Abstract. In this paper we study analytically a one-dimensional model for a semiconductor-metal junction.
Introduction
The electronic properties of surfaces and interfaces has many fascinating features, associated with the formation of surface states, modification of the band structure and corresponding density of states, and electronic transport [1] . Strongly localized surface states are known since a long time to be present at the interface of semiconductors and metals [2] and have been shown to influence the conductance of scanning tunneling microscopy (a quasione-dimensional process) [3] . Also these states have re-cently been found in one-dimensional metamagnetic materials [4] . Therefore the characterization of these states is an important aspect of the physics of surfaces of materials and interfaces between two different solids.
In the fields of one-dimensional physics, specially those related to device applications, the transport properties are of crucial importante, and therefore it is important to study the effect that surfaces and interfaces have on these properties. Of particular interest to us is the non-linear transport through a semiconductor-metal interface. The non-linear transport requires the use of non-equilibrium methods, which were first introduced in this context by Caroli et al. [5] . Following these early developments, the calculation of the current through a two-band system, connected to one-dimensional metals, including the effect of disorder on the semiconductor was soon performed [6] , and latter revisited by other authors [7] . As old as these investigations may be, transport across one-dimensional metalsemiconductor-metal systems is still an active research topic [8] , specially in the field of quasi one-dimensional organic conductors.
Except for very simple models, such as transport across an impurity [9, 10, 11, 12] , the transport calculations using the non-equilibrium Green's functions method are all numerical. This is so due to the fact that both the surface Green's function of the contacts and the Green's functions of the system (often called device) are obtained by the inversion of very large matrices, a process that in general has no analytical solution. There is even the widespread idea that the only surface Green's function that can be computed analytically is that of a semi-infinite onedimensional chain [13] (the surface Green's functions of a cubic lattice reduce to the solution of a onedimensional problem with analytical solution [22] ).
Usually, the surface Green's function of a given lead is computed using a recursive method developed long ago [14] . The convergence of this method is constrainted by the value of a small imaginary positive number added to the energy of the Green's function. There is however an alternative method to compute the surface Green's function that does not depend on the value of that small imaginary part; it even works with the small imaginary part equal to zero, a limit that is implicit in the definition of the Green's function [15, 16] . As we show bellow, this method can be used to obtain analytical expressions for the surface Green's function of a system with two atoms per unit cell, by solving a quadratic matrix equation.
It is our purpose, in this paper, to study analytically, within a simple toy model, the formation of Tamm states at the interface of a semiconductor-metal junction and its non-linear transport, as a function of the bias voltage across such interface. We certainly recognize our study to be that of a toy model problem, but the fact that all quantities can be computed analytically makes our results relevant for the study of more sophisticated models where no analytical solution exists. We will compute all the needed Green's function analytically, which in turn give analytical expressions for the tunneling probability and for the system density matrix. To our best knowledge this study has not been done before. 
Hamiltonian toy model and formalism
In order to give a analytical description of the properties of a semiconductor-metal junction we consider here a onedimensional model. In Fig. 1 we depict the model used. 
, where all energies are in units of t. The parameter W will be varied, but is also given in units of t.
If we denote the semiconductor Hamiltonian by H L , the metal Hamiltonian by H R , and the junction Hamiltonian by H d (defined by unit cell n = 0), the full Hamil-tonian of the problem, written in the local atomic basis,
where the matrices V L and V R are the coupling between the semiconductor and the junction and the metal and junction, respectively. If we write H L and H R explicitly, the Hamiltonian (1) acquires a block tridiagonal form and
where the several matrices are given by
and
Since we want to study the properties of the junction, we need to compute local quantities. This is best accomplished using Green's functions. The full Green's function of the system is defined by
where we have chosen the retarded function (denoted with the + superscript), and 1 is an infinite identity matrix.
The matrix form of the Green's function is
The quantity of interest is G dd , which is shown to have the form
where the matrices Σ 
where the Green's functions G respectively. These Green's functions are defined as
with U sm = E +i0 + −H sm and a similar equation defining
It is possible to find a close form for G + LL and G + RR [15, 13] , reading
(In the Appendix we give a simple derivation of Eqs. (12) and (13) .) The solution of (12) and (13) can in general be done numerically only, by using a decimation procedure [14] , or a direct iterative solution [13] . In these two methods it is necessary to introduce a small imaginary part, that is 0 + is replaced by η + , where η + is a finite number.
The rate of convergence of the two methods depend of the value of η, which we would like to be as small as possible. There is however another method available which is based on the solution of a quadratic matrix equation [15, 16, 17] and that does not require the use of a finite value of η. This method was recently used in the context of transport through molecular junctions [18, 19] , but has been essentially forgotten by the community working on surface Green's functions applied to non-linear transport.
Let us explain how this last method works considering, for this purpose, the solution of G + LL . We start by defining an auxiliary quantity Y = G + LL C L , which allows to write Eq.
We now assume that there is a similarity transformation
whereȲ is a diagonal 2×2 matrix,Ȳ = diag(y 1 , y 2 ). Usinḡ Y we can write Eq. (14) as
Writing Q as Q = (q 1 , q 2 ), where q 1 and q 2 are vector columns of two elements, we obtain that the solution for Y and Q reduces to the solution of a quadratic eigenvalue problem of the form
Equation (16) has non-trivial solutions if the following determinant is zero
The solution of Eq. (17) 
and the choice of the sign is made in order to satisfy the analytical properties of G 
which has three solutions, y i = y 1 = 0 and
and for β < 1, the correct choice is
For y 1 the eigenvector q 1 is
where v 1 in any real number. For y 2 , the eigenvector q 2 is
with u 2 = v 2 X, and X given by
with v 2 any real number. It is now a simple task to compute Q and its inverse, from which Y , and therefore G + LL , is obtained. The surface Green's function is given by
Using exactly the same procedure we obtain for G
with
The calculation of G + dd requires the determination of the self energies. These are simply obtained as
The matrix elements (G + LL ) 22 and (G + RR ) 11 are, after some algebra, simply given by
At first sight, Eq. (33) does not look like the surface Green's function of a semi-infinite one-dimensional chain (that is because we used two atoms per unit cell for the metal) [20] , however simple algebraic manipulations show that (G + RR ) 11 can be put in the known form
for (E − ǫ c ) 
with S(E) = S a (E)S c (E) − W 2 , and
If W = 0, the two systems are decoupled, and (G
is the surface Green's function of the semiconductor and 22 is the surface Green's function of the metal.
In some conditions, the existence of surfaces in a material give rise to surface states. In semiconductors these states lie in the gap of the semiconductor. These type of states are determined by the condition S(E) = 0, with S(E) a real number. When S(E) is imaginary, S(E) = S 1 (E)+iS 2 (E), resonant states are determined from S 1 (E) = 0; S 2 (E) will be related to the width of the resonance. The local density of states at the junction atoms is given by (either with zero or finite W )
where ρ a ′ and ρ c ′ are the local density of states at a ′ and c ′ atoms, respectively.
Considering first the case W = 0, the case in which the two systems are decoupled, the surface states of the semiconductor satisfy the condition S a (E) = 0, with S a (E) real, and the resonances satisfy the condition ℜS a (E) = 0.
Similar expression hold for the metal with S a (E) replaced by S c (E). In Fig. 2 we plot the imaginary and the real parts of S a (E) and S c (E).
In the case of the metal, the condition ℜS c (E) = 0 corresponds to the maximum of the density of states, which represents a very broad resonance. In the case of the semiconductor we see that in the gap we have S a (E) = 0, with general wave function has the form
where |m, a and |m, b are position-base states at the sites of the chain, and a m and b m are the corresponding amplitudes. The matrix elements of the Hamiltonian, n, a|H|ψ and n, b|H|ψ leads to
where θ(x) is the Heavyside function, with θ(0) = 0. The above equations are subject to the boundary condition b 0 = 0. We now make the observation that for E = 0, there is a non trivial solution for the amplitudes a m given by the recursive relation 
with a 1 = 1 − (V /J) 2 obtained from the normalization of the wave function. Clearly, for the surface state to exist we need V /J < 1, the case we used in our numerical calculations. For V /J ≥ 1 the surface state is absent. In the particular case V /J > 1 a Shockley state will develop in the gap, which is not a surface state. Also for the metal there are some conditions where localized states can form at the surface. Let us take the semi-infinite one-dimensional metal introduced in Fig. 1 , whose Hamiltonian reads
and we have assumed all the hoppings equal. Proposing a localized wave function of the form
and writing the Schrödinger equation as
we obtain for the energy of the localized state
with λ the solution of
Since λ must be larger than zero we must have ǫ c ′ /t > 1 and the energy of the localized state is
located below the bottom of the metal band. So, in this special condition it is possible for the metal to develop a localized state at the surface. If we generalize the above case and include the possibility that the hopping between the site c ′ and the site c is t ′ , the wave function of the localized state has to be generalized to
and the Schrödinger equation has now the form
whose solution gives b = t/t ′ and
and the energy is still given by E = −2t cosh λ. Since we must have λ > 0 only some values of the parameters produce surface states, in particular we must have t ′ > t (which is not the case considered in the simulations.).
We now make W finite coupling the semiconductor and the metal. In Fig. 3 we plot the imaginary and the real parts of S(E) for different values of W . Because S(E) contains now contributions from both the imaginary parts of S a (E) and S c (E) there will be a finite imaginary part in the energy range of the semiconductor's gap. As a consequence the Tamm state previously located in the gap becomes now a sharp resonance and is visible in the local density of states ρ a ′ , as we show in Fig. 4 . Of particular interest is the strong transfer of spectral weight from the 
Transport properties
We now study the non-equilibrium transport across the junction. This is done using the non-equilibrium Green's function method [21] . This method is particularly suited to study the regime where the system has a strong departure from equilibrium, such as when the bias potential V b is large. The system is however in the steady state. Since the seminal paper of Caroli et al. on non-equilibrium quantum transport [5] , that the method of non-equilibrium Green's functions become generalized to the calculation of transport quantities of nanostructures. There are many places where one can find a description of the method [22, 23, 24] , but an elegant one was recently introduced in the context of transport through systems that have bound states,
showing that the problem can be reduced to the solution of a kind of quantum Langevin equation [25] .
The general idea of this method is that two perfect leads are coupled to our system, which is usually called the device. In our case the device is defined by the junction, a two site system, involving the a ′ and c ′ sites. The Green's function of the device has to be computed in the presence of the leads. This corresponds to our G + dd Green's function.
Besides the Green's function we need the effective coupling between the leads and the system (the junction) which are 10 N. M. R. Peres: Analytical study of non-linear transport across a semiconductor-metal junction determined in terms of the self-energies as is that the total current through the device is given by (both spins included)
where the transmission T (E) is given by
Performing the trace we obtain
Because we are applying a bias voltage across the junction, we choose µ L = µ and µ R = µ − eV . Also the electrostatic potential has to change continuously between the semiconductor and the metal. We choose that the variation of the potential is proportional to the distance to the electrodes, therefore the local energies in the junction have to be modified according to
The sites of the metal are shift by −eV . Since T (E) is computed using G + dd and this depends on ǫ a ′ and on ǫ c ′ ,
T (E) will also be a function of the bias potential V . The choice made in Eq. (61) corresponds to the solution of are not present [24] . Naturally, when the chemical potential of the semiconductor lies on the gap it is necessary a finite bias voltage to produce a current. 
The parameters are those introduced in Fig. 1 .
The average number of electrons, per spin, at the site j of the device is given by
Specializing to the sites j = a ′ and j = c ′ we obtain
where the f L/R are the Fermi functions, and γ L/R are defined as
From Figure 6 we see that the local electronic density at a 
These inequalities are due to the relatively large value of ǫ ′ c relatively to ǫ c . On the other hand, when the voltage increases, the above inequalities transform, roughly, into approximated equalities.
As a general trend, n a ′ and n c ′ will decrease at relatively large values of eV , due to the dependence of the energies ǫ a ′ and ǫ c ′ on V (see Eq. (61)); this is specially the case for small coupling between the semiconductor and the metal (small W ). In the case of small coupling, the contribution due to the off-diagonal Green's function is small, since this latter quantity is proportional to W and therefore its contribution to n a ′ and n c ′ (see Eq. (64)) is proportional to W 2 . So, in this case, the occupancy of the sites a ′ and c ′ is only due to the electronic wave-function coming from the system to which the corresponding site is directly connected.
For large bias voltage the matrix elements that contribute to n c ′ develop large resonances which contribute to the increase of n a ′ relatively to n c ′ at V ≃ 3 eV.
It turns out that the details of the behavior of n a ′ and n c ′ depend some what on the relative strength of the hopping parameters and on-site energies.
Summary and conclusions
In this paper we have studied a simple one-dimensional model of semiconductor-metal junction. The advantage of this simplification is that all the features can be studied using analytical expressions. We have shown that the semi-infinite metal does generate surface states in particular conditions. For the semiconductor surface states can form in the gap. Resonances can be formed local density of states of the metal if the surface parameters are very different from those in the bulk. The energy position of such resonance is given by
In the case t ′ = t and ǫ c ′ = ǫ c , E R is simply the energy of the maximum of the local density of states. Although our system is a very simple one, the features seen in this case will also be present on more realistic cases. However, in the context of quasi one-dimensional organic conductors our calculations have direct relevance; for example, the electronic transport in a molecular wire will develop features as those described here close to the contacts to the metallic leads.
