Gearboxes are the most commonly used transmission components in heavy equipment such as helicopters, shearers, and ships. The failure rate of gearboxes is high, and the characteristic signals under faulty conditions tend to be extremely weak and are often overwhelmed by strong noise. Thus, extracting sensitive characteristic parameters is difficult. In order to optimize the characteristic parameters of gearboxes and improve diagnosis efficiency, this study proposed a method for fault diagnosis of gearboxes that combines empirical mode decomposition (EMD) with rough sets and neural networks. First, the principle of EMD was explored. The indicators for measuring characteristic parameters were identified to compare the feature set composed of energy values with those comprising approximate entropy parameters. Second, the conditional attribute reduction technique for rough sets was investigated. An algorithm for attribute reduction based on conditional equivalence classification was put forward for parameter optimization. Then, a neural network was employed to identify the feature sets before and after the attribute reduction. Results show that the energy characteristic set is the most sensitive to failures. The attribute reduction technique reduces the characteristic parameters from 6 to 4, thereby effectively lowering the input vectors of the neural network. The training time is also decreased from 1.024 s to 0.351 s, obviously promoting the efficiency of fault diagnosis. The study provides references for improving the performance of online real-time fault diagnosis.
Introduction
Gearboxes are the most important transmission components of heavy equipment, and they play an important role in transmitting torque and adjusting speed. Failures during the operation of heavy equipment are inevitable due to excessive loads or poor working environments. The characteristic signals under faulty conditions are extremely weak, and they are often overwhelmed by strong noise. Moreover, the signal-to-noise ratio is considerably low, and the degree, location, and type of faults exert a great influence on characteristic parameters. Therefore, extracting sensitive parameters and realizing online real-time fault diagnosis is difficult [1] [2] .
At present, the methods for extracting characteristic parameters include the time domain averaging method, cepstral analysis, refinement spectrum analysis, high-order cepstrum, envelope demodulation, etc., most of which are based on Fourier transform and are only applicable to the processing of stationary signals. Meanwhile, the vibration signals of gearboxes are non-stationary. The techniques to deal with non-stationary signals include short-time Fourier transform, Winger-Ville distribution, wavelet transform, etc. However, short-time Fourier transform could not guarantee the resolution in the time and frequency domains at the same time [3] . In Wigner-Ville distribution, cross-interference terms are apparent between components [4] . Moreover, wavelet transform is most suitable for processing with low-frequency components [5] . By contrast, empirical mode decomposition (EMD) could display a full view of signals in the time and frequency domains simultaneously, especially during treatment of non-stationary and nonlinear signals [6] [7] [8] [9] [10] . Rough sets are a kind of mathematical tool to describe the incompleteness and uncertainty of data. This tool could effectively analyze and deal with incomplete information, discover hidden knowledge, and reveal potential laws [11] . The attribute reduction technique in rough sets can optimize characteristic parameters under faulty conditions. If combined with neural networks and rough sets, the method can promote the efficiency of fault diagnosis and lay a foundation for enhancing the performance of online realtime fault diagnosis.
State of the art
Scholars all over the world have extensively studied EMD and applied it to various fields, such as medicine, machinery, and geography. Rubén applied EMD to process and analyze physiological characteristic signals, which are beneficial for the pathological study of diseases [6] . EMD was also used to decompose seismic waves to obtain the intrinsic information of signals [7] , which provided technical support for effectively identifying earthquake levels. Improved EMD algorithms have been developed and applied to fault diagnosis [8] [9] . Tabrizi studied the problems of endpoint effects and false components and improved EMD in wind speed prediction [10] . These existing studies mainly focused on the application of EMD, particularly its improvement, and could only slow down problems such as endpoint effects, false components, and modal aliasing according to signal characteristics. Solving these problems completely is impossible, and the related research on the faulty signals of gearboxes is rare. In line with the particularity and complexity of signals, a method combining window functions with mirror extension is utilized in the current study to relieve endpoint effects. Ensemble EMD is also used to prevent modal aliasing and ultimately obtain initial characteristic parameters accurately.
Conditional attribute reduction is the most critical technique in rough sets [11] [12] . Minimal attribute reduction sets have been obtained by using attribute frequency in a difference matrix as heuristic information [13] . The information entropy of attributes has been employed as heuristic information to optimize feature sets [14] [15] . To find attribute reduction sets quickly and efficiently, studies have applied the ant colony algorithm to attribute reduction [16] , and some have combined particle swarm optimization and attribute reduction [17] . The genetic algorithm has been utilized to reduce the number of parameters and thereby obtain good results [18] . Although group-intelligent optimization algorithms could quickly obtain the attribute reduction sets of a decision table, they cannot ensure that the reduction sets are minimal. The present study proposes an attribute reduction algorithm that is based on conditional equivalence classification. The proposed method avoids the calculation of heuristic information and the problem of group-intelligent optimization algorithms falling into the local optimal solution while ensuring that all attribute reduction sets are minimal.
The remainder of this study is organized as follows. Section 3 presents the principle and improvement of EMD, rough sets, and neural networks. Section 4 describes the extraction of the characteristic parameters of a gearbox under faulty conditions. In this section, the feature set is optimized by an attribute reduction technique in rough sets, and a neural network is employed to identify fault patterns. A method for gearbox fault diagnosis that combines EMD with rough sets and neural networks is constructed and verified. Section 5 discusses the conclusions.
Methodology

EMD
EMD is a method that decomposes signals on a time scale into a number of finite intrinsic mode functions (IMFs). Each IMF represents one kind of vibration mode and describes the local characteristics of the original signals fully. During decomposition, problems such as endpoint effects, modal aliasing, and false components are inevitable. In this work, the method is raised to mirror the two ends of a signal first, and then a window function is added to the signal to ensure that the signal is not distorted. Finally, the extension part is cut off so as to avoid the endpoint effect. In addition, a random white noise sequence with finite amplitude is added to the original data every time before EMD. The sequences should be uncorrelated, the mean should be zero, and the variance should be equal. EMD is performed on the composite signal. Then, different white noise sequences are utilized each time, and complex signals are decomposed at least 100 times. Ultimately, the mean is used as the final decomposition result, and thus, modal aliasing is avoided. False IMF components may appear during EMD, and their elimination has been studied previously [9] [10] ; however, now work has been able to completely remove them. Theoretically, false components are independent of the original signal, and therefore, the effective components are obtained by calculating the correlation coefficients. To obtain a valid IMF component, the current work sets the threshold to 0.06; that is, components with correlation coefficients greater than 0.06 are selected, and the others are removed.
Extraction technology of feature sets based on EMD
When a gearbox fails, the energy of each IMF changes, and the energy distribution of all IMFs can help distinguish the different kinds of fault types. Therefore, energy values can be extracted as a characteristic parameter set [19] .
In 1991, Steven M. Pincus proposed the use of approximate entropy to measure the complexity of time series. In the current work, this technique is applied mainly to measure the probability of generating new patterns in vibration signals. A complex signal coincides with a large approximate entropy value [20] , and thus, approximate entropy parameters are also constructed as a feature set.
Suppose that {u(i), i = 1, 2,!, N} is the original data sequence, which contains N numbers. Assuming that the dimension is m and the similar capacity is r , the approximate entropy can be obtained by the following formula:
Equation (1) shows that the approximate entropy value 
Indicators for measuring characteristic parameters
Different characteristic parameters can be obtained by different methods. However, measuring characteristic parameters is difficult in the field of fault diagnosis. Characteristic parameters should satisfy two conditions: stability, that is, the values of each sample should be as close as possible under the same working condition; sensitivity, that is, the difference between the parameters of the samples under different working conditions should be large. The qualitative description of the characteristic parameters of faults has been provided previously. Diagnostic accuracy is the only indicator used to judge characteristic parameters. A quantitative method to gauge feature sets is proposed in this work. Two quantitative indicators are root mean square (RMS) and mean. RMS is also statistically called the standard deviation used to measure the degree of fluctuations of samples. A small RMS is indicative of good stability. The mean is used to survey the average degree of samples; a great difference between the mean values of samples under different working conditions indicates good sensitivity. Suppose that in a certain working condition, p delegates the number of samples (i = 1 : p) , q represents the number of characteristic parameters in a sample ( j = 1 : q) , j T is the mean of the jth characteristic parameter in all samples, and ij H indicates the jth parameter of the ith sample. RMS is expressed as:
Rough sets
Rough sets are usually applied to analyze uncertainty, and they have been widely used in data mining, decision analysis, and other fields. The attribute reduction technology can particularly delete redundant components and simplify spatial dimensions so as to optimize characteristic parameters.
( )
consists of U , a non-empty finite set called the universe; and Ω , a non-empty finite set of attributes, with C D Ω = U , where C is a condition attribute set and D is a decision attribute set. For each q ∈Ω , q V is called the domain of q , and q f is an information function :
The related concepts are as follows [11] : 
The intersection of all reduction sets is the nuclear feature set.
Conditional attribute discretization
Rough set theory can only deal with discretized data. Discretization methods commonly include equidistant division, equal frequency division, naive scaler algorithm, semi naive scaler algorithm, etc. On the basis of the study of various discretization algorithms, an improved naive scaler algorithm is employed in the current work [19] , and good results are obtained.
Attribute reduction algorithm based on conditional equivalence classification
At present, the heuristic reduction algorithm proposed by Pawlak. Z et al. [11] is popular. Two kinds of common heuristic information are dependency degree and information entropy of attributes. Minimal reduction sets may not always be available. According to the analysis of various algorithms, an attribute reduction algorithm based on conditional equivalence classification is proposed. This algorithm avoids the calculation of heuristic information and the problem in which group-intelligent optimization algorithms fall into the local optimal solution. It also completely solves the attribute reduction sets from the perspective of classification ability, and it can find all the minimal reduction sets of a decision table. Step 2) Remove any attribute i C from C to obtain a new condition attribute set Cʹ , and calculate ( )
, and then proceed to (2).
Step 3) Output CORE . Algorithm 2:
Step 1) Calculate the kernel attribute set CORE according to Algorithm 1.
Step 2) Compute the conditional equivalence classifications U CORE and decision classifications U D . Find the conditional equivalence classifications that cannot be accurately classified into the decision classifications
Step 3) Assume D C CORE = − , and find the conditional attribute sets , E F , which can differentiate the samples in . If P φ = , then choose any element , i j C C from , E F respectively so that the reduction set is
The method directly targets the condition classifications of core attributes that cannot be correctly classified into decision classifications by the kernel attribute set. It also finds the attributes that can distinguish unclassified condition classifications and finally constructs the minimal reduction set. This method can quickly find all the minimal reduction sets of a decision table, thereby reducing the calculation time and improving the efficiency of reduction.
Neural networks
The artificial neural network is a nonlinear dynamic system with strong parallel processing ability; approximation ability for nonlinear mapping; and self-organization, self-learning, and associative memory. Therefore, it is usually used to recognize failure modes in the field of fault diagnosis. Back propagation (BP) neural network is trained with the algorithm of back propagation of errors, and it is the most widely applied [21] . A BP neural network usually has three layers: an input layer, a hidden layer, and an output layer. Neurons in the same layer have no connections, and neurons in different layers are connected by weights. Generally, a neural network can have only one input or output layer and multiple hidden layers. However, any nonlinear function can be approximated using an implicit layer. In this work, a BP neural network with three layers is adopted to pattern identification.
Analysis and Discussion
Signal acquisition and preprocessing
Signal acquisition is the most important step in fault diagnosis. The test apparatus of gearboxes is mainly composed of a motor, coupling, a gearbox, and a magnetic powder brake (Fig. 1) . A gearbox consists of an input shaft, an intermediate shaft, an output shaft, three pairs of rolling bearings, two pairs of gears, and a case (Fig. 2) . In the experiment, the rated speed is 1200 r/min, the load is 300 Nm, and the sampling frequency is 4000 Hz. According to the failure rates of the parts in the gearbox, five kinds of work conditions are set: tooth fracture, crack in the outer ring of the bearing, pitting in the inner ring of the bearing, tooth fracture and crack in the outer ring, and tooth fracture and pitting in the inner ring. One tooth of the driven gear on the intermediate shaft is broken. At the same time, the crack in the outer ring and the pitting in the inner ring are arranged on the rolling bearing of the intermediate shaft close to the magnetic powder brake. According to fault types, the measuring point V is selected for signal collection. The signals are analyzed in the time and frequency domains, as demonstrated in Fig. 3 . 
Characteristic parameters
The signals in the time domain are processed by EMD according to the principle in Section 3.1. The first six components are selected to calculate the characteristic parameters. Table 1 shows the feature set composed of energy values based on EMD. Table 2 presents the set made up of the approximate entropy parameters based on EMD. According to the method in Section 3.1.3, the RMS of each work condition is computed. The RMS values of the set in Table 1 are 0.0149, 0.0108, 0.0154, 0.0106, 0.0129, and 0.0161. The RMS values of the set in Table 2 are 0.0160, 0.0268, 0.0186, 0.0204, 0.0246, and 0.0203. The RMS values of the former are smaller than those of the latter and thus indicate better stability. Similarly, the mean value of each set is calculated separately, and the difference of the means between two operating conditions is obtained. Finally, the minimal value is taken as an indicator of sensitivity. For the six work conditions, the values of the first set are 0.0056, 0.0017, 0.0026, 0.0003, 0.0013, and 0.0046; and the corresponding values of the second set are 0.0007, 0.0016, 0.0059, 0.0037, 0.0009, and 0.0065. The sensitivities of the two sets are basically the same. Therefore, the energy characteristic parameter set is the most suitable for gearbox fault diagnosis. Table 1 is used as basis to recognize faulty modes.
Characteristic parameter optimization based on attribute reduction
According to rough set theory (Section 3.2), the characteristic parameters in Table 1 are discretized, and the feature set is reduced with the algorithm based on conditional equivalence classifications. The kernel attribute set is , The minimal reduction sets are , . To verify the correctness of the reduction method, this study calculates the positive domains of the set before and after the reduction according to Equation (5) . The results show that the positive domains are exactly the same, and thus, the method proposed in this study is effective and feasible.
Fault pattern recognition based on neural network
The neural network theory described in Section 3.3 is adopted for pattern recognition. Table 1 shows five samples for each condition; the first four samples are the training samples and, the fifth sample is the test sample. The structure of the BP neural network used to recognize the set before reduction is 6-12-6, and that after reduction is 4-8-6. The curves of the training error before reduction are shown in Fig. 4 . The curves of Table 3 presents the test results of the   neural network.   1  2  3  4  5  6 , , , , , X X X X X X represent the actual output. 
Discussion
The BP neural network is applied to recognize fault patterns.
The results show that the accuracies of the three sets can reach 100%. However, Fig. 4 indicates that the training accuracy is 0.000301, the training frequency is 69 times, and the training time is 1.024 s. Moreover, the precision of 
Conclusion
This study was aimed toward the nonlinear and nonstationary vibration signals of gearboxes. A feature set made up of energy values based on EMD was obtained to identify the initial characteristic parameters. An algorithm for attribute reduction based on conditional equivalence classifications was established to obtain all the minimal reduction sets. A neural network was employed to identify the feature sets before and after reduction, and the following results are obtained.
(1) According to the indicators for measuring the characteristic parameters of failures, the experimental results show that an energy characteristic set is more sensitive to fault modes than an approximate entropy set.
(2) The algorithm based on conditional equivalence classifications for attribute reduction obtains the minimal attribute reduction set rapidly, effectively lessens the number of input vectors in neural networks, and simplifies the structure.
(3) The minimal attribute reduction set can recognize failure modes accurately and promote the efficiency of fault diagnosis.
A method combining rough sets with neural networks was constructed on the basis of EMD for the fault diagnosis of gearboxes. The proposed method offers many advantages, such as strong anti-interference ability, fast convergence, and high diagnostic accuracy. Thus, it is helpful for online fault diagnosis. If the actual conditions of gearboxes are processed with the proposed method in the future, some modifications should be executed, and the mode identification should be made accurate.
