. Around 370 submissions, from 30 countries and regions across six continents, were received and each article was evaluated by at least two qualified reviewers. Finally, around 230 high-quality papers were accepted for oral presentations.
(1) "Sparse and Truncated Nuclear Norm based Tensor Completion" proposes a norm for tensor data. Furthermore a tensor completion algorithm is developed based on the concept of the alternating direction method of multipliers (ADMM). To maintain the structural information, a sparse regularization term, defined in the transform domain, is added into the objective function. (2) "Online Depth Image-based Object Tracking with Sparse Representation and Object Detection" addresses the object tracking problem in the presence of occlusion and illumination change. With sparse coding representation for input images, the proposed method is able to keep tracking the target object with high occlusion area. into the WHT space and utilizes the sign information of the WHT coefficients to estimate the saliency information. Compared to the conventional methods, the proposed method can significantly reduce the computational loading. (4) "Cross-modal Salience Correlation for Image Annotation" proposed a Textual-Visual Salience based Annotation (TVSA) method for image annotation. First, both textual saliency map (a graph) and community visual saliency maps (multiple graphs each corresponds to one community) are generated. Then, the maps are used for training a multiple-kernel SVM classifier. The classifier could thus be applied to generate annotations to an image. (5) "Joint Learning of Unsupervised Dimensionality Reduction and Gaussian Mixture
Model", considers a joint optimization procedure for reducing data dimension and estimating the parameters of Gaussian mixture model. By modeling the data distribution as a special Gaussian mixture model, the mixture of factor analyzer with common factor loading (MCFA), the authors present an expectation-maximization (EM) algorithm to estimate the model parameters with a fix number of latent variables. Applying the algorithm to different number of latent variables, the best model with reduced dimensionality could be obtained. (6) "Directed Connectivity Analysis of Functional Brain Networks during Cognitive Activity using Transfer Entropy" studies the information flow in functional brain networks during cognitive activity. The paper utilizes the concept of normalized transfer entropy to construct a directed functional brain network. Furthermore, it explores graph theoretic and statistical analysis to characterize the constructed directed FBN and the information flow pattern of the constructed directed FBN during cognitive tasks.
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