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Abstract 
 
Although the market started expressing the need for high product variety three decades ago, manufacturing systems have not kept the pace with 
these social and economic developments. Modern industrial shop-floors are highly affected by the ever-increasing product variety and volatile 
market demands introduced by the currently established mass customization paradigm. The increasing complexity and high unpredictability in 
manufacturing activities require immediate reactions to emerging disturbances, such us reducing bottlenecks, and avoiding brake-downs and 
idleness of critical equipment in order to increase productivity and therefore, the company’s competitiveness. The framework proposed in this 
research work includes machine monitoring techniques for the near real-time identification of machine status, in order to allow a predictive 
maintenance engine to diminish machine tool failures. Moreover, an adaptive short-term scheduling mechanism is employed, using monitoring 
data for the refinement of production schedules based on the current and future conditions of the shop-floor. Data acquired from a multi- 
sensory pilot installation together with information directly retrieved from the machine tool’s controller are fused and comprise the input to 
subsequent software modules. The monitoring module is described, which analyses sensory data during the machine operation, as well as the 
Adaptive Scheduling Engine that dispatches schedules and refines future schedules based on awareness regarding machine availability. The 
software architecture and hardware setups are described and comprise the roadmap for the framework development. A possible application of 
the framework is described in the context of a European SME manufacturer. 
© 2014 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Scientific Committee of the “8th International Conference on Digital Enterprise Technology - DET 
2014. 
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1. Introduction 
 
In today's modern and competitive industrial society, 
production costs and lead time are of crucial significance for 
companies, especially in the mass production and mass 
customization domain. Unpredictable machine life and 
premature machine failures are major problems that must be 
dealt with in everyday industrial practice. Nevertheless, 
machine utilization must be kept in optimal levels in order to 
maintain productivity and achieve capital depreciation. 
Machine estimated useful life, utilization, cost and residual 
value are some of the main factors to be considered in 
calculating depreciation [1]. Prognostics on machine or 
process breakdowns and products' life expectancy estimation 
aim towards optimal machine utilization. Moreover, 
continuous   monitoring,   assessment   and   prediction   of   a 
product's performance could also enable a holistic product 
life-cycle management in which products are monitored, 
assessed and improved throughout their life-cycle. Finally, 
another key factor affecting mass customization is flexibility 
[2]. The flexibility of a manufacturing system is determined 
by its sensitivity to change. Changes including the rapid 
introduction of new products, abrupt changes in product 
demand and mix, and more frequent modifications to existing 
products create problems capable to be alleviated by a high 
volume, operational and / or product flexibility [3]. Increased 
flexibility consequently provides a manufacturing system with 
a series of principal advantages. To tackle these issues, the 
presented research work aims at providing a monitoring 
framework for machine status identification and prediction, so 
that activities like process planning and scheduling become 
aware  and  adaptive.  In  of  a  CNC  milling  machine  and 
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software implementation for results visualization in a friendly 
user interface on a Cloud service. 
 
2. State of the art 
 
In the field of machine availability monitoring, the authors 
in [4] proposed two methods for predicting machinery 
damage, namely the recurrent neural networks (RNNs) and 
the neuro-fuzzy (NF) systems for time-series analysis. 
Through comparison by testing them in three test cases of a 
worn, a chipped and a cracked gear, RNNs performed better 
in forecasting accuracy. Approaching the process monitoring, 
the authors in [5] proposed to synthesize the state variable 
estimates determined by different sensors and corresponding 
process models, through a well-trained neural network. In a 
recent review study the support machine vector (SVM) is 
presented as a promising method having an excellent 
performance and high accuracy in machine condition 
monitoring and diagnosis [6]. A new version of support 
machine vector named fuzzy support vector is presented by 
[7]. The method combines the triangular fuzzy theory with 
modified support machine vector. A hybrid method is 
presented in [8] which includes sweeping filters and tooth 
rotation energy estimation (TREE). A real time analysis of 
frequency components of the spindle signal of a milling 
machine provided a robust and reliable monitoring system 
able to identify tool breakage. A new machine condition 
monitoring method based on a stochastic Hidden Markov 
model (HMM) is presented in [9][9]. Using the HMM, not 
only was the precise detection of defect achieved, but also the 
correct identification of defect type was possible. Moreover, 
the use of regression trees technology and time series in order 
to predict the future condition of the machine is proposed by 
[10]. The main idea is that the embedding dimension is 
estimated at first in order to predict the next value, 
determining accordingly the available observations. In [11], 
an aircraft air conditioning is used as a case study in order to 
forecast future data points and to prevent unscheduled 
maintenance. The proposed method includes decision trees to 
find patterns from past data and a genetic algorithm to find 
features of the time series evaluated by the decision trees. In 
[12], a system was reported for setup planning in machining 
operations using Java and Web technologies, where XML was 
used to transfer data and information between various 
manufacturing systems. Wang et al., recently proposed to use 
enriched machining features and function blocks to handle the 
uncertainty [13][14]. The goal is to generate detailed and 
adaptive operation plans at runtime by CNC controllers to 
best utilize the capability of the available machines. In [15], 
an improved hybrid forecasting model, namely NARX- 
ARMA for machine state forecasting based on vibration data 
is proposed. The plan and control of a distant shop floor’s 
operations are based on runtime information from the shop 
floor, enabled by a Web-based integrated sensor-driven e- 
Shop Floor (Wise-Shop Floor) framework targeting 
distributed yet collaborative manufacturing environments 
[16]. In [17], Sokolowski deals with some specific aspects of 
Fuzzy Logic (FL) system implementation in machine tool and 
cutting process monitoring. The main scope of his research 
was to work out a cutting tool wear monitoring strategy which 
makes possible for reaching independence of the wear 
symptoms from the cutting conditions. Dealing with in- 
process monitoring and fault diagnosis of machining 
operations Jun, et al. [18] present a spindle-based 
dynamometer as a sensor to monitor a machining operation. 
Moreover, another approach for machinery damage is an 
agent-based diagnostic concept developed in [19] which 
includes diagnosis of unknown process behavior using self- 
organizing-maps and watershed transformations. The concept 
was transferred to industry through chemical industrial 
processes. According to adaptive scheduling there are several 
methods and approaches. A novel integrated approach has 
been presented which enables a dynamic scheduling of 
maintenance measures within complex production systems in 
[20]. A framework is described in [21] for understanding 
rescheduling strategies, policies, and methods. Viera, et al., 
demonstrate how the rescheduling affects the performance of 
a manufacturing system. Considering the problem rising from 
static scheduling, a dynamic scheduling problem was 
designed by Chryssolouris, et al. in [22] to closely reflect a 
real job shop scheduling environment. Moreover, another 
approach in which can be based the adaptive scheduling is 
described in [23]. A hybrid genetic algorithm which can speed 
up the optimization of nearly every evaluation criteria in a job 
shop scheduling. The main advantage of this method is the 
small randomness and the managed search in order to find 
better solutions in shorter time. 
The work reported in this paper focuses on the 
development of a framework machine monitoring that 
retrieves real time information and constitutes scheduling and 
other production support systems adaptive to change. A CNC 
milling machine incapable to expose monitoring information 
directly was chosen specifically for that purpose, to 
demonstrate the ability of the method to accommodate 
outdated equipment and closed-architecture systems. Time 
series analysis of the gathered information is carried out 
through models utilized by a prediction engine. An adaptive 
scheduling engine, including maintenance planning is 
described and finally a software tool offered as a cloud 
service with user friendly interfaces is implemented for data 
entry and visualization of the results. 
 
3. Architecture of monitoring system 
 
This paper proposes a method in which main scheduling 
decisions could be determined based on  exploiting 
information from the machine in near-real time machine 
condition monitoring. Real-time monitoring provides the 
manufacturing system with the capability to prevent errors 
and to propose alternative methods of scheduling. To 
accomplish these, this framework is based on five main steps 
(Figure 1): 
x Machine Monitoring and Data Acquisition 
x Data Preparation & Diagnostics Engine 
x Prediction Engine 
x Visualization of Results and Actions 
x Maintenance planning & Adaptive scheduling of the 
system 
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Monitoring and data acquisition is the first step of the 
proposed method. Different types of sensors are used in order 
to acquire data from the working machine. Sensors such as 
inductive clamps for current measurements are used. The data 
are stored in a data acquisition device in order to analyse them 
and to extract the needed information. 
 
 
 
Fig. 1. Overall concept of the machine monitoring framework 
 
In the stage of data preparation the various parameters 
detected in the monitoring and data Acquisition step are used 
to create reference time-series models that will be compared 
with the monitored models derived from the monitoring of the 
machine. Time series is a sequence of observations of a 
random variable and time series analysis provides tools for 
selecting a model that can be used to forecast future events. 
The outcome of the data preparation step is a diagnostic 
engine which is triggered to identify improper machine status. 
It communicates directly with the monitoring and data 
acquisition stage and depicts any faults that are detected on to 
the machine. The next step is the prediction engine which 
forecasts near-future machine status through Auto Regressive 
Integrated Moving Average (ARIMA) models. ARIMA 
models are, in theory, the most general class of models for 
forecasting a time series which can be stationarized by 
transformations such as differencing and logging. ARIMA 
models are fine-tuned versions of random-walk and random- 
trend models: the fine-tuning consists of adding lags of the 
differenced series and/or lags of the forecast errors to the 
prediction equation, as needed to remove any last traces of 
autocorrelation from the forecast errors. In order to obtain real 
time monitoring and visualisation of the results, sensors board 
and a Cloud Service specific software are provided. Premade 
smart sensors or sensor boards and different types of sensor 
can be used in order to capture information from the working 
machine. Those sensors, applied on the same or on multiple 
machines, are needed to be connected to the internet though. 
In order to achieve that, a small WSN (Wireless Sensor 
Network) is needed. Sensor boards connect to a main gateway 
through antenna radio, which then connects to the Internet via 
Ethernet. 
The gateway is responsible for gathering the data acquired 
from this WSN and forwards them to the Cloud Service. A 
specific Cloud Service receives the data, stores them in the 
main database and visualizes them to the user. To achieve the 
desired user-friendly visualisation / data-entry the cloud- 
service must provide an HTTP service, a web GUI (Graphical 
User Interface) and a relational database. In this work,  a 
Cloud service is used for monitoring data storage. The data 
could be handled also using localised databases, however the 
selection of Could Service brings numerous advantages. It 
increases the mobility, in addition to being device and 
location independent and having a low cost ownership. The 
low cost ownership comprises a main advantage in the context 
of SMEs who cannot afford the investment on high- 
performance computing installations [24][25] . The main 
challenges of Cloud are the lack of awareness about Cloud 
security issues and standards. This main issue, i.e. security, 
can be addressed by using a security concept. The security 
concept will include availability of Information Technology 
(IT) systems, network security, software application security, 
data security and finally operational security [26]. 
The final step before the scheduling and maintenance 
planning according to the results of the previous steps deals 
with their visualisation and the decisions that have to be taken 
into consideration in the last stage of system scheduling. This 
stage uses as inputs the data from the prediction engine and 
the diagnostic engine and visualizes the results with graphs, 
pictures and indicators. 
Finally, the maintenance planning and scheduling module 
is triggered, which aims to improve machine availability by 
reducing waiting and down-times. By using real time 
monitoring data,  the prediction of the future status of the 
machine and diagnosis of faults are enabled. There are several 
scheduling methods and techniques on which an adaptive 
scheduling can be based. In the present work, the proposed 
method for adaptive scheduling is based on the generation of 
a set of alternatives from searching through a solution space 
[27]. This search of alternatives can provide the user with a 
set of optimum scheduling alternatives if the machine is down 
or if a fault is diagnosed. It is an intelligent algorithm 
consisting of nodes, where each node represents a decision 
point where alternative resource to task assignments are made 
based on selected decision-making criteria and operational 
policy. A set of three adjustable parameters is used for 
searching the solution space: the maximum number of 
alternatives (MNA), the sample rate (SR) and the decision 
horizon (DH). The quality of the solutions identified increases 
as the MNA, DH and SR are properly tuned. As a result, the 
proper selection of the MNA, DH, and SR allows the 
identification of a good solution by examining only a limited 
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portion of the search space, significantly reducing 
computational time [28]. The above algorithm in 
collaboration with  the maintenance  planning allows an 
adaptive re-scheduling. In this paper three of the five steps of 
the proposed methodology are implemented in a case study of 
a milling process that is described in the next session. The 
data acquisition, the monitoring and the visualisation of the 
results in a web interface are implemented in this work. The 
data preparation, the prediction engine and the maintenance 
planning and scheduling will be implemented in future work. 
 
 
 
Fig. 2. (a) CNC milling machine, (b) Sensor board. 
 
In  order  to  validate  the  described  methodology,  a  real 
machine  monitoring  case  study  has  been  formulated.  The 
according to varied parameters. Firstly, the sensor (inductive 
clamp) was connected to the spindle wire through the 
inductive clamps in order to define the mode of the machine. 
Then the first measurement was conducted while the milling 
machine was not working. This was the idle mode 
measurement. After that the machine was turned on and 
without cutting the material, the second measurement was 
conducted for defining the standby mode. Finally, the 
machine was set up to cut the material and the third and last 
measurement was conducted, while the machine was working 
and cutting the material (busy mode). The material selected 
was standard ST37 steel and the cutting tool was the C247 
END MILL 10.00 by Sandvik Coromant. The feed rate was 
381mm in y axis and 10mm in z axis. The spindle speed was 
set at 2000rpm and the cutting depth was 2mm (Table 1). 
Table 1. Parameters definition of 1st set of experiments 
Definition of parameters in 1st set of 
experiments 
 
 
Machine Modes Idle/Busy/Standby/Off 
Material Steel st37 
experiments were performed in the machine shop including a 
CNC milling machine, a sensor and a data acquisition device. 
The CNC milling machine was a XYZ SMX SLV (Figure 2) 
with a ProtoTRAK SMX Controller [29]. It should be noted 
Cutting tool 
Feed Rate 
Cutting depth 
Spindle speed 
C247 end mill 10.00 
381 mm/min 
2mm 
2000rpm 
here that the machine used for the experiments cannot directly    
provide data (axis position, energy consumption etc.). On the 
other hand state of the art CNC machines can directly provide 
the user with current measurements. The tools that were used 
in the experiments were an end mill tool with a 10mm 
diameter and a drilling tool with a 6mm diameter. 
The data acquisition device (Figure 2) is the Mavowatt 20 
[30]. Mavowatt an eight channel current and power meter that 
uses inductive clamps for measuring the current and voltage. 
For the purposes of the case study, the current that powers the 
spindle of the machine is monitored due to the fact that it can 
provide direct results regarding the machine status. The 
device consists of a monitor on which the voltage and the 
current transients, as well as the power consumption of the 
machine are displayed. Ethernet and serial communications 
port are used for data transmission. In this work, inductive 
clamps were used as sensors. Inductive clamps are a very 
convenient testing instrument that permits current 
measurements on a live conductor without circuit interruption. 
Using inductive clamps, the current can be measured by 
simply clamping on the wire distributors of the spindle motor. 
The main advantage of this method is the capability of 
measuring a large current without shutting off the  circuit 
being tested which is monitoring the system. To operate the 
CNC milling machine in busy mode, the controller uses G- 
code to simulate the sequence and the parameters of the 
machining processes. 
Two sets of experiments were performed on this 
experimental set up. The first set focuses on the definition of 
the machine statuses and the correspondence of them within 
ranges of current measurements. The second set focuses on 
Following the first experiment, the target was to specify 
the busy state of the machine, during the milling and drilling 
procedures. The following figure shows the pattern that was 
implemented on the surface of steel ST37. 
 
Feed rate: 200mm/min 
Spindle speed: 2000rpm 
Cutting depth:5mm 
 
Feed rate: 400mm/min 
Spindle speed: 2000rpm 
Cutting depth:5mm 
 
 
 
 
 
Fig. 3. Parameters definition for the 1st set of experiments. 
 
The shapes that were used, exploited the full potential of 
the cutting tool by taking into account curves, complex 
geometry and other features such as different cutting depths. 
At the left hand side of the figure, the results of the milling 
procedure are visible, whereas at the right part the result of 
drilling is depicted. Figure 3 shows the milling cutting tool 
and the material ST37 during the procedure of cutting. 
In order to specify the busy state of the machine, the 
parameters of the machine, namely feed rate, spindle speed 
and cutting depth were defined separately. During the 
following measurements spindle speed was kept constant at 
2000 rpm in the y axis direction. These values derive from the 
following equation: 
n  VC 12 the busy status of the machine and is performed for different 
cutting tools, spindle speeds, feed rates and cutting depths in D S (1) 
order to describe the behaviour of the current measurements where:  n=Spindle  speed,  Vc=Cutting  speed  and  D=Cutter 
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diameter. 
To make sure that the spindle speed revolutions were kept 
constant at 2000 rpm, a stroboscope was used. The 
stroboscope is an optical instrument for making a moving 
object appear to be slowed down or stationary. This effect is 
created by interrupting the observer’s view so that the object 
is seen  only at regularly spaced intervals rather than 
continuously. The speed of the disk can be synchronized with 
the machine so that the object always appears in the same 
position when viewed through one of its holes. During the 
first part of the experiment, feed rate was held constant as 
machines. The sensor board connects to a main gateway 
through an antenna radio which is fitted on it. The antenna 
connects the sensor board to the internet via Ethernet. The 
gateway (microprocessor with suitable hardware) is 
responsible for gathering all the data measured from the 
Wireless Sensor Network. A specific Cloud Service receives 
those data, stores it in the main database and visualizes the 
results to the user. 
Table 4. Parameters definition of 2nd set of experiments 
Drilling Process- Cutting Parameters 
well  at  300  mm.  This  value  derived  from  the  following 
function: 
Feed Rate 
(mm/min) 
Spindle Speed 
(rpm) 
Cutting Depth (mm) 
Vf    fz n zn (2) 
where: Vf  = Feed Rate, n = Spindle speed, zn  = number of 
teeth and fz = feed per tooth. 
Afterwards, five different measurements were taken 
depending on the cutting depth. The values of the cutting 
depth for the experiment were 2mm, 3mm, 4mm, 5mm and 6 
mm (Table 2). 
 
Table 2. Parameters definition of 2nd set of experiments 
Milling Process- Cutting Parameters 
 
 
 
 
 
 
 
 
 
 
 
 
As opposed to the first part, the cutting depth was this time 
considered as constant at 5 mm and the feed rate varied 
between 200 mm and 700 mm. There were six measurements 
taken as depicted in Table 3. 
 
Table 3. Parameters definition of 2nd set of experiments 
Milling Process- Cutting Parameters 
 
 
 
 
 
 
A Cloud Framework is implemented on a cloud-service in 
order to visualize the results. The rapid development of 
Cloud-Services has overwhelmed the internet, allowing the 
option between a variety of different providers, services and 
features [25]. The services can remain steady as long as their 
provider is steady, running non-stop tasks as programmed. 
Cloud technology distribution patterns can be divided into 
three main categories: IaaS (Infrastructure as a Service), PaaS 
(Platform as a Service) and SaaS (Software as a Service). The 
choice between these categories is dependent upon the 
framework's architecture. To provide a user-friendly 
visualisation /data entry the cloud service must at least 
provide an HTTP resolution service, a custom framework (for 
Graphical User Interface) and a database. Services/Software 
that are used to support the developed framework are the 
following: 
 
x Apache HTTP server: it handles the http requests and 
operates as a connector between Ruby on Rails folders and 
Internet. 
Feed Rate 
(mm/min) 
Spindle Speed 
(rpm) 
Cutting Depth (mm) x Ruby  on  Rails:  is  a  web  framework  based  on  Ruby 
language. The framework provides embedded Ruby (PHP 
300 2000 5 
400 2000 5 
500 2000 5 
600 2000 5 
700 2000 5 
 
 
The same procedure used in the busy state of the machine 
during milling was implemented for the drilling process. 
Again by separating the parameters (cutting depth, feed rate, 
and spindle speed), current was calculated through the sensor 
board. Six holes were drilled and the results can be found in 
the Table 4. The cutting tool was a 6mm diameter drill. 
In order to achieve the monitoring of the current 
measurements of the milling machine a sensor board with 
different types of sensors was used to capture data from the 
machine.  This  sensor  can  be  applied  on  one  or  multiple 
like) that “connects” the database to the user’s browser 
JavaScript, HTML and CSS. This is a combination that 
provides almost any kind of GUI with real-time 
transmission of data to support the needed functionalities, 
such as dynamic graphs, tables, menus, data-entries etc. It 
also provides XML rendering in case a specific XML 
structure is requested for communication between the 
Cloud-Service and the user-client or Gateway and Cloud- 
Service. 
x Time Series Database: is designated because data captured 
from sensors are naturally a sequence of data points. Apart 
from providing/storing data for near-real time monitoring, 
this database also provides/stores important data for further 
research   in   the   corresponding   data   preparation  step. 
210 2000 10 
300 2000 10 
420 2000 10 
450 2000 10 
720 2000 10 
Feed Rate 
(mm/min) 
Spindle Speed 
(rpm) 
Cutting Depth (mm) 
300 2000 2 
300 2000 3 
300 2000 4 
300 2000 5 
300 2000 6 
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SQL/noSQL database working side by side with R.o.R -after the correct configuration- 
that provides/stores data real time 
 
Fig. 4. Detailed Description of Software Architecture 
 
 
Sensor board 
 
 
 
 
 
 
Passenger module 
 
 
 
 
 
 
http request 
 
 
 
 
Apache 
 
(HTML/CSS 
/ JavaScript) 
Web Browser 
 
 
 
 
 
 
 
 
 
 
 
Embedded Ruby 
Figure 4 consists of three nodes-services, the Apache 
HTTP service, Ruby on Rails and the database service. The 
routes between these nodes, which indicate service 
integration, are explained as communication between the 
represented services. Communication between Apache and 
Rails is achieved using the appropriate package from Ruby 
package manager. Communication between Ruby on Rails 
and the database is achieved through the Ruby on Rails 
“Model-Controller-View” architectural pattern. This is a 
robust architecture that allows the management of the 
database without any straight database-language programming 
Ruby on Rails 
 
 
 
Graph software 
 
 
 
 
 
 
Cloud 
Service 
and also allows custom made GUIs as mentioned above, since 
the combination of embedded Ruby, straight Ruby, HTML, 
CSS, JavaScript can manage the views and actions. 
 
Fig. 5. Overview of software architecture 
 
Data captured from monitoring and transmitted from 
gateway to Cloud Service are time-series data and as a result a 
time series data option database is created. The database, apart 
from providing data for near-real time monitoring, stores 
important information collected during the monitoring, which 
are important for further research during the data preparation 
step of the architecture of the monitoring method. The 
visualization of the results of the monitoring can be seen in 
Figure 6. 
 
 
 
 
 
 
 
 
 
 
Fig. 6. Web user interface depicting machine status based on current 
measurement 
Gateway 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Database 
service 
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process as shown in Figure 9. 
speed 200 (Rpm) and feed rate (300mm/sec) – Milling Process 
specific spindle motor, as depicted in the chart of Figure 9. 
4. Results and Discussion 
 
The results that derived from the above experiments are 
distinctive values that provide a correlation between machine 
mode and current measurements. Based on the parameters of 
Table 1 the current measurements corresponding to each 
machine mode are shown in Table 5. 
 
Table 5. Machine modes corresponding to current measurements. 
 
 
   Machine Modes Current (Amperes)   
According to the results presented above, the current 
measurements in the milling process are highly influenced by 
the variation of the cutting depth and feed rate parameters as 
shown in Figure 7 and 8 but are not influenced in the drilling 
 
Idle 0.16-0.17 
Standby 1.8-2.1 
Busy 2.0-3.5 
Off 0 
 
 
 
The second set of experiments which was focused on the 
busy mode in order to define the current fluctuations during 
milling and drilling for different parameters, is shown in 
Tables 6, 7 and 8. 
 
Table 6. Current measurements outcome of milling process according to 
cutting depth 
 
 
 
 
 
Fig. 7. Current measurements for variable cutting depth with stable spindle 
 
 
Milling Process- Current Measurements Results 
Feed Rate (mm/min) Spindle Cutting Current  (amp) 
  Speed (rpm) Depth (mm)   
 
300 2000 2 2.00 
300 2000 3 2.08 
300 2000 4 2.15 
300 2000 5 2.35 
300 2000 6 2.4 
 
 
 
Table 7. Current measurements outcome of milling process according to feed 
rate 
Milling Process- Current Measurements Results 
 
Fig. 8. Current measurements for variable feed rate with stable spindle speed 
Feed Rate (mm/min) Spindle 
Speed (rpm) 
Cutting 
Depth (mm) 
Current (amp) 2000 (Rpm) and cutting depth (5mm) – Milling Process 
200 2000 5 2.1 The current measurement is only slightly affected by an 
increase in the drilling depth in this specific case with the 
 
 
 
 
3 
 
2,5 
 
Current Measurements vs Feed Rate for Drilling Process 
 
 
Cutting Depth: 
10 mm 
 
 
Table 6. Current measurements outcome of drilling process according to 
cutting depth 
Milling Process- Current Measurements Results 
 
2 
 
1,5 
 
1 
 
0,5 
 
Spindle Speed: 
2000 Rpm 
 
Feed Rate: 
210, 300, 420, 
450, 720 
mm/min 
 
0 
100 200 300 400 500 600 700 
Feed Rate (mm/min) 
 
Fig. 8. Current measurements for variable feed rate with stable spindle speed 
2000 (Rpm) and cutting depth (5mm) – Milling Process 
Current Measurements vs Cutting Depth for Milling Process 
3
2,4 
2,5 2,35 
2,08 2,15 
Cutting Depth: 
2, 3, 4, 5, 6 mm 
1,9 
2 Spindle Speed: 
2000 Rpm 
1,5 
 
1
Feed Rate: 
300mm/min 
0,5 
 
0
0 1 2 3 4 5 6 7 
Cutting depth (mm) 
Current Measurements vs Feed Rate for Milling Process 
4 
3,5 
3 
2,5 
2 
1,5 
1 
0,5 
0 
3,48 
3,15 
Cutting Depth: 
5mm 
2,7 
2,3 2,4 
Spindle Speed: 
2000 Rpm 
2,1 
Feed Rate: 
200, 300, 400, 
500, 600, 700 
mm / min 
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300 2000 5 2.3 
400 2000 5 2.4 
500 2000 5 2.7 
600 2000 5 3.15 
700 2000 5 3.4 
Feed Rate (mm/min) Spindle 
Speed (rpm) 
Cutting 
Depth (mm) 
Current  (amp) 
210 2000 10 1.85 
300 2000 10 1.88 
420 2000 10 1.9 
450 2000 10 1.9 
720 2000 10 1.9 
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5. Conclusions and future work 
 
The presented research work proposed a method for 
machine availability monitoring for adaptive scheduling. A 
real case study involving monitoring experiments on a milling 
machine was carried out. The influence of the parameters 
cutting depth, feed  rate, and  spindle speed  at milling and 
drilling procedure was examined in this set of experiments. 
The main observations are summarized into the following: 
x Machine modes can be defined with clearly distinctive 
values of current measurements 
x During the milling process, when spindle speed and cutting 
depth are kept constant, the increase of the feed rate 
influences the current and increases it, almost linearly. The 
same outcomes were observed when the cutting depth 
increases and the other two parameters are kept constant 
x During the drilling process, the current is only slightly 
influenced by the variation of the process parameters for 
this machine. 
It can be concluded that during milling current depended 
on cutting depth and feed rate, in a proportional relationship. 
On the other hand all the parameters had a very small impact 
on current during the drilling procedure. 
Future work will focus on implementing and delivering 
through the Cloud service the module for the time series 
analysis of the monitored data. The implementation of the 
adaptive scheduling engine including maintenance planning 
will be finalized. Finally, the integrated framework will be 
tested in real life production environment in the shop-floor of 
an SME that performs machining operations of complex parts. 
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