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A generalization of rotation of binary sequences and its applications to
toggle dynamical systems
Erika Hanaoka1 and Taizo Sadahiro1
Abstract
This paper generalizes the results of Joseph and Roby[3] on a toggle dynamical system
whose state space consists of independent sets on a path graph. Along the proof, a simple
generalization of the rotation (or circular shift) of the binary sequences arises. We show each
orbit of this generalized rotation has a certain statistical symmetry.
Keywords: Toggle dynamical system, Combinatorics on words, Rotation.
1 Introduction
The idea of a toggle group (a group generated by products of simple involutions) was introduced
by Cameron and Fon-der Flaas [1] to analyze certain actions on order ideals of posets, and has
been generalized to many other contexts, see e.g., Striker [5]. The toggle map is defined as
follows:
Definition 1. Let E be a finite set and L be a family of subsets of E. For each e ∈ E, the
toggle τe : L → L is defined by
τe(X) =

X ∪ {e} if e 6∈ X and X ∪ {e} ∈ L
X\{e} if e ∈ X and X\{e} ∈ L
X otherwise.
The group generated by {τe | e ∈ E} is called the toggle group. Many important actions on
combinatorial objects have been shown to have interpretations through the toggle groups[6].
Repeatedly applying a fixed element of the toggle group eventually cycles as each toggle
is a bijection. The path graph of size N is the undirected graph equipped with the vertex set
{0, 1, 2, . . . , N −1} and the edge set {{0, 1}, {1, 2}, · · · , {N −2, N −1}}. Propp conjectured that
around each orbit of independent sets on the path graph under the action of ϕ = τN−1◦· · ·◦τ1◦τ0,
the number of times vertex i occurs is same as vertex N − i− 1. Joseph and Roby proved this
conjecture (and more) in [3] using the notion of ”snakes” introduced by Haddadan [2].
In this paper, we prove a generalization (Theorem 3), where the independent sets are replaced
with more independent sets, that is, a family of subsets of the vertices {0, 1, . . . , N − 1} not
containing any pair of vertices whose mutual distance is less than or equal to an integer m.
Therefore the ordinary independent sets studied by Joseph and Roby[3] is the case with m = 1.
We prove this generalization by reducing the problem to a property of a generalized rotation of
bitstrings (Theorem 1).
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2 Generalized rotation
Throughout this paper, m,n denote positive integers with m ≤ n. For a word w over a finite
alphabet, wi denotes the i-th letter of w and w[i,j] denotes the subword of the form wiwi+1 · · ·wj.
The length n of the word w is denoted by |w|. For a finite alphabet A, the set of finite words
over A is denoted by A∗. The generalized rotation ρ : {0, 1}n → {0, 1}n is defined as follows:
Let w = w0w1w2 · · ·wn−1 ∈ {0, 1}
n be a word over {0, 1} of length n. Then,
ρ(w) =
wk+1wk+2 · · ·wn−10
k︷ ︸︸ ︷
1 · · · 1 if there exists k < m s.t. w[0,k] =
k︷ ︸︸ ︷
1 · · · 1 0
wmwm+1 · · ·wn−1
m︷ ︸︸ ︷
1 · · · 1 otherwise.
It is clear that ρ is a bijection and ρ is the ordinary rotation for m = 1. Throughout the paper,
p denotes the smallest integer such that ρp(w) = w, that is, p = #{ρk(w)|k ∈ Z}. We call the
sequence w, ρ1(w), ρ2(w), . . . , ρp−1(w) the ρ-orbit of w.
Example 1. When m = 3, we have
ρ(w) =

w1w2 · · ·wn0 w0 = 0,
w2w3 · · ·wn01 w0w1 = 10,
w3w4 · · ·wn011 w0w1w2 = 110,
w3w4 · · ·wn111 w0w1w2 = 111.
w = 1011110 has the ρ-orbit of w of length 9 :
k ρk(w)
0 1011110
1 1111001
2 1001111
3 0111101
4 1111010
5 1010111
6 1011101
7 1110101
8 0101111
One of our aims in this paper is to show a statistical property of the cumulative sum
ρk(w)0 + ρ
k(w)1 + · · ·+ ρ
k(w)j−1,
for j = 1, 2, . . . , n where ρk(w)i stands for the i-th letter (or bit) of the word ρ
k(w). Here we
recall the notation and definition of the multisets (see, e.g., [4]). A multiset is intuitively a set
with repeated elements. More precisely, a multisetM on a set S is a pair (S, ν), where ν : S → N
is the multiplicity function. For example M = {a, b, b, c, c, c} is a multiset on S = {a, b, c} with
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the multiplicity ν(a) = 1, ν(b) = 2, ν(c) = 3. Let a(w) be the number of the digits 1 in w. We
define L(j) as the multiset on {0, 1, . . . , a(w)} consisting of the left cumulative sums:
L(j) =
{
j−1∑
i=0
ρk(w)i
∣∣∣∣∣ k = 0, 1, . . . , p − 1
}
,
for j = 1, 2, . . . , n. We also define R(j) as the multiset consisting of the right cumulative sums:
R(j) =
{
j−1∑
i=0
ρk(w)n−i−1
∣∣∣∣∣ k = 0, 1, . . . , p− 1
}
.
For convinience, we define L(0) = R(0) =
{ p︷ ︸︸ ︷
0, 0, · · · , 0
}
, which consists of only 0s. In other
words, we define
νL(j) (s) = #
{
k ∈ {0, 1, . . . , p− 1}
∣∣∣∣∣
j−1∑
i=0
ρk(w)i = s
}
,
and
νR(j) (s) = #
{
k ∈ {0, 1, . . . , p− 1}
∣∣∣∣∣
j−1∑
i=0
ρk(w)n−i−1 = s
}
.
Theorem 1. Let w ∈ {0, 1}n be a word over {0, 1} of length n. Then, for j = 0, 1, . . . , n − 1,
as multisets
L(j) = R(j), (1)
i.e., νL(j)(s) = νR(j)(s) for s ∈ {0, 1, . . . , a(w)}.
As an immediate corollary of this theorem, we have the following.
Corollary 1.
p−1∑
k=0
ρk(w)j =
p−1∑
k=0
ρk(w)n−1−j . (2)
Example 2. Let m = 3 and w = 1011110 ∈ {0, 1}7, same as in Example 1. Then we have the
following tables of left cumulative sums L(j) and right cumulative sums R(j).
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k\j 0 1 2 3 4 5 6 7
0 0 1 1 2 3 4 5 5
1 0 1 2 3 4 4 4 5
2 0 1 1 1 2 3 4 5
3 0 0 1 2 3 4 4 5
4 0 1 2 3 4 4 5 5
5 0 1 1 2 2 3 4 5
6 0 1 1 2 3 4 4 5
7 0 1 2 3 3 4 4 5
8 0 0 1 1 2 3 4 5
k\j 0 1 2 3 4 5 6 7
0 0 0 1 2 3 4 4 5
1 0 1 2 3 4 4 5 5
2 0 1 1 2 2 3 4 5
3 0 1 1 2 3 4 4 5
4 0 1 2 3 3 4 4 5
5 0 0 1 1 2 3 4 5
6 0 1 1 2 3 4 5 5
7 0 1 2 3 4 4 4 5
8 0 1 1 1 2 3 4 5
Table 1: Left: table of left cumulative sums
∑j−1
i=0 ρ
k(w)i for m = 3, Right: table of right
cumulative sums
∑j−1
i=0 ρ
k(w)n−i−1
for m = 3.
We can summarize these tables by the frequency tables, that is, tables whose j-th column
vector is
(νL(j)(0), νL(j)(1), . . . , νL(j)(5)) = (νR(j)(0), νR(j) (1), . . . , νR(j)(5)) .
k \ j 0 1 2 3 4 5 6 7
0 9 2 0 0 0 0 0 0
1 0 7 6 2 0 0 0 0
2 0 0 3 4 3 0 0 0
3 0 0 0 3 4 3 0 0
4 0 0 0 0 2 6 7 0
5 0 0 0 0 0 0 2 9
Figure 1: Frequency table of cumulative sums
∑j−1
i=0 ρ
k(1011110)i for j = 0, 1, 2, . . . , 7, i.e., table
of νL(j)(s) where m = 3.
Since the number a(w) of digits 1 in ρk(w) does not depend on k, we have
ρk(w)0 + ρ
k(w)1 + · · ·+ ρ
k(w)j−1 = s ⇐⇒ ρ
k(w)n−1 + ρ
k(w)n−2 + · · · + ρ
k(w)j = a(w) − s.
Therefore, we have
νL(j)(s) = νR(n−j)(a(w)− s) = νL(n−j)(a(w) − s). (3)
By theorem 1 and the relation (3), if n is even, then we have
ν
L
(n2 )
(s) = ν
L
(n2 )
(a(w) − s),
where a(w) is the number of digits 1 in w.
Remark 1. The reverse Rev(w) of a word w = w1w2 · · ·wn ∈ {0, 1}
n is defined by Rev(w) =
wnwn−1 · · ·w2w1. Then, it is clear that
ρ−1 = Rev ◦ ρ ◦ Rev. (4)
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We remark that Theorem 1 can be easily shown if we assume the additional condition that
the ρ-orbit of w contains its reverse Rev(w): Let j be the smallest positive integer such that
Rev(w) = ρj(w) and let O = {ρk(w) | k ∈ Z}. Then it is clear that O = {ρ−k(w) | k ∈ Z} and
O = {ρj+k(w) | k ∈ Z} = {ρk ◦Rev(w) | k ∈ Z}. From (4) and the fact Rev2 is the identity map,
we have ρ−k = Rev ◦ ρk ◦ Rev. Therefore we have
Rev(O) = {Rev◦ρk(w) | k ∈ Z} = {Rev◦ρk◦Rev(w) | k ∈ Z} = {ρ−k(w) | k ∈ Z} = {ρk(w) | k ∈ Z} = O,
which implies Theorem 1. However, there are words w whose ρ-orbit does not contain Rev(w).
For example, when m = 2, the ρ-orbit of w = 00100101 is
00100101, 01001010, 10010100, 01010001, 10100010, 10001001,
which does not contain Rev(w).
Let w = w0w1 · · ·wn−1 ∈ {0, 1}
n be a word of length n. Then, the subword wiwi+1 · · ·wj of
w is denoted by w[i,j]. We define an extension sequence of words w
(0), w(1), w(2), . . . as follows.
We define w(0) = w, and for j ≥ 0, w(j+1) is obtained as an extension of w(j) defined by
w(j+1) =
w
(j)0
k︷ ︸︸ ︷
1 · · · 1 if there exists k < m s.t. ρj(w)[0,k] =
k︷ ︸︸ ︷
11 · · · 1 0
w(j)
m︷ ︸︸ ︷
1 · · · 1 otherwise.
Therefore w(k) contains ρk(w) as its suffix of final n bits. Let p be the size of ρ-orbit of w. Then,
p is the smallest non-negative integer such that w is a suffix of w(p). Let n + l be the length
of the word w(p). Then, we define w = w0w1 · · ·wl−1 to be the word obtained by removing the
suffix w from w(p). Thus, we can see w as a compact representation of the ρ-orbit of w. The
indices of w is always considered to be in {0, 1, . . . , l− 1} by taking modulo l. Let the sequence
cw = (c0, c1, . . . , cp) be defined by
ck = |w
(k)| − n, (5)
where |w(k)| is the length of the word w(k). In other words, cw = (c0, c1, . . . , cp) is the rising
subsequence of (0, 1, . . . , l) which satisfies
ρk(w) = w
(p)
[ck,ck+n−1]
, (6)
and therefore we have the following Lemma:
Lemma 1.
w
(p)
[ck,ck+1−1]
=

m︷ ︸︸ ︷
11 · · · 1 ck+1 − ck = m and ρ
k(w)m−1 = 1,
ck+1−ck−1︷ ︸︸ ︷
11 · · · 1 0 otherwise.
(7)
We define another word ŵ = ŵ0ŵ1 · · · ŵl−1 by removing the prefix w of starting n bits from
w(p). Then, we have
ŵ[ck−n,ck−1] = w
(p)
[ck,ck+n−1]
= ρkm(w).
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Lemma 2.
ŵ[ck,ck+1−1] = Rev
(
w[ck,ck+1−1]
)
=

m︷ ︸︸ ︷
11 · · · 1 if ck+1 − ck = m and ρ
k(w)m−1 = 1,
ck+1−ck−1
0
︷ ︸︸ ︷
11 · · · 1 otherwise.
Proof. By (7) and
ŵ[ck,ck+1−1] = w
(p)
[ck+n,ck+1−1+n]
= Rev
(
w
(p)
[ck,ck+1−1]
)
= Rev
(
w[ck,ck+1−1]
)
,
where Rev(w) denotes the reverse of w.
The main idea of the proof of Theorem 1 can be informally stated as follows. An element of
the left hand side of (1) can be expressed in terms of w:
j−1∑
i=0
ρk(w)i =
j−1∑
i=0
wck+i,
for j = 1, 2, . . . , n. A similar expression of elements of the right hand side of (1) can be obtained
by using ρ−1 and wˆ instead of ρ and w. These expressions are used to prove the equality of
these two multisets. The equality can be easily shown for j < m, and induction on j is used for
j ≥ m.
Example 3. When m = 3 and w = 1011110, we have
w(0) = 1011110 c0 = 0
w(1) = 101111001 c1 = 2
w(2) = 101111001111 c2 = 5
w(3) = 10111100111101 c3 = 7
w(4) = 101111001111010 c4 = 8
w(5) = 101111001111010111 c5 = 11
w(6) = 10111100111101011101 c6 = 13
w(7) = 1011110011110101110101 c7 = 15
w(8) = 1011110011110101110101111 c8 = 18
w(9) = 10111100111101011101011110 c9 = 19
Underlined part of w(k) is equal to ρk(w). Therefore, removing the suffix w of final n bits from
w(9), we have
w = 1011110011110101110,
and the length l of w is 19. By removing the starting n bits from w(9), we have
ŵ = 0111101011101011110.
c0 c1 c2 c3 c4 c5 c6 c7 c8
i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
wi 1 0 1 1 1 1 0 0 1 1 1 1 0 1 0 1 1 1 0
ŵi 0 1 1 1 1 0 1 0 1 1 1 0 1 0 1 1 1 1 0
6
In the following, l denotes the length of the word w, and we regard the indices of the letters
in the words w and ŵ are in {0, 1, . . . , l − 1} by taking modulo l. We divide the set I =
{0, 1, . . . , l − 1} of indices of w into two disjoint subsets, I0 = {i |wi = 0} and I1 = {i |wi = 1}.
It is obvious that
I = I0 ∪ I1, and I0 ∩ I1 = ∅.
By (7), it is clear that I0 ⊂ {c0 − 1, c1 − 1, . . . , cp−1 − 1}. We define
IT = I1 ∩ {c0 − 1, c1 − 1, . . . , cp−1 − 1}
=
i ∈ I
∣∣∣∣∣∣w[i−m+1, i] =
m︷ ︸︸ ︷
11 . . . 1
 ,
and IH = I1\IT , where i−m+ 1 is considered to be in I by taking modulo l. Thus we have a
decomposition, I = I0 ∪ IH ∪ IT . One of the most important properties of this decomposition is
{c0, c1, . . . , cp−1} = {k + 1 | k ∈ I0 ∪ IT }, (8)
from which we obtain another expression of L(j):
L(j) =
{
j−1∑
i=0
wk+i+1
∣∣∣∣∣ k ∈ I0 ∪ IT
}
.
By using ŵ instead of w, we define another decomposition I = Î0 ∪ ÎT ∪ ÎH in the following
way. Let Î0 = {i | ŵi = 0} and Î1 = {i | ŵi = 1}. Then, by Lemma 2, it is clear that Î0 ⊂
{c0, c1, . . . , cp−1}. We subdivide Î1 into two disjoint subsets:
ÎT = Î1 ∩ {c0, c1, . . . , cp−1} , ÎH = Î1\ÎT .
One of the most important properties of this decomposition is
{c0, c1, . . . , cp−1} = Î0 ∪ ÎT , (9)
and therefore we obtain another expression of R(j):
R(j) =
{
j−1∑
i=0
ŵk−i−1
∣∣∣∣∣ k ∈ Î0 ∪ ÎT
}
.
Example 4. Let w = 1011110 and m = 3. As we have shown in Example 3, (c0, c1, . . . , c9) =
(0, 2, 5, 7, 8, 11, 13, 15, 18, 19), and we have
I0 = {1, 6, 7, 12, 14, 18}, IH = {0, 2, 3, 5, 8, 9, 11, 13, 15, 16}, IT = {4, 10, 17},
and
Î0 = {0, 5, 7, 11, 13, 18} , ÎH = {1, 3, 4, 6, 9, 10, 12, 14, 16, 17} , ÎT = {2, 8, 15} .
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Let j ≤ n be a non-negative integer and a, b ∈ {0,H, T}. Then we define the multiset M
(j)
a,b
by
M
(j)
a,b =
{
j−1∑
i=0
wk+i
∣∣∣∣∣ k ∈ Ia, k + j − 1 ∈ Ib
}
.
The left hand side L
(j)
m of (1) has the following decomposition:
L(j) =
 ⋃
b∈{0,T,H}
M
(j+1)
0,b
 ∪
 ⋃
b∈{0,T,H}
M
(j+1)
T,b − 1
 , (10)
where M − 1 denotes the multiset {m− 1 |m ∈M} for a multiset M of integers.
Then we define the multiset M̂
(j)
a,b by
M̂
(j)
a,b =
{
j−1∑
i=0
ŵk−i
∣∣∣∣∣ k ∈ Îa, k − j + 1 ∈ Îb
}
.
Then, the right hand side R(j) of (1) has the following decomposition:
R(j) =
 ⋃
b∈{0,T,H}
M̂
(j+1)
0,b
 ∪
 ⋃
b∈{0,T,H}
M̂
(j+1)
T,b − 1
 . (11)
By (10) and (11), to prove L(j) = R(j), it suffices to show M
(j)
a,b = M̂
(j)
a,b for all a, b ∈ {0, T,H}.
Example 5. Let w = 1011110 and m = 3, the same as the previous examples. Table 2 sum-
marizes M
(3)
m,(a,b)(w) for w = 1011110 and m = 3. For instance, as we have seen in Exam-
ple 4, I0 = {1, 6, 7, 12, 14, 18}, and hence (I0 + 2) ∩ I0 = {14, 1}. Therefore we have M
(3)
0,0 =
{w12 + w13 + w14 = 1, w18 + w0 + w1 = 1} . Also IT = {4, 10, 17}, IH = {0, 2, 3, 5, 8, 9, 11, 13, 15, 16}
and hence (IT + 2)∩IH = {0}. Therefore, we haveM
(3)
T,H = {w17 + w18 + w0 = 2} . Table 2 shows
that
L(2) =
 ⋃
b∈{0,T,H}
M
(3)
0,b
 ∪
 ⋃
b∈{0,T,H}
M
(3)
T,b − 1

= {1, 1} ∪ {1, 2, 2, 2} ∪ ({2, 2} − 1) ∪ ({2} − 1)
= {1, 1, 1, 1, 1, 1, 2, 2, 2}.
a\b 0 T H
0 {1, 1} ∅ {1, 2, 2, 2}
T {2, 2} ∅ {2}
H {1, 2} {3, 3, 3} {2, 2, 2, 3, 3}
Table 2: Table of M
(3)
a,b for w = 1011110 and m = 3
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As can be seen in the examples above, the following two lemmas relating w and ŵ hold.
Lemma 3. Let w = w0w1 · · ·wn−1 ∈ {0, 1}
n be a word of length n, and w = w0w1 · · ·wl−1 and
ŵ = ŵ0ŵ1 · · · ŵl−1be as defined above. Then
ŵi = wi+n, (12)
where i+n is considered to be in {0, 1, . . . , l−1} by taking modulo l. In other words, ρn(w) = ŵ.
where ρ is the ordinary rotation with m = 1.
Proof. This is clear from the definition of w and ŵ.
Lemma 4. The following maps are bijections.
I0 ∋ i 7→ i− n ∈ Î0. (13)
I1 ∋ i 7→ i− n ∈ Î1. (14)
IH ∋ i 7→ i+ 1 ∈ ÎH . (15)
IT ∋ i 7→ i−m+ 1 ∈ ÎT . (16)
Proof. Since w is obtained from w(p) by removing its suffix w, and ŵ is obtained from the same
sequence w(p) by removing its prefix w, we see that (13) and (14) are bijections. From (8) and
(9), we have
IH = I\ (I0 ∪ IT ) = I\{c0 − 1, c1 − 1, . . . , cp−1 − 1}
and
ÎH = I\
(
Î0 ∪ ÎT
)
= I\{c0, c1, . . . , cp−1},
and hence (15) is a bijection. If i ∈ IT then we have i = ck+1 − 1 for some k which implies
ck = ck+1 −m ∈ IˆT by Lemma 2. Conversely if i ∈ IˆT we have i+m− 1 ∈ IT . Therefore (16)
is a bijection.
Now we start to prove
M
(j)
a,b = M̂
(j)
a,b (17)
for a, b ∈ {0, T,H} and j = 1, 2, . . . , n. We prove this by induction on j. When j = 1, (17) is
clear since
M
(1)
a,b = M̂
(1)
a,b =

∅ a 6= b,
{
|I0|︷ ︸︸ ︷
0, 0, . . . , 0} a = b = 0,
{
|Ia|︷ ︸︸ ︷
1, 1, . . . , 1} a = b ∈ {H,T}.
(18)
We prove the cases where j = 2, . . . ,m first, and then prove for j > m. First we prove some
facts, Lemma 5 to 8 without assuming the induction hypothesis.
Lemma 5.
M
(j)
0,0 = M̂
(j)
0,0 , M
(j)
T,T = M̂
(j)
T,T .
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Proof. The first equation is clear from the fact that ŵ is obtained from w by applying (ordinary)
rotations. Suppose that i ∈ IT and i + j − 1 ∈ IT . Then, by Lemma 4, i − m + 1 ∈ ÎT and
i + j −m ∈ ÎT . There exist some r and s such that cr = i + 1 and cs = i + j, and therefore
cr−1 = i−m+1 ∈ ÎT and cs−1 = j −m+ 1 ∈ ÎT . By Lemma 2, we have wck + · · ·+wck+1−1 =
ŵck + · · ·+ ŵck+1−1 for every k. Therefore,
wi + wi+1 + · · ·+ wi+j−1 = wcr + wcr+1 + · · ·+ wcs−1−1 +m+ 1
= ŵcr + ŵcr+1 + · · ·+ ŵcs−1−1 +m+ 1
= ŵi−m+1 + ŵi−m+2 + · · · + ŵi+j−m.
See Figure 2.
w
ŵ
T T
cr−1 cr cs−1 cs
T T
Figure 2: Explanation of M
(j)
TT = M̂
(j)
TT .
Lemma 6. ⋃
a,b∈IH∪IT
M
(j)
a,b =
⋃
a,b∈ÎH∪ÎT
M̂
(j)
a,b
Proof. Since IH ∪ IT = I1 and ÎH ∪ ÎT = Î1, the lemma follows from the relation (14) between
I1 and Î1 in Lemma 4.
Lemma 7.
M
(j)
0,0 ∪M
(j)
0,T ∪
(
M
(j)
T,0 − 1
)
∪
(
M
(j)
T,T − 1
)
= M̂
(j)
0,0 ∪ M̂
(j)
0,T ∪
(
M̂
(j)
T,0 − 1
)
∪
(
M̂
(j)
T,T − 1
)
(19)
Proof. By Lemma 2, we have
wcs + wcs+1 + · · ·+ wcs+1−1 = ŵcs + ŵcs+1 + · · ·+ ŵcs+1−1
for every s ∈ {0, 1, . . . , p − 1}. Since I0 ∪ IT = I\IH and Î0 ∪ ÎT = I\ÎH , the bijection (15)
induces another bijection
I0 ∪ IT ∋ i 7→ i+ 1 ∈ Î0 ∪ ÎT .
Therefore, i, i+ j− 1 ∈ I0 ∪ IT if and only if i+1, i+ j ∈ Î0 ∪ ÎT . Hence, if i, i+ j− 1 ∈ I0 ∪ IT ,
then there are some s, t ∈ {0, 1, . . . , p− 1} such that i+ 1 = cs and i+ j = ct. Therefore
wi+1 + wi+2 + · · ·+ wi+j−1 = ŵi+1 + ŵi+2 + · · ·+ ŵi+j−1 (20)
for all i ∈ I0 ∪ IT such that i + j − 1 ∈ I0 ∪ IT . Each element of the multiset of the left (resp.
right) hand side of (19) is expressed as the left (resp. right) hand side of (20) and the lemma
follows.
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Lemma 8.
M
(j)
H,T = M̂
(j)
H,T for j = 1, 2, . . . ,m.
Proof. For j ≤ m, M
(j)
H,T = {
|IT |︷ ︸︸ ︷
j, j, . . . , j} which is clearly equal to M̂
(j)
H,T = {
|ÎT |︷ ︸︸ ︷
j, j, . . . , j}.
Lemma 9. Let j be a positive integer and assume that M
(j−1)
a,b = M̂
(j−1)
a,b for a, b ∈ {0, T,H}.
Then, for a, b ∈ {0, T,H},
M
(j)
a,0 ∪
(
M
(j)
a,T − 1
)
∪
(
M
(j)
a,H − 1
)
= M̂
(j)
a,0 ∪
(
M̂
(j)
a,T − 1
)
∪
(
M̂
(j)
a,H − 1
)
, (21)
and
M
(j)
0,b ∪
(
M
(j)
T,b − 1
)
∪
(
M
(j)
H,b − 1
)
= M̂
(j)
0,b ∪
(
M̂
(j)
T,b − 1
)
∪
(
M̂
(j)
H,b − 1
)
. (22)
Proof. It is clear that
M
(j−1)
0,b ∪M
(j−1)
T,b ∪M
(j−1)
H,b = {wi + wi+1 + · · ·+ wi+j−2 | i+ j − 2 ∈ Ib} ,
and
M
(j)
0,b ∪M
(j)
T,b ∪M
(j)
H,b = {wi + wi+1 + · · ·+ wi+j−1 | i+ j − 1 ∈ Ib} .
Therefore, we have
M
(j)
0,b ∪
(
M
(j)
T,b − 1
)
∪
(
M
(j)
H,b − 1
)
=M
(j−1)
0,b ∪M
(j−1)
T,b ∪M
(j−1)
H,b ,
and
M̂
(j)
0,b ∪
(
M̂
(j)
T,b − 1
)
∪
(
M̂
(j)
H,b − 1
)
= M̂
(j−1)
0,b ∪ M̂
(j−1)
T,b ∪ M̂
(j−1)
H,b .
By the assumption that M
(j−1)
a,b = M̂
(j−1)
a,b for a, b ∈ {0, T,H}, (22) follows. The proof of (21) is
similar.
Proposition 1. For j = 1, 2, . . . ,m and a, b ∈ {0, T,H},
M
(j)
a,b = M̂
(j)
a,b . (23)
Proof. We have already shown this for (a, b) = (0, 0) and (T, T ) in Lemma 5 and for (a, b) =
(H,T ) in Lemma 8. We already showed M
(1)
a,b = M̂
(1)
a,b for all (a, b) ∈ {0,H, T}
2 in (18). Now
we proceed with induction by assuming M
(j−1)
a,b = M̂
(j−1)
a,b for all (a, b) ∈ {0,H, T}
2. By (22),
we have M
(j)
0,T = M̂
(j)
0,T . Then, we have M
(j)
0,H = M̂
(j)
0,H by (21), and M
(j)
T,0 = M̂
(j)
T,0 by Lemma 7.
Then M
(j)
H,0 = M̂
(j)
H,0 follows from (22) and M
(j)
T,H = M̂
(j)
T,H from (21). M
(j)
H,H = M̂
(j)
H,H follows from
(22).
Lemma 10. Let r ∈ {1, 2, . . . , n}, and suppose that there exist bijections
f : {k | k ∈ ÎH , k + r − 1 ∈ ÎT } → {k | k ∈ IH , k − r + 1 ∈ IT },
satisfying
ŵk + ŵk+1 + · · ·+ ŵk+r−1 = wf(k) + wf(k)−1 + · · ·+ wf(k)−r+1.
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for all k ∈ {k | k ∈ ÎH , k+ r− 1 ∈ ÎT }. Then, from these bijections we can choose a bijection f
so that
k − d ∈ ÎT ⇐⇒ f(k) + d ∈ IT ,
for all d ∈ {1, 2, . . . ,m− 1}.
Proof. First we decompose the domain of f :
{k ∈ ÎH | k + r − 1 ∈ ÎT } =
(
m−1⋃
d=1
{k ∈ ÎH | k − d ∈ ÎT , k + r − 1 ∈ ÎT }
)
⋃
{k ∈ ÎH | k − 1, k − 2, . . . k −m+ 1 6∈ ÎT , k + r − 1 ∈ ÎT }.
Then, we decompose the range of f :
{k ∈ IH | k − r + 1 ∈ IT } =
(
m−1⋃
d=1
{k ∈ IH | k + d ∈ IT , k − r + 1 ∈ IT }
)
⋃
{k ∈ IH | k + 1, k + 2, . . . k +m− 1 6∈ IT , k − r + 1 ∈ IT }.
We have already shown that M
(r+d)
T,T = M̂
(r+d)
T,T and therefore there exits a bijection
g˜d : {s ∈ ÎT | s+ r + d− 1 ∈ ÎT } → {s ∈ IT | s− r − d+ 1 ∈ IT }
which satisfies
ŵs + ŵs+1 + · · · + ŵs+d+r−1 = wg˜d(s) + wg˜d(s)−1 + · · ·+ wg˜d(s)−d−r+1
for all s ∈ {s ∈ ÎT | s + r + d− 1 ∈ ÎT }. Since k − d ∈ ÎT implies k ∈ ÎH , g˜d induces a bijection
gd : {k ∈ ÎH | k − d ∈ ÎT , k + r − 1 ∈ ÎT } → {k ∈ IH | k + d ∈ IT , k − r + 1 ∈ IT },
satisfying
ŵk + ŵk+1 + · · ·+ ŵk+r−1 = wgd(k) + wgd(k)−1 + · · ·+ wgd(k)−r+1.
Thus we can construct the bijection g so that
f |{k∈ÎH | k−d∈ÎT ,k+r−1∈ÎT } = gd.
Lemma 11. Let j > m be a positive integer not greater than n, and assume that M
(j−m)
a,b =
M̂
(j−m)
a,b for a, b ∈ {0, T,H}. Then
M
(j)
H,T = M̂
(j)
H,T .
Proof. By Lemma 4, the map
h1 : {i | i ∈ IH , i+ j − 1 ∈ IT } ∋ i 7→ i+ 1 ∈
{
k
∣∣∣ k ∈ ÎH , k + j −m− 1 ∈ ÎT} .
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is a bijection. Suppose that i ∈ {i | i ∈ IH , i+ j − 1 ∈ IT }. There exist two indices x and y such
that x is the smallest index such that i < cx and cy = i+ j. Since
w[ck,ck+1−1] = Rev(ŵ[ck,ck+1−1])
for every k, we have ∑
ck≤t<ck+1
wt =
∑
ck≤t<ck+1
ŵt.
Therefore ∑
cx≤t≤i+j−1
wt =
∑
cx≤t≤i+j−1
ŵt =
∑
cx≤t≤i+j−m
ŵt +m− 1. (24)
Since i ∈ IH , we have cx−1 ≤ i ≤ cx − 2 and cx − 1 ∈ IT ∪ I0. Hence,
wi + wi+1 + · · ·+ wcx−1 =
{
ŵi+1 + · · ·+ ŵcx−1 + 1 cx − 1 ∈ IT ,
ŵi+1 + · · ·+ ŵcx−1 cx − 1 ∈ I0.
(25)
Note that cx − 1 ∈ IT if and only if there exists an integer d ∈ {1, 2, . . . ,m − 1} such that
i+ d ∈ ÎT . By adding both sides of equations (25) and (24) we obtain the equation,
wi + · · ·+ wi+j−1 =
{
ŵi+1 + · · ·+ ŵi+j−m +m ∃d ∈ {1, 2, . . .} : i+ d ∈ IT ,
ŵi+1 + · · ·+ ŵi+j−m +m− 1 otherwise.
(26)
By the induction hypothesis,
M
(j−m)
T,H = M̂
(j−m)
T,H .
Therefore, there exist some bijections
f :
{
k
∣∣∣ k ∈ ÎH , k + j −m− 1 ∈ ÎT}→ {k | k ∈ IH , k − j +m+ 1 ∈ IT } ,
such that
ŵk + ŵk+1 + · · ·+ ŵk+j−m−1 = wf(k) + wf(k)−1 + · · ·+ wf(k)−j+m+1,
for all k ∈
{
k ∈ ÎH
∣∣∣ k + j −m− 1 ∈ ÎT}. Since i + 1 ∈ ÎH and i + j − m ∈ ÎT , by putting
i′ − 1 = f(i+ 1) ∈ IH , we have
ŵi+1 + ŵi+2 + · · ·+ ŵi+j−m = wi′−1 +wi′−2 + · · ·+ wi′−(j−m). (27)
By an argument similar to that we used to obtain (26), we have
ŵi′+ŵi′−1+· · ·+ŵi′−(j−1) =
{
wi′−1 + · · · + wi′−(j−m) +m ∃d ∈ {1, 2, . . . ,m− 1} : i− d ∈ ÎT ,
wi′−1 + · · · + wi′−(j−m) +m− 1 otherwise.
Note that, by Lemma 4, the map
h2 :
{
i | i ∈ ÎH , i− j + 1 ∈ ÎT
}
∋ i 7→ i− 1 ∈ {k | k ∈ IH , k − j +m+ 1 ∈ IT } .
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is also a bijection. By Lemma 10 and (27), we obtain a bijection
h−12 ◦ f ◦ h1 : {i | i ∈ IH , i+ j − 1 ∈ IT } ∋ i 7→ i
′ ∈
{
i | i ∈ ÎH , i− j + 1 ∈ ÎT
}
satisfying
wi + · · · + wi+j−1 = ŵi′ + ŵi′−1 + · · ·+ ŵi′−(j−1),
and hence the lemma is proved.
Proof of Theorem 1. Same as the proof of Proposition 1 except using Lemma 11 in place of
Lemma 8.
3 Toggle dynamical system on XN
Let N be a positive integer not smaller than m. Let XN denote the subset of {0, 1}
N defined
by
XN =
{
w = w0w1 · · ·wN−1 ∈ {0, 1}
N |wi + wi+1 + · · · + wi+m ≤ 1 for i = 0, 1, . . . , N −m− 1
}
.
In other words, XN is the set of the words w of length N , each of whose subwords of the form
w[i,i+m] does not contain more than one 1’s. We consider the dynamical system (XN , ϕ) with
the state space XN and the transformation ϕ : XN → XN defined as follows: The toggle map
τi : XN → XN is defined by
τi(w) =
{
w0w1 · · ·wi−1(1− wi)wi+1 · · ·wN−1 w0w1 · · · (1− wi) · · ·wN−1 ∈ XN ,
w w0w1 · · · (1− wi) · · ·wN−1 6∈ XN ,
and ϕ = τN−1 ◦ τN−2 ◦ · · · ◦ τ0. It is clear that every τi is a bijections from XN to itself, and so
is ϕ. Therefore ϕ decomposes XN into ϕ-orbits.
Joseph and Roby[3] studied the dynamical system (XN , ϕ) for m = 1 and showed some
surprising properties. In particular, they showed the symmetry of the digit sum of orbits: When
m = 1, for every w ∈ XN and j ∈ {0, 1, . . . , N − 1}
p−1∑
k=0
ϕk(w)j =
p−1∑
k=0
ϕk(w)N−1−j , (28)
where p is the length of the ϕ-orbit of w and ϕk(w)j is the j-th digit of the word ϕ
k(w).
The key idea of the proof of (28) for m = 1 by Joseph and Roby[3] is the reduction of the
toggle dynamical system to the rotation of the bit sequences by using the notion of the snakes.
We show that (28) holds for general m by reducing it to a dynamical system driven by the
generalized rotations which has been discussed in previous sections.
Let {0, 1}∗ denote the set of finite words over the alphabet {0, 1}, and let w = w0w1w2 . . . w|w|−1 ∈
{0, 1}∗ be a finite word. Then, we define a(w) =
∑|w|−1
i=0 wi and b(w) = |w| − a(w), that is, a(w)
is the number of 1’s in w and b(w) the number of 0’s. Define the subset Yn of {0, 1}
∗ by
Yn = {w ∈ {0, 1}
∗ | a(w) + (m+ 1)b(w) = n}.
Example 6. Y3 = {111}, Y4 = {1111, 0}, Y5 = {11111, 10, 01}, and Y6 = {111111, 110, 101, 011}.
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By modifying the argument by Joseph and Roby[3] using a notion Haddadan[2] dubs snakes,
we construct a bijection between the orbits of (XN+1,m, ϕ) and those of (YN , ρ).
Example 7. When m = 3, (Y6, ρ) has three orbits :
Y6 = {111111} ∪ {110, 011} ∪ {101},
and so does (X7, ϕ) :
X7 = {1000010, 0100001, 0010000, 0001000, 0000100}
∪{1000100, 0000010, 1000001, 0100000, 0010001, 0000000} ∪ {1000000, 0100010, 0000001}.
We construct an explicit bijection between these sets of orbits.
Definition 2. Let S ∈ XN+1 be a word and q be the length of ϕ-orbit of S. Then, define the
orbit board (S(i, j))0≤i<q,0≤j≤N for the word S, by
S(i, j) = ϕi(w)j ,
where we consider i to be modq, but j is not considered to be mod anything.
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j
1
1 1
1
1
1
1 1
1
1
1
1
1 1 1
11
1 1 1
1
1
1
1
1 1
1
1
1
1 1
1
1
1
1
1
1 1
1 11
1 1
1 1
1
1
1
1
1 1
1
1
1 1
1
1
1
1
1 1
1 1
11 1
1 1
1
1
1
1
ϕ0(w) 0 0 0 0 0 0 0 0 0 0 0 0
ϕ1(w) 0 0 0 0 0 0 0 0 0 0 0
ϕ2(w) 0 0 0 0 0 0 0 0 0 0 0 0
ϕ3(w) 0 0 0 0 0 0 0 0 0 0 0
ϕ4(w) 0 0 0 0 0 0 0 0 0 0 0 0
ϕ5(w) 0 0 0 0 0 0 0 0 0 0 0
ϕ6(w) 0 0 0 0 0 0 0 0 0 0 0 0 0
ϕ7(w) 0 0 0 0 0 0 0 0 0 0 0
ϕ8(w) 0 0 0 0 0 0 0 0 0 0 0 0
ϕ9(w) 0 0 0 0 0 0 0 0 0 0 0
ϕ10(w) 0 0 0 0 0 0 0 0 0 0 0 0 0
ϕ11(w) 0 0 0 0 0 0 0 0 0 0 0
ϕ12(w) 0 0 0 0 0 0 0 0 0 0 0 0
ϕ13(w) 0 0 0 0 0 0 0 0 0 0 0
ϕ14(w) 0 0 0 0 0 0 0 0 0 0 0 0
ϕ15(w) 0 0 0 0 0 0 0 0 0 0 0
ϕ16(w) 0 0 0 0 0 0 0 0 0 0 0 0
ϕ17(w) 0 0 0 0 0 0 0 0 0 0 0 0
ϕ18(w) 0 0 0 0 0 0 0 0 0 0 0
ϕ19(w) 0 0 0 0 0 0 0 0 0 0 0 0
ϕ20(w) 0 0 0 0 0 0 0 0 0 0 0 0
ϕ21(w) 0 0 0 0 0 0 0 0 0 0 0 0
ϕ22(w) 0 0 0 0 0 0 0 0 0 0 0
ϕ23(w) 0 0 0 0 0 0 0 0 0 0 0 0
ϕ24(w) 0 0 0 0 0 0 0 0 0 0 0 0
ϕ25(w) 0 0 0 0 0 0 0 0 0 0 0
ϕ26(w) 0 0 0 0 0 0 0 0 0 0 0 0
ϕ27(w) 0 0 0 0 0 0 0 0 0 0 0 0
ϕ28(w) 0 0 0 0 0 0 0 0 0 0 0 0
ϕ29(w) 0 0 0 0 0 0 0 0 0 0 0
ϕ30(w) 0 0 0 0 0 0 0 0 0 0 0 0
0
9
1
7
2
3
3
3
4
4
5
6
6
4
7
4
8
6
9
4
10
3
11
3
12
7
13
9
Table 3: Orbit board of 10000000001000 ∈ X14. A snake consists of positions of 1’s which are
marked by the circles.
Lemma 12. 1. When S(i, j) = 1 and j 6= N−1, either S(i, j+m+1) = 1 or S(i+1, j+1) = 1,
and never both.
2. When S(i, j) = 1 and j 6= 0, either S(i, j −m − 1) = 1 or S(i − 1, j − 1) = 1, and never
both.
Proof. 1. Suppose that S(i, j) = 1, that is, ϕi(w)j = 1. Then, S(i + 1, k) is determined
after sequentially applying the toggle map τ0, τ1, . . . , τk to ϕ
i(w). Thus, it is obvious that
S(i+ 1, k) = 0 for j −m ≤ k ≤ j. If S(i, j +m+ 1) = ϕi(w)j+m+1 = 1, then
S(i+ 1, j + 1) = τj+1
(
τj ◦ · · · ◦ τ0 ◦ ϕ
i(w)
)
j+1
= 0.
See the left part of Figure 3. If S(i, j +m+1) = 0, then S(i+1, j + 1) = 1. See the right
part of Figure 3.
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ji
j + m + 1
1 1
0 0 0 0 0 0 0 0
mm
j j + m + 1
i 1
10 0 0 0
0 0 0 0
m
m
Figure 3:
2. Suppose that S(i, j) = 1, that is, ϕi(w)j = 1. Then S(i, j − k) = ϕ
i(i)j−k = 0 for
k = 1, 2, . . . ,m. If S(i− 1, j − 1) = ϕi(w)j−m−1 = 1, then S(i, j −m− 1) = 0. See the left
part of Figure 4. Assume S(i − 1, j − 1) = 0 and S(i − 1, j −m − 1) = 0, then we have
S(i, j − 1) = 1, which contradicts the assumption S(i, j) = 1. See the right part of Figure
4.
jj −m − 1
i
1
10 0 0 0
0 0 0 0
m
jj −m − 1
i
0
110 0 0
0 0 0 0
m
Figure 4:
Definition 3. By Lemma 12, if S(i, j) = 1, then a sequence s = ((r0, j0), (r1, j1), . . . , (rn, jn))
containing (i, j) which has the following properties is uniquely determined.
1. j0 = 0, and jn = N .
2. S(rk, jk) = 1 for k = 0, 1, . . . , n.
3. (rk, jk)− (rk−1, jk−1) ∈ {(1, 1), (0,m + 1)} for k = 1, 2, . . . , n.
We call s the snake containing (i, j). Since jk − jk−1 ∈ {1,m + 1}, we obtain an N − 1’s
composition (j1−j0)(j2−j1) · · · (jn−jn−1) whose parts are in {1,m+1}. We call this composition
the snake composition of s.
Let c ∈ {1,m+ 1}∗ be a snake composition. Then we can transform c into a word in {0, 1}∗
by replacing m+ 1 with 0, which we denote c˜.
Example 8. Table 3 shows the orbit board of 10000000001000 ∈ X14. A snake consists of
positions of 1’s which are marked by the circles. There are 9 snakes in this orbit board. The
snake compositions of these snakes are
1411114, 1111441, 1441111, 4111141, 1111414, 1414111, 1411141, 1114141, 4141111.
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If we replace the digits 4 in the above compositions with 0, we obtain the ρ-orbit of w = 1011110
which we have already seen in Example 1. We will explain this correspondence.
Lemma 13. Suppose S(i, j) = 1 and S(i + 2, j − d) = 1 with m ≤ d ≤ 2m and j 6= N − 1.
Then, by Lemma 12, exactly one of S(i+ 1, j + 1) = 1 and S(i, j +m+ 1) = 1 occurs, for each
of which we have the following
1. If S(i+ 1, j + 1) = 1, then S(i+ 3, j − d+ 1) = 1.
2. If S(i, j +m+ 1) = 1, then S(i+ 2, j − d+m+ 1) = 1.
Proof. 1. If S(i+ 1, j + 1) = 1, then we have
S(i+ 2, j − d+ 1) = S(i+ 2, j − d+ 2) = · · · = S(i+ 2, j + 1) = 0. (29)
In fact, since S(i+ 2, j − d) = 1, we have
S(i+ 2, j − d+ 1) = S(i+ 2, j − d+ 2) = · · · = S(i+ 2, j − d+m) = 0, (30)
and since S(i+ 1, j + 1) = 1, we have
S(i+ 2, j) = S(i+ 2, j − 1) = · · · = S(i+ 2, j + 1−m) = 0. (31)
Since 2m− d ≥ 0, (j +1−m)− (j − d+m) = 1− (2m− d) ≤ 1 and we obtain (29). Then
Lemma 12 implies S(i+ 3, j − d+ 1) = 1. (See Figure 5.)
j
i
i + 2
1
1
1
1
0 0 · · · 0 0
j − d
Figure 5: Positions of 1’s in Case 1
2. If S(i, j +m+ 1) = 1, then we have
S(i+ 1, j − k) = S(i+ 1, j − d+ 1) = · · ·S(i+ 1, j +m+ 1) = 0,
and therefore S(i+ 2, j − d+m) = 1.
j
i
i + 2
1 1
1
0 0 0 0 · · · 0 0 0 0 0
1
j − d
m
m
Figure 6: Positions of 1’s in Case 2
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Lemma 14. Suppose S(i,N − 1) = 1. Then, there exists a unique d such that m ≤ d ≤ 2m and
S(i+ 2, N − 1− d) = 1, and
1. If d > m, then we have
S(i+ 2, N − d+m) = S(i+ 3, N − d+m+ 1) = · · · = S(i+ 1 + d−m,N − 1) = 1.
2. If d = m, then we have
S(i+ 2, N −m− 1) = S(i+ 3, N −m) = · · · = S(i+ 2 +m,N − 1) = 1.
Proof. The uniqueness of such d is clear and 1 and 2 follows easily from the existence of such
d and Lemma 12 by an argument parallel to Lemma 13. Therefore we show the existence: It is
clear that
S(i,N − 2) = S(i,N − 3) = · · · = S(i,N − 1−m) = 0.
If S(i,N − 2−m) = 1, then S(i+1, N − 2− 2m) = S(i+1, N − 1− 2m) = S(i+1, N − 2m) =
· · · = S(i+1, N − 1) = 0. Therefore, there exists exactly one d such that S(i+2, N − 1− d) = 1
and m ≤ d ≤ 2m.
11
· · · · · · 00
m
m
i
i + 1
i + 2
0· · ·0
Theorem 2. Let s be the snake containing (i, 0) in the ϕ-orbit board of S ∈ XN . Let c be the
snake composition of s and i′ be the least integer greater than i for which S(i′, 0) = 1. Assume
c starts with k-repetition of 1, i.e.,
k︷ ︸︸ ︷
11 · · · 1. Then,
1. If k ≥ m, then i′ = i+m+ 2.
2. If k < m, then i′ = i+ k + 2.
3. Let λ be the snake composition of the snake containing (i, 0) and let λ′ be the snake com-
position of the snake containing (i′, 0). Then we have
ρ(λ˜) = λ˜′, (32)
where λ˜ is the word in {0, 1}∗ obtained from λ by replacing m+ 1 with 0.
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Proof. Without loss of generality, we can assume that i = 0.
If k ≥ m, then
S(1, 1) = S(2, 2) = · · · = S(m,m) = 1,
and hence S(i, j) = 0 for i ≤ m, 0 ≤ j < i. Therefore
S(m+ 1, 0) = S(m+ 1, 1) = · · · = S(m+ 1,m) = 0.
This implies S(m+ 2, 0) = 1, which proves 1.
If k < m, then
S(1, 1) = S(2, 2) = · · · = S(k, k) = S(k, k +m+ 1) = 1.
and hence S(k+1, 0) = S(k+1, 1) = · · · = S(k+1, k+m+1) = 0. This implies S(k+2, 0) = 1,
which proves 2.
We next prove 3. Let s = ((0, j0), (r1, j1), . . . , (rt, jt)). If k < m, then
S(k, k) = S(k, k +m+ 1) = S(k + 2, 0) = 1,
and (rk, jk) = (k, k) and (rk+1, jk+1) = (k, k +m+ 1). In particular, the snake composition c is
expressed as
λ = (j1 − j0)(j2 − j1) · · · (jt − jt−1)
=
k︷ ︸︸ ︷
11 · · · 1 (m+ 1)(jk+2 − jk+1)(jk+3 − jk+2) · · · (jt − jt−1).
Then, by Lemma 13 and 14, the snake composition c′ of the snake s′ starting from (k + 2, 0) is
(jk+2 − jk+1)(jk+3 − jk+2) · · · (jt − jt−1)(m+ 1)
k︷ ︸︸ ︷
11 · · · 1 .
Therefore, (32) holds. If k ≥ m, then
S(m,m) = S(m+ 2, 0) = 1.
By Lemma 13 and 14, the snake composition λ′ starting from (m+ 2, 0) is
(jm+1 − jm)(jm+2 − jm+1) · · · (jt − jt−1)
m︷ ︸︸ ︷
11 · · · 1 .
Theorem 3. For every S ∈ XN and i ∈ {0, 1, . . . , n − 1}
q−1∑
t=0
ϕt(S)i =
q−1∑
t=0
ϕt(S)N−1−i,
where q is the length of the ϕ-orbit of S and ϕt(S)i is the i-th digit of the word ϕ
t(S).
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Proof. Let s0, s1, . . . , sp−1 be the snakes in the orbit board of S and λ0, λ1, . . . , λp−1 be the
corresponding snake compositions. Then, by Theorem 2, there exists a {0, 1}-composition w
which satisfies
λ˜0 = w, λ˜1 = ρ(w), . . . , λ˜p−1 = ρ
p−1(w).
Suppose that ϕt(S)i = 1 and (t, i) is contained in a snake sk. Let the snake composition of sk
be λk = u0u1 · · · un−1. Then, we have some index j such that i = u0 + u1 + · · ·+ uj−1, which is
equal to
(m+ 1)j −m
(
ρk(w)0 + ρ
k(w)1 + · · ·+ ρ
k(w)j−1
)
.
This implies
ρk(w)0 + ρ
k(w)1 + · · ·+ ρ
k(w)j−1 = j −
i− j
m
.
Therefore
q−1∑
t=0
ϕt(S)i =
|w|−1∑
j=0
#
{
k
∣∣∣∣∣
j−1∑
ν=0
ρk(w)ν = j −
i− j
m
}
=
|w|−1∑
j=0
νL(j)
(
j −
i− j
m
)
.
In the same manner, we can show
q−1∑
t=0
ϕt(S)N−1−i =
|w|−1∑
j=0
νR(j)
(
j −
i− j
m
)
.
By Theorem 1, we are done.
Example 9. We can compute the bottom line, 9, 7, 3, 3, 4, 6, 4, . . . , 9 of the Table 3 from the table
in Figure 1 as follows,
9 = νL(0) (0)+νL(3) (4) , 7 = νL(1) (1)+νL(4) (5) , 3 = νL(2) (2) , 3 = νL(3) (3) , 4 = νL(1) (0)+νL(4) (4) ,
and so forth.
4 Concluding remarks
We have not succeeded in generalizing the results on the orbit size and the number of orbits by
Joseph and Roby [3].
We have not succeeded in generalizing the results on the number of orbits and the orbit
sizes by Joseph and Roby [3]. The orbit structure of the generalized rotation looks much more
complicated than the ordinary rotation, and we need some new idea to generalize the argument
by Joseph and Roby [3].
Our generalization of [3] can be considered as the toggle dynamical systems on more inde-
pendent sets. It seems that results in this paper can be further generalized. For example, we
can also consider less independent sets: Let ZN be the set defined by
ZN =
{
z = z0z1 · · · zN−1 ∈ {0, 1}
N
∣∣ zi + zi+1 + · · ·+ zi+m ≤ m for i = 0, 1, . . . , N −m} .
In other words, ZN is the set consisting of the words of length N which do not contain m+ 1
consecutive 1s as its subword. Therefore XN = ZN when m = 1. Numerical experiments
suggests that the toggle dynamical system on ZN has the same symmetric property as XN .
However, we have not succeeded in finding the objects corresponding to the snakes on the orbit
board of z ∈ ZN .
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