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Abstract
This work presents a microphysical model of the classical interaction of electromagnetic
waves with arbitrary single and multiple particles. The model is based on the volume inte-
gral equation solution to the macroscopic time-harmonic Maxwell equations. The integral is
discretized over a particle’s volume. The near and far-field scattered wave is then described
by the secondary radiation from the discretized elements. The physical origin of the angu-
lar structure of the scattered wave is characterized by the superposition of these secondary
waves. A graphical technique is developed to visualize how this superposition relates to
the physical features of a particle, e.g., its size, shape, and refractive index. Numerical and
analytical implementations of the model are presented for spherical and spheroidal particles
and fractal-like spherical-particle aggregates. The connection between the reflection symme-
try of a particle and the polarization state of its far-field scattered wave is illustrated. The
model is used to explain the cause of the angular power-law patterns in a particle’s scattered
intensity. An analysis of the internal field distribution in fractal-like aggregates is performed
and the results are compared to the Rayleigh-Debye-Gans theory. Extinction and the opti-
cal theorem are examined within the context of the model, resulting in a new understanding
for the physical mechanism causing extinction and implications regarding its measurement.
The culmination of this work is the unification of multiple scattering-concepts, often re-
garded as distinct, and the resulting insight afforded by the unified microphysical picture.
This unified view is shown to reveal a new and simple explanation for the famous extinction
paradox.
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Preface
The phenomena associated with electromagnetic scattering are everywhere. Familiar
examples in nature include the blue sky and red sunset, twinkling of stars, rainbows, and
glory. In general, electromagnetic scattering refers to the interaction of light with an object;
it is ultimately how one is able to see the world around them. Such scattering is not
restricted to visible light, but occurs over the entire electromagnetic spectrum. This incites a
veritable host of applications in both scientific and technological contexts, including satellite
remote sensing of the Earth and the planets, laboratory and field-based investigation of
particulate systems in situ, wireless communications, and medical imaging, just to name
a few. The purpose of this dissertation is to study electromagnetic scattering from an
uncommon microphysical perspective. In doing so, a unique, and often graphically-based,
description of many familiar scattering effects is achieved; in some cases, this results in a
new and profound understanding for the physical causes of these effects.
The classical theory of the propagation and interaction of light with a material body,
or particle, is given by the Maxwell equations supplemented with appropriate constitutive
relations. In applying these equations to a specific problem, one can choose two distinctly
different approaches; macroscopic and microscopic. In the macroscopic approach, the parti-
cle is represented by a continuous electromagnetic medium described by a refractive index.
This is justified so long as the wavelength of the light is too great to resolve the spatial
atomic structure of the material. In the microscopic approach, the electromagnetic medium
is regarded as an array of polarizable points in vacuum filling the particle volume. An ex-
ternal wave induces polarization in these points, which then radiate secondary waves that
combine with each other and the external wave. The points are thus coupled together,
resulting in an infinitely complicated sequence of interactions between them.
Despite their fundamental equivalence, the macroscopic and microscopic approaches do
not always yield the same physical insight. The work in this dissertation presents and applies
xv
a model of the classical interaction of light with a particle based on the microscopic approach.
From this work, one will see that the microphysical model enables a deeper understanding
of the nature of various scattering phenomena. For example, destructive interference within
the particle will be seen to be the cause of the angular power-law patterns in a particle’s far-
field scattered intensity. A new view of extinction is developed, giving the optical theorem
a clearer physical meaning, which eventually leads to a new and profoundly fundamental
explanation for the extinction paradox. Throughout this work, emphasis is placed on how
the behavior of measurable quantities, e.g. Stokes parameters, are related to the field
within a particle. Graphical, analytical, and numerical techniques are used to illustrate this
connection.
Because of the vast scope of electromagnetic scattering theory and its wide range of
applications, it is necessary to clearly define the basic limitations and assumptions that
apply throughout the following. These limitations, naturally, follow those that are found in
the primary references on which this work builds [1, p. 3-4]:
• The particle is fixed with regard to its location and orientation. This assumption will
be valid provided that any motions of an actual particle occur over time scales much
shorter than that associated with a measurement.
• All particles reside in vacuum. This is justified since the electromagnetic properties
of air in the optical frequency range are far closer to that of vacuum than of typical
particle materials.
• Magnetic materials are not considered. This restriction is made partly for simplicity,
since it avoids the effects of hysteresis, and partly because the electric response of
many materials is dominate over the magnetic response.
• All nonlinear electromagnetic effects are excluded. This will be acceptable provided
that fields are weak enough that the electromagnetic properties of a particle are inde-
pendent of the field strength.
xvi
• Particles will be assumed to be uniform, homogeneous, and isotropic. This is done to
simplify the mathematical analysis and is not intended to be an implicit restriction in
the development or application of the model.
• Only monochromatic electromagnetic waves are considered. This restricts direct appli-
cation of this work to situations involving ultra-short laser pulse illumination, transient
electromagnetic effects, and spatial or temporal incoherence.
• Only elastic scattering is considered, and hence frequency redistribution of the waves
is excluded, e.g. Raman scattering and fluorescence.
• Thermal emission from the particle is neglected.
To avoid unnecessary redundancy, and to save space, the reader will often be referred
to [1] and [2], the latter of which is freely available on-line in the .pdf format. Whenever
possible, the same notation and terminology will be used as in these references. The reader
should also note that this work is restricted to classical electromagnetic theory; no account
is made for the quantum mechanical nature of the electromagnetic field, or of the quantum
mechanical and statistical aspects of its interaction with matter. Consequently, this work
does not constitute a true atomic or molecular model of electromagnetic scattering. The
interested reader can consult [3] for the basics of such a treatment of scattering.
Matthew J. Berg
Manhattan, KS
November 2008
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Chapter 1
Basic Elements of Electromagnetic
Theory
“We wish to raise our feeble voice against innova-
tions that can have no other effect than to check the
progress of science and renew all those wild phan-
toms of the imagination which Bacon and Newton
put to flight from her temple. We wish to recall
philosophers to the strict and severe methods of in-
vestigation.”
-H. P. Brougham in [4, p. 29]
This chapter presents aspects of classical electromagnetic theory that are essential for
later considerations. This theoretical introduction will establish the foundation on which the
microphysical model will be formulated in Chs. 2 and 4, and will present important concepts
like energy flow and the Stokes parameters. Many of the limitations and assumptions
involved in the microphysical model will be described here, including, e.g., the harmonic
time dependence of the fields and sources. A discussion of the definition and meaning of
scattering will be given, which will be important for the interpretation of certain scattering
effects presented in later chapters.
1.1 Maxwell Equations
The governing differential equations of Maxwell’s electromagnetic theory are formulated in
terms of a set of four vector fields; the electric field E , magnetic field B, electric displacement
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D, and magnetic intensity H. The source of the these fields are electric charge and current
density ̺ and J . At a location r at a time t, the equations are [5, 6]
∇ Epr, tq   BtBpr, tq  0, (1.1)
∇Hpr, tq  BtDpr, tq  J pr, tq, (1.2)
∇ Dpr, tq  ̺pr, tq, (1.3)
∇ Bpr, tq  0. (1.4)
A “particle” in the context of this work is meant to represent any extended material body; it
can be arbitrary in size, shape, orientation, and composition so long as it constitutes a linear,
uniform, and isotropic electromagnetic medium. The particle’s surface is denoted by S and
its internal volume and external region by V int and V ext, respectively. The vector r denotes
the observation point, where the fields values are desired, either inside or outside of the
particle. Either Cartesian coordinates px, y, zq, or spherical-polar coordinates pr, θ, φq, will
be used to describe the observation point. To clarify this notation, Fig. (1.1) schematically
shows a particle centered at the coordinate origin along with Cartesian axes x, y, z, and
spherical-polar unit vectors rˆ, θˆ, and φˆ.
Taking the divergence of Eq. (1.2) and combining the result with Eq. (1.3) yields the
continuity relation
∇ J pr, tq  Bt̺pr, tq, (1.5)
which establishes a connection between the two source distributions and accounts for charge
conservation. In vacuum, the fields E, D, and B, H are related as
Dpr, tq  εoEpr, tq, Hpr, tq 
1
µo
Bpr, tq, (1.6)
where εo and µo are, respectively, the vacuum permittivity and permeability constants,
related to the the speed of light c  pεoµoq
1{2.
If a particle is exposed to an electromagnetic wave, the fields of the wave will apply forces
to the charges in the material. The force on a differential volume element dV containing
2
Figure 1.1: Coordinate system with a spherical particle centered at the origin.
charge density ̺ and current density J is given by the Lorentz force
dFpr, tq  r̺pr, tqEpr, tq  J pr, tq  Bpr, tqs dV. (1.7)
Depending on the specific properties of the material, this force can result in electric and
magnetic polarization. These effects are described by the polarization P and magnetization
M fields
Ppr, tq  Dpr, tq  εoEpr, tq, (1.8)
Mpr, tq 
1
µo
Bpr, tq Hpr, tq, (1.9)
which represent, respectively, the macroscopic (i.e., averaged) electric and magnetic dipole
moment per unit volume induced in the particle material. Both P and M are zero in
vacuum. If the material is partially conductive, a current density can also be induced via
Ohm’s law1
J pr, tq  σpr, ωqEpr, tq. (1.10)
1It will be assumed that Ohm’s law applies to all particle materials in this work. Consequently, non-
Ohmic materials, such as semiconductors, are not considered here.
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Equation (1.10) is one of several constitutive relations that describe how a particle’s material
responds to the fields in its presence. In this sense, the constitutive relations are supplemen-
tal to the Maxwell equations and are required in order to ensure that the Maxwell equations
yield a unique and physically meaningful solution. The additional constitutive relations are
[6]
Ppr, tq  εoχepr, ωqEpr, tq, (1.11)
Mpr, tq  χmpr, ωqHpr, tq, (1.12)
Bpr, tq  µpr, ωqHpr, tq, (1.13)
Dpr, tq  εpr, ωqEpr, tq. (1.14)
In Eqs. (1.10)-(1.14), σ is the conductivity, χe and χm are the electric and magnetic sus-
ceptibility, µ is the magnetic permeability, and ε is the electric permittivity of the particle
material. Assuming that the material is linear, these quantities are independent of the
fields. Moreover, they are constant in time and intrinsic to the material, but are, however,
frequency dependent. The electric permittivity and susceptibility are related by
εpr, ωq  εo r1  χepr, ωqs (1.15)
which can be seen from the combination of Eqs. (1.8) and (1.11).
1.2 Harmonic Time Dependence
The Maxwell equations (1.1)-(1.4) can be simplified if the time dependence of the fields and
their corresponding sources is specified. Further simplification can be made by introducing
the concept of Fourier transformed time-harmonic fields. To do this recall that a bounded
function fptq in the time domain can be related to its Fourier transform counterpart F pωq
in the frequency domain via the integral relations
fptq 
1
?
2π
»
8
8
F pωq exppiωtq dω, (1.16)
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F pωq 
1
?
2π
»
8
8
fptq exppiωtq dt. (1.17)
Now suppose that the fields and sources in Eqs. (1.1)-(1.4) are described in terms of their
frequency domain counterpart. For example [6, Sec. 4.2]
J pr, tq 
1
?
2π
Re
»
8
8
Jpr, ωq exppiωtq dω, (1.18)
where Ret. . .u is the real filter. If the time dependence of the current source J is harmonic,
i.e., has a single angular frequency ω, then the frequency domain current density J contains
only one spectral component. This can be described with the Dirac delta function,
Jpr, ωq  Jprq
?
2πδpω  ω1q. (1.19)
Substituting Eq. (1.19) into Eq. (1.18) gives
J pr, tq 
»
8
8
Jprqδpω  ω1q exppiω1tq dω1. (1.20)
which evaluates to
J pr, tq  Re

Jprq exppiωtq

. (1.21)
In Eq. (1.21), J is the real-valued (physical) current density, whereas J describes this same
current density, but can now be complex valued. By analogy, the remaining fields and source
in the Maxwell equations E , B, D, H, and ̺ can be represented in terms of the real part of
their corresponding complex-valued time-harmonic frequency-domain quantities, E, D, B,
H, and ρ.
There are several advantages to proceeding within the framework of time-harmonic
sources and fields. Many laboratory sources are effectively time-harmonic; the bandwidth
of the emission from continuous wave laser sources is narrow enough that it can usually be
considered monochromatic [7, Ch. 3]. Additionally, nearly any arbitrary time dependence
of a source or field distribution can be decomposed into its frequency domain spectrum via
Eq. (1.17). The linearity of the Maxwell equations then allows one to solve the equations
for each spectral component in the frequency domain and render the full solution in the
time domain via superposition and the inverse Fourier relation of Eq. (1.16).
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Having now specified the harmonic time dependence of the sources and fields, the time
derivatives of the quantities appearing in Eqs. (1.1)-(1.4) can be evaluated, giving
∇Eprq  iωBprq  0, (1.22)
∇Bprq   iωεoµoEprq  µo

Jprq  ∇Mprq  iωPprq

, (1.23)
∇ Eprq 
1
εo

ρprq ∇ Pprq

, (1.24)
∇ Bprq  0. (1.25)
and the corresponding continuity relation
∇  Jprq  iωρprq. (1.26)
Equations (1.22)-(1.25) are the time-harmonic frequency-domain Maxwell equations.
They can be simplified further by generalizing the constitutive parameters σ, χe, χm, µ,
and ε. This generalization consists of redefining these quantities in a piecewise sense to
apply both inside and outside of the particle. Then, let
σpr, ωq 
"
σpωq r P V int
0 r P V ext,
(1.27)
and χe and χm be redefined likewise, whereas
εpr, ωq 
"
εpωq r P V int
εo r P V
ext,
(1.28)
with µ redefined likewise. Since only nonmagnetic particle materials are considered in this
work, χm  0. With the time-harmonic frequency-domain versions of Eqs. (1.8) and (1.9),
the redefined constitutive parameters, and the constitutive relations of Eqs. (1.10)-(1.12),
Eqs. (1.22)-(1.23) above become
∇Eprq  iωBprq, (1.29)
∇Bprq  iωµoǫpr, ωqEprq, (1.30)
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where
ǫpr, ωq  εpr, ωq  
iσpr, ωq
ω
(1.31)
is the particle’s complex-valued electric permittivity. In deriving Eq. (1.30), Eq. (1.15) is
used. One should note the typographical distinction between ε, given by Eq. (1.15), and
ǫ given above. The divergence equations (1.24) and (1.25) need not be reconsidered here
since each of them can be derived from Eqs. (1.29) and (1.30) by taking the divergence of
Eqs. (1.29) and (1.30) and using Eqs. (1.15) and (1.31)2.
Measurements of the electromagnetic waves typically involve devices that quantify the
force on charges in the detector due to the electric field to which it is exposed. Often the
frequency of the field is great enough that the detector responds to the time-averaged force
exerted by the field rather than the instantaneous force 3. The time average of a quantity
Q is [2, p. 11]
xQprqyt 
1
τ
» t τ
t
Qpr, t1q dt1, (1.32)
where τ is a period much greater than that the period associated a change in Q.
1.3 Wave Equation
The considerations in Secs. 1.1 and 1.2 have reduced the four Maxwell equations of Eqs.
(1.1)-(1.4) involving the four field vectors E , D, B, and H to the equivalent time-harmonic
equations Eqs. (1.29) and (1.30) involving only the fields E and B. These two equations
can be combined into a wave equation following [2, p. 32-33]. For points outside and inside
of the particle
∇Eprq  iωBprq
∇Bprq  iωµoεoEprq
*
r P V ext, (1.33)
∇Eprq  iωBprq
∇Bprq  iωµoǫEprq
*
r P V int, (1.34)
2Note that this does not mean that the Maxwell divergence equations are redundant just because they
can be derived from the curl, see [6].
3There are certain detection techniques used in ultra-short laser-pulse synthesis that can effectively
resolve the full temporal character of and electromagnetic wave at optical frequencies. For example, streak
cameras and the polarization gating method in ultra-fast laser pulse optics.
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where the frequency dependence of ǫ is suppressed for brevity. Notice that one need only
consider the electric field equations in Eqs. (1.33) and (1.34) since the magnetic field can be
calculated from the curl of the electric field. Equations (1.33) and (1.34) can be uncoupled
by taking the curl,
∇∇Eprq  k2Eprq  0 r P V ext, (1.35)
∇∇Eprq m2k2Eprq  0 r P V int, (1.36)
where k  ω
?
µoεo and m 
a
ǫ{εo are the vacuum wavenumber and complex-valued
refractive index, respectively. In addition, k  2π{λ where λ is the vacuum wavelength.
One can now combine Eqs. (1.35) and (1.36) by introducing the piecewise refractive index
m˜prq 
"
1 r P V ext
m r P V int
(1.37)
Then Eq.(1.36) becomes
∇∇Eprq  k2Eprq  jprq r P V ext Y V int, (1.38)
where
jprq  k2

m˜2prq  1

Eprq, (1.39)
is called a forcing function, which acts like a source term for the wave equation.
Equation (1.38) is the time-harmonic frequency-domain Maxwell wave equation and
contains the same information as the four equations (1.1)-(1.4). The particle’s material is
assumed to constitute a linear, isotropic, and homogeneous macroscopic electromagnetic
medium making m a constant inside the particle and unity outside. Note that m essentially
quantifies the response of the particle material to the spectral component ω, hence the
solutions to Eq. (1.38) will in general depend on frequency.
Notice that the fields D and H have been eliminated. These fields are replaced by the
introduction of the polarization P and magnetization M fields and are related to E and B
through the constitutive relations of Eqs. (1.11)-(1.13). However, since B is proportional to
the curl of E, the electromagnetic state of a particle can be completely described in terms
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of electric field residing in its interior. Consequently, the solutions of the wave equation
(1.38) developed later will focus on expressions for the electric field only. An additional
advantage of eliminating D and H in favor of E and B is that it is these latter fields that
appear in the Lorentz force of Eq. (1.7). This is appealing because it can provide one with
a mechanical-like perspective for the origin of the response of a particle to an external field
[6, Sec. 2.4].
Notice that the terms “electromagnetic field” and “electromagnetic wave,” are used es-
sentially interchangeably. In a technical sense, the electromagnetic field is the mathematical
object consisting of the four vector fields E , B, D, and H, or equivalently E, B, D, and
H, which obey the Maxwell equations (1.1)-(1.4) or (1.22)-(1.25), respectively [5]. As such,
the electromagnetic field is a general term that describes all the fields given by the Maxwell
equations for an arbitrary source distribution. Then, what is meant by the term “electro-
magnetic wave” is the collection of fields obeying the Maxwell equations for sources that
result in wave-like solutions, i.e. Eq. (1.38). These wave-like solutions are often transverse
and can therefore be described by the electric field component of the wave only. Con-
sequently, “wave” and “field” are often interchangeable terms; “wave” will be used in the
following when it is important to emphasize the role of both the electric and magnetic fields,
whereas “field” will be used otherwise.
1.4 Boundary Conditions
A subtle property of the Maxwell equations is that they are valid only in regions where the
constitutive parameters are continuous [6, Sec. 2.8]. Consequently, the Maxwell equations
will yield different solutions for E and B inside and outside the particle. The fields in these
regions must then be connected. The electromagnetic boundary conditions provide this
connection between the fields on either side of the particle’s surface, and hence connect the
fields in the two regions V int and V ext. Expressions for the boundary conditions are obtained
by casting the Maxwell equations in integral form and examining the limiting behavior of
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the fields over closed surfaces that straddle the discontinuity at S [6, Sec. 2.8]. These
expressions are given in terms of the components of the field that are tangential and normal
to S,
nˆ

Bextprq Bintprq


"
µoKprq perfect conductor: σ Ñ8
0 otherwise
(1.40)
nˆ

Eextprq Eintprq

 0 (1.41)
nˆ 

Bextprq Bintprq

 0 (1.42)
nˆ 

εoE
ext
prq  εEintprq

 ρsprq, (1.43)
where r P S and nˆ is the particle’s outward surface-normal, see Fig. (1.2). Equation (1.14)
and the assumed nonmagnetic nature of the particle are used in deriving Eqs. (1.40)-(1.43).
If a particle is perfectly conducting, i.e. σ Ñ 8, any current density is confined to the
surface and hence becomes a surface current density K. This current corresponds to a
discontinuity in the magnetic field as indicated in Eq. (1.40). If however, the particle is
partially conductive or non-conductive, then there is no surface current and the magnetic
field is continuous across the particle surface [2].
Figure 1.2: Perfectly conducting particle with surface current K.
1.5 Energy
The electromagnetic field contains energy. This energy content is present in the field re-
gardless of whether the field is static or time dependent. If the field propagates, energy can
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be transported between regions, constituting an energy flow4. This flow is described by the
Poynting vector
Spr, tq  Epr, tq Hpr, tq, (1.44)
which can be derived from the conservation of energy and has dimensions of energy per unit
time and area, see [5, Sec. 2.19] and [15, Sec. 6.7].
Note that the Poynting vector does not specify where the energy is contained: Is the
energy distributed throughout the field or is it somehow contained within the charged matter
composing the sources of the field? This question is discussed in [25, p. 27-4] and is
currently an unsolved mystery in theoretical physics. This issue, however, is essentially
irrelevant for the considerations of this work. What is important is that the principle of
energy conservation apply not only to all the sources and fields of a system collectively,
but also locally within differential volume elements at arbitrary locations. This gives the
Poynting vector genuine physical meaning in a measurement context and will be important
for the concepts of extinction and scattering later on.
The time-harmonic frequency-domain equivalent of Eq. (1.44) can be obtained by substi-
tuting the frequency-domain fields E and B into Eq. (1.44) using Eq. (1.13) and exploiting
the nonmagnetic nature of the particle, i.e. µ  µo. Then, the time-averaged frequency-
domain Poynting vector follows from Eq. (1.32) as [5, p.136-137]
xSprqyt 
1
µo
Re
 
Eprq  rBprqs

(
, (1.45)
where the asterisk denotes complex conjugation and x. . .yt represents time averaging. The
component of xSprqyt directed into the face of an ideal detector is taken to describe the
response of that detector to the electromagnetic field, see [1, Sec 3.6].
One should note that the electromagnetic field also carries momentum, see [15, p. 262].
Conservation of this momentum as the field interacts with a particle shows that the particle
4There is an enduring controversy regarding exactly how to describe the energy content and flow, e.g.
see [5, p. 134], [8, p.25-26], [9–14]. Despite this, the traditional interpretations are pursued here since they
are well-verified by measurement, [15, p. 258-262][6, p.85-88][16–23][24, p. 7-10].
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experiences forces in the form of radiation pressure and torque. This field momentum will
not be considered in this work because its affects on a particle are usually negligible for
typical laboratory field strengths.
1.6 Stokes Parameters
Polarization is a fundamental property of all electromagnetic waves due to the vector charac-
ter of its constituent fields. Polarization is usually described by the instantaneous direction
of the wave’s electric field. In the context of measurement, nearly all real-life detectors are
incapable of resolving the temporal changes of a wave at optical frequencies; instantaneous
polarization measurement are almost never done. Consequently, a proper description po-
larization corresponding to the response of a detector should involve only time-averaged
power quantities. In the framework of time-harmonic transverse electromagnetic waves,
this measurement-oriented description is given by the four Stokes parameters, I, Q, U , and
V . Expressions for the Stokes parameters can be formulated for any time-harmonic wave
provided that it is transverse [2, Sec. 1.3].
Consider a plane wave traveling in vacuum with electric field
Eprq  Eo exppikrnˆ  rˆq, (1.46)
where nˆ is the propagation direction and Eo is the complex-valued wave amplitude. If the
components of the vector amplitude Eo are given in spherical-polar coordinates, the four
Stokes parameters are [2]
Iprˆq 
1
2

εo
µo
 
EoθE

oθ   EoφE

oφ

, (1.47)
Qprˆq 
1
2

εo
µo
 
EoθE

oθ  EoφE

oφ

, (1.48)
Uprˆq  
1
2

εo
µo
 
EoθE

oφ   EoφE

oθ

, (1.49)
V prˆq 
i
2

εo
µo
 
EoφE

oθ  EoθE

oφ

. (1.50)
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Here Eoθ  θˆ  Eo and Eoφ  φˆ  Eo, where θˆ and φˆ are the spherical-polar unit vectors
shown in Fig. (1.1). Notice that the Stokes parameters, defined this way, are independent
of the distance from the source of the wave, i.e., they depend only on direction, rˆ. This will
be convenient later for describing the polarization state of a wave at large distances from a
particle. The definition of I, Q, U , and V in Eq. (1.47)-(1.50) is not necessarily restricted
to plane waves and will be applied to spherical waves in Sec. 6.1.2.
Each of the Stokes parameters are time-averaged quantities that have dimensions of
power per area and can be measured using combinations of linear polarizers and waveplates,
see [1, Sec. 2.10]. Knowledge of all four parameters constitutes a full description of the
polarization state of a transverse wave. This description can be visualized using using the
ellipsometric interpretation of the Stokes parameters, see [1, Sec. 2.7]. In this visualization,
an arbitrary polarization state is described by the ellipse, called the vibration ellipse, that
is traced out in the θˆ-φˆ plane at r by the tip of the wave’s electric field vector during
one complete cycle of oscillation, see Fig. (1.3). There are four characteristics of the
vibration ellipse; its overall size I, its handedness η, ellipticity e, and orientation angle ζ .
The handedness indicates the sense of rotation of the electric field and is right-handed if
the field rotates in the counter-clockwise direction to an observer looking into the oncoming
wave. It is left-handed vice versa. If η ¡ 0 (η   0) the electric vector rotates in the right-
handed (left-handed) sense. If η  0, the wave is linearly polarized and has no handedness.
The ellipticity e describes the ratio of the minor and major axes of the vibration ellipse and
can be related to the Stokes parameters through the angle5 β [2, Sec. 2.4]
tan 2βprˆq 
V prˆq
a
Qprˆq2   Uprˆq2
. (1.51)
Then,
eprˆq  | tanβprˆq| . (1.52)
When e  0 the vibration ellipse is a line and the wave is linearly polarized. When e  1
5Note that the angle β in this context should not be confused with the Euler rotation angle presented
in Sec. 5.4.
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the major and minor axes of the ellipse are equal and the wave is circularly polarized. The
handedness η is related to β as
ηprˆq 
$
&
%
1 βprˆq ¡ 0 right
0 βprˆq  0 linear
1 βprˆq ¡ 0 left.
(1.53)
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Figure 1.3: The vibration ellipse of the scattered electric field Esca in the far-field zone,
see Sec. 4.2.
In addition to its ellipticity and handedness, the vibration ellipse has an orientation
angle ζ with respect to the θˆ direction at r, see [2, p. 21]. The orientation angle ζ is related
to the Stokes parameters as
tan 2ζprˆq  
Uprˆq
Qrˆ
. (1.54)
In general, the handedness, ellipticity, and orientation of the vibration ellipse of a particle’s
scattered wave will change with direction.
It is common to measure only the wave intensity I. This is likely due to the substantial
additional difficulty of incorporating the required optical elements needed to measure Q, U ,
and V . While it is true that I contains information regarding the physical character of the
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particle under observation, one should not forget that useful information is contained in the
other Stokes parameters as well. This fact will be an important motivation for the work
presented in Ch. 6.
A related issue concerns the measurement of Stokes parameters for a system of single or
multiple particles that undergo random motion during the course of the measurement. In
this situation, it is possible that Q, U , and V average to zero, with I being the only nonzero
parameter. It is common then to refer to the wave as being “unpolarized,” since it appears
that it no longer has a directional character. However, this terminology is misleading since
an electromagnetic wave is never unpolarized ; at every instant in time, the electric and
magnetic fields have a single and unambiguous direction.
1.7 Comments on the Concept of Scattering
It is important at this point to clearly define the concept of electromagnetic scattering as it
relates to this work. Different views for the physical meaning of scattering in this context are
common despite the fact that they all ultimately reside on the same theoretical foundation;
the Maxwell equations. A particularly misleading concept is that of the photon, at least
in as much as it is used to describe the propagation of light [26]. Here a brief discussion
of the meaning of scattering in the Maxwell theory and the role of the photon concept will
be presented. Note that the following is based on [27], and the reader interested in greater
detail is referred to that reference.
Consider a volume of space centered on the coordinate origin, called the scattering
volume, that will contain a particle. Now suppose that the particle is absent and an elec-
tromagnetic wave occupies all of space, including the scattering volume. This wave is called
the incident wave and the sources that create it will be assumed to be unaffected by the
presence of a particle. Such a wave might represent a laser with a beam width that is much
greater than the dimensions of the scattering volume. The electric and magnetic fields at
each point are solutions of the Maxwell equations (1.1)-(1.4), and the response of a detector
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is given by the time-averaged Poynting vector of Eq. (1.44).
If one now introduces a particle in the scattering volume, the wave at the detector will
change. The interaction of the fields of the incident wave with the particle establishes a new
wave, called the total wave, and it is this total wave that the detector responds to. Because
the Maxwell equations are liner, the total wave can be mathematically separated into the
incident and scattered waves;
Eprq  Eincprq  Escaprq.
Said differently, the scattered wave is the difference between the total wave at r when
the particle is present and when it is not. This is the meaning of scattering in classical
electromagnetic theory [27]. One must remember that when the particle is present, the
incident wave no longer exists and the separation of the total wave into the “incident-plus-
scattered” is a mathematical separation that cannot be directly resolved by a detector.
It is possible however, to arrange a measurement so that there is a certain real separation
between the incident and scattered waves. Such a separation results if the width of the laser
beam constituting the incident wave is small enough that the detector can be rotated to
locations that are outside of the beam. When the detector is inside the beam, the total
wave includes both the incident and scattered waves. When it is outside, the incident wave
vanishes and only the scattered wave remains. In this sense, it is essentially possible to
measure a particle’s scattered wave directly. However, care must be exercised in assuming
that this separation can always be done. For example, Ch. 10 shows that the two waves are
never separate in the forward and backward directions, and the interference between the two
is essential for understanding the meaning of extinction and the related optical theorem.
Occasionally, analogies between electromagnetic scattering and a mechanical collision-
based view of scattering are made. Such views, reminiscent of Newton, describe light prop-
agation as a collection of corpuscles, or “photons,” that travel in straight line trajectories.
Upon encountering a particle, the photons can be absorbed or scattered by the particle. If
scattered, the course of the photon trajectory is changed, and thus the collection of all such
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photons describes the angular redistribution of light observed in scattering experiments.
Taking this view of scattering theory is not only in violation of the Maxwell equations, but
can also generate a mindset that, in some cases, can be severely misleading. A classic exam-
ple of the confusion that can result from the photon view is that of the extinction paradox,
see Ch. 11.
The reality is that the classical Maxwell theory of light is a wave theory, which is clear
from Eq. (1.38). Light propagation is described in terms of the concepts of wave motion;
the ray-like behavior of the propagation is a limiting behavior of this wave nature as λÑ 0.
The “photon” terminology is misleading in that it tacitly neglects this inherent wave nature.
The true meaning of a photon relates to the energy quantization of the electromagnetic field;
it is associated with a plane wave component of the frequency-domain Fourier representation
of the fields’ vector potential [28, Sec. 23], [29]. The photon has a single energy ~ω and
propagation direction kˆ. Its physical meaning in a strict sense is that it describes the
quantized nature in which light interacts with a particle; an atom absorbs or emits an
photon of energy ~ω and momentum k. The details of this interaction fall within the proper
domain of quantum electrodynamic theory and are beyond the scope of this work. With
regard to the propagation of light, the photon is not to be interpreted as a “particle of
light.” While it is true that the photon has a single momentum vector k and behaves like a
light ray, its formal representation as a plane wave means that it has an infinite transverse
extent : The photon hardly constitutes a localized entity.
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Chapter 2
Solutions of the Wave Equation
“...there is an infinite amount to convey, it
would take me an infinite amount of time...”
-D. M. Wood
Chapter 1 demonstrates that the Maxwell equations can be combined to yield a wave
equation for the total electric and magnetic field corresponding to an arbitrary particle.
Here, the Green’s function and series-based solution methods are presented. An important
element in the Green’s function method is the Volume Integral Equation (VIE), which will
be seen in Ch. 4 to form the analytical foundation for the microphysical model. The VIE
is used below to solve the wave equation for the two important examples of spherical and
planar waves. Properties of these waves that are important for later considerations are
discussed. The reader should note that much of the notation, terminology, and content of
this chapter closely follows [1, 2] and is reproduced here for completeness and reference in
the remainder of the work.
2.1 Green’s Functions Method
Before describing how the wave equation is solved using the Green’s function method, it
is convenient to introduce the compact and mathematically useful notation of a dyadic. A
dyadic can be viewed as an operator that that rotates and scales a vector, see [1, App. A].
The vector is real or complex-valued, and the dyadics take the form of 3 3 matrices. For
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example, the identity dyadic is
Ø
I 


1 0 0
0 1 0
0 0 1

, (2.1)
where each column of the matrix represents a unit vector of the coordinate system1.
Now recall Eq. (1.38), and replace the source term on the right-hand side by the dyadic
unit source
Ø
I δpr  r1q. The result is the defining equation for the electric dyadic Green’s
function
Ø
Ge [30, p. 59],
∇∇
Ø
Gepr, r
1
q  k2
Ø
Gepr, r
1
q 
Ø
I δpr r1q. (2.2)
This equation can be solved several ways, e.g. see [30, Sec. 4.2] and [15, Sec. 6.4], giving
Ø
Gepr, r
1
q 

Ø
I  
1
k2
∇b∇


gpr, r1q, (2.3)
where
gpr, r1q 
exppik|r r1|q
4π|r r1|
(2.4)
is the scalar retarded Green’s function2 and the notation∇b∇ denotes the dyadic product
between the vectors ∇, see App. A.
Now return to the wave equation (1.38) and consider what it becomes if the particle is
absent. This situation is realized by replacing the distribution of refractive index, described
by m˜ in Eq. (1.37), by unity throughout V int. The result is the homogeneous wave equation
and the field entering in it corresponds to the incident field. This incident field is produced
by the impressed sources discussed in Sec. 1.7 and is denoted Einc;
∇∇Eincprq  k2Eincprq  0 r P V ext Y V int. (2.5)
An explicit form for this incident field and its corresponding source distribution are given
in Sec. 2.3.2.
1The vector upon which a dyadic operates must be expressed in the same coordinate system as the
dyadic.
2Note that there is another solution, the advanced Green’s function, which is mathematically equivalent
to Eq. (2.4) and consists of the complex conjugate of this equation.
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The solution to the wave equation when the particle is present will consist of the super-
position of the incident and scattered fields. An expression for Esca in terms of the electric
dyadic Green’s function is obtained by operating both sides of Eq. (2.2) on the source
function j of Eq. (1.38),

∇∇
Ø
I  k2
Ø
I
	


Ø
Gepr, r
1
q  jpr1q


Ø
I  jpr1qδpr r1q, (2.6)
where use has been made of Eq. (A.1). Next, Eq. (2.6) can be integrated over all space to
give

∇∇
Ø
I  k2
Ø
I
	

»
R3
Ø
Gepr, r
1
q  jpr1q dr1  jprq, (2.7)
where R3  V extYV int represents all space. Comparing this integral expression to the wave
equation

∇∇
Ø
I  k2
Ø
I
	
Eprq  jprq,
shows that
Escaprq 
»
V int
Ø
Gepr, r
1
q  jpr1q dr1. (2.8)
Note that the integral in Eq. (2.7) is evaluated over the particle volume V int only since the
source function j vanishes in V ext, see Eq. (1.39). It is tacitly assumed in arriving at Eq.
(2.8) by comparison to the wave equation for the total field, that the incident field must
still be taken into account before a complete solution is obtained. Using Eq. (1.39) one can
express Eq. (2.8) as
Escaprq  k2pm2  1q
»
V int
Ø
Gepr, r
1
q  Eintpr1q dr1 r P V ext Y V int, (2.9)
where Eint is the particle’s internal electric field. The full solution to the wave equation
(1.38) for the total electric field follows from the superposition of the incident and scattered
fields
Eprq  Eincprq   k2pm2  1q
»
V int
Ø
Gepr, r
1
q Eintpr1q dr1 r P V ext Y V int. (2.10)
Equation (2.10) is the volume integral equation for the electric field. Notice that the VIE
does not solve the wave equation since the internal field is not yet known. One way that a
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solution can be found is to assume that the internal field is the same as the incident field,
evaluate the VIE, then substitute the result back in the VIE for the internal field. Repeating
this process allows one to iteratively solve the VIE and is the basis for an order-of-scattering
expansion for the total field [1, p. 71]. Another method involves discretization of the volume
integral to form a system of coupled linear algebraic equations. An iterative numerical
procedure is then used to solve the system of equations. This forms the mathematical basis
for the Discrete Dipole Approximation (DDA) presented in Ch. 5.
The electric dyadic Greens’s function can be given a physical meaning. Recall that the
equation defining the function [Eq. (2.2)], is equivalent in form to the wave equation (1.38)
except that j is replaced by the unit source
Ø
I δpr  r1q. This substitution corresponds to
replacing the arbitrary distribution of induced sources in the particle by three point sources
of unit magnitude located at r1, where each source is directed along a Cartesian axis. The
Green’s function then represents the solution to the wave equation for the electric field due
to the unit point sources, and the nature of this solution will be examined in Sec. 2.3.1. The
linearity of the Maxwell equations then permits formulation of the full solution of the wave
equation for the arbitrary source j as a linear superposition of the solutions corresponding
to the unit sources. The mathematical embodiment of this superposition is given by Eq.
(2.8), eventually leading to (2.10).
Because
Ø
I δpr  r1q represents the unit source corresponding to the electric field, the
source appropriate for the magnetic field follows from the curl. To see this, one can take
the curl of the wave equation (1.38) and use Eq. (1.29) to obtain
∇∇Bprq  k2Bprq  
i
ω
∇ jprq. (2.11)
Then, in analogy to Eq. (2.2), the defining equation for the magnetic dyadic Green’s function
is [30, p. 59]
∇∇
Ø
Gmpr, r
1
q  k2
Ø
Gmpr, r
1
q ∇

Ø
I δpr r1q

. (2.12)
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The solution for
Ø
Gm follows from the curl of Eq. (2.3)
Ø
Gmpr, r
1
q ∇
Ø
Gepr, r
1
q, (2.13)
which gives
Ø
Gmpr, r
1
q 

∇
Ø
I  
1
k2
∇ p∇b∇q

gpr, r1q
and can be simplified using Eq. (A.2)-(A.4) to yield
Ø
Gmpr, r
1
q ∇gpr, r1q 
Ø
I . (2.14)
Now consider the wave equation for the magnetic field re-expressed as

∇∇
Ø
I  k2
Ø
I
	
Bprq  
i
ω
∇ jprq,
and compare this to the integral over all space of Eq. (2.12) operating on j,

∇∇
Ø
I  k2
Ø
I
	

»
R3
Ø
Gmpr, r
1
q  jpr1q dr1 
»
R3
∇

Ø
I δpr r1q

 jpr1q dr1, (2.15)
∇ jprq.
This comparison shows that
Bscaprq  
i
ω
»
V int
Ø
Gmpr, r
1
q  jpr1q dr1. (2.16)
Equation (2.16) can be expressed in terms of the particle’s internal electric field as
Bscaprq  iωµoεopm
2
 1q
»
V int
Ø
Gmpr, r
1
q  Eintpr1q dr1, r P V ext Y V int, (2.17)
which yields the full solution to the wave equation for the total magnetic field
Bprq  Bincprq  iωµoεopm
2
 1q
»
V int
Ø
Gmpr, r
1
q  Eintpr1q dr1, r P V ext Y V int. (2.18)
2.2 Series Expansion Method
An alternative to the Green’s function integral-based method to solve the wave equation
is to expand the solution in a series of complete and orthogonal functions with known
mathematical properties. This series-based method is the most commonly used method in
practice. One reason for this is because, for certain particle shapes, exact and analytical
solutions can be found. A famous example is the Mie solution which applies to uniform
spherical particles. More recently the T-Matrix method of [31], which is based on the series
solution, has been improved to the point where solutions can be found for uniform, smooth,
and convex-shaped particles to arbitrary numerical accuracy, see [2, Part II]. Another reason
for the popularity of the series-based method is that the time required to perform these
calculations are often substantially less than numerically solving the alternative integral
equations.
Although the series method is typically faster than the Green’s function method, it is
more difficult to gain insight as to the physical origin of the character of the solution. As
will be seen below, the orthogonal functions involved in the series-based solution do not
necessarily have any connection to the physical nature of the particle, i.e., its size, shape,
orientation, etc. It is only after the boundary conditions of Eq. (1.40)-(1.43) are used to
find the expansion coefficients in the series does the solution become unique to the specific
particle under consideration. However, because of its speed and capability, the series-based
solution will be used frequently in this work for verification purposes, and in some cases, to
feed the VIEs with the internal fields needed by the microphysical model.
The orthogonal functions used in the series-based solution are the Vector Spherical Wave
Functions (VSWFs), denoted RgM, RgN, M, and N. These functions form a complete set
upon which any solution to the time-harmonic frequency-domain Maxwell wave equation
can be expanded. Because the wave equation is a second order partial differential equation,
the set consists of pairs of orthogonal functions. The function pair RgM and RgN are finite
everywhere, which makes them suited for expansion of the incident and internal fields [2,
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Sec. 5.1]
Eincprq 
8
¸
n1
n¸
mn

amnRgMmnpkrq   bmnRgNmnpkrq

r P V int Y V ext, (2.19)
Eintprq 
8
¸
n1
n¸
mn

cmnRgMmnpk
intrq   dmnRgNmnpk
intrq

r P V int. (2.20)
The functions M and N obey the Sommerfeld radiation condition at kr Ñ 8, diverge at
the origin, but vanish at infinity and hence are suited for expansion of the scattered wave
Escaprq 
8
¸
n1
n¸
mn

pmnMmnpkrq   qmnNmnpkrq

, r P V ext. (2.21)
Note the appearance of the refracted wavenumber kint  mk in the expansion for the internal
wave Eq. (2.20), where m here represents the refractive index and should not be confused
with the index m.
Using Eq. (1.30), the VSWF expansion for the incident, internal, and scattered magnetic
fields follow from Eqs. (2.19)-(2.21)
Bincprq  
ik
ω
8
¸
n1
n¸
mn

amnRgNmnpkrq   bmnRgMmnpkrq

r P V int Y V ext, (2.22)
Bintprq  
ikint
ω
8
¸
n1
n¸
mn

cmnRgNmnpk
intrq   dmnRgMmnpk
intrq

r P V int, (2.23)
Bscaprq  
ik
ω
8
¸
n1
n¸
mn

pmnMmnpkrq   qmnNmnpkrq

r P V ext, (2.24)
where Eqs. (B.1)-(B.4) have been used.
The coefficients, a and b, for the incident wave Eq. (2.19) are known and given by Eqs.
(B.15)-(B.17). Then, the coefficients c, d, p, and q for the internal and scattered waves can
be found using the boundary conditions of Eqs. (1.40)-(1.43) along with the orthogonality
relations found in App. B.
An important issue concerning the validity of the series expansions of Eqs. (2.20) and
(2.21) is their convergence. It is the lack of convergence that essentially prevents application
of the series-based method (eg. T-Matrix) to non-convex and highly irregularly shaped
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particles. Care must be taken to ensure that enough terms are included in the expansion
and that the solution is restricted from regions where its convergence is doubtful. More
discussions on these issues are given in [32] and [2, p. 116-117].
Although the series-based solution for a particle’s scattered wave does not play a major
role in the development of the microphysical model, it does have value in that it provides
an analytical framework on which one can make general investigations of fundamental as-
pects of the scattering process. For example, Ch. 3 will use the VSWF expansions to
explicitly demonstrate that the total scattering, absorption, and extinction cross sections
for an arbitrary particle are independent of distance. This will be an essential element in
the explanation of the extinction paradox in Ch. 11 using the microphysical model.
2.3 Two Important Solutions
It is now possible to use the VIEs (2.9) and (2.17) to find explicit solutions to the wave
equation. This will be done for two specific source distributions and will lead to expressions
for the fields of spherical and planar waves. Both of these waves will be important for the
microphysical model described in Ch. 4.
2.3.1 Spherical Wave
Consider the field resulting from Eq. (2.9) when the source function j corresponds to a point
current element Jpt. To express this explicitly, recall Eqs. (1.22) and (1.23),
∇Eptprq  iωBptprq  0,
∇Bptprq   iωεoµoE
pt
prq  µoJ
pt
prq.
Taking the curl of this first expression and substituting the second into the result gives
∇∇Eptprq  k2Eptprq  iωµoJ
pt
prq. (2.25)
Equating the right-hand side of this expression to that of Eq. (1.38) and recalling Eq. (2.9)
shows that the Green’s function method can be used to solve this equation for the field
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produced by Jpt as
Eptprq  iωµo
»
R3
Ø
Gepr, r
1
q  Jptpr1q dr1. (2.26)
The point current density Jpt can be expressed in terms of its electric dipole moment p and
the Dirac delta function as
Jptprq  iωδpr roqp, (2.27)
where ro is the location of the point current [6, p. 371]. Combining this with Eq. (2.26)
gives
Eptprq 
k2
εo
»
V int
Ø
Gepr, r
1
q  rδpr1  rqps dr1, (2.28)
where k  ω
?
µoεo has been used. Equation (2.28) can be readily evaluated to give
Eptprq 
k2
εo
Ø
Gepr, roq  p. (2.29)
Now take the location ro of the point current to be at the origin. Then, using Eqs. (2.3)
and (2.4), Eq. (2.29) becomes
Eptprq 
k2
εo

Ø
I  
1
k2
∇b∇


 rgprqps , (2.30)
where
gprq 
exppikrq
4πr
.
The partial derivatives can be evaluated in spherical polar coordinates following [33, p.79-
80]. With the z-axis of the coordinate system oriented along p, i.e. p  pzˆ,
Eptprq 
k2
εo
p

Ø
I  
1
k2
∇b∇


 rgprqzˆs , (2.31)
and the dyadic product in Eq. (2.31) can be evaluated as
∇b∇gprq 
1
r
Brgprq
Ø
I  

B
2
rgprq 
1
r
Brgprq

rˆb rˆ
 
exppikrq
4πr3

k2r2rˆb rˆ  p1 ikrq

Ø
I  3rˆb rˆ
	
. (2.32)
This result combined with Eqs. (2.29) and (2.30) gives
Ø
Gepr, 0q 
exppikrq
4πr

1
k2r2

i
kr



3rˆb rˆ
Ø
I
	
 
Ø
I  rˆb rˆ

. (2.33)
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Substituting Eq. (2.33) into Eq. (2.29) and using relation
prˆb rˆq  p  rˆ  prˆ  pq (2.34)
where rˆ  r{r shows that
Eptprq 
k2
εo
Ø
Gepr, 0q  p

k2
4πεo
exppikrq
r
"
1
k2r2

i
kr


r3 prˆ  pq rˆ ps  prˆ  pq rˆ  p
*
. (2.35)
Equation (2.35) is exactly the electric field produced by a time-harmonic electric dipole p,
c.f. [15, p. 411].
Now for the magnetic dyadic Green’s function. Using Eq. (A.3) with Eq. (2.14) gives
Ø
Gmpr, 0q 
exppikrq
4πr

ik 
1
r



rˆ
Ø
I
	
. (2.36)
Then, the magnetic field produced by the point current is
Bptprq  iωµo
Ø
Gmpr, 0q  p

kωµo
4π
exppikrq
r

1
1
ikr


rˆ p. (2.37)
The wave, given by the field pair Ept and Bpt of Eqs. (2.35) and (2.37), has an important
behavior at distances very far from the source compared to the wavelength λ  2π{k,
Eptprq 
k2
4πεo
exppikrq
r
rp prˆ  pq rˆs kr Ñ8, (2.38)
Bptprq 
kωµo
4π
exppikrq
r
rˆ p kr Ñ8, (2.39)
where all terms in Eqs. (2.35) and (2.37) decaying faster than r1 have been neglected.
The wave described by these fields in the kr Ñ8 limit is a spherical wave, and is constant
in amplitude and phase on spherical surfaces centered on the source location. This can be
seen from the r dependence of the exponential terms in Eqs. (2.38) and (2.39). The wave is
transverse and travels radially outward away from the source at the speed of light, c. One
can verify that the fields are interrelated in the kr Ñ8 limit as
Bptprq 
k
ω
rˆEptprq, (2.40)
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Eptprq  
ω
k
rˆBptprq. (2.41)
2.3.2 Plane Wave
Now suppose that instead of a point current density there is a unidirectional surface-current
density that covers the entire x-y plane passing through the origin, see Fig. (2.1). At each
point on this plane, the surface current K is related to Jpl as
Jplprq  Kprqδpzq. (2.42)
Substituting this into Eq. (2.26) gives
Eplprq  iωµo
»
R3
Ø
Gepr, r
1
q Kpr1qδpz1q dr1,
which becomes
Eplprq  iωµo
»
Πz
Ø
Gepr, r
1
q Kpr1q dS 1, (2.43)
where Πz denotes the x-y plane through the origin, i.e. the plane with the z-axis parallel
to its surface normal, see Fig. (6.2) in Ch. 6. A more general derivation of Eq. (2.43) will
be given in Sec. (9.2). One can take the orientation of the coordinate system to be such
that the direction of the current is parallel to the x-axis, then K  Kxˆ. Moreover, one can
assume that the observation point r resides on the positive z-axis at a distance z that is
much greater3 than λ, i.e. r  zzˆ where z{λ " 1.
Now recall Eq. (2.33) and undo the restriction that that r1 resides at the origin in the
derivation of the Green’s function. This can be done with the substitution r Ñ r in Eq.
(2.33) where
r  r r1, (2.44)
giving
Ø
Gepr, r
1
q 
exppikrq
4πr

1
k2r2

i
kr



3rˆb rˆ
Ø
I
	
 
Ø
I  rˆb rˆ

. (2.45)
3Note that [25, p. 30-12] mentions that the end result of this calculation is the same regardless of the
distance of r from the sheet.
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Figure 2.1: Planar surface current distribution K, sketch paq, and corresponding surface
dipole distribution a, sketch pbq.
Because of the assumed large distance between r and the current sheet, all terms in Eq.
(2.45) decaying faster than r1 can be neglected, then
Ø
Gepr, r
1
q 
exppikrq
4πr

Ø
I  rˆb rˆ
	
. (2.46)
Combining Eqs. (2.43) and (2.46) gives
Eplprq  iωµoK
»
Πz
exppikrq
4πr

Ø
I  rˆb rˆ
	
 xˆ dS 1. (2.47)
Equation (2.47) is simplified by introducing the angle β between r and r1. This angle is
shown in sketch paq of Fig. (2.1). Since r1 is in the x-y plane, one finds that
prˆb rˆq  xˆ  rˆ prˆ  xˆq
 rˆ cos rβprˆqs .
Using β in Eq. (2.47) and casting the resulting integral in Cartesian coordinates gives
Eplpzrˆq 
iωµoK
4π
8
¼
8
exp

ik px12   y12   z2q
1{2

px12   y12   z2q
1{2
rxˆ rˆ cosβpx1, y1qs dx1dy1. (2.48)
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Next, the integration in Eq. (2.48) is divided into two regions; the half of the plane with
x1 ¥ 0 and the half with x1   0. Inspection of sketch paq in Fig. (2.1) reveals that β is
bounded differently depending on which half of the plane the integration point is located in;
βpx1, y1q 
π
2
, π

, x1 ¥ 0,
βpx1, y1q 
π
2
, 0

, x1   0.
This shows that the integral
8
¼
8
exp

ik px12   y12   z2q
1{2

px12   y12   z2q
1{2
cosβpx1, y1qrˆdx1dy1  0,
since the term with the exponential in the integral is an even function whereas the remaining
term cosβpx1, y1qrˆ is an odd function as the integration variables cross from the x1 ¥ 0 to
the x1   0 half of the plane. Then Eq. (2.48) is
Eplpzrˆq 
iωµoK
4π
8
¼
8
exp

ik px12   y12   z2q
1{2

px12   y12   z2q
1{2
dx1dy1 xˆ. (2.49)
This integral can be evaluated with cylindrical-polar coordinates,
ρ2  x12   y12, dx1 dy1  ρ dρ dφ,
giving
Eplpzrˆq 
iωµoK
4π
»
8
0
» 2pi
0
exp

ik pρ2   z2q
1{2

pρ2   z2q
1{2
ρ dφ dρ xˆ. (2.50)
Evaluating this integral over the azimuthal angle and making the substitutions
η2  ρ2   z2,
dη
dρ1

ρ
pρ2   z2q1{2
,
gives
Eplpzrˆq 
iωµoK
2
»
8
z
exppikηq dη xˆ. (2.51)
Further evaluation of Eq. (2.51) may seem problematic since it appears that
»
8
z
exppikηq dη 
1
ik
rexppi8q  exppikzqs ,
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is indefinite due to the term exppi8q. One can argue that this term is zero4 by allowing k
to have a small and positive imaginary part, kim [35]. Let k  kre   ikim, then
lim
zÑ8
exp ripkre   ikimqzs  lim
zÑ8
exppkimzq exppikrezq  0,
which will be valid regardless of the value of kim so long as z greatly exceeds 1{kim. With
this result, one now finally has the expression for the field produced by the surface current,
Eplpzrˆq  
k
2ωεo
K exppikzq xˆ. (2.52)
Just as the wave produced by a point current source is expressed in Eqs. (2.35) and (2.37)
in terms of its corresponding electric dipole moment p, Eq. (2.52) can be expressed in terms
of an electric surface dipole moment a. To do this, equate Eq. (2.27) and (2.42), giving
Kpr1qδpz1q  iωδpx x1qδpy  y1qδpz1qp,
then,
Kprq  iωδpx x1qδpy  y1qa. (2.53)
Notice the resemblance to Eq. (2.27) and that the dipole moment is directed opposite to
the current and shifted in phase by π{2, see sketch pbq in Fig. (2.1). From Eq. (2.53), the
current magnitude is K  iωa, then
Eplprq 
ika
2εo
exppikzq aˆ. (2.54)
Using Eq. (1.29), the corresponding magnetic field is
Bplprq 
iωaµo
2
exppikzq pzˆ aˆq . (2.55)
By comparison to [1, Sec. 2.5], one can see that Eqs. (2.54) and (2.55) are specific
examples of a more general solution for the fields due to this source distribution,
Eprq  Eo exppikrnˆ  rˆq, (2.56)
4An alternative way to show that this is zero is based on “physical arguments” in [34, p. 30-11].
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Bprq 
k
ω
pnˆEoq exppikrnˆ  rˆq. (2.57)
The vector nˆ in Eqs. (2.56) and (2.57) describes the propagation direction of the wave,
whereas Eo describes the amplitude of the wave and is directed along a. One can now see
that the fields of Eqs. (2.56) and (2.57) describe a homogeneous plane wave5 with parallel
planar-surfaces of constant phase and amplitude. Comparison of Eqs. (2.56) and (2.57)
shows that the fields are related by
Bprq 
k
ω
nˆEprq, (2.58)
Eprq  
ω
k
nˆBprq. (2.59)
5It is curious to note that Eqs. (2.56) and (2.57) can be derived by assuming that there are no sources
anywhere in space [1, Sec. 2.5]. Physically, this seems to be inconsistent in the context of the above
calculations, which find the same plane wave solution but do so for an infinite source distribution. Rather
than dwell on the significance of this issue, this work will take the position that the a plane wave is created
by some time-harmonic source that is very far from the particle and is independent of its presence.
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Chapter 3
General Derivation of the Total
Electromagnetic Cross Sections
“[the conservation of energy] is not a description
of a mechanism, or anything concrete; it is just
a strange fact that we can calculate some number
and when we finish watching nature go through
her tricks and calculate the number again, it is
the same.”
-R. P. Feynman [34, p. 4-1]
The total scattering, absorption, and extinction cross sections, denoted Csca, Cabs, and
Cext, respectively, are integrated quantities that collectively account for the redistribution
and conservation of energy in the scattering process. Consequently, the cross sections are
important quantities with regard to understanding how the physical properties of a particle
relate to its ability to achieve the redistribution of the energy content of an incident wave.
Moreover, the cross sections can be measured, and this gives them more than theoretical
significance. A great deal of attention will be given to the cross sections later on, and
because of this, it is important to establish general and exact expressions for them here.
Typically, one calculates the cross sections in the particle’s far-field zone. This is done
partly because the mathematical form of the fields are substantially simpler there, and
because most cross section measurements are performed far enough from the particle that the
far-field approximation can be quite good. Now recall that the particle’s external medium
is vacuum, and hence is nonabsorbent. Since the cross sections account for the conservation
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of energy, one would then expect that expressions for them should be independent of the
distance from the particle at which they are calculated. The following will demonstrate how
exact expressions for the total cross sections can be found that are independent of distance
from the particle. This is done by explicitly evaluating the integrals giving the cross sections
in a particle’s near-field zone. The exact equivalence of the resulting expressions to those that
are derived in the far-field zone proves the distance independence. Numerical calculations
for spherical particles are presented that verify the equivalence of the cross sections when
calculated in the near and far-field zones and help illustrate the physical significance of this
result.
One should note that this work is not the first to calculate a particle’s cross sections
in the near-field. For example, work by [36, p. 70-71] and [37, Sec. 4] mentions that Csca
and Cabs can be found using a surface, like Sen described below, that is of arbitrary size,
but the details of the calculation are not given. Also, [38, 39] find near-field expressions for
the cross sections for a particle embedded in an absorbing medium. Further relevant work
related to particles in an absorbing medium can be found in [40, 41] and references therein.
To the author’s knowledge, the following calculations are the first to consider an arbitrary
particle and formulate and evaluate exact expressions for the total cross sections valid at
any distance from it.
3.1 Derivation of the Cross Sections
Consider the arrangement shown in Fig. (3.1). Surrounding the particle is its smallest
circumscribing sphere Ssc of radius Rsc. The purpose of this sphere is to define the minimum
distance from the origin beyond which one is guaranteed that the VSWF expansions of Eqs.
(2.19), (2.21), (2.22), and (2.24) will converge. Also enclosing the particle, and Ssc, is
another spherical surface Sen of radius Ren. This sphere will be used as the closed surface
over which the fields will be integrated in Eqs. (3.5) and (3.6) below to yield expressions
for the total cross sections.
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Figure 3.1: Arrangement used to derive the cross sections for an arbitrary particle.
The wave incident on the particle is a linearly-polarized plane wave traveling along the
nˆinc direction with a wavenumber k  2π{λ, where λ is the vacuum wavelength. This is the
same plane wave presented in Eqs. (2.54) and (2.55) with nˆ in those expressions replaced
by nˆinc here to avoid notational confusion with surface normals. The fields of the incident
wave are
Eincprq  Einco exppikrnˆ
inc
 rˆq, (3.1)
and
Bincprq 
k
ω
nˆinc Eincprq , (3.2)
respectively, where Einco is a constant vector describing the amplitude and polarization di-
rection of the wave. Throughout the remainder of this work, a particle’s incident wave
will be assumed to be the plane wave described by these fields. The reason that a plane
wave is chosen is partly because of its simple mathematical form and because it is often
a good approximation for the light emitted by a typical laser used in simple1 scattering
1This would exclude ultra-short laser pulse illumination, where “short” is quantified by the degree to
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measurements.
As discussed in Sec. 1.7, the presence of the particle in the incident wave establishes a
new (total) wave that can be mathematically regarded as the superposition of the incident
and scattered waves. The total electric and magnetic fields outside of the particle are then
Eprq  Eincprq  Escaprq, (3.3)
Bprq  Bincprq  Bscaprq. (3.4)
These fields can be expanded into series of vector spherical wave functions (VSWFs) as
given by Eqs. (2.19), (2.21), (2.22), and (2.24),
Eincprq 
8
¸
n1
n¸
mn

amnRgMmnpkrq   bmnRgNmnpkrq

r P V int Y V ext,
Escaprq 
8
¸
n1
n¸
mn

pmnMmnpkrq   qmnNmnpkrq

r P V ext.
The properties of the VSWFs M, N, RgM, and RgN in Eqs. (2.19) and (2.21) needed
in the following calculations are given in App. B. A more complete collection of VSWF
properties and their definitions is given in [2, App. C]. Also recall the discussions regarding
the properties of the VSWFs given in Sec. 2.2.
Expressions for the total cross sections are obtained by integrating the component of the
total flow of electromagnetic energy passing through a closed surface enclosing the particle.
The spherical surface Sen will serve as this closed surface, where the flow of electromagnetic
energy is given by the time-averaged Poynting vector xSyt of Eq. (1.45),
xSprqyt 
1
2µo
Re
!
Eprq 

Bprq


)
.
Using Eqs. (3.3), (3.4), and (1.45) and noting that the radial unit vector rˆ is also the
outward surface normal for Sen, one finds the following expressions for the total extinction
which the pulse’s bandwidth can be considered monochromatic. Also excluded would be tightly focused
beams.
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and scattering cross sections in terms of the fields explicitly,
Cext  
1
2µoI inc
Re
¾
Sen
!
Eincprq 

Bscaprq


 Escaprq 

Bincprq


)
 rˆ dS, (3.5)
Csca 
1
2µoI inc
Re
¾
Sen
!
Escaprq 

Bscaprq


)
 rˆ dS, (3.6)
where I inc  p1{2q
a
ǫo{µo|E
inc
o |
2 is the intensity of the incident wave. Chapter 10 will give
more detail concerning the derivation and physical meaning of Eqs. (3.5) and (3.6).
The size of Sen in Eqs. (3.5) and (3.6), given by Ren, is arbitrary provided thatRen ¥ Rsc.
Consequently, one usually regards Ren as being large enough that Sen resides in the particle’s
far-field zone. This permits approximation of the scattered fields of Eqs. (3.3) and (3.4) as
outward-traveling transverse spherical waves and justifies use of the optical theorem; doing
so simplifies the evaluation of Eqs. (3.5) and (3.6), see [42, 43].
In the following sections, the VSWF expansions of Eqs. (2.19), (2.21), (2.22), and
(2.24) are combined with Eqs. (3.5) and (3.6) to arrive at general expressions for Cext and
Csca. This is done specifically without any assumption regarding the size of Sen and without
invoking the far-field approximation. One will see that the calculation of Cext and Csca, while
somewhat more mathematically involved, yields expressions for the cross sections that are
exactly identical to those that would result from use of the far-field approximation.
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3.1.1 Extinction Cross Section
Combining Eqs. (2.19), (2.21), (2.22), and (2.24) with Eq. (3.5), grouping terms with
common expansion coefficients, and using the vector identity pb cq  a  c  pa bq gives,
Cext  coRe
¾
Sen
i
8
¸
n1
n¸
mn
8
¸
n11
n1
¸
m1n1
!
am1n1ppmnq
Nmnpkrq 

rˆ RgMm1n1pkrq

  pam1n1q
pmnRgN

m1n1pkrq 

rˆMmnpkrq

  bm1n1pqmnq
Mmnpkrq 

rˆ RgNm1n1pkrq

  pbm1n1q
pmnRgM

m1n1pkrq 

rˆNmnpkrq

  bm1n1ppmnq
Nmnpkrq 

rˆ RgNm1n1pkrq

  pam1n1q
qmnRgN

m1n1pkrq 

rˆNmnpkrq

  am1n1pqmnq
Mmnpkrq 

rˆ RgMm1n1pkrq

  pbm1n1q
pmnRgM

m1n1pkrq 

rˆMmnpkrq

)
dS, (3.7)
where co  k{2ωµoI
inc. Next, using appendix Eqs. (B.5)-(B.13) shows that the following
terms in Eq. (3.7) above are zero;
¾
Sen
Mmnpkrq 

rˆ RgMm1n1pkrq

dS  0, (3.8)
¾
Sen
RgMm1n1pkrq 

rˆMmnpkrq

dS  0, (3.9)
¾
Sen
Nmnpkrq 

rˆ RgNm1n1pkrq

dS  0, (3.10)
¾
Sen
RgNm1n1pkrq 

rˆNmnpkrq

dS  0. (3.11)
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Using the orthogonality relation of Eq. (B.14) along with Eqs. (B.5)-(B.9) on the remaining
terms in Eq. (3.7) eventually gives
Cext  coR
2
enRe
8
¸
n1
n¸
mn
!
iamnppmnq

1
kRen

kRen

hp1qn pkRenq



1
jnpkRenq
  ipamnq
pmn
1
kRen

kRenjnpkRenq

1
hp1qn pkRenq
 ibmnpqmnq

1
kRen

kRenjnpkRenq

1

hp1qn pkRenq


 ipbmnq
qmn
1
kRen

kRenh
p1q
n pkRenq

1
jnpkRenq
)
, (3.12)
where

kRenh
p1q
n pkRenq

1
denotes differentiation with respect to kRen. This expression is
simplified using the linear independence of the spherical Bessel and Hankel functions via
the Wronskian relation [15, p. 427]
W1 

kRenjnpkRenq

1
hp1qn pkRenq 

kRenh
p1q
n pkRenq

1
jnpkRenq  
i
kRen
. (3.13)
With Eq. (3.13), and keeping in mind that the spherical Bessel functions of the first kind
jn are real-valued since their argument is real-valued, Eq. (3.12) can be reduced to
Cext  
1
k2|Einco |
2
8
¸
n1
n¸
mn
Re

amnppmnq

  bmnpqmnq


. (3.14)
One can verify that Eq. (3.14) is exactly the same expression for Cext obtained from use of
the far-field approximation for the scattered wave in combination with the optical theorem,
eg. see [2, Eq. (5.18a)] and [44, p. 60-61].
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3.1.2 Scattering Cross Section
Combining Eqs. (2.21) and (2.24) with (3.6) and using the vector identity pb  cq  a 
c  pa bq gives for the scattering cross section
Csca  coRe
¾
Sen
i
8
¸
n1
n¸
mn
8
¸
n11
n1
¸
m1n1
!
pmnppm1n1q
Nm1n1pkrq 

rˆMmnpkrq

  pmnpqm1n1q
Mm1n1pkrq 

rˆMmnpkrq

  ppm1n1q
qmnN

m1n1pkrq 

rˆNmnpkrq

  qmnpqm1n1q
Mm1n1pkrq 

rˆNmnpkrq

)
dS. (3.15)
From appendix Eqs. (B.5), (B.7), and (B.9)-(B.13), one finds that
¾
Sen
Mm1n1pkrq 

rˆMmnpkrq

dS  0, (3.16)
¾
Sen
Nm1n1pkrq 

rˆNmnpkrq

dS  0, (3.17)
which reduces Eq. (3.15) to
Csca 
coRen
k
8
¸
n1
n¸
mn
Re
!
i|pmn|
2

kRen

hp1qn pkRenq



1
hp1qn pkRenq
 i|qmn|
2

kRenh
p1q
n pkRenq

1

hp1qn pkRenq


)
. (3.18)
To simplify Eq. (3.18), first recall that h
p1q
n and h
p2q
n are related to jn and yn as
hp1qn pkrq  jnpkrq   iynpkrq, (3.19)
hp2qn pkrq  jnpkrq  iynpkrq. (3.20)
The argument of the spherical Bessel functions jn and yn is real-valued outside of the particle
since the external medium is nonabsorbent. Consequently, the functions are also real-valued.
Then, Eqs. (3.19) and (3.20) show that
hp2qn pkRenq 

hp1qn pkRenq


. (3.21)
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Using Eq. (3.21) with Eq. (3.18) gives
Csca 
coRen
k
8
¸
n1
n¸
mn

|pmn|
2Re
!
i

kRenh
p2q
n pkRenq

1
hp1qn pkRenq
)
 |qmn|
2Re
!
i

kRenh
p1q
n pkRenq

1
hp2qn pkRenq
)

. (3.22)
The Wronskian relation for the spherical Bessel functions of the first and second kind is [45,
p. 437]
W2  jnpkRenqy
1
npkRenq  ynpkRenqj
1
npkRenq 
1
pkRenq2
. (3.23)
By using Eq. (3.23) and by neglecting all terms that are pure imaginary due to the presence
of the Ret. . .u filter, one eventually finds that the first term in Eq. (3.22) is
Re
!
i

kRenh
p2q
n pkRenq

1
hp1qn pkRenq
)

1
kRen
, (3.24)
and that the second term is
Re
!
 i

kRenh
p1q
n pkRenq

1
hp2qn pkRenq
)
 
1
kRen
. (3.25)
With Eqs. (3.24) and (3.25), the total scattering cross section of Eq. (3.22) becomes
Csca 
1
k2|Einco |
2
8
¸
n1
n¸
mn
!
|pmn|
2
  |qmn|
2
)
, (3.26)
which is exactly what is expected from use of the far-field approximation for the scattered
wave, eg. see [2, Eq. (5.18b)].
3.1.3 Absorption Cross Section
From energy conservation considerations, one finds that the extinction, scattering, and
absorption cross sections are related by
Cext  Csca   Cabs,
e.g., see Ch. 10. With this relationship, Eqs. (3.14) and (3.26) can be combined to yield
the total absorption cross section,
Cabs  
1
k2|Einco |
2
8
¸
n1
n¸
mn
!
Re

amnppmnq

  bmnpqmnq


  |pmn|
2
  |qmn|
2
)
. (3.27)
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3.2 Numerical Examples
Equations (3.14), (3.26), and (3.27) are exact expressions. No approximations, specifically
the far-field approximation, are needed for their derivation. The expressions are valid for a
particle of any shape and composition provided that it resides in a nonabsorbent medium and
is illuminated by a linearly-polarized electromagnetic plane wave. In what follows numerical
examples involving spherical particles will be presented that demonstrate implications of the
above results.
Figure 3.2: Time-averaged energy flow due to a spherical particle, where kR  50 and
m  1.10  0i. The incident wave travels along the z-axis from left to right and is polarized
along the x-axis, normal to the page. Plot (a) shows the energy flow xSscayt of Eq. (3.28) in
the sphere’s near field zone outside the particle, and the total energy flow of Eq. (1.45) inside
the particle. Plot (b) shows r2xSscayt in the particle’s far-field zone; the flow is multiplied
by r2 to help reveal its angular structure. Both plots show the y-z plane through the origin,
which slices the sphere along its equator. The color shades indicate the magnitude of the
energy flow in log scale with the largest magnitude normalized to unity, i.e. logp1.0q  0.0.
Consider the calculation of Csca for a spherical particle with kR  50 and m  1.10 0i.
The scattering cross section is determined by the term in the total energy flow of Eq. (1.45)
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involving only the fields of the scattered wave,
xSscaprqyt 
1
2µo
Re
!
Escaprq 

Bscaprq


)
, (3.28)
see [2, Sec. 2.8]. To calculate Csca from Eq. (3.28), the radial component of the energy flow
is integrated over Sen. Recall that the radius of this surface Ren is arbitrary; Sen can be
either in the particle’s near or far-field zone.
Figure (3.2) shows the energy flow of Eq. (3.28) for the spherical particle in the near
and far-field zones, plots (a) and (b), respectively. In plot (a), the energy flow that is shown
on the inside of the particle is the total flow of Eq. (1.45) given by the internal fields. In
plot (b), the energy flow is multiplied by r2 to reveal its angular structure. The incident
wave propagates along the z-axis from left to right and is polarized along the x-axis. All
field quantities are calculated from the Mie solution to the Maxwell equations following [37,
Ch. 4].
One can see that the plots in Fig. (3.2) show vastly different behavior for the energy flow
between the two zones. This difference is no surprise. The scattered wave in the near-field
zone can be complicated in form; it can have a longitudinal component and nonspherical
surfaces of constant phase and amplitude. In the far-field zone however, the scattered wave
becomes a transverse spherical wave with spherical surfaces of constant phase and amplitude
[43]. This gives the far-field energy flow its simple radial-direction and angular magnitude-
dependence. Despite the dramatic differences apparent in Fig. (3.2), the exact same cross
sections are obtained from the energy flows.
To demonstrate numerically the distance independence of the cross sections, the extinc-
tion efficiency Qext for several spherical particles is calculated in both the near and far-field
zones and presented in Table 3.1. To do this, the integral in Eq. (3.5) is numerically evalu-
ated over Sen when Ren  1.001R. Provided that kR ¡¡ 1, as it is in Table 3.1 below, this
size of Sen places the surface in the particle’s extreme near-field zone. The resulting value for
the cross section will be denoted the near-field extinction cross section Cextnear. From C
ext
near,
the near-field extinction efficiency follows as Qextnear  C
ext
near{πR
2. For comparison, the extinc-
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tion cross section in the particle’s far-field zone, denoted Cextfar, is calculated using the optical
theorem, e.g. see [2, p. 57]. This gives a far-field extinction efficiency Qextfar  C
ext
far{πR
2.
kR m Qextnear Q
ext
far
50.00 1.100  0.000i 2.449 2.446
50.00 1.330  1.000 106i 1.980 1.982
25.00 1.750  0.440i 2.224 2.221
25.00 1.010  1.000i 2.233 2.231
10.00 10.00  0.000i 2.106 2.104
Table 3.1: Values of Qext for spherical particles in the near and far-field.
Table 3.1 shows values for Qextnear and Q
ext
far for spherical particles of vastly different size
kR and refractive index m. One can see that the efficiency factors are equivalent to 0.1%.
The disagreement between Qextnear and Q
ext
far is due to the discretization of the surface integral
in Eq. (3.5) that is required to evaluate Qextnear numerically.
3.3 Comments
As mentioned above, one typically calculates a particle’s total cross section using the far-field
zone approximation for the scattered wave. For example, in the case of the extinction cross
section, a far-field scattering amplitude is found that is independent of distance from the
particle. The optical theorem is then used to relate the extinction cross section to the value
of the scattering amplitude evaluated in the exact forward direction. This will be described
in detail in Ch. 10. The result is an exact expression matching Eq. (3.14), despite the use of
an approximate form for the scattered wave. One might then wonder how an approximation
for the scattered wave, i.e. the far-field approximation, can result in an exact expression for
the cross section. The limit kRen Ñ 8 must be assumed in using the optical theorem, e.g.
see [2, App. A] and Ch. 10. In this limit, the far-field zone approximation becomes exact
and hence is capable of producing an exact expression for Cext. The point here is that the
ability to find exact expressions for the total cross sections using the far-field approximation
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does not necessarily restrict the validity of the resulting expressions to only the far-field
zone.
Another integral quantity that is often of interest is the asymmetry parameter g, which
describes the overall tendency for a particle to scatter into the forward or backward direc-
tions, see [2, p. 60]. Like the total cross sections, the asymmetry parameter is typically
calculated in a particle’s far-field zone owing to the mathematical convenience of the far-field
approximation. However, since g is ultimately derived from the same field quantities that
yield Csca, i.e., the scattered fields, it should be possible to carry out a calculation for g
similar to that for Csca above that yields g for any distance from the particle. Work by [46]
shows how this can be done in the context of the same VSWF formalism used above.
Notice that if the particle were to reside in an absorbing medium, the total cross sections
would depend on the distance at which they are calculated, eg. see [38]. In the context of
the calculations in Sec. 3.1, an absorbing external medium would make the wave number
k complex valued. Consequently, the spherical Bessel functions would also become com-
plex valued and one would not be able to use the Ret. . .u filter in combination with the
Wronskians of Eqs. (3.13) and (3.23) to remove the Ren dependence from Eqs. (3.12) and
(3.22).
The results in this chapter are not solely of mathematical interest. In hindsight, one
could expect that there must be distance independence to the total cross sections since,
collectively, the cross sections are a statement of energy conservation. As such, they cannot
rely on some assumed (far field) distance from the particle. One can extend this mindset to
other phenomena in electromagnetic theory. For example, Ch. 11 shows that the extinction
cross section for a large particle approaches a value of Cext Ñ 2G as the particle’s size
becomes large compared to the vacuum wavelength. Here G is the particle’s geometric
projection into the forward direction, and this result is known as the extinction paradox.
The popular explanations for this paradox are implicitly restricted to the far-field zone only,
e.g. [47, Sec. 8.22] and [48]. The essence of the results above demonstrate that explanations
45
of phenomena like the extinction paradox must be able to apply at all distances from the
particle, not just in the far-field zone.
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Chapter 4
Microphysical Model
“The most dramatic movements in the devel-
opment of physics are those in which great syn-
theses take place, where phenomena which pre-
viously had appeared to be different are suddenly
discovered to be but different aspects of the same
thing.”
-R. P. Feynman [34, p. 28-1]
Here, the internal electric field inside of a differential volume element in the particle will
be shown to be equivalent to a point electric dipole moment. The concept of a wavelet
will be introduced as the secondary radiation originating from this dipole moment. The
collection all such wavelets corresponding to the entire particle volume, will be shown to
give the particle’s internal and scattered wave; this constitutes the basic premise behind
the microphysical model. The large-distance limiting behavior of the wavelet fields will
be examined, and from this behavior, the far-field zone approximation will be described.
Lastly, a graphical-based method, called phasor analysis, is introduced providing a way to
see how the various wavelets of a particle add together to yield the particle’s scattered wave.
4.1 Wavelets
Consider what happens to a particle when exposed to the incident plane wave of Eqs. (3.1)
and (3.2). The fields of the wave apply forces on the atomic charges of the particle’s material
via Eq. (1.7). In general, this induces electric and magnetic polarization and current flow.
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Comparison of the forms of the Maxwell equations (1.1)-(1.4) with Eqs. (1.22)-(1.25) shows
that these effects are described by three1 distributions of induced sources: a current density
Jind, a magnetization current density∇Mind, and a polarization current density iωPind
[5, p. 12]. However, because only non-magnetic particles are considered, i.e. χm  0, there
is no induced magnetization, and hence no magnetic polarization current density, recall Eq.
(1.12). Equation (1.23) can now be expressed as
∇Bintprq   iωεoµoE
int
prq  µo

Jindprq  iωPindprq

. (4.1)
Using Eqs. (1.10), (1.11), (1.15), (1.22), (1.31), and (1.37), one can reduce Eq. (4.1) to
∇∇Eintprq m2k2Eintprq  0 r P V int, (4.2)
which is exactly the same as Eq. (1.36). This shows that the effective sources Jind and Pind
are collectively described by the internal electric field.
Consider dividing the particle into small volume elements ∆V , each centered on ri, see
Fig. (4.1) below. The size of these elements is small enough that the internal field appears
uniform through the element. This division of the particle’s volume corresponds to the
discretization of the volume integral equations (2.9) and (2.17). Restricting the attention
to the internal electric field only2, the discretization of (2.9) gives
Escaprq  lim
∆VÑ0
k2pm2  1q
¸
i
Ø
Gepr, riq E
int
priq∆V r P V
ext. (4.3)
Comparison of the form of Eq. (4.3) to Eq. (2.29), which leads to Eq. (2.35), shows
that each volume element in Eq. (4.3) acts like a point electric dipole. The corresponding
expression for the scattered magnetic field follows from Eq. (2.17),
Bscaprq  iωµoεopm
2
 1q
¸
i
Ø
Gmpr, riq E
int
priq∆V r P V
ext. (4.4)
1There can also be an induced polarization charge density ∇  Pind, as seen in Eq. (1.24), which will
be ignored since it is accounted for by the induced sources µoJ
ind and iωPind in combination with the
continuity relation of Eq. (1.26).
2Recall the the magnetic field could also be used here from the curl relationship of Eq. (1.22).
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From Eq. (4.3) and the examples presented in Sec. 2.3, one can see that the electric
dyadic Green’s function
Ø
Ge performs the role of a propagator that describes how the source
within a volume element radiates a field from ri to an observation point at r external to the
particle. This source is proportional to the internal field
k2pm2  1qEintpriq, (4.5)
which one can see by comparing Eqs. (4.3) to Eq. (2.8). The wave radiated by this source
is called a wavelet, and the induced internal-field source of this wavelet, i.e., Eq. (4.5), is
the wavelet source.
Equation (4.3) and (4.4) are the mathematical embodiment of the microphysical model ;
the response of a particle to the incident wave can be described as a collection of wavelets.
Each wavelet is generated by the internal electric field within a differential volume element.
The electric and magnetic field of each wavelet are equivalent to that of the wave radiated
by a point electric dipole located at the position of the element. The particle’s scattered
field Esca is the linear superposition of all of the particle’s wavelet fields, and adding this
scattered field to the incident gives the total field E outside of the particle.
Before proceeding, one should note that Eq. (4.3) is valid only outside of the particle
volume. The reason for this is because of the singularity that occurs when r  r1 in the
Green’s function appearing in the VIE (2.9). Account of this singularity requires one to
include an extra dyadic term in Eq. (2.9) and evaluate the principle value of the VIE,
see Sec. 5.1. The resulting integral is still a Riemann-type integral and hence can be
decomposed into a volume-element sum in exactly the same manner as in Eq. (4.3). The
important point here is that this singularity does not invalidate the wavelet superposition
concept of the microphysical model.
4.2 Far Field Approximation
Often r is located in a particle’s far-field zone. The mathematical form of the particle’s
wavelet fields can become substantially simplified depending on just how far from the particle
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r is compared to certain length scales [1, Sec. 3.2], [43]. Consider Eq. (4.3) with the explicit
expression for the Green’s function of Eq. (2.45) substituted into it,
Escaprq  lim
∆VÑ0
k2
4π
pm2  1q

¸
i
exppikriq
ri

1
k2r2i

i
kri



3rˆi b rˆi 
Ø
I
	
 
Ø
I  rˆi b rˆi

Eintpriq∆V, (4.6)
where ri  r  ri, see Fig. (4.1). The expression for the magnetic field can be found from
Eqs. (2.36) and (4.4) as
Bscaprq  lim
∆VÑ0
iωµoεo
k
4π
pm2  1q
¸
i
exppikriq
ri

i
1
kri



rˆi E
int
priq

∆V. (4.7)
In addition, suppose that the particle is surrounded by the smallest circumscribing sphere
Ssc of radius Rsc introduced Sec. 3.1. Then, if r " ri,
Ø
I  rˆi b rˆi 
Ø
I  rˆb rˆ, (4.8)
and since
ri  |r ri|  r

1 2
rˆ  ri
r
 
r2i
r2
,
one finds that
ri  r  rˆ  ri  
r2i
2r2
. (4.9)
The next step is to substitute the approximations of Eqs. (4.8) and (4.9) into Eqs. (4.6) and
(4.7). However, care must be taken in doing so since certain terms in Eqs. (4.6) and (4.7)
have different functional dependencies on ri. Since r " ri, one can make the substitution of
Eq. (4.9) for terms in Eq. (4.6) involving r1 and retain only the first term in the expansion
of Eq. (4.9), giving
1
ri

1
r
. (4.10)
The exponential term in Eqs. (4.6) and (4.7), however, is more sensitive to kri and hence
the first two terms of Eq. (4.9) are used. Along with Eq. (4.8), Eq. (4.6) becomes
Escaprq 
exppikrq
r
k2
4π
pm2  1q
¸
i

Ø
I  rˆb rˆ
	
Eintpriq exppikrˆ  riq∆V, (4.11)
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and Eq. (4.7) becomes
Bscaprq  ωµoεo
exppikrq
r
k
4π
pm2  1q
¸
i

rˆi E
int
priq

exppikrˆ  riq∆V, (4.12)
where the limit appearing in Eqs. (4.3), (4.6), (4.4), and (4.7) is implied and omitted for
brevity.
Figure 4.1: Arbitrary particle’s wavelet volume element and related vectors and notation.
Equations (4.11) and (4.12) are the far-field approximation for the scattered fields in
terms of the particle’s wavelets. The conditions defining the validity of these approximations
are
kpr Rscq " 1, (4.13)
r " Rsc, (4.14)
r "
kR2sc
2
. (4.15)
The physical interpretation of these conditions is given in [1, p. 75-77]: Equation (4.13)
shows that the distance between the observation point and a wavelet location inside the
particle must be much greater than the vacuum wavelength. Equation (4.14) shows that
51
the distance from the particle to the observation point must be much greater than the
overall largest dimension of the particle, given by Rsc. Notice that these two conditions,
Eq. (4.13) and (4.14), are not redundant ; the first condition relates r and the particle size
to the wavelength, whereas the second condition has no dependence on the wavelength.
The meaning of the last condition, Eq. (4.15), is explained by considering two wavelet
locations ri and rj and a fixed direction to the observation point rˆ. The distance between
one wavelet and the observation point is ri and the distance between the other wavelet and
the observation point is rj. Then the meaning of Eq. (4.15) is that the difference in the
phase of the wavelets between the path lengths kri and krj is independent of the distance r
from the particle origin to the observation point, see [1, p. 77] and Fig. (4.2).
An important property of the far-field scattered wave is that it has the form of a spherical
wave, recall Sec. 2.3.1. One can see this by defining an angular function Esca1 , called
the scattering amplitude, from Eq. (4.11) that depends on direction rˆ but is completely
independent of distance
Esca1 prˆq 
k2
4π
pm2  1q
¸
i

Ø
I  rˆb rˆ
	
Eintpriq exppikrˆ  riq∆V kr Ñ8. (4.16)
Then Eq. (4.11) becomes
Escaprq 
exppikrq
r
Esca1 prˆq. (4.17)
The magnetic field is related to this as
Bscaprq 
k
ω
exppikrq
r
rˆEsca1 prˆq, (4.18)
where Eq. (A.5) has been used. Moreover, using Eq. (A.6), one can see that
rˆ Escaprq  rˆ Bscaprq  0, (4.19)
demonstrating that the far-field scattered wave is transverse. The exponential term exppikrq{r
in Eqs. (4.11) and (4.12), along with the tacitly assumed time dependence exppiωtq, shows
that the wave is outward traveling and has surfaces of constant phase that are spheres cen-
tered on the particle3 (and centered on the particle).
3Confusion can arise when defining the surfaces of constant phase of the far-field scattered wave. Although
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Figure 4.2: Meaning of the far-field approximation based on [1, Sec. 3.2]. In both sketches,
the wavefronts are separated by one wavelength intervals and color coded to correspond to
their respective locations in the particle.
4.3 Phasors
A unique and important feature of the microphysical model is that the wavelet superposition,
which yields the scattered wave, can be presented and analyzed in a visual form. This is
achieved by representing the wavelet sums in Eqs. (4.11) and (4.12) as the addition of
phasors in the complex plane. To explain how this done in more detail, suppose that the
internal field is known and that its components are expressed in the Cartesian basis, i.e.,
Eintprq  Eintx prq xˆ  E
int
y prq yˆ   E
int
z prq zˆ.
the term exppikrq{r is certainly constant in phase over spherical surfaces, the amplitude function Esca
1
is
complex-valued and, in general, varies on these same surfaces. One can then take the surfaces of constant
phase to be the spheres and regard Esca
1
as an angular weighting function. Alternatively, one could include
the phase of Esca1 with the term exppikrq{r and hence would not find spherical surfaces of constant phase.
It will not matter in this work which tact is taken.
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Let the components of the observation point r, however, be represented in the spherical-polar
basis with unit vectors
rˆ  sin θ cosφ xˆ  sin θ sinφ yˆ   cos θ zˆ, (4.20)
θˆ  cos θ cosφ xˆ  cos θ sinφ yˆ  sin θ zˆ, (4.21)
φˆ   sinφ xˆ  cos φ yˆ. (4.22)
The reason spherical-polar coordinates are chosen here is because the far-field scattered
wave is a spherical wave and hence its surfaces of constant phase are degenerate with the
surfaces defining the coordinate system. Additionally, many measurement configurations
are arranged with spherical geometry around the scattering volume such that, for example,
only the polar angle θ dependence of the scattered wave is measured.
Because the far-field wave is transverse, the fields have no rˆ component. Consequently,
they can be completely described by their projection onto θˆ and φˆ. To see this, recall that
prˆb rˆq Eintpriq  rˆ

rˆ Eintpriq

. (4.23)
Then,

Ø
I  rˆb rˆ
	
 Eintpriq  E
int
priq  rˆ

rˆ Eintpriq

, (4.24)
which from Eqs. (4.20)-(4.22) gives
rˆ 

Ø
I  rˆb rˆ
	
Eintpriq

 0, (4.25)
θˆ 

Ø
I  rˆb rˆ
	
 Eintpriq



cosφEintx priq   sin φE
int
y priq

cos θ  sin θ Eintz priq, (4.26)
φˆ 

Ø
I  rˆb rˆ
	
 Eintpriq

  sinφEintx priq   cosφE
int
y priq. (4.27)
Now define the far-field wavelet phasors ziθ and ziφ as
ziθprˆq  co
 
cosφEintx priq   sin φE
int
y priq

cos θ  sin θ Eintz priq
(
exppikrˆ  riq (4.28)
ziφprˆq  co

cosφEinty priq  sinφE
int
x priq

exppikri  rˆq, (4.29)
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where co  k
2
pm2  1q∆V {4π. Then Eq. (4.11) becomes
Escaprq 
exp ikr
r
¸
i

ziθprˆq θˆ   ziφprˆq φˆ

. (4.30)
This shows that in the far-field zone, the particle’s scattered wave can be represented as the
sum of the complex numbers, ziθ and ziφ, called phasors. Each of these numbers represents
the amplitude of the θˆ or φˆ components of the ith wavelet’s electric field. These phasors
change with direction rˆ but are independent of distance r; the distance dependence is
factored out and appears as the exponential coefficient on the sum in Eq. (4.30).
Figure 4.3: Phasor addition in the complex plane.
The primary utility of representing a particle’s scattered wave with Eq. (4.30) is that
the phasor addition can be rendered visually to show how the particle’s wavelets superimpose
to yield the scattered wave. This is done with phasor plots, where each phasor is a point on
the complex plane. With respect to the origin in the complex plane, these points define the
tips of vectors that when added yield the component of the net far-field scattered wave4,
see Fig (4.3). In essence, one can look at these phasor plots, one for each the θˆ and φˆ
4The reader familiar with Huygens’ principle may recognize that this phasor analysis is really just a
vector-based analog.
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components, and see how the phasors add together in the sum in Eq. (4.30). For example,
Fig (4.3) shows two pairs of phasors, pz1θ, z2θq and pz3θ, z4θq. Phasors z3θ and z4θ are equal
in magnitude but shifted by π in phase and hence cancel each other when added together.
This indicates that the wavelets corresponding to these phasors interfere destructively. On
the other hand, phasors z1θ and z2θ add together cooperatively, which corresponds to the
constructive interference of the corresponding wavelets.
In some cases, phasor analysis can reveal how certain aspects of a particles physical
character are related to the angular behavior of its scattered wave. This will be the case in
Ch. 7 where it will be shown that phasor analysis explains the meaning of the transitions
between different angular power-law-like regions of a particle’s scattered intensity curve.
As a final note, although the phasor analysis described above applies only to the far-field
scattered wave, the concept is certainly not restricted to the far-field zone. One can easily
generalize this analysis method to apply to the near-field wave by defining the phasors from
Eqs. (4.6) and (4.7), rather than from Eq. (4.16). Notice though, that this will now require
one to consider a third phasor to account for the possibility that the fields have a radial
component.
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Chapter 5
Discrete Dipole Approximation
“The mathematics of the full treatment may be
altogether beyond human power in a reasonable
time; nevertheless...”
-O. Heaviside [49, p. 324]
This chapter shows how the VIE can be solved for the internal field of an arbitrarily-
shaped particle. The solution is achieved by discretizing the VIE over the particle volume
in terms of a cubic lattice of electric dipole moments; this is the essence of the so-called
Discrete Dipole Approximation (DDA). The discretization leads to a linear system of coupled
algebraic equations for the moments, which are then solved using an iterative numerical
procedure. In the process of developing the DDA, one is introduced to the concept of
coupling, which leads to an enhanced physical picture of the microphysical model. For
example, one will see that coupling is the cause of refraction, and as such, one is reminded
that refraction does not correspond to the slowing of the speed of light inside a medium.
5.1 Volume Integral Equation Revisited
The theoretical foundation of the microphysical model presented in Ch. 4 is the volume
integral equation of (2.10);
Eprq  Eincprq   k2pm2  1q
»
V int
Ø
Gepr, r
1
q Eintpr1q dr1 r P V ext Y V int,
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where the electric dyadic Green’s function
Ø
Ge, given by Eq. (2.45), is
Ø
Gepr, r
1
q 
exppikrq
4πr

1
k2r2

i
kr



3rˆb rˆ
Ø
I
	
 
Ø
I  rˆb rˆ

,
and
r  r r1,
is the vector between the observation point r and the integration point r1 within the particle
volume V int. Discretization of this volume integral equation leads to the description of
a particle’s far-field scattered wave in Eq. (4.11) in terms wavelet superposition. These
wavelets, however, are determined by the internal field which is unknown at this point.
One way to solve the VIE (2.10) for the internal field is to follow the same discretization
procedure as is done in Sec. 4.1, except now the observation point is placed inside the
particle. Doing this causes problems for the integral equation. When r P V int, there will
eventually be a point in the evaluation of the volume integral where r  r1. This causes
the Green function to diverge with first, second, and third order singularities, as one can
see from the powers on r in Eq. (2.45). Following [50, Sec. 1.3] and [51], the singularity in
VIE is accounted for by the exclusion of a small volume Vδ enclosing the singular point at
r  r1. This exclusion requires the addition of two dyadic terms to the remaining integral.
The first term,
Ø
M, accounts for the effect on the field at r  r1, which is due to the finite
size of the excluded volume Vδ. The second term,
Ø
L, is the self-interaction dyadic1, which
accounts for the electromagnetic interaction of the excluded volume with itself, see below.
The VIE then becomes
Eprq  Eincprq k2pm21q
»
V intVδ
Ø
Gepr, r
1
qEintpr1q dr1 

Ø
M
Ø
L
	
Eprq r P YV int. (5.1)
Note that the observation point is now restricted to be inside the particle. Both
Ø
M and
Ø
L are independent of location, but depend on the shape of the excluded volume Vδ. If
1This term is also called the “self-term,” and the “depolarizing dyadic,” see [51] and [6, p. 370], respec-
tively.
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Vδ is taken to be one of the cubic volume elements ∆V described below, then
Ø
M can be
approximately evaluated [30, Sec. 3.21], [51]
Ø
M 


4π
3


1
3
pkdq
2
 
2i
3
pkdq
3

Ø
I , (5.2)
and
Ø
L 
4π
3
Ø
I . (5.3)
Now take the division of the particle in Sec. 4.1 to be done such that the volume elements
∆V are cubes of side d. The centers of the elements form a cubical lattice of spacing d where
the ith site is denoted by ri. Then, with Eq. (5.3), Eq. (5.1) becomes
Eprq  Eincprq   k2pm2  1q
N¸
i
Ø
Gepr, riq  E
int
priq∆V  

Ø
M
Ø
L
	
Eprq, r  ri, (5.4)
where N is the total number volume elements included in V int.
The field Eint in Eq. (5.4) is still unknown. However, a system of coupled linear algebraic
equations can be formed from Eq. (5.4) by placing the observation point r on each lattice
site. A convenient way to express this linear system is to cast the equations in terms of the
electric dipole moment corresponding to the polarization of each volume element. Recall
from Sec. 4.1 that the induced current and polarization are related to the internal electric
field. If the element is small enough that the internal field is suitably uniform throughout,
then the induced sources within the element can be represented by a single electric dipole
moment pi. This moment is related to the internal electric field as
pi  αE
int
priq, (5.5)
where α is the scalar2 electric polarizability.
Now consider a new dyadic
Ø
A, which is proportional to the electric dyadic Green’s
2The more general situation would correspond to a birefringent, anisotropic, and inhomogeneous particle
composition. In that case the polarizability would be a 3 3 dyadic with nine independent elements.
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function of Eq. (2.45) as
Ø
Apri, rjq  
k2
εo
Ø
Gepri, rjq

exppikrijq
4πεorij

k2

rˆij b rˆij 
Ø
I
	
 
1 ikrij
r
2
ij

Ø
I  3rˆij b rˆij
	

, (5.6)
where
rij  ri  rj (5.7)
is the difference vector between the ith and jth lattice site. With Eqs. (5.5)-(5.7), Eq. (5.4)
becomes
pi  αE
inc
priq  α
N¸
j1
ij
Ø
Apri, rjq  pj , (5.8)
see [50, p. 27-31] for more detail. Using the Kronecker delta function δij ,
δij 
"
1 i  j
0 i  j,
(5.9)
Eq. (5.8) can be expressed in the more compact form
Eincpriq 
N¸
j1

1
α
δij
Ø
I   p1 δijq
Ø
Apri, rjq

 pj. (5.10)
The discretization-based solution of the VIE given by this system of coupled linear
algebraic equations is known as the Discrete Dipole Approximation3 (DDA). An efficient
numerical method to solve this linear system of equations will be presented in Sec. 5.2 and
the physical significance of the DDA system of equations will be described in Sec. 5.6. Once
the dipole moments are known, the internal electric field follows from Eq. (5.5) and the
scattered field can be calculated from the moments as discussed in Sec. 5.3.
The singularity from the Greens function in the VIE is accounted for by the relation
between α and the refractive index m. In the static limit, ω Ñ 0, this relationship is given
by the Clausius-Mosotti (CM) expression [6, p. 217]
αo  3εod
3

m2  1
m2   2


. (5.11)
3The DDA was originally formulated by [52] a priori. It was not until more recently that it was formally
derived from the VIE [51].
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It is important to emphasize that Eq. (5.11) is valid only in the static limit and hence
cannot apply in Eqs. (5.5) and (5.10). When the frequency is nonzero, the wavelength is
not infinite and there is inherent error in assuming that the field throughout ∆V is uniform.
Consequently, α must be corrected for the finiteness of the element’s size, and this correction
is accounted for by the introduction of the
Ø
M dyadic in Eq. (5.4).
There is a difficult problem associated with the self-force, or radiation reaction, of a
point dipole. Radiation reaction becomes important when one tries to determine how an
oscillating electric field induces a volume element’s dipole moment. The affect of radiation
reaction is that the dipole “feels” a resistance to its oscillatory motion, and this results in
both damping and a shift in phase between the oscillation and the driving field4. One will
see in Chs. 10 and 11 that this phase shift is required in order for the dipole to redistribute
energy from the wave driving it into the secondary wave, i.e. its wavelet. Then, in non-static
situations the polarizability must be a complex-valued quantity in order for it to be able to
describe the damping and phase shift caused by radiation reaction. This is true even for
completely real refractive indices.
Corrections to the CM polarizability that account for the finiteness of the volume ele-
ments and the affect of radiation reaction are discussed in [51] and are ultimately related to
the addition of the
Ø
M and
Ø
L dyadics. The correction used throughout this work is derived
in [50, Sec. 3.2] and gives
α 
αo
1 αo
4piεod3

 
4pi
3

1
3 k2d2   2ik
3d3
3
 . (5.12)
Using the notation of [51], this α will be called the Digitized Green’s Function (DGF) polar-
izability. Another commonly used correction for the polarizability is the Lattice Dispersion
Relation (LDR), which has the same order of correction as the DGF polarizability, i.e.,
pkdq3, but also takes into account the geometry of the discretization lattice with respect
to the incident wave. A study showing the multiple formulations for α and their resulting
4The physical origin of radiation reaction remains one of the enduring mysteries in theoretical physics
[53, p. 32-1].
61
errors, as compared to Mie theory, is given in [51]. In general the LDR is more accurate
than the DGF, but the difference is small enough (a few percent error) that only the DGF
polarizability is used here.
5.2 Solving the System of Equations
The N coupled linear algebraic equations given by Eq. (5.10) can be cast into the form
of a matrix equation. The advantage of doing so is that standard methods can be used to
numerically obtain the solutions for the dipole moments. Moreover, the discretization of
the VIE on a cubic lattice allows one to solve the system using a Fast Fourier Transform
(FFT) based iterative procedure, which is much faster than direct inversion of the matrix
equation. The following will briefly describe how this is done, while the numerical methods
of the solution are provided in App. C and D
To begin, let E¯inc represent a column vector with each element given by the value of the
incident electric field at a lattice site,
E¯inc 







Eincpr1q
Eincpr2q
Eincpr3q
...
EincprNq

Æ
Æ
Æ
Æ
Æ

. (5.13)
Similarly, let p¯ represent a column vector with elements given by the (currently unknown)
dipole moments
p¯ 







p1
p2
p3
...
pN

Æ
Æ
Æ
Æ
Æ

. (5.14)
Notice that each element of these column vectors is itself a column vector consisting of the
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three Cartesian components of the vector, i.e.,
p¯ 







p1
p2
p3
...
pN

Æ
Æ
Æ
Æ
Æ



















px1
py1
pz1
px2
py2
pz2
...
pxN
pyN
pzN

Æ
Æ
Æ
Æ
Æ
Æ
Æ
Æ
Æ
Æ
Æ
Æ
Æ
Æ
Æ

.
The dimension of the column vectors in Eqs. (5.13) and (5.14) is 3N . Returning to Eq.
(5.10), one can now see that the column vectors of Eqs. (5.13) and (5.14) are part of the
matrix equation
E¯inc  A¯  p¯, (5.15)
where the elements of the coefficient matrix A¯ are the dyadic coefficients appearing in Eq.
(5.10),

A¯

ij

1
α
δij
Ø
I   p1 δijq
Ø
Apri, rjq, (5.16)
or, more explicitly in matrix form,
A¯ 






1
α
Ø
I
Ø
Apr1, r2q
Ø
Apr1, r3q . . .
Ø
Apr1, rNq
Ø
Apr2, r1q
1
α
Ø
I
Ø
Apr2, r3q . . .
Ø
Apr2, rNq
Ø
Apr3, r1q
Ø
Apr3, r2q
1
α
Ø
I . . .
Ø
Apr3, rNq
Ø
AprN , r1q
Ø
AprN , r2q
Ø
AprN , r3q . . .
1
α
Ø
I

Æ
Æ
Æ
Æ

.
One can see from Eq. (5.16) that the number of equations is 3N and that the dimension
of the coefficient matrix A¯ is 3N  3N . In the course of deriving Eq. (5.16), it is assumed
that the size of a volume element is small enough that the internal field inside it is uniform
and constant. The validity of this assumption will rely on how finely the particle volume
is discretized with respect to the overall variation of the actual internal field throughout its
interior, and with respect to how well the resulting discretization lattice mimics the par-
ticle surface. Therefore, it is the fineness of the discretization that primarily determines
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the DDA’s accuracy. The problem is that the size of the matrix system increases rapidly
as the discretization is made finer, i.e., as N increases. The typical number of volume ele-
ments required to accurately solve for the scattered fields for a several-micron sized particle
illuminated by 550 nm light can be as large as ten million. This corresponds to a dense
coefficient matrix with 91014 elements! Such a matrix would require tera-bites of memory
and cannot currently be inverted by any computer on human time scales. Fortunately, the
matrix has a high degree of symmetry, which will enable use of a fast numerical iterative
method to solve Eq. (5.15) without having to calculate and store the majority of coefficient
matrix elements.
The first crucial observation of the structure of A¯ is that it is symmetric about its main
diagonal. To see this symmetry, recall that the functional form of the off diagonal elements
are given by the dyadic
Ø
A,
Ø
Apri, rjq 
exppikrijq
4πεorij

k2

rˆij b rˆij 
Ø
I
	
 
1 ikrij
r
2
ij

Ø
I  3rˆij b rˆij
	

.
The transpose of A¯ is facilitated by reversing the order of the indices, i.e. ij Ñ ji in Eq.
(5.16). This operation is equivalent to making the substitution ri Ñ ri and rj Ñ rj
and one can see that the elements are unaffected by this substitution since rij occurs in A¯
only as its magnitude or as a dyadic product with itself. Consequently, A¯T  A¯, where A¯T
denotes the transpose of the matrix. Additionally, one can see that this also means that
A¯:  pi 

A¯  pi


, (5.17)
where : denotes the Hermitian conjugate. The usefulness of Eq. (5.17) is that the Hermitian
conjugate does not have to be explicitly calculated in the numerical iterative solution of Eq.
(5.15), and is discussed in App. C.
The next important property of A¯ is the translational invariance of its constituent dyadic
Green’s function
Ø
Ge. The translational invariance is demonstrated by shifting the coordinate
origin by an arbitrary vector a. Doing so results in shifting ri and rj by ri Ñ ri  a and
rj Ñ rj  a. Referring to Eq. (5.6), one can see that this operation leaves the matrix
64
elements unaffected since a cancels out in both rij and rˆij b rˆij. The consequence of the
translational invariance of A¯ means that the matrix elements depend only on the relative
separation between the lattice sites.
The location of a lattice site can be described by three integer indices representing the
Cartesian components of the site’s location. For example, let the location of the ith site be
ri  n xˆ m yˆ   l zˆ, n,m, l P t1, 2, 3, . . .nu,
and the jth site,
rj  n
1 xˆ m1 yˆ   l1 zˆ, n1, m1, l1 P t1, 2, 3, . . .nu,
where n is the size of the lattice, i.e. N  n  n  n. Then, the translational invariance of
the coefficient matrix means that
A¯ij  A¯nn1mm1ll1  A¯nn1,mm1,ll1. (5.18)
A matrix with the property of Eq. (5.18) is known as a Toeplitz matrix [50]. Rewriting Eq.
(5.15) in summation form
Eincpn,m, lq 
n
¸
n1,m1,l11

A¯

nn1,mm1,ll1
 rpsn1m1l1 , (5.19)
shows that the matrix-vector product A¯  p¯ is equivalent to a discrete convolution in three
dimensions. This is a substantial computational advantage because discrete convolutions
can be evaluated with fast Fourier transforms (FFT), which involve  N logN operations
as opposed to p3Nq2 for the direct multiplication. Appendices C and D demonstrate how
one can use FFTs in combination with an iterative minimization procedure to numerically
solve Eq. (5.19).
5.3 Near and Far-Field Scattered Wave
Once the complex-valued Cartesian components of the dipole moments have been found
from Eq. (5.19), the internal electric field can be found from the moments via Eq. (5.5).
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From the internal field, one can calculate a number of scattering quantities, e.g., the far-
field phase function5, total scattering, absorption, and extinction cross sections, and Stokes
parameters. Provided that the observation point is outside of the particle, (as it is for the
calculation of these scattering quantities), the scattered field is given in terms of the dipole
moments as
Escaprq  
N¸
i
Ø
Apr, riq  pi

N¸
i
exppikriq
4πεori

k2

Ø
I  rˆi b rˆi
	
 
1 ikri
r
2
i

3rˆi b rˆi 
Ø
I
	

 pi r P V
ext, (5.20)
where ri  r  ri. Notice that this expression is valid at any distance from the particle
surface; the far-field approximation has not yet been imposed. The scattered magnetic field
follows from Eqs. (2.36), (4.4), and (5.8),
Bscaprq  iωµo
N¸
i
Ø
Gmpr, riq  pi
 iωµo
N¸
i
exppikriq
4πri

ik 
1
ri


rˆi  pi r P V
ext, (5.21)
and is also valid at any distance from the particle.
In the far-field zone, Eq. (5.20) simplifies to
Escaprq 
k2 exppikrq
4πεor
N¸
i

Ø
I  rˆb rˆ
	
 pi exppikrˆ  riq. (5.22)
The scattering amplitude can then be identified from Eq. (5.22) by analogy to Eq. (4.17),
Esca1 prˆq 
k2
4πεo
N¸
i

Ø
I  rˆb rˆ
	
 pi exppikrˆ  riq, (5.23)
such that
Escaprq 
exppikrq
r
Esca1 prˆq.
From Eq. (4.18), the corresponding magnetic field is
Bscaprq 
ωµok
4π
exppikrq
r
N¸
i
prˆ piq exppikrˆ  riq. (5.24)
5Also called the scattered intensity.
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5.4 Orientational Averaging
It is often of interest to calculate the orientational average of a particle’s scattering quantity
as it assumes some distribution of orientations. For example, Ch. 8 will study an ensemble of
identical, randomly oriented, non-interacting fractal-like aggregate particles. The scattering
properties of such a system can be approximated by the statistical ensemble average of a
single aggregate’s orientation [1, Secs. 5.1-5.3], [54, p. 34]. However, both the internal and
scattered fields for a such a particle depend on its orientation with respect to the incident
wave. Consequently, the dipole moments in the DDA will be different for each orientation.
The following will demonstrate how the orientational ensemble average is described and
calculated with the DDA.
Figure 5.1: Laboratory coordinate system (LCS), indicated by x, y, and z, and the particle
coordinate system (PCS), indicated by x1, y1, and z1.
The first task is to describe the orientation of the particle with respect to the incident
wave. This is achieved by introducing two coordinate systems; the Laboratory Coordinate
System (LCS) and the Particle Coordinate System (PCS). The LCS is fixed to the prop-
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agation and polarization direction of the incident wave whereas the PCS is fixed to the
particle, see Fig. (5.1). The orientation of one coordinate systems with respect to the other
is described with the Euler angles,
α P r0, 2πq, β P r0, πs, γ P r0, 2πq. (5.25)
See [2, Sec. 2.4] for more details. Let rˆL and rˆP denote the same direction as described
in the LCS and PCS, respectively. Additionally, let pθL, φLq and pθP , φP q be the polar and
azimuthal angles associated with rˆL and rˆP ;
rˆL 


sin θL cosφL
sin θL sinφL
cos θL

, rˆP 


sin θP cosφP
sin θP sin φP
cos θP

. (5.26)
The two vectors are then related by the Euler rotation matrix
Ø
β
Ø
βpα, β, γq 


cosα cosβ cos γ  sinα sin γ sinα cosβ cos γ   cosα sin γ  sin β cos γ
 cosα cosβ sin γ  sinα cos γ  sinα cosβ sin γ   cosα cos γ sin β sin γ
cosα sin β sinα sin β cos β

 (5.27)
as
rˆP 
Ø
βpα, β, γq  rˆL (5.28)
rˆL 

Ø
βpα, β, γq

1
 rˆP , (5.29)
where

Ø
β

1
is the inverse of Eq. (5.27),

Ø
βpα, β, γq

1



cosα cosβ cos γ  sinα sin γ  cosα cosβ sin γ  sinα cos γ cosα sin β
sinα cos β cos γ   cosα sin γ  sinα cosβ sin γ   cosα cos γ sinα sin β
 sin β cos γ sin β sin γ cosβ

. (5.30)
Notice that

Ø
β

1


Ø
β
T
.
A change in particle orientation requires that it be rotated from its original position in
one of two ways: It can be rotated relative to the dipole lattice, in which case the lattice
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is fixed to the LCS. Alternatively, the lattice can be fixed to the particle, and then the
incident wave propagation and polarization directions can be rotated. This latter method is
preferable since the shape errors caused by the limited fineness of the lattice do not change
with orientation, see Sec. 5.5 below. A subtle consequence of this latter rotation method is
that the dipole moments must then be rotated into the LCS before any scattering quantities
can be calculated from them.
Now consider an arbitrary quantity Q that depends on particle orientation as described
by pα, β, γq. For example, Q could be one of the Stokes parameters, or one of the total
cross sections. Then, the orientational average of this quantity over an infinite set of equally
probable6 random particle-orientations is given by the ensemble average [2]
xQprˆqyori 
1
8π2
» 2pi
0
» pi
0
» 2pi
0
Qprˆ;α, β, γq sinβ dα dβ dγ, (5.31)
where the factor 1{8π2 accounts for normalization.
If the functional dependence of Q on the Euler angles is known, then it is possible that
Eq. (5.31) can be evaluated analytically, resulting in an exact ensemble average. This
can be done using the T-Matrix method but cannot currently be done in the DDA since
the solutions for the dipole moments are known only numerically for a single orientation.
Consequently, Eq. (5.31) must be discretized and evaluated by performing the numerical
solution for each orientation of the discretized set. This is one of the primary disadvantages
to the DDA; the discretized averaging does not yield an exact result and can be very time
consuming depending on the size, refractive index, and complexity of the particle shape.
Work by [55] shows that DDA-based analytical orientational averaging is possible if one
is able to find the inverse of the coefficient matrix in Eq. (5.15). However, this is not
currently very useful since numerical matrix inversion methods scale in computational time
as the square of the matrix dimension, and that can be excessively large even for moderately
sized particles. Another way to build-in orientational averaging in the DDA is to use the
6An orientational probability distribution function can be included in the integral to describe a distri-
bution with a preferred direction, e.g., as would be the case for gravitational alignment of the particles.
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DDA to solve for the coefficients of the T-Matrix. This then allows one to exploit the same
analytical averaging methods to calculate the ensemble average [56]. Although this method
is very clever and probably the only practical way to do analytical averaging in the DDA, it
obscures the connection between the internal field (dipoles) and the corresponding scattering
quantity. Consequently, this method is not pursued here.
To describe how the discretized orientational averaging is done in this work, consider Nori
Euler angles sampled in the intervals given in Eq. (5.25). This corresponds to Nori particle
orientations with the ith orientation described by pαi, βi, γiq. Then Eq. (5.31) becomes
xQprˆqyori 
1
8π2
Nori¸
i
Qprˆqi sin βi∆α∆dβ∆dγ. (5.32)
Now one must decide how to select the discrete orientations to correspond to a uniform
distribution. One possibility would be to sample the Euler angles at random uniformly Nori
times within each angle’s respective interval. However, this sampling method results in a
non-uniform distribution of particle orientations, see (a) in Fig. (5.2). A proper sampling
of the Euler angles corresponding to a uniform random distribution is given by [57, p. 91]
and consists of a non-uniform sampling of the Euler angles described by
αi  2πx1, βi  cos
1
p2x2  1q, γi  2πx3, (5.33)
where px1, x2, x3q are random numbers uniformly sampled in r0, 1s, see plot (b) in Fig.
(5.2). Another reason that the discrete orientations should be chosen by sampling the Euler
angles randomly via Eq. (5.33) is to avoid beating effects that can result from the angular
dependence of Q with the mesh size associated with a sampling of the Euler angles at
constant intervals.
Another issue associated with orientational averaging in the DDA concerns the number
of orientations that must be considered before the averaged quantity converges to its true
analytical value. Because the numerical solution for the dipole moments can be quite time
consuming, it is advantageous to compute the smallest number of particle orientations as
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Figure 5.2: Nonuniform (a), and uniform random directions. Each point on the spheres in
these figures represents a particular direction.
possible. Depending on the specific particle shape, size, and refractive index, suitable con-
vergence can occur at nearly any number of orientations, assuming that it converges at all.
The convergence can determined, for example, from the variation in the averaged extinc-
tion cross section over a set of many multi-orientation DDA calculations. Alternatively, one
could simply guess at a suitable number of orientations, evaluate Eq. (5.31) for a scattering
quantity, then compare to the corresponding quantity obtained from the T-Matrix solution
for the same particle. Although less rigorous, this method is vastly faster and will be the
method used in Ch. 8.
5.5 Limitations and Verification
The discretization of the VIE (2.10) assumes that the internal field within a volume element
∆V can be represented by a single dipole moment at the element’s center. This substitution
is strictly possible only if the internal field is exactly uniform throughout the entire element.
For time-dependent fields the volume element must then be a point, which requires an infinite
number of elements to represent the particle. The necessity of using finite sized elements
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in the numerical implementation of the DDA means an inherent error in replacing each
element’s internal field by a dipole. This discretization error is essentially unavoidable, but
vanishes with the element’s size. In principle then, the error can always be made negligible
with finer discretization.
Shape errors in the DDA concern the inability of the (cubical) discretization lattice to
adequately mimic the geometry of the particle’s surface. The substantial increase in speed
afforded by the FFT-based matrix multiplication involved in the numerical solution Eq.
(5.15) essentially makes choosing a cubical discretization lattice mandatory. Although, in
principle, one could chose a three-dimensional lattice of any geometry. Nearly any particle
shape will have a surface that does not exactly coincide with the geometry of the lattice.
The exception, of course, being a cubical particle oriented with its sides parallel to the
lattice axes. As with discretization errors, these shape errors vanish with the fineness of the
lattice.
Figure (5.3) provides an example of the verification of the DDA programs developed for
this work. Here, the DDA is used to calculate the far-field scattered intensity corresponding
to a prolate spheroidal particle. The incident wave is linearly polarized along the x-axis,
propagates along the z-axis, and the scattered intensity is calculated for points in the y-z
plane7 along the Ch contour shown in Ch. (6) in Fig. (6.2). The particle is oriented at a
45 angle with respect to the propagation direction of the incident wave, see inset in plot
pbq. A spheroid is chosen because it can break the symmetry that would otherwise exist in
the scattering arrangement involving a spherical particle, see Ch. 6. This provides a more
demanding check of the DDA. The size, refractive index, and aspect ratio of the particle are
kRve  6.0, m  1.45   0.05i, and a{b  0.5, respectively, and N  98732 discrete volume
elements are used in the calculation. The DDA generated scattering curve is compared in
plot paq to the curve obtained from the T-Matrix program of [2, Part II]. Plot pbq shows
the root mean square (RMS) deviation between the two curves in paq. Overall, one can see
7i.e. the “horizontal scattering plane”
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Figure 5.3: T-Matrix verification of the DDA for a prolate spheroidal particle.
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good agreement between the DDA and T-Matrix, with errors roughly around  1 3%.
5.6 A Physical Picture
The above discussions primarily focus on the DDA in the context of it being a numerical
solution to the VIE (2.10). One could then think that the DDA is important only as a
numerical method, and as such, does not provide any insight as to the physical nature of
the solution. Indeed, this is often the case with the alternative series-based solutions to the
Maxwell equations. However, because the DDA is derived from the VIE, it shares exactly the
same physical interpretations that are associated with the microphysical model, recall Ch.
4. Moreover, the intricate VIE-discretization process resulting in the DDA’s linear system
of equations provides an enhanced understanding of the microphysical model, specifically
the concept of wavelet-source coupling.
An intuitive way to describe this “enhanced understanding of the microphysical model,”
is to visualize the interaction between the dipole’s in a contrived temporal context. First
consider the dipole lattice when the incident plane wave is not present. In this case, the
moments have zero magnitude because there is no electric field to polarize them, recall
Eq. (5.5). Now suppose that the incident wave is “turned on.” Each dipole becomes
polarized and oscillates due to the harmonic time-dependence of the incident wave. This
oscillation means that a given dipole radiates a secondary wave that propagates through
the vacuum filling the lattice and influences the polarization of the other dipoles. The
secondary radiation from these other dipoles then act back on the first dipole, and so on, ad
infinitum. This interaction between the dipoles, enabled by their secondary waves, is called
coupling. Eventually, a “steady state” is reached, where the dipoles’ magnitude, direction,
and phase stops evolving under this coupling action and the dipoles collectively attain a
state of common time-harmonic oscillation. The end result is that each dipole behaves as
if it is driven by the local internal electric field that would otherwise be found by solving
the macroscopic Maxwell equations directly, e.g. by the Mie solution of [37, Ch. 4]. Hence,
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from this point of view, it is the coupling action that causes the effects that one associates
with refraction.
Notice that this microphysical picture is a profoundly different description of electro-
magnetic scattering than what one typically sees. The concept of a refractive index is
essentially abandoned here, and replaced by the requirement that the coupling action be-
tween the dipoles results in a self-consistent solution; this is the physical meaning behind
the solution to Eq. (5.15). In the alternative approach to solving the Maxwell equations,
one simply scales the wavenumber in the particle by the refractive index, i.e., k Ñ mk, in
the expansions for the internal field, Eqs (2.20) and (2.23), e.g., see [58, p. 383, footnote
7]. At that point, it is only a matter of matching the boundary conditions at the particle
surface to find the expansion coefficients and have a complete solution. It is remarkable
then, that the infinitely complicated coupling between the dipoles results in the same effects
of reflection, refraction, and scattering, as are also described by the series-based solutions
to the Maxwell equations.
The strength of the coupling between the dipoles depends, in part on the polarizability
α, and on the angular structure of the dipole fields. The polarizability depends on the
refractive index m from Eq. (5.12), and overall, the dipoles are more strongly coupled as
the real part of m increases. This brings one to an important realization; coupling is the
cause of refraction in the microphysical model. If the real part of the refractive index is close
to unity, the polarizability is small and the coupling between the dipoles is weak. This means
that the incident wave will dominate the polarization of the volume elements, resulting in
a situation where the internal field deviates little from the incident wave. This is weak
refraction and corresponds to the so-called Rayleigh-Debye-Gans (RDG) approximation of
Chs. 7 and 8. If the real part of the refractive index is increased, the coupling also increases
and the dipole moments can become substantially deviated from what one would expect
from the incident wave only. The result is a refracted internal field. Moreover, when the
coupling is weak, the shape of the particle does not influence the polarization of the volume
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elements since dipoles near the particle surface do not significantly influence dipoles deeper
in the particle8. If the coupling is strong, the interaction between these surface and bulk
dipoles is enhanced, which can result in a strong shape-dependent influence on the form of
the internal field. This is just as one would expect from a simple ray-tracing Snell’s law
picture of refraction.
Because the coupling is achieved through the dipole’s fields, the angular dependence of
the near and far zone dipole waves influence the strength of the dipole-dipole coupling, recall
Eq. (2.35). If the separation between the dipoles is large compared to the wavelength, the
angular dependence has a sin2 θ functionality, where θ is measured with respect to the dipole
direction. This means that two dipoles with the same direction, which is parallel to the line
connecting them, are essentially uncoupled in the each other’s far-field zones. In contrast,
if these same dipoles are rotated so that they point at right angles to the line connecting
them, then they become coupled and remain so even in the far-field.
Elementary texts on classical optics often describe refraction as the “slowing down” of
light as it enters a medium from vacuum [34, p. 26], [59, Sec. 4.2]. The speed of the
light is reduced to c{Re{m} and the wavelength is reduced by λ{Re{m}. In the context
of the microphysical model, where refraction is caused by the coupling between a particle’s
wavelets (or dipoles), one is reminded that light actually travels inside the particle medium
at the same speed as it does through vacuum; the speed of light. The coupling between the
particle’s dipoles is achieved by the waves that the dipoles radiate. These waves travel at
the vacuum speed c, which can be seen from the appearance of k in the Green function
of the VIE (2.10) and the implicit harmonic time dependence exppiωtq. Recall that the
Green function acts as the free space propagator of the field. If the dipoles’ radiated waves
were to travel at the refracted speed c{Re{m}, then Re{m}k would have to appear in place
of k in the Green function.
The apparent reduction of the wavelength in a medium can be observed, for example,
8This does not mean, however, that the particle shape does not influence the form of the scattered wave,
e.g., see the RDG approximation in Ch. 7.
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from the effect of thin film interference [59, Sec. 9.4]. So, if the waves exchanged between
the wavelets in the medium travel at c, how then is one to account for the observed reduced
internal wavelength? A complete answer to this question requires the introduction of the
Ewald-Oseen extinction theorem and will be more clear in Sec. 11.5. Nevertheless, an
incomplete explanation can be given here. The key is to realize that it is the dipole moments
that are the source of the scattered wave, which is the wave that is observed. The distribution
of moments throughout the particle, i.e., its polarization, has a wavelength shorter than λ,
which is due to the shift in phase of the dipole oscillations with respect to the incident
wave, see [59, Sec. 4.2.3]. Yet, the coupling interactions that establish this polarization are
realized by the exchange of dipole-radiated waves of wavelength λ and speed c.
Notice that the description of coupling presented above involves a time-like character;
the dipoles are first polarized by the incident wave, they then radiate, influence each other’s
polarization, and eventually settle into a steady state. One should realize that there really is
no separation in actual time between these coupling steps. The reason is because everything
in the derivation of the DDA is done in the frequency-domain where the (monochromatic)
harmonic time-dependence of all sources and fields is implicit. Because of this, the incident
wave is never “on” or “off” and the coupling between the dipoles does not occur in any
real temporal sequence. This means that the above discussions relating to refraction do not
strictly apply to the propagation of light pulses in a medium. One would have to reformulate
the microphysical model to accommodate an incident wave with a finite spectral bandwidth
in order to properly describe a transient state where the dipoles become initially polarized
as they encounter a pulse. Even so, the coupling interaction between the dipoles will still
occur at the speed of light in vacuum.
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Chapter 6
Reflection Symmetry and its
Consequences
“The fusion of the ideas in geometry and sym-
metry with physics has proven to be extraordi-
narily fruitful...”
-C. E. Baum [60]
This chapter applies the microphysical model to calculate and interpret the wave scat-
tered by spherical and nonspherical particles. As a result, a physical picture emerges con-
necting a particle’s reflection symmetry to the polarization state of its scattered wave. This
same physical understanding, however, is not evident from the more common approach of
analyzing the mathematical character of the series-based solution for the scattered wave,
e.g. see [47, Ch. 5], [2, 60–70].
6.1 Spherical Particles
First consider a spherical particle illuminated by the linearly polarized plane wave of Eqs.
(3.1) and (3.2), see Fig. (6.1). The particle is surrounded by the same imaginary spherical
surface Sen of radius Ren as in Ch. 3, except here the size of the surface is large enough that
it is in the particle’s far-field zone. The observation point r will be restricted to points on Sen
throughout this chapter. Occasionally, reference will be made to the particle’s scattering
arrangement. What is meant by this term is the geometric configuration formed by the
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particle and the polarization and propagation direction of the incident wave.
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z
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Binc n
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Θ
Φ
Θ
`
Φ
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`
Figure 6.1: Scattering arrangement for a spherical particle.
6.1.1 Symmetry of the Mie Internal Field
The Mie internal electric and magnetic fields presented in [37, Ch. 4] can be cast into a
form that readily demonstrates their reflection symmetry. Recall from Eq. (2.21) that any
electric field can be expressed in terms of vector spherical wave functions. Doing so for the
field inside of a sphere, one has
Eintprq 
8
¸
n1
En

cnMnprq  idnNnprq

r P V int, (6.1)
and the magnetic field follows from the Eq. (1.22) as
Bintprq  
i
ω
∇Eintprq r P V int. (6.2)
The connection between Eint and Bint in Eq. (6.2) allows one to consider only the electric
field when analyzing the wave’s reflection symmetry, see [67]. In Eq. (6.1), En  i
nEinco p2n 
1q{npn 1q and the functionsMn andNn are not the same as the VSWFs in Sec. 2.2, but are
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related to them. These are simplified versions of the more general VSWFs, tailored for the
application to spherical particles, and are usually formulated in spherical polar coordinates.
Explicit expressions for these functions are given in [37, p. 95]. As usual, the expansion
coefficients cn and dn in Eq. (6.1) are determined by the boundary conditions at S and
depend only on the sphere’s size parameter kR, and refractive index m. Because of their
independence on the location of the observation point, cn and dn are not explicitly given
here, see [37, Eq. (4.52)].
The internal field can be expressed in Cartesian coordinates by defining the radial, polar,
and azimuthal functions
Rnprq  En

cnMnprq  idnNnprq

 rˆ, (6.3)
Θnprq  En

cnMnprq  idnNnprq

 θˆ, (6.4)
Φnprq  En

cnMnprq  idnNnprq

 φˆ, (6.5)
respectively. Then, the rectangular functions Xn, Yn and Zn are defined as
Xnprq  Rnprq sin θ cosφ Θnprq cos θ cosφ Φnprq sinφ (6.6)
Ynprq  Rnprq sin θ sinφ Θnprq cos θ sinφ  Φnprq cosφ, (6.7)
Znprq  Rnprq cos θ Θnprq sin θ. (6.8)
Equations (6.6)-(6.8) now give the internal field in Cartesian coordinates,
Eintprq 
8
¸
n1

Xnprq xˆ  Ynprq yˆ   Znprq zˆ

. (6.9)
To describe the reflection symmetry of Eint and the scattering arrangement, let Πx, Πy,
and Πz denote the y-z, x-z, and x-y planes through the origin, respectively. The intersection
of the large spherical surface Sen with the Πx and Πy planes defines the horizontal contour
Ch and the vertical contour Cv, respectively. Note that these contours can have practical
significance, since in some simple scattering measurements the detector is confined to one
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Figure 6.2: The Πx, Πy and Πz planes and Ch and Cv contours. The planes pass through
the origin and the center of the sphere.
of these contours [71]. Chapter 7 in particular will focus on observation points that reside
on Ch. Figure (6.2) shows the configuration of planes and contours, and inspection of this
figure demonstrates that the scattering arrangement is invariant under reflection about the
Πx and Πy planes. It is not however, invariant under reflection about the Πz plane because
of the propagation direction of the incident wave.
The reflection symmetry of Eint is revealed by the behavior of the rectangular functions
Xn, Yn and Zn under the transformations xÑ x and y Ñ y, where x, y, and z represent
the Cartesian components of r. Upon making these transformations in Eqs. (6.6)-(6.8), one
can demonstrate that
Xnpx, y, zq  Xnpx, y, zq  Xnpx,y, zq, (6.10)
Ynpx, y, zq  Ynpx, y, zq  Ynpx,y, zq, (6.11)
Znpx, y, zq  Znpx, y, zq  Znpx,y, zq. (6.12)
Because the components of the internal field must be continuous throughout V int, since no
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sources reside in the particle, Eqs. (6.11) and (6.12) provide the additional conditions that
Ynprq  0 for x  0 or y  0, (6.13)
Znprq  0 for x  0. (6.14)
Equation (6.10) shows that the x-component of the internal field is invariant under
reflection about the Πx and Πy planes, whereas Eq. (6.11) shows that the y-component
switches sign upon reflection about these planes. Equation (6.12) demonstrates that the
z-component of the field is invariant about the Πy plane but switches sign about the Πx
plane.
From Eqs. (6.13) and (6.14) one can see that the y-component of the internal field
vanishes on the Πx and Πy planes and the z-component vanishes for points on the Πx plane.
This means that the internal field can have only an x-component in the Πx plane, and
only the x and z-components on the Πy plane. Because of Eq. (6.10), the field must have
reflection symmetry about the z-axis in the Πx plane.
To illustrate these symmetries, a numerical implementation of the Mie solution is used
to render the internal field for a sphere. Figure (6.3) shows the normalized field magnitude
in the Πx plane for a sphere with kR  12 and m  1.33   0i. Figures (6.4) and (6.5)
show the same except in the Πy and Πz planes. The color code for these plots is given in
Fig. (6.3) and is in log scale. The colors are assigned relative to Fig. (6.3), which enables
comparison between the plots.
6.1.2 Application of the Microphysical Model
Now apply the microphysical model of Eq. (4.11) to the sphere,
Escaprq 
exppikrq
r
k2
4π
pm2  1q lim
∆VÑ0
¸
i

Ø
I  rˆb rˆ
	
Eintpriq exppikri  rˆq∆V. (6.15)
Implicit in Eq. (6.15) is the limit ∆V Ñ 0, and the sum runs over the locations ri of every
volume element in the sphere. Next, recall the wavelet phasors of Eqs. (4.28) and (4.29);
ziθprˆq  co
!

cosφEintx priq   sinφE
int
y priq

cos θ  sin θ Eintz priq
)
exppikri  rˆq,
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Figure 6.3: Electric field inside and surrounding a sphere with kR  12 and m  1.33  0i
for points in the Πx plane, recall Fig. (6.2). The intersection of the sphere’s surface with
the Πx plane is outlined by the white dashed line. The normalized field magnitude is shown
by the color shades in log scale. No field vectors are shown since the field is normal to this
plane, see Eqs. (6.13) and (6.14).
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Figure 6.4: Same as Fig. (6.3) except for the Πy plane.
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Figure 6.5: Same as Figs. (6.3) and (6.4) except for the Πz plane.
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ziφprˆq  co

cosφEinty priq  sinφE
int
x priq

exppikri  rˆq,
As discussed in Sec. 4.3, the phasors ziθ and ziφ represent the amplitudes of the spherical-
polar components of the electric field of the ith wavelet. This interpretation is mathemati-
cally expressed by Eq. (4.30),
Escaprq 
exppikrq
r
¸
i

ziθprˆq θˆ   ziφprˆq φˆ

.
Now place the observation point somewhere on the Ch contour. The azimuthal angle can
have only two values, φ  π{2 or φ  3π{2. One can then reduce Eq. (4.28) to
ziθprˆq  co

sin θ Eintz priq 	 cos θ E
int
y priq

exppikri  rˆq , (6.16)
and Eq. (4.29) to
ziφprˆq  	coE
int
x priq exppikri  rˆq , (6.17)
where the top and bottom signs in Eq. (6.16) correspond to φ  π{2 and φ  3π{2,
respectively. Next, the sum over the sphere’s volume in Eq. (4.30) for the θ-component of
the field is split in two. One sum covers the particle hemisphere containing internal points
with x ¥ 0 and the other sum covers the hemisphere with x   0 , i.e.,
¸
i
ziθprˆq 
¸x¥
j
zjθprˆq  
¸x 
k
zkθprˆq , (6.18)
where the points rj and rk are mirror points about the Πx plane, see Fig. (6.6). From Eqs.
(6.11) and (6.12) one sees that the y and z-components of the internal field appearing in
Eq. (6.16) change sign upon reflection about the Πx plane. This means that the sums over
the x ¥ 0 and x   0 hemispheres in Eq. (6.18) cancel each other term-by-term, hence there
is complete destructive interference,
zjθprˆq  zkθprˆq. (6.19)
From Eqs. (4.30) and (6.17), then,
EscapRenrˆq  	co
exppikRenq
Ren
¸
i
Eintx priq exppikri  rˆq φˆ r P Ch , (6.20)
86
Figure 6.6: Hemispheres used to derive Eqs. (6.20) and (6.25). The sphere’s surface is
separated to delineate the hemispheres. The internal locations rj and rk are mirror points
about the Πx plane paq, and the Πy plane pbq.
where the top and bottom signs correspond to φ  π{2 and φ  3π{2, respectively.
Equation (6.20) reveals that for observation points on the Ch contour the scattered wave
is determined solely by the x-component of the sphere’s internal electric field. The symmetry
of the internal field leads to the cancellation of the θ-component of the wavelet amplitudes,
which carry the dependence on the other Cartesian components of the internal field. More-
over, the direction of the scattered field for observation points on this contour is only along
the φˆ direction1, thus demonstrating that the scattered wave for points on Ch has the same
(linear) polarization state as the incident wave. One will see later that this is not generally
true for points on Sen.
Next consider placing the observation point on the Cv contour. Here, φ  0 and φ  π.
Equations (4.28) and (4.29) become
ziθprˆq  co

sin θ Eintz priq 	 cos θ E
int
x priq

exppikri  rˆq, (6.21)
and
ziφprˆq  coE
int
y priq exppikri  rˆq, (6.22)
1which is parallel or anti-parallel to the xˆ direction.
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where the top and bottom signs in Eqs. (6.21) and (6.22) correspond to φ  0 and φ  π,
respectively.
The sum in Eq. (4.30) is again split in two, as above, except now the hemispheres
correspond to y ¥ 0 and y   0, see Fig. (6.6). Then, for the φ-component phasors,
¸
i
ziφprˆq 
¸y¥
j
zjφprˆq  
¸y 
k
zkφprˆq , (6.23)
where rj and rk are now mirror points about the Πy plane. From the behavior of the
y-component of Eint given in Eq. (6.11) combined with Eq. (6.22), one finds that
zjφprˆq  zkφprˆq, (6.24)
which, from Eqs. (4.30) and (6.22), demonstrates that there is no contribution to the
scattered field on Cv from the y-component of the internal electric field. Then,
EscapRenrˆq  co
exppikRenq
Ren
¸
i

sin θ Eintz priq 	 cos θ E
int
x priq

exppikri  rˆq θˆ , r P Cv,
(6.25)
where again the top and bottom signs correspond to φ  0 and φ  π, respectively. This
result demonstrates that the scattered electric field on Cv has only a θ-component and hence
is linearly polarized.
Using the Stokes parameter formalism of Sec. 1.6, the polarization state of the far-field
scattered wave is expressed below in terms of the wavelet amplitudes of Eqs. (4.28) and
(4.29). In the process of doing this, one obtains a double sum over the sphere’s volume
for each Stokes parameter. To explicitly build the symmetries of the sphere’s internal field
into these parameters, the double sums, which cover the entire sphere volume, are separated
into component sums of the volume elements contained in the four regions of the sphere’s
interior bounded by the intersection of the Πx and Πy planes and S. These wedge-shaped
regions, or quadrants for short, are labeled by the Roman numerals I-IV, and the volume of
each quadrant is denoted by V I-V IV.
Using the symmetry properties of Eqs. (6.10)-(6.12), the double sums over the sphere’s
four quadrants are reduced to a single double sum over only the first quadrant V I. To
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Figure 6.7: Internal points and quadrants of the sphere used to derive Eqs. (6.26)-(6.29).
explain how this is done, consider two arbitrary volume element locations r
pIq
j and r
pIq
k in V
I.
Let r
(II)
j , r
(III)
j , r
(IV)
j and r
(II)
k , r
(III)
k , r
(IV)
k be the locations obtained in the remaining three
quadrants by performing successive reflections of rj and rk about the Πx and Πy planes.
Figure (6.7) shows these locations in their respective quadrants. Next, let z
(I)
jθ , z
(I)
jφ , z
(I)
kθ , z
(I)
kφ
be the wavelet amplitudes of Eqs. (4.28) and (4.29) evaluated at the points r
pIq
j and r
pIq
k ,
respectively. Lastly, let z
(II)
jθ , z
(II)
jφ , . . . z
(IV)
jθ , z
(IV)
jφ be the wavelet amplitudes zjθ and zjφ evalu-
ated at the reflected points r
(II)
j , r
(III)
j , r
(IV)
j , and similarly for the k subscript terms. Because
the points in the V II-V IV quadrants are related to the points in the V I quadrant through
the same reflection operations that define the reflection symmetry of the internal field, the
wavelet amplitudes in the V II-V IV quadrants are directly related to the amplitudes in only
the V I quadrant. With these considerations, the Stokes parameters are expressed Eqs.
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(6.26)-(6.29) below as double sums over only the V I quadrant,
Iprˆq 
1
2

εo
µo
¸(I)
j,k
¸
α,β
!
z
pαq
jθ prˆq

z
pβq
kθ prˆq


  z
pαq
jφ prˆq

z
pβq
kφ prˆq


)
, (6.26)
Qprˆq 
1
2

εo
µo
¸(I)
j,k
¸
α,β
!
z
pαq
jθ prˆq

z
pβq
kθ prˆq


 z
pαq
jφ prˆq

z
pβq
kφ prˆq


)
, (6.27)
Uprˆq  
1
2

εo
µo
¸(I)
j,k
¸
α,β
!
z
pαq
jθ prˆq

z
pβq
kφ prˆq


  z
pαq
jφ prˆq

z
pβq
kθ prˆq


)
, (6.28)
V prˆq 
i
2

εo
µo
¸(I)
j,k
¸
α,β
!
z
pαq
jφ prˆq

z
pβq
kθ prˆq


 z
pαq
jθ prˆq

z
pβq
kφ prˆq


)
, (6.29)
where α, β P tI,II,III,IVu, and the notation
°(I) means that the sum covers the first quadrant
V I only. The explicit forms for the wavelet amplitudes z
pαq
jθ and z
pαq
jφ of Eqs. (6.26)-(6.35)
required to prove the symmetry properties of the Stokes parameters in Eqs. (6.30)-(6.33)
are:
z
pIq
jθ prˆq  co

Exprjq cos θ cos φ  Eyprjq cos θ sin φ Ezprjq sin θ

 exp

 ik
 
rjx sin θ cosφ  rjy sin θ sin φ  rjz cos θ


,
z
pIIq
jθ prˆq  co

Exprjq cos θ cosφ Eyprjq cos θ sinφ Ezprjq sin θ

 exp

 ik
 
rjx sin θ cosφ rjy sin θ sin φ  rjz cos θ


,
z
pIIIq
jθ prˆq  co

Exprjq cos θ cosφ  Eyprjq cos θ sinφ  Ezprjq sin θ

 exp

 ik
 
 rjx sin θ cosφ rjy sin θ sin φ  rjz cos θ


,
z
pIVq
jθ prˆq  co

Exprjq cos θ cosφ Eyprjq cos θ sin φ  Ezprjq sin θ

 exp

 ik
 
 rjx sin θ cosφ  rjy sin θ sin φ  rjz cos θ


,
and
z
pIq
jφ prˆq  co

Eyprjq cosφ Exprjq sin φ

 exp

 ik
 
rjx sin θ cosφ  rjy sin θ sin φ  rjz cos θ


,
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z
pIIq
jφ prˆq  co

 Eyprjq cos φ Exprjq sinφ

 exp

 ik
 
rjx sin θ cosφ rjy sin θ sin φ  rjz cos θ


,
z
pIIIq
jφ prˆq  co

Eyprjq cosφ Exprjq sin φ

 exp

 ik
 
 rjx sin θ cosφ rjy sin θ sin φ  rjz cos θ


,
z
pIVq
jφ prˆq  co

 Eyprjq cosφ Exprjq sin φ

 exp

 ik
 
 rjx sin θ cosφ  rjy sin θ sin φ  rjz cos θ


,
where co  k
2
pm21q∆V {p4πq, and rj  rjx xˆ rjy yˆ rjz zˆ. These expressions are identical
for the k subscript terms.
By making the transformations φÑ π  φ and φÑ 2π  φ in Eqs. (6.26)-(6.29), which
describe the reflection of the observation point about the Πx and Πy planes, respectively,
one finds that
Ipθ, φq  Ipθ, π  φq  Ipθ, 2π  φq, (6.30)
Qpθ, φq  Qpθ, π  φq  Qpθ, 2π  φq, (6.31)
Upθ, φq  Upθ, π  φq  Upθ, 2π  φq, (6.32)
V pθ, φq  V pθ, π  φq  V pθ, 2π  φq. (6.33)
The symmetry conditions of Eqs. (6.30)-(6.33) result from the term-by-term equality of
Eqs. (6.26)-(6.29) under the reflection transformations. That this is so is a direct conse-
quence of the internal field’s symmetry about these same planes. Equations (6.32) and (6.33)
and the requisite angular continuity of the Stokes parameters provides the extra conditions
Upθ, 0q  Upθ, π{2q  Upθ, πq  Upθ, 3π{2q  0, (6.34)
V pθ, 0q  V pθ, π{2q  V pθ, πq  V pθ, 3π{2q  0. (6.35)
It is important to stress that these symmetries of the Stokes parameters require all the
reflection symmetries of the spheres internal field. Equations (6.30)-(6.35) are also obtained
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by [47], [63, 67], however, via different methods; there the analysis concerns either the
scattered field’s mathematical structure only, or the elements of a matrix transformation of
the incident wave into the scattered wave. Neither demonstrate the effect of the internal
wave’s structure directly.
Notice that if the internal electric field is uniform and directed along the x-axis, then
from Eqs. (4.28), (4.29) and (6.29) one finds that
V prˆq  0 for Eintprq  Eintx xˆ, (6.36)
where Eintx is a constant. A situation that would produce such a uniform internal field would
be the so-called Rayleigh limit [37]. Equation (6.36) demonstrates that the scattered wave
is linearly polarized in all directions, which is consistent with the Rayleigh limit2, recall Sec.
1.6. Following the wavelet-component cancellation scheme described in Sec. 6.1.4 below,
one will be able to understand how this Rayleigh-limit behavior can be generalized to apply
to an internal field pointing in any direction. This means that any particle, of any shape,
which has a uniform unidirectional internal field, will radiate a scattered wave with the same
polarization state as the incident wave in all directions.
6.1.3 Affect of the Symmetry on the Polarization State
The polarization state of the scattered wave for a sphere with kR  4 and m  1.25   0i
is examined in detail below using Mie theory to illustrate the symmetries presented above.
The size and refractive index of the sphere is chosen such that the structures in the scattered
wave are not too complicated to examine graphically. Other kR and m values have been
investigated and give the same qualitative results.
Figure (6.8) shows the polarization state of the scattered wave on Sen where the ellipticity
is indicated by gray shades. Lighter shades correspond to more linear polarization whereas
darker shades correspond to more circular polarization. The polarization ellipses are also
2Referring to [24, p. 780] shows that this result can, of course, also be deduced from the Mie series
directly.
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Figure 6.8: Polarization state of the scattered wave for a sphere with kR  4 and m 
1.25   0i. The plot shows the vibration ellipses at various points on Sen, recall Fig. (6.1).
The bold red ellipses correspond to right handed rotation of the field whereas thin blue
ellipses correspond to left rotation. The ellipticity is shown in gray shades on Sen. Darker
(lighter) shades indicate more elliptical (linear) polarization.
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shown at various points on Sen. The right-handed rotation of an ellipse is indicated by
a thick red line and the left-handed rotation is indicated by a thin blue line, recall Sec.
1.6. Inspection of this figure shows that the wave is linearly polarized along the Ch and Cv
contours as predicted by Eqs. (6.20) and (6.25).
Figure 6.9: Intensity of the scattered wave on Sen. The intensity is normalized to the
forward direction (θ  0), and gray shades are assigned in log scale as indicated. The
sphere is the same as in Fig. (6.8).
Figures (6.9)-(6.11) display the intensity, ellipticity and rotation of the scattered wave
on Sen for the same sphere as in Fig. (6.8), except here the plots show all directions. The
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Figure 6.10: Ellipticity of the scattered wave on Sen. The gray scale is the same as in
Fig. (6.8) and the sphere is the same as in Figs. (6.8) and (6.9). The dashed lines show
the intersection of the Πx and Πy planes with Sen. These lines also indicate the location of
four of the seven L-lines, that separate the the angular regions of opposing rotation in Fig.
(6.11). One of the four points of circular polarization, or C-points, is indicated by the red
dot in the upper left of the plot. See the text for a discussion of L-lines and C-points.
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Figure 6.11: Rotation of the scattered wave on Sen. Black indicates left-handed rotation
and white indicates right-handed rotation. The sphere is the same as in Figs. (6.8)-(6.10).
Notice the correlation of the angular structure with that of Fig. (6.10).
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intersection of the Πx and Πy planes with Sen are indicated on the plots by dashed lines. The
intensity, Fig. (6.9), shows reflection symmetry about both the Πx and Πy planes. Notice
from Fig. (6.10) that the scattered wave is, in general, elliptically polarized in all directions
except those contained in the Πx and Πy planes. The ellipticity displays reflection symmetry
about the Πx and Πy planes and shows that the wave is, overall, more linearly polarized
in the forward directions as compared to the backward directions. The plot of the wave’s
rotation in Fig. (6.11) reveals that the wave changes its sense of rotation upon reflection of
the observation point about either of these planes. The angular distribution of the wave’s
rotation appears to be “conserved” in the sense that for each angular region of right-handed
rotation, there is another region that is the mirror image to that region about the Πx or Πy
planes that shows left-handed rotation.
Every reflection symmetry of Fig. (6.8)-(6.11) is now explained in the context of the
microphysical model. The figures demonstrate that the scattered wave is linearly polarized
along the Ch and Cv contours. This can be understood from Eq. (6.35) where V  0
for directions lying in the Πx and Πy planes. Moreover, the orientation of the (linear)
polarization is along either the θˆ or φˆ directions since U  0 from Eq. (6.34), (see Sec. 1.6
and the ellipsometric interpretation given in [2]). Figure (6.9) shows that the intensity of the
wave is invariant upon reflection about the Πx and Πy planes which is due to the invariance
of Eq. (6.30) upon reflection. The change in the wave’s rotation and the orientation of its
polarization ellipse for directions reflected about the Πx and Πy planes is accounted for by
the negative sign appearing in Eqs. (6.32) and (6.33).
Comparing the rotation of the scattered wave in Fig. (6.11) to the ellipticity in Fig.
(6.10) reveals that the wave becomes linearly polarized where angular regions of opposing
rotation meet. In this sense the angular structure of the ellipticity and the rotation of the
wave are correlated. There are also distinct points where the ellipticity of the wave becomes
circular, one of which is indicated Fig. (6.10). The points of circular polarization and the
lines of linear polarization appear to be examples of the the so-called “C-points” and “L-
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lines” of [72, 73]. One can find seven such L-lines in Fig. (6.11) and four such C-points in
Fig. (6.10).
6.1.4 Interpretation
By applying the microphysical model, the analysis in this chapter correlates the reflection
symmetries of a sphere’s internal field to the overall structure of the polarization state of
its scattered wave. This correlation can be given a clear physical meaning by remembering
that the quantities ziθ and ziφ represent the amplitudes of the θ and φ-components of each
wavelet’s contribution to the far-field scattered wave. These amplitudes depend both on the
field at a location inside the sphere and on the direction to the observation point. In this
sense, the wavelet amplitudes facilitate the connection between the internal and scattered
waves.
To describe how the internal wave is connected to the scattered wave in more detail,
first suppose that the observation point lies on the Ch contour. The sketch in Fig. (6.12)
shows two wavelets located at points rj and rk inside a sphere. These points are mirror
points about the Πx plane and the field vectors shown at the points, E
int
prjq and E
int
prkq,
obey the symmetry properties of Eqs. (6.10)-(6.14). Shown at r are the contributions to the
scattered field from these wavelets, Ej and Ek, respectively. The projections of Ej and Ek
onto the θˆ direction are indicated. These projections are given by the wavelet amplitudes zjθ
and zkθ, except for a factor of exppikrq{r which is a constant on Ch, recall Eq. (4.30). The
sketch demonstrates that these components of the wavelet’s contribution to the scattered
field cancel each other, and hence, it is only the φ-components that contribute. These
components, in turn, depend only on the x-component of the internal electric field and yield
a linearly polarized scattered wave on the Ch contour. A similar cancellation process can be
used to explain the linear polarization state on the Cv contour.
From this cancellation-based viewpoint, one can now understand that the ellipticity of
the polarization state is due to the break in symmetry of the scattering arrangement that
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Figure 6.12: Illustration of the wavelet-component cancellation that is responsible for the
linear polarization state of the scattered wave on the Ch contour. A similar picture applies
for the Cv contour. Internal mirror points rj and rk about the Πx plane are shown along
with field vectors Eintprjq and E
int
prkq that satisfy the symmetry conditions of Eqs. (6.10)-
(6.14). Each of these internal wavelets contribute Ej and Ek to the scattered field where
the cancellation of their θ-components is evident.
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results from taking the observation point off the Ch or Cv contours. This break in symmetry
prevents the delicate cancellation of components resulting in the linear polarization state
and introduces a relative phase shift between the components. Moreover, this picture is
true regardless of the shape of the particle provided that it is uniform and has reflection
symmetry about the planes containing Ch and Cv.
6.2 Spheroidal Particles
The examples considered above involve only uniform spherical particles. Consequently, the
only way that the reflection symmetry of the scattering arrangement can be broken is by
removing the observation point from one of the symmetry planes, Πx or Πy. A nonspherical
particle, however, offers the opportunity to keep the observation point in the Πx or Πy plane
and see the consequences of breaking the reflection symmetry by changing the particle
orientation.
Figure 6.13: Prolate paq and oblate pbq spheroids with minor and major axes a and b,
respectively.
A simple nonspherical particle shape is the spheroid. This shape is simple because it can
be described by the length of its minor and major axes, a and b, respectively, and because
it has a single axis of rotational symmetry. A spheroid is prolate, or “pointy,” if its aspect
100
ratio is a{b   1, oblate, or “flat,” if a{b ¡ 1, and degenerates into a sphere if a{b  1, see
Fig. (6.13). The spheroid’s volume can be compared to that of a sphere using the volume
equivalent sphere radius Rve, which is the radius of a sphere with the same volume.
Figure 6.14: Far-field scattered wave polarization state paq and corresponding spheroidal
particle orientation pbq, recall Fig. (6.8). The size, refractive index, and aspect ratio of the
particle are kRve  3.9, m  1.25   05i, and a{b  0.5, respectively. The rotation of the
wave is shown by the same ellipse color code as in Fig. (6.8).
Plot paq in Fig. (6.14) shows the polarization state of the far-field scattered wave due
to the prolate spheroidal particle with aspect ratio a{b  0.5, shown in pbq. The size and
refractive index of this particle are kRve  3.9 and m  1.25   0i, respectively, and the
scattered wave is found with the DDA using N  26896 discrete volume elements. The
Euler angles of Sec. 5.4 describing the orientation of this particle are α  0, β  π{4, and
γ  0. Notice that this orientation has reflection symmetry about the Πy plane. From the
wavelet-component cancellation scheme discussed in Sec. 6.1.4, one would expect that the
polarization state is linear in the Πy plane along the Cv contour. Inspection of plot paq in
Fig. (6.14) shows that this is indeed the case. Now consider Fig. (6.15), with the same
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prolate spheroid as in Fig. (6.14), except here the spheroid is reoriented so that there are no
planes of reflection symmetry for the resulting scattering arrangement3. One can see from
plot paq in Fig. (6.15) that this break in symmetry removes the linear polarization along
the Cv contour.
Figure 6.15: Same as in Fig. (6.14) except the particle is rotated about the z-axis to break
all reflection symmetry in the scattering arrangement.
6.3 Comments
When a sphere is illuminated by a linearly polarized incident wave, as in the above, the
scattered wave is completely polarized, either linearly or elliptically, in all directions [24, p.
780]. There is no depolarization. That does not mean, however, that the polarization state
does not change, and indeed the results in this chapter remind one that it does change with
angle.
3Recall that the scattering arrangement involves not only the particle but also the polarization and
propagation directions of the incident wave.
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One could, of course, derive the symmetry properties of the Stokes parameters in Eqs.
(6.30)-(6.35) using the Mie scattered wave directly, see for example [24, 47, 63]. This wave
is similar to the Mie internal wave in that it also involves an expansion in vector spherical
wave functions, except with different expansion coefficients. Each term in the expansion
can be regarded as a partial wave consisting of an electric and magnetic part. These partial
waves essentially provide a way to describe the structure of the scattered wave in terms
of component waves of simpler form. For example, the scattered wave for a small sphere
(kR ! 1) with a moderate, real-valued refractive index, will have an expansion that is
dominated by the first electric partial wave [24]. This partial wave is equivalent in form
to the far-field wave radiated by an electric dipole. For a more arbitrary sphere, higher-
order partial waves will be present in the expansion. Although the partial waves are useful
to describe the structure of the scattered wave, they offer no explanation for the physical
origin of the structure; that information is encoded in a complicated way in the expansion
coefficients via the boundary conditions on the surface of the particle. In using the partial
waves to derive Eqs. (6.30)-(6.33), one is only able to shown that the symmetry of the
Stokes parameters is due to the mathematical behavior of the partial waves under reflection
of rˆ about the Πx or Πy planes. Although this is a valid mathematical account of the
symmetry and has utility in its own right, it does little to provide the insight that the above
microphysical approach yields.
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Chapter 7
Power-Law Patterns
“I would say “q.” It is q, the scattering wave
vector, that is physically motivated with an in-
verse that describes the length scale probed by the
scattering experiment.”
-C. M. Sorensen [74]
The far-field scattered intensity for many particles displays a simple power-law behavior
with scattering angle when represented in terms of the scattering wave vector q in so-called
q-space. An empirically based study of the evolution of this power-law behavior reveals
that certain features in the intensity curves, the patterns, relate to the particle’s size and
refractive index [75]. Consequently, the power-law patterns represent a simple inversion
technique that can be used to relate the structure of measured intensity curves to certain
(unknown) characteristics of a particle. The patterns then, can be quite useful in practice
to study the physical properties of particulate systems in situ.
One can use analytical and numerical techniques, such as Mie theory and T-Matrix,
to calculate the intensity curves for an arbitrary particle and see the patterns. However,
the mathematical complexity of these calculations can severely hinder any attempt to un-
derstand the cause of the patterns. A simplified model, based on Huygens’ principle, was
proposed in [75] to explain the patterns. Although surprisingly successful in predicting as-
pects of the power-law patterns, the inherent assumptions involved in the model prevent
it from being a convincing explanation for the cause of the patterns. In the following, the
microphysical model will be used to explain the cause in terms of wavelet superposition and
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in the process reveal the physical significance of the empirical relation between the patterns
and the particle.
7.1 q-space
In many simple scattering measurements, the detector is located at a fixed radial distance
from the particle in its far-field zone and is rotated in scattering angle from the forward
direction at θ  0 to the backward direction at θ  π along the circular contours Ch or
Cv in the horizontal or vertical scattering planes, see Figs. (6.2). The analysis in Ch. 6
shows that if the particle’s shape has reflection symmetry about these planes, the angular
structure of the Stokes parameters will also have reflection symmetry about these planes.
For a uniform spherical particle then, one need only consider the angular dependence of
the Stokes parameters along the half of the contours covering the range 0 ¤ θ ¤ π. This
half-Ch contour arrangement is shown in Fig. (7.1) and will be the arrangement used for
the analysis throughout this chapter.
Figure 7.1: Simple scattering measurement arrangement involving a spherical particle.
The power-law patterns in the scattered intensity I are revealed when I is plotted in
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terms of the scattering wave vector q [75]. This vector represents the difference in momentum
between the incident plane wave and the far-field scattered spherical wave in the rˆ direction,
q  k
 
nˆinc  rˆ

. (7.1)
The angular dependence of q is
q  2k sin

θ
2


. (7.2)
Figure (7.2) shows the angular evolution of I along the half-Ch contour in Fig. (7.1) for
a variety of spherical particles with different kR and m. The curves are calculated from
Eq. (1.47) using Mie theory. Plot paq shows the intensity curves as a function of the polar
angle θ in semi-log scale, whereas pbq shows the same curves in log-log scale as a function
of the dimensionless quantity qR. One can see from this latter plot that the intensity
curves are roughly bounded by linear envelopes. The linear envelopes in double log scale
indicate an overall power-law dependence of I on qR in addition to the detailed semi-
periodic finer structure also seen. The transition from one power-law region to the next is
called a crossover. In a sense, one can regard the envelopes as a coarse average of the more
detailed structure. The term “q-space” refers to the analysis of scattering quantities, like
the intensity, when described as a function of q rather than θ.
Now consider the phase shift parameter ρ given by
ρ  2kRRetm 1u. (7.3)
The physical meaning of the phase shift parameter is the net difference in phase between a
ray passing through the center of the sphere along a diameter and a ray in the incident wave
traversing the same distance in vacuum [47, p. 132], [76, p. 104]. The q-space power-law
patterns show a semi-quantitative common behavior parametrized by ρ:
IpqRq 
$
&
%
pqRq0 0 ¤ qR   1
pqRq2 1 À qR À ρ if ρ ¡ 1
pqRq4 ρ À qR.
(7.4)
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Figure (7.3) shows scattering curves for very different spheres that all share the same value
of ρ. One can see the common power-law behavior given by Eq. (7.4). This common
behavior between such different spheres is referred to as ρ universality1.
The power-law patterns above and several similar patterns are described in detail in
[75, 77–79]. Although it is ultimately the Mie solution that yields the specific angular
functionality of the scattered intensity, and hence is the origin of the power-law behavior,
the mathematical complexity of the solution obscures the underlying physical significance
of the patterns. The following will attempt to reveal this physical significance using the
microphysical model.
1This is similar to the “homologous scattering diagrams” of [47, p. 183].
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Figure 7.2: Angular power-law structure of scattered intensity for a variety spherical
particles. Plot paq shows the intensity curves plotted semi-log as a function of angle for
the scattering arrangement shown in Fig. (7.1). Plot pbq shows the same curves as in paq
except plotted log-log as a function of qR. All curves are normalized to the forward direction.
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7.2 Small Phase-Shift Regime
Recall that the meaning of the phase shift parameter ρ is the relative change in phase
between a ray passing through the center of a sphere and another ray traveling the same
distance (undisturbed) outside of the sphere. This geometrical-optics based interpretation
demonstrates that ρ is basically a measure of the overall degree of refraction that occurs in
the sphere. If ρ ! 1, refraction is weak. In the context of the microphysical model, this
corresponds to weak coupling between the wavelet sources in the particle2. Consequently,
the polarization of the particle’s volume elements is dominated by the incident wave. This
is the gist of the Rayleigh-Debye-Gans (RDG) approximation3, and formally corresponds to
the approximation of the particle’s internal field as
Eintprq  Eincprq, if ρ   1. (7.5)
One should note that the RDG approximation does not necessarily correspond to a sit-
uation that is too unrealistic to be encountered in the reality. For example, many biological
cells have an average refractive index in vacuum that is only slightly different than that of
water. Then, when these cells are immersed in water, as they often are in their natural en-
vironment, the relative refractive index of the water-cell system can be very close to unity,
corresponding to ρ   1 via Eq. (7.3). Another important example is when a particle is
illuminated by a wave with a frequency in the X-ray range, where the vacuum refractive
index of many materials is close to unity, also corresponding to small ρ.
The RDG approximation results in a substantial simplification of the VIE for observation
points in the far-field zone. Recall Eq. (2.9) in combination with Eq. (2.46),
Escaprq 
k2
4π
exppikrq
r
pm2  1q
»
V int

Ø
I  rˆb rˆ
	
Eintpr1q exppikrˆ  r1q dr1. (7.6)
Since the observation point is confined to the half of the Ch contour in the horizontal scat-
2Recall the discussion of coupling between dipoles in DDA in Sec. 5.6
3Also called the first Born approximation.
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tering plane, one can show that

Ø
I  rˆb rˆ
	
 xˆ   yˆ, r P Ch. (7.7)
Combining this with Eq. (7.6) gives
EscapRenrˆq 
k2
4π
exppikRenq
Ren
pm2  1q
»
V int

Eintx pr
1
q xˆ  Einty pr
1
q yˆ

exppikrˆ  r1q dr1, (7.8)
where Ren is the radius of the Ch contour. Now recall the wavelet-component cancellation
arguments of Sec. 6.1.4. The reflection symmetry of this scattering arrangement shows that
contributions to the integral in Eq. (7.8) from the y-component of the internal field cancel
each other. Then, they can be ignored, giving
EscapRenrˆq 
k2
4π
exppikRenq
Ren
pm2  1q
»
V int
Eintx pr
1
q exppikrˆ  r1q dr1 xˆ. (7.9)
Now the RDG approximation is made by combining this with Eqs. (3.1) and (7.9) to give
EscapRenrˆq 
k2
4π
exppikRenq
Ren
pm2  1qEinco
»
V int
exprik
 
nˆinc  rˆ

 r1s dr1 xˆ. (7.10)
Notice however, that the argument of the exponential in this integral is equivalent to the
scattering wave vector q of Eq. (7.1), then
EscapRenrˆq 
k2
4π
exppikRenq
Ren
pm2  1qEinco
»
V int
exppiq  r1q dr1 xˆ. (7.11)
Comparison of this result with Eq. (1.16) shows that the far-field scattered wave in the RDG
approximation for r P Ch is given by the Fourier transform of the the particle volume into
q-space. This will be seen again in Ch. 9.
To apply the microphysical model to the RDG sphere, the sphere volume is, as usual,
divided into elements ∆V , thus discretizing the integral in Eq. (7.11),
EscapRenrˆq 
k2
4π
exppikRenq
Ren
pm2  1qEinco
¸
i
exppiq  riq∆V xˆ.
From this, one can define a phasor sum like Eq. (4.30) as
EscapRenrˆq 
exppikRenq
Ren
¸
i
ziprˆq xˆ. (7.12)
111
where the phasors zi are
ziprˆq 
k2
4π
pm2  1qEinco exppiq  riq∆V. (7.13)
Notice that these phasors are equivalent to the ziφ phasors of Eq. (4.30) assuming the RDG
approximation.
From Eq. (7.12) one can define a scattering amplitude via Eq. (4.17) as
Esca1 prˆq 
¸
i
ziprˆq xˆ. (7.14)
Then, in analogy to Eqs. (1.47) and (6.26), and since r P Ch, the products θˆ E
sca
1  0 and
φˆ Esca1  xˆ E
sca
1 so that
Iprˆq  Ipqq 
1
2

εo
µo



¸
i
zipqq



2
r P Ch, (7.15)
where Eq. (7.2) is used to substitute q for scattering angle θ.
The phase of the wavelet-phasors zi is determined by Eq. (7.13). As the observation
point moves along the half-contour Ch from θ  0 to π, the vector q changes and hence
the phase of zi also changes. One can see from Eq. (7.13) that the magnitude of all the
phasors is the same, which is due to the uniform magnitude of the incident wave and thus the
phasors are spread out in the complex plane in a ring. The radius of the ring is the common
magnitude of the phasors and the location of a given phasor on the ring is determined by
the scattering-angle dependent product q  ri in the phase of Eq. (7.13).
To study the wavelet superposition in more detail, consider how the phasors are dis-
tributed in the complex plane when q  0, corresponding to the forward direction pθ  0q.
In this case, the exponential in Eq. (7.13) is unity and all the phasors are in phase. The
resulting scattered intensity is then
Ip0q 

εo
µo
k4
32π2
|m2  1|2
 
Einco
2  
V int
2
, (7.16)
where use has been made of the relation
°
i∆V  V
int. This result shows that in the
RDG approximation a sphere’s forward scattered intensity is proportional to the square of
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its volume V int, and this happens because all of the sphere’s wavelets are in phase, i.e.,
constructively interfere.
Figure 7.4: Horizontal scattering-plane slice through a spherical particle. The direction of
the scattering wave vector q is shown for a scattering angle of θ  π{2. The hemisphere
shaded red (blue) denotes the location of wavelets with phasors having positive (negative)
phase angles.
Returning to Eq. (7.1), one can see that as θ increases from zero, the projection of q onto
a wavelet’s source location ri will deviate from zero and cause the phase in the exponential
of Eq. (7.13) to change. Notice that, because r P Ch, q lies completely in the horizontal
scattering plane. Now consider Fig. (7.4), which shows the scattering plane slice through
the sphere. Three planes are shown; a primary plane and two parallel planes. The primary
plane passes through the sphere center and is oriented with qˆ as its normal. The other two
planes are parallel to the primary plane. All three planes are perpendicular to the horizontal
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scattering plane. One of the two parallel planes is displaced by a distance l from the primary
plane along the qˆ direction, and the other plane is displaced by the same distance along the
qˆ direction. The locations ri contained in these displaced planes have equal magnitude
but projections along q that are opposite in sign. The phase of the phasors corresponding
to locations in the plane displaced along qˆ are positive since q  ri ¡ 0, see the red shaded
hemisphere in Fig. (7.4). In contrast, the phase angle of the phasors associated with the
plane displaced along qˆ have the same magnitude but opposite sign, since q  ri   0, see
the blue shaded hemisphere in Fig. (7.4).
The significance of this phase angle behavior is that phasors belonging to the hemisphere
containing q  ri ¡ 0 rotate counter-clockwise in the complex plane as θ increases from zero,
whereas the phasors in the other hemisphere, q  ri   0, rotate clockwise. Consequently,
cancellation between phasors belonging to these hemispheres begins to occur under the
summation of Eq. (7.14). Recall from Fig. (4.3) that two phasors opposed by π in phase
cancel when added together. The cancellation of phasors belonging to the two hemispheres
means that the scattered intensity decreases with advancing q, (or equivalently, with θ), as
compared to its value in the forward direction.
Fig. (7.5) shows the normalized q-space scattered intensity curve as calculated from Mie
theory for a spherical particle with kR  4.0 and m  1.05   0i. This corresponds to a
phase shift parameter of ρ  0.4, placing this sphere within the range of validity of the RDG
approximation. Four values of qR are indicated on the curve and the phasor distributions
for each of these qR values are shown in Fig. (7.6). By comparing these phasor plots to
the respective points on the scattering curve, one can see how the phasors spread out in a
counter-rotating manner to form a ring-like distribution4. Note that the radial spread of
the phasors, which give the ring-like distribution a “thickness,” is due to the departure of
the exact (Mie) internal field from the RDG approximation.
The next task is to show how phasor cancellation accounts for the particular power-law
4The clumped appearance of the phasors is probably due to the finite discretization of the sphere volume.
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Figure 7.5: Normalized scattered intensity curve for a spherical particle with kR  4.0
and m  1.05   0i. The four points labeled a  d correspond to the phasor plots in Fig.
(7.6).
dependence of I on qR given in Eq. (7.4) for ρ   1. Recall from Fig. (7.4) and Eq. (7.13)
that all phasors corresponding to volume elements centered on a plane with normal qˆ share
the same phase angle; the angle depends only on the displacement of these (parallel) planes
from the primary plane. Then, consider dividing the sphere’s volume into a total of N slices
formed by a sequence of these planes separated by l, see Fig. (7.7). The thickness l of a slice
is determined by how much the phasor phase-angle changes across the slice. Notice that the
phase angle of all phasors associated with the primary plane is zero because every ri in that
plane is by definition perpendicular to q. Then, the distance from the primary plane to the
very next plane is given by the requirement that the change of phase between the planes is
π. Remember that the angle is either positive or negative depending on which side of the
primary plane ri lies. Then the slice thickness is given by
ql  π, (7.17)
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Figure 7.6: Phasor plots corresponding to the points ad indicated on the scattering curve
in Fig. (7.5). Each dot represents the phasor belonging to a wavelet in the particle. The
scattering angles and qR values are indicated. The magnitude of the phasor distributions
have been globally scaled to a value near one for appearance sake; the important aspect of
these distributions, however, is their angular distribution.
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which shows that as θ increases from zero, and thus increases q, the slice thickness decreases.
Figure 7.7: Like Fig. (7.4), but showing a sphere’s slice.
In the forward direction, where θ  0, Eqs. (7.2) and (7.17) show that the slice thickness
is infinite. There are only two slices that encompass the sphere volume in this case; one slice
for phasors with positive phase angles and the other slice for negative phase angles. As the
θ increases, there will be a point where the slice thickness decreases enough that the phase
angle of the phasors in the “caps” of the sphere along the qˆ and qˆ directions will reach
 π{2 and  π{2, respectively. Let the value of q corresponding to the scattering angle at
which this occurs be denoted q1. At this scattering angle, these cap-phasors cancel out each
other’s contribution to the scattering amplitude in Eq. (7.14); the wavelets associated with
these phasors destructively interfere, thus diminishing the intensity of the far-field scattered
wave. The location of the tip-phasors is at r1  Rqˆ and r2  Rqˆ, and hence q1 is given
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by
q  pr1  r2q  2q1R,
 π,
or equivalently,
q1R 
π
2
, or q1 
1
R
. (7.18)
Equation (7.18) identifies the first crossover, pqRq0 to pqRq2 or pqRq4, in the log-log
q-space intensity plots shown plot pbq in Fig. (7.2). This crossover is referred to as the
Guinier crossover due to its extensive use X-ray scattering [77, 80]. The Guinier crossover
occurs for any particle shape; if it is nonspherical, the radius of gyration Rg usually takes
the place5 of R in Eq. (7.18) [80, Sec. 2.1.3]. The utility of the Guinier crossover in practice
is that it can provide an estimate of the particle size without knowledge of the particle’s
refractive index.
Now return to Fig. (7.7). As the scattering angle increases beyond the Guinier crossover,
the thickness of the slices decreases via Eq. (7.17), while the total number of slices increases.
Because the change in phasor phase-angle across the width of a single slice is π, the phasors
associated with adjacent slices partially cancel each other. The cancellation is not complete
because the respective volumes of adjacent slices are not equal due to the curvature of the
sphere surface. Now approximate the volume of the the nth slice by the disk-shaped volume
Vn with a rectangular cross section that accommodates all of the true slice’s volume with
a little extra, see sketch paq in Fig. (7.8). The location of Vn is at a distance nl from the
primary plane, where n is a positive or negative integer depending on which side of the
primary plane the slice resides. Explicitly, the volume of the nth rectangular disk-shaped
slice is
Vn  πl
 
R2  n2l2

. (7.19)
5This is really true only because one usually considers a nonspherical particle in an ensemble of random
orientations and hence is interested in the orientationally averaged particle size.
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The degree to which the phasors associated with two adjacent slices cancel each other is
given by the difference of their volumes. In terms of the disk-shaped approximations for
these slices, the difference between the nth and pn   1qth slice, denoted ∆Vn, is
∆Vn  Vn  Vn 1,
 πl
 
R2  n2l2

 πl
 
R2  n2l2  2nl2  l2

,
 πl3 p2n 1q . (7.20)
The pair-wise cancellation of adjacent slices continues for all n (positive and negative)
moving out from the primary plane until the caps of the sphere are reached. Here, the
pairing stops, resulting a spherical-cap volume. Two such caps are formed, one at each tip
of the sphere. Since these caps are at the same distance from the primary plane, the phasors
associated with them do not cancel, but rather add constructively in their contribution to the
sum in Eq. (7.14). Now approximate the cap volume by the disk-like volume of rectangular
cross section with the same base radius and thickness as the cap, and call this volume Vcap.
Notice that the thickness of Vcap is not necessarily l like it is for the slices. This is because
n is an integer and the sphere radius R is not, in general, an integer multiple of l. Let the
thickness of the caps be s and the cap base radius be x, then from inspection of sketch paq
in Fig. (7.8), one finds that
s  R
?
R2  x2
 RR

1
x2
R2
 RR

1
x2
2R2



x2
2R
.
Since the interest is ultimately only in the average6 behavior of the phasor cancellation for
q as it varies over its largest range, the cap thickness s can be approximated by its average
6Recall “average” corresponds to the linear envelopes of the power-law patterns.
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value of l{2. Then
Vcap 
π
2
l2R, (7.21)
where the square root in the relation between s and x has been approximated since x{R ! 1
for large q.
Figure 7.8: Slice-like and end-cap volumes. Sketch paq shows the geometry used to derive
the Porod scattering law in Eq. (7.24). Here the darker shaded regions are ∆Vn and represent
the phasors associated with adjacent slices that do not cancel each other’s contribution to
the scattered intensity. Sketch pbq shows how the volumes ∆Vn change at different locations
near the sphere surface.
The cancellation of adjacent slices means that the portion of the sphere’s volume that
is divisible into complete slices contributes to the sum in Eq. (7.14) an amount that is
approximately given by the sum of the “left-over” volumes ∆Vn. Additionally, both caps
contribute to the sum. Then, the average value of the scattered intensity given by Eq. (7.15)
is
Ipqq 

εo
µo
k4
32π2
|m2  1|2
 
Einco
2

2Vcap  
¸
n
∆Vn
	2
. (7.22)
From Fig. (7.8), one can see that as q increases and l decreases, the leftover volumes ∆Vn
and the end-cap volume Vcap decrease. However, they do not decrease at the same rate (with
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increasing q). To see this consider the ratio of the volumes in the limit that l Ñ 0
lim
lÑ0
∆Vn
Vcap
 lim
lÑ0
πl3 p2n  1q
pi
2
l2R
 lim
lÑ0
2lp2n 1q
R
 0. (7.23)
This shows that as q increases, the contribution to the scattered intensity coming from Vcap
dominates the contribution from the leftover volumes ∆Vn. Consequently, using Eqs. (7.21)
and V int  p4π{3qR3, the normalized scattered intensity can be approximated as
Ipqq
Ip0q


Vcap
V int

2


l
R

4
,
which from Eq. (7.17) becomes
IpqRq
Ip0q

1
pqRq4
, (7.24)
which agrees with Eq. (7.4). This result shows that the power-law behavior of the scattered
intensity for a RDG sphere pρ   1q is due to the incomplete phasor cancellation associated
with the end-cap volumes. Since the average evolution of the size of these cap volumes is
ultimately controlled by the surface of the sphere, one can understand that this large q regime
of the intensity curves “senses,” or “probes” the particle surface. In the X-ray scattering
community, this large q behavior of the scattered intensity is referred to as Porod’s law
[80, Sec. 2.1.2.4]. Porod’s law is typically derived from an autocorrelation based approach
that is far less illuminating than the above in the sense that one does not as easily see the
connection to the particle surface.
The considerations thus far are not necessarily restricted to spherical particles and can
be applied to nonspherical particles provided that the RDG approximation remains valid.
The essential conclusion from the above is that the large q power-law behavior of the scat-
tering curve is due to the scaling of the size of the end-cap volumes Vcap. It is relatively
straightforward then, to apply this same calculation to a spheroidal particle.
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Figure 7.9: Tip volume Vtip (dark shade) of a prolate spheroid and the various quantities
used in the text to calculate this volume. The scattering angle θ is the same as in Fig. (7.7),
but the slice-like volumes shown in that figure are omitted here.
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Consider the sketch in Fig. (7.9), which is the analog to sketch paq of Fig. (7.7) for
a prolate spheroidal particle. The rotational axis of the spheroid coincides with the z-
axis. Recall from Fig. (6.13) that the spheroid is prolate or oblate depending on the ratio
of its minor and major axes a and b, respectively. The analog to the end-cap volume
of the spherical particle is shown in dark gray shade and is called the tip volume Vtip to
avoid confusion with Vcap. As mentioned, the scaling of the size of the two tip volumes
will establish the large q behavior of the scattering curve. The tip volume is defined by
the volume contained between the spheroid surface and the secondary plane shown in Fig.
(7.9). The secondary plane is parallel to the primary plane and oriented normal to qˆ.
Parallel to the secondary plane is the tangent plane. This plane contacts the spheroid’s
surface at only a single point, called the tangent point, and is labeled p in the sketch.
The separation between this plane and the primary plane, denoted by L, will vary with
qˆ due to the spheroid’s shape. The thickness of the tip volume, labeled l, is determined
by the separation between the tangent and secondary planes. Following the same phasor-
cancellation based arguments as above, this thickness will scale inversely with q as given by
Eq. (7.17).
One can see from Fig. (7.9) that the nonspherical shape substantially complicates an
attempt to find an analytical expression for the tip volumes as a function of θ. Conse-
quently, this volume is calculated numerically. It is possible, however, to find the analytical
expression for the surfaces bounding the tip volume. The surface of the spheroid is given by
x2
a2
 
y2
a2
 
z2
b2
 1. (7.25)
The equation for the secondary plane can be found as follows. The components of the
tangent point p in Fig. (7.9) in terms of the angle τ are
yp  a sin τ, zp  b cos τ, (7.26)
and the equation for the primary and tangent planes are
y  z tan

θ
2


, (7.27)
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Figure 7.10: Plots of the scattered intensity corresponding to prolate spheroids. Plot
paq shows the intensity as calculated from the DDA and from the tip volumes Vtip. Plot
pbq shows the tip-volume calculated curves for prolate spheroids with the same kRve but
different aspect ratios.
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y  tan

θ
2


pz  zpq   yp, (7.28)
where use has been made of the equivalent slope tanpθ{2q of the planes. The components of
the point a can be found by realizing that the line connecting point a intersects the tangent
plane at a. This gives,
ya   sin

π
2

θ
2


yp sin

π
2

θ
2


  zp cos

π
2

θ
2


, (7.29)
za  cos

π
2

θ
2


yp sin

π
2

θ
2


  zp cos

π
2

θ
2


, (7.30)
from which one has the length of the segment L as
L 
a
y2a   z
2
a. (7.31)
Now the components of point b are
yb  pL lq sin

π
2

θ
2


, zb  pL lq cos

π
2

θ
2


, (7.32)
and finally, one has the equation for the secondary plane
y  tan

θ
2


pz  zbq   yb. (7.33)
From Eqs. (7.25) and (7.33), one can numerically calculate the tip volume Vtip as a function
of θ (or q). Then one can find the scattered intensity from Eq. (7.22), where the contribution
from the smaller volumes ∆Vn are neglected for the same reasons as with spherical particles.
Plot paq in Fig. (7.10) shows the scattered intensity curve for a prolate spheroid as
calculated from the DDA and from Eq. (7.22) using the tip volumes Vtip. The aspect ratio
of the spheroid is needle-like a{b  0.2, with a sphere volume equivalent size parameter of
kRve  3.56 and refractive index of m  1.05  0i. These values are well within the range
of validity of the RDG approximation. The particle’s orientation is the same as shown in
Fig. (7.9). One can see that the DDA curve shows the expected sequence of maxima and
minima with an overall power-law behavior like the spheres above. Notice though that the
slope is 7.5, unlike 4 for spheres. Comparison of this DDA generated curve to the tip
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Figure 7.11: Same as Fig. (7.10) except for oblate spheroids.
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volume generated approximation shows that the power-law behavior is well explained by
the scaling of the tip volume with q. Hence, exactly the same phasor-cancellation based
picture developed for the spherical particle applies to this prolate spheroid. Plot pbq in this
figure shows the tip-volume generated curves for an assortment of prolate spheroids with
the same kRve as in paq, but with different aspect ratios. When the aspect ratio is a{b  1,
the spheroid degenerates into a sphere and one can see that the power-law slope is 4 as
expected. As the spheroid becomes more pointed, the slope evolves to 7.5. Careful study
of Fig. (7.9) shows that the cause of this enhanced decay in the scattered intensity is due
to the change in the curvature of the spheroid’s surface with the decreasing eccentricity.
Figure (7.11) shows the same type of plots as in Fig. (7.10) except for oblate spheroids.
Here one can see excellent qualitative agreement between the DDA and tip-volume generated
curves. The up-turn in the curves in the large q range for the flatter spheroids is due to
specular-like backscattering. One can understand this by realizing that the flatter the oblate
spheroid gets, i.e. the larger a{b is, the more the particle appears like a small disk that
is oriented perpendicular to the propagation direction of the incident wave. In contrast,
when a{b  1 one again sees that the 4 slope is present, as expected, since the spheroid
degenerates into a sphere in this case.
An important conclusion from this analysis is that the Porod scattering law does not
necessarily associate a power-law slope of 4 with the surface of a particle. Indeed, the
spheroids above show a range of slopes, and one will see in Ch. 8 that non-integer slopes
are typical for more complicated particle shapes.
7.3 Large Phase-Shift Regime
When the phase shift parameter of a spherical particle exceeds unity, the RDG approxima-
tion of Eq. (7.5) becomes invalid. This happens because the coupling between the volume
elements in the sphere is no longer weaker than the influence of the incident wave. This
means that in the context of the phasor cancellation scheme above, is that it is no longer
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possible to determine how the wavelet phasors cancel based on the evolution of the slice, cap,
and tip volumes with q. Nevertheless, by studying how the phasors redistribute themselves
in the complex plane as q varies, one will see a second crossover at qR  ρ appear and will
also see the physical cause for it.
Figure 7.12: Normalized magnitude of the internal electric field in the horizontal scattering
plane slice through a sphere. The size and refractive index are kR  12 and m  1.5   0i,
respectively, corresponding to ρ  12. The incident wave here is polarized along the x-axis
and propagates from left to right along the z-axis.
Since the RDG approximation cannot be made when ρ ¡ 1, Mie theory must be used to
generate the sphere’s internal field. The phasors that describe the scattered intensity at r
as shown in Fig. (7.1) can be identified from Eq. (7.9),
EscapRenrˆq 
k2
4π
exppikRenq
Ren
pm2  1q
»
V int
Eintx pr
1
q exppikrˆ  r1q dr1 xˆ.
Discretization of the integral over the sphere volume gives
EscapRenrˆq 
k2
4π
exppikRenq
Ren
pm2  1q
¸
i
Eintx priq exppikrˆ  riq∆V xˆ.
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The wavelet phasor sum follows as
EscapRenrˆq 
exppikRenq
Ren
¸
i
ziprˆq xˆ. (7.34)
which is identical to Eq. (7.12) except now the phasors are given by
ziprˆq 
k2
4π
pm2  1qEintx priq exppikrˆ  riq∆V. (7.35)
In the RDG analysis in Sec. 7.2, the substitution of the incident field for the internal field
ultimately results in the phase of the phasors being controlled by the exponential exppiq riq
in Eq. (7.13). Here, however, the phase of the phasors is determined by the product
Eintx exppikrˆ  riq in Eq. (7.35). Because of the strong coupling throughout the sphere, the
magnitude of the phasors will not generally be equal. This means that the phasors are more
spread out in the complex plane as compared to the thin ring-like distribution seen in Fig.
(7.6).
The objective now is to understand how the phasors given by Eq. (7.35) add together
in Eq. (7.34) to cause the features seen in the scattering curves, specifically the power-law
crossovers. As in Sec. 7.2, this can be done by studying the way that the distribution
of the phasors evolve in the complex plane as q varies. The problem, however, is that
now the internal field varies in magnitude and phase throughout the sphere, e.g. see Fig.
(7.12). This variation in the field results in a complicated phasor distribution that would
not be amenable to simple interpretation if presented in the same form as in Fig. (7.6).
The problem is resolved by color coding the phasors in the complex plane to match their
location inside of the sphere. To explain how this is done, consider Fig. (7.13), which shows
the unit disk in the complex plane with the points in the disk color coded. The points are
assigned a color and a brightness based upon their phase angle and magnitude, respectively.
All points located on the same radial have the same color, whereas the brightness of the
color is proportional to its distance from the origin, i.e. to the phasor’s magnitude.
Now consider applying this color scheme to the phasors of the same sphere in Fig. (7.12)
when the observation point is in the forward direction, i.e. rˆ  nˆinc, which is also q  θ  0.
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Figure 7.13: Color and brightness assignments for phasors.
Each point in the sphere corresponds to a phasor, and hence the color coding of Fig. (7.13)
can be applied to both a plot of the phasors in the complex plane and to the points inside
the sphere to which the phasors belong. Figure (7.14) shows an example of this color-coded
connection. In plot paq the same scattering plane cross section through the sphere is shown as
in Fig. (7.12), except here the sphere interior is assigned color and brightness as determined
by the forward angle prˆ  nˆincq phase and magnitude of the factor Eintx exppiknˆ
inc
 riq.
Remember from Eq. (7.35) that this factor determines the location of a wavelet’s phasor
in the complex plane. Shown in plot pbq is the sphere’s phasor distribution in the complex
plane with exactly the same color coding. One can compare directly between these plots
to see the location inside the sphere that a given phasor in the complex plane represents.
For example, consider the cluster of phasors in pbq indicated by the dashed circle. These
phasors have the largest magnitudes and correspond to the region in the sphere’s interior
that is circled in plot paq, c.f. Fig. (7.12).
Notice that the distribution of phasors in plot pbq in Fig. (7.14) are qualitatively clus-
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Figure 7.14: Color-coded connection between the interior of the spherical particle paq
shown in Fig. (7.12) and the corresponding phasor distribution pbq. The color code is given
in Fig. (7.13). The phasors circled in (b) correspond to regions in the sphere with the
largest magnitude internal field, which are identified by the circles in (a). Also recall Fig.
(7.12).
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tered into groups within which the phasors have similar magnitude and phase. An exact
quantitative definition for the maximum variation in phase or magnitude defining a group is
not necessary. The concept is only intended to enable a qualitative analysis of the distribu-
tion’s evolution. Now comes an obvious but important realization; the color of the phasors
in a given group is roughly the same. This means that as the phasor distribution evolves as
q increases from zero, one will be able to track a given phasor group and see how it deforms
and moves in the complex plane simply by following its color.
Figure (7.15) shows the normalized q-space scattered intensity curve for the sphere in
Figs. (7.12) and (7.14), where kR  12, m  1.50   0i and ρ  12. This scattering curve
displays all three power-law regions given in Eq. (7.4). The curve shows a Guinier crossover
at qR  1 and an extra crossover at qR  ρ called the ρ-crossover. The first six peaks of
the curve are labeled a f and the phasor distributions for each of these peaks is displayed
in Fig. (7.16). The phasor plot a, corresponding to the forward direction q  0, is exactly
the same plot as seen in Fig. (7.14).
Now compare phasor plot b to a. Between these plots, the scattering angle advances
from zero to the Guinier crossover, and one can see that as a consequence the phasors have
slightly rotated resulting in the twisted appearance of the plot. Remember that the colors
are assigned to the phasors when the scattering angle is zero. The phasors are not recolored
as they rotate to other positions in the complex plane. Recall from Sec. 7.2 that spreading of
the phasors in the complex plane causes cancellation between them and consequently reduces
the scattered intensity. Now return to the phasor-plot a in Fig. (7.16). Since the phasors are
spread around the origin, there is a large degree of cancellation among them, even though
the scattering angle is zero. This is contrary to the ρ   1 case in Sec. 7.2. The cancellation
of phasors in plot a occurs between different phasor groups, i.e. between different colors.
This is inter-group phasor cancellation. As the scattering angle increases from zero to the
Guinier crossover, the phasors spread, which enhances inter-group cancellation leading to
a decrease in the scattered intensity. The magnitude of the enhancement in inter-group
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cancellation becomes significant only when the scattering angle is large enough to advance
the phase of the exponential exppikrˆ  riq in Eq. (7.35) relative to kR. This shows that
the Giunier crossover occurs in the ρ ¡ 1 case for the same reason that it does in the ρ   1
case; wavelets located at the “caps” of the sphere in the qˆ direction begin to cancel out
via destructive interference.
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Figure 7.15: Normalized scattered intensity curve for the sphere in Figs. (7.12), (7.14),
and (7.16). The points labeled a  f correspond to the phasor plots, labeled likewise, in
Fig. (7.16).
Next, by comparing the qualitative structure of the phasor plots b-d one can see that
the phasors continue to spread in phase angle as the scattering angle increases. Very careful
inspection of these distributions reveals that by the time the ρ-crossover is reached, the
phasors within a given group have spread by an amount of nearly π in phase. This can be
seen by the smearing of a given color over an angular range of π in plot d. Once the phasors
of a given group spread to this extent, they begin to cancel each other, and hence constitute
intra-group phasor cancellation. Notice though, that inter-group cancellation is still active.
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As mentioned above, the onset of inter-group cancellation corresponds to the beginning
of destructive interference between wavelets separated by the width of the sphere along qˆ.
This is why the Guinier crossover is related to the sphere radius. Then, it is reasonable to
expect that the onset of intra-group cancellation at the ρ-crossover signifies a destructive
interference effect associated with some other physical aspect of the particle.
Before the ρ-crossover, the contributions to the scattered intensity comes from the pha-
sors of different groups that cancel each other poorly. To explain this in more detail, return
to phasor plot a in Fig. (7.16) and find the phasor group, colored green, that consists of
the largest magnitude phasors. This group is poorly canceled by other groups due to its
greater than average magnitude, see plots a-d. It is only after the ρ crossover is reached, and
intra-group cancellation begins, that the contribution to the scattered intensity from this
group is substantially decreased. One can now return to Fig. (7.14) and see that this (green)
group belongs to the region in the sphere where the internal field magnitude is greatest. Re-
member that the brightness of the colors indicates the phasor magnitude. Regions like this
of localized enhanced field magnitude are often referred to as hot spots. The cause of the
hot spots is ultimately due to the coupling between the particle’s wavelets, which one can
understand by realizing that there are no hot spots for the ρ   1 case where refraction, or
coupling, is weakest. Given this, one can conclude that the significance of the ρ crossover is
that it identifies the scattering angle at which the phase of the wavelets has advanced enough
that destructive interference begins between the wavelets within the particle’s hot spots. This
shows why the ρ crossover depends on ρ since ρ is a measure of the total degree refraction
in the sphere, which is partly the cause for the hot spots.
From the qualitative power-law behavior of the scattering curves in Eq. (7.4), one can
empirically identify “length scales” that are “sensed” by the scattering wave vector q:
1
qG
 R, Guinier crossover
1
qρ

R
ρ
, ρ-crossover (7.36)
135
where qG and qρ denote the location of the crossovers in the q-space scattering curves,
eg. recall Fig. (7.3). The discussions above explain that the Guinier crossover is due to
destructive interference of the wavelets at opposite ends of the sphere. Then, the length
scale associated with this crossover must clearly depend on sphere size R. Notice from Eq.
(7.36) that the length scale associated with the ρ crossover is independent of sphere size
since R cancels in qρ via Eq. (7.3). The length associated with the ρ crossover relates to
the features in the internal field due to refraction, i.e., hot spots, and hence depends on the
wavelength and refractive index. Notice that this is not inconsistent with the ρ universality
seen in Fig. (7.3) because the curves there are scaled by their respective values of R, i.e.,
they are plotted as a function of qR not q.
As a final topic, recall that a major difference between the phasor distribution at zero
scattering angle in the ρ   1 and ρ ¡ 1 cases is that the former is clustered tightly around
the real axis while the latter is spread completely around the origin of the complex plane.
This can be seen by comparing phasor plots a in Figs. (7.6) and (7.16). As mentioned above,
this spread around the complex plane for the ρ ¡ 1 sphere shows that a substantial degree
of phasor cancellation occurs even at zero scattering angle. In contrast, the scattering angle
has to advance past the Guinier crossover before cancellation begins for the ρ   1 sphere.
This means that a sphere with ρ ¡ 1 has less scattered intensity in the forward direction as
compared the same sphere treated in the RDG approximation, see [79]. The above analysis
demonstrates that the cause of this is refraction. In the forward direction the phase of
phasors is determined by Eintx exppiknˆ
inc
 riq in Eq. (7.35). The exponential has the same
functional form as the incident wave, cf. Eq. (3.1). Then the phase of this field-exponential
product represents the difference in phase between the internal and incident wave. If ρ is
large, refraction is strong, and the relative phase varies extensively throughout the sphere
interior. This spreads the phasors around the origin in the complex plane as seen in a of
Fig. (7.16) and causes the RDG-relative reduction in forward scattered intensity seen in
[79].
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Chapter 8
Fractal-Like Aggregates
“I am a dangerous creature.”
-A. A. Lushnikov, AAAR 2006, St. Paul, MN.
Fractal aggregates are irregularly shaped particle composites that form under special
physical conditions. They can occur, for example, as a result of incomplete combustion of
hydrocarbon fuels [81]. Consequently, there is a substantial amount of work in the literature
devoted to understanding the scattering behavior of such carbon aggregates, especially as
it relates to the radiative forcing effects that such aggregates may have in the atmosphere
[74, 82]. The literature on this topic is so extensive that it cannot be reasonably be reviewed
here; the interested reader is referred to [74]. The reason that fractal aggregates are of
interest here is because they offer an opportunity to apply the microphysical model to a
complicated particle shape. In the process of doing so, one will see the major qualitative
features of the fields that reside inside these complex-shaped aggregates and how this relates
to their scattering properties. The following will also be able to weigh in on the long-standing
debate regarding the validity of the RDG approximation for fractal aggregates.
8.1 Morphology
Image paq in Fig. (8.1) shows a transmission electron microscope picture of part of a soot
aggregate captured in an open-burning acetylene flame [83]. This aggregate is composed of
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an assembly of smaller, roughly spherical, monomers. The monomers are carbon particles
of roughly the same size. Although the details of the aggregate’s structure depends on
complicated inter-monomer interactions, nearly all aggregates like this one are known to
obey a statistical scaling law, Eq. (8.1) below [74]. Models of aggregate formation have been
developed that also follow this scaling law [84]. Image pbq in Fig. (8.1) shows a simulated
aggregate generated by one such model; diffusion limited cluster aggregation (DLCA), see
[84, Sec. 2.10].
Figure 8.1: Open-flame acetylene soot aggregate paq, and DLCA simulated aggregate pbq
with Nm  99 monomers and a fractal dimension Df  1.8.
The DLCA method produces aggregates that obey a scaling law involving quantities
that describe the gross aggregate morphology,
Nm  ko

Rg
Rm

Df
, (8.1)
where Nm is the total number of monomers in the aggregate, ko is a proportionality constant,
Rg is the aggregate radius of gyration, Rm is the monomer radius, and Df is the fractal
dimension. Aggregates that obey this scaling law possess a fractal-like character in that
they show self-similar features in their overall morphology over a range of length scales.
This is different than a pure fractal, which is self similar in morphology on all length scales
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[85, p. 11]. The parameters in Eq. (8.1) that influence the shape of the aggregate are
the prefactor ko and the fractal dimension Df . Reference [82] shows images of aggregates
for different values of these parameters. For the DLCA aggregates considered below, the
fractal prefactor is a constant with a value of ko  1.3 and Df  1.8. Variations in the
fractal dimension Df correspond to major qualitative changes in the aggregate morphology;
1 À Df À 2 gives “stringy” linear-like aggregates that become more compact as Df increases
up to a maximum of three. Aggregates that form due to incomplete combustion like the one
in Fig. (8.1) usually correspond to Df  1.8 [74]. The parameters Rg, Rm and Nm relate to
the aggregate size. The radius of gyration Rg provides a measure of the overall size of the
aggregate
Rg 
1
?
Nm
d
nm¸
i1
|ri  rcom|2, (8.2)
where ri is the location of a monomer and rcom is the location of the aggregate’s center of
mass [80, p. 24-25].
8.2 Aggregates in Q-space
If an aggregate’s fractal dimension is less than three, like Df  1.8 for open-flame soot, the
monomers are arranged with roughly two nearest neighbors on average, recall Fig. (8.1).
Because the inter-monomer spacing is greater than the spacing between the equal-sized
volume elements of a compact particle of the same Rg, one might expect that the coupling
between monomers is negligible and only the influence of the incident wave is important. If
this is so, then the RDG approximation may be valid. The work following this section will
quantitatively study the validity of this approximation.
If the RDG approximation is valid and the observation point is confined to the half
contour Ch shown in Fig. (7.1), then the considerations in Sec. 7.2 show that the normalized
q-space scattered intensity is given by
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Ipqq
Ip0q




¸
i
exppiq  riq



2
r P Ch, (8.3)
where Eqs. (7.13) and (7.15) have been used.
One typically assumes that there are many similar aggregates in arbitrary random orien-
tations in the scattering volume during the course of a measurement. Then, the scattering
quantities for such a system of aggregates can be modeled as the ensemble average of the
scattering quantities associated with a single aggregate in all orientations, recall Sec. 5.4.
As a result, the scattered intensity of Eq. (8.3) is dependent on q only, rather that q. With
this simplification, [74] shows that the q-space scattered intensity has the power-law form
Ipqq ∝
$
&
%
N2m q À 1{Rg
N2mpqRgq
Df 1{Rg À q À 1{Rm
N2mpqRgq
4 q Á 1{Rm.
(8.4)
Equation (8.4) demonstrates that the scattered intensity for an aggregate has a forward angle
maximum that is proportional to the number of monomers in the aggregate. Then, following
the Guinier crossover corresponding to the radius of gyration Rg, the scattering curve enters
a power-law region where the curve decreases with increasing q with a power-law exponent
roughly equal to Df . If q increases enough, a second crossover occurs corresponding to the
monomer radius. Q-space scattered intensity plots are presented in [74, 84, 86] and show
good qualitative agreement between the behavior described in Eq. (8.4) and measurements
performed on an aggregating aerosol systems.
Because of the highly complex shape of aggregates, the simplicity of the RDG approxi-
mation makes it attractive for calculation of their scattering quantities. Only recently has
this problem been solved exactly, in a numerical sense, using the superposition T-Matrix
method [82]. Unfortunately, since this T-Matrix treatment is designed to calculate the ag-
gregate’s far-field scattering quantities, it does not readily provide direct insight to behavior
of the monomer internal-fields. Consequently, the validity of the RDG approximation is not
directly corroborated (or not) by this T-Matrix work.
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8.3 Aggregates in the DDA
The derivation of the q-space power-law scattered intensity described in Eq. (8.4) fun-
damentally relies on the RDG approximation along with orientational averaging. In this
regard, it is important to establish how well the RDG approximation relates to the actual
monomer-internal fields1. The following will use the DDA to calculate the far-field Stokes
parameters of a DLCA simulated fractal aggregate. In the process, the DDA will provide
the internal field, enabling a direct comparison with the RDG approximation and hence
quantify the validity of the approximation. The reader should note that the following is not
intended to constitute an extensive study of scattering from aggregates; rather, the emphasis
is on the monomer internal-fields and the effects attributed to orientational averaging.
8.3.1 DLCA Aggregates
The simulated aggregates considered in much of the following is shown in pbq of Fig. (8.1).
Since this aggregate is created using DLCA, it has a fractal prefactor of ko  1.3 and fractal
dimension ofDf  1.8 [84]. Shown in the figure along with the aggregate is an opaque sphere
indicating the size of the aggregate’s radius of gyration Rg. The monomer size parameter
is kRm  0.41 in most of the following, and the refractive index
2 is m  1.57   0.6i. Both
of these values are representative of carbon soot aggregates illuminated by visible light [74].
For example if λ  532 nm, Rm  34.5 nm. One can compare this to the aggregate in paq
of Fig. (8.1) and see rough agreement with the actual soot monomer sizes.
The DDA is applied by superimposing the aggregate on the DDA lattice and setting
to zero any dipoles that reside outside of the monomers. The fineness of the lattice deter-
mines how well the aggregate shape is represented, i.e., the shape errors of Sec. (5.5), and
can be quantified by the number of dipoles per monomer. The most computationally de-
manding aspect of the DDA calculations is orientational averaging, which competes against
1One should note that work is hardly the first to address this issue, see [74].
2There is some debate over what the refractive index is for carbon soot in the optical frequencies, see
[74].
141
the computational demands of increasing the lattice fineness. From Sec. 5.4, the orienta-
tional averaging procedure requires that the entire DDA matrix equation (5.15) be solved
for each aggregate orientation. These orientations are described by the Euler angles using
the rotation matrices of Eqs. (5.25), (5.27), and (5.30).
Figure 8.2: Same DLCA-generated fractal aggregate as in paq of Fig. (8.1), except here
the DDA lattice sites are shown inside of the monomers. In this particular case, the total
number of lattice sites is Ndda  3323 corresponding to about 36 sites per monomer.
The primary scattering quantities of interest are the Stokes parameters of Eqs. (1.47)-
(1.50), and are found from the DDA far-field scattering amplitude of Eq. (5.23). For each
aggregate orientation, these parameters are calculated for points in the LCS on the surface of
the large imaginary sphere Sen of Sec. (6). The orientational average of a Stokes parameter
142
is computed via the discretized approximate ensemble average of Eq. (5.32). Whether for a
single orientation, or for the ensemble average, the far-field scattered intensity curves (i.e.
the Stokes parameter I), are calculated only for observation points on the half-contour Ch
shown in Fig. (7.1). This enables comparison to the q-space power-law behavior of Eq.
(8.4).
Several analysis techniques are used to study the monomer internal field and compare it
to the RDG expectation. The relative RDG magnitude deviation SRDGi is defined as
SRDGi 
1
Nori
Nori¸
n1
|Eintn priq|  |E
inc
n priq|
|Eincn priq|
. (8.5)
Here ri is the location of the i
th DDA lattice site inside of the aggregate and the index n
denotes the nth member of a total of Nori aggregate orientations. This quantity gives the
average deviation of the internal electric field at a lattice site from the RDG expectation.
If SRDGi  0, the field at that site is equivalent to what the RDG approximation predicts.
Values greater than zero indicate a deviation in magnitude of the average field at that lattice
site relative to the corresponding magnitude of incident wave. Visualizations of SRDGi will
be given either as a histogram showing the number of lattice sites with deviations in certain
ranges, or as color-coded renderings of the actual aggregate.
To analyze the directional character of the monomer internal field, each lattice site in
the aggregate is assigned a unit vector nˆinti representing the direction of the internal field
there. Each aggregate orientation results in a different unit vector for the site, and is then
averaged as
ninti 
Nori¸
n1
Re tEintn priqu
|Re tEintn priqu |
. (8.6)
To visualize these average field directions a point is plotted on the surface of the unit
sphere in the LCS, where each point corresponds to the unit vector nˆinti given by Eq. (8.6).
Since the incident electric field is polarized along the x-axis, these points will be clustered
around the x-axis poles of the unit sphere if the RDG approximation holds well for an given
orientational ensemble. A dispersion of points away from the poles indicates a directional
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deviation from the RDG approximation. One should note that the magnitude and direction
deviation quantities given in Eqs. (8.5) and (8.6) are not intended to represent observables.
These quantities are directly proportional to the field as opposed to the (observable) Stokes
parameters.
Figure (8.2) shows the aggregate used in the DDA calculations resulting in Figs. (8.3)-
(8.9) below. Here the monomers are shown as translucent spheres. The dipole lattice sites
inside of the monomers are displayed as black dots. The total number of monomers in this
aggregate is Nm  99 and the total number of lattice sites is Ndda  3323. This gives an
average of 36 dipole sites per monomer; the slight variation in this number from monomer
to monomer is due to the lattice shape error. The monomer-relative size of the aggregate
is Rg{Rm  12.9, corresponding to a DDA size parameter of kRg  5.4, where λ equals 30
DDA lattice spacing units d.
Shown in Fig. (8.3) is the aggregate with each monomer assigned a color corresponding to
the relative RDG deviation integrated over the volume of the monomer for a single aggregate
orientation; this is not an orientationally averaged field deviation. Using the argument of
the sum in Eq. (8.5), this integrated deviation is given by
1
Vm
»
Vm,i
|Eintpriq|  |E
inc
priq|
|Eincpriq|
dr, (8.7)
where Vm is the volume of a monomer
3 and the notation Vm,i denotes integration over the i
th
monomer of the aggregate. If this quantity is zero then the field throughout the monomer
is the same as the RDG expectation whereas if it is greater (less) than zero, the internal
field is greater (less) than RDG. One can see from this figure that some monomers have
more than 25% integrated deviation from the RDG expectation, and most monomers are
at least 10% deviated from RDG.
Figure (8.4) shows histogram plots of the number of dipole lattice sites with SRDGi
values within a range of deviation as shown, recall Eq. (8.5). Each plot shows the RDG
magnitude deviation for different numbers of orientations in the average. Plot paq shows the
3Remember that all the monomers are the same size.
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Figure 8.3: Same aggregate as in Fig. (8.2) with each monomer color coded according to
Eq. (8.7).
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deviation for a single aggregate orientation Nori  1 and corresponds to the same aggregate
orientation in Fig. (8.3). Plots pbq and pcq show the deviation distribution for Nori  10
and Nori  500, respectively. Comparison between these plots shows that increasing the
number of orientations in the average, Eq. (8.5), results in a narrowing of the distribution.
The overall width of the deviation for Nori  50 is roughly 5%. Moreover, the shape of the
distributions shows that the internal field magnitude tends to be slightly greater than the
RDG expectation as opposed to less than it. Each distribution is peaked near a deviation
of zero indicating that the largest fraction of lattice sites have an internal field magnitude
the agrees well with RDG, within 1 3%.
Now consider the RDG internal-field direction deviation of Eq. (8.6). Figure (8.5) shows
the unit sphere in the LCS with the directions nˆinti of Eq. (8.6) represented as points on the
sphere. The three plots paqpcq show the directions for Nori  1, Nori  10, and Nori  500
orientations in the average. The single orientation plot corresponds to Figs. (8.3) and
(8.4). One can see in paq that most of the lattice sites have internal field directions that are
close to the xˆ directions, which is consistent with the RDG expectation. Interestingly, as
more orientations are included in the average in Eq. (8.6), the dispersion of points appear
essentially the same as for the single orientation.
In Fig. (8.6) are plots like Fig. (6.8) showing the vibration ellipses and corresponding
ellipticity of the far-field scattered wave on the surface of the large imaginary sphere Sen,
recall Secs. 1.6 and 6.1.3. The ellipticity is calculated from the Stokes parameters via Eqs.
(1.51) and (1.52) and is indicated on Sen by the gray shades. The handedness, or rotation, of
the polarization is indicated by color; red denotes left-handed and blue denotes right-handed
rotation. As with Figs. (8.4) and (8.5), three plots are shown paq  pcq corresponding to
Nori  1, Nori  10, and Nori  500 orientations in the ensemble average of the Stokes
parameters. Plot paq reveals that the polarization state of the scattered wave is mostly
elliptical, including at points on the Ch contour
4. An especially important direction is
4Recall that this contour is defined by the intersection of the imaginary spherical surface Sen with the
y-z plane.
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Figure 8.4: Histogram plots of the RDG-relative internal field-magnitude deviation given
by Eq. (8.5). Plot paq corresponds to only one orientation, the same as shown in Fig. (8.3),
while plots pbq and pcq correspond to Nori  10 and Nori  500 orientations, respectively.
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the backscattering direction where one can see that the scattered wave is elliptical. This
is consistent with the nonspherical shape of the aggregate in the context of the phasor
cancellation explanation of the polarization state given in Secs. 6.1.4 and 6.2, since the
aggregate has no reflection symmetry about both the Πx and Πy planes. Plots pbq and
pcq demonstrate that including more orientations in the ensemble average of the Stokes
parameters results in the polarization state becoming more linear overall.
Figure 8.5: Plots of the RDG-relative internal field-direction deviation of Eq. (8.6) for
Nori  1, Nori  10 and Nori  500 orientations, plots paq, pbq, and pcq, respectively. The
aggregate is the same as in Figs. (8.2)-(8.4). The orientation of the aggregate for paq is the
same as shown in Fig. (8.3).
The discussion in Sec. 6.1.2 regarding Eq. (6.36) shows that if the internal field is uniform
in direction, the scattered wave must be linearly polarized in all directions. Consequently,
if the RDG approximation is valid for an aggregate, the polarization state should be linear
over all directions, which is roughly what is seen in pcq of Fig. (8.6). This appears to show
that the reason that the polarization state is mostly linear is due to orientational averaging,
cf. [86, 87]. Hence, a polarization measurement along the Ch contour for a single aggregate
in a single fixed orientation should find points where the scattered wave is highly elliptical,
as can be seen paq in Fig. (8.6). However, the same measurement on a swarm of randomly
oriented aggregates should show a mostly linear polarization.
Because these DDA calculations do not analytically average the scattering quantities, one
must somehow establish if enough orientations are included such that the discrete ensemble
average converges to its analytical value. There are multiple ways to do this as mentioned
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Figure 8.6: Plots like Fig. (6.8) showing the polarization state of the far-field scattered
wave. The aggregate is the same as in Fig. (8.2)-(8.5), and plots paq, pbq, and pcq show the
polarization state after Nori  1, Nori  10 and Nori  500 orientations, respectively. The
orientation of the aggregate in the paq is the same as shown in Fig. (8.3).
in Sec. 5.4. Because one of the interests in this work is to compare to the q-space behavior
in Eq. (8.4), the convergence is established from the evolution of the scattering curves.
Figure (8.7), plot paq shows the normalized intensity curves as a function of qRg along the
half-contour Ch. Each of the curves corresponds to the orientational ensemble average of the
I Stokes parameter for the number of aggregate orientations indicated. Plot pbq shows the
same as paq except with only the Nori  1 and Nori  500 curves. One can see from these
plots that the orientational average converges well by Nori  500 and follow the q-space
behavior of Eq. (8.4) rather well.
One of the predictions of the RDG approximation is that a fractal aggregate’s forward
scattered intensity is proportional to the Rayleigh scattering cross section CscaRay times the
square of the number of monomers, i.e. Ip0q  N2mC
sca
Ray , where the Rayleigh cross section
is [74]
CscaRay 
8
3
πR2mpkRmq
4




m2  1
m2   2




2
. (8.8)
To test this prediction, Fig. (8.8) shows the orientational ensemble averaged scattering curve
as in Fig. (8.7) for Nori  200, except normalized by C
sca
Ray . Three monomer size parameters
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Figure 8.7: Normalized scattered intensity for the aggregate in Figs. (8.2)-(8.6) as a
function of qRg. Plot paq shows the evolution of the curves as the number of orientations
varies from Nori  1 to Nori  500. For clarity, plot pbq shows only the Nori  1 and
Nori  500 curves in paq along with the aggregate.
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kRm are considered. The curve corresponding to kRm  0.21 is scaled to unity and the
other curves are scaled by the same factor; hence, if the expectation is correct, all the curves
should lie on one another. One can see that the prediction works well, to within about
1015%, which is roughly consistent with the deviation from the RDG approximation seen
in pcq Fig. (8.4).
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Figure 8.8: Scattered intensity curves for the same aggregate as in Figs. (8.2)-(8.7),
except here the monomer size is varied as shown. Each curve is normalized by N2mC
sca
Ray as
calculated from Eq. (8.8) for the specific value of monomer size. Note that the curve for
the kRm  0.21 is scaled to unity and the same scale factor is applied to the other curves.
The aggregates considered so far are too small for the monomer crossover given in Eq.
(8.4) to appear. This is because q can reach a maximum value of 2k and hence can be insuf-
ficiently large to sense the crossover at q  1{Rm. Remember that λ cannot be arbitrarily
decreased in the DDA due to the limited fineness of the DDA lattice. Figure (8.9) shows
the normalized q-space curves for an aggregate of kRg  13.5, which is large enough to see
the monomer crossover, as indicated on the plot. The single orientation curve is also shown
to give one an idea of the importance of the orientational averaging in the appearance of
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these power-law features in the intensity curves.
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Figure 8.9: Normalized scattered intensity for the same aggregate as in the figures above,
except here the monomer size is increased to kRm  1.0, which displays the monomer
crossover.
8.3.2 Hybrid Superaggregates
Work by [88] shows that in some circumstances a system of growing DLCA aggregates can
result in aggregates of aggregates, called superaggregates. A unique feature of a superag-
gregate is that while the component aggregates have a fractal dimension of Df  1.8, the
superaggregate, overall, has a dimension of Df  2.6. Therefore, if the length scale interpre-
tation of the crossovers in q-space analysis is valid, this superaggregate hybrid morphology
should be apparent as a crossover in the power-law region of the scattering curves. The sim-
ulated superaggregate5 used in the following calculations has kRg  6.21 and Nm  4275
and is shown in plot paq of Fig. (8.10) and Fig. (8.11).
The difficulty, however, in applying the DDA to a superaggregate is that they are much
5This superaggregate was provided courtesy of Flint Pierce [84].
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larger than the aggregates considered thus far. Because orientational averaging must still
be done, the computational requirements of the DDA calculations exceeds what is currently
available in desktop computers. Consequently, a parallelized version of the DDA was de-
veloped and run on the supercomputers at the NASA High-End Computing (NASA HEC)
center. Even with this formidable computational resource, the following DDA-based super-
aggregate calculations severely suffer from poor lattice fineness and orientational averaging.
To gain some insight regarding the effect of DDA lattice fineness on the resulting scatter-
ing quantities, Fig. (8.10) shows the single orientation and orientational ensemble averaged
normalized q-space scattering curves for the superaggregate shown with two different DDA
lattices. In plot paq, the lattice is very coarse, with only one site (dipole) per monomer, i.e.
Ndda{Nm  1. Plot pbq shows a finer lattice with Ndda{Nm  116. Notice that as the lattice
fineness increases, the number of orientations Nori in the ensemble average decreases; this
is, again, due to the limitations of the computational resources available. One can see in
these plots that two power-law trends are indeed seen. This crossover seems to indicate the
presence of two fractal dimensions in the superaggregate. The crossover occurs roughly at
qRg  3, i.e., at a length scale corresponding to roughly one-third of the Rg of the super-
aggregate. Close inspection of the image of the superaggregate shown in plot paq, and Fig.
(8.11) below, does vaguely display a cluster-like appearance at this length scale. Moreover,
since the Df  1.8 length scale is expected to be smaller than the overall superaggregate
size, one would expect to see this fractal dimension appear at high q values in the scattering
curve6. The problem, however, is that the fractal dimension at smaller q, which should be
representative of the larger length scale morphology, is roughly twice the expected value of
Df  2.6. Judging from the monomer size parameter kRm  0.21 and the fineness of the
finest lattice [plot pbq], both of which are good values, the failure of the calculation to show
the Df  2.6 power-law is probably due to the poor orientational averaging, which includes
only Nori  75 orientations.
6Remember the inverse relationship between q and R.
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Figure 8.10: Normalized scattered intensity for a superaggregate. Plot paq shows the
fixed and orientationally averaged curve when a coarse DDA lattice is used to represent the
aggregate; Ndda{Nm  1, i.e., one lattice site per monomer. Plot pbq shows the same except
for a finer DDA lattice of Ndda{Nm  116. Notice that fewer orientations are used in plot
pbq as a consequence of the limited computational resources.
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Figure 8.11: Same as Fig. (8.3) except for the superaggregate in Fig. (8.10).
155
As a final consideration, Figs. (8.11) and (8.12) show the plots analogous to Figs.
(8.3) and plot paq of Fig. (8.4) for the superaggregate. These plots show rather large
deviations of the internal field from the RDG expectation. Overall, one can see that the
RDG approximation appears to be less valid for the superaggregate as compared to the
single aggregates above. The distribution in Fig. (8.12) is broader than the corresponding
single aggregate deviation in paq of Fig. (8.4). This behavior is somewhat expected since the
superaggregate is more compact overall as compared its constituent aggregate; this causes
stronger coupling between the monomers, resulting in greater deviations from the RDG
expectation.
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Figure 8.12: Same as plot paq of Fig. (8.4) except for the superaggregate in Figs. (8.11)
and (8.10).
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Chapter 9
Diffraction
“The effect is a general characteristic of wave
phenomena occurring whenever a portion of a
wavefront, be it sound, a matter wave, or light,
is obstructed in some way.”
-E. Hecht [59, p. 443]
The diffraction of a wave by an aperture in an planar opaque screen is one the oldest
problems in classical electromagnetic theory. The typical way to describe diffraction is
via Huygens’ principle, which gives the far-field wave behind the aperture in terms of a
superposition of fictitious wavelet sources spanning the aperture opening. Although the
Huygens’ principle explanation is mathematically simple and accurate for regions where one
is usually interested in its effects, i.e., the far-field, it is ultimately a misleading conceptual
model for the physical process responsible for diffraction.
A more realistic picture of diffraction is depicted in Fig. (9.1). The incident wave
induces surface current on the screen, which radiate to account for the observed reflected and
transmitted wave at r. In this sense the diffraction effect is manifest from the superposition
of the wavelet fields radiated by the induced currents on the screen and the lack of any
such current in the aperture. More interesting, perhaps, is that this surface current must
somehow cancel the incident wave in regions behind the screen where no wave is observed.
The objective in the following is to demonstrate that diffraction can be rigorously described
within the framework of the microphysical model. In the process, the familiar Huygens’
principle will be shown to be contained in the microphysical description as a consequence of
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Figure 9.1: Microphysical model of planar diffraction. The red arrows on the screen
represent induced surface current that radiate wavelets, shown by the spherical surfaces, to
the observation point.
Babinet’s principle and the far-field limit. Inherent to this microphysical description will be
the Ewald-Oseen extinction theorem, which is not contained in the simple Huygens’ picture,
and will be responsible for cancellation of the incident wave in the dark regions behind the
screen. The DDA will be used to simulate diffraction from an arbitrarily shaped aperture
and find the induced current on the aperture’s screen.
9.1 Infinite Plane
Before confronting the full treatment of an arbitrary aperture, it will be useful to consider
the case of no aperture, i.e., an infinitesimally thin complete opaque plate. Recall that this
situation is briefly considered in Sec. 2.3.2, where it is shown that a planar current sheet
radiates a transverse plane wave. The calculations leading to that result are based on the
microphysical model in that the total field is described in terms of the superposition of the
wavelets radiated by the surface current elements rather than by matching boundary con-
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ditions. Here the latter route is taken, which in comparison to the microphysical approach
of Sec. 2.3.2 will demonstrate the utility of the microphysical perspective in understanding
why the radiated wave takes the form that it does.
Consider the arrangement presented in Fig. (9.2). Here the plate lies in the x-y plane
passing through the origin. Illuminating the plate is the plane wave of Eqs. (3.1) and
(3.2), which strikes the plate normal to its surface and is polarized parallel to it, along
the x-axis. The meaning of “opaque plate” here is vague. Opacity represents the material
properties of the plate that are required in order to result in no transmission of the incident
wave. This can be achieved, for example, by a perfectly conducting (PC) material, or by
a perfectly absorbing (PA) material. Because of certain difficulties1 associated with the
theoretical description of PA materials, see [47, p. 183], the plate will be taken to be a
perfect conductor throughout this work.
Figure 9.2: Geometry and notation for the perfectly conducting infinite plate.
The sketch in Fig. (9.2) shows that the plate separates space into two regions; V pq
1Basically, the plate cannot be both perfectly absorbing and infinitesimally thin.
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denotes all space in front of the plate, and V p q behind the plate, i.e.,
r P
"
V pq z   0
V p q z ¥ 0.
(9.1)
The surface and surface normal for the plate are denoted by S and nˆ, respectively. It will
be assumed that the sources that produce the incident wave of Eqs. (3.1) and (3.2) are at
infinity in V pq.
Because the plate is perfectly conducting, there is no wave behind the plate in V p q. The
incident wave is reflected from the front side in V pq producing a standing wave there. This
recognition can be combined with the boundary conditions of Eqs. (1.40)-(1.43) to quickly
arrive at the total fields on each side of the plate. Let the field on either side of the plate
be denoted Epq and Ep q. Then, the boundary conditions give
nˆEp qprq  nˆEpqprq  0
nˆBp qprq  nˆBpqprq  µoKprq
*
r P S. (9.2)
The total fields are zero Ep q  Bp q  0 for points behind the plate r P V p q. In front of
the plate there is the superposition of the incident and reflected waves. Let the reflected
wave be given by
Erefprq  Einco exppikrnˆ
inc
 rˆq xˆ r P V pq, (9.3)
Brefprq 
k
ω
Einco exppikrnˆ
inc
 rˆq yˆ r P V pq, (9.4)
and the wave behind the plate
Ep qprq  0 r P V p q, (9.5)
Bp qprq  0 r P V p q. (9.6)
Then from Eqs. (3.1), (3.2), and (9.2), one finds that the surface current that must reside
on the plate to produce this field configuration is
Kprq 
2k
ωµo
Einco xˆ, r P S. (9.7)
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The total fields on either side of the plate are then
Eprq 
"
2iEinco sin pkr  nˆ
inc
q xˆ r P V pq
0 r P V p q,
(9.8)
Bprq 
"
2 k
ω
Einco cos pkr  nˆ
inc
q xˆ r P V pq
0 r P V p q.
(9.9)
One can see that the total fields in Eqs. (9.8) and (9.9) constitute a transverse standing
wave in V pq and zero wave in V p q as expected. This result is essentially the same as
the far more difficult calculations of Sec. 2.3.2, except here it is basically deduced from a
physical expectation of the form of the wave on either side of the plate in combination with
the boundary conditions.
The total wave represented as the superposition of the indent wave and scattered waves
Eprq  Eincprq  Escaprq,
shows that
Escaprq 
"
 rEincprqs

r P V pq
Eincprq r P V p q.
(9.10)
In addition, by comparing the surface current in Eq. (2.52) to (9.7), one finds that
Escaprq  Eincprq  Eplprq r P V p q.
When combined with Eq. (2.43), this reveals that the induced surface current of Eq. (9.7)
radiates a wave that travels away from the plate with the same magnitude as the incident
wave but shifted by π in phase. In front of the plate, the incident and scattered (radiated)
waves are counter-propagating and hence form a standing wave with a resulting magnitude
of twice either of the components waves. Behind the plate, however, the waves are co-
propagating and the phase shift causes them to cancel. One can then understand that it is
the radiation from the induced surface current that produces a wave that cancels the incident
wave behind the plate, resulting in no wave there. Therefore, the observation of a diffracted
wave behind the plate when an aperture is present will be seen to be a consequence of the
incomplete cancellation caused by the absence of induced current in the aperture; it is not
strictly an (aperture) “edge effect.”
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9.2 Arbitrary Apertures
Just as Eq. (2.26) is the fundamental relationship between a three-dimensional object’s
induced current density J and its scattered field, Eq. (2.43) is the analogous relation for
two-dimensional surface currents K and its corresponding scattered field. Then,
Eprq  Eincprq   iωµo
»
S
Ø
Gepr, r
1
q Kpr1q dS 1, (9.11)
is the complete solution to the Maxwell equations for the fields on either side of S. One can
readily derive the corresponding expression for the magnetic field following the last half of
Sec. 2.1.
Figure 9.3: Sketch like Fig. (9.2) except here an arbitrarily shaped aperture is present in
the screen.
There is a subtle issue associated with Eq. (9.11). The integral solution in the Green’s
function method relies on an application of the second vector-dyadic Green’s theorem. This
integral theorem is implicitly used in Sec. 2.1 to derive the VIEs but is not explicitly stated
there for the sake of brevity. The validity of the integral theorem relies on the continuity
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of the fields residing on either side of the integration surface. Since the aperture in the
infinitesimally thin screen creates such an edge, the fields at the aperture edge become
infinite [89, Sec. 1.5]. If the fields are also discontinuous across the contour defining the
edge, the integral theorem could become invalid. It turns out that although the fields are
infinite at the aperture edge, they are also continuous across the edge contour [89, p. 25].
The second vector-dyadic Green’s theorem is then not violated by the discontinuity in the
surface current at the aperture. The following will derive Eq. (9.11) directly from the
Maxwell equations using Green’s integral theorem.
Figure 9.4: Division of space surrounding the screen.
Let the planar surfaces representing an aperture and the screen be denoted by Sa and
Ss, respectively, see Fig. (9.3). The union of the screen and aperture surfaces makes
the complete planar surface of Fig. (9.2), i.e., Ss Y Sa  S. Now let the half-spaces on
either side of the screen be defined by the volumes V pq and V p q enclosed by the closed
hemispherical-cap surfaces shown in Fig. (9.4). These hemispherical-cap surfaces are formed
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by the joining together of circular planar surfaces Spq and Sp q with the open hemispherical
surfaces S
pq
8
and S
p q
8
of radius R
8
. The surface normals nˆ
pq
8
and nˆ
p q
8
to S
pq
8
and S
p q
8
,
respectively, point outward from the volume enclosed. The surface normals to the circular
planar segments nˆpq and nˆp q point inward into the volumes V pq and V p q, respectively.
The circular planar surfaces Spq and Sp q are oriented parallel to the screen surface Ss
and separated from it by a distance ǫ{2. The observation point r will be restricted in the
following to lie in either V pq or V p q.
Following the calculations given in Sec. 1.3, the Maxwell equations for points in V pq or
V p q can be combined into a single wave equation
∇∇Eprq  k2Eprq  0 r P V pq _ V p q. (9.12)
Recall that r is excluded from Ss since the surfaces enclosing V
pq and V p q are lifted off Ss
by ǫ{2, see Fig. (9.4).
Next consider the second vector-dyadic Green’s theorem [90]
»
V
!
Aprq 

∇∇
Ø
Cprq


Ø
Cprq 

∇∇Aprq

)
dr

¾
S
nˆ 
!
Ø
Cprq 

∇Aprq

Aprq 

∇
Ø
Cprq

)
dS, (9.13)
where S is a the surface bounding V and nˆ is the outward surface normal. Now make the
substitution
Aprq  Eprq,
Ø
Cprq 
Ø
Gepr, r
1
q,
in Eq. (9.13) and apply the integral theorem to all space R  V pqYV p q, which is bounded
by the hemispherical cap surfaces in the limit that ǫ Ñ 0 and R
8
Ñ 8. This is where the
tricky point appears. The electric field is infinite at the aperture edge and this singularity
is included in the parts of the total surface integral that cover the planar surfaces Spq and
Sp q in the limit ǫ Ñ 0. Moreover, the dyadic Green’s function explodes if the observation
point ever coincides with the integration point. This is why the space surrounding the screen
is partitioned in the bizarre way shown in Fig. (9.4). Since there are two volumes V pq and
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V p q, and four surfaces Spq, Sp q, S
pq
8
, and S
p q
8
, the above substitution results in the
following integral relation
»
V pqYV p q
!
Eprq 

∇∇
Ø
Gepr, r
1
q


Ø
Gepr, r
1
q 

∇∇Eprq

)
dr

»
S
pq
8
nˆpq
8

!
Ø
Gepr, r
1
q 

∇Eprq

Eprq 

∇
Ø
Gepr, r
1
q

)
dS

»
Spq
nˆpq 
!
Ø
Gepr, r
1
q 

∇Eprq

Eprq 

∇
Ø
Gepr, r
1
q

)
dS

»
Sp q
nˆp q 
!
Ø
Gepr, r
1
q 

∇Eprq

Eprq 

∇
Ø
Gepr, r
1
q

)
dS
 
»
S
p q
8
nˆp q
8

!
Ø
Gepr, r
1
q 

∇Eprq

Eprq 

∇
Ø
Gepr, r
1
q

)
dS
r R Ss ǫÑ 0, R8 Ñ8, (9.14)
Notice that since the surface normals nˆpq and nˆp q point into the volumes V pq and V p q,
they bring in a negative sign in two of the last integrals in Eq. (9.14). Next, using Eqs.
(1.22), (2.2), and (1.35), these integrals become, after some algebra,
»
V pqYV p q
Eprqδ pr r1q dr

»
S
pq
8
nˆpq
8

!
iω
Ø
Gepr, r
1
q Bprq Eprq 

∇
Ø
Gepr, r
1
q

)
dS

»
Spq
nˆpq 
!
iω
Ø
Gepr, r
1
q Bprq Eprq 

∇
Ø
Gepr, r
1
q

)
dS

»
Sp q
nˆp q 
!
iω
Ø
Gepr, r
1
q Bprq Eprq 

∇
Ø
Gepr, r
1
q

)
dS
 
»
S
p q
8
nˆp q
8

!
iω
Ø
Gepr, r
1
q Bprq Eprq 

∇
Ø
Gepr, r
1
q

)
dS
r R Ss ǫÑ 0, R8 Ñ8. (9.15)
Now assume that the infinite sheet has a limited but very large extent. Then, since the radius
R
8
of the hemispherical surfaces S
pq
8
and S
p q
8
goes to infinity, the vector and dyadic fields
appearing in Eq. (9.15) will vanish due to the Sommerfeld radiation conditions
lim
R
8
Ñ8
tR
8
r∇EpR
8
rˆq  ikrˆEpR
8
rˆqsu  0, (9.16)
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lim
R
8
Ñ8
tR
8
r∇BpR
8
rˆq  ikrˆBpR
8
rˆqsu  0, (9.17)
lim
R
8
Ñ8
!
R
8

∇
Ø
GepR8rˆ, r
1
q  ikrˆ
Ø
GepR8rˆ, r
1
q
)
 0. (9.18)
Combining Eq. (9.15) with (9.16)-(9.18) and interchanging r and r1, which means that
∇Ñ∇1, one finds
»
V pqYV p q
Epr1qδ pr1  rq dr1
 
»
Spq
nˆpq 
!
iω
Ø
Gepr
1, rq Bpr1q Epr1q 

∇
1

Ø
Gepr
1, rq

)
dS 1

»
Sp q
nˆp q 
!
iω
Ø
Gepr
1, rq Bpr1q Epr1q 

∇
1

Ø
Gepr
1, rq

)
dS 1
r R Ss ǫÑ 0. (9.19)
Evaluating the integral on the right-hand side and using Eq. (2.13), one finds
Eprq  
»
Spq
nˆpq 

iω
Ø
Gepr
1, rq Bpr1q Epr1q 
Ø
Gmpr, r
1
q

dS 1

»
Sp q
nˆp q 

iω
Ø
Gepr
1, rq Bpr1q Epr1q 
Ø
Gmpr, r
1
q

dS 1
r R Ss ǫÑ 0. (9.20)
Next, one can show that
nˆ 

Ø
Gepr, r
1
q Bpr1q

 
Ø
Gepr, r
1
q  rnˆBpr1qs ,
nˆ 

Epr1q 
Ø
Gmpr
1, rq

 
Ø
Gmpr
1, rq  rnˆEpr1qs ,
so that Eq. (9.20) becomes
Eprq 
»
Spq
!
iω
Ø
Gepr
1, rq 

nˆpq Bpr1q


Ø
Gmpr
1, rq 

nˆpq Epr1q

)
dS 1
 
»
Sp q
!
iω
Ø
Gepr
1, rq 

nˆp q Bpr1q


Ø
Gmpr
1, rq 

nˆp q Epr1q

)
dS 1
r R Ss ǫÑ 0. (9.21)
In the limit that ǫÑ 0, the surfaces Spq and Sp q snap onto the planar surface formed by
the union of the sheet and aperture Ss and Sa, respectively. Taking this limit and noticing
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that nˆpq  nˆp q  nˆ, recall Figs. (9.2) and (9.4), one finds that Eq. (9.23) becomes
Eprq 
»
S
!
iω
Ø
Gepr, r
1
q 

nˆBp qpr1q  nˆBpqpr1q

 
Ø
Gmpr, r
1
q 

nˆEp qpr1q  nˆEpqpr1q

)
dS 1 r R Ss, (9.22)
where the relations
Ø
Gepr
1, rq 
Ø
Gepr, r
1
q and
Ø
Gmpr
1, rq  
Ø
Gmpr, r
1
q have been used, and
the notation Epq and Ep q denotes the field values on Spq and Sp q, respectively. Using the
boundary conditions of Eqs. (1.40) and (1.41), and noticing that there is no discontinuity
in the incident fields across the screen, one finds that
Eprq  Eincprq   iωµo
»
Ss
Ø
Gepr, r
1
q Kpr1q dS 1 r R Ss, (9.23)
which is Eq. (9.11).
Equation (9.23) does not yet solve anything; it is an integral equation that gives the
total electric field on either side of the screen in terms of the surface current on the screen.
The surface current must still somehow be found, and this will be the point behind the
application of the DDA later. The problem, however, is that the DDA is a numerical
technique and as such cannot be directly applied to Eq. (9.23) since the screen is infinite in
extent. This issue is resolved in the next section using Babinet’s principle.
9.3 Babinet’s Principle
The reflection symmetry of the planar diffraction problem, the perfect conductor limit of the
screen material, and the duality of the Maxwell equations yield the Babinet principle [6, 91].
This principle allows an exact transformation of the infinite-in-extent screen problem into a
finite-in-extent complimentary problem, the latter of which can be treated with the DDA.
The following will derive the full form of Babinet’s principle. Note that this is largely based
on [91, Sec. 4.4].
Consider the screen shown in Fig. (9.2). This configuration will be called the original
problem, or configuration paq, and is shown again in paq of Fig. (9.5). The complimentary
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Figure 9.5: The original problem paq, and the complimentary problem pbq, used in the
formulation of Babinet’s principle for locations on the back side of the screen.
configuration, also called configuration pbq, is shown in pbq of Fig. (9.5) and is formed by
removing the screen and making the aperture a screen, or aperture-obstacle. Notice in this
latter configuration that the polarization of the incident wave is rotated by π{2 in the
right-handed sense. The notation S
paq
a and S
paq
s denotes the surfaces for the aperture and
screen in the original problem, i.e. Fig (9.5) sketch paq. Likewise for S
pbq
a and S
pbq
s in the
complimentary problem, sketch pbq of Fig (9.5). For the configuration in Fig (9.5) sketch
paq, let
Eaprq  E
inc
a prq  E
sca
a prq, (9.24)
Baprq  B
inc
a prq  B
sca
a prq, (9.25)
where the notation Ea denotes the field quantity for configuration a. From Eqs. (1.40) and
(1.41), the boundary conditions at the screen surface give
nˆEaprq  0 r P S
paq
s , (9.26)
nˆBaprq  nˆB
inc
a prq r P S
paq
a , (9.27)
where Eq. (9.26) is the PC boundary condition, whereas Eq. (9.27) is shown by [91, p. 280]
168
to be due to symmetry.
Next consider the complimentary problem, sketch pbq in Fig. (9.5). Let
Ebprq  E
inc
b prq  E
sca
b prq (9.28)
Bbprq  B
inc
b prq  B
sca
b prq, (9.29)
and the boundary conditions give
nˆEbprq  0 r P S
pbq
a (9.30)
nˆBbprq  nˆB
inc
b prq r P S
pbq
a . (9.31)
By comparing the direction of the incident fields in paq and pbq of Fig. (9.5) and using Eqs.
(2.58) and (2.59), one finds the following relationship between the fields in configurations
paq and pbq,
Eincb prq  
ω
k
Binca prq, (9.32)
Bincb prq 
k
ω
Einca prq. (9.33)
Consider the following substitutions, based on the duality of the Maxwell equations,
Escab prq Ø
ω
k
Baprq as S
pbq
a Ø S
paq
a r P V
p q (9.34)
Bscab prq Ø 
k
ω
Eaprq as S
pbq
s Ø S
paq
s r P V
p q, (9.35)
where it is important to note that that observation point is restricted to V p q. The Maxwell
curl equations that must be satisfied in V p q by the fields of Eqs. (9.24), (9.25), (9.28), and
(9.29) are
∇Eaprq  iωBaprq, (9.36)
∇Baprq  iωµoεoEaprq, (9.37)
and
∇Ebprq  iωBbprq, (9.38)
∇Bbprq  iωµoεoEbprq. (9.39)
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By making the substitutions in Eqs. (9.34) and (9.35) in Eqs. (9.36) and (9.37), one obtains
∇Bscab prq  iωµoεoE
sca
b prq r P V
p q, (9.40)
∇Escab prq  iωB
sca
b prq r P V
p q, (9.41)
which are exactly the Maxwell equations satisfied by the scattered fields of the complimen-
tary problem in pbq of Fig. (9.5). Moreover, using Eqs. (9.34) and (9.35) again, one can
verify that the boundary conditions of configuration paq are satisfied by the scattered fields
of configuration pbq given that S
paq
a Ñ S
pbq
a and S
paq
s Ñ S
pbq
s . This result is Babinet’s princi-
ple; the scattered fields of configuration pbq are solutions to the Maxwell equations for the
total fields of configuration paq. This means that one can solve the complimentary problem,
then use the substitutions in Eqs. (9.34) and (9.35) to automatically get the solution for
the original problem. This is nice since the complimentary problem involves a finite screen,
the aperture obstacle, as opposed to the infinite screen in the original problem. This then
permits use of numerical techniques like the DDA to find the induced surface current.
Combination of Eqs. (9.34) and (9.35) with the boundary condition of Eq. (1.40) and
the symmetry relations of [91, p. 280] yields the induced surface current on the screen in
configuration paq
Kaprq 
2k
ωµo
nˆEscab prq  
2k
ωµo
Einca prq r P S
paq
s (9.42)
The problem is now finally solved. The DDA can be applied to the complimentary
problem pbq to find the scattered field, which can then be fed into Eq. (9.42) to obtain
the current induced in the original screen in configuration paq. Once the current is known,
it can be used in Eq. (9.23) to get the diffracted wave on either side of the screen in the
original problem. Notice that Babinet’s principle is an exact transformation between the
original problem and its compliment. There are no approximations needed in its derivation
and hence its use to solve the diffraction problem in combination with the DDA will not
introduce errors into the final solution beyond those inherent to the DDA.
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9.4 Reduction to Huygens Principle
It is now possible to show how the familiar Huygens principle is contained in Eq. (9.23).
The scattered field due to the screen in Fig. (9.3) is given by this equation as
Escaprq  iωµo
»
Ss
Ø
Gepr, r
1
q Kpr1q dS 1 r R Ss. (9.43)
Next, recall from Eq. (9.34) that the scattered field due to configuration pbq is related
through Babinet’s principle to the total field of configuration paq. Let the surface current
induced on the screen in configuration paq, S
paq
s , be denoted by Ka, and Kb for configuration
pbq, i.e. the aperture-obstacle current. Then Eq. (9.43) applied to these two currents sources
read
Escaa prq  iωµo
»
S
paq
s
Ø
Gepr, r
1
q Kapr
1
q dS 1 r R Spaqs , (9.44)
and
Escab prq  iωµo
»
S
pbq
a
Ø
Gepr, r
1
q Kbpr
1
q dS 1 r R Spbqa . (9.45)
But from Eq. (9.34), Eq. (9.45) is equivalent to pω{kqBa. Then,
Baprq  ikµo
»
S
pbq
a
Ø
Gepr, r
1
q Kbpr
1
q dS 1 r R Spbqa . (9.46)
The total electric field for configuration paq follows from Eq. (9.46) from the Maxwell curl
equation (1.22), giving
Eaprq  
ωµo
k
»
S
pbq
a
Ø
Gmpr, r
1
q Kbpr
1
q dS 1 r R Spbqa , (9.47)
where Eq. (2.13) has been used. Equations (9.46) and (9.47) are exact relations and
demonstrate that the total fields for configuration paq can be expressed in terms of the
current induced on the screen in configuration pbq.
Substantial simplification of Eq. (9.47) results if the far-field form of the dyadic Green’s
functions are used. The results are
Eaprq  iωµo
exppikrq
4πr
»
S
pbq
a
rˆKbpr
1
q exp pikrˆ  r1q dS 1 kr Ñ 8, (9.48)
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and
Baprq  ikµo
exppikrq
4πr
»
S
pbq
a

Ø
I  rˆb rˆ
	
Kbpr
1
q exp pikrˆ  r1q dS 1 kr Ñ8. (9.49)
The next major simplification results from approximating the induced surface current
Kb. One possibility would be to assume that this current is the same as that which would
occupy the same area as S
pbq
a on the complete infinite plate. This is equivalent to replacing
the total field at the surface S
pbq
a in configuration pbq by the incident field only, and is the
essence of the Kirchhoff approximation. Notice the similarity with this approximation and
the Rayleigh-Debye-Gans approximation of Ch. 7. Then, with the help of Eq. (9.7)
Kbprq  
2k
ωµo
Einco r P S
pbq
a ,
or, more explicitly,
Kbprq  
2k
ωµo
Einco yˆ r P S
pbq
a . (9.50)
Equations (9.48) and (9.49) then
Eaprq  2ikεoE
inc
o
exppikrq
4πr
prˆ yˆq
»
S
pbq
a
exp pikrˆ  r1q dS 1, (9.51)
and
Baprq  2i
k
ω
Einco
exppikrq
4πr
ryˆ  prˆ  yˆq rˆs
»
S
pbq
a
exp pikrˆ  r1q dS 1. (9.52)
A check of these expressions is to expand the aperture-obstacle S
pbq
a until it becomes an
infinite plate, which corresponds to the screen vanishing in configuration paq. One should
then recover the incident field from Eqs. (9.51) and (9.52). Notice, thought, that expanding
S
pbq
a in this way violates the far-field conditions of Eq. (4.13)-(4.15), which are used to derive
Eqs. (9.51) and (9.52). With the help of Sec. 4.2, it can be shown that the term
exppikrq
r
»
S
pbq
a
exp pikrˆ  r1q dS 1,
appearing in Eqs. (9.51) and (9.52) is the far-field approximation of
»
S
pbq
a
exppikrq
r
dS 1
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where r  r r1. Also remember Fig. (2.1). Then,
»
S
pbq
a Ñ8
exppikrq
r
dS 1  
2π
ik
exppikzq, (9.53)
where use has been made of the specific orientation of the integration surface, i.e. S
pbq
a coin-
ciding with the x-y plane through the origin. With this consideration and the calculations
in Sec. 2.3.2, one can eventually show that Eqs. (9.51) and (9.52) become
Eaprq  E
inc
o exppikzq xˆ,
and
Baprq 
k
ω
Einco exppikzq yˆ,
which are the incident fields as expected.
Figure 9.6: Detector plane.
Now consider the energy flow at the observation point due to the scattered wave, given
by Eq. (3.28)
xSscaprqyt 
1
2µo
Re
!
Escaprq  rBscaprqs

)
.
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Combining this with Eqs. (9.51) and (9.52) gives
xSscaprqyt 
1
2π

Einco
r

2
εo
µo
|F prˆq|
2 
rˆ prˆ  yˆq
2
rˆ

, (9.54)
where
F prˆq 
»
S
pbq
a
exppikrˆ  r1q dS 1. (9.55)
Equation (9.54) can be cast into a far more familiar form by considering only the com-
ponent of the energy flow that is directed into a detection plane parallel to the screen
and separated from it by a distance R as shown in Fig. (9.6). This component is the
z-component, and so, the intensity of the far-field scattered wave on the detector plane is
given by
Iprq  R2xSscaprqyt  zˆ, (9.56)
which when combined with Eqs. (9.54) and (9.55) gives
Iprq 
1
2π
 
Einco
2

εo
µo
|F prˆq|
2
. (9.57)
Now notice that since the screen is in the z  z1  0 plane, Eq. (9.55) can be expressed as
F prˆq 
»
S
pbq
a
exppikz1  ikrˆ  r1q dS 1. (9.58)
But
z1  r1  nˆinca ,
which when combined with Eq. (9.58) gives
F prˆq 
»
S
pbq
a
exp rikqprˆq  r1s dS 1, (9.59)
where q is the scattering wave vector of Eq. (7.2). Now recall the Fourier transform pair of
Eqs. (1.16) and (1.17) in the context of Eq. (9.59),
F pqq 
1
2π
»
R2
fpr1q exp rikqprˆq  r1s dr1, (9.60)
and
fprq 
1
2π
»
Q2
F pqq exp rikqprˆq  rs dq, (9.61)
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where R2 and Q2 denote all of the two-dimensional real and q-space. Next define an aperture
function A as
Aprq 
#
1 r P S
pbq
a
0 r R S
pbq
a .
(9.62)
Then Eq. (9.59) can be expressed as
F pqq 
1
2π
»
R2
Apr1q exp rikqprˆq  r1s dr1, (9.63)
so
Iprˆq
Ipnˆincq





»
R2
Apr1q exp rikqprˆq  r1s dr1




2
, (9.64)
which is Huygens principle. Notice that these equations describe the far-field diffracted
intensity in a way that appears as though there are wavelet sources covering the aperture
opening; these are the fictitious sources discussed at the beginning of this chapter.
Equation (9.64) is the classic result that the far-field distribution of intensity due to
the aperture is given by the aperture’s Fourier transform into q-space. The major elements
ultimately responsible for this result are Babinet’s principle and the far-field limit. Babi-
net’s principle permits a mathematically equivalent description of the fields radiated by
the screen’s current as the field due to the currents in the complimentary problem. This
equivalence is due to the duality of the Maxwell equations and the infinite-in-extent two-
dimensional planar geometry of the screen. The fictitious spherical wave sources that span
the aperture in the Huygens description are a consequence of this mathematical connection
between the real currents induced on the screen and its fictitious compliment. The appear-
ance of the Fourier transform in Huygens’ principle is a consequence of the VIE (9.11) and
the form that the Green’s function takes in the far-field limit.
9.5 Examples
As mentioned above, the DDA can be used to find the current induced on the screen and
calculate the scattered wave. Because of the infinite extent of the screen this must be done
indirectly via Babinet’s principle by applying the DDA to the complimentary configuration
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pbq in Fig. (9.5). Application of the DDA to these complimentary configurations is done
by discretizing the aperture-obstacles S
pbq
a and S
pdq
a on a square grid into square surface
elements ∆Si represented by electric dipole moments pi, recall Ch. 5. The polarizability of
the dipole moments is given by Eq. (5.12) in the limit m Ñ 8, i.e., the PC limit. Once
the coupling between the dipoles has been determined by solving the DDA matrix equation
(5.15), the dipole moments are related to the induced surface current in analogy to Eq.
(2.53) as
Kpriq∆Si  iωpi. (9.65)
Figure (9.7) shows an infinite screen with a powercat aperture. The illumination configura-
tion is the same as Fig. (9.3) and the detector plane is the same as Fig. (9.6). The largest
dimension of the aperture is l  8.6λ. Shown in Fig. (9.8) is the deviation of the induced
surface current on the aperture-obstacle, Kpaq, from the Kirchhoff expectation. The color
code in the plot displays the magnitude of this deviation,
|Kincprq| 

Kpbqprq


|Kincprq|
, (9.66)
whereKinc is the current that would be induced by the incident field only. The vectors shown
in Fig. (9.8) display the direction of the full induced current, i.e., not the direction of the
Kirchhoff-relative current deviation. Notice that the current-deviation on the complimentary
aperture-obstacle points along the y-axis. This is because of the rotation of the polarization
of the incident wave in the complimentary configurations in Babinet’s principle. One can
see that, overall, the current deviations are greatest near regions with sharp points.
The current on the Powercat screen, Kpaq, is found from the DDA via Eqs. (9.42) and
(9.65). In analogy to Fig. (9.8), the Kirchhoff-relative current deviation for the screen
current is shown in Fig. (9.9). The color shades in this case are calculated from Eq. (9.66)
with Kpaq substituted for Kpbq in that equation. Remember that the vectors in this plot
show the direction of the current, not of the deviation. The qualitative behavior of the
current here is similar to that of the aperture-obstacle, except one can also see a rippled
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Figure 9.7: Powercat shaped aperture in an infinite perfectly conducting screen.
structure emanating away from the aperture-opening with spacing that is roughly the same
as the vacuum wavelength.
Figures (9.10) and (9.11) show the near and far-field scattered wave intensity on the
detector plane shown in Fig. (9.6). In the near-field, the screen-to-detector separation is
R  λ, and in the far-field case the separation is R  425λ. One can verify that this latter
case satisfies Eqs. (4.13)-(4.15). Superimposed on the intensity distributions is the outline
of the projection of the aperture onto the detector plane. In the far-field case, Fig. (9.11),
one can see that the expected qualitative Fourier transform like behavior of the intensity
distribution is present; it is narrowed along the widest aspect of the aperture and widened
along the narrowest aspect of the aperture.
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Figure 9.8: Kirchhoff-relative surface current induced on the complimentary Powercat
aperture-obstacle corresponding to Fig. (9.7). The color shades indicate the current mag-
nitude deviation according to Eq. (9.66), whereas the vectors indicate the direction of the
current, not the direction of the deviation.
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Figure 9.9: Kirchhoff-relative surface current induced on the Powercat screen of Fig. (9.7).
Recall the discussion in Fig. (9.8) relating to Eq. (9.66).
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Figure 9.10: Near-field diffraction from Powercat aperture. The detector plane is separated
from the screen by R  λ as shown in Fig. (9.6). The red outline represents the projection
of the Powercat aperture onto the detector screen, recall Fig. (9.7).
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Figure 9.11: Same as in Fig. (9.10) except for the far-field zone, where the screen-detector
separation is R  425λ.
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9.6 Discussion
Diffraction is typically described as the deviation of light from rectilinear propagation as it
passes by a edge of an opaque obstacle [59, p. 443]. In other words, diffraction is the bending
of light around an edge or corner. Unlike the bending associated with refraction, diffraction
usually refers to this bending as it occurs in vacuum. This definition of diffraction is basically
phenomenological. The calculations and concepts in this chapter, however, provide one with
a more physically explicit explanation for how the physical effects associated with diffraction
occur.
Recall Sec. 9.1 where the fields on either side of an infinite perfectly conducting thin
plate are found. The total fields behind the plate are zero, not because the plate “blocks”
the wave, but because the wave induces a surface current on the plate that is just right in
direction and magnitude such that it radiates a secondary wave that exactly cancels the
incident wave. The energy density eliminated from the half-space behind the plate V p q
due to this cancellation appears on the front side V pq in the form of a standing wave with
twice the magnitude (and energy density) as the incident wave. Thus, energy is conserved,
and the redistribution of the energy is facilitated by the phase shift in the induced current
relative to the incident wave.
When an aperture is cut into the infinite plate, making it the screen, the current induced
on the the screen is disturbed from what is otherwise expected. This is what is seen in Fig.
(9.9). The absence of current in the aperture means that the delicate cancellation of the
incident wave becomes incomplete resulting in a nonzero wave magnitude behind the screen.
This is the unorthodox view of diffraction. The “bending” of light around the aperture edge
is actually a consequence of the superposition of the incident wave with the wavelets radiated
from the differential surface elements of induced current everywhere on the screen.
Scattering and diffraction are often referred to as though they represent different physical
effects: Sunlight scatters from an ice crystal in the atmosphere, but a laser beam diffracts
from a thin slit in a metal sheet. The microphysical view of diffraction makes no such
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distinction. The reality is that scattering and diffraction are not fundamentally separate
physical effects but are one in the same; both are consequences of the way that the object’s
wavelet sources couple and radiate secondary waves that superimpose to establish the ob-
served fields. Although this view of diffraction and scattering may seem somewhat pedantic,
one will see in Ch. 11 that retaining the mindset that diffraction and scattering are somehow
separate effects prevents one from correctly explaining the cause of the extinction paradox.
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Chapter 10
Extinction and the Optical Theorem
“...the actual extinction process is not a block-
ing of the wave but a subtle interference phe-
nomenon.”
-H. C. van de Hulst [47]
Chapter 3 introduces and derives general expressions for the total cross sections for an
arbitrary particle. The considerations there are largely mathematical in nature and touch on
only several aspects of the physical significance of the cross sections. The work in this chapter
revisits the cross sections, especially the extinction cross section, but does so in a context
more aligned with measurements. The extinction due to a single particle is presented,
and a conceptual phase-based explanation for the related optical theorem is developed.
Simulations of the energy flow caused by a particle in a beam of light demonstrate how the
extinction process occurs. It is shown that extinction does not necessarily cause a reduction
of the energy flow along the exact forward direction, which is contrary to how extinction
is typically described. Implications regarding the measurement of the cross sections are
discussed. The single-particle work is extended to non-interacting and fully-interacting
multi-particle groups. From this one sees how the forward angle character of the well-known
Beer’s law is a consequence of the presence of multiple particles.
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10.1 Theory and Meaning of Extinction
Consider the situation depicted in Fig. (10.1). The sketch labeled (a) shows a detector
with its sensitive face exposed to the energy flow of an oncoming collimated beam of light.
This beam is considered the incident wave and propagates in the “forward direction.” Now
consider the sketch labeled (b). Here a particle is present as indicated by P. The detector
is assumed to be in the particle’s far-field zone. With the particle present, the incident
wave no longer exists due interactions with the particle as described in Sec. 1.7; the wave
is replaced by a new wave, referred to as the total wave, that propagates and carries energy
in all directions and hence accounts for the scattering of the incident beam. Energy can
also be absorbed by the particle’s material and this absorption accounts for a net flow of
energy into the particle’s interior. Energy flows due to scattering and absorption are both
figuratively illustrated in Fig. 10.1(b) and are associated with a reduction of the power
received by the detector facing into the forward direction as shown. Extinction is the effect
that is associated with the reduction of the power received by this detector when a particle is
present.
The essence of extinction is the conservation of energy. Analogs of the above example
and the related optical theorem occur in acoustical and quantum-mechanical scattering [92].
Extinction has received extensive consideration in the literature because of its fundamental
nature [2, p. 3, Secs. 2.5, 2.8], [47, Secs. 4.21, 4.22, 4.3], [37, Secs. 3.4, 11], [42], [93, 94],
[95, Ch. 5]. Despite this attention, however, a careful graphically-based examination of how
extinction occurs and the subtle details of its theoretical description, including the optical
theorem, have yet to be presented. The exposition given in this chapter will study extinction
in the context of single and multi-particle systems and will result in a new understanding.
For example, extinction is often described as the reduction of the energy flow along the
forward direction due to scattering and absorption. Indeed, this is consistent with the
operational definition of extinction embodied by Fig. (10.1) above. However, it will be
shown that extinction does not necessarily result in a reduction of the total energy flow
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Figure 10.1: Effect of extinction as described by two measurements. Sketch (a) shows a
detector with its sensitive face looking into the incident beam when no particle is present.
Sketch (b) shows the same situation with a particle present and labeled by P. The energy
flows corresponding to the incident and scattered waves, and the flow into the particle due
to absorption, are both figuratively indicated.
along the exact forward direction, and can sometimes result in the enhancement of this flow.
This forward-flow behavior is not only consistent with, but is requisite for, the conservation
of energy. The measurements pertaining to Fig. (10.1) will be revisited, and the familiar
characteristic of extinction as reducing the power received by a detector will be shown to
be a consequence of the detector having a finite size.
10.2 Mathematical Background
Suppose that a single particle, which is illuminated by the incident wave of Eqs. (3.1)
and (3.2), is centered at the origin and surrounded by vacuum1. Surrounding the particle
is the large imaginary spherical surface Sen of radius Ren introduced in Sec. 3.1. Here,
however, this surface is large enough that points on it satisfy the far-field conditions of Eqs.
(4.13)-(4.15) and r is restricted to points on Sen in the following for simplicity.
1See [38, 41, 96] for generalizations to the case when the particle resides in an absorbent medium.
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Because r satisfies the far-field conditions on Sen, the scattered wave is a transverse
outward-traveling spherical wave, recall Sec. 2.3.1. This results in the simple scattering
amplitude form for the scattered electric field given by Eq. (4.17)
Escaprq 
exppikrq
r
Escao prˆq. (10.1)
Note that the scattering amplitude Escao is exactly the same as E
sca
1 of Eq. (4.17); the
subscript has been changed to avoid notational confusion when dealing with multiple-particle
groups later. The magnetic field follows from Eq. (10.1) via the transverse nature of the
far-field scattered wave,
Bscaprq 
k
ω
exppikrq
r
rˆEscao prˆq . (10.2)
Now the microphysical model is introduced by expressing the scattering amplitude in
terms of the far-field limit of the VIE, i.e. Eq. (7.6),
Escaprq 
k2
4π
exppikrq
r
pm2  1q
»
V int

Ø
I  rˆb rˆ
	
Eintpr1q exppikrˆ  r1q dr1 kr Ñ8,
which from Eq. (10.1) gives
Escao prˆq 
k2
4π
 
m2  1


Ø
I  rˆb rˆ
	

»
V
Eintpr1q exppik r1  rˆq dr1. (10.3)
Recall from Sec. 4.2, that Eqs. (10.1)-(10.3) effectively describe the particle as a point at the
origin, where the entire angular variability of the fields is now contained in the r-independent
scattering amplitude Escao .
The transport of energy in an electromagnetic wave is given by the Poynting vector,
which in its time-averaged form is related to the fields by Eq. (1.45). The units of the
Poynting vector are energy/(areatime) and hence describe an energy flux, or flow. In the
following when comparisons to measurement are made, the component of xSyt directed into
the sensitive face of a detector and integrated over the face will be taken to represent the
detector’s response, recall Sec. 1.5.
From Eqs. (3.3) and (3.4), Eq. (1.45) factors into three distinct terms
xSprqyt  xS
inc
prqyt   xS
sca
prqyt   xS
cross
prqyt, (10.4)
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where,
xSincprqyt 
1
2µo
Re
!
Eincprq 

Bincprq


)
, (10.5)
xSscaprqyt 
1
2µo
Re
!
Escaprq  rBscaprqs

)
, (10.6)
xScrossprqyt 
1
2µo
Re
!
Eincprq  rBscaprqs

 Escaprq 

Bincprq


)
. (10.7)
Equation (10.5) describes the energy flow at r due to the incident wave and Eq. (3.28),
which is identical to Eq. (3.28), describes the flow due to the scattered wave. Notice that
the cross term of Eq. (10.7) involves products of the fields of both the incident and scattered
waves; this shows that xScrossyt describes the portion of the total energy flow at r due to
the interference of the two waves.
Electromagnetic energy will be removed from the wave if the particle’s material is ab-
sorbent. This loss constitutes a net inward flow through Sen given by [2, p. 57]
W abs  
¾
Sen
xSprqyt  rˆ dS . (10.8)
The quantity W abs gives the total power absorbed within the particle and is either positive
or zero. Using Eq. (10.4), this becomes
W abs W inc W sca  W cross, (10.9)
where
W inc  
¾
Sen
xSincprqyt  rˆ dS , (10.10)
W sca 
¾
Sen
xSscaprqyt  rˆ dS , (10.11)
W cross  
¾
Sen
xScrossprqyt  rˆ dS . (10.12)
The quantity W inc gives the net power crossing Sen due to the incident wave, which is zero
since the incident wave carries as much energy per unit time into the volume bounded by
Sen as it carries out of the volume, see [44, p. 50] and [2, p. 57]. The quantity W
sca gives
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the net power crossing Sen due to the outward-traveling scattered wave and is either positive
or zero. With W inc  0, Eq. (10.9) now reads
W cross W sca  W abs. (10.13)
This is the conservation of energy as it pertains to the energy content of the scattered wave,
the interference between the incident and scattered waves, and the energy absorbed by the
particle.
To understand the meaning of W cross let the volume of space inside of Sen, including
the particle, define the so-called system [6, p. 77-78]. Equation (10.13) then shows that
W cross is equal to the net power lost by the system due the outward traveling scattered
wave and absorption within the particle. This net loss is extinction and it is a statement
of the conservation of energy. Notice that the definition of extinction makes no explicit
reference to any requisite attenuation of the net energy flow along the forward direction.
This is evident from the clear dependence in Eqs. (10.11) and (10.12) on all directions.
The scattering, absorption, and extinction cross sections Csca, Cabs and Cext are defined
from W sca, W abs, and W cross, respectively, by normalizing the latter by the energy flux of
the incident wave I inc  pǫo{µoq
1{2
|Einco |
2
{2. An important relation for the extinction cross
section, the optical theorem, is derived by combining Eqs. (10.7) and (10.12) to give
W cross  
1
2µo
Re
¾
Sen
!
Eincprq  rBscaprqs

 Escaprq 

Bincprq


)
 rˆ dS . (10.14)
The plane wave exponentials that appear in Eq. (10.14) through Einc and Binc, recall Eqs.
(3.1) and (3.2), can be expanded as
exppikrrˆ  nˆincq  4π
8
¸
l0
il jlpkrq
l¸
ml
Y lmprˆqYlmpnˆ
inc
q, (10.15)
where jl are spherical Bessel functions of the first kind and order l, and Ylm are spherical
harmonics, see [2, App. A]. By taking the limit that the observation point goes to infinity,
the large-argument form of the spherical Bessel functions can be used in combination with
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the completeness relation for the spherical harmonics to reduce Eq. (10.15) to
exppikrrˆ  nˆincq  2πi

δprˆ  nˆincq
exppikrq
kr
 δprˆ nˆincq
exppikrq
kr

kr Ñ8. (10.16)
Combining Eq. (10.14) with Eq. (10.16) using Eqs. (3.1), (3.2), (10.1), and (10.2), and re-
membering that Cext  W cross{I inc shows that the extinction cross section can be expressed
as
Cext 
4π
k|Einco |
2
Im
 
Einco E
sca
o pnˆ
inc
q
(
. (10.17)
Equation (10.17) is the optical theorem; it relates the extinction cross section to the imagi-
nary part of the scattering amplitude evaluated in the forward direction. An alternative way
to arrive at the optical theorem from Eq. (10.14) is to use Jones’ lemma, which utilizes the
method of stationary phase to evaluate Eq. (10.14) in the limit that kr Ñ8, see [24, App.
12]. Regardless of how it is derived, the optical theorem requires the limit kr Ñ 8. This
point serves as a reminder that the theorem is only approximate in the far-field and becomes
strictly valid only at infinity. In addition, the incident wave must be planar otherwise Eq.
(10.17) can fail, e.g., see [97].
10.3 Subtle Nature of Extinction
Much of the present understanding of extinction and the physical meaning of the optical
theorem traces to van de Hulst [47, 98]. In that work, the removal of energy from the
incident wave is claimed to be due to the interference of the incident and scattered waves
in only the “neighborhood of the forward direction.” When looking closer however, several
questions arise. If extinction is to be regarded as the combined effect of scattering and
absorption, as Eq. (10.13) implies, then
• why does the optical theorem show no apparent account for absorption, and
• why does the optical theorem involve only the forward direction when the scattered
wave, upon which the theorem depends, has energy flow in all directions?
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Here the answers to these questions are summarized and the sections to follow give detail
to these answers.
The dependence of extinction on a particle’s absorption is hidden in the scattering am-
plitude Escao . The VIE shows that the scattering amplitude depends on the specific structure
of the particle’s internal electric field. The magnitude and direction of this field is affected
by the absorptive properties of the particle’s material.
The forward direction dependence of the optical theorem is a result of the way that
the incident and scattered waves interfere. Equations (10.7), (10.12) and (10.13) show that
the extinction caused by the particle is given by the component of the interference energy
flow that passes through Sen in all directions. Below it is shown that this flow alternates
between inward and outward through Sen as a function of direction. Moreover, it is shown
that the angular distribution of the alternating flow changes with distance from the particle
in the far-field in every direction except the exact forward direction. Because a particle’s
extinction cross section must ultimately be independent of the distance from the particle,
as proven in Ch. 3, one can conclude that the optical theorem should then depend only on
the forward direction, cf. [99, 100].
10.4 Interference
Consider the formulation of Eq. (10.12) as being the cross term between the incident and
scattered waves, i.e., the interference of these two waves [95]. Figure (10.2) qualitatively
shows how the planar incident wave and the scattered spherical wave interfere2 in the far-
2Confusion can arise when trying to identify the surfaces of constant phase of the far-field scattered
wave. Clearly, the term exppikrq{r in Eq. (10.1) is constant in both magnitude and phase on spherical
surfaces centered on the origin. One can see from Eq. (10.3) that Escao will, in general, vary in magnitude
and phase on these same spherical surfaces. One could take the surfaces of constant phase of the wave
to be spheres and then regard Escao as a complex-valued angular weighting function that varies over these
surfaces. Alternatively, one could use Euler’s formula to express the right-hand side of Eqs. (10.1) or (10.2)
as rAprˆq{rsexpriφprˆqs where both A and φ are real-valued functions of direction and independent of r. In
this case the surfaces of constant φprˆq will not in general be spheres. It ultimately does not matter how
one describes the geometry of the surfaces of constant phase; the crucial feature of the form of the far-field
wave is that the scattering amplitude Escao be independent of r.
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field to produce a pattern of alternating radial inward and outward flow for xScrossyt. This
happens because the relative phase between the waves changes with direction and distance
from the particle and demonstrates that the waves interfere over all directions. This alter-
nating flow structure is shown for points on Ch in Figs. (10.3) and (10.5) below, and one
can see that the inward-outward flow becomes finer with angle as the distance Ren from the
particle increases. The integration of these energy flows via Eq. (10.23) below, shown in
Figs. (10.3) and (10.6), yields the extinction cross section Cext. One can see that the energy
flows in the side directions when integrated over a small angular range nearly yields zero due
to the partial cancellation of neighboring regions of opposing radial flow. It is only when
the angular range extends into the neighborhood of the forward direction that the partial
cancellation becomes more incomplete, contributing to a nonzero net inward flow through
Sen back toward the particle. Moreover, it is only after all directions, including the forward
direction, are included in the integral that the full extinction cross section is obtained.
It is only in the forward direction that the relative phase between the incident and scat-
tered waves is constant in r, and it is this behavior of the relative phase and the planar
surfaces of constant phase of the incident wave that give the optical theorem its unidirec-
tional character. One can see the independence of the relative phase between these waves
in the forward direction by comparing the exponential terms in Eqs. (3.1), (3.2), (10.1) and
(10.2). The independence of Escao on r is what makes the relative phase constant in the
forward direction and is a direct consequence of the far-field form of the scattered wave.
This graphical-based reasoning can be made more rigorous. In the process, the role of ab-
sorption in extinction is revealed and a connection between the extinction cross section and
a particle’s physical characteristics is obtained.
In the following, the observation point is restricted to the Ch contour in the horizontal
scattering plane as in Sec. 6.1.1. For points on Ch
rˆ  Einco  rˆ E
sca
o  0 r P Ch, (10.18)
and using Eqs. (3.1), (3.2), (10.1), (10.2) and (10.7), the radial component of the interference
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Figure 10.2: Interference of the incident and scattered waves. The surfaces of constant
phase for the two waves are drawn separated by intervals of π in phase in the plane containing
the origin and perpendicular to Einco . The light and dark lines correspond to the surfaces
for the incident and scattered waves, respectively. The relative difference in phase between
the waves in the forward direction is indicated by δ. Dashed and solid lines represent
maxima and minima of the waves’ amplitudes. Solid-solid (dash-solid) line intersections
qualitatively indicate an outward (inward) radial component of the xScrossyt energy flow,
recall Eq. (10.19).
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term in the total Poynting vector can be expressed as
xScrosspRenrˆqyt  rˆ 
co
Ren
KprˆqRe
!
foprˆq exp

ikRenp1 rˆ  nˆ
inc
q

)
r P Ch, (10.19)
where co  pǫo{µoq
1{2, and
Kprˆq  1  rˆ  nˆinc , (10.20)
and
foprˆq  E
inc
o E
sca
o prˆq . (10.21)
Note that xScrossyt has components along the θˆ and φˆ directions also, but it is only the rˆ
component that carries energy away from (or towards) the particle and hence is of interest
here. The term K in Eq. (10.19) is the so-called obliquity factor which vanishes in the
backward direction nˆinc and originates from the counter-propagation of the two waves in
that direction.
The significance of the two terms inside of the Ret. . .u filter in Eq. (10.19) requires some
care to describe. The first term, fo, is a complex-valued function of angle that accounts
for the variation in magnitude and phase of the scattered electric field. By comparing
Eqs. (10.3) and (10.21), one can see that fo is independent of r and receives its angular
functionality from the phase factor exppik r1  rˆq in the VIE, cf. Eq. (10.3). This shows
that fo describes the influence of the particle’s physical properties, like size and shape, on
the interference energy flow. By comparing the exponential factors appearing in Eq. (3.1)
and (10.1), one finds that the factor exprikRenp1 rˆ  nˆ
inc
qs in Eq. (10.19) accounts for the
angular dependence of the relative difference in phase between the incident and scattered
waves. This term has no dependence on the physical properties of the particle and hence
accounts for the features of the interference energy flow that are a consequence of the form
of the waves in the far-field zone.
The angular structure of xScrossyt shown in Fig. (10.3) can now be explained. As r
advances along the Ch contour the term exprikRenp1 rˆ  nˆ
inc
qs oscillates, causing the radial
component of xScrossyt to alternate from being directed away from to toward the particle.
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The function fo is an angular envelope bounding this energy flow. Moreover, if one considers
the intensity of the scattered wave, which is given by Eq. (3.28) as Iscaprˆq  r2 xSscaprqyt  rˆ,
then Eqs. (10.1), (10.2) and (10.18) show that
Iscaprˆq 
co
2
Escao prˆq  rE
sca
o prˆqs
, (10.22)
which involves the same angular functionality as fo, cf., Eq. (10.21). Figure 10.3(b) shows
Isca andK superimposed on the interference flow. Both curves are normalized to the forward
direction and one can see the influence that Isca and K have on the angular shape of the
overall envelope bounding the flow.
10.5 Example of the Energy Flow for Single Particles
Simulations of spherical particles are examined below to illustrate how xScrossyt describes
extinction and integrates over Sen to yield C
ext. Both the scattered fields and the extinction
cross section for the particle are found from Mie theory.
First consider a small spherical particle with size parameter kR  4.0 and refractive
index m  1.10   0i, where R is the sphere radius. The propagation and polarization
directions of the incident wave are taken to be nˆinc  zˆ and Einco  xˆ, respectively. The
polar plots in Fig. 10.3(a)-10.3(c) show the radial component of the xScrossyt energy flow
along the Ch contour for successively larger values of Ren. To see how this energy flow
integrates over Sen to yield C
ext through Eq. (10.12), consider the integral
BCextpθsq 
1
I inc
»
BSb
xScrossprqyt  rˆ dS . (10.23)
The symbol B is not intended to represent a derivative. The open surface BSb in Eq. (10.23)
is the part of the large (closed) spherical surface Sen that extends from θ  π, the backward
direction, to θ  θs, see Fig. 10.4(a). When θs  π, BSb disappears, and when θs  0,
BSb  Sen. Notice that there is a sign difference between Eqs. (10.12) and (10.23) so that
Cext  BCextp0q . (10.24)
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Shown in the right-hand column of Fig. (10.3) are plots of the integral BCext{Cext as θs
varies from π down to zero. The value of Cext is calculated directly from the Mie series
to verify that the integral in Eq. (10.23) does indeed yield the correct cross section when
θs  0.
In the polar plot in Fig. 10.3(a), Ren  10R and the xS
cross
yt energy flow is seen to
alternate from radially outward to inward as expected from Eq. (10.19). The zero line is
labeled in this plot. Examination of the corresponding plot of BCext{Cext shows that it
oscillates about zero until around θs  0, where BC
ext
p0q{Cext  1, recall Eq. (10.24).
This negative value at θs  0, where the partial surface BSb becomes complete coinciding
with Sen, indicates that xS
cross
yt carries a net inward flow of energy through Sen. This net
inward flow is the extinction and demonstrates why the negative sign appears in front of
the integral in Eq. (10.12), ensuring that Cext ¥ 0.
Figures 10.3(b) and 10.3(c) show the energy flow for increasing Ch contour radii Ren 
20R and Ren  100R, respectively. These polar plots demonstrate that the flow becomes
finer with increasing Ren, but remains unchanged in the forward and backward directions
as expected from Fig. (10.2). One can also clearly see the diminishment of the flow near
the backward direction.
Now consider the two pairs of peaks labeled d, e and f, g. Comparison of these peaks
shows that each successive peak is slightly greater in magnitude than the peak preceding
it in θs. Moreover, the difference in magnitude between successive peaks increases as θs
approaches zero. Consequently, the partial cancellation of angular regions of opposing energy
flow becomes less complete nearer to the forward direction. In the limit that kRen Ñ 8,
the peaks would be spaced infinitesimally close together in angle and would be infinite in
number but would still occur in opposing-flow peak-pairs. In this case the contribution
to the extinction cross section would still originate from the (infinitesimally) incomplete
cancellation of neighboring angular regions of opposing flow. This limiting behavior of the
energy flow is the physical significance behind the method of stationary phase as it is used
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Figure 10.3: Left column: Polar plots of xScrossyt  rˆ on the Ch contour as a function
of angle in the plane perpendicular to the polarization of the incident field. The curves
are normalized to the forward direction. The particle is a sphere with kR  4.0 and
m  1.10   0i. The plots labeled (a), (b) and (c) show the energy flow for increasing Ch
contour radii Ren  10R, Ren  20R and Ren  100R, respectively. Zero is indicated in
polar plot (a). Right column: Plots of the integral given by Eq. (10.23) normalized by
Cext for the contour radii indicated in the corresponding polar plots.
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Figure 10.4: The partial surfaces BSb and BSf surrounding the spherical particles used to
generate the plots of BCext{Cext in Figs. (10.3) and (10.6) via Eq. (10.23). In sketch (a),
the surface begins in the backward direction at θ  π and extends to θ  θs. In sketch (b),
the surface begins in the forward direction at θ  0 and extends to θ  θs.
to derive the optical theorem, cf. [24, App. 12].
The plots of xScrossyt in Fig. (10.3) share a key common feature. The flow alternates
radially more rapidly with angle as Ren increases, but the direction of the flow along nˆ
inc
remains unchanged. Inspection of these plots shows that when the integral in Eq. (10.12)
adds up this alternating flow over Sen, it will add together regions of opposing flow of
nearly equal magnitude in the side scattering directions. These regions of opposing flow
will partially cancel each other’s contribution to the integral. The plots of BCext{Cext in
Fig. (10.3) shows the cancellation between adjacent regions of opposing flow becoming less
complete closer to the forward direction. This is why extinction has the appearance of being
a forward angle effect.
To examine the affect of absorption on extinction, Fig. (10.5) shows polar-plots like
Fig. (10.3), but for larger spheres with increasing values of Impmq. The plots show the
same qualitative behavior as the nonabsorbent spheres, demonstrating that absorption does
not remove the radially alternating character of the interference energy flow. Consequently,
extinction is still achieved via the same interference mechanisms described above.
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Figure 10.5: Polar plots of xScrossyt  rˆ on the Ch contour like Fig. (10.3) except for spheres
with varying degrees of absorption. The size parameter of the particles is kR  6.18 and
their refractive index varies from m  1.10   0i in (a), to m  1.10   0.15i in (b), to
m  1.10  0.30i in (c). The contour radius is Ren  10R.
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Figure 10.6: Plots of the integral BCext{Cext of Eq. (10.23) for the interference energy
flow due to the spheres in Fig. (10.5). The partial surface BSf used to generate the curves
extends from θ  0 to θ  θs and is shown in Fig. 10.4(b). The size of the surface is
Ren  20R. The values for C
ext in the legend are calculated directly from the Mie series for
comparison to the values shown on the curves at θs  π.
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Notice that between Figs. (10.3) and (10.5), the increased size and refractive index of
the particles causes the direction of energy flow along nˆinc to change. This unexpected
behavior is explained by evaluating Eq. (10.19) in the nˆinc direction with the substitution
of Eqs. (5.6) and (10.28) below, giving
xScrossprnˆincqyt  nˆ
inc
 2A
co
r
cosσ. (10.25)
Because both Cext and A are necessarily non-negative, Eq. (10.29) below shows that σ above
is bounded in r0, πq. Equation (10.25) then reveals that the energy flow should alternate
in direction along nˆinc as σ varies with changes in the physical properties of the particle
through Eq. (10.28).
Figure (10.6) shows the integral of Eq. (10.23) for the absorbent spheres in Fig. (10.5),
except for a different perspective, the integral is taken over the partial surface BSf shown in
Fig. 10.4(b). This surface begins in the forward direction at θ  0 and extends to θ  θs.
Indicated in the legend of Fig. (10.6) are the extinction cross sections for each of the three
spheres as calculated directly from the Mie series. Also indicated on each curve is the value
of BCext when the partial surface BSf closes at θs  π and coincides with Sen. The use of
BSf instead of BSb demonstrates the expected result that it does not matter from which
direction, forward or backward, the alternating energy flow is integrated. The curves clearly
show that the dominant contribution to the cross section occurs near the forward direction
as stated in [47, p. 31]. Comparing Figs. (10.5) and (10.6) demonstrates that the direction
of the energy flow along nˆinc can be either toward or away from the particle and the correct
extinction cross section is still obtained upon integration of the flow over all directions.
10.6 Connection to the Particle’s Physical Properties
Using the VIE for the scattering amplitude, it is possible to demonstrate how the physical
properties of the particle, i.e., its size, shape and refractive index, affect the extinction cross
section. From Eq. (10.3), the amplitude profile fo appearing as the argument of the Imt. . .u
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filter in the optical theorem [Eq. (10.17)] is
Einco  E
sca
o pnˆ
inc
q 
k2
4π
 
m2  1

»
V
Einco  E
int
pr1q exppik r1  nˆincq dr1, (10.26)
where use has been made of the transverse character of the far-field scattered wave and the
relation Einco  pnˆ
inc
b nˆincq  Eint  0. Using Eq. (10.26) one can define an amplitude and
phase factor as
A 

Einco E
sca
o pnˆ
inc
q

 , (10.27)
and
σ  tan1
#
Im

Einco E
sca
o pnˆ
inc
q

Re

Einco  E
sca
o pnˆ
inc
q

+
, (10.28)
respectively, which when combined with Eq. (10.17) gives
Cext 
4π
k|Einco |
2
A sin σ . (10.29)
This result is essentially equivalent to the form appearing in [47, 98].
To see how the optical theorem relates the particle’s physical properties to Cext through
Eq. (10.29), first suppose that the particle is absorbent. This would mean that Impmq ¥ 0.
Referring to Eq. (10.28) shows that this can cause σ to increase, and thus increase Cext, as
compared to an identical particle without absorption. This provides a connection between
the particle’s absorption and its influence on the extinction cross section; but there is more
to this. The appearance of absorption in a particle causes its internal field to change as
compared to its nonabsorbent counterpart. With absorption, the field magnitude decays
with distance into the particle, and near its inner surface, the field becomes directed more
tangential to the surface, see [15, p. 352-356]. This then provides an indirect connection and
could counteract the enhancement in Cext due to Imtmu as mentioned above. Similarly, the
size of the particle, its shape and its orientation if it is nonspherical, all directly affect the
structure of the internal field and hence the value of the integral appearing in Eqs. (10.27)
and (10.28) leading to the cross section through Eq. (10.29).
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10.7 Implications for Measurement
Perhaps the most intuitive way to measure the extinction cross section is as the difference
in the response of a detector facing into the forward direction with and without a particle
present. This measurement is illustrated in Fig. (10.1) and is discussed in detail in [47,
Ch. 4]. The essential idea behind the measurement is that the total power that reaches
the detector’s face is reduced by the presence of the particle, and that the reduction is
proportional to Cext. The following examines this measurement within the context of the
energy flow plots presented in Figs. (10.3) and (10.6).
The response of a detector is determines by the component of the total energy flow xSyt
directed into and integrated over its sensitive face. When the particle is present in the
beam, xSyt is given by Eq. (10.4) and contains three contributions: xS
inc
yt, xS
sca
yt, and
xScrossyt. Each of these contributions have different dependencies on the distance r between
the particle and the detector. From Eqs. (10.1), (10.2) and (10.5)-(10.7) one can see that
xSincyt is independent of r, xS
sca
yt decays as r
2, and xScrossyt decays as r
1. Consequently,
in the far-field zone the total energy flow xSyt will be dominated by the contributions from
xSincyt and xS
cross
yt.
Now consider Fig. (10.7) which shows the same situation as in Fig. 10.1(b) except with
the three contributions to xSyt explicitly indicated along with their relative magnitude. Here
the detector is the partial spherical surface BSf shown in Fig. 10.4(b) with an angular size
given by θs. The detector is located in the particle’s far-field zone and its size is taken to be
much greater than the particle’s geometric projection into the forward direction but small
enough as not to exceed the width w of the incident beam.
The component of the total energy flow due to xSincyt is approximately constant over
the detector’s face and is directed into it. This means that the detector receives, in part,
an amount of power equal to the product of the flux of the incident wave I inc and the area
of its face. Added to this power is the contribution due to xScrossyt which is given by BC
ext
in Eq. (10.23). The magnitude of the contribution from xSincyt is always greater than that
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of xScrossyt in the far-field zone due to the latter’s inverse dependence on r. Consequently,
the detector always encounters a net flow of energy directed into its face and hence always
registers a positive power. However, the contribution to this net power due to xScrossyt can
either subtract from or add to the contribution due to xSincyt depending on the detector’s
angular size. This is evident from Fig. (10.6) which shows that BCext can be either positive
or negative depending on the value of θs. It is only after a sufficiently large solid angle of
the total energy flow is accommodated by the detector that the contribution from xScrossyt
reduces the power received by the detector by an amount corresponding to Cext. For the three
particles considered in Fig. (10.6), the detector’s angular size would have to be θs ¥ 60
 in
order to include enough of the forward interference energy flow to measure Cext to within a
few percent error.
Refer again to the plot in Fig. (10.6) and suppose that the angular size of the detector
depicted in Fig. (10.7) is θs  15
. Inspection of this plot shows that the contribution to the
net power received by the detector due to xScrossyt would be negative for them  1.10 0.15i
and m  1.10   0.30i particles whereas the it would be positive for the m  1.10   0i
particle. This means that the power received by the detector when the m  1.10  0.15i or
m  1.10  0.30i particle is present will be less than the power received by the detector in
the particle’s absence, as expected. However, if the m  1.10   0i particle is present, the
power received by the detector is greater than when the particle is absent. Recalling that
the curves in Fig. (10.6) are calculated from Fig. (10.5), one can see that the origin of this
unexpected behavior is that the xScrossyt energy flow near the forward direction is oriented
away from the particle in Fig. 10.5(a) whereas it is oriented toward the particle in Figs.
10.5(b) and 10.5(c). Energy conservation is not violated in this example since the detector
is not collecting all 4π steradians of the total energy flow, recall Eqs. (10.9)-(10.13).
The reader familiar with the use of Beer’s law to measure the extinction coefficient of
a dilute colloid or aerosol may be troubled that the measurements discussed above require
a detector with an angular size exceeding 60. Such measurements on dilute colloids and
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Figure 10.7: Same situation as in Fig. 10.1(b) except with the three contributions to the
total energy flow qualitatively indicated. Here the detector is the partial surface BSf shown
in Fig. 10.4(b) and the solid angle subtended by the detector is given by θs.
aerosols are known to yield the correct extinction coefficient for far smaller detector solid
angles. The remainder of this chapter will generalize the single-particle analysis presented
above to multi-particle groups and demonstrate that the presence of multiple particles causes
the dominant contribution to the group’s extinction cross section to reside within a narrower
angular region around the forward direction, and hence will resolve the apparent inconsis-
tency with Beer’s law.
10.8 Particle Group in the Noninteracting Limit
Here a group of identical particles will be examined in the non-interacting particle approxi-
mation. In reality, there is always some degree of interaction between the particles and the
effect of this interaction will be addressed in Sec. 10.10. By considering non-interacting
particles first, one is most easily able to compare to the results presented above involving
single particles. The conditions required to minimize the interactions between the particles
in a group are presented in [1, Ch. 7], [41, 101], [102, p. 2]. These conditions are reviewed
here for completeness and to illustrate the limits of validity of the approximations used.
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Consider a group of N identical particles residing in vacuum. The distribution of the
particles is fixed in time, but otherwise arbitrary. Let Rsc be the radius of the smallest
circumscribing sphere that encloses any one of the N particles. The origin of the laboratory
coordinate system is located near the geometric center of a particle and this particle will be
referred to as the primary particle i  1, see Fig. 10.8(a). The location of the ith particle is
given by the vector Ri which connects the origin of the primary particle O1 to that of the
ith particle, Oi. Let Rgr be the radius of the smallest circumscribing sphere that encloses
the entire N -particle group. The observation point r is assumed to be located far enough
from the group that it satisfies the far-field conditions of [43] with respect to both the group
and each constituent particle.
Let Rmin be the minimum inter-particle separation, see Fig. 10.8(b). The particles will
be considered non-interacting if
kpRmin Rscq " 1, (10.30)
Rmin " Rsc, (10.31)
kRmin "
k2R2sc
2
. (10.32)
The conditions that establish that the observation point is in the far-field zone of the entire
group are given by Eqs. (4.13)-(4.15) as
kpr Rgrq " 1, (10.33)
r " Rgr, (10.34)
kr "
k2R2gr
2
. (10.35)
The inequalities of Eqs. (10.30)-(10.35) are the criteria for the far-field single scattering
approximation (SSA), where the entire group effectively acts as a single point-like particle
[1, Ch. 7], [101].
A consequence of the identical particle SSA is that the far-field scattered wave due to
the group can be formulated in terms of the wave scattered by the primary particle only.
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Figure 10.8: Sketch (a) shows the primary particle and the ith particle of a multi-particle
group. Sketch (b) illustrates the definition of the particle group circumscribing-sphere-radius
Rgr and the minimum inter-particle separation Rmin.
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To describe how this is done, denote the primary particle as i  1 and consider the volume
integral equation (VIE) giving the scattered electric field for any external location,
Esca1 prq  k
2
 
m2  1

»
V1
Ø
Gpr, r11q  E
int
1 pr
1
1q dr
1
1 . (10.36)
Here V1 and E
int
1 denote the volume and internal electric field of the primary particle,
respectively. Recall that Eq. (10.36) is valid at any point r, not just in the far-field zone.
The task now is to determine how the electric field inside of the ith particle pi  1q is
related to Eint1 . This can be done using the dyadic transition operator, which relates the
incident field inside of a particle to its scattered wave as [1, p. 117]
Esca1 prq 
»
V1
Ø
Gpr, r11q 
»
V1
Ø
T pr11, r
2
1q E
inc
pr21q dr
2
1 dr
1
1 r P R
3, (10.37)
where
Ø
T pr1, r
1
1q  k
2
 
m2  1

δpr1  r
1
1q
Ø
I   k2
 
m2  1

»
V1
Ø
Gpr1, r
2
1q 
Ø
T pr21, r
1
1q dr
2
1 r1, r
1
1 P V1.
(10.38)
Comparing Eqs. (10.36) and (10.37) shows that the primary particle’s internal field obeys
k2
 
m2  1

Eint1 pr1q 
»
V1
Ø
T pr1, r
1
1q E
inc
pr11q dr
1
1 r1 P V1. (10.39)
From Eq. (10.38), one can see that
Ø
T depends on the particle’s material properties
through m, the vacuum wavelength through k, and the particle’s shape and size through
the integral over V1. Notice however, that
Ø
T must be independent of the choice of origin
since the functions δ and
Ø
G in Eq. (10.38) do not depend on any specific origin. This gives
the translation behavior of the operator as
Ø
T pr1, r
1
1q 
Ø
T pri, r
1
iq, (10.40)
where ri  rRi and r
1
i  r
1
1  Ri, recall Fig. 10.8(a). Using Eq. (3.1) and Eqs. (10.39),
(10.40) and Fig. 10.8(b), the internal electric field at a location r1i inside of the i
th particle
is related to the internal field at the corresponding point r11 inside of the primary particle as
Eintpr1iq  exppikRi  nˆ
inc
qEintpr11q r
1
i P Vi, r
1
1 P V1. (10.41)
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Now consider the simplification of the dyadic Green’s function appearing in Eq. (10.36)
for the ith particle in the SSA. Equation (10.34) justifies
1
|ri  r
1
i|

1
r
, (10.42)
and
rˆi  rˆ, (10.43)
whereas Eqs. (10.33)-(10.35) together permit
exppik|ri  r
1
i|q  exprikpr  r
1
i  rˆqs. (10.44)
With the approximations of Eqs. (10.42)-(10.44), one can simplify the dyadic Green function
to
Ø
Gpr, r1iq 
1
4π
eikr
r

Ø
I  rˆb rˆ
	
exppikr1i  rˆq, (10.45)
which from Eq. (10.36), gives the scattered electric field due to the ith particle as
Escai prq 
k2
4π
eikr
r
 
m2  1


Ø
I  rˆb rˆ
	

»
Vi
Einti pr
1
iq exppikr
1
i  rˆq dr
1
i . (10.46)
With the use of Eq. (10.41) and r1i  r
1
1  Ri, the integral over the i
th particle’s volume
Vi in Eq. (10.46) can now be replaced by the integral over the primary particle’s volume V1,
giving
Escai prq 
k2
4π
eikr
r
 
m2  1

exprikRi  pnˆ
inc
 rˆqs

Ø
I  rˆb rˆ
	

»
V1
Eint1 pr
1
1q exppikr
1
1  rˆq dr
1
1 .
(10.47)
Equation (10.47) is equivalent to the far-field scattered electric field given by Eqs. (4.17)
and (10.3) augmented by the phase factor exprikRi  pnˆ
inc
 rˆqs. Recall the scattering wave
vector q from Eq. (7.2)
qprˆq  kpnˆinc  rˆq,
then, Eq. (10.47) becomes
Escai prq  exp riqprˆq Ris E
sca
1 prq, (10.48)
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which gives the scattered electric field of the ith particle in terms of that of the primary
particle. The net wave scattered by the entire non-interacting particle group is then given
by
Escagr prq 
exppikrq
r
Escao prˆq
N¸
i1
exp riqprˆq Ris , (10.49)
Bscagr prq 
k
ω
exppikrq
r
rˆEscao prˆq
N¸
i1
exp riqprˆq Ris , (10.50)
where Escao is the single-particle scattering amplitude of Eq. (10.3). The interference term
in the Poynting vector that describes the extinction due to the particle group follows from
Eqs. (3.1), (3.2), (10.49), and (10.50) as
xScrossgr prqyt 
1
2µo
Re
!
Eincprq 

Bscagr prq


 Escagr prq 

Bincprq


)
. (10.51)
Following the same analysis as in Sec. 10.5, the structure of xScrossgr yt is examined by
surrounding the group by the large imaginary spherical surface Sen of radius Ren centered
on the origin. Remember that the intersection of Sen with the plane containing the origin
and perpendicular to the polarization of the incident electric field defines the horizontal
scattering plane and the Ch contour, recall Fig. (6.2). Integration of the radial component
of the interference energy flow of Eq. (10.51) over Sen and normalization by the intensity of
the incident wave I inc, gives the group’s extinction cross section as
Cextgr  
1
I inc
¾
Sen
xScrossgr prqyt  rˆ dS . (10.52)
This is a direct generalization of Eqs. (10.7) and (10.12), which give the single particle cross
section Cext. Application of the optical theorem, Eq. (10.17), to Eq. (10.49) above shows
that
Cextgr  N C
ext. (10.53)
Equation (10.53) is the classic result that the total extinction cross section Cextgr for a
group of non-interacting particles is the sum of each particle’s cross sections independently,
see [47, Sec. 4.22] and [1, Sec. 7.2]. Notice that the calculations above demonstrate
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that the additivity of the cross sections does not rely on any assumption that the spatial
distribution of the particles be random, as is assumed in [47, Sec. 4.22]. The form of
Eqs. (10.49) and (10.50) shows that the particle group’s scattered wave is a transverse
spherical wave in the far-field zone. Consequently, the same interference mechanism that
enables the redistribution of energy in the extinction caused by a single particle applies to a
non-interacting multi-particle group. The only difference between single and multi-particle
extinction in this case is the appearance of the phase-factor sum in Eqs. (10.49) and (10.50).
Using Eqs. (3.1), (3.2), (10.49), (10.50), and (10.52) above, one finds that the radial
component of the interference energy flow through the Ch contour is
xScrossgr pRenrˆqyt  rˆ 
co
Ren
KprˆqRe
!
foprˆq fgrprˆq exp

ikRenp1 rˆ  nˆ
inc
q

)
r P Ch, (10.54)
where
fgrprˆq 
N¸
i1
exp riqprˆq Ris . (10.55)
When compared to the corresponding single-particle energy flow of Eq. (10.19), Eq. (10.54)
reveals that the spatial distribution of the particles in the group introduces an additional
envelope bounding the alternating radial energy flow, but is otherwise identical.
10.9 Examples for a Non-Interacting Group
To illustrate the similarities and differences between single and multi-particle extinction in
the SSA, simulations of the interference energy flow for a multi-particle group consisting
of identical spheres are examined below. The size and refractive index of each sphere is
kR  6.18 and m  1.25   0.30i where R is the (single) sphere radius. The particles
are distributed within the group volume in both an ordered and disordered manner. The
ordered distribution has the particles centered on a cubic lattice of spacing Ro  4R that
fills a spherical volume of radius Rgr and is shown in Fig. 10.9(a) where N  136. The
disordered distribution is shown in Fig. 10.9(b) and is generated by displacing the particles
in the ordered distribution by a random distance between R and R along each coordinate
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axis. The disordered distribution is not intended to be rigorously random in character;
rather, its purpose is to demonstrate what effect the structure of the distribution has on the
group’s extinction. Notice that the inter-particle separation of 4R for these distributions
does not satisfy Eqs. (10.30)-(10.32), yet the particles are treated as non-interacting anyway.
The reason that this is done is due to the excessive computational demands3 resulting
from an attempt to strictly satisfy both Eqs. (10.30)-(10.32) and Eqs. (10.33)-(10.35)
simultaneously. Care is taken, however, to satisfy Eqs. (10.33)-(10.35).
Figure 10.9: Ordered (a), and disordered (b), spherical particle distributions used in the
simulations of Fig. (10.10). The total number of particles in both groups is N  136 and
the vacuum wavelength λ is shown in (a) along the z-axis for scale.
The extinction due to the two spherical-particle groups is calculated using the Mie so-
lution to the Maxwell equations for a single sphere. The net scattered fields for the entire
multi-particle group are then obtained from the single particle fields through Eqs. (10.49)
and (10.50). The interference energy flow due to the group is then calculated from Eq.
(10.54).
3At least from with regard to the DDA. One could easily do this exactly for spherical particles using the
superposition T-Matrix method.
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Consider the analogy to Eq. (10.23) for the multi-particle group,
BCextgr pθsq 
1
I inc
»
BSf
xScrossgr prqyt  rˆ dS , (10.56)
where the surface BSf is the part of the large spherical surface Sen extending from the
forward direction θ  0 to θs as shown in sketch pbq of Fig. (10.4). Comparison of Eqs.
(10.52) and (10.56) shows that BCextgr pπq  NC
ext when θs  π and the partial surface BSf
closes to coincide with Sen.
Plots of Eq. (10.56) are shown in Fig. (10.10) for the ordered and disordered spherical
particle groups consisting of N  1, 19, and 136 particles. The curves are normalized by the
single-particle extinction cross section Cext and the size of the partial surface BSf used to
render the curves is Ren  600Rgr. These plots demonstrate the same oscillating behavior
as the single particle simulations in Fig. (10.3). Small detailed differences in the structure of
the curves for the ordered and disordered distributions can be found, yet the curves achieve
the value for Cextgr expected from Eq. (10.53) regardless of the distribution’s structure.
Moreover, the curves show that as the number of particles in the group increases, and hence
the group size increases, the dominant contribution to the extinction cross section occurs
over a decreasing angular region near the forward direction. The origin of this behavior is
explained by the group amplitude profile fgr in Eq. (10.55), which has the form of a Fourier
series and hence narrows in q as the group grows in extent Ri. More explicitly, fgr of Eq.
(10.55) can be transformed into a Fourier integral as
N¸
i1
exp riqprˆq Ris Ñ
1
Vgr
»
Vgr
exp riqprˆq  r1s dr1. (10.57)
This transformation will be valid when qprˆq  d ! 1, where d is the maximum nearest-
neighbor separation between the particles in the group. From Eq. (7.2) one can see that
this condition essentially restricts rˆ to point near the forward direction nˆinc.
The integral in Eq. (10.57) can be approximately evaluated in terms of the radius of
gyration of the particle group following Sec. 8.1. The result is
fgrprˆq  1
1
3
rqprˆqRgs
2 for qprˆqRg   1, (10.58)
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Figure 10.10: Plots of the integral BCextgr given in Eq. (10.56) for the non-interacting
ordered and disordered spherical particle groups. In each case the curves are normalized
to the extinction cross section of a single particle Cext. The size parameter and refractive
index of a single particle is kR  6.18 and m  1.25  0.30i, respectively.
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where Rg is the group’s radius of gyration. If it is now assumed that the particle group is
spherical and that the distribution of the particles appears approximately uniform on the
scale of 1{q throughout the group volume, the group’s radius of gyration becomes Rg 
a
3{5R, see [80]. Provided that the observation point resides on the Ch contour near the
forward direction, one can use Eqs. (7.2) and (10.58) to find the approximate angle θ2{3 at
which the magnitude of the interference energy flow of Eq. (10.51) decreases to two thirds
of its value in the forward direction,
θ2{3 

5
3
1
kRgr
. (10.59)
The values of θ2{3 are indicated in Fig. (10.10) where the narrowing of the extinction around
the forward direction with increasing group radius is evident.
10.10 Examples for an Interacting Group
Up to this point interactions between the particles of a group have been entirely neglected.
Consequently, a strong similarity is found between the behavior of the energy flow due to a
single particle and a non-interacting particle group. Here a small group of fully-interacting
particles is examined using the DDA to see what effects the inter-particle interactions have
on the extinction mechanism.
The fully-interacting particle group considered here is composed of N  9 identical,
homogeneous cubical particles distributed in a body-centered cubical arrangement, see Fig.
(10.11). The sphere-volume-equivalent size parameter of the individual particles is kRve 
3.38 whereas that of the entire group is kRgrve  7.02. The particles’ refractive index is
m  1.33  0i and they all share the same orientation as shown in Fig. (10.11).
The DDA of Ch. 5 is used to simulate the group’s scattered wave. This is done by using
the DDA to numerically solve for the internal electric field inside of each particle complete
with a full account of the inter-particle interactions. Once each particle’s internal field is
known, the group’s scattered wave is calculated via Eq. (10.46) and the interference energy
flow xScrossgr prqyt follows from Eq. (10.51).
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Plot paq of Fig. (10.12) shows the integral BCextgr given by Eq. (10.56) for the single
cubical particle located at the origin in Fig. (10.11) in the absence of its eight neighbors, i.e.
without interactions. The curve is normalized by the single-particle extinction cross section
Cext and the radius of the partial surface BSf is Ren  10Rgr. This plot is qualitatively
identical to Fig. (10.6) and the N  1 plot in Fig. (10.10). As before, one can see that the
interference energy flow must be integrated on BSf beyond 60
 from the forward direction
to obtain Cext to better than 10% error.
Figure 10.11: Body-centered cubical arrangement of identical cubical particles correspond-
ing to the integrated energy flow plots shown in Figs. (10.12) and (10.13). The vacuum
wavelength λ is shown for scale.
Figure 10.12 plot pbq shows the integrated energy flow BCextgr for the entire interacting
particle group. Here the curve is normalized by nine times the single particle extinction cross
section. The qualitative effect of the presence of multiple particles is exactly the same as
before; the dominant contribution to the group’s extinction is compressed into a narrower
angular region around the forward direction as compared to that of a single constituent
particle. Inspection of plot pbq in Fig. 10.12 reveals that the curve converges to a value
slightly greater than 1. This shows that the particle-group extinction cross section Cextgr is
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greater than what would be expected in SSA from Eq. (10.53). Note that this increase is
not necessarily a general feature of the effect of inter-particle interactions on the extinction
cross section, see [1, Sec. 7.4] for more detail.
To further investigate the effect of inter-particle interactions, Fig. (10.13) shows BCextgr
normalized by 9Cext for the group when the particles are treated as both non-interacting
and interacting. Comparison of the two curves shows that the larger value of Cextgr for
the interacting group comes from slight increases and decreases in the magnitude of the
integrated energy flow. This indicates that here the primary influence of the inter-particle
interactions occur mostly in the immediate neighborhood of the forward direction.
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Figure 10.12: Plots of BCextgr given in Eq. (10.56) for a single cube (a), and the interacting
cubical particle group (b). In plot (a) the curve is normalized by the single-particle extinction
cross section Cext whereas the curve in plot (b) is normalized by 9Cext.
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Figure 10.13: Plot of the integral BCextgr given in Eq. (10.56) for the cubical particle
group when the particles are treated as non-interacting and interacting. Both curves are
normalized by 9Cext where Cext is the extinction cross section of a single cubical particle.
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10.11 Discussion
An important conclusion from this chapter is that extinction does not necessarily result in
the reduction of the power received by a detector facing into the forward direction when
a particle, or particle group, is present. Whether or not the detector in the far-field zone
receives a reduced amount of power depends on the detector’s angular size. The magnitude
of the total energy flow along the exact forward direction can either be reduced or enhanced
as compared that of the incident wave.
Recall the RDG approximation used in Chs. 7 and 8, where a particle’s internal field
is replaced by the incident field. If one makes this substitution in Eq. (10.3) and feeds
the result into Eq. (10.17), one finds that Cext  0 unless the refractive index has a
nonzero imaginary part, i.e., the particle is absorbent. But, this cannot be correct since
it says that such particles should have an extinction cross section that depends only on
their absorptive character, hence energy conservation is violated. This issue is discussed
frequently in the literature, where it is usually attributed to the inaccuracy of the forward
scattering amplitude in the RDG approximation [90, p. 72]. One of the fruits of examining
extinction from the microphysical perspective, is that one can now understand that this
“inaccuracy” is caused by the lack of refraction in the RDG approximation. From Eqs.
(10.26) and (10.28), one can see that a slight deviation in the phase of the internal field
with respect to the incident field would result in an imaginary part for the forward scattering
amplitude, even if Imtmu  0. Such a phase shift is caused by refraction, recall Sec. 5.6.
This shows that a particle’s wavelet sources must have a nonzero phase shift relative to the
incident wave in order to achieve the redistribution of energy associated with extinction.
Recent work by [35] shows that the unexpectedly large detector solid angle that can be
required in order to accurately measure Cext appears to be exaggerated by the spherical
shape of BSf used above to integrate the energy flow. If the partial surface BSf is replaced
by a square surface of similar size, the integration of the interference energy flow results in
curves like Fig. (10.3) and (10.10) that converge to the expected Cext faster with increasing
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solid angle. The reason that the spherical geometry for the detector appears to be a special
case is because the surfaces of constant phase of the far-field scattered wave intercept the
detector in circular contours that are exactly centered on and degenerate in shape with
the detector. Recall Fig. (10.2) and sketch pbq in Fig. (10.4). When the detector radius
increases, the phase of the scattered wave on the detector’s edge advances uniformly over
the entire detector-edge circumference. To compare this to the square detector case, one
can think of the square as being separated into a circular surface and four “corner pieces.”
The phase of the scattered wave varies over the circular portion as the overall detector size
increases exactly as it does for the circular detector. However, the corner pieces experience
a different functionality of scattered-wave phase advance with increasing detector size. This
adds extra oscillations to the energy flow that are not in “harmony” with the circular part,
evidently resulting in a damping of the cross section integral, Eq. (10.23).
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Chapter 11
Extinction Paradox
“The explanation of this apparent contradiction
is that no matter how large the obstacle may be
and no matter how far away from it the field
is considered, there is always a narrow region -
the neighborhood of the edge of the geometrical
shadow - where the geometrical optics approxi-
mation does not hold.”
-M. Born [24, p. 722]
One of the remarkable predictions of Mie theory is that the extinction cross section
of a spherical particle asymptotically approaches a value of twice the area of its geometric
shadow G as the size of the sphere becomes large relative to the wavelength. This extinction
paradox is an unexpected result in the sense that geometrical optics should apply in the
large-size regime, in which case the sphere1 should extinct only as much power as is incident
across G.
An intuitive explanation of the paradox, developed by van de Hulst, attributes one factor
of G in the cross section to reflection, refraction, and absorption by a particle’s illuminated
profile, and the other factor to diffraction of the incident wave from the region on the
particle’s surface where its geometrical shadow begins [47, Sec. 8.2], [24, p. 722], [93, p.
68]. An alternative explanation, developed by [48] and later improved by [104], explains
the paradox as being a consequence of the formation of a shadow immediately behind the
particle. The highly intuitive character of these prevailing explanations has resulted in the
1Recent work has shown that the paradox also occurs for large particles of other shape [103].
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extinction paradox being widely regarded as a well-understood phenomenon.
This chapter describes subtle problems with these popular explanations of the paradox
and thus demonstrates a need for a more complete understanding. Specifically, the idea
in the opening quote above will be shown to be plainly wrong. A novel view of extinction
will be developed based upon the microphysical model. This approach facilitates a formal
connection between the extinction cross section and the Ewald-Oseen extinction theorem.
The end result is that the paradox is ultimately seen to be a consequence of the requirement
that the incident wave be canceled throughout a particle’s interior.
11.1 A Paradox
To describe the extinction paradox in detail, consider a uniform spherical particle residing
in vacuum and illuminated by the plane wave of Eqs. (3.1) and (3.2). A spherical particle is
chosen here for simplicity and because Mie theory can be used to calculate the fields exactly.
This is only an example; the primary conclusions of this work are not restricted to spherical
particles. The particle is centered at the coordinate origin, and enclosing the particle is the
same imaginary spherical surface Sen introduced in Ch. 3. This surface is also centered on
the origin and has an outward normal denoted nˆen and radius Ren, see Fig. (11.1).
As mentioned in Sec. 1.7, the presence of the particle in the incident wave establishes a
new wave that can be described as the superposition of the incident and a scattered waves,
Eprq  Eincprq  Escaprq,
Bprq  Bincprq  Bscaprq.
From the total fields, one finds Cext from Eq. (3.5)
Cext  
1
2µoI inc
Re
¾
Sen
!
Eincprq 

Bscaprq


 Escaprq 

Bincprq


)
 rˆ dS,
where I inc  p1{2q
a
ǫo{µo|E
inc
o |
2 is the intensity of the incident wave and the asterisk denotes
complex conjugation. Recall Eq. (3.5) and Sec. 10.2. Note that rˆ  nˆen on Sen here. From
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Figure 11.1: Scattering arrangement.
Cext, the particle’s extinction efficiency factor Qext follows as
Qext 
Cext
G
, (11.1)
where G is the geometrical projection of particle into the forward direction nˆinc.
To explain the physical meaning of Qext, let the volume inside Sen, including the particle,
define the “system.” As discussed in Sec. 10.2, conservation of energy shows that the power
quantity I incCext is equal to the net power lost by the system due to the outward-traveling
component of the scattered wave and any absorption within the particle. This net power
loss constitutes an analytical definition of the extinction and does not necessarily associate
extinction with a reduction of the energy flow in the forward direction. Recall Sec. 10.7.
Then, the meaning of Qext is the amount of power removed from the system due to scattering
and absorption relative to the amount of power contained in the incident wave geometrically
intercepted by the particle.
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Figure 11.2: Extinction efficiency factor Qext for spherical particles as a function of in-
creasing size kR, where k is constant for all curves. The refractive index of each curve is
shown. The top two curves are displaced vertically by an additive factor of 2 for clarity.
The extinction efficiency factor for spheres of several refractive indices is shown in Fig.
(11.2) as a function of kR, where k is fixed. One can see that each curve increases from zero,
undergoes a succession of large and small-scale oscillations, and asymptotically approaches
a value of Qext  2 as kR Ñ 8. These three regions of the curves are referred to as the
Rayleigh, resonance, and asymptotic regions, respectively. Explanations for the behavior of
Qext in the Rayleigh and resonance regions are given in multiple references including [37,
Sec. 4] and [105].
The asymptotic behavior of Qext as kR Ñ 8 is commonly known as the extinction
paradox. This is because in the kRÑ8 limit, one would expect that geometrical optics is
valid. Then the particle should redirect through reflection, refraction, and absorption only
the portion of light that it geometrically intercepts. Since these effects2 all constitute losses
to the energy contained in Sen, i.e., the system, one would expect that Q
ext
 1. Hence
2Remember that refraction is a characteristic of the internal field, the latter of which ultimately leads to
the form of the scattered wave.
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Qext  2 is paradoxical.
11.2 Popular Explanations of the Paradox
The most commonly encountered explanation of the paradox is due to van de Hulst [47].
This explanation, which will be called the “diffraction explanation” here, relies on the idea
that geometrical optics fails in the shadow boundary where diffraction effects can become
important. The shadow boundary is the region on a particle’s surface where its geometrically
illuminated side transitions to its shaded side, see Fig. (11.3). An alternative but less
common explanation by Brillouin explains the paradox as a consequence of the incident
wave being canceled within the geometrical shadow immediately behind the particle. This
explanation will be called the “shadow explanation.” These explanation are reviewed in
the following3 for completeness and to enable a detailed description of the subtle problems
associated with them.
11.2.1 Diffraction Explanation
In the context of geometrical optics, the incident wave constitutes an infinitely wide beam
of parallel rays along nˆinc. For a large particle, these rays can be separated into two groups;
those that intercept the particle’s surface and those that do not, see Fig. (11.3). The rays
that intercept the particle are reflected, refracted, and absorbed depending on m. Theses
rays occupy a transverse area of the incident wavefront equal to G. The remaining rays,
those not intercepted by the particle, form an incomplete wavefront with an area ofG absent.
The missing rays in this incomplete wave front cause the rest of the rays to diffract just as
they would in passing by a large, opaque, transversely-oriented disk-like obstacle with the
same shape as G, see Fig. (11.3).
From Babinet’s principle, recall Sec. 9.3, one can understand that the combined amount
3One should note that the concepts of diffraction and rays are used below in the way in which they are
intended in the original explanations. Often these views are not consistent with the understanding resulting
from previous chapters.
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Figure 11.3: Arrangement of rays contained in the incident wave that are geometrically
intercepted by the particle (red) and those that are not (blue). The particle’s geometrical
projection G in the froward direction is shown along with the shadow boundary indicated
by the white line on the particle’s surface.
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of power contained in these diffracted rays is equal to I incG. The power contained in the
intercepted rays is also equal to I incG. If one now regards extinction as the removal of
energy flow from the forward direction4 nˆinc, then one concludes that the intercepted and
diffracted rays each contribute a factor of G to a large particle’s extinction cross section,
resulting in Qext  2. Hence the gist of the diffraction explanation is that one factor of G
in Cext originates from reflection, refraction, and absorption whereas the other factor of G
originates from diffraction at the particle’s shadow boundary.
11.2.2 Shadow Explanation
The shadow explanation of the paradox does not require any explicit consideration of diffrac-
tion. Rather, it relies on the idea that the incident wave must be canceled immediately behind
the particle inside its geometrical shadow if the particle is perfectly opaque. This cancella-
tion is achieved by the particle’s scattered wave through destructive interference with the
incident wave. To see how this explains the paradox, the scattered wave is separated into
two parts; a reflection wave and a shadow-forming wave (SFW). The SFW is the part of
the scattered wave that achieves cancellation of the incident wave just behind the particle.
The reflection wave is then the remaining part of the scattered wave, see Fig. (11.4).
To say more, consider the case when an opaque particle is nonabsorbent, i.e., Retmu Ñ
8, a reflector. Since the SFW cancels the incident within the particle’s geometrical shadow,
it must carry a quantity of power I incG along the forward direction. Moreover, because the
particle is nonabsorbent, no energy can be removed from the system. Therefore, one can
conclude that the reflection wave must also carry a power of I incG (now in all directions)
in order to compensate for the missing power resulting from the cancellation of the incident
wave. Since there is no absorption, the total scattering and extinction cross sections must
be equivalent. Therefore, the scattered wave carries a net power of 2I incG through Sen, and
hence, the extinction cross section becomes 2G, yielding Qext  2. One should note that the
shadow explanation need not be restricted to opaque or reflecting particles only. The SFW
4This is the common operational definition, but recall its inconsistency with Ch. 10.
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Figure 11.4: Shadow explanation of the extinction paradox. In paq the vectors figuratively
represent the total energy flow near a large perfectly conducting spherical particle. The red
rays are intercepted by the particle’s profile whereas the blue rays are not. Sketch pbq shows
the energy flows associated with the SFW (blue) forming the particle’s shadow in paq, and
the energy flow of the reflected wave (red). The dashed lines indicate the incident wave’s
energy flow.
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concept is generalized in [104] to apply to dielectric two-dimensional particles illuminated
by a Gaussian beam.
11.3 Problems with the Popular Explanations
A fundamental assumption involved in the diffraction explanation is that the incident wave
can be meaningfully separated into rays that are intercepted and diffracted by the particle.
The implicit criteria validating this separation is that the particle’s transverse dimensions
be much greater than the vacuum wavelength. Consequently, the diffraction explanation
really can apply only for the kRÑ 8 behavior of Qext. However, one finds that the paradox
also occurs when the particle size and wavelength are constant while the real part of the
refractive index is increased. With regard to spherical particles, the overall behavior of Qext
for vastly different values of kR and m is qualitatively universal in terms of the phase shift
parameter ρ given by Eq. (7.3). Recall that the physical meaning of ρ is the net difference
in phase between a ray passing through the center of a spherical particle along a diameter
and a ray in the incident wave traversing the same distance in vacuum.
Figure (11.5) shows Qext as a function of ρ when ρ is increased by increasing R and
by increasing Retmu as indicated. One can see that Qext Ñ 2 even for the rather small
particle kR  10. For a particle of such a size, and especially smaller, the separation of
the incident wave into rays intercepted and rays diffracted by the particle is not physically
meaningful [47, Sec. 3.3]. Only in the large size regime can the energy flow around, and
within, a particle be described by collections of rays, which undergo rectilinear propagation,
reflection, refraction, and absorption at the particle surface. For example, Fig. (11.6) shows
the total energy flow for a sphere that is roughly λ wide, with kR  3 and m  4.0   0i,
hence ρ  18. This flow is calculated from Eq. (1.45). One can see that the flow cannot
be described by collections of rays, unlike plot paq in Fig. (11.14) below where this is more
reasonable.
The other fundamental assumption of the diffraction explanation is that the particle’s
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Figure 11.5: Extinction efficiency factor Qext for spheres as a function of ρ, Eq. (7.3). The
phase shift is increased as indicated on the curves and the wavenumber is constant for all
curves. Note that the top two curves are displaced vertically by a factor of two for clarity.
extinction cross section is calculated, or measured, in the far-field zone. It is only in the
far-field that diffraction diverts enough energy flow from the forward direction as to account
for a total factor of power I incG, given the operational definition. The problem is that this
argument fails in the near-field. As one moves infinitesimally close to the particle’s surface,
i.e., by shrinking Sen to S, the diversion of energy flow from the forward direction due
to diffraction vanishes. Yet, it is shown in Ch. 3 that that the extinction cross section is
completely independent of the distance from the particle. One must then find that Qext Ñ 2
even very close (compared to λ) to the particle surface, which is exactly where the concept
of Fraunhoffer diffraction becomes invalid.
The separation of the incident wave’s rays into those intercepted and those diffracted
tacitly assumes that the particle has a well-defined surface in the sense of geometrical optics.
This is because the ray separation requires that there is a clear distinction between the
geometrically illuminated and shaded sides of the particle. It is possible to imagine situations
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Figure 11.6: Time averaged energy flow, as given by the Poynting vector, inside a spherical
particle and in its near-field. Here kR  3.0 and m  4.0  0i. The plot shows the energy
flow in the x-z plane passing through the particle’s center, recall Fig. (1.1). The color scale
indicates the flow magnitude relative to the magnitude of the incident wave Einco .
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for which identification of such a shadow boundary is ambiguous. For example, consider
a large particle with a radial refractive index profile that tails off to one exponentially
with distance from the particle center. Or, consider a large fractal-like aggregate of small
particles, like in Ch. 8. In both of these examples it is not clear where one would choose to
identify a shadow boundary, or even a particle surface5.
Now consider the shadow explanation of the paradox. Here there is no problem regarding
an implied restriction to the far-field zone. Actually, the very concept of incident-wave
cancellation in the shadow is realized in the extreme near-field just behind the particle.
The shadow explanation is typically presented in the context of large, perfectly opaque
particles6. However, as can be understood from Fig. (11.5), the extinction paradox occurs
in the ρÑ8 limit, and hence concerns both opaque and dielectric particles equally. If the
particle is dielectric the total wave just behind it in its geometric shadow is not necessarily
zero and can be quite large due to focusing effects, e.g., see Fig. (11.6). In such a case, it
becomes unclear why it is necessary to identify a SFW since there is no longer a requirement
that the total wave vanish within the geometric shadow.
An opaque particle can be described, for example, by the limit m Ñ 8, i.e., a perfect
conductor. One finds from Eq. (7.3) that in this case ρ Ñ 8 regardless of kR and hence,
from Fig. (11.5), Qext Ñ 2 implying that the size of an opaque particle need not be
geometrically large for the paradox to occur. If one now considers the fact that the total
wave behind an opaque particle of small to intermediate size is not necessarily zero, then
it is again unclear why it should be necessary to identify a SFW to explain the paradox.
Moreover, the generalization of the SFW concept to dielectric particles, does not show a
physical explanation for why a SFW is needed for such semi-opaque particles [104].
5For the fractal aggregate, the ambiguity is due to the smallness of the constituent particles and their
corresponding violation of geometrical optics.
6This appears to be especially true in quantum mechanical discussions of the paradox.
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11.4 A New View of Extinction and its Paradox
Using either the diffraction or shadow explanation, one is able to predict the extinction
behavior of geometrically large particles of any shape. In this regard these explanations are
useful. However, given the discussions of Sec. (11.3), one is left with the impression that
these concepts do not constitute a complete and convincing explanation for the physical
cause of the paradox. The following will present a new description of a particle’s extinction
cross section and in the process reveal a simple and fundamental connection between the
paradox and the Ewald-Oseen extinction theorem.
Using the volume integral equations Eqs. (2.10) and (2.18), the scattered field are
Escaprq  k2pm2  1q
»
V int
Ø
Gepr, r
1
q Eintpr1qdr1 r P V ext, (11.2)
Bscaprq 
iω
c
pm2  1q
»
V int
Ø
Gmpr, r
1
q Eintpr1qdr1 r P V ext. (11.3)
The fields given by Eqs. (11.2) and (11.3) are exact expressions for the scattered wave for
any location outside the particle. The volume integral in these expressions can be formally
transferred to an integral over the particle surface S using Green’s second theorem in vector-
dyadic form, Eq. (9.13) see [90, Ch. 2], [30, p. 300]. A physical interpretation of the related
vector Green’s theorem is given in [106, Sec. 5.2]. The resulting surface integral takes on
two values depending on whether r is inside or outside of the particle,
¾
S
!
iω
Ø
Gepr, r
1
q

nˆBintpr1q

 
Ø
Gmpr, r
1
q

nˆEintpr1q

)
dS 1 
#
Eincprq r P V int
Escaprq r P V ext.
(11.4)
In Eq. (11.4), nˆ is the outward surface normal to S and r R S. When r resides outside
the particle, Eqs. (11.2) and (11.4) yield exactly the same scattered field. If however, r
resides inside of the particle, Eq. (11.4) yields the negative of the incident field. This is one
presentation of the Ewald-Oseen (EO) extinction theorem [90].
With Eqs. (11.2) and (11.4), one can now find equivalent and exact expressions for Cext
via Eq. (3.5) over its surface. Alternatively, one can take the observation point to reside in
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the particle’s far-field zone. This permits use of the far-field approximation to simplify the
Green’s functions in Eqs. (2.3) and (2.13) giving
Ø
Gepr, r
1
q 
eikr
r
gepr, r
1
q kr Ñ8, (11.5)
Ø
Gmpr, r
1
q 
eikr
r
gmpr, r
1
q kr Ñ8, (11.6)
where
Ø
g eprˆ, r
1
q 
1
4π

Ø
I  rˆb rˆ
	
exppikr1  rˆq, (11.7)
Ø
gmprˆ, r
1
q 
ik
4π

rˆ
Ø
I
	
exppikr1  rˆq. (11.8)
By substituting Eqs. (11.5)-(11.8) in Eq. (11.4) and accounting for the factor exppikrq{r,
one can identify a far-field scattering amplitude in terms of an integral over the particle’s
surface
Esca1 prˆq 
¾
S
!
iω
Ø
g epr, r
1
q 

nˆBintpr1q

 
Ø
gmpr, r
1
q 

nˆEintpr1q

)
dS 1. (11.9)
Now, using the optical theorem
Cext 
4π
k|Einco |
2
Im
!

Einco


Esca1 pnˆ
inc
q
)
, (11.10)
the extinction cross section is
Cext 
4π
k|Einco |
2
Im
¾
S

Einco



!
iω
Ø
g epnˆ
inc, r1q 

nˆBintpr1q

 
Ø
gmpnˆ
inc, r1q 

nˆEintpr1q

)
dS 1. (11.11)
From Eq. (11.1), Qext can be found by dividing Eq. (11.11) by G.
The surface integral in Eq. (11.11) provides the opportunity to see how different regions
of the particle surface S contribute to Cext and Qext. To do this, the integral is evaluated
only over the portion of the particle’s surface extending from θ  π to θ  θs. This partial
particle-surface, denoted BS, is shown in Fig. (10.4) and is reminiscent of BSb in Fig. (10.4),
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except here the surface resides on the particle. Evaluating Eq. (11.11) over BS and using
Eq. (11.1) allows one to define a partial extinction efficiency factor BQext as
BQextpθsq 
1
G
4π
k|Einco |
2
Im
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

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!
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g epnˆ
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
nˆBintpr1q

 
Ø
gmpnˆ
inc, r1q 

nˆEintpr1q

)
dS 1. (11.12)
When θs  π, there is no surface and the integral in Eq. (11.12) is zero, whereas when
θs  0 the partial surface becomes the complete particle surface BS  S and Eq. (11.12)
yields Qext. Note that θs closes the surface as it decreases from π to zero.
Figure 11.7: Partial particle-surface BS used to calculate BQext in Eq. (11.12) and BG in
Eq. (11.13). The geometrically illuminated and shaded sides of the particle, Sill and Ssha,
are shown in red and blue, respectively.
Figure (11.8) shows BQext as a function of decreasing θs for spherical particles of various
kR and m, which are chosen so that each particle belongs to one of three values of ρ
representative of the Rayleigh, resonance, and asymptotic regions of Qext, recall Sec. (11.1),
Fig. (11.5), and Eq. (7.3). Also shown with the BQext curves is the particle’s partial
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geometrical projection BG
BGpθsq  
»
BS
nˆ  nˆinc dS, (11.13)
which gives the projection of BS into the forward direction. When θs  π{2, this projection
is equivalent to G. Each particle’s Qext as calculated directly from the Mie series is indicated
in Fig. (11.8). Comparison between these values ofQext and those resulting from Eq. (11.12)
verifies that Eq. (11.12) does indeed yield the expected values for Qext as θs Ñ 0.
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ext
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Figure 11.8: Plots of BQext for various spherical particles as a function of θs, recall Fig.
(11.7). The relative size kR, refractive indexm, phase shift ρ, and value ofQext (as calculated
from Mie theory) are shown for each particle in the legend. Also show from θs  π to
θs  π{2 is the partial particle-shape-projection BG of Eq. (11.13).
One can see in Fig. (11.8) that the curves rise from zero at θs  π to around unity when
θs  π{2. Moreover, all the curves roughly follow the partial geometrical projection BG in
this range. As θs decreases past π{2 to θs  0, the curves separate into three groups. For
ρ   1, the curves fall back to a small value for Qext at θs  0. If ρ Á 1, the curves appear
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uncorrelated and spread out over a large range of values for Qext. If however ρ " 1, the
curves bundle together and roughly hold a constant value of BQext  2 as π{2 ¡ θs ¥ 0.
To further investigate Fig. (11.8) one can look at the differential contributions to Qext
from the surface integral in Eq. (11.12). This is done by discretizing S into small surface
elements ∆S and identifying a complex number, or surface phasor, that represents a surface
element’s contribution to the integral. Equation (11.12) is then
Qext 
1
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)
(11.14)
where z
pillq
i and z
pshaq
i are the surface phasors corresponding to the illuminated and shaded
hemispheres Sill and Ssha, respectively, and are given by
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The phasors z
pillq
i and z
pshaq
i in Eq. (11.14) can be given a clear meaning. By making an
analogy to the interpretation of the VIE described in Ch. 4, one can regard the tangential
field components nˆBintpr1q and nˆEintpr1q in Eq. (11.11), (11.12), and (11.15) as “effective
surface sources” that radiate a spherical wave to the far-field under the action of the functions
Ø
g e and
Ø
gm. These sources are “effective” because they are not real wavelet sources; they
are ultimately a mathematical consequence of the transformation of the volume integral in
Eqs. (11.2) and (11.3) resulting from application of Green’s theorem, Eq. (9.13), leading
to Eq. (11.4). These surface sources, however, are determined by the real wavelet sources
that reside through the particle volume. Consequently, one can think of the collection of
z
pillq
i and z
pshaq
i , corresponding to the entire particle surface, as an equivalent representation
of the actual wavelet sources inside the particle. In addition, by comparing the form of the
complex exponentials in Eqs. (3.1), (11.7), and (11.8) and noting that it is the complex
conjugate of the incident electric field amplitude that appears in Eq. (11.15), one can see
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that the phase angle of the phasors z
pillq
i and z
pshaq
i represents the relative phase between
the effective surface sources and the incident field at these source’s location on the particle
surface.
Plots paq and pbq in Figures (11.9)-(11.11) show z
pillq
i and z
pshaq
i in the complex plane for
spherical particles with m  1.33   0i and sizes kR  0.151, kR  6.06, and kR  151,
respectively. The plots labeled pcq and pdq in these figures show the distribution of the phase
angles of z
pillq
i and z
pshaq
i over Sill and Ssha. The magnitude of the phasors in paq and pbq are
collectively normalized to unity and the phase angles in plots pcq and pdq are indicated by
the color scale shown in the legend. The same size and refractive index particles in Figs.
(11.9)-(11.11) also appear in Fig. (11.8).
Consider first the curve for BQext in Fig. (11.8) for the Rayleigh-sized sphere with
kR  0.151 and m  1.33   0i, and compare to the surface-phasor plots for this same
particle in Fig. (11.9). One can see that the relative phase over the particle’s illuminated
side is roughly π{2, whereas it is roughly π{2 over the shaded side. Now consider the
BQext curve in Fig. (11.8) for the resonance-sized sphere with kR  6.06 and compare to
the corresponding phasor plots in Fig. (11.10). Here one sees that, as with the Rayleigh-
sized particle, the relative phase over the illuminated side is roughly constant and equal to
π{2. However, now the relative phase over the shaded side is no longer roughly constant
and varies over the complex plane. Finally, consider the BQext curve in Fig. (11.8) for the
asymptotic-sized sphere with kR  151 and compare to its corresponding phasor plots in
Fig. (11.11). Here, the relative phase is again seen to be roughly constant and equal to π{2
over the illuminated hemisphere Sill. Now though, the phase over the shaded hemisphere
varies extensively and covers the entire complex plane in a roughly isotropic distribution.
It is now possible to make a general conclusion with regard to the asymptotic behavior
of Qext based on Figs. (11.8)-(11.11); if ρ " 1, the geometrically illuminated region of a
particle makes a contribution of roughly 2G to Cext while its geometrically shaded region
makes a comparatively negligible contribution. Moreover, one can understand from Fig.
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Figure 11.9: Plots paq and pbq show the phasors of Eq. (11.14) in the complex plane for
the illuminated and shaded surfaces of the particle. Plots pcq and pdq show the distribution
of phase angle of these phasors over the particle’s surface as indicated by the color scale
shown in the legend. The particle in these plots has kR  0.151 and m  1.33   0i and
hence is a member of the Rayleigh-region in Fig. (11.8). The phasors are globally scaled to
a maximum magnitude near one for clarity.
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Figure 11.10: Same as Fig. (11.9) except the particle is now representative of the
resonance-region of Fig. (11.8), with kR  6.06 and m  1.33  0i.
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Figure 11.11: Same as Figs. (11.9) and (11.10) except this particle belongs to the
asymptotic-region in Fig. (11.8) with kR  151 and m  1.33  0i.
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(11.11) that the reason the shaded region makes no significant contribution is due to the
near-complete cancellation of the z
pshaq
i phasors in the complex plane, i.e., near-complete
destructive interference. Notice also, from Fig. (11.8), that this conclusion applies to any
kR and m so long as ρ " 1; it is not necessarily restricted to geometrically large or opaque
particles.
The final step required to reveal the full significance of the extinction paradox is to
combine the understanding provided by Figs. (11.8)-(11.11) with the concept of the Ewald-
Oseen (EO) extinction theorem. The embodiment of the EO theorem is given by Eq. (11.4),
which shows that the incident field is canceled within V int by the surface integral on the left
hand side of that equation [90, p. 62-63], [107, Ch. 12]. This same surface integral appears
in its far-field form in Eq. (11.11) yielding Cext. Consequently, the conclusions predicated
on Eq. (11.11) and Figs. (11.8)-(11.11) suggest a connection between EO extinction and
the dominance of the particle’s contribution to Cext originating from its geometrically illu-
minated side.
To further examine the connection between the EO theorem and Cext, Figs. (11.12)-
(11.14) show plots of the electric field magnitude in the x-z plane7 through the center of
the same three spherical particles as in Figs (11.9)-(11.11). The incident electric field is
polarized parallel to the x-axis and propagates along the z-axis in the positive direction in
these figures, recall Fig. (1.1). Each figure shows four plots with the outline of the particle’s
surface indicated by the dashed white line. Plot paq displays the total electric field magnitude
outside and inside the particle. Plot pbq shows the magnitude of the superposition of the
incident field and the field generated by the surface integral in Eq. (11.4) when the integral
is evaluated over Sill only. The outline of Sill is shown in red in the plot. Similarly, plot pcq
shows the magnitude of the superposition of the incident field and the surface-integral field,
except here the integral is evaluated over Ssha only. The outline of Ssha is shown in blue.
Lastly, plot pdq shows the same superposition except now the integral is evaluated over the
7This is the same as the vertical scattering plane Πy in Fig. (6.2).
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Figure 11.12: Plot paq shows the electric field magnitude in the x-z plane passing through
the center of a spherical particle with kR  0.151 and m  1.33   0i. Plots pbq and pcq
show the field magnitude as calculated from Eq. (11.4) when the surface integral in that
equation is evaluated over only Sill or Ssha, respectively. The intersection of these surfaces
with the x-z plane is shown in the plots in red for the illuminated side Sill, and blue of the
shaded side Ssha. Plot pdq shows the field magnitude produced by the full surface integral.
The gray scale in the legend indicates the field magnitude relative to that of the incident
wave Einco .
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Figure 11.13: Same as Fig. (11.12) except for a particle with kR  6.06 and m  1.33 0i
corresponding to the resonance-region of Fig. (11.8).
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Figure 11.14: Same as Figs. (11.12) and (11.13) except for a particle with kR  151 and
m  1.33  0i corresponding to the asymptotic-region of Fig. (11.8).
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complete particle surface S.
The sphere shown in Fig. (11.12) is the same sphere as in Figs. (11.8) and (11.9)
corresponding to the Rayleigh-region with kR  0.151 and m  1.33   0i. From plot paq
in Fig. (11.12) one can see the familiar electric-dipole-like field distribution in V ext and a
roughly constant field magnitude in V int. Plot pdq shows that the surface integral in Eq.
(11.4) does indeed cancel out the incident field inside the particle and produces the same
external field outside. This cancellation is a graphical demonstration of the Ewald-Oseen
extinction theorem. Plots pbq and pcq, however, clearly show that evaluation of this surface
integral over either Sill or Ssha is incapable of canceling the incident field in V
int except over
a small portion of V int near the z  R and z  R ends of the Sill or Ssha regions. Neither
plot pbq or pcq are capable of generating the expected total wave in V ext either.
Now consider Fig. (11.13) showing a larger sphere with kR  6.06 and m  1.33   0i,
which is the same sphere as in Figs. (11.8) and (11.10). Here again the full surface integral,
pdq, is seen to cancel the incident field in V int and produce the same total field as seen in
V ext in paq. Neither half-surface integral in pbq or pcq generates a correct total field outside
of the particle, but in pbq the incident field is almost completely canceled within the portion
of the particle interior encompassed by the Sill cap. Incident-field cancellation is not seen
in pcq.
Lastly, consider the asymptotic-region sphere of Fig. (11.14) with kR  151 and m 
1.33   0i. This is the same sphere as in Fig. (11.11) and is included in Fig. (11.8). Once
again, one can see the agreement between the total field in V ext in paq and pdq and the
cancellation of the incident field in V int in pdq. However, notice in pbq that the surface
integral evaluated over only Sill is capable of canceling the incident field in all V
int just as
the full surface integral in pdq does. One can see from pcq that the integral over Ssha has
almost no ability to cancel the incident field in V int but dominates the total field in V ext
expected from paq, especially in the forward direction.
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11.5 Interpretation
From the observations in Sec. (11.4), it is now possible to develop a new understanding
for the cause of the extinction paradox. The curves corresponding to the asymptotic region
in Fig. (11.8) combined with Fig. (11.11) demonstrate that the geometrically illuminated
region of a particle is primarily responsible for its extinction cross section if ρ " 1. More-
over, Fig. (11.14) shows that this same region is primarily responsible for achieving EO
cancellation of the incident wave. Therefore, one might expect that there must be a con-
nection between the requirement that the incident wave be canceled in V int and the result
that Cext Ñ 2G as ρÑ8. This connection will be described below, and in the process one
will see how the EO theorem explains the extinction paradox.
A convenient way to attain the ρÑ 8 limit is to consider a spherical particle composed
of a perfect electric conductor (PEC). In this case, one knows that the internal fields are
zero and that a current K will be induced on the particle’s surface corresponding to the
discontinuity in the tangential component of the magnetic field, Eq. (1.40),
nˆBincprq   nˆBscaprq  µoKprq r P S.
One can find the field radiated by this surface current using the three-dimensional analog
to Eq. (9.43),
iωµo
¾
S
Ø
Gepr, r
1
q Kpr1qdS 1 
#
Eincprq r P V int
Escaprq r P V ext
, (11.16)
see also [30, p. 64]. In general, current is induced over the entire particle surface. However,
if the particle is large, the current over the shaded hemisphere Ssha tends to zero [108, p.
205-213]. The physical optics approximation is then introduced, which assumes that the
current is zero in the shaded region [109]. In addition, the large size of the particle allows
one to approximate each differential surface element as an infinite plane, in which case [15,
Sec 10.10]
nˆBscaprq  nˆBincprq r P S kRÑ8. (11.17)
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Using Eqs. (3.1), (3.2), and (11.17) in combination with Eq. (1.40), gives
Kprq 
"
2 k
ωµo
nˆ

nˆinc Eincprq

r P Sill
0, r P Ssha.
(11.18)
Combining Eqs. (11.16) and (11.18), taking the far-field limit of the Green’s function, and
using the optical theorem Eq. (11.10), one eventually finds that
Cext  2Im
!
 i
»
Sill
nˆ  nˆincdS
)
 2G, (11.19)
which is the expected result.
The calculation leading to Eq. (11.19) is simple enough that it is possible to see the
significance of the factor 2. The first appearance of this factor is in the surface current of
Eq. (11.18). This form for the current is a consequence of the boundary conditions and
the implicit requirement that the wave inside the particle be zero. Combination of Eqs.
(1.40) and (11.18) along with the physical optics approximation show that the tangential
component of the total magnetic field on Sill is twice the corresponding magnitude of the
same field component that would exist in the particle’s absence. The induced surface source
pKq must be twice the magnitude expected the incident wave only such that it be able to
cancel the wave inside the particle and concomitantly produce a reflected wave of similar
magnitude. The magnitude of the tangential component of the surface field must be twice
that of the incident field such that the induced current is able to radiate a wave into the
particle that cancels the incident and simultaneously radiates a scattered wave of similar
magnitude outside. Note the striking similarity of this realization to the discussions in Secs.
9.1 and 9.6. Since the cross section is ultimately determined by the induced current, this
result explains the factor 2 in Cext.
Notice that there are clear similarities here to the dielectric particles considered in Sec
(11.4). Both a dielectric particle with ρ " 1 and a perfectly conducting particle involve
only their geometrically illuminated surfaces Sill in C
ext. With regard to its contribution
to Cext, the destructive interference of the differential contributions from the shaded region
in a dielectric particle and the corresponding zero-magnitude contribution from a perfectly
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conducting particle are equivalent. Recall Fig. (11.11) and Eq. (11.18). Most importantly,
the requirement that the field be zero inside the perfectly conducting particle is inclusive of
the requirement that the incident field be canceled there; this finally provides a connection
between the EO theorem and the asymptotic behavior of Cext with ρ.
The Ewald-Oseen theorem imposes a special requirement of the internal field; the wavelet
sources that constitute it, must be induced and couple together such that the secondary
radiation from them is able to cancel the incident wave throughout the particle interior8.
This property of the wavelet-sources is then formally connected to Cext through Eqs. (3.5),
(11.2), and (11.3). In the ρ Ñ 8 limit, the incident-wave cancellation is achieved by the
particle’s geometrically illuminated region, hence explaining why the paradox depends only
on G. Moreover, in analogy to the perfectly conducting particle, EO cancellation requires
that the particle’s effective surface wavelet-sources nˆ  Eint and nˆ  Bint have twice the
magnitude as would be expected in the particle’s absence. Since Cext is directly related to
the magnitude of these wavelet sources [Eq. (11.11)], this explains why Cext  2G and not
Cext  G. It is the EO extinction theorem that accounts for the unexpected extra factor of
G in the extinction paradox.
Inspection of the curves in Fig. (11.8) for ρ " 1 over the range π ¥ θs ¡ π{2 shows a
strong functional similarity to the projection integral of Eq. (11.13) i.e.,
Cext 
4π
k|Einco |
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)
 2G ρÑ8. (11.20)
This result is remarkable because it applies to dielectric as well as opaque particles. From
plot paq in Fig. (11.14), one can see that the particle has large internal field magnitudes
in both the illuminated and shaded regions and in the geometrical shadow. In contrast, a
8Note that this is why the incident wave is not present with the internal wave in the discussion in Sec.
5.6
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perfectly conducting particle has no internal field and a near-field geometrical shadow region
that would look much like plot pbq in Fig. (11.14). Yet, despite the striking differences
between the internal fields in these types of particles, in the ρÑ8 limit, their cross section
ultimately depends only on the special character of the internal fields that achieves EO
cancellation of the incident wave in V int. This interpretation is supported in Eq. (11.20)
by the effective equivalence of the two surface integrals, and is illustrated by the similarities
between plot pbq in Fig. (11.14) and what the corresponding plot paq would look like for an
opaque particle.
The reason that the geometrically shaded side of the particle makes no direct contribution
to Cext in the asymptotic region is because the largeness of ρ corresponds to strong refraction.
This refraction causes the phase of the internal field, relative to the incident wave, to advance
rapidly throughout the particle interior. This is why the phasors in Fig. (11.11) plot pbq
are spread over the entire complex plane, corresponding to destructive interference between
them. Although strong refraction occurs within the illuminated region as well, the EO
theorem requires that the phase in this region advance relative to the incident wave in
such a way as to achieve cancellation of the wave throughout V int. This explains why the
phasors in plot paq of Fig. (11.11) are clustered along the positive imaginary axis and hence
contribute to Cext through the Imt. . .u filter in the optical theorem Eq. (11.10), see also
[110, p. 406-10]. The same relative phase shift of π{2 is seen in the induced surface current
on the infinite PC plate of Ch. 9; there to the incident wave is canceled because of this
wavelet-source phase shift.
11.6 The “Flower Pot”
It is now of interest to consider the implications of the aboven EO-based explanation of the
paradox in the context of a practical example. In describing the diffraction explanation, van
de Hulst states [47, p. 107],
“A flower pot in a window prevents only the sunlight falling on it from entering
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the room, and not twice this amount, but a meteorite of the same size somewhere
in interstellar space between a star and one of our big telescopes will screen twice
this light.”
In this context, the EO explanation appears to predict that the flower pot should also
“screen,” i.e., extinct, twice the amount of light from entering the room. This is because,
with regard to the EO theorem, there is no difference between the flower pot and the
meteorite.
It is tacitly assumed in this example that either object’s extinction cross section corre-
sponds to the reduction of power received by a detector facing into the forward direction when
the object is present as compared to the power received when the object is absent. This is the
operational definition of extinction9 and would imply that the flower pot have Cext  G as
opposed to the expected Cext  2G. Consequently, van de Hulst adds that [47],
“...the observation [of Cext] is made at very great distance, i.e., far beyond the
zone where a shadow can be distinguished.”
However, the general calculations in Ch. 3 prove that the cross section is independent of the
distance from the particle and hence a proper measurement of the full cross section must
still find Cext  2G for the flower pot.
The analytical definition of extinction gives Cext as the net energy flow, due to the
interference between the incident and scattered waves, that passes through the surface Sen
defining the system, recall Secs. 10.2, 10.3, and Eq. (3.5). Therefore, since the room in the
flower pot example is not in the pot’s far-field zone, the reduced amount of light entering the
room when the pot is in the window does not necessarily correspond to the pot’s extinction
cross section, as van de Hulst says. Extinction has the character of being the forward-angle
effect implied by the operational definition only in the far field, recall Ch. 10.
Although the room, which tacitly represents the detector, does not reside in the flower
pot’s far-field, it should nevertheless be possible to see how one can establish that Cext  2G
9See [35].
252
from a simple measurement. This is possible by recalling the energy conservation condition
Cext  Csca   Cabs. (11.21)
Now suppose, for example, that the flower pot is made of metal and hence can be regarded as
a perfectly conducting particle. This would correspond to Cabs  0 since a perfect conductor
absorbs no energy, and from Eq. (11.21) one sees that Cext  Csca. Therefore, if it is possible
to account for the energy flow in the flower pot’s scattered wave, constituting Csca, Cext will
follow. First, notice that the amount of power contained in the scattered wave within the
pot’s geometrical shadow must be equal to that of the incident wave. This is because the
scattered wave must cancel the incident wave there; the observation of a well-defined shadow
behind the pot indicates a contribution to Csca equal to G. This is the very concept of the
shadow forming wave mentioned in Sec. (11.2.2). An additional factor of G is supplied to
Csca from reflection of the light geometrically incident on the pot’s illuminated side, c.f. Fig.
(11.4). Thus, the total scattering cross section is Csca  2G giving Cext  2G as expected.
There is no need to account for any concept of “diffraction” from the pot’s shadow boundary.
Appealing to the discussions in Sec. (11.4), one can now understand that the shadow
forming wave in the above example is really due to EO cancellation within the pot. This is
the crucial point that [12, 48] miss and is really only evident here because of the microphys-
ical prospective. It does not matter if the pot is made of glass and transmits a large portion
of light into the room, or made of terracotta and absorbs much of the light. In any case,
EO cancellation must occur and the corresponding largeness of ρ results in this cancellation
contributing a factor of G to the extinction cross section. The remaining factor of G then
comes from the energy flow associated with the reflected (scattered) and/or absorbed light.
Notice that, within the photon particle-like view of scattering discussed in Sec. 1.7,
only one factor of G of incident flux is scattered from the flower pot’s illuminated side,
and hence removed from the forward direction. It would then be inconsistent to count a
contribution from the shadow; reflection from the pot’s illuminated surface removes the
light that would otherwise occupy the shadow. There is no need to fill the shadow with
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“anti-particles” of light to cancel out the incident flux. Hence, this approach is not capable
of accounting for the extra factor of G in the paradox. This example illustrates the inherent
flaw of the “photon” concept and emphasizes the fundamental wave nature of Maxwell’s
theory. The incident wave permeates all space including the particle. Therefore, it must be
a response of the particle that produces a wave that cancels the incident through destructive
interference, resulting in the extinction paradox. This must occur regardless of the size of
the wavelength. It is the wave nature of light that accounts for an object’s shadow, not a
mechanical-like blocking of the light.
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Appendix A
Various Vector and Dyadic Relations
This appendix provides a brief list of relations that are needed for the calculations in this
work.

∇∇
Ø
Apr, r1q

 bpr1q ∇∇

Ø
Apr, r1q  bpr1q

(A.1)
∇

Ø
I fpr, r1q

 r∇fpr, r1qs 
Ø
I (A.2)
∇

exppikrq
r



ik 
1
r


exppikrq
r
rˆ, (A.3)

rˆ
Ø
I
	
 a  rˆ a (A.4)
rˆ prˆb rˆq  0 (A.5)
prˆb rˆq  a  rˆ  a (A.6)
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Appendix B
Various Properties of Vector
Spherical Wavefunctions
The following properties of the VSWFs and the vector spherical harmonics (VSHs) can be
found in [2, App. C] but are repeated here for completeness and reference.
The curl relationships between the VSWF and the regular VSWF are
Mmnpkrq 
1
k
∇Nmnpkrq, (B.1)
Nmnpkrq 
1
k
∇Mmnpkrq, (B.2)
RgMmnpkrq 
1
k
∇ RgNmnpkrq, (B.3)
RgNmnpkrq 
1
k
∇ RgMmnpkrq. (B.4)
The VSWFs can be expressed in terms of products of the spherical Bessel and Hankel
functions of the first kind jn and h
p1q
n , respectively, and the VSHs, B, C, and P as
Mmnpkrq  γmnh
p1q
n pkrqCmnprˆq, (B.5)
RgMmnpkrq  γmnjnpkrqCmnprˆq, (B.6)
Nmnpkrq  γmn
!npn  1q
kr
hp1qn pkrqPmnprˆq  
1
kr

kr hp1qn pkrq

1
Bmnprˆq
)
, (B.7)
RgNmnpkrq  γmn
!npn   1q
kr
jnpkrqPmnprˆq  
1
kr

kr jnpkrq

1
Bmnprˆq
)
, (B.8)
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where
γmn 
d
p2n  1qpnmq!
4πnpn  1qpn mq!
. (B.9)
The VSHs are interrelated as
Bmnprˆq  rˆCmnprˆq, (B.10)
Cmnprˆq  rˆBmnprˆq, (B.11)
with the additional property
rˆPmnprˆq  0. (B.12)
The orthogonality relationships for the VSHs are
»
4pi
Bmnprˆq C

m1n1prˆq dΩ 
»
4pi
Bmnprˆq Cm1n1prˆq dΩ  0, (B.13)
»
4pi
Bmnprˆq B

m1n1prˆq dΩ 
»
4pi
Cmnprˆq Cm1n1prˆq dΩ 
δmm1δnn1
pγmnq2
. (B.14)
With the orthogonality properties above, one can derive the expansion coefficients amn and
bmn for the incident plane wave of Eqs. (2.19), (2.22), (3.1), and (3.2) as
amn  4πp1q
mindnE
inc
o  rCmns

, (B.15)
bmn  4πp1q
min1dnE
inc
o  rBmns

, (B.16)
where
dn 
d
2n  1
4πnpn  1q
. (B.17)
265
Appendix C
Complex Bi-Conjugate Gradient
Solution Method
Multiple methods are known for the solution of matrix equations like Eq. (5.15). An efficient
iterative method is the Complex Bi-Conjugate Gradient Method (CBCGM). This method is
well suited for solving Eq. (5.15) because it solves the system without needing the explicit
values of elements of A¯ or p¯; only terms of the matrix vector products A¯  p¯ are needed
[111].
To describe the CBCGM method, let
b¯  E¯inc, x¯  p¯, (C.1)
and define an initial guess column vector x¯o as
x¯o  E¯
inc. (C.2)
The choice for the guess in Eq. (C.2) is known as Jacobi preconditioning and is not arbitrary
and is intended to lead to faster convergence to the solution, see [51]. Next the initial residual
column vector r¯o and initial bi-residual column vector r˜o are calculated
r¯o  b¯ A¯  x¯o, r˜o  r¯

o , (C.3)
then the initial search direction column vector p¯o and initial bi-direction column vector p˜o
p¯o  r¯o, p˜o  p¯

o . (C.4)
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The dimension of the coefficient matrix A¯ is 3N and the CBCGM is designed to converge
to the solution of Eq. (5.15) in at most 3N  1 iterations. To keep track of each iteration,
the index i is introduced. Then, for i  0, . . . 3N  1 one calculates the following:
• The step length parameter αi
αi 
r¯
i
 r¯i
p¯
i


A¯  p¯i
	 . (C.5)
• The new solution is then given by
x¯i 1  x¯   αip¯i, (C.6)
• The next residual and bi-residual are
r¯i 1  r¯i  αiA¯  p¯i, r¯i 1  r¯i  α

i
A¯:  p¯
i
, (C.7)
• Calculate the bi-conjugacy coefficient
βi  

A¯:  p¯
i
	
:
 r¯i 1
p¯
i


A¯  p¯i
	 (C.8)
• Then the next direction and bi-direction vectors are
p¯i 1  r¯i 1   βip¯i, p¯i 1  r¯i 1   β

i
p¯
i
. (C.9)
After each iteration of the CBCGM, the column vector x¯ approaches the solution of the
matrix system from the initial guess x¯o. In most cases the algorithm will converge in far
less than 3N 1 iterations, which is fortunate since a typical value for N may be more than
ten million. The convergence of the algorithm can be monitored by comparing the sum of
all the elements of the residual column vector r¯ to a tolerance δ. If the sum is less than the
tolerance, iterations can be stopped and the resulting solution for the dipole moments will
be correct to within a maximum error of δ.
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Another issue with the CBCGM concerns how one accounts for an arbitrary particle
shape. The initial guess column vector x¯o and the solution column vector x¯ contain the
dipole moments of the entire cubic lattice array. This effectively makes the particle geometry
a cube with the same dimensions as the lattice n. Consequently, if the particle shape is not
cubic, the dipole moments located outside the particle volume are set to zero. This is done
at each step described above where the column vectors x¯o, r¯o, x¯ and r¯ are involved.
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Appendix D
Matrix Multiplication using Discrete
Fourier Transforms
The CBCGM described in App. C is an efficient and fast route to find the solution to
Eq. (5.15). However, it requires terms of the matrix-vector products A¯  p¯i and A¯
:
 p¯
i
.
This is a problem, because, evaluating a matrix-vector product directly would be a p3Nq2
operation and hence would be computationally impractical for even moderately large N .
So, in order to make practical use of the CBCGM, a fast and low memory-consuming way
to find matrix-vector products is needed.
The properties of the coefficient matrix discussed in Sec. 5.2 show that the matrix equa-
tion (5.15) is equivalent to the discrete convolution of Eq. (5.19). A discrete convolution
can be evaluated by calculating using the Fast Fourier Transform (FFT), which scales in
computational time as  N logN rather than p3Nq3 as would be the case for direct evalu-
ation of the convolution. This section will briefly describe the Discrete Fourier Transform
(DFT) and how it is used to evaluate FFT-based Toeplitz matrix multiplication.
The Fourier transform of a function fpxq can be expressed as
F pkq 
»
8
8
fpxqeikxdx, (D.1)
fpxq 
1
2π
»
8
8
F pkqeikxdk, (D.2)
where the variable k is the spatial frequency associated with the variable x. To extend Eqs.
(D.1) and (D.2) to the discrete case, consider a total of n samples of the continuous function
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fpxq at constant intervals d,
fpxq Ñ fpxnq, fn  fpxnq, where xn  d, 2d, 3d . . .nd. (D.3)
For convenience let d  1, then the set of sampled values forms the sequence,
fn P tfp1q, fp2q, fp3q, . . . fpnqu.
Following [50, Sec. 4.1], define a complex number
Wn  exp

i2π
n


, (D.4)
then the DFT of the sequence fn is
F pkq 
n
¸
n1
fpnqW pk1qpn1q
n
, (D.5)
where tk, nu P t1, 2, 3, . . .nu and the inverse DFT is
fpnq 
1
n
n
¸
k1
F pkqWpk1qpn1q
n
. (D.6)
The goal is to evaluate an equation like
ypnq 
N¸
m1
apnmqfpnq, tn,mu P t1, 2, 3, . . . , nu, (D.7)
using the convolution theorem and DFTs. This is not as straight forward as simply eval-
uating the DFTs of apxq and fpxq, multiplying the resultant transforms and then eval-
uating the inverse transform [50, p. 37]. To see why, consider the number of points at
which the function apxq is sampled. If tn,mu P t1, 2, 3, . . .nu then apn mq is sampled at
apn  1q, . . . ap0q, . . . , apn 1q, which is a total of 2n 1 sample points. This is a compli-
cation because the sequences apnq and fpnq are unequal in length. This problem is resolved
with zero padding. Let,
f1pnq 
"
fpnq, for n  1, 2, 3, . . .n
0, for n  n  1, n  2, n  3, . . . 2n.
(D.8)
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If f1pnq is used in place of fpnq then nothing is changed in Eq. (D.7) provided that the
limit on the sum is changed form n to 2n so that the entire length of the sequence apnmq
is included.
Now the convolution theorem can be used. Let Apkq and F pkq be the DFTs of apnq and
fpnq, respectively, and let ypnq be given by Eq. (D.7) with transform Y pkq. The convolution
theorem states that
Y pkq  ApkqF pkq. (D.9)
Using Eq. (D.5) and (D.6), ypnq is given by
ypnq 
1
2n
2n
¸
k1
Y pkqWpk1qpn1q
n

1
2n
2n
¸
k1
ApkqF pkqWpk1qpn1q
n

1
2n
2n
¸
k1

2n
¸
m1
apmqW pk1qpm1q
n

2n
¸
r1
fprqW pk1qpr1q
n

Wpk1qpn1q
n

1
2n
2n
¸
k,m,r1
apmqfprqW pk1qpm1q pk1qpr1qpk1qpn1q
n

1
2n
2n
¸
k,m,r1
apmqfprqW pk1qpm rn1q
n

2n
¸
n,r1
apn  r   1qfprq, (D.10)
where in the last step of Eq. (D.10) the following orthogonality condition is used [112, p.
898]
1
2n
2n
¸
k1
W
pk1qm
2n

W
pk1qpnr 1q
2n


 δm,nr 1. (D.11)
Now the problem is that Eq. (D.7), which is needed to evaluate a matrix-vector product,
is not in the same form as the discrete convolution appearing in Eq. (D.10). In the steps
leading to (D.10), the sequence apnq gets shifted by one interval. If the sequence apnq is
regarded as periodic, then this shifting moves part of one period of the sequence into the
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next. This can be resolved by by defining a new sequence from gpnq [50, Sec. 4.1]
a1pnq 
$
&
%
apn 1q for, 1 ¤ n ¤ n
0 for, n  n  1
apn 2N  1q for, n  2 ¤ n ¤ 2n,
(D.12)
then the convolution equation (D.7) becomes
ypnq 
2n
¸
m1
a1pnm  1qf1pnq, (D.13)
which is now in the same form as Eq. (D.10). The following will discuss the application of
these results to the task of evaluating a Toeplitz matrix-vector product.
To demonstrate the method for evaluating a matrix-vector product using DFTs, consider
a square Toeplitz matrix Q¯ of dimension N N with known elements qnm given by a kernel
qpn,mq,
Q¯ 







q11 q12 q13 . . . q1N
q21 q22 q23 . . . q2N
q31 q32 q33 . . . q3N
...
...
...
...
qN1 qN2 qN3 . . . qNN

Æ
Æ
Æ
Æ
Æ

.
Because Q¯ is Toeplitz, its elements depend only on the difference of their indices, so
Q¯ 







q0 q1 q2 . . . q1N
q1 q0 q1 . . . q2N
q2 q1 q0 . . . q3N
...
...
...
...
qN1 qN2 qN3 . . . q0

Æ
Æ
Æ
Æ
Æ

.
Let an arbitrary column vector x¯ be given by
x¯ 







x1
x2
x3
...
xN

Æ
Æ
Æ
Æ
Æ

,
then, the matrix vector product Q¯  x¯ will be another column vector y¯,
y¯  Q¯  x¯ 







y1
y2
y3
...
yN

Æ
Æ
Æ
Æ
Æ

.
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The steps involved to evaluate y¯ are as follows:
• From the elements of Q¯ and x¯, form the sequences
qp1qpnq 
$
&
%
qpn 1q for, 1 ¤ n ¤ N
0 for, n  N   1
qpn 2N  1q for, N   2 ¤ n ¤ 2N,
xp1qpnq 
"
xpnq for, n  1, 2, 3, . . .N
0 for, n  N   1, N   2, N   3, . . . 2N.
(D.14)
• Evaluate the discrete Fourier transforms of the sequences qp1q and xp1q,
Qp1qpkq 
2N¸
n1
qp1qn W
pk1qpn1q
2N , (D.15)
Xp1qpkq 
2N¸
n1
xp1qn W
pk1qpn1q
2N . (D.16)
• Multiply the transforms to form a new sequence
Xp2qpkq  Qp1qpkqXp1qpkq (D.17)

!
Q
p1q
1 X
p1q
1 , Q
p1q
2 X
p1q
2 , . . . Q
p1q
2NX
p1q
2N
)
. (D.18)
• Take the inverse transform of Xp2qpkq
xp2qpnq 
1
2N
2N¸
k1
X
p2q
k W
pk1qpn1q
2N . (D.19)
• Form a sequence from the from the first N terms of xp2qpnq
xp3qpnq 
!
x
p2q
1 , x
p2q
2 , . . . x
p2q
N .
)
(D.20)
• Then, the matrix vector product y¯, is equal to the column vector formed by xp3qpnq
y¯ 





x
p3q
1
x
p3q
2
...
x
p3q
N

Æ
Æ
Æ

. (D.21)
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Now recall that Eq. (5.19) involves a coefficient matrix A¯ formed by a dyadic kernel
with three indices tn,m, lu, as opposed to the single index n above
Eincprnmlq 
N¸
n1,m1,l11
A¯nn1,mm1,ll1  pn1m1l1.
Writing this out explicitly,


Eincx pn,m, lq
Eincy pn,m, lq
Eincz pn,m, lq



N¸
n11
m11
l11
$
&
%


a11 a12 a13
a21 a22 a23
a31 a32 a33





px
py
pz


,
.
-
, (D.22)
where
aij  aijpn n
1, mm1, l  l1q i, j P t1, 2, 3u,
pγ  pγpn
1, m1, l1q γ P tx, y, zu. (D.23)
This reveal that Eq. (5.19) separates into three equations, one for each Cartesian com-
ponent,

A¯  p¯

x

N¸
n1,m1,l11
pa11px   a12py   a13pzq xˆ, (D.24)

A¯  p¯

y

N¸
n1,m1,l11
pa21px   a22py   a23pzq yˆ, (D.25)

A¯  p¯

z

N¸
n1,m1,l11
pa31px   a32py   a33pzq zˆ. (D.26)
Let f denote the convolution operation, then Eqs. (D.24)-(D.26) become,

A¯  p¯

x
 a11 f px   a12 f py   a13 f pz,

A¯  p¯

y
 a21 f px   a22 f py   a23 f pz,

A¯  p¯

x
 a31 f ax   g32 f ay   a33 f pz.
Let the DFT of a sequence fpnq be given by DFTtfpnqu and the inverse transform by
DFT1tfpnqu, then
Aij  DFTtaiju, (D.27)
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Pγ  DFTtpγu, (D.28)
and from the convolution theorem Eqs. (D.24)-(D.26) are,

A¯  p¯

x
 DFT1 tA11Px   A12Py   A13Pzu (D.29)

A¯  p¯

y
 DFT1 tA21Px   A22Py   A23Pzu (D.30)

A¯  p¯

z
 DFT1 tA31Px   A32Py   A33Pzu . (D.31)
Because the convolution operation is linear,

A¯  p¯

x
 DFT1 tA11Pxu  DFT
1
tA12Pyu  DFT
1
tA13Pzu , (D.32)

A¯  p¯

y
 DFT1 tA21Pxu  DFT
1
tA22Pyu  DFT
1
tA23Pzu , (D.33)

A¯  p¯

z
 DFT1 tA31Pxu  DFT
1
tA32Pyu  DFT
1
tA33Pzu . (D.34)
Now all that is needed is a method to evaluate the discrete forward and inverse transforms
of sequences that depend on three indices. This is done by a direct extension of the one
index case. First, each sequence is padded with zeros;
sxpn,m, lq 
$
'
'
&
'
'
%
pxpn,m, lq 1 ¤ n ¤ N, 1 ¤ m ¤ N
1 ¤ l ¤ N
0 N   1 ¤ n ¤ 2N, N   1 ¤ m ¤ 2N
N   1 ¤ l ¤ 2N,
(D.35)
sypn,m, lq 
$
'
'
&
'
'
%
pypn,m, lq 1 ¤ n ¤ N, 1 ¤ m ¤ N
1 ¤ l ¤ N
0 N   1 ¤ n ¤ 2N, N   1 ¤ m ¤ 2N
N   1 ¤ l ¤ 2N,
(D.36)
szpn,m, lq 
$
'
'
&
'
'
%
pzpn,m, lq 1 ¤ n ¤ N, 1 ¤ m ¤ N
1 ¤ l ¤ N
0 N   1 ¤ n ¤ 2N, N   1 ¤ m ¤ 2N
N   1 ¤ l ¤ 2N,
(D.37)
and let aijpn,m, lq  0 for i, j P t1, 2, 3u unless [50, p. 46],
Then, the discrete Fourier transforms of the new sequences are:
Sγpkn, km, klq 
2N¸
n,m,l1
sγpn,m, lqW
pkn1qpn1q
2N W
pkm1qpm1q
2N W
pkl1qpl1q
2N , (D.38)
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n m l gijpn,m, lq
r1, Ns r1, Ns r1, Ns aijpn  1, m 1, l  1q
rN   2, 2Ns r1, Ns r1, Ns aijpn 2N  1, m 1, l  1q
r1, Ns rN   2, 2Ns r1, Ns aijpn 1, m 2N  1, l  1q
rN   2, 2Ns rN   2, 2Ns r1, Ns aijpn 2N  1, m 2N  1, l  1q
r1, Ns r1, Ns rN   2, 2Ns aijpn 1, m 1, l  2N  1q
rN   2, 2Ns r1, Ns rN   2, 2Ns aijpn 2N  1, m 1, l  2N  1q
r1, Ns rN   2, 2Ns rN   2, 2Ns aijpn 1, m 2N  1, l  2N  1q
rN   2, 2Ns rN   2, 2Ns rN   2, 2Ns aijpn 2N  1, m 2N  1, l  2N  1q
Table D.1: Zero padding for three index kernel.
for γ P tx, y, zu, and
Aijpkn, km, klq 
2N¸
n,m,l1
Aijpn,m, lqW
pkn1qpn1q
2N W
pkm1qpm1q
2N W
pkl1qpl1q
2N (D.39)
for i, j P t1, 2, 3u. Next define the new sequences,
Yxpkn, km, klq  A11Sx   A12Sy   A13Sz, (D.40)
Yypkn, km, klq  A21Sx   A22Sy   A23Sz, (D.41)
Yzpkn, km, klq  A31Sx   A32Sy   A33Sz, (D.42)
then the Cartesian components of the matrix vector product A¯  p¯ are given by the inverse
transforms

A¯  p¯

γ

1
p2Nq3
2N¸
kn,km,kl1
Yγpkn, km, klqW
pkn1qpn1q
2N W
pkm1qpm1q
2N W
pkl1qpl1q
2N . (D.43)
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