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Wave-function approach to Master equations for quantum transport and measurement
Shmuel Gurvitz∗
Department of Particle Physics and Astrophysics
Weizmann Institute of Science, Rehovot 76100, Israel
(Dated:)
This paper presents a comprehensive review of the wave-function approach for derivation of the
number-resolved Master equations, used for description of transport and measurement in mesoscopic
systems. The review contains important amendments, clarifying subtle points in derivation of the
Master equations and their validity. This completes the earlier works on the subject. It is demon-
strated that the derivation does not assume weak coupling with the environment and reservoirs, but
needs only high bias condition. This condition is very essential for validity of the Markovian Master
equations, widely used for a phenomenological description of different physical processes.
I. INTRODUCTION
Quantum transport through mesoscopic systems is one
of the most extensively investigated areas of theoretical
physics1. Typically, the transport takes place when a
mesoscopic system, characterized by isolated energy lev-
els, is connected with reservoirs, which energy spectrum
is continuous (very dense). In addition, the system is in-
teracting with the environment, like with phonon (pho-
ton) reservoirs with continuous energy spectrum. As a
results, the transport trough mesoscopic systems would
display an interplay of quantum and classical features.
For evaluation of current through the mesoscopic sys-
tem (or other related quantities), one needs to trace
over infinite number of the environmental and reservoirs
states that are not directly observed. Such a procedure
should be carried out in the density matrix of an en-
tire system, ρ(s, s′, I, I ′, t), where s(s′) and I(I ′) denote
all variables of the mesoscopic system and the environ-
ment and reservoirs, respectively. As a result we ob-
tain the reduced density matrix of the mesocopic sys-
tem, σ(s, s′, t) = TrI [ρ(s, s
′, I, I, t))] that determines its
behavior and bears all effects of the environment and
reservoirs. Our goal, therefore is to derive the Master
equations for the reduced density-matrix σ(s, s′, t).
In the case of transport through single quantum dot,
phenomenological “classical” rate equations has been
used long ago3–7. These included only the diagonal
density-matrix elements. The situation becomes different
for coupled wells (dots) with aligned levels. The quan-
tum transport through these devices goes on via quan-
tum superposition between the states in adjacent wells.
As a result, non-diagonal density matrix elements should
appear in the equations of motion. These terms have
no classical counterparts, and therefore the classical rate
equations have to be modified. A plausible phenomeno-
logical modification of master equations for some partic-
ular cases of the resonance tunneling through double-dot
structures has been proposed in8,9 by using an analogy
to the optical Bloch equations10.
Since then the Master equations approach to quan-
tum transport has been extensively developed11–14. How-
ever, most of the derivations were based on the second
order perturbative expansion of the total density ma-
trix, ρ. As an alternative, we proposed a different ap-
proach based on derivation of the Master equations, from
the Schro¨dinger equation for the total many-body wave-
function, i∂t|Ψ(t)〉 = H |Ψ(t)〉11,16,17. In such framework,
all approximations are applied to the wave-function. The
latter is used to build up the density matrix, which finally
is traced over the environmental and reservoir states.
This technique allow us to obtain the Master equations
of motion for different physical problems in a most sim-
ple way. The resulting equation is obtained in a form
of generalized Lidndblad15 equation, which in addition
describes a back-action on the environment. This would
allow us to use this equation to study the counting statis-
tics and the continuous measurement process.
This paper is a comprehensive review of the original
papers Refs. [11,16–20], with some amendments and cor-
rections. These are elaborating subtle points of deriva-
tions, which were not properly addressed in earlier pub-
lications. The paper is organized as follows. Sec. II-VI
present detailed derivation of Master equations for differ-
ent mesoscopic structures. Sec. VII presents extension of
the previous results to general case of multi-dot systems.
Sec. VIII-IX consider application of the Master equations
approach to a description of the continuous measurement
process, without an explicit use of the Projection postu-
late. Sec. X deals with continuous measurement of tun-
neling to non-Markovian reservoirs in a relation with the
quantum Zeno effect. Last Section contains concluding
remarks.
II. SINGLE-WELL STRUCTURE
Let us consider a mesoscopic “device” consisting of
a quantum well (dot), coupled to two separate electron
reservoirs. The density of states in the reservoirs is very
high (continuum). The dot, however, contains only iso-
lated levels. We first demonstrate how to achieve the re-
duction of many-body Schroedinger equation to the rate
equation in the simplest example, Fig. 1, with only one
level, E1, inside the dot. We also ignore the Coulomb
electron-electron interaction inside the well and the spin
degrees of freedom. Hence, only one electron may occupy
2the well.
With the stand simplifications, the tunneling Hamil-
tonian of the entire system in the occupation number
representation is
H =
∑
l
Ela
†
lal + E1a
†
1a1 +
∑
r
Era
†
rar
+
∑
l
Ωl(a
†
la1 + a
†
1al) +
∑
r
Ωr(a
†
ra1 + a
†
1ar) . (1)
where a†1 and a
†
l(r) are the creation operators for the
µL
µR
Er
El
Ωl 1 Ωr
E 
n
FIG. 1: Resonant tunneling through a single-level dot (see
text), n denoted number of electrons arriving the right reser-
voir at time t.
.
electron in the dot and in the left (right) reservoirs. The
subscripts l and r enumerate correspondingly the levels
in the left (emitter) and right (collector) reservoirs. The
tunneling couplings of the dots to the leads, Ωl,r, are
weakly dependent of energy (wide-band limit) and can
be chosen to be real in the absence of magnetic field.
For simplicity, we restrict ourselves to the zero tem-
perature in the reservoirs. All the levels in the emitter
and the collector are initially filled with electrons up to
the Fermi energy µL and µR, respectively. This situation
will be treated as the “vacuum” state |0〉.
This vacuum state is unstable; the Hamiltonian Eq. (1)
requires it to decay exponentially to a continuum state
having the form a†1al|0〉 with an electron in the level E1
and a hole in the emitter continuum. These continuum
states are also unstable and decay to states a†ral|0〉 having
a particle in the collector continuum as well as a hole
in the emitter continuum, and no electron in the level
E1. The latter, in turn, are decaying into the states
a†1a
†
ralal′ |0〉 and so on. The evolution of the whole system
is described by the many-particle wave function, which
is represented as
|Ψ(t)〉 =

b0(t) +∑
l
b1l(t)a
†
1al +
∑
l,r
blr(t)a
†
ral
+
∑
l<l′,r
b1ll′r(t)a
†
1a
†
ralal′ + . . .

 |0〉, (2)
where b(t) are the time-dependent probability amplitudes
to find the system in the corresponding states described
above with the initial condition b0(0) = 1, and all the
other b(0)’s being zeros. Substituting Eq. (2) into in the
Schro¨dinger equation i|Ψ˙(t)〉 = H |Ψ(t)〉, results in an
infinite set of coupled linear differential equations for the
amplitudes b(t). Applying the Laplace transform
b˜(E) =
∫ ∞
0
eiEtb(t)dt (3)
and taking account of the initial conditions, we transform
the linear differential equations for b(t) into an infinite set
of algebraic equations for the amplitudes b˜(E),
Eb˜0(E)−
∑
l
Ωlb˜1l(E) = i (4a)
(E + El − E1)b˜1l(E)− Ωlb˜0(E)−
∑
r
Ωr b˜lr(E) = 0
(4b)
(E + El − Er)b˜lr(E)− Ωr b˜1l(E)−
∑
l′
Ωl′ b˜1ll′r(E) = 0
(4c)
(E + El + El′ − E1 − Er)b˜1ll′r(E)− Ωl′ b˜lr(E)
+ Ωlb˜l′r(E)−
∑
r′
Ωr′ b˜ll′rr′(E) = 0 (4d)
·
Note that in the Laplace transform E → E + iδ, where
E plays a role of energy in the scattering theory.
Equations (4) can be substantially simplified. Let us
replace the amplitude b˜ in the term
∑
Ωb˜ of each of the
equations by its expression obtained from the subsequent
equation. For example, substitute b˜1l(E) from Eq. (4b)
into Eq. (4a). We obtain[
E −
∑
l
Ω2l
E + El − E1
]
b˜0(E)
−
∑
l,r
ΩlΩr
E + El − E1 b˜lr(E) = i. (5)
Since the states in the reservoirs are very dense (contin-
uum), one can replace the sums over l and r by integrals,
for instance
∑
l →
∫
ρL(El) dEl , where ρL(El) is the
density of states in the emitter. We assume that it is in-
dependent of the El (wide band limit), and the same for
the density of state of the collector, ρL,R(El, Er) ≡ ρL,R.
Also the tunneling couplings are considered as the energy
independent, Ωl,r ≡ ΩL,R(El, Er) ≡ ΩL,R. Then the first
sum in Eq. (5) becomes an integral
S1 =
∫ µL
−Λ
ρLdEl
Ω2L
E + El − E1
= −iΓL
2
Θ(µL + E − E1) + ΓL
2π
ln
µL + E − E1
Λ− E + E1 (6)
where Λ is a cut-off and ΓL = 2π|ΩL|2ρL is a partial
width of the level E1 due to its coupling to the emitter.
(The corresponding partial width due to tunneling to the
collector is ΓR = 2πρR(E1)|ΩR(E1)|2).
3Now we consider the case of |µL,R − E1| ≫ ΓL,R, cor-
responding to the energy level E1 is deeply inside the
bias, V = µL − µR, (large bias limit). Then the last
term of Eq. (6) vanishes in the limit of µL,Λ → ∞ as
ΓL/(µL − E1) (or (ΓL/(Λ− E1)). We then obtain
S1 = −iΓL
2
. (7)
Consider now the second sum in Eq. (5).
S2 =
∫ Λ
µR
ρRdEr
∫ µL
−Λ
ρLdEl
ΩLΩRb˜lr(E)
E + El − E1 (8)
In contrast with the first term of Eq. (5), the amplitude b˜
is not factorized out the integral (8). We refer to this type
of terms as “cross-terms”. Fortunately, all “cross-terms”
vanish in the limit of large bias. This greatly simplifies
the problem and is very crucial for a transformation of
the Schro¨dinger to the Master equations. The reason is
that the poles of the integrand in the El(Er)-variable in
the “cross-terms” are on the same side of the integration
contour. One can find it by using a perturbation series
the amplitudes b˜ in powers of Ω. For instance, from iter-
ations of Eqs. (4) one finds
b˜lr(E) =
iΩLΩR
E(E + El − Er)(E + El − E1) + · · · (9)
The higher order powers of Ω have the same structure.
Since E → E + iǫ in the Laplace transform, all poles of
the amplitude b˜lr(E) ≡ blr(E,El, Er) in the El-variable
are below the real axis. In this case, substituting Eq. (9)
into Eq. (8) we find in the limit µL,Λ→∞,
∞∫
−∞
ΩLΩRdEl
(E + iǫ)(E + El − E1 + iǫ)2(E + El − Er + iǫ) = 0
(10)
Thus, S2 → 0 in the large bias limit.
Applying analogous considerations to the other equa-
tions of the system (4), we finally arrive at the following
set of equations:
(E + iΓL/2)b˜(E) = i (11a)
(E + El − E1 + iΓR/2)b˜1l(E)
− ΩLb˜(E) = 0 (11b)
(E + El − Er + iΓL/2)b˜lr(E)
− ΩRb˜1l(E) = 0 (11c)
(E + El + El′ − E1 − Er + iΓR/2)b˜1ll′r(E)
− ΩLb˜lr(E) + ΩLb˜l′r(E) = 0 (11d)
· · ·
Now we introduce the (reduced) density matrix of the
“device”. The Fock space of the quantum well consists
of only two possible states, namely: |a〉 – the level E1
is empty, and |b〉 – the level E1 is occupied. In this ba-
sis, the diagonal elements of the density matrix of the
“device”, σaa and σbb, give the probabilities of the reso-
nant level being empty or occupied, respectively. In our
notation, these probabilities are represented as follows:
σaa = |b0(t)|2 +
∑
l,r
|blr(t)|2 +
∑
l<l′,r<r′
|bll′rr′(t)|2 + . . .
≡ σ(0)aa + σ(1)aa + σ(2)aa + . . . , (12a)
σbb =
∑
l
|b1l(t)|2 +
∑
l<l′,r
|b1ll′r(t)|2
+
∑
l<l′<l′′,r<r′
|b1ll′l′′rr′(t)|2 + . . .
≡ σ(0)bb + σ(1)bb + σ(2)bb + . . . , (12b)
where the index n in σ(n) denotes the number of electrons
in the collector, Fig. 1. The current I(t) flowing through
the system is I(t) = eN˙R(t), where NR(t) is the number
of electrons accumulated in the collector, i.e.
NR(t) =
∑
n
n
[
σ(n)aa (t) + σ
(n)
bb (t)
]
(13)
In the following we adopt the units where the electron
charge e is unity.
The density submatrix elements are directly related to
the amplitudes b˜(E) through the inverse Laplace trans-
form,
σ(n,n
′)(t) =
∑
l...,r...
∫
dEdE′
4π2
b˜l···r···(E)b˜
∗
l···r···(E
′)ei(E
′−E)t
(14)
By means of this equation one can transform Eqs. (11))
for the amplitudes b(E) into differential equations di-
rectly to the density matrix σ
(n,n′)
jj′ (t), where j = a, b
denote the state of the SET with an unoccupied or oc-
cupied dot and n denotes the number of electrons which
have arrived at the collector by time t, Fig. 1. In fact, as
follows from our derivation, the diagonal density-matrix
elements, j = j′ and n = n′, form a closed system in
the case of resonant tunneling through one level. The
off-diagonal elements, j 6= j′, appear in the equation of
motion whenever more than one discrete level of the sys-
tem carry the transport (see in following). Therefore
we concentrate below on the diagonal density-matrix el-
ements only, σ
(n)
aa (t) ≡ σ(n,n)aa (t) and σ(n)bb (t) ≡ σ(n,n)bb (t).
Applying the inverse Laplace transform on finds
4σ(n)aa (t) =
∑
l...,r...
∫
dEdE′
4π2
b˜l · · ·︸︷︷︸
n
r · · ·︸︷︷︸
n
(E)b˜∗l · · ·︸︷︷︸
n
r · · ·︸︷︷︸
n
(E′)ei(E
′−E)t (15a)
σ
(n)
bb (t) =
∑
l...,r...
∫
dEdE′
4π2
b˜1l · · ·︸︷︷︸
n+1
r · · ·︸︷︷︸
n
(E)b˜∗
1l · · ·︸︷︷︸
n+1
r · · ·︸︷︷︸
n
(E′)ei(E
′−E)t (15b)
Consider, for instance, the term σ
(0)
bb (t) =
∑
l |b1l(t)|2.
Multiplying Eq. (11b) by b˜∗1l(E
′) and then subtracting
the complex conjugated equation with the interchange
E ↔ E′ we obtain∫
dEdE′
4π2
∑
l
[
(E′ − E − iΓR)b˜1l(E)b˜∗1l(E′)
− 2Im
∑
L
ΩLb˜1l(E)b˜
∗
0(E
′)
]
ei(E
′−E)t = 0 (16)
Using Eq. (15b) one easily finds that the first integral
in Eq. (16) equals to −i[σ˙(0)bb (t) + ΓRσ(0)bb (t)]. Next, sub-
stituting
b˜1l(E) =
ΩLb˜0(E)
E + El − E1 + iΓR/2 (17)
from Eq. (11b) into the second term of Eq. (16), and
replacing a sum by an integral, one can perform the El-
integration in the large bias limit, µL → ∞, µR → −∞.
Then using again Eq. (15b) one reduces the second term
of Eq. (16) to iΓLσ
(0)
aa (t). Finally, Eq. (16) reads σ˙
(0)
bb (t) =
ΓLσ
(0)
aa (t)− ΓRσ(0)bb (t).
The same algebra can be applied for all other ampli-
tudes b˜α(t). For instance, by using Eq. (15a) one easily
finds that Eq. (11c) is converted to the following rate
equation σ˙
(1)
00 (t) = −ΓLσ(1)aa (t)+ΓRσ(0)bb (t). With respect
to the states involving more than one electron (hole) in
the reservoirs (the amplitudes like b˜1ll′r(E) and so on),
the corresponding equations contain the Pauli exchange
terms. By converting these equations into those for the
density matrix using our procedure, one finds the “cross
terms”, like
∑
Ω2Lb˜l′r(E)b˜
∗
lr(E
′), generated by Eq. (11d).
Yet, these terms vanish after an integration over El(r)
in the large bias limit, as the second term in Eq. (5).
The rest of the algebra remains the same, so one obtains
σ˙
(1)
bb (t) = ΓLσ
(1)
aa (t)− ΓRσ(1)bb (t). Finally we arrive to the
following infinite system of the chain equations for the
diagonal elements, σ
(n)
aa and σ
(n)
bb , of the density matrix,
σ˙(0)aa (t) = −ΓLσ(0)aa (t) , (18a)
σ˙
(0)
bb (t) = ΓLσ
(0)
aa (t)− ΓRσ(0)bb (t) , (18b)
σ˙(1)aa (t) = −ΓLσ(1)aa (t) + ΓRσ(0)bb (t) , (18c)
σ˙
(1)
bb (t) = ΓLσ
(1)
aa (t)− ΓRσ(1)bb (t) , (18d)
· · ·
Summing up these equations, one easily obtains differen-
tial equations for the total probabilities σaa =
∑
n σ
(n)
aa
and σbb =
∑
n σ
(n)
bb :
σ˙aa = −ΓLσaa + ΓRσbb , (19a)
σ˙bb = ΓLσaa − ΓRσbb , (19b)
which should be supplemented with the initial conditions
σaa(0) = 1, σbb(0) = 0. (20)
Using Eqs. (13), (18) we obtain the total current
I(t) = N˙R(t) = ΓR[σ
(0)
bb (t) + σ
(1)
bb (t) + σ
(2)
bb (t) + . . .]
= ΓRσbb(t). (21)
Thus the current I(t) is directly proportional to the
charge density in the well. Solving Eqs. (19) and sub-
stituting σbb(t) into Eq. (21), we obtain (for t→∞) the
standard formula for the dc resonant current,
I =
ΓLΓR
ΓL + ΓR
. (22)
Notice that whereas the time-behavior of the current I(t)
depends on the initial condition, the stationary current
I = I(t→∞), Eq. (22), does not.
Equations (19), derived from the many-body
Schro¨dinger equation, coincide with the classical
rate equations in the sequential picture for the resonant
tunneling. However, as shows our derivation these
equations can be valid only when the resonance energy
is inside the bias, and ΓL,R ≪ |E1 − µL,R| (large bias
limit). If the resonance is near the Fermi energy of
a reservoir, the time-dependent Scro¨dinger equation
cannot be reduced to the rate equations (19).
III. COULOMB BLOCKADE
Now we extend the approach of Sect. II to include the
effects of Coulomb interaction. Consider again the quan-
tum well in Fig. 1, taking into account the spin degrees of
freedom (s). In this case the tunneling Hamiltonian (1)
5becomes
H =
∑
l,s
Ela
†
lsals +
∑
s
E1a
†
1sa1s +
∑
r,s
Era
†
rsars
+
∑
l,s
Ωl(a
†
lsa1s + a
†
1sals) +
∑
r,s
Ωr(a
†
rsa1s + a
†
1sars)
+ Ua†1sa1sa
†
1,−sa1,−s , (23)
where s = ±1/2, and U is the Coulomb repulsion energy.
Writing down the many-body wave function, |Ψ(t)〉, in
the occupation number representation, just as in Eq. (2),
and then substituting it into the Schro¨dinger equation
i|Ψ˙(t)〉 = H |Ψ(t)〉, we find a system of coupled equations
for the amplitudes b(t)
Eb˜0(E)−
∑
l
Ωl
[
b˜↑l(E) + b˜↓l(E)
]
= i (24a)
(E + El − E1)b˜↑l(E)− Ωlb˜0(E)
−
∑
l′
Ωl′ b˜↑↓ll′(E)−
∑
r
Ωrb˜lr(E) = 0 (24b)
(E + El − Er)b˜lr(E)− Ωr b˜↑l(E)
−
∑
l′
Ωl′
[
b˜↑l′(E) + b˜↓l′(E)
]
= 0 (24c)
(E + El + El′ − 2E1 − U)b˜↑↓ll′(E)− Ωl′ b˜↑l(E)
− Ωlb˜↓l′(E)−
∑
r
Ωr
[
b˜↑ll′r(E) + b˜↓ll′r(E)
]
= 0 (24d)
· · ·
In order to shorten notations we eliminated the index
(1) of the level E1 in the amplitudes b, so that b˜↑(↓)...(t)
denotes the probability amplitude to find one electron
inside the well with spin up (down), and the amplitude
b˜↑↓...(t) is the probability amplitude to find two electrons
inside the well.
Equations (24) can be simplified by using the same
procedure as described in the previous section. For
instance, by substituting b˜lr from Eq. (24c) and b˜↑↓ll′
from Eq. (24d) into Eq. (24b), and neglecting the “cross
terms” on the grounds of the same arguments as in the
analysis of Eq. (5)), we obtain[
E + El − E −
∫ µL
−∞
ρL(El′)Ω
2
L(El′ )dEl′
E + El + El′ − 2E1 − U
−
∫ ∞
µR
ρR(Er)Ω
2
R(Er)dEr
E + El − Er
]
b˜↑l(E) = 0 (25)
where ΩL,R(El,r) ≡ Ωl,r. Since El ∼ E1, the singular
parts of the integrals in (25) are respectively −iΘ(µL+
E −E1 + U) Γ′L/2 and −iΘ(E +E1 − µR) ΓR/2, where
ΓL(R) = 2πρL(R)(E1)|ΩL(R)(E1)|2,
Γ′L(R) = 2πρL(R)(E1 + U)|ΩL(R)(E1 + U)|2. (26)
Here ρL(R) is the spin up or spin down density of states
in the emitter (collector), ρL(R) ≡ ρL(R)↑ = ρL(R)↓. As
in the previous section, we assume the resonance level
being deeply inside the bias, |E1 − µL,R| ≫ ΓL,R. If, in
addition, E1+U ≪ µL, the theta-function in the singular
parts of the integrals in (25) can be replaced by one.
In the opposite case, E1 + U ≫ µL, the corresponding
singular part is zero.
Proceeding this way with the other equations of the
system (24), we finally obtain
(E + iΓL)b˜0(E) = i (27a)
(E + El − E1 + iΓ′L/2 + iΓR/2)b˜↑l(E)
− Ωlb˜0(E) = 0 (27b)
(E + El − Er + iΓL)b˜lr(E)− Ωr b˜↑l(E) = 0 (27c)
(E + El + El′ − 2E1 − U + iΓ′R)b˜↑↓ll′(E)
− Ωlb˜↓l′(E) + Ωl′ b˜↑l(E) = 0 (27d)
· · ·
Equations (27) can be transformed into equations for
the density matrix of the “device” by using the method
of the previous section. Since the algebra remains essen-
tially the same, we give only the final equations for the
diagonal density matrix elements σ
(n)
aa (t), σ
(n)
bb↑(t), σ
(n)
bb↓(t)
and σ
(n)
cc (t). These are the probabilities to find: a) no
electrons inside the well; b) one electron with spin up
(down) inside the well, and c) two electrons inside the
well, respectively. The index n denotes the number of
electrons accumulated in the collector. We obtain
σ˙(n)aa = −2ΓLσ(n)aa + ΓRσ(n−1)bb↑ + ΓRσ(n−1)bb↓ (28a)
σ˙
(n)
bb↑ = −(Γ′L + ΓR)σ(n)bb↑ + ΓLσ(n)aa + Γ′Rσ(n−1)cc (28b)
σ˙
(n)
bb↓ = −(Γ′L + ΓR)σ(n)bb↓ + ΓLσ(n)aa + Γ′Rσ(n−1)cc (28c)
σ˙(n)cc = −2Γ′Rσ(n)cc + Γ′Lσ(n)bb↑ + Γ′Lσ(n)bb↓ (28d)
These rate equations look as a generalization of the rate
equations (18), if one allows the well to be occupied by
two electrons. The Coulomb repulsion leads merely to a
modification of the corresponding rates Γ → Γ′, due to
increase of the two electron energy.
Summing up the partial probabilities we obtain for the
total probabilities, σ(t) =
∑
n σ
(n)(t), the following equa-
tions:
σ˙aa = −2ΓLσaa + ΓRσbb↑ + ΓRσbb↓ (29a)
σ˙bb↑ = −(Γ′L + ΓR)σbb↑ + ΓLσaa + Γ′Rσcc (29b)
σ˙bb↓ = −(Γ′L + ΓR)σbb↓ + ΓLσaa + Γ′Rσcc (29c)
σ˙cc = −2Γ′Rσcc + Γ′Lσbb↑ + Γ′Lσbb↓, (29d)
It follows from Eq. (29) that σaa(t) + σbb↑(t) + σbb↓(t) +
σcc(t) = 1. Respectively one finds for the current
I(t) =
∑
n
n[σ˙(n)(t)] = ΓR [σbb↑(t) + σbb↓(t)]
+ 2 Γ′Rσcc(t) (30)
6Equations (29), (30) can be solved most easily for dc
current, I = I(t→∞). In this case σ˙ = 0, and Eqs. (29)
turn into the system of linear algebraic equations. Finally
we obtain
I =
2ΓLΓ
′
R(Γ
′
L + ΓR)
ΓLΓ′L + 2ΓLΓ
′
R + ΓRΓ
′
R
(31)
so that dc current does not depend on the initial condi-
tions.
If E1 ≪ µL ≪ E1 + U , one finds from Eq. (25)
that Γ′L = 0, so that the state with two electrons in-
side the well is not available. In this case one obtains
from Eq. (31) for the dc current
I =
2ΓLΓR
2ΓL + ΓR
(32)
It is interesting to note that this result is different from
Eq. (22), although in both cases only one electron can
occupy the well. However, if the Coulomb repulsion effect
is small, i.e. Γ′L,R = ΓL,R, Eq. (31) does produce the
same result as Eq. (22), provided the density of states is
doubled due to the spin degrees of freedom.
One can also consider the case when the Fermi level
in the right reservoir µR lies above the resonance level
E1, but below E1 + U , so that ΓR = 0, Eq. (25). Then
the resonant transitions of electrons from the left to the
right reservoirs can go only through the state with two
electrons inside the well. Using Eq. (31) one finds for the
dc current
I =
2Γ′LΓ
′
R
Γ′L + 2Γ
′
R
, (33)
which coincides with the result found by Glazmann and
Matveev3.
IV. DOUBLE-WELL STRUCTURE
A. Non-interacting electrons.
Now we turn to the coherent case of resonant tunnel-
ing. Let us consider the coupled-well structure, shown
in Fig. 2. We assume that both levels E1,2 are inside
the bias, i.e. µR ≪ E1, E2 ≪ µL. In order to make our
derivation as clear as possible, we begin with the case of
no spin degrees of freedom and no Coulomb interaction.
The tunneling Hamiltonian for this system is
H =
∑
l
Eia
†
l al + E1a
†
1a1 + E2a
†
2a2 +
∑
r
Era
†
rar
+Ω0(a
†
1a2 + a
†
2a1) +
∑
l
Ωl(a
†
l a1 + a
†
1al)
+
∑
r
Ωr(a
†
ra2 + a
†
2ar) . (34)
µL
El µR
Er
2Ω1E rΩΩl 0
E 
n
FIG. 2: Resonant tunneling through a double-well structure.
n denoted number of electrons arriving the right reservoir at
time t.
.
where a†1,2, a1,2 are creation and annihilation operators
for an electron in the first or the second well, respectively.
All the other notations are taken from Sect. II. The many-
body wave function describing this system can be written
in the occupation number representation as
|Ψ(t)〉 =

b0(t) +∑
l
b1l(t)a
†
1al +
∑
l,r
blr(t)a
†
ral
+
∑
l
b2l(t)a
†
2al +
∑
ll′
b12ll′(t)a
†
1a
†
2alal′
+
∑
l<l′,r
b1ll′r(t)a
†
1a
†
ralal′ + . . .

 |0〉, (35)
Substituting Eq. (35) into the Shro¨dinger equation with
the Hamiltonian (34) and performing the Laplace trans-
form, we obtain an infinite set of the coupled equations
for the amplitudes b˜(t):
Eb˜0(E)−
∑
l
Ωlb˜1l(E) = i (36a)
(E + El − E1)b˜1l(E)− Ωlb˜0(E)− Ω0b˜2l(E) = 0 (36b)
(E + El − E2)b˜2l(E)− Ω0b˜1l(E)−
∑
l′
Ωl′ b˜12ll′(E)
−
∑
r
Ωrb˜rl(E) = 0 (36c)
(E + El + El′ − E1 − E2)b˜12ll′ (E)− Ωl′ b˜2l(E)
+ Ωlb˜2l′(E)−
∑
r
Ωrb˜1ll′r(E) = 0 (36d)
· · ·
Using exactly the same procedure as in the previous sec-
tions, Eqs. (5)-(10), we transform Eqs. (36) into the
following set of equations:
(E + iΓL/2)b˜0(E) = i (37a)
(E + El − E1)b˜1l(E)− Ωlb˜0(E)− Ω0b˜2l(E) = 0 (37b)
(E + El − E2 + iΓL/2 + iΓR/2)b˜2l(E)
− Ω0b˜1l(E) = 0 (37c)
(E + El + El′ − E1 − E2 + iΓR/2)b˜12ll′(E)−
Ωl′ b˜2l(E) + Ωlb˜l′r(E) = 0 (37d)
· · ·
7The amplitudes b(t) determine the density submatrix
of the system, σ
(n)
ij , in the corresponding Fock space: |a〉
– the levels E1,2 are empty, |b〉 – the level E1 is occupied,
|c〉 – the level E2 is occupied, |d〉 – the both level E1,2 are
occupied; the index n denotes the number of electrons in
the collector. The matrix elements of the density matrix
of the “device” can be written as
σaa =
∑
n
σ(n)aa ≡ |b0(t)|2 +
∑
l,r
|blr(t)|2
+
∑
l<l′,r<r′
|bll′rr′(t)|2 + . . . (38a)
σbb =
∑
n
σ
(n)
bb ≡
∑
l
|b1l(t)|2 +
∑
l<l′,r
|b1ll′r(t)|2
+
∑
l<l′<l′′,r<r′
|b1ll′l′′rr′(t)|2 + . . . (38b)
σcc =
∑
n
σ(n)cc ≡
∑
l
|b2l(t)|2 +
∑
l<l′,r
|b2ll′r(t)|2
+
∑
l<l′<l′′,r<r′
|b2ll′l′′rr′(t)|2 + . . . (38c)
σdd =
∑
n
σ
(n)
dd ≡
∑
l<l′
|b12ll′(t)|2
+
∑
l<l′<l′′<l′′′,r<r′
|b12ll′l′′l′′′rr′(t)|2 + . . . (38d)
σbc =
∑
n
σ
(n)
bc ≡
∑
l
b1l(t)b
∗
2l(t)
+
∑
l<l′,r
b1ll′r(t)b
∗
2ll′r(t) + . . . (38e)
Now we transform Eqs. (37) into differential equa-
tions for σ(n)(t). Consider for instance the term σ
(0)
bb =∑
l |b1l(t)|2, Eq. (38b), where the amplitudes b1l are de-
termined by Eq. (37b). Multiplying Eq. (37b) by b˜∗1l(E
′)
and subtracting the complex conjugate equation with
E ↔ E′, we find∑
l
(E′ − E)b˜1l(E)b˜∗1l(E′)
−
∑
l
Ωl[b˜
∗
0(E
′)b˜1l(E)− b˜0(E)b˜∗1l(E′)]
− Ω0
∑
l
[b˜∗2l(E
′)b˜1l(E)− b˜2l(E)b˜∗1l(E′)] = 0 (39)
After applying the inverse Laplace transform,
Eqs. (14),(15) the first term in this equation becomes
−iσ˙(0)bb (t). Next, substituting
b˜1l(E) =
Ωlb˜0(E) + Ω0b˜2l(E)
E + El − E1 (40)
from Eq. (37b) into the second term of Eq. (39), and re-
placing the sum by an integral over El, we reduce this
term to iΓLb˜0(E)b˜
∗
0(E
′). After the inverse Laplace trans-
form it becomes iΓLσ
(0)
aa (t). Notice that in the large bias
limit, the “cross term”, ∝ Ω0Ωlb˜0b˜2l , does not contribute
to the integral over El, since the poles of the integrand in
the El-variable lie on one side of the integration contour
(cf. with Eq. (10)). The third term of Eq. (39) turns to
be Ω0[σ
(0)
bc (t) − σ(0)cb (t)], after the inverse Laplace trans-
form. Finally we obtain a differential equation for the
density submatrix element σ
(0)
bb ,
σ˙
(0)
bb (t) = ΓLσ
(0)
aa + iΩ0(σ
(0)
bc − σ(0)cb ). (41)
In contrast to the rate equations of the previous sections,
the diagonal matrix element σbb is coupled with the off-
diagonal density matrix element σbc.
The corresponding differential equation for σbc can
be easily obtained by multiplying Eq. (37b) by b˜∗2l(E
′)
with subsequent subtracting the complex conjugated
Eq. (37c), multiplied by b˜1l. Then by integrating over
El we obtain
σ˙
(0)
bc = i(E2−E1)σ(0)bc +iΩ0(σ(0)bb −σ(0)cc )−
1
2
(ΓL+ΓR)σ
(0)
bc .
(42)
Eventually we arrive to the following set of equations
for σ(n)
σ˙(n)aa = −ΓLσ(n)aa + ΓRσ(n−1)cc , (43a)
σ˙
(n)
bb = ΓLσ
(n)
aa + ΓRσ
(n−1)
dd + iΩ0(σ
(n)
bc − σ(n)cb ) , (43b)
σ˙(n)cc = −ΓRσ(n)cc − ΓLσ(n)cc − iΩ0(σ(n)bc − σ(n)cb ) , (43c)
σ˙
(n)
dd = −ΓRσ(n)dd + ΓLσ(n)cc , (43d)
σ˙
(n)
bc = i(E2 − E1)σ(n)bc + iΩ0(σ(n)bb − σ(n)cc )
− 1
2
(ΓL + ΓR)σ
(n)
bc . (43e)
Using Eqs. (43) we can find the charge accumulated in
the collector, NR(t), and subsequently, the total current,
I(t) = N˙(t), as given by
I(t) =
∑
n
n
[
σ˙(n)aa (t) + σ˙
(n)
bb (t) + σ˙
(n)
cc (t) + σ˙
(n)
dd (t)
]
= ΓR [σcc(t) + σdd(t)] (44)
As in the previous examples, the current is proportional
to the total probability of finding an electron in the well
adjacent to the right reservoir. The off-diagonal elements
of the density matrix do not appear in Eq. (44).
Summing up over n in Eqs. (43), we obtain the system
of differential equations for the density matrix elements
of the device
σ˙aa = −ΓLσaa + ΓRσcc , (45a)
σ˙bb = ΓLσaa + ΓRσdd + iΩ0(σbc − σcb) , (45b)
σ˙cc = −ΓRσcc − ΓLσcc − iΩ0(σbc − σcb) , (45c)
σ˙dd = −ΓRσdd + ΓLσcc , (45d)
σ˙bc = i(E2 − E1)σbc + iΩ0(σbb − σcc)
− 1
2
(ΓL + ΓR)σbc (45e)
8Eqs. (45)) resemble the optical Bloch equations10. Note
that the coupling with the reservoirs produces purely neg-
ative contribution into the non-diagonal matrix element’s
dynamic equation, Eq. (45e), thus causing damping of
this matrix element.
Eqs. (45) are solved most easily for the stationary cur-
rent, I = I(t→∞). Using σaa + σbb + σcc + σdd = 1, we
obtain
I =
(
ΓLΓR
ΓL + ΓR
)
Ω20
Ω20 + ΓLΓR/4 + ǫ
2ΓLΓR/(ΓL + ΓR)2
,
(46)
where ǫ = E2 − E1.
B. Coulomb blockade.
The extension of the rate equations (45) for the case of
spin and Coulomb interaction is done exactly in the same
way as in Sec. III. Here also the rate equations for the
device density matrix are obtained only for E1,2+U being
inside or outside the bias, but not close to the bias edges
(µR ≪ E1,2+U ≪ µL or E1,2+U ≫ µL). Eventually we
arrive to the rate equations of type Eqs. (45), but with
the number of the available states of the device changed
due to additional (spin) degrees of freedom and Coulomb
blockade restrictions. The Coulomb repulsion manifests
itself also in a modification of the transition amplitude Ω
and the rates Γ’s, Eq. (26).
In the case of large Coulomb repulsion, some of elec-
tron states of the device are outside the bias (the
Coulomb blockade). As a result, the number of the equa-
tions is reduced. Consider, for instance, the situation
where the Coulomb interaction U of two electrons in the
same well so large that E1,2+U ≫ µL, but the Coulomb
repulsion of two electrons in different wells, U¯ , is much
smaller, so that E1,2 + U¯ ≪ µL. Then the state of two
electrons in the same well is not available, but two elec-
trons can occupy different wells. In this case the rate
equations for the corresponding density matrix elements
of the device are
σ˙aa = −2ΓLσaa + ΓR(σcc↑ + σcc↓) , (47a)
σ˙bb↑ = ΓLσaa + Γ
′
R(σdd↑↑ + σdd↑↓)
+ iΩ0(σbc↑ − σcb↑) , (47b)
σ˙cc↑ = −ΓRσcc↑ − 2Γ′Lσcc↑ − iΩ0(σbc↑ − σcb↑) , (47c)
σ˙dd↑↑ = −Γ′Rσdd↑↑ + Γ′Lσcc↑ , (47d)
σ˙bc↑ = i(E2 − E1)σbc↑ + iΩ0(σbb↑ − σcc↑)
− 1
2
(2Γ′L + ΓR)σbc↑ , (47e)
where Γ′L(R) = 2πρL(R)(E1 + U¯)|ΩL(R)(E1 + U¯)|2. Here
for the shortness we wrote only the equations for the
“spin up” component of the density matrix. The same
equations are obtained for the “spin down” components
of the density matrix. The total current is
I = ΓR(σcc↑ + σcc↓) + Γ
′
R(σdd↑↑ + σdd↑↓ + σdd↓↑+ σdd↓↓).
(48)
It is quite clear that the “spin up” and “spin down”
components of the density matrix are equal, i.e. σbb↑ =
σbb↓ = σbb, the same holding for σcc, σdd components.
Therefore Eqs. (47), (48) can be rewritten as
σ˙aa = −2ΓLσaa + 2ΓRσcc , (49a)
σ˙bb = ΓLσaa + 2Γ
′
Rσdd + iΩ0(σbc − σcb) , (49b)
σ˙cc = −ΓRσcc − 2Γ′Lσcc − iΩ0(σbc − σcb) , (49c)
σ˙dd = −Γ′Rσdd + Γ′Lσcc , (49d)
σ˙bc = i(E2 − E1)σbc + iΩ0(σbb − σcc)
− 1
2
(2Γ′L + ΓR)σbc , (49e)
and
I = 2ΓRσcc + 4Γ
′
Rσdd (50)
Using σaa + 2σbb + 2σcc + 4σdd = 1 we obtain for the
dc current
I =
(
2ΓLΓ
′
R
2Γ′L + ΓR
)
Ω20
4Ω20
ΓLΓ′L+ΓLΓ
′
R
+ΓRΓ′R/4
(2Γ′
L
+ΓR)2
+
ΓLΓ′R
2 + ǫ
2 2ΓLΓ
′
R
(2Γ′
L
+ΓR)2
, (51)
where ǫ = E2 − E1. Notice that the current (51) dif-
fers from that given by Eq. (46) even for Γ′L = ΓL and
Γ′R = ΓR, despite the fact that in the both cases only one
electron can occupy each of the wells.
It is interesting to compare our result with that of Stoof
and Nazarov21 for the case of strong Coulomb repulsion
between two electrons in different wells (E1,2+U¯ ≫ ELF ),
where only one electron can be found inside the system.
It corresponds to Γ′L = 0. In this case the dc current
given by Eq. (51) is
I =
ΓRΩ
2
0
Ω20(2 + ΓR/2ΓL) + Γ
2
R/4 + ǫ
2 . (52)
This result is slightly different from that obtained by
Stoof and Nazarov (by the factor two in front of ΓL). The
difference stems from the account of spin components in
the rate equations, which has not been done in21.
V. INELASTIC PROCESSES
As an example of a system with coherent tunneling
accompanied by inelastic scattering, let us consider the
coupled-dot structure shown in Fig. 3. In this system
a resonant current flows due to inelastic transition from
the upper to the lower level in the left well. For sim-
plicity, we restrict ourselves to non-interacting spin-less
electrons. The Coulomb interaction and the spin effects
can be accounted for precisely in the same way as we did
in the previous sections.
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FIG. 3: Resonant tunneling through a double-well structure
in the presence of inelastic process.
The tunneling Hamiltonian of the system has the fol-
lowing structure
H =
∑
l
Ela
†
l al + E1a
†
1a1 + E2a
†
2a2 + E3a
†
3a3
+
∑
α
Ephα c
†
αcα +
∑
r
Era
†
rar +Ω0(a
†
2a3 + a
†
3a2)
+
∑
l
Ωl(a
†
la1 + a
†
1al) +
∑
α
Ωphα (a
†
2a1c
†
α + a
†
1a2cα)
+
∑
r
Ωr(a
†
ra3 + a
†
3ar). (53)
Here the subscript α enumerates the states in the phonon
bath and Ωphα is the corresponding coupling. The many
particle time-dependent wave function of the system is
|Ψ(t)〉 =

b0(t) +∑
l
b1l(t)a
†
1al +
∑
l,α
b2lα(t)a
†
2alc
†
α
+
∑
l,α
b3lα(t)a
†
3alc
†
α +
∑
l<l′,α
b12ll′α(t)a
†
1a
†
2alal′c
†
α
+
∑
l<l′,α
b13ll′α(t)a
†
1a
†
3alal′c
†
α + . . .

 |0〉. (54)
Repeating the procedure of the previous sections we find
the following set of equations for the Laplace transformed
amplitudes, b˜(E):
(E + iΓL/2)b˜0 = i (55a)
(E + El − E1 + iΓin/2)b˜1l − Ωlb˜0 = 0 (55b)
(E + El − Eα − E2 + iΓL/2)b˜2lα − Ωphα b˜1l
− Ω0b˜3lα = 0 (55c)
(E + El − Eα − E3 + iΓL/2 + iΓR/2)b˜3lα
− Ω0b˜2lα = 0 (55d)
(E + El + El′ − E1 − E2 − Eα)b˜12ll′α − Ωl′ b˜2lα
+Ωlb˜2l′α − Ω0b˜13ll′α = 0 (55e)(
E + El + El′ − E1 − E3 − Eα + iΓin/2 + iΓR/2
)
b˜13ll′α
− Ω0b˜12ll′α − Ωl′ b˜3lα +Ωlb˜3l′α = 0 (55f)
· · ·
where Γin = 2πρph|Ωph|2 is the partial width of the level
E1 due to phonon emission and ρph is the density of
phonon states.
The density matrix elements of the device is σij(t) =∑
n σ
(n)
ij (t), where σ
(n)
ij (t), are related to the amplitudes
b˜(E) via Eqs. (14), (15) All possible electron states of
the device are shown in Fig. 4. Using the previous
(a) (b)
(c) (d)
(e)
(g)
(f)
(h)
FIG. 4: All possible electron states of the device, shown in
Fig. 3: (a) all the levels E1,2,3 are empty; (b) the upper level,
E1, is occupied; (c) the lower level, E2, is occupied; (d) the
level E3 is occupied; (e) the levels E1 and E2 are occupied;
(f) the levels E1 and E3 are occupied; (g) the levels E2 and
E3 are occupied; (h) all the levels E1,2,3 are occupied.
section procedure for diagonal matrix elements we ob-
tain master equations analogous to Eq. (45), in which
transitions between isolated levels E2 and E3 take place
through the coupling with non-diagonal matrix elements.
These equations have the appearance of the optical Bloch
equation10. However, the master equation for the non-
diagonal matrix element (coherences) contains an addi-
tional term. Therefore, we present the derivation of the
master equations for “coherences” σef and σcd in some
detail.
Consider for example the non-diagonal density sub-
matrix elements σ
(0)
cd =
∑
l,α b2lα(t)b
∗
3lα(t) and σ
(0)
ef =∑
l<l′,α b12ll′α(t)b
∗
13ll′α(t). The differential equation for
σ
(0)
cd (t) can be obtained by multiplying Eq. (55c) by
b˜∗3lα(E
′) with subsequent subtraction of the complex con-
jugated Eq. (55d), multiplied by b˜2lα(E). Then using
Eq. (14), (15) we obtain
σ˙
(0)
cd = i(E3−E2)σ(0)cd +iΩ0(σ(0)cc −σ(0)dd )−
1
2
(2ΓL+ΓR)σ
(0)
cd .
(56)
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Similarly, multiplying Eq. (55e) by b˜∗13ll′α(E
′) and
Eq. (55f) by b˜12ll′α(E), we find the differential equation
for σ
(0)
ef (t)
σ˙
(0)
ef = i(E3 − E2)σ(0)ef + iΩ0(σ(0)ee − σ(0)ff )
− 1
2
(Γin + ΓR)σ
(0)
ef − iF (57)
where
F =
∑
l<l′,α
∫
dEdE′
4π2
[
b˜∗13ll′α(E
′)Ωl′ b˜2lα(E)
−b˜∗13ll′α(E′)Ωlb˜2l′α(E) − b˜12ll′α(E)Ωl′ b˜∗3lα(E′)
+b˜12ll′α(E)Ωlb˜
∗
3l′α(E
′)
]
ei(E
′−E)t (58)
Substituting the amplitudes b˜12ll′α from Eq. (55e) and
b˜∗13ll′α from Eq. (55f) into Eq. (58), and replacing the
sum over l(l′) by the corresponding integral, we find
−iF = ΓLσ(0)cd . It implies that the non-diagonal den-
sity matrix σef given by Eq. (57), is coupled with σcd
via a single electron transition from the emitter to the
left well. Obviously, such a term does not appear in the
Bloch equations, which deal with two-level systems.
Summing up over n in the rate equations for the den-
sity submatrix σ
(n)
ij (t) we obtain the set of rate equations
for the density matrix of the device
σ˙aa = −ΓLσaa + ΓRσdd (59a)
σ˙bb = ΓLσaa − Γinσbb + ΓRσff (59b)
σ˙cc = Γinσbb + iΩ(σcd − σdc) + ΓRσgg − ΓLσcc (59c)
σ˙dd = −ΓRσdd + iΩ(σdc − σcd)− ΓLσdd (59d)
σ˙ee = ΓLσcc + iΩ(σef − σfe) + ΓRσhh (59e)
σ˙ff = ΓLσdd − ΓRσff + iΩ(σfe − σef )− Γinσff (59f)
σ˙gg = Γinσff − ΓRσgg − ΓLσgg (59g)
σ˙hh = ΓLσgg − ΓRσhh , (59h)
σ˙cd = i(E3 − E2)σcd + iΩ(σcc − σdd)
− 1/2(2ΓL + ΓR)σcd (59i)
σ˙ef = i(E3 − E2)σef + iΩ(σee − σff )
− 1/2(Γin + ΓR)σef + ΓLσcd (59j)
and the resonant current flowing through this system is
I = ΓR[σdd + σff + σgg + σhh].
VI. MASTER EQUATIONS FOR TWO WELLS
SEPARATED BY CONTINUUM
Let us consider quantum transport through two quan-
tum wells (quantum dots). separated by a ballistic chan-
nel, as shown schematically in Fig. 5. The dots contain
only isolated levels, whereas the density of states in the
ballistic channel and in the emitter and the detector is
El
Lµ
RµM
µE E2ΩΩ ΩrΩmml 1
Em rE-
FIG. 5: (Color online) Resonant transport through two quan-
tum dots separated by a ballistic channel. Here Ωl and Ωr
denote the coupling of the left and right dots dot with the
levels El and Er in the left and in the right leads. Ωm and
Ω¯m denote the coupling of the left and the right dots with the
level Em in the ballistic channel.
very high (continuum). This system can be described by
the tunneling Hamiltonian
H =
∑
l
Ela
†
lal + E1a
†
1a1 +
∑
m
Ema
†
mam + E2a
†
2a2
+
∑
r
ara
†
rar +
∑
i,j=1,2
Uijninj +
{∑
l
Ωla
†
1al
+
∑
m
Ωma
†
ma1 +
∑
m
Ω¯ma
†
2am +
∑
r
Ωra
†
ra2 +H.c.
}
(60)
where ni = a
†
iai. The subscripts l, m and r enumer-
ate correspondingly the levels in the left reservoir, in the
(middle) ballistic channel and in the right reservoir. The
spin degrees of freedom were omitted.
In order to simplify the derivation we assumed that the
intradot charging energy Uii is large, E1,2 + Uii ≫ µL.
Thus only one electron can occupy each of the dots. How-
ever, the interdot charging energy U12 is much smaller,
so it does not prevent simultaneous occupation of the
two dots. The same is assumed for the Coulomb repul-
sion between electrons inside the dots and the ballistic
channel. Although we did not include this interaction in
the Hamiltonian (60), it can be treated in the same way
as the interdot interaction U12. As in the previous case
we restrict ourselves to the zero temperature case, even
though the results are valid for a finite temperature, as
would be clear from the derivation.
Let us assume that all the levels in the emitter, in the
ballistic channel and in the collector are initially filled up
to the Fermi energies µL, µM and µR respectively. We
call it as the “vacuum” state, |0〉. (In the following we
consider the case of large bias, so that µL ≫ µM ≫ µR).
The many-body wave function describing this system can
be written in the occupation number representation as
Ψ(t)〉 =

b0(t) +∑
l
b1l(t)a
†
1al +
∑
l,m
blm(t)a
†
mal
+
∑
l
b2l(t)a
†
2al +
∑
l,r
blr(t)a
†
ral +
∑
l<l′
b12ll′(t)a
†
1a
†
2alal′
+
∑
l<l′,r
b1ll′r(t)a
†
1a
†
ralal′ + . . .

 |0〉, (61)
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where b(t) are the time-dependent probability ampli-
tudes to find the system in the corresponding states de-
scribed above. These amplitudes are obtained from the
Shro¨dinger equation i|Ψ˙(t)〉 = H |Ψ(t)〉, supplemented
with the initial condition (b0(0) = 1, and all the other
b(0)’s being zeros). Using the amplitudes b(t) we can
find the density-matrix of the quantum dots, σ
(k,n)
ij (t),
by tracing out the continuum states of the reservoirs and
the ballistic channel. Here the subscript indices in σ de-
note four states of the dots: i, j = {a, b, c, d}, where |a〉 –
the levels E1,2 are empty, |b〉 – the level E1 is occupied,
|c〉 – the level E2 is occupied, |d〉 – the both level E1,2
are occupied, and the superscript indices k, n denote the
number of electrons accumulated in the ballistic channel
and in the collector respectively at time t, Fig. 6,
LΓ
LΓ
LΓ
LΓ ΓR
ΓR
ΓR
ΓR
ΓM
ΓM
ΓM
ΓM
ΓM
ΓM
ΓM
ΓM
_
_
_
_
n
n
n
k
k
k
k
(a)
(b)
(c)
(d)
n
FIG. 6: Electron states of the two separated dot structure,
shown in Fig. 5. ΓL,R, ΓM and Γ¯M are the tunneling rates
between the dots and the reservoirs, and between the dots
and the ballistic channel. The indices k and n denote the
number of electrons penetrating to the ballistic channel and
to the collector at time t.
One finds
σ(0,0)aa (t) = |b0(t)|2, σ(1,0)aa (t) =
∑
l,m
|blm(t)|2,
σ(1,1)aa (t) =
∑
l<l′,m,r
|bll′mr(t)|2, . . . (62a)
σ
(0,0)
bb (t) =
∑
l
|b1l(t)|2, σ(1,0)bb (t) =
∑
l<l′,m
|b1ll′m(t)|2,
σ
(1,1)
bb (t) =
∑
l<l′<l′′,m,r
|b1ll′l′′mr(t)|2, . . . (62b)
σ
(0,0)
bc (t) =
∑
l
b1l(t)b
∗
2l(t),
σ
(1,0)
bc (t) =
∑
l<l′,m
b1ll′m(t)b
∗
2ll′m(t),
σ
(1,1)
bc (t) =
∑
l<l′<l′′,m,r
b1ll′l′′mr(t)b
∗
2ll′l′′mr(t), . . . (62c)
· · ·
The rate of electrons arriving to the collector deter-
mines the electron current in the system. Therefore the
current operator is Iˆ = i[H, NˆR], where NˆR =
∑
r a
†
rar
is the operator for the total number of electrons accumu-
lated in the right reservoir. Using Eqs. (60), (61), (62)
we find that the current I(t) flowing through the system
is
I(t) = 〈Ψ(t)|Iˆ|Ψ(t)〉
=
∑
k,n
n
[
σ˙(k,n)aa (t) + σ˙
(k,n)
bb (t) + σ˙
(k,n)
cc (t) + σ˙
(k,n)
dd (t)
]
(63)
As expected, I(t) is the time derivative of the total charge
accumulated in the collector. Thus the current I(t) flow-
ing through this system is expressed in terms of the di-
agonal elements of the density-matrix σ(t). In order to
find the differential equations for σ(t) we need to sum
over the states of the reservoirs and the ballistic channel,
Eqs. (62).
As in previous sections, we use the Laplace transform
for the Shro¨dinger equation, i|Ψ˙(t)〉 = H |Ψ(t)〉. Then
the amplitudes b(t) in the wave function (61) are replaced
by their Laplace transform, b˜(E), Eq. (3). Substituting
Eq. (61) into the Shro¨dinger equation we obtain an in-
finite set of coupled equations for the amplitudes b˜(E):
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Eb˜0(E)−
∑
l
Ωlb˜1l(E) = i (64a)
(E + El − E1)b˜1l(E)− Ωlb˜0(E)−
∑
m
Ωmb˜lm(E) = 0
(64b)
(E + El − Em)b˜lm(E)− Ωmb˜1l(E)− Ω¯mb˜2l(E)
−
∑
l′
Ωl′ b˜12ll′(E) = 0 (64c)
(E + El − E2)b˜2l(E)−
∑
m
Ω¯mb˜lm(E)
−
∑
r
Ωr b˜lr(E)−
∑
l′
Ωl′ b˜12ll′(E) = 0 (64d)
(E + El + El′ − E1 − E2 − U12)b˜12ll′(E)− Ωl′ b˜2l(E)
+ Ωlb˜2l′(E)−
∑
m
Ω¯mb˜1ll′m(E)
−
∑
m
Ωmb˜2ll′m(E)−
∑
r
Ωr b˜1ll′r(E) = 0 (64e)
· · ·
Note that due to the Pauli principle an electron can re-
turn back only into unoccupied states of the emitter. As
a result, the summation over the emitter states does not
appear in the corresponding terms of Eqs. (64) (in the
second term of Eq. (64b), in the second and the third
terms of Eq. (64c), and so on).
Now we replace the amplitude b˜ in the term
∑
Ωb˜ of
each of the equations (64) by its expression obtained from
the subsequent equation. For example, substitute b˜1l(E)
from Eq. (64b) into Eq. (64a). We obtain[
E −
∑
l
Ω2L(El)
E + El − E1
]
b˜0(E)
−
∑
l,m
ΩL(El)ΩM (Em)
E + El − E1 b˜lm(E) = i, (65)
where Ωl ≡ ΩL(El) and Ωm ≡ ΩM (Em). In the wide-
band limit, this expression is treated exactly in the same
way as Eq. (5). Namely, we replace the sums over l and
m by integrals, like
∑
l →
∫
ρL(El) dEl , where ρL(El)
is the density of states in the emitter. Then the first sum
in Eq. (65) becomes an integral which can be split into
a sum of the singular and principal value parts. The
singular part yields −iΘ(µL + E − E1) ΓL/2, where
ΓL = 2πρL(E1)|ΩL(E1)|2 is the level E1 partial width
due to coupling to the emitter. In the large bias limit,
µL ≫ E1 ≫ µM , the integration over El(m)-variables
can be extended to ±∞. As a result, the theta-function
can be replaced by one, whereas the principal p[art van-
ishes (see Eqs. (6), (7)). The second sum (integral) in
Eq. (65) vanishes as well, since the poles of the integrand
in the El-variable are on one side of the integration con-
tour (c.f. with Eqs. (8)-(10)). In general, any terms of
the type
∫ · · · dEs · · · b˜(· · · , Es, · · · )(E+ · · ·±Es)−1 → 0,
whenever the integration over the Es-variable can be
extended to ±∞. We shall imply this property in all
subsequent derivations. Notice that these results are
valid also for non-zero temperature, providing that T ≪
µL − E1,2, E1,2 − µM .
Now we apply analogous considerations to the other
equations of the system (64). However, in order to be
able to carry it, we need to impose some restriction on
a geometry of the ballistic channel, separated two wells,
Fig. 5. This already appears by treating the last term of
Eq. (64b), which we denote as SM =
∑
mΩmb˜lm. Sub-
stituting the amplitude b˜lm(E), obtained from Eq. (64c)
into this term and replacing the sum by integral, we find
SM = b˜2l(E)
Λ∫
−Λ
ΩM (Em)Ω¯M (Em)ρM
E + El − Em dEm (66)
In the large band limit, the spectral functions
Ω2M (Em)ρM (Em) and Ω¯
2
M (Em)ρM (Em) are weakly de-
pendent of energy Em. However the relative sign of
ΩM (Em) and Ω¯M (Em) can strongly oscillate with Em.
Indeed the tunneling couplings are given by the over-
lap of localized wave functions, belonging to the dot
states, E1,2, with an extended wave function, belong-
ing to the reservoir state Em. Since the latter be-
longs to continuum, the corresponding wave function
would oscillate inside the middle reservoir. Then the
sign[ΩM (Em)Ω¯M (Em)] will oscillate as well with a fre-
quency ∼ E1/2m L, where L is a length of the reservoir.
This creates a problem of how to make the product of
the both couplings energy independent. in order to per-
form the Em-integration in the same way, as we did in
Eqs. (5), (65).
The problem can be avoided by coupling two quan-
tum dots to a common reservoir (ballistic channel) at
close points, similar to the setup in Refs. [19,22,23]
and shown in Fig. 7. This would make the product
ΩM (Em)Ω¯M (Em)ρM independent of the energy Em in
the wide-band limit. Thus ΩM (Em)Ω¯M (Em)→ ΩM Ω¯M ,
so that the integration in Eq. (66) and in similar terms
can be performed as in Eqs. (6), (7), finally arriving at
the following set of equations:
(E + iΓL/2)b˜0 = i (67a)
(E + El − E1 + iΓM/2)b˜1l
− Ωlb˜0 + iπρMΩM Ω¯M b˜2l = 0 (67b)
(E + El − Em + iΓL/2)b˜lm − Ωmb˜1l − Ω¯mb˜2l = 0 (67c)
(E + El − E2 + iΓL/2 + iΓ¯M/2 + iΓR/2)b˜2l
+ iπρMΩM Ω¯M b˜1l = 0 (67d)
(E + El + El′ − E1 − E2 − U12 + iΓM/2 + iΓ¯M/2
+ iΓR/2)b˜12ll′ − Ωl′ b˜2l +Ωlb˜2l′ = 0, (67e)
· · ·
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FIG. 7: Two quantum dots, separated by a common reservoir
(ballistic channel), as in Fig. 5, where the dots are coupled to
the reservoir at spacially close points.
where ΓM = 2πρM |ΩM |2 and Γ¯M = 2πρM |Ω¯M |2 are the
partial widths of the levels E1 and E2, respectively due to
coupling to the ballistic channel with the density of states
ρM , and ΓL,R = 2πρL,R|ΩR,L|2 are partial widths due
to coupling to the emitter and collector. The Coulomb
interdot repulsion U12 just shifts the energy of the cor-
responding dot, as in Eq. (67e). In the case of Coulomb
blockade, U12 → ∞, the corresponding amplitude van-
ishes (c.f. with Eqs. (27)).
The density matrix elements, Eqs. (62), are directly re-
lated to the amplitudes b˜(E) through the inverse Laplace
transform, Eqs. (14), (15). Using this equation one can
transform Eqs. (67) for the amplitudes b˜(E) into differ-
ential equations for the probabilities σ(k,n)(t). Consider,
for instance, the term σ
(0,0)
bb (t) =
∑
l |b1l(t)|2, Eq. (62b).
Multiplying Eq. (67b) by b˜∗1l(E
′) and then subtracting
the complex conjugated equation with the interchange
E ↔ E′ we obtain∫ ∑
l
{
(E′ − E − iΓM )b˜1l(E)b˜∗1l(E′)− Ωl
[
b˜1l(E)b˜
∗
0(E
′)
− b˜∗1l(E′)b˜0(E)
] − iπρMΩM Ω¯M [b˜1l(E)b˜∗2l(E′)
+ b˜∗1l(E
′)b˜2l(E)]
}
ei(E
′−E)t dEdE
′
4π2
= 0. (68)
Substituting
b˜1l(E) =
Ωlb˜0(E)− iπρMΩM Ω¯M b˜2l(E)
E + El − E1 + iΓM/2 (69)
into Eq. (68) we can carry out the E,E′-integrations thus
obtaining
σ˙
(0,0)
bb = −ΓMσ(0,0)bb + ΓLσ(0,0)aa
− πρMΩM Ω¯M (σ(0,0)bc + σ(0,0)cb ), (70)
Applying the same procedure to each of equations
(67c), we obtain the following Bloch-type rate equations
for the matrix elements of the density-submatrix σ(t):
σ˙(k,n)aa = −ΓLσ(k,n)aa + ΓMσ(k−1,n)bb + Γ¯Mσ(k−1,n)cc
+ ΓRσ
(k,n−1)
cc + 2πρMΩM Ω¯M (σ
(k−1,n)
bc + σ
(k−1,n)
cb )
(71a)
σ˙
(k,n)
bb = −ΓMσ(k,n)bb + ΓLσ(k,n)aa + Γ¯Mσ(k−1,n)dd
+ ΓRσ
(k,n−1)
dd − πρMΩM Ω¯M (σ(k,n)bc + σ(k,n)cb ) (71b)
σ˙(k,n)cc = −(ΓL + Γ¯M + ΓR)σ(k,n)cc + ΓMσ(k−1,n)dd
− πρMΩM Ω¯M (σ(k,n)bc + σ(k,n)cb ) (71c)
σ˙
(k,n)
dd = −(ΓM + Γ¯M + ΓR)σ(k,n)dd + ΓLσ(k,n)cc (71d)
σ˙
(k,n)
bc = i(E2 − E1)σ(k,n)bc − πρMΩM Ω¯M (σ(k,n)bb + σ(k,n)cc )
− 2πρMΩM Ω¯Mσ(k−1,n)dd −
1
2
(ΓL + ΓM + Γ¯M + ΓR)σ
(k,n)
bc
(71e)
Equations (71) have clear physical interpretation.
Consider for instance Eq. (71a) for the probability rate
of finding the system in the state a with k electrons in
the ballistic channel and n electrons in the right reser-
voir (Fig. 6a). This state decays with the rate ΓL into
the state b (Fig. 6b) whenever an electron enters the first
dot from the left reservoir. This process is described by
the first term in Eq. (71a). On the other hand, the states
b and c (Figs. 6b,c) with k − 1 electrons in the ballistic
channel decay into the state a with k electrons in the
ballistic channel. It takes place due to one-electron tun-
neling from the quantum dots into the ballistic channel
with the rates ΓM and Γ¯M respectively. This process is
described by the second and the third terms in Eq. (71a).
Also the state c (Fig. 6c) with n−1 electrons in the right
reservoir can decay into the state a due to tunneling to
the right reservoir with the rate ΓR (the fourth term in
Eq. (71a)). The last term in this equation describes the
decay of coherent superposition of the states b and c into
the state a. It takes place due to single electron tun-
neling from the first and the second dots into the same
state of the ballistic channel with the amplitudes ΩM and
Ω¯M , respectively. Obviously, this process has no classi-
cal analogy, since classical particle cannot simultaneously
occupy two dots.
Equations (71b), (71c) and (71d) describe the proba-
bility rate of finding the system in the states where one
of the dots or both dots are occupied. In the first case
an electron can jump into unoccupied dot via continuum
states of the ballistic channel. As a result, the states b
and c can decay into linear superposition of the states
b and c. This process is described by the last terms in
Eqs. (71b), (71c). Obviously, if the both dots are oc-
cupied, such a process cannot take a place. Therefore
σdd is not coupled with the nondiagonal density-matrix
elements, Eq. (71d). The last equation, (71e) describes
the time-dependence of the nondiagonal density matrix
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element. It has the same interpretation as all previous
equations.
Equations (71) for the reduced density matrix σ(t)
were derived starting from the wave function |Ψ(t)〉,
Eq. (61), where all the levels of the reservoirs are occupied
up to the corresponding Fermi energies. In fact, at finite
temperature, the system is not initially in a pure state,
but in incoherent superposition of different pure state,
weighted by the corresponding Fermi function. The final
answer therefore should be averaged over this distribu-
tion. In our case, however, it is not relevant, since we
consider the large bias limit. Then energy levels E1,2 of
the dots are far away from the Fermi-levels, such that
(T ≪ µL − E1,2, E1,2 − µR). Thus, the reservoir lev-
els that carry the current (|El − E1,2| <∼ Γ) are deeply
inside the Fermi sea, so they can be considered as fully
occupied. Hence, one would arrive to the same Eqs. (71).
Using Eqs. (71) one finds for the total current, Eq. (63)
I(t) = ΓR[σcc(t) + σdd(t)], (72)
where σii =
∑
k,n σ
(k,n)
ii are the total “probabilities”. We
can easily understand this result by taken into account
that σcc + σdd is the total probability for occupation of
the second dot and ΓR is the rate of electron transitions
from this dot to the (adjacent) right reservoir.
In order to find differential equations for σij we
sum over k, n in Eqs. (71). Then we obtain the fol-
lowing Bloch-type equations, which describe the time-
dependence of the density-matrix for separated dots24
σ˙aa = −ΓLσaa + ΓMσbb + Γ¯Mσcc + ΓRσcc
+ 2πρMΩM Ω¯M (σbc + σcb) (73a)
σ˙bb = −ΓMσbb + ΓLσaa + Γ¯Mσdd + ΓRσdd
− πρMΩM Ω¯M (σbc + σcb) (73b)
σ˙cc = −(ΓL + Γ¯M + ΓR)σcc + ΓMσdd
− πρMΩM Ω¯M (σbc + σcb) (73c)
σ˙dd = −(ΓM + Γ¯M + ΓR)σdd + ΓLσcc (73d)
σ˙bc = i(E2 − E1)σbc − πρMΩM Ω¯M (σbb + σcc)
− 2πρMΩM Ω¯Mσdd − 1
2
Γtotσbc, (73e)
where Γtot = ΓL + ΓM + Γ¯M + ΓR. Note that
2πρMΩM Ω¯M = ±
√
ΓM Γ¯M , since the amplitudes ΩM ,
Ω¯M can be of the opposite signs due to different parity
of the dots localized states25.
The stationary (dc) current I = I(t→∞) Eq. (72) can
be easily obtained from Eqs. (73) by taken into account
that σ˙ij → 0 for t→∞. As a result, Eqs. (73) turn into
a system of linear algebraic equations, supplemented by
a probability conservation condition σaa + σbb + σcc +
σdd = 1. Consider, for example, the case of the same of
ΓL = ΓM = Γ¯M ≡ Γ. Solving Eqs. (72), (73) one finds
for dc current24
I =
Γ2ΓR(3Γ + ΓR)
8ǫ2(Γ + ΓR) + (3Γ + ΓR)2(Γ + 2ΓR)
, (74)
where ǫ = E1 − E2.
Similar to the coupled-dot case, Eq. (46), dc current in
separated dots displays the Lorentzian shape resonance
as a function of ǫ and the same peculiar dependence on
the coupling with the collector. Indeed, contrary to ex-
pectations, the current vanishes when ΓR → ∞. The
latter manifests the quantum-coherence effects in double-
dot and separated dot systems24.
VII. GENERAL CASE
The (number resolved) rate equations (71), describing
electron transport in separated dots, can be extended to
any multi-dot system. By applying the same technique
of integrating out the reservoir states discussed above,
we arrive to the rate equations for the density-matrix
σ
(n,m,...)
αβ of the multi-dot system, where n,m, . . . denote
the number of electrons, arriving to corresponding reser-
voirs. Tracing over n,m, . . ., these equations can be writ-
ten in a general form as24,26
σ˙αβ = i(Eβ − Eα)σαβ + i
(∑
γ
σαγΩ˜γ→β −
∑
γ
Ω˜α→γσγβ
)
−
∑
γ,δ
P2πρ(σαγΩγ→δΩδ→β + σγβΩγ→δΩδ→α)
+
∑
γ,δ
P22πρΩγ→αΩδ→β σγδ , (75)
where |α〉, |β〉, . . . denote all discrete states of the multi-
dot system in the occupation number representation, and
Ωα→β denotes one-electron hopping amplitude that gen-
erates α → β-transition. We distinguish between the
amplitudes Ω˜ and Ω of one-electron hopping among iso-
lated states and among isolated and continuum states,
respectively. The latter transitions are of the second or-
der in the hopping amplitude ∼ Ω2. These transition
are produced by two consecutive hoppings of an electron
across continuum states with the density of states ρ. The
first of these terms arises from “loss” processes and the
second from “gain” processes (borrowing the terminol-
ogy of the classical Boltzmann equation). P2 is the Pauli
factor: P2 = −1 in transitions involving two electrons,
+1 otherwise.
Applying these rules, it is rather easy to verify
that Eqs. (75) coincide with Eqs. (73) for α, β, . . . =
{a, b, c, d}, which are the states of the separated dot
system, shown in Fig. 6. In addition, Eqs. (75) have
the same form for the number-resolved density matrix,
σ
(n,m,...)
αβ . One only needs to take into account that the
number of electron indicated in each of the term in the
rhs of this equation is the same as in the lhs, if the elec-
tron returns to the same reservoir, or it is less by one,
if a new electron arrives to the another reservoir, (see
Eqs. (28),(43),(71)).
It is easy to realize that Eq. (75) has precisely a form
of the Lindblad equation15, which for the N -dimensional
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system reads
σ˙ = i[HN , σ]−
N2−1∑
j=1
γj
(
σA†jAj +A
†
jAjσ
)
+
N2−1∑
j=1
2γjAjσA
†
j (76)
where HN is the system Hamiltonian, Aj is the Lindblad
operator and γj > 0. However, one should emphasize,
that the necessary conditions for derivation of Eq. (75)
are the Markovian environment and reservoirs (energy in-
dependent spectral density function) and large bias limit.
Applications of Eq. (75) for spin-polarized and unpo-
larized current through two-levels dots can be found in27.
VIII. DESCRIPTION OF MEASUREMENT BY
RATE EQUATIONS
A. Ballistic point-contact detector
Consider the measurement of electron occupation of
a semiconductor quantum dot by means of a separate
measuring circuit in close proximity28,29. A ballistic one-
dimensional point-contact is used as a “detector” that
resistance is very sensitive to the electrostatic field gen-
erated by an electron occupying the measured quantum
dot. Such a set up is shown schematically in Fig. 8, where
the detector is represented by a barrier, connected with
two reservoirs at the chemical potentials µL and µR re-
spectively. The transmission probability of the barrier
varies from T to T ′, depending on whether or not the
quantum dot is occupied by an electron, Fig. 8(a,b).
Initially all the levels in the reservoirs are filled up
to the corresponding Fermi energies and the quantum
dot is empty. (For simplicity we consider the reservoirs
at zero temperature). The time-evolution of the entire
system can be described by the following master (rate)
equations. which we derive in next subsections
σ˙(m,n)aa = −(ΓL +D)σ(m,n)aa + ΓRσ(m−1,n)bb +Dσ(m,n−1)aa
(77a)
σ˙
(m,n)
bb = −(ΓR +D′)σ(m,n)bb + ΓLσ(m,n)aa +D′σ(m,n−1)bb
(77b)
where σm,naa (t) and σ
m,n
bb (t) are probabilities of finding the
entire system in the states |a〉 and |b〉 corresponding to
empty or occupied dot Fig. 8(a,b), and m and n are the
number of electrons penetrated to the right reservoirs of
the measured system and the detector, respectively. ΓL,R
are the transition rates for an electron tunneling from
the left reservoir to the dot and from the dot to the right
reservoir respectively, and D = T (µL−µR)/2π is the rate
of electron hopping from the right to the left reservoir
through the point-contact (the Landauer formula).
m m
n n
µL µL
µR µR
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FIG. 8: Ballistic point-contact near quantum-dot. ΓL,R are
the corresponding tunneling rates. The penetration coeffi-
cient of the point-contact is T for the empty dot (a) and
T
′ for the occupied dot (b). The indices m and n denote the
number of electrons penetrating to the right reservoirs at time
t.
The accumulated charge in the right reservoirs of the
detector (d) and of the measured system (s) is given by
Qd(t) =
∑
m,n
n[σ(m,n)aa (t) + σ
(m,n)
bb (t)] (78a)
Qs(t) =
∑
m,n
m[σ(m,n)aa (t) + σ
(m,n)
bb (t)] (78b)
The currents flowing in the detector and in the mea-
sured system are Id(t) = Q˙d(t) and Is(t) = Q˙s(t). Using
Eqs. (77) and (78) we obtain
Id(t) =
∑
m,n
n[σ˙(m,n)aa (t) + σ˙
(m,n)
bb (t)] = Dσaa(t) +D
′σbb(t)
(79a)
Is(t) =
∑
(m,n)
m[σ˙(m,n)aa (t) + σ˙
(m,n)
bb (t)] = ΓRσbb(t) ,
(79b)
where σaa ≡
∑
m,n σ
(m,n)
aa and σbb ≡
∑
m,n σ
(m,n)
bb are the
total probabilities of finding the dot empty or occupied.
Obviously σaa(t) = 1 − σ¯(t), where σ¯(t) ≡ σbb(t). Per-
forming the summation over m,n in Eqs. (77) we obtain
the following rate equation for the quantum dot occupa-
tion probability
˙¯σ(t) = ΓL − (ΓL + ΓR)σ¯(t) . (80)
If the point-contact and the quantum dot are decou-
pled, the detector current is I
(0)
d = D. Hence, the occu-
pation of the quantum dot can be measured through the
variation of the detector current ∆Id = I
(0)
d − Id. One
readily obtains from Eq. (79b) that
∆Id(t) =
∆T Vd
2π
σ¯(t), (81)
where Vd = µL − µR is the voltage bias, and ∆T = T −
T ′. Thus, the point contact is indeed the measurement
device. In fact, Eq. (81) is a self-evident one. Indeed,
the variation of the point-contact current is ∆TVd/2π
and σ¯(t) is the probability for such a variation.
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B. Derivation of the rate equations for a
point-contact detector
We present here the microscopic derivation of the rate
equations describing electron transport through the point
contact. The latter is considered as a barrier, separated
two reservoirs (the emitter and the collector), Fig. 8. The
system is described by the tunneling Hamiltonian
HPC =
∑
l
Ela
†
l al +
∑
r
Era
†
rar +
∑
l,r
Ωlr(a
†
l ar +H.c.),
(82)
where a†l (al) and a
†
r(ar) are the creation (annihilation)
operators in the left and the right reservoirs, respectively,
and Ωlr is the hopping amplitude between the states El
and Er in the right and the left reservoirs. (We choose
the the gauge where Ωlr is real).
Consider all the levels in the emitter and the collector
are initially filled up to the Fermi energies µL and µR
respectively, Fig. 8. We call it as the “vacuum” state,
|0〉. The Hamiltonian Eq. (82) requires the vacuum state
|0〉 to decay to continuum states having the form: a†ral|0〉
with an electron in the collector continuum and a hole in
the emitter continuum; a†ra
†
r′a
†
l al′ |0〉 with two electrons
in the collector continuum and two holes in the emitter
continuum, and so on. The many-body wave function
describing this system can be written in the occupation
number representation as
|Ψ(t)〉 =

b0(t) +∑
l,r
blr(t)a
†
ral
+
∑
l<l′,r<r′
bll′rr′(t)a
†
ra
†
r′alal′ + · · ·

 |0〉, (83)
where b(t) are the time-dependent probability amplitudes
to find the system in the corresponding states with the
initial condition b0(0) = 1, and all the other b(0)’s being
zeros. Substituting Eq. (83) into the Shro¨dinger equation
i|Ψ˙(t)〉 = HPC |Ψ(t)〉 and performing the Laplace trans-
form b(t) → b˜(E), Eq. (3), we obtain an infinite set of
the coupled equations for the amplitudes b˜(E):
Eb˜0(E)−
∑
l,r
Ωlr b˜lr(E) = i (84a)
(E + El − Er)b˜lr(E)− Ωlr b˜0(E)
−
∑
l′,r′
Ωl′r′ b˜ll′rr′(E) = 0 (84b)
(E + El + El′ − Er − Er′)b˜ll′rr′(E)− Ωl′r′ b˜lr(E)
+ Ωlr b˜l′r′(E)−
∑
l′′,r′′
Ωl′′r′′ b˜ll′l′′rr′r′′(E) = 0 (84c)
· · ·
Eqs. (84) can be substantially simplified by replacing the
amplitude b˜ in the term
∑
Ωb˜ of each of the equations
by its expression obtained from the subsequent equation
(c.f. Eqs. (5), (65)). For example, substituting b˜lr(E)
from Eq. (84b) into Eq. (84a), one obtains
E −∑
l,r
Ω2
E + El − Er

 b˜0(E)
−
∑
ll′,rr′
Ω2
E + El − Er b˜ll
′rr′(E) = i, (85)
where we assumed that the hopping amplitudes are
weakly dependent functions on the energies Ωlr ≡
Ω(El, Er) = Ω (wide-band limit). Since the states in the
reservoirs are very dense (continuum), one can replace
the sums over l and r by integrals, for instance
∑
l,r →∫
ρL(El)ρR(Er) dEldEr , where ρL,R are the density of
states in the emitter and collector. Then the first sum
in Eq. (85) becomes an integral which can be split into a
sum of the singular and principal value parts. The singu-
lar part yields iπΩ2ρLρRVd, whereas the principal value
part can be neglected in the large bias limit, Eqs. (6), (7).
The second sum in Eq. (85) can be neglected either. In-
deed, by replacing b˜ll′rr′(E) ≡ b˜(E,El, El′ , Er, Er′) and
the sums by the integrals we find that the integrand has
the poles on the same sides of the integration contours.
It implies that the corresponding integral vanishes (c.f.
with Eqs. (8), (10)).
Applying analogous considerations to the other equa-
tions of the system (84), we finally arrive to the following
set of equations:
(E + iD/2)b˜0 = i (86a)
(E + El − Er + iD/2)b˜lr − Ωb˜0 = 0 (86b)
(E + El + El′ − Er − Er′ + iD/2)b˜ll′rr′ − Ωb˜lr
+Ωb˜l′r′ = 0, (86c)
· · ·
where D = 2πΩ2ρLρRVd.
The charge accumulated in the collector at time t is
NR(t) = 〈Ψ(t)|
∑
r
a†rar|Ψ(t)〉 =
∑
n
nσ(n)(t), (87)
where
σ(0)(t) = |b0(t)|2, σ(1)(t) =
∑
l,r
|blr(t)|2,
σ(2)(t) =
∑
ll′,rr′
|bll′rr′(t)|2, · · · (88)
are the probabilities to find n electrons in the collector.
These probabilities are directly related to the amplitudes
b˜(E) through the inverse Laplace transform,
σ(n)(t) =
∑
l...,r...
∫
dEdE′
4π2
b˜l···r···(E)b˜
∗
l···r···(E
′)ei(E
′−E)t
(89)
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Using Eq. (89) one can transform Eqs. (86) into the rate
equations for σ(n)(t). We find
σ˙(0)(t) = −Dσ(0)(t) (90a)
σ˙(1)(t) = Dσ(0)(t)−Dσ(1)(t) (90b)
σ˙(2)(t) = Dσ(1)(t)−Dσ(2)(t) (90c)
· · ·
The operator, which defines the current flowing in this
system is
Iˆ = i
[
HPC ,
∑
r
a†rar
]
= i
∑
l,r
Ωlr(a
†
l ar − a†ral) (91)
Using Eqs. (83), (90) and (91) we find for the current
I = 〈Ψ(t)|Iˆ|Ψ(t)〉 = D
∑
n
σ(n)(t) = D. (92)
C. Transmission coefficient of the point-contact.
Now we relate the coupling Ω of the tunneling Hamilto-
nian (82) to the transmission coefficient T of the point-
contact. The latter determines probability of penetra-
tion of a single electron from the left to the right lead
at t → ∞. For this reason we consider single-electron
motion from the emitter to collector.
ErEl
Ω
FIG. 9: Motion of a single electron between two reservoirs,
described by the tunneling Hamiltonian (82).
A single-electron wave-function in the basis of the
reservoir states, (|l〉, |r〉) can be written as
|Ψ(t)〉 =
∑
l
b
(l¯)
l (t)|l〉+
∑
r
b(l¯)r (t)|r〉 (93)
where the index l¯ denotes the electron initial state, oc-
cupying a level El¯ in the left reservoir. Substituting (93)
in the Schro¨dinger equations, i∂t|Ψ(t)〉 = HPC |Ψ(t)〉, we
find
i
d
dt
b
(l¯)
l (t) = Elb
(l¯)
l (t) +
∑
r
Ω b(l¯)r (t)
i
d
dt
b(l¯)r (t) = Erb
(l¯)
r (t) +
∑
l
Ω b
(l¯)
l (t) (94)
In order to solve these equations we apply the Laplace
transform, b(t)→ b˜(E), Eq. (3). Then Eqs. (94) become
(E − El)b˜(l¯)l (E)−
∑
r
Ω b˜(l¯)r (E) = iδll¯
(E − Er)b˜(l¯)r (E)−
∑
l
Ω b˜
(l¯)
l (E) = 0 (95)
Let us introduce B˜
(l¯)
L (E) =
∑
l b˜
(l¯)
l (E) and B˜
(l¯)
R (E) =∑
r b˜
(l¯)
r (E). Then Eqs. (95) can be rewritten as
B˜
(l¯)
L (E) = ΩSLB˜
(l¯)
R (E) +
i
E − El¯
B˜
(l¯)
R (E) = ΩSRB˜
(l¯)
L (E) (96)
where
SL(R) =
∑
l(r)
1
E − El(r)
(97)
In the continuous limit one obtains (c.f. Eqs. (6), (7))
SL(R) →
Λ∫
−Λ
1
E − El(r)
ρL(R) dEl(r) = −iπρL(R) (98)
where the cutoff Λ → ∞. Then solving Eqs. (96) one
easily finds
B˜
(l¯)
L (E) =
i
(1 + π2Ω2ρLρR)(E − El¯)
(99)
and finally
b˜(l¯)r (E) =
iΩ
(E − El¯)(E − Er)(1 + π2Ω2ρLρR)
(100)
The probability of finding the electron in the right lead
at time t is given by P
(l¯)
R (t) =
∑
r |b(l¯)r (t)|2, where
b(l¯)r (t) =
∞∫
−∞
b˜(l¯)r (E)e
−iEt dE
2π
(101)
Then using Eq. (100) we obtain in the continuous limit
P
(l¯)
R (t) =
∑
r
∞∫
−∞
b˜(l¯)r (E)b˜
(l¯)∗
r (E
′)ei(E
′−E)t dEdE
′
(2π)2
=
∑
r
∞∫
−∞
Ω2ei(E
′−E)tdEdE′/(2π)2
(E − El¯)(E′ − El¯)(E − Er)(E′ − Er)(1 +R)2
= −
∞∫
−∞
iΩ2ei(E
′−E)tρRdEdE
′/(2π)
(E − El¯)(E′ − El¯)(E′ − E)(1 +R)2
(102)
where R = π2Ω2ρLρR.
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Let us evaluate the electric current in the left reservoir,
I
(l¯)
R (t) = dP
(l¯)
R (t)/dt. One finds
I
(l¯)
R (t) =
∞∫
−∞
(2π)Ω2e(E
′−E)tρRdEdE
′/(2π)2
(E − El¯)(E′ − El¯)(1 +R)2
=
2πρRΩ
2
(1 +R)2
(103)
We consider the initial electron state as given by incoher-
ent superposition of different states with a distribution
fL(El¯). In the case we obtain
IR(t) =
∞∫
−∞
2πρLρRΩ
2
(1 +R)2
fL(El¯)dEl¯ (104)
This in fact represents the Landauer formula
IR =
∫
T fL(El¯)
dEl¯
2π
(105)
where
T =
(2π)2Ω2ρLρR
(1 + π2Ω2ρLρR)2
≡ 4R
(1 +R)2
(106)
represents a relation between transmission coefficient T
and coupling Ω in the tunneling Hamiltonian.
Note that in the rate equations Eqs. (90), D =
RVd/2π, where Vd is the bias. However, these equa-
tions were derived in the large bias limit, corresponding
to Vd ≫ D. The latter is equivalent to R ≪ 1. In this
case it follows from Eq. (106) that R = T/4, in agreement
with Eqs. (81), (92).
IX. DETECTION OF ELECTRON
OSCILLATIONS IN COUPLED-DOTS
A well-known manifestation of quantum coherence is
the oscillation of a particle in a double-well (double-dot)
potential. The origin of these oscillations is the inter-
ference between the probability amplitudes of finding a
particle in different wells. Hence, one can expect that the
disclosure of a particle (electron) in one of wells would
generate the “dephasing” that eventually destroys these
oscillations.
Let us investigate the mechanism of this process by
taking for detector a noninvasive point-contact. A pos-
sible set up is shown in Fig. 10. We assume that the
transmission probability of the point-contact is T when
an electron occupies the right well, and it is T ′ when an
electron occupies the left well. Here T ′ < T since the
right well is away from the point contact.
Now we apply the quantum-rate equations to the whole
system. However, in the distinction with the previous
case, the electron transitions in the measured system take
place between the isolated states inside the dots. As a
result the diagonal density-matrix elements are coupled
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FIG. 10: Electron oscillations in the double-well. The pen-
etration coefficient of the point-contact varies from T ′ to T
when an electron occupies the left well (a) or the right well
(b), respectively. The index n denotes the number of electrons
accumulated in the collector at time t.
with the off-diagonal elements, so that the corresponding
rate equations are the Bloch-type equations Eqs. (43).
We first start with the case of the double-well detached
from the point-contact detector. The Bloch equations de-
scribing the time evolution of the electron density-matrix
σij have the following form
σ˙aa = iΩ0(σab − σba) , (107a)
σ˙bb = iΩ0(σba − σab) , (107b)
σ˙ab = iǫσab + iΩ0(σaa − σbb), (107c)
where ǫ = E2 − E1 and Ω0 is the coupling between the
left and the right wells. Here σaa(t) and σbb(t) are the
probabilities of finding the electron in the left and the
right well respectively, and σab(t) = σ
∗
ba(t) are the off-
diagonal density-matrix elements (“coherences”)10.
Solving these equations for the initial conditions and
σaa(0) = 1 and σbb(0) = σab(0) = 0 we obtain
σaa(t) =
Ω20 cos
2(ωt) + ǫ2/4
Ω20 + ǫ
2/4
, (108)
where ω = (Ω20 + ǫ
2/4)1/2. As expected the electron
initially localized in the first well oscillates between the
wells with the frequency ω. Notice that the amplitude
of these oscillations is Ω20/(Ω
2
0+ ǫ
2/4). Thus the electron
remains localized in the first well if the level displacement
is large, ǫ≫ Ω0.
Now we consider the electron oscillations in the pres-
ence of the point contact detector, Fig. 10. The corre-
sponding Bloch equations for the entire system have the
following form, see Eq. (75) (detailed microscopic deriva-
tion of these equations is given below)
σ˙(n)aa = −D′σ(n)aa +D′σ(n−1)aa + iΩ0(σ(n)ab − σ(n)ba ) , (109a)
σ˙
(n)
bb = −Dσ(n)bb +Dσ(n−1)bb − iΩ0(σ(n)ab − σ(n)ba ) , (109b)
σ˙
(n)
ab = iǫσ
(n)
ab + iΩ0(σ
(n)
aa − σ(n)bb )−
1
2
(D′ +D)σ
(n)
ab
+ (DD′)1/2σ
(n−1)
ab , (109c)
Here the index n denotes the number of electrons arriving
to the collector at time t, and D(D′) is the transition rate
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of an electron hopping from the left to the right detector
reservoirs, D = T (µL − µR)/2π, Eqs. (86). Notice that
the presence of the detector results in additional terms in
the rate equations in comparison with Eqs. (107). These
terms are generated by transitions of an electron from
the left to the right detector reservoirs with the rates D
and D′ respectively. The equation for the non-diagonal
density-matrix elements σ
(n)
ab , Eq. (109c), is different from
the standard Bloch equations due to the last term, which
describes transition between different coherences, σ
(n−1)
ab
and σ
(n)
ab . This term appears in the Bloch equations for
coherences whenever the same hopping (n−1→ n) takes
place in the both states of the off-diagonal density-matrix
element (a and b), Eq. (75). The rate of such transitions
is determined by a product of the corresponding ampli-
tudes (T 1/2 and T ′
1/2
).
It follows from Eqs. (79), (109) that the variation of
the point-contact current ∆Id(t) = I
(0) − Id(t) measures
directly the charge in the first dot. Indeed, one obtains
for the detector current
Id(t) =
∑
n
n[σ(n)aa (t) + σ
(n)
bb (t)] = D
′σaa(t) +Dσbb(t),
(110)
where σij =
∑
n σ
(n)
ij . Therefore ∆Id(t) is given by
Eq. (81), where σ¯(t) ≡ σaa(t).
In order to determine the influence of the detector on
the double-well system we trace out the detector states
in Eqs. (109) thus obtaining
σ˙aa = iΩ0(σab − σba) , (111a)
σ˙bb = iΩ0(σba − σab) , (111b)
σ˙ab = iǫσab + iΩ0(σaa − σbb)
− 1
2
(
√
I −
√
I ′)2σab, (111c)
where σij =
∑
n σ
n
ij(t), and I, I
′ = D,D′ are two val-
ues of the Point-Contact current, corresponding to the
occupied right or left dot in Fig. (10).
Equations (111) coincide with Eqs. (107), describing
the electron oscillations without detector, except for the
last term in Eq. (111c). The latter generates the expo-
nential damping of the non-diagonal density-matrix ele-
ment with the “dephasing” rate
Γd = (
√
I −
√
I ′)2 = (
√
T −
√
T ′)2
Vd
2π
, (112)
It implies that σab → 0 for t → ∞. We can check it
by looking for the stationary solutions of Eqs. (111) in
the limit t → ∞. In this case σ˙ij(t → ∞) = 0 and
Eqs. (111) become linear algebraic equations, which can
be easily solved. One finds that the electron density-
matrix becomes the statistical mixture.
σ(t) =
(
σaa(t) σab(t)
σba(t) σbb(t)
)
→
(
1/2 0
0 1/2
)
for t→∞.
(113)
Notice that the damping of the nondiagonal density ma-
trix elements is coming entirely from the possibility of
disclosing the electron in one of the wells. Indeed, if the
detector does not distinguish which of the wells is occu-
pied, i.e. T = T ′, then Γd = 0.
The Bloch equations (109), (111) display explicitly the
mechanism of dephasing during a noninvasive measure-
ment, i.e. that which does not distort the energy levels
of the measured system. The dephasing appears in the
reduced density matrix as the “dissipative” term in the
nondiagonal density matrix elements only, as a result of
tracing out the detector variables. All other terms re-
lated to the detector are canceled after tracing out the
detector variables.
A. Continuous measurement and Zeno effect
The most surprising phenomenon which displays
Eq. (113) is that the transition to the statistical mixture
takes place even for a large displacement of the energy
levels, ǫ≫ Ω0, irrespectively of the initial conditions. It
means that an electron initially localized in one of the
wells would be always delocalized at t → ∞. It would
happened even if the electron was initially localized at
the lower level. (Of course it does not violate the energy
conservation, since the double-well is not isolated). Such
a behavior is not expectable because the amplitude of
electron oscillations is very small for large level displace-
ment, Eq. (108). Thus, the electron should stay localized
in one of the wells. One could expect that the continu-
ous observation of this electron by a detector could only
increase its localization. It can be inferred from so called
Zeno effect30. The latter tells us that repeated observa-
tion of the system slow down transitions between quan-
tum states due to the collapse of the wave function into
the observed state. Since in our case the change of the
detector current, ∆Is(t) monitors σ¯(t) in the left well,
Eqs. (81), (110), it represents the continuous measure-
ment of the charge in this well. Nevertheless the effects
is just opposite – the continuous measurement delocalizes
the system (so-called, anti-Zeno effect31).
However, our results for small t are in an agreement
with the Zeno effect, even so we have not explicitly im-
plied the projection postulate. For instance, Fig. 11 a
shows the time-dependence of the probability to find
an electron in the left dot, as obtained from the solu-
tion of Eqs. (111) for the aligned levels (ǫ = 0), and
Γd = 0 (dashed curve), Γd = 4Ω0 (dot-dashed curve)
and Γd = 16Ω0 (solid curve). One finds that for small
t the rate of transition from the left to the right well
decreases with the increase of Γd.
The same slowing down of the transition rate for small
enough t we find for the disaligned levels (ǫ = 4Ω0) in
Fig. 11 b. However, with increase of t, the continu-
ous measurement leads to the electron delocalization (the
anti-Zeno effect18,31), whereas in the absence of detec-
tor an electron would stay localized in the left well (the
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FIG. 11: The occupation of the first well as a function of time,
Eqs. (111): (a) the levels are aligned (ǫ = 0); (b) the levels
are displaced (ǫ = 4Ω0). The curves correspond to different
values of the dephasing rate: Γd = 0 (dashed), Γd = 4Ω0
(dot-dashed), and Γd = 16Ω0 (solid).
dashed curve in Fig. 11 b)
B. Derivation of Master equations, describing
double-dot under continuous measurement.
Although the rate equations (109) is a particular case
of general Master equations (75), it is desirable to present
a microscopic derivation of Eqs. (109) by using our
wave-function approach. We start with the many-body
Schro¨dinger equation, i|Ψ˙(t)〉 = H |Ψ(t)〉 for the entire
system. Here H is the total Hamiltonian, which can
be written as H = HPC + HDD + Hint. Here HPC is
the Hamiltonian for the point-contact detector, Eq. (82);
HDD is the Hamiltonian for the measured double-dot sys-
tem,
HDD = E1c
†
1c1 + E2c
†
2c2 +Ω0(c
†
2c1 + c
†
1c2) , (114)
and Hint describes the interaction between the detector
and the measured system. Since the presence of an elec-
tron in the left well results in an effective increase of the
point-contact barrier (Ωlr → Ωlr + δΩlr), we can repre-
sent the interaction term as
Hint =
∑
l,r
δΩlrc
†
1c1(a
†
lar +H.c.). (115)
The many-body wave function for the entire system
can be written as
|Ψ(t)〉 =

b1(t)c†1 +∑
l,r
b1lr(t)c
†
1a
†
ral
+
∑
l<l′,r<r′
b1ll′rr′(t)c
†
1a
†
ra
†
r′alal′ + · · ·
+b2(t)c
†
2 +
∑
l,r
b2lr(t)c
†
2a
†
ral
+
∑
l<l′,r<r′
b2ll′rr′(t)c
†
2a
†
ra
†
r′alal′ + · · ·

 |0〉, (116)
where b(t) are the probability amplitudes to find the en-
tire system in the states defined by the corresponding cre-
ation and annihilation operators. Notice that Eq. (116)
has the same form as Eq. (83), where only the proba-
bility amplitudes b(t) acquire an additional index (’1’ or
’2’) that denotes the well, occupied by an electron. Pro-
ceeding in the same way as in Sec. VIII B, we arrive
to an infinite set of the coupled equations for the ampli-
tudes b˜(E), which are the Laplace transform (3) of the
amplitudes b(t)
(E − E1)b˜1(E)− Ω0b˜2(E)−
∑
l,r
Ω′lr b˜1lr(E) = i (117a)
(E − E2)b˜2(E)− Ω0b˜1(E)−
∑
l,r
Ωlr b˜2lr(E) = 0 (117b)
(E + El − E1 − Er)b˜1lr(E)− Ω′lr b˜1(E)− Ω0b˜2lr(E)
−
∑
l′,r′
Ωl′r′ b˜1ll′rr′(E) = 0 (117c)
(E + El − E2 − Er)b˜2lr(E)− Ωlr b˜2(E)− Ω0b˜1lr(E)
−
∑
l′,r′
Ωl′r′ b˜2ll′rr′(E) = 0 (117d)
· · ·
The same algebra as that used before allows us to simplify
these equations, which then become
(E − E1 + iD′/2)b˜1 − Ω0b˜2 = i (118a)
(E − E2 + iD/2)b˜2 − Ω0b˜1 = 0 (118b)
(E + El − E1 − Er + iD′/2)b˜1lr − Ω′b˜1
− Ω0b˜2lr = 0 (118c)
(E + El − E2 − Er + iD/2)b˜2lr − Ωb˜2
− Ω0b˜1lr = 0 (118d)
· · ·
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where D = TVd/2π.
Using the inverse Laplace transform (89) we can trans-
form Eqs. (118) into differential equations for the density-
matrix elements σ
(n)
ij (t) (i, j=1,2)
σ
(0)
ij (t) = bi(t)b
∗
j (t), σ
(1)
ij (t) =
∑
l,r
bilr(t)b
∗
jlr(t),
σ
(2)
ij (t) =
∑
ll′,rr′
bill′rr′(t)b
∗
jll′rr′(t), · · · , (119)
where n denotes the number of electrons accumulated
in the collector. Consider, for instance the off-diagonal
density-matrix element σ
(1)
12 (t). The corresponding differ-
ential equation for this term can by obtained by multiply-
ing Eq. (118c) by b˜∗2lr(E
′) and subtracting the complex
conjugated Eq. (118d) multiplied by b˜1lr(E). We then
obtain∫
dEdE′
4π2
∑
l,r
{(
E′ − E − ǫ− iD +D
′
2
)
b˜1lr(E)b˜
∗
2lr(E
′)
−
[
Ωb˜1lr(E)b˜
∗
2(E
′)− Ω′b˜∗2lr(E′)b˜1(E)
]
−Ω0
[
b˜1lr(E)b˜
∗
1lr(E
′)− b˜∗2lr(E′)b˜2lr(E)
]}
ei(E
′−E)t = 0.
(120)
One easily finds that the first term in this equation equals
to −iσ˙(1)12 −[ǫ+i(D+D′)/2]σ(1)12 and the third term equals
to −Ω0(σ(1)11 − σ(1)22 ). In order to evaluate the second
term in Eq. (120) we replace
∑
l,r by the integrals and
substitute
b˜1lr(E) =
Ω′b˜1(E) + Ω0b˜2lr(E)
E + El − E1 − Er + iD′/2
b˜∗2lr(E
′) =
Ωb˜∗2(E
′) + Ω0b˜
∗
1lr(E
′)
E′ + El − E2 − Er − iD/2 (121)
obtained from Eqs. (118c), (118d), into Eq. (120). Then
integrating over El, Er we find that the second term in
Eq. (120) becomes 2iπΩΩ′ρLρRVdσ
(0)
12 . Thus Eq. (120)
can be rewritten as
σ˙
(1)
12 = iǫσ
(1)
12 + iΩ0(σ
(1)
11 − σ(1)22 )−
1
2
(D′ +D)σ
(1)
12
+ (DD′)1/2σ
(0)
12 . (122)
which coincides Eq. (109c) for n = 1 and σaa ≡ σ11,
σbb ≡ σ22, σab ≡ σ12. Applying the same procedure to
each of the equations (118) we arrive to Eqs. (109) for
density matrix elements σ
(n)
ij .
C. Measurement of resonant current through a
double-dot.
Measurement of decoherence rate, Γd, generated by a
measurement device, is a very important issue in quan-
tum computation. It can be done via direct monitor-
ing of damping rate of the single-electron oscillations in
coupled-dots, Figs. 10, 11. However, the same Γd can be
extracted from the steady-state current, flowing through
the double-dot. It is shown schematically in Fig. 12,
where the coupled-dot is connected to two reservoirs
(emitter and collector). For the sake of simplicity we
assume strong inner and inter-dot Coulomb repulsion, so
only one electron can occupy this system. Then there are
only three available states of the coupled-dot system: the
dots are empty (a), the first dot is occupied (b) and the
second dot is occupied (c). Using Eq, (75), we write the
following rate equations for the density matrix σm,nij (t)
describing the entire system (c.f. with Eqs. (77), (109))
σ˙m,naa = −(ΓL +D)σm,naa + ΓRσm−1,ncc
+Dσm,n−1aa , (123a)
σ˙m,nbb = −D′σm,nbb +D′σm,n−1bb + ΓLσm,naa
+ iΩ0(σ
m,n
bc − σm,ncb ) , (123b)
σ˙m,ncc = −(ΓR +D)σm,ncc +Dσm,n−1cc
− iΩ0(σm,nbc − σm,ncb ) , (123c)
σ˙m,nbc = iǫσ
m,n
bc + iΩ0(σ
m,n
bb − σm,ncc )
− 1
2
(ΓR +D
′ +D)σm,nbc + (DD
′)1/2σm,n−1bc , (123d)
where the indices n and m denote the number of elec-
trons arrived at time t to the upper and the lower col-
lector reservoir, respectively. Here ΓL, ΓR are the rates
of electron transitions from the left reservoir to the first
dot and from the second dot to the right reservoir, and
Ω0 is the amplitude of hopping between two dots.
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FIG. 12: Resonant tunneling through the double-dot. ΓL,R
denote the corresponding rate for the tunneling from (to) the
left (right) reservoirs. The penetration coefficient of the point-
contact is T for the empty double-dot system or for the occu-
pied second dot, and it is T ′ for the occupied first dot. The
indices m and n denote the number of electrons penetrating
to the right reservoirs at time t.
The currents in the double-dot system (Is) and in the
detector (Id) are given by Eqs. (79):
Is =
∑
m,n
m(σ˙m,naa + σ˙
m,n
bb + σ˙
m,n
cc ) = ΓRσcc (124a)
Id =
∑
m,n
n(σ˙m,naa + σ˙
m,n
bb + σ˙
m,n
cc )
= D − (D −D′)σbb (124b)
where σij =
∑
m,n σ
m,n
ij . It follows from Eq. (124b) that
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the variation of the detector current ∆Id = I
(0)
d − Id is
given by Eq. (81), where σ¯ = σbb.
Performing summation in Eqs. (123) over the number
of electrons arrived to the collectors (m,n), we obtain the
following Bloch-type equations for the reduced density-
matrix of the double-dot system:
σ˙aa = −ΓLσaa + ΓRσcc (125a)
σ˙bb = ΓLσaa + iΩ0(σbc − σcb) (125b)
σ˙cc = −ΓRσcc − iΩ0(σbc − σcb) (125c)
σ˙bc = iǫσbc + iΩ0(σbb − σcc)
− 1
2
(ΓR + Γd)σbc, (125d)
where Γd is the dephasing rate generated by the de-
tector, Eq. (112). Solving these equations in the limit
t → ∞ we find the following expression for the current
Is, Eq. (124a), flowing through the double-dot system
Is =
(ΓR + Γd)Ω
2
0
ǫ2 + (ΓR+Γd)
2
4 +Ω
2
0(ΓR + Γd)
(
2
ΓR
+ 1ΓL
) (126)
By analyzing Eq. (126) one finds that the decoherence
rate, Γd, Eq. (112), generated by the measurement, would
affect the resonant current, Is. As an example, we display
it in Fig. 13 for three values of decoherence rate: Γd = 0,
Γd = 4Ω0 and Γd = 16Ω0. We find that for small ǫ the
current decreases with Γd, while for large t the average
distribution of an electron in the dots remains the same.
However, for larger values of ǫ the current increases with
Γd. It reflects electron delocalization in a double-well
system, Fig. 11 b, due to continuous monitoring of the
charge in the left dot. Thus, by measure the resonant
current Is for different values of ǫ or (and) ΓL,R, one can
extract the desirable decoherence rate, Γd
X. CONTINUOUS MEASUREMENT OF DECAY
TO A NON-MARKOVIAN RESERVOIR
A. Tunneling to continuum.
Consider tunneling of a particle (electron) from a po-
tential well (quantum dot) to a reservoir, Fig. 14. The
system is described by the following Hamiltonian
H = E0|0〉〈0|+
∑
r
Er|r〉〈r| +
∑
r
Ωr(|r〉〈0| + |0〉〈r|)
(127)
Here |0〉 is a localized state in the well and |r〉 denotes
extended states of the reservoir.
The tunneling of a particle to the reservoir is described
by the Schro¨diger equation,
i∂t|Ψ(t)〉 = H |Ψ(t)〉 (128)
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FIG. 13: Electron current through the double-dot, Eq. (126),
for ΓL = ΓR = Ω0 as a function of the level displacement
ǫ = E2−E1. The curves correspond to different values of the
dephasing rate: Γd = 0 (dashed), Γd = 4Ω0 (dot-dashed) and
Γd = 16Ω0 (solid).
E0
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Ωr 2Λ
FIG. 14: Tunneling of a particle to continuum from a localized
state inside the well to a reservoir of a finite bandwidth Λ.
where |Ψ(t)〉 can be written as
|Ψ(t)〉 = b0(t)|0〉+
∑
r
br(t)|r〉 (129)
Here b0(t) is probability amplitude for finding the particle
at the state |0〉 inside the well and br(t) is the same for the
state |r〉 inside the reservoir. Substituting Eq. (129) into
Eq. (128) and performing the Laplace transform, Eq. (3)
we can rewrite Eq. (128) as
(E − E0)b˜0(E)−
∑
r
Ωr b˜r(E) = i (130a)
(E − Er)b˜r(E)− Ωr b˜0(E) = 0 (130b)
where the right-hand-side corresponds to the initial con-
ditions.
Solving Eqs. (130) in the continuous limit,
∑
r →∫
ρ(Er)dEr , where ρ(Er) is the density of state, we find
b˜0(E) =
i
E − E0 −
∞∫
−∞
Ω2(Er)ρ(Er)
E−Er
dEr
(131)
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with Ωr ≡ Ω(Er). In the case of Markovian reservoir
(wide-band limit, Λ→∞), the density of states and the
coupling Ω(Er) are independent of Er. Then integra-
tion over Er in Eq. (131) can be easily performed, thus
obtaining
b˜0(E) =
i
E − E0 + iΓ2
(132)
where Γ = 2πΩ2ρ. Note that for infinite reservoir, the
density of states ρ ∼ L → ∞, where L is the reservoir’s
size, but Ω2 ∼ 1/L → 0, so the product Ω2ρ (spectral
density function) remains finite.
The amplitude b0(t) is obtained from b˜0(E) via the
inverse Laplace transform,
b0(t) =
∞∫
−∞
b˜0(E)e
−iEt dE
2π
= e−iE0t−
Γ
2
t (133)
As a result, probability of finding a particle inside the well
(survival probability) P0(t) = |b0(t)|2 = e−Γt1. Thus in
the wide-band limit, the particle initially localized inside
the quantum well, decays exponentially to the reservoir.
Consider now a (non-Markovian) reservoir of a finite
band-width, Fig. 14. It corresponds to a periodic one-
dimensional chain of N quantum wells, with the nearest-
neighbor coupling λ, shown in Fig. 15 and describing by
the following Hamiltonian
E0
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FIG. 15: Tunneling well to a periodic chain of quantum wells
with the nearest-neighbor coupling λ
HN =
N−1∑
n=1
λ(|n〉〈n + 1|+ |n+ 1〉〈n|) (134)
The state |0〉 of the quantum well is coupled with the
first site of the chain by coupling Ω˜, so the total Hamil-
tonian is H = E0|0〉〈0| + HN + Ω˜(|0〉〈1| + |1〉〈0|). By
diagonalizing HN one arrives to Eq. (127) with
|r〉 =
√
2
N + 1
N∑
n=1
sin
(
rπ
N + 1
n
)
|n〉 (135a)
Er =− 2λ cos
(
rπ
N + 1
)
, for r = 1, . . . , N , (135b)
so that −2λ < Er < 2λ, and the corresponding spectral
function is
Ω2(Er)ρ(Er) =
Γ
2π
√
1− E
2
r
4λ2
(136)
where ρ(Er) = (dEr/dr)
−1 is the density of states and
Γ = Ω˜2/λ. Here the band-center ER = 0. The Marko-
vian case (wide-band limit) corresponds to λ → ∞. We
assume that Γ remains finite in this limit, which requires
Ω˜ ∝
√
λ≪ λ.
In our calculations we approximate the spectral func-
tion (136) by the Lorentzian
Ω2(Er)ρ(Er) =
Γ
2π
Λ2
(Er − ER)2 + Λ2 , (137)
where ER is the Lorentzian center, and Λ = 2
√
2λ, pro-
viding the same curvature at the band-center that of
Eq.(136). Such approximation allows us to treat the
problem analytically without loosing its main physical
features. For instance, Fig. 16 shows survival probabil-
ity P0(t) = |b0(t)|2, obtained from Eqs. (130) and (135)
for N = 250, λ = 3Γ and E0 = Γ (dashed line) in com-
parison with the Lorentzian spectral function, Eq. (137),
(solid line). One finds that both curves almost coincide.
This confirms that the Lorentzian (137) is a very good
approximation for finite band-width reservoirs, Eq.(136).
FIG. 16: Probability of finding the particle at its initial state
at time t. Dashed line corresponds to periodic chain of N =
250 coupled wells, and solid line shows continuous limit, N →
∞, where the density of states is the Lorentzian, Eq. (137).
Substituting Eq. (137) in Eq. (131), we can evaluate
the integral by closing the integration contour into lower
complex Er-plane. As a result, Eq. (131) becomes
(E − E0)b˜0(E)− ΓΛ
2(E − ER + iΛ) b˜0(E) = i (138)
(In the following we choose E0 = 0.) Using the inverse
Laplace transform, Eq. (133), we obtain
b0(t) = e
−
Q
2
t
[
cosh
(St
2
)
+
Q
S
sinh
(St
2
)]
(139)
where Q = Λ + iER and S =
√
Q2 − 2ΛΓ. In the
limit Λ→∞ we return to the Markovian case by repro-
ducing the exponential decay, Eq. (133), whereas for fi-
nite Λ, Eq. (139) reproduces two-exponential decay. The
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difference with Markovian case is mostly significant for
small times t. Indeed, the probability of decay to the
Markovian reservoir, Eq. (133), reveals the irreversible
dynamics, 1− |b0(t)|2 = Γt+O[t2], whereas for the non-
Markovian case, Eq. (139) the dynamics is reversible,
1− P0(t) = ΓΛ
2
t2 +O[t3] (140)
This makes a crucial importance for the quantum Zeno
effect in continuous monitoring of decay to the non-
Markovian reservoir. For a most effective treatment of
this problem, we introduce a new basis for states of the
non-Markovian reservoir.
B. New basis of the reservoir’s states.
Consider Eq. (138) for the amplitude b˜0(t). Let us
introduce the auxiliary amplitude (c.f. with Ref. [18])
b˜R(E) =
Ω¯
E − ER + iΛ b˜0(E) (141)
where
Ω¯ =
√
ΓΛ
2
(142)
Then Eqs. (138), (141) can be rewritten as
(E − E0)b˜0(E)− Ω¯b˜R(E) = i (143a)
(E − ER + iΛ)b˜R(E) − Ω¯b˜0(E) = 0 (143b)
Let us demonstrate that Eqs. (143) describe the parti-
cle in a double-well, shown in Fig. 17, where the second
well is a fictitious one, coupled with a fictitious Marko-
vian reservoir, with the coupling Ω and density of states
ρ, such that πΩ2ρ = Λ. This system is described by the
Hamiltonian
H = E0|0〉〈0|+ ER|R〉〈R|+
∑
r′
Er′ |r′〉〈r′|
+ Ω¯(|R〉〈0|+ |0〉〈R|) +
∑
r′
Ω(|r′〉〈R|+ |R〉〈r′|) (144)
Comparing (144) with the original Hamiltonian,
Eqs. (127), we find that the reservoir’s (extended) states
|r〉 are split into the two components∑
r
|r〉〈r| = |R〉〈R|+
∑
r′
|r′〉〈r′| (145)
where |r′〉 represent the extended states of the fictitious
Markovian reservoir.
Now the particle wave function can be written in this
new basis as
|Ψ(t)〉 = b0(t)|0〉+ bR(t)|R〉+
∑
r′
br′(t)|r′〉 (146)
ER
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Er’Ω- Ω
FIG. 17: Tunneling from the left well to continuum through
the fictitious well. The level ER is at the Lorentzian center.
Substituting it in the Schro¨dinger equation i∂t|Ψ(t)〉 =
H |Ψ(t)〉 we find
ib˙0(t) = E0b0(t) + Ω¯ bR(t) (147a)
ib˙R(t) = ERbR(t) + Ω¯b0(t) +
∑
r′
Ω br′(t) (147b)
ib˙r′(t) = Er′br′(t) + Ω bR(t) (147c)
Resolving Eq. (147c) and substituting it into Eq. (147b),
we obtain in the continuous limit,
∑
r′ →
∫
ρdEr′ ,
ib˙0(t) = E0b0(t) + Ω¯bR(t) (148a)
ib˙R(t) = (ER − iΛ)bR(t) + Ω¯ b0(t) (148b)
After the Laplace transform, these equations coincide
with Eqs. (143).
C. Continuous monitoring with point-contact
detector.
Consider now the continuous monitoring of the decay
to a non-Markovian reservoir of a finite band width, by
placing the Point-Contact (PC) detector in close prox-
imity to the quantum well, Fig. 18. Then the opening
of PC decreases due repulsive electrostatic field of the
electron, occupying the quantum dot. This results in in-
crease of the barrier hight, and therefore in decrease on
the electric current (I), flowing through the PC. How-
ever, when the electron tunnels to the reservoir (to the
fictitious well of Fig. 17), its electric field near the PC de-
creases and the corresponding electric current increases,
I → I ′ in Fig. 18. Thus one can monitor the electron
decay to continuum via the PC current.
µL n
RE
0E
Ω
I’
-Ω
I
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Er’-
g
FIG. 18: Measurement of the quantum-well population with
a point-contact detector. The current increases whenever the
electron leaves the well. n denotes the number of electrons
arriving the right lead at time t.
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The entire system is described by the following Hamil-
tonian H = H0 + HPC + Hint, where H0 is given
Eq. (144), HPC describes the PC detector, and Hint is
the interaction term. We use
HPC =
∑
l
E¯lc
†
l cl +
∑
r
E¯rc
†
rcr +
∑
l,r
[g c†l cr +H.c.]
Hint =
∑
l,r
[δg c†l cr +H.c.]|0〉〈0| , (149)
where the operators c†l(r)(cl(r)) corresponds to the cre-
ation (annihilation) of electron in the state E¯l(E¯r), be-
longing to the left (right) lead and g is tunneling coupling
between these states. The quantity δg = g′−g represents
variation of the point contact hopping amplitude, when
the dot is occupied by the electron.
The entire system undergoes continues Schro¨dinger
evolution, describing by the time-dependent Schro¨dinger
i∂t|Ψ(t)〉 = H |Ψ(t)〉, where |Ψ(t)〉 is the total many-
particle wave-function including the PC detector. The
initial condition, |Ψ(0)〉, corresponds to the occupied
quantum dot when the leads are filled up to the Fermi
levels µL and µR, Fig. 18. The probability of finding
the dot occupied at time time t is σ00(t) = Tr|〈Ψ(t)|0〉|2,
where the tracing takes place over all variables of the
system. Solving the time-dependent Schro¨dinger equa-
tion one can evaluate σ00(t).
The problem can be solved analytically in the large
bias limit, Vd = µL − µR, by using a new basis of the
reservoir’s states, Eq. (145). Then in the large bias limit
the many-body Schro¨dinger equation for |Ψ(t)〉 can be
transformed to master equations for the reduced density
matrix σ
(n)
jj′ (t) = Tr〈j, n|Ψ(t)〉〈Ψ(t)|j′, n〉, where j(j′) =
{0, R}, and n is the number of electrons, arriving the
right lead at time t, with n/t is the average PC current.
Using Eq. (75), one finds (c.f. with Eqs.(44a)-(44c) of
Ref. [18])
σ˙
(n)
00 = −Iσ(n)00 + Iσ(n−1)00 + iΩ¯(σ(n)0R − σ(n)R0 ) (150a)
σ˙
(n)
RR = −(I ′ + 2Λ)σ(n)RR + I ′σ(n−1)RR
+ iΩ¯(σ
(n)
R0 − σ(n)0RR) (150b)
σ˙
(n)
0R = iǫσ0R + iΩ¯(σ
(n)
00 − σ(n)RR)−
(I + I ′
2
+ Λ
)
σ
(n)
0R
+
√
I I ′σ
(n−1)
0R (150c)
where Ω¯ =
√
ΓΛ/2, Eq. (142) and ǫ = E0−ER. Here I =
2πg2ρLρRVd is a current though the PC, when the quan-
tum dot is occupied. Respectively, I ′ = 2πg′2ρLρRVd is
is the same for the empty dot.
The reduced density-matrix σ
(n)
jj′ (t) describes both the
tunneling electron and the PC current. By tracing it over
n, we find probability of the dot’s occupation, σ00(t) =∑
n σ
(n)
00 (t). Performing this procedure in Eqs. (150) we
obtain (c.f. with Eqs.(45a)-(45c) of Ref. [18])
σ˙00 = iΩ¯(σ0R − σR0) (151a)
σ˙RR = iΩ¯(σR0 − σ0R)− 2ΛσRR (151b)
σ˙0R = iǫσ0R + iΩ¯(σ00 − σRR)−
(
Γd
2
+ Λ
)
σ0R (151c)
where σjj′ (t) =
∑
n σ
(n)
jj′ (t) and Γd = (
√
I − √I ′)2,
Eq. (112). These equations are of the Lindbladt (Bloch)-
type Master equations and have a clear physical meaning.
Indeed, in the case of no interaction with the PC detec-
tor (I = I ′ and therefore Γd = 0), one easily obtains
Eqs. (151) directly from Eqs. (148), taking into account
that σjj′ (t) = bj(t)b
∗
j′ (t). Hence, the interaction with
the PC detector generates an additional damping (de-
coherence) rate (Γd) in Eq. (151c) for the off-diagonal
density-matrix element, σ0R(t).
It order to solve Eqs. (151) it is useful to apply Laplace
transform, σ(t)→ σ˜(E), Eq. (3), thus obtaining
Eσ˜00 + Ω¯(σ˜0R − σ˜R0) = i (152a)
(E + 2iΛ)σ˜RR + Ω¯(σ˜R0 − σ˜0R) = 0 (152b)[
E +∆+ iΛ
(
1 +
Γd
2Λ
)]
σ˜0R + Ω¯(σ˜00 − σ˜RR) = 0
(152c)
Let us analyze Eqs. (152) in the limit of large decoher-
ence, Γd →∞, corresponding to “strong” measurement.
In parallel, we also take the limit of Λ→∞, while their
ratio, x = Λ/Γd is keeping constant. Solving Eqs. (152)
in this limit, we find
σ˜00(E) =
i (1 + 2x)
E (1 + 2x) + 2 iΓx
(153)
Performing the inverse Laplace transform, Eq. (133),
by closing the contour of integration over the pole of
σ˜00(E), we finally obtain
σ00(t) = exp
(
− 2 xΓt
1 + 2x
)
(154)
This result is very remarkable, since it displays the influ-
ence of continuous measurement for the both Markovian
and non-Markovian environments. Indeed, for Marko-
vian reservoir, Λ → ∞ and respectively, x → ∞. As
a result, σ00(t) = exp(−Γt). It implies that there is
no measurement effect on decay to Markovian reservoir.
However, in the opposite case, of very strong continuous
measurement, Γd →∞, and Λ is finite, corresponding to
x = 0,, one finds from Eq. (154) that σ00(t) = 1. This
implies no decay to continuum (quantum Zeno effect).
On the first sight, the Zeno effect looks very paradoxi-
cal, since large decorerence rate implies large energy fluc-
tuation of the system due to interaction with the PC de-
tector. One could expect that these fluctuations would
destabilize the system, instead of freezing, as predicted
by Eq. (154). However, it is not the case19. Indeed, for
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a finite reservoir band, there are no available reservoir
states with such large energies. As a result, the system
cannot decay to continuum, despite large energy fluctua-
tion, generated by the detector. On the other hand, the
spectral density function of Markovian reservoir is con-
stant. Therefore, the energy fluctuations of the dot level
are irrelevant for transition rates. As a result, one ex-
pects no Zeno effect at all, as predicted by Eq. (154) in
the Markoviam limit, x→∞.
XI. CONCLUDING REMARKS
In this paper we investigated a reduction of the many-
body Schro¨dinger equation to the Lindblad-type Master
equation for quantum transport, with no assumption on
weak coupling to the environment. As a result of such re-
duction we arrived to the particle-number resolved Mas-
ter equations. Here we mainly concentrated on deriva-
tion and validity of the resulting Master equations. In
particular, we demonstrated that the Markovian Master
equations can be valid only in the high bias limit (strong
non-equilibrium condition). Otherwise, such equations
would not be Markovian.
A possible application of the wave-function approach
for treatment of quantum transport in not restricted by
the Master equations, discussed in this paper. For in-
stance, one can use a different basis for the many-body
wave-function, as in a recently proposed single-electron
approach32. The latter based on the single-electron
Ansatz for the many-electron wave-function, yields sim-
ple expressions for the tunneling currents in the pres-
ence of fluctuating environment33. In contrast with the
Master equation approach, the single-electron approach
is applicable to any bias, including linear response. A
possible combination of the single-electron approach with
that discussed in the present paper is a topic of current
research. It could allow us to obtain non-MarkovianMas-
ter equations valid for small bias. To achieve this goal,
would be very important for different applications and
for better understanding of quantum-classical transition.
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