Introduction
The aim of this chapter is to provide an understanding of how intelligent agents can improve user interaction to three-dimensional (3D) Virtual Environments by turning the later into an adaptive system.
A virtual environment (VE) can simulate a real environment or provide imaginary or even physically impossible scenarios. It allows one or more users to interact through visualization and manipulation of extremely complex representations (Frery, 2002) . According to Chittaro & Ranon (2007) , a VE can help people through direct experience by performing tasks that are suited to the learning or simulation tasks. Moreover, employing interactive 3D objects allows for more useful representations of subjects or sensations, offering the possibility of analyzing the same subject from different points of view. VE is defined here as a computer-generated, graphically-rich 3D world which the user can explore and perform actions on real time. The environment is based on 3D computer models and the user can navigate on the environment and interact with the 3D objects and other avatars existing there. The user's view of the environment is rendered dynamically and can be updated as the user moves.
More recently, three-dimensional Virtual Environments developed with Virtual Reality (VR) technologies and Graphical Computation techniques are emerging on the Web (Aquino et al., 2005 (Aquino et al., , 2007 (Aquino et al., , 2008 . This makes it possible to build VEs more aware of their users. Moreover, it favors interactions with users bearing different profiles, cultures and knowledge levels. Under this paradigm, dynamic and interactive elements are introduced to VEs in order to increase their users' engagement. Such users' participations are directly related to both the environment and the feedback the system supplies him/her with. Accompaniment procedures to users' actions and updating VR environments accordingly have been used to accomplish this.
The personalization of VEs can enhance user's interaction in several applications such as distance-learning systems, to which students with different knowledge levels are remotely connected to interact with media, content and even to each other; electronic games for both amusement and learning; building construction providing different perspectives for architects, civil engineers, interior decorators and buyers; and to enable different kinds of access to specific systems e.g. a university information system that can be accessed by lecturers, students and other personnel. In this context, an adaptive VE shall be capable of managing the alterations that are occurring in the environment, to survey the user's behavior, to identify his/her eventual difficulties and, therefore, to suggest modifications in order to improve the user's interaction with the environment. Thus, VEs may take care of the user's necessities to guide his/her navigation in the environment. For instance, for those users that have previously interacted with the VE, the system may identify new ways of navigation or even reduce the number of steps needed for the interaction.
The need of user-aware 3D environments has contributed to the development of techniques to personalize VEs. One of such techniques has to do with using intelligent agents to identify user's actions and to adapt the environment according to the user's needs and his/her knowledge level. The use of intelligent entities (agents) and different forms of interactions makes it possible to build such environments, promoting bigger dynamism, realism and usability to them (Santos & Osório, 2004 ).
According to Russell & Norvig (2010) , an agent has knowledge on the environment that it acts and on the actions that it can execute. The agent's behavior can be based on its own experience, as well as in the knowledge acquired from the particular environment it acts.
On the other hand, according to Celentano et al. (2004) , an adaptive Virtual Environment must have intelligence to bring up to date the 3D environment with the objective to reduce the cognitive necessity of interaction. In such a way, the system can assist the user during the interaction by modifying the complexity of the environment or facilitating the navigation process.
Agents in decision-making processes allow constructing a more dynamic system in two main ways. Firstly, the choice of specific languages facilitates the capacity of communication between agents. Secondly, the determination of objectives, plans and actions makes it possible to model inference systems with enhanced precision.
The advantages of using agents are threefold: (i) to interact with the environment (and the user) through sensors and actuators; (ii) to evaluate the current state of the environment based on a knowledge base; and (iii) to make intelligent decisions in accordance with objectives to be reached (Russel & Norvig, 2010) .
To achieve on-line VE updating, it must be guaranteed a communication protocol that keeps the connection of the active user and identifies his/her actions (plus underlying intentions) thoughtfully. Having this kind of information, an intelligent decision system must be activated to interpret such actions and to send a reply to the user accordingly. In adaptive VEs, the reply is translated into modifications to the environment, adapting the system to user's necessities (reduction/increasing the environment complexity level and access authorization, amongst others).
According to Woldrigde (2009) , "there is obvious potential for marrying agent technology with that of computer games and virtual reality… In this case, the agents need to show emotions; to act and react in a way that resonates in tune with our empathy and understanding of human behavior".
Adaptive virtual environments
Adaptive VEs are addressed in this section, which highlights the techniques that may be employed to build such systems. These techniques are used for dynamic organization of objects on the environment (e.g., products more likely to interest the customer are shown in first plan in a virtual store) to facilitate the navigation and the exploration, in order to provide a more effective interaction. The adaptation can also modify the level of complexity of 3D objects according to the user´s knowledge degree on the environment. This aids VEs to deal more properly with their users' characteristics and necessities.
Some related works will be addressed below with the objective to illustrate several applications of intelligent agents in VE and to identify, in each case, the used techniques and the limitations on the generation of adaptive VEs.
The use of avatars as interactive guides in three-dimensional environments is proposed by Frery et al. (2002) . The user's profile, obtained from forms (explicit collect) is identified and stored into the user model of the system's knowledge base. Having this information, the avatar (an intelligent agent) is capable to generate the strategy of navigation for the environment, as well as its graphical representation that will represent the user.
Even though only an explicit information collecting is carried out at the beginning of a session, there is already a concern with the identification of the user's characteristics and its use for adaptive environment construction.
However, although the environment is adaptable (the user's characteristics are used to generate the route for contents presentation), it is considered static because it does not make environment modification to adapt itself to the user's interests and necessities. In this case, the intelligent agent does not use its sensors to identify the user's interaction. Chittaro & Ranon (2002a) developed the AWE3D (Adaptive WEb 3D), an adaptive VE that represents a virtual store in a Web environment, in which the users can browse and get information on objects spread over the environment. Information on the interests of the user, intended for the personalization of the environment, is obtained though explicit collect by monitoring user's actions in the environment (such as visualized products and effected purchases).
The environment is dynamic (possessing better interactivity with the user) and adaptable as well. Therefore, objects' presentation varies due to the customer's profile of purchase, which considers his/her necessities, preferences, visualization of products and options of purchase.
In this case, agents use their sensors to bring up to date the user's profile but they do not make the VE adaptation on real time, that is, they do not use its actuators to modify the VE with the objective, for example, to offer new promotion products (e.g., "loss leader").
In a posterior work, Chittaro et al. (2003) present a virtual agent assigned to assist the user to navigate on a virtual museum. From the description of the places or objects of interest to be visited, supplied at the beginning of a session, the agent creates an appropriate trajectory. Such an agent can also stop during its passage to present each object or place of interest previously determined by the user.
The trajectory is calculated by the Trajectory Manager whose task is to derive an appropriate sequence from the navigation points to pass by the objects that must be visualized by the user. The Trajectory Manager is inserted into the AWE3D environment to provide an additional resource to the adaptive environment.
The users' help system, carried out by an agent, is one of the strongest points of the work. It determines the route for presentation according to the users' interests. The environment is adaptable since it uses the user's profile to generate the trajectory. It is static because it does not modify the trajectory during a user's interaction with the virtual world.
The agent's sensors and actuators are used only to present the information asked by the user. The specific trajectory for the user's profile is defined at the beginning of a session and it does not provide adaptation on real time. Such an adaptation could be useful should the user be interested to see other objects of the museum that were not defined in the predefined route. Santos & Osório (2004) has proposed the AdapTIVE environment (Adaptive Threedimensional Intelligent and Virtual Environment) that shows adapted contents in accordance with both the interests of the users and the manipulation (insertion, removal or update) of contents on the environment.
A process of automatic categorization is applied to the creation of models of contents that are used in the spatial organization of the environment. The adaptation process uses models of both users and contents. Moreover, an intelligent virtual agent acts as assistant to the users with navigation and localization of relevant information.
The architecture of AdapTIVE presents an agent located in the customer's machine, which follows all the requests of the user in the virtual environment and guides him/her on searching for the desired information.
The agent in the AdapTIVE environment plays an important role on assisting navigation and to inform user's actions to the system, such as visited environments and accessed contents. Having such information, the system updates both the user model and the contents model in order to be able to reorganize the environment for a posterior session (defined by the system).
AdapTIVE is a static environment because it does not support object movements. However, it is an adaptable environment because it is concerned with adaptation of contents according to the user's profile.
In this case, the agent's sensors and actuators are used to guide users and to assist them on the VE. Its updating is carried out on posterior session rather than on real time. This kind of adaptation could contribute to present new contents to the user when he/she accesses a specific content.
An example of using multiagent system in VEs is ICSpace (Internet Culture Space) (Tavares et al., 2001) . It has been proposed in order to support the interaction between different users visiting a same place. The agent based mechanisms will be responsible for taking the user into an interactive tour through a museum. They are able to show a same exposition personalized for each visitor. According to the places visited by the user, they can suggest either to see a particular work or to interact with other user with a similar profile (Tavares et al., 2005) .
The agents' architecture structure is composed of three layers. The reactive layer has as its goal to perceive user actions on the environment. The intermediate layer is responsible for maintaining the knowledge database using a Database Agent to do this work. Finally, the service layer is capable of processing information and provides services to users.
The functionalities offered by service agents are: to build the user profile; to organize the exhibition according to the user's profile; to recommend service in accordance with the audience of works and rooms; to guide visitors in the environment rooms; and to encourage interpersonal communication between users through the use of communication tools.
Different agents' categories have been defined in the work. Each one of them identifies a specific role in the multiagent system architecture with a special function in a cultural environment context. Thus, it can be seen that the layered division of the agents' tasks allows better accompaniment of the users' actions and a greater capacity in the decision making process. In this case, objects do not suffer modification on the VE (it is a static one), but the route suggested to the user becomes adaptable according with his/her profile. However, agents do not update the VE on real time. This could be useful should the user acquire new knowledge from the objects visited in the museum. Costa et al. (2010) present a proposal to control the user's navigation on 3D games using intelligent agents. An application of their work was developed aimed at training the memory concentration capacity for patients with attention deficit.
They explore the integration of multiagent model methodologies to control the user performance, adapting the interface and automatically changing the difficulty level of tasks.
To support every phase of modeling and implementation of agents, a lexical catalog was specified to record and document the requirements. They defined four agents that are responsible for planning patient care; controlling the interactions to the game; analyzing the performance of the patient; and setting up the environment. It was defined twenty agents' behaviors that were implemented in the JADE framework (Bellifemine, 2003) .
A system application proposes a scene which depicts bookshelves with different objects on them. Objects are randomly shown on a table and the patient must walk to one shelf and choose a similar one. Agents will monitor the time and the user interactions with the environment. They will control the rights and wrongs answers and combine these data with the information about the patient's impairments. The therapist informs the patient personal data when registering him/her in the system. The advantage of their work is that the accompaniment of the patient's activities is managed by the agents. Moreover, they are capable to consider new activities with different levels of difficulties, depending on the correctness/incorrectness of the patient's attempt.
So, the multiagent system works to submit a problem to the user, to evaluate his/her actions and, after that, to generate new situations with different levels of difficulty. Agents work in group to reach an objective and, therefore, they increase the capacity of the system to interact with the user and to generate a suitable environment to the user model. Cai et al. (2011) propose to simulate a coalmine risk accidents using virtual reality and multiagent technology. Agents are grouped into either Entity Agents or Service Agents.
Entity Agents endow the geometric entities rendered in bottom layer with specific semantics and behavior rules. Service Agents are responsible to support the network communication; to provide semantic information service related to the virtual environment, and primarily offer the necessary knowledge for intelligent behaviors of a coalmine virtual environment; and to provide services related to specific applications.
Risk accidents in coalmine are simulated by agents. On the course of moving though the panned paths, the virtual miner may encounter some obstacles or hazards such as unsupported roof, uncovered holes, uneven surfaces, or electrical cables. Virtual miner's tiredness value also will increase as fulfillment of safety inspection tasks. In this case, driven by its desire of going out of the underground mine, the virtual miner neglected an approaching locomotive and hurried to go through a crosscut. As a result, the virtual miner was seriously injured. Therefore, this approach can reconstruct risk accidents to enable better understanding risk factors in emergency situation and to assist interactive risk analysis in underground coalmine as well.
It is noticed that the division of tasks in a Multiagent System (MAS) can be very useful in a simulation environment. It is possible to generate several dangerous situations and to verify the behavior that would be carried through by a user (in this case, the behavior of the user is controlled by an avatar/intelligent agent). Although in this application it is not necessary the adaptation on real time, the MAS can generate several suitable scenes to the possible risk situations that can be found in a coalmine.
As it can be seen in the above examples, agents are capable to generate applications in accordance with the preferences and interests of the system's users. However, this requires the inclusion of new techniques to construct VEs nearest to the reality.
User's modeling techniques, for example, have been incorporated to these applications with the objective to identify the user's characteristics, necessities and preferences. According to Papatheodorou (2001) , one of the key benefits of building systems capable of modeling the user is the possibility of adapting the system behavior to particular needs of their users.
A user model (UM) is a representation of the user properties, which allows the system to adapt aspects of its performance and its functionalities to individual necessities. To reach this objective, modeling techniques have been developed from the user's profile identification. Besides the conventional characteristics of the user, others can effectively be added to the model in order to describe the carried out actions (selected objects and contents accesses) as well as how the interaction is made (preferences for the environment organization, forms of navigation, type of preferred interface and knowledge acquired during the interaction with the environment).
The works of Chittaro & Ranon (2000a , 2000b , 2002a , 2002b propose the adoption of a user template for customizing a 3D environment. Their proposal is aimed at deploying a user template to adjust the layout structure of a Web store. Besides, the adaptive VE AWE3D (Chittaro & Ranon, 2000a ) is a pioneer in the literature on using UM to provide adaptation for a three-dimensional environment. The use of a form and the association of a user to a pre-defined profile contribute to the customization of a 3D environment. Santos & Osório (2004) also deploys user template to generate a virtual adaptive environment. Their proposal obtains user profile information through a data collection form for composition of the initial model. As the user interacts with the environment, evidences of navigation, and request access to contents are collected and used in the process of updating the user template. Even though, the UM is updated during the session, the use of this information for the environment transformation can only be done offline. Tavares et al. (2005) use the UM: i) to suggest to the current user to see a particular work; and ii) to interact with another user bearing a similar profile. Costa et al. (2010) also use UM to control users' navigation on 3D games taking into consideration their profiles. Table 1 summarizes the analysis carried out on the focused environments. It was based on i) the type of environment; ii) whether it uses agents or not; iii) the kind of agent-user interaction; iv) how the user's profile is dealt with by the system; and v) whether it is adaptive or not. The characteristics of agents and environments considered in the analysis are based on those presented by Russel & Norvig (2010) .
It is also verified, in Table 1 , that the systems that possess the module User Profile, and carry out explicit and/or implicit collection, use such information either to modify the environment or just to provide a guided navigation to the user. Thus, the works of Chittaro & Ranon (2002a) , Santos & Osório (2004) , Costa et al. (2010) and Cai et al. (2011) are those that perform scenes alterations. The works of Frery et al. (206.02) , Chittaro et al. (2003) and Tavares et al. (2005) modify user´s routes with no alterations to the environment. However, none of them allows alterations due to modifications on the user profile to occur on real time.
The use of Artificial Intelligence in virtual environments made it possible the construction of virtual worlds closer to the user's reality. The deployment of intelligent agents in such environments allows, for example, the presence of assistants to help with the navigation or to act as a communication interface whenever the user needs to get some information or explanation on determined subject.
The inclusion of the user's profile in VEs enables the generation of personalized environments. The latter are capable of adapting their contents according to the user's preferences, his/her navigation style and cognitive capacity. Thus, a personalized environment may increase the satisfaction and productivity of its users.
One of the limitations found on current adaptive VE is the lack of real time (on-line) evolution, which would allow updating a virtual world during the user's interaction. Such a property may enhance to a large extent the range of applications that can be supported by such environments, mainly those that cannot wait for the next user's interaction to benefit from the system updating.
Objects manipulation on real time occurs when the system detects some user's action that implies scene changing. This change may need modifying one or more scene objects, but not necessarily the reloading of the whole environment. VEs focused above perform their modifications off-line and introduce them only in the next user's interaction.
An adaptive VE must identify each user's profile at the beginning of a session to be able to determine the most adequate environment to be generated. Thus, the representation of the virtual world must allow 3D objects to be inserted to or removed from the environment in order to provide such tailored updates. Furthermore, such updating should be carried out on real time. Bearing in mind the above considerations, we present VEPersonal (Aquino et al., 2010) as a solution to the problem of VE content real time adaptation by using a Multiagent System (MAS) capable of handling virtual objects with different complexity levels. VEPersonal is responsible for the creation and maintenance of adaptive three-dimensional environments in the Web. It is also capable of modifying the world according to the user's cognitive evolution. The system chooses the proper level of detail to display according to the user's needs, knowledge and characteristics detected from his/her profile. Moreover, VEPersonal makes it possible a real time adaptation through the insertion and removal of objects into/from the scene according to the users' actions.
Agents and adaptive systems
Multiagent Systems are characterized for the existence of more than one agent which may interact between them independently as well as they may work in group to execute tasks, to solve problems or to meet a particular objective. Such objectives can be common to all agents or not (Lesser, 1999) . Each agent can communicate or cooperate with other agents when necessary, with the objective to add the local results to reach the solution of the general problem (Jennings, 2000) . To meet an objective, it is necessary to define good mechanisms of communication (exchange of messages), cooperation (assistance) and coordination (organization) in the multiagent system. Different agents may have different "spheres of influence". These spheres of influence may coincide in some cases. Then, it may give rise to dependence relationships between agents (Woldridge, 2009). Therefore, an agent can cooperate with other agents that have influence on other environments.
According to Ferber (1999) , a MAS is applied to a system comprising the following elements: an environment; a set of objects that can be perceived, created, destroyed and modified by agents; an assembly of agents which represent the active entities of the system; an assembly of relations, which link objects to each other; an assembly of operations to make it possible for the agents to perceive, produce, consume, transform and manipulate objects; and operators with the task of representing the application of such operations and the reaction of the world to this modification attempt.
The society of agents in VEPersonal
In the Virtual Environment we will be able to have an organization of responsible agents for a system of roles in different dimensions (interface and monitoring user's actions, decisionmaking, storage and management of information and modifications in the VE for example).
To satisfy these necessities, we developed the VEPersonal architecture, shown in Figure 1 . The characteristics of the users plus their behaviors are stored into the User Model (UM) as well as the history of the environment changes into the Environment Model (EM). Such information is obtained from the interface through sensors that detect the actions undertaken by the user. Thus, the system can monitor progress during a user's interaction and can create or modify objects on the underlying virtual world accordingly.
Data structures in VEPersonal are stored into a Data Base Management System (DBMS) in order to guarantee a higher data integrity and integration. User's personal data records and the environment information are stored using a DBMS relational structure. 3D objects use a XML structure because they are constructed using the X3D language (X3D, 2007). Data recovery and in-memory management are performed by the agents society. Each agent is responsible for manipulating just one type of information. Moreover, information exchanging must comply with a specific ontology, and it is coordinated by a master agent. Therefore, both communication and information analysis are more consistent.
Fig. 1. The VEPersonal architecture
An important concept to be considered is levels of organization. It allows embedding one level into another. Therefore, it is appropriate to consider an organization as an aggregation of elements from a lower level as well as a component of the organization for a higher level (Ferber, 1999) . Thus, in VEPersonal, the tasks were distributed according to the necessities to manage the environment and to generate the adaptations. It was defined which agents to do what, which resources should be used, and chosen goals and skills.
Four agents compose the society of agents (Aquino et al., 2007) . The Manager Agent is responsible for monitoring the user's actions as well as the current state of the virtual environment. It also determines the tasks to be carried out by other agents and coordinates communication between them. The Personal Agent determines the user's profile and updates the UM whenever any change to the profile is detected. It has an inference system in its knowledge base that evaluates user's knowledge. The Environment Agent verifies the current state of the virtual environment and stores the changes into the EM. The Updating Agent is responsible for updating the virtual world based on the information provided by other agents.
During the decision-making process, the Manager Agent consults the Environment Agent about the current structure of the VE (stored in the EM). It also consults the Personal Agent to identify the user's profile (stored in UM). This information is sent to the Updating Agent, which generates queries to a database to recover objects to be used for updating the virtual world. Next, the recovered objects are sent to the Manager Agent that generates the 3D structure of the virtual environment and sends it to the user interface. Following, the architecture of each agent with its respective functions is described.
Manager Agent
The Manager Agent is responsible for coordinating the other agents' actions: it gets the user's actions from the interface, it identifies the type of action to be performed, and it dispatches the action to the responsible agent. It also has methods to initiate the behaviors of others agents. Each behavior generates a message that includes the agent sender, the agent receiver, the message's content and the action to be carried through. The internal architecture of the Manager Agent is shown in Figure 2 .
Fig. 2. Manager Agent architecture
The main component of the architecture is the Behavior Controller. It is used to supervise the requests sent to agents and verifies if the solicitations have been attended. The requests are carried out by message exchanging between agents. Its behavior is defined by a set of rules stored on its behaviors base.
Personal Agent
When the user accesses VEPersonal for the first time, an initial form is presented to him/her. Then, the user supplies information about points of interests, knowledge's level and needs. After the fulfillment of the form, the Personal Agent determines the initial user's profile. The form and the profile are stored in the UM. The determination of the profile and its updating is made by inference rules stored on the Profile Controller (Figure 3 ).
Fig. 3. Personal Agent architecture
The Personal Agent is a reactive agent. Therefore, it is only activated under a demand by the Manager Agent. The Personal Agent uses a logic-based system of inference that takes into account the user information that is held by the system. This technique is appropriate for reactive agents because the knowledge base of rules is activated due to the perception of the environment, and reacts through an action (for example, to store a specific information on the UM). The Personal Agent is responsible for supplying the user profile whenever the Manager Agent requests so.
Environment Agent
The Environment Agent is responsible for verifying the occurred modifications in the environment and for updating the Environment Model. This agent is also reactive. It is activated only when the Manager Agent demands it.
The Environment Model is updated whenever the Updating Agent generates a new virtual world or it defines new objects to be inserted into the current environment. This information is sent to the Manager Agent and dispatched to the Environment Agent that stores the modifications on the EM (Figure 4 ). The Environment Agent provides current information about objects of the environment (stored on the EM) whenever the Manager Agent requests it. 
Updating Agent
The Updating Agent is responsible for determining the new objects to be requested from the DBMS and added to the VE for updating the world (see Figure 5 ). It is a cognitive agent because it has objectives to reach, plans to elaborate and actions to perform.
Amongst its objectives is the updating of the VEs according to the user needs. Plans must be elaborated to request objects from the DBMS and to deliver new objects to the Manager Agent. A sequence of actions, such as identifying the user profile, generating queries to the DBMS and communicating with other agents must be determined.
The Updating Agent uses its knowledge base to evaluate the current state of the environment and, according to the objectives to be reached, it determines the necessary modifications to adapt the system to the user's profile. 
The Agents' communication
Communication between agents is accomplished by using JADE (Java Agent Development framework, 2011), an application based on agents according to the Foundation for Intelligent Physical Agents specifications (FIPA, 2011) . Message exchanging between agents is governed by a set of communication terms indicating the intent of the sender (the agent) to send a message. This communication promotes the necessary information retrieval that will allow updating the environment. Examples of communication terms defined by FIPA are: REQUEST -the issuer is requesting for some action to be performed; INFORM -the issuer is informing the result of some action; QUERY -the issuer is asking for recovering the reference to some object.
Agents' behavior is obtained considering the following features: user registration; a new environment request; an already visited environment request; a profile change assessment; and to determine possible changes to the user's profile. Each of these features is triggered by the Manager Agent, since it controls the actions of other agents on the system (Aquino & Souza, 2010) . Due to the above, knowledge can be seen as a result of interactions between cognitive agents. Concepts, theories and laws, thus, can come out from a process of confrontation, objections, proof and refutations (Ferber, 1999) .
Both confrontations with the world and communications with other agents are equally present under the concept of "interaction". Thus, specific learning that comes from confrontations between individuals and the world allied to the know-how that comes from interactions one individual can have with other individuals is another way to define knowledge (Ferber, 1999) .
As an example, Figure 6 describes the case where the user requests an environment that he/she has not yet visited (the system store all users' visited environments in the EM).
The interface sends the request to the Manager Agent. The later, initially, asks the Personal Agent for the user profile via a message (Msg 1. QUERY-REF). This agent queries a database to retrieve the user's knowledge level on the environment (userLevel) assigned to the current user, e.g. "beginner". When receiving the user profile from the Personal Agent (Msg 2. INFORM_REF), the Manager Agent asks the Environment Agent whether the user has already visited the requested environment. Having the answer, the Manager Agent sends a message to the Updating Agent requesting a new environment (Msg 5. REQUEST), for example, a Free Fall experiment from the Physics domain. This agent performs the following steps: Environment definition -queries the database to find out the identity of the environment to be retrieved and objects that belong to such an environment; Database queries generation -retrieves the X3D code of objects belonging to the environment; and Environment Generation -to build the environment with the X3D codes of objects, inserting the X3D file header.
Next, a message from the Updating Agent is sent to the Manager Agent to inform that the operation has succeeded (Msg 6.INFORM_REF), and the X3D code for the created environment is appended. The Manager Agent sends the environment to the Web interface that, for its turn, sends it to the user's browser. The former sends also a message (Msg 7.REQUEST) having the objects that compose the environment to the Environment Agent, which stores such data into the Environment Model.
Once the message with the user profile changing received, the Manager Agent sends through the interface, a message to the user stating that there was a change from his/her profile and that the environment will be updated. It is given the option to accept the change or not. This procedure is performed in order that the user may be aware that changes will occur in the environment.
If such a user accepts that (see Figure 7) , the Manager Agent asks the Environment Agent for the current environment that the user is interacting with (Msg 1. QUERY_REF). The Environment Agent queries the Environment Model; it retrieves the list of objects belonging to the current environment; and sends it to the Manager Agent (Msg 2. INFORM_REF). This agent writes a message to the Updating Agent to request the generation of the environment with the new profile (Msg 3. REQUEST).
The role of the Updating Agent now is to search into a database the list of objects that have the new profile defined for the user e.g. "intermediary". The objects found for this profile are retrieved. A message to return the list of names of objects with their X3D codes is then sent to the Manager Agent (Msg 4. INFORM_REF). Next, the Manager Agent sends that list to the interface.
The purpose of this list of objects (names plus X3D code) is to allow the interface to perform only the replacement for objects that need to be modified in the environment. Thus, it is not necessary to reload the entire VE due to the profile changing, which reduces the overhead in the process of data transmission while avoiding the scene rebooting as well.
The updating of the environment is also informed to the Environment Agent (Msg 5. REQUEST). A list with the names of the objects is sent to this agent that will update the Environment Model accordingly.
VEPersonal uses a Web environment for communicating with the user who is connected remotely. An interface for communication between the user and the system has been developed to achieve the synchronization of information in order to be a dynamic environment. Due to the amount of information that must be stored, retrieved and processed in a VE, a client-server application becomes more appropriate, decreasing the burden on the client machine. All the communication process will be detailed on the following subsection. Fig. 7 . Generation of a new VE depending on Profile Changing
Client-server communication
The interface task is to communicate the actions performed by the user to the Manager Agent, in addition to receiving objects to update the virtual world. This updating can be by sending a complete X3D environment, insertion of new objects (tags X3D) or removal of objects (by name) that exist in the VE. The interface should dispose means to aid the Manager Agent to carry out such operations.
The Xj3D browser (Xj3D, 2007) performs the visualization of virtual worlds. This browser is an open source project of the Web3D Consortium (Web3D, 2007) , developed in Java, which allows viewing X3D and VRML environments. Applications using Xj3D have been developed for simulation, training and education as well as for medical visualization, games and projects involving viewing sensors (Matsuba, 2007) . Besides that browser, the API Scene Access Interface (SAI, 2007) was used to establish communication between X3D environments and Java. This API allows for the insertion, deletion and modification of the objects in the Xj3D browser in real time.
The integration of these features in the Web environment used the Java Web Start technology (JWS, 2007) in order to enable the execution of Web applications, managing services and communications protocols. JWS is initiated automatically when it is done the first download of the VEPersonal application. JWS stores the application locally, thus, all the subsequent initiations are nearly instantaneous, since all of the needed resources are already available.
On the client side, the user accesses the system via the browser and can perform actions such as registration and authentication. When he/she requests the generation of the 3D world, a Java application is initiated to monitor the user actions in the environment and to inform to the server about the execution of an action (e.g. click of the mouse or proximity to objects). This application is also responsible for receiving the virtual world to be loaded or objects to be included and/or excluded in/from such a world (Figure 8 ).
On the server side, when an action is received from the user, the Manager Agent is responsible for determining what should be the actions to be performed. These actions are transformed into messages from the protocol and sent to the other agents. The society of agents takes the necessary decisions and returns to the interface the corresponding updating of the virtual world, if necessary. The communication interface of VEPersonal was structured in a way that the client-server connection could be performed decoupled. Figure 9 presents the structure of the interface and the project's design patterns used in the communication between the client and the server. On the client machine, the execution of the Xj3D browser needs various dynamic-link libraries (DLL, 2007) . To make the application decoupled, that is, independent of the location of the library, it was built a Load function that locates and loads automatically to the client's machine the required libraries to the application. In this case, the application can run on any machine because it does not depend on external libraries.
The Interface in VEPersonal is responsible for communicating the application (which is running in the browser) with the server. This communication occurs through sensors and effectors. The sensors notify the changes made on the browser, identifying the object and the type of action performed by the user. For the implementation of the sensors it has been defined a method (Listener), which uses the design pattern Observer. This pattern defines a dependence on one-to-many between objects, so that when an object changes its state, all their dependents are automatically notified and updated. In this case, the Listener is used to propagate to the server the changes occurring in the browser.
Effectors are responsible for sending objects and virtual environments from the server to the browser. Both effectors and sensors use the framework LipeRMI (LipeRMI, 2007) for data transfer between the client and server via Web.
LipeRMI re-implements a Remote Method Invocation (RMI, 2007) so that the calls are made over the Internet, minimizing the use of bandwidth for communication (reducing the number of active connections). Once the client is already connected, this connection should remain open throughout the session for data exchanging between client and server (or until the application allows the connection to be closed). Hence the server will never need to open a connection from server to client, since it may use the existing connection. Therefore, the client is not concerned with firewall control -solving the biggest RMI problem.
By using LipeRMI, communication is defined by events that activate the connections of the client and the server, checking when a connection is initiated and terminated. The main events performed by the client during communication with the interface are: to create a connection when the user logs on; to send messages to the server to inform users actions; and to get messages sent by the server. The server on its turn shall wait for a client message and, therefore, remains on waiting state performing the listening event. Once established a connection with the client, the server performs a sending or receiving event.
In order to abstract features of the browser and to decrease the coupling with the server, making the communication independent of the employed technology, the Facade design pattern was adapted. Facade is a structural pattern that aims at hiding the details of a process by creating a Facade class. The client, then, just calls a method of Facade class and this class is responsible for executing this process. A Facade was also developed for the server, specifying the patterns of communication with the interface.
The methods used by the interface to the Facade standard are: openEnvironment, setEnvironment, get ObjectList, addObject, removeObject, getX3dEnvironment, setUserProfile, addVEPersonalEventListener, removeVEpersonalEventListener, exitEnvironment.
The Interface of VEPersonal performs client-server communication with high cohesion and low coupling due to the design patterns used. Such a police clearly allows the alteration or substitution of the employed technologies, whenever occur the launching of new technologies or evolution of the already existing.
Adaptivity in virtual environments -An example
We present in this section an example to illustrate the benefits that adaptivity can bring to VEs. Particularly, our solution can be used in environments with different levels of complexity for any given situation, which adds more flexibility to such systems. Thus, let´s consider a VE designed to teach Physics. It can present an experiment with different levels of questions regarding the student's knowledge. On the other hand, the system can allow the user to access a new environment (a room with other experiments) or new details if his/her profile is suitable for that. Figure 10 shows the student interaction with a Free Fall experiment. The objective of the experiment is to study the acceleration of gravity. For each experiment the student can consult the underlying theory and perform further interactions. At this time, new objects are recovered from a database to be inserted into the virtual environment. The objects are defined in X3D language that is appropriate to construct VEs in the Web, as mentioned before.
For example, the object "evaluation test" is presented according to the interactions carried out by the user. This test is specific to the knowledge level of the student (according to his/her profile). The test for a beginner student, presented in Figure 10 , is composed of a question and three answer options.
The test insertion into the environment is determined by VEPersonal's agents that receive information on student's actions, e.g. the number of executions of the experiment and the consulted theory. Rules to determine what to modify and when this must occur are inserted into the knowledge base of the Update Agent. This agent recovers X3D objects from the DBMS using information supplied by both the Personal and the Environment agents.
Fig. 10. Test for beginners
In the case of an experienced student (this information is provided by the Personal Agent through consultation to the user model of the student), a more elaborated question (with bigger rank of difficulty) is presented ( Figure 11 ). Such a question is another object that replaces the beginners' question one. This object is also determined by the Update Agent.
Fig. 11. Test for experienced students
Another advantage for constructing VEs with objects that are retrieved from a database is the possibility to determine the user's access priority. For example, the access to a room that has experiments on a given concept will only be granted to students that reached an adequate level of knowledge.
The Personal Agent is always bringing up to date the student's profile according with the number of right answers, number of experiments' executions, the kind of consultations carried out, amongst others. Thus, this agent is capable of determining whether the user has specific access priority to a given environment. Should the student possess appropriate knowledge for Newton Laws, a door to the right would be inserted into the virtual world. This permits the student to enter next room and to access information about such laws.
In this case, the Manager Agent, responsible for insertion/removal of objects, requests new objects to update the user's VE. After that, the Update Agent receives information from both the user's User Model, envoy by the Personal Agent, and the current state of the environment, envoy by the Environment Agent. Using such information, the Update Agent identifies the user's access priority and recovers the object "door" from the database. This object is envoy to the Manager Agent that inserts it into the user's VE. This modification in the environment is made immediately, without the necessity to reload the entire virtual environment. This example, shown in Figure 12 , is the result of a real time adaptation according with modifications on the user's profile characteristics. 
Conclusions
This chapter discussed the benefits brought by adaptivity to VEs. Particularly, it has focused on the role played by agents on this context. Thus, we presented a way to build adaptive VE systems by using a society of agents. Two important points must be considered in order to increase the capacity of adaptive VEs: (i) to record properly the current state of the virtual environment; and (ii) to keep track of the modifications carried out by their users. These allow keeping the virtual environment up to date on both situations: during the current user interaction as well as on the next ones. All needed data are modeled into both a User Model (UM) responsible for all user characteristics, and an Environment Model that has to do with all properties of the virtual worlds.
In order to carry out the tasks described above it is necessary a quick and efficient decision making process allied to a precise implementation of the reached decisions. By automating the whole process, agents play the most important role to construct VEs that can adapt to their users' needs on real time.
A large number of applications exploit the User Model in order to adjust themselves to the necessities of the user or to propose changes that are of his/her interest. In 3D environments, particularly in adaptive VEs, the UM is a very important element, since it also stores the behavior of the user; his/her style of navigation; forms of interaction with the environment; and the evolution of the user's learning in the system. Thus, agents will be able to carry out the decision-making process for generating virtual worlds and eventual adaptations using the information contained in the UM.
The main concern with the representation of the UM in a virtual environment must be guided by the identification of the objects that the user can manipulate (to visualize, to approach and to select; existing different levels of perception for each case). It is also necessary to consider his/her interest for determined contents; his/her capacity of interaction; and, mainly, his/her evolution during the learning process. To achieve this, it is needed to construct a framework that may store specific user information (level of knowledge and manipulated objects, for instance) and of a model based on logic that interprets the necessary information to be represented in the UM taking into consideration the objectives and beliefs of the user.
The use of intelligent agents in VEs has the objective to increase the capacity of analysis of the environment by the distribution of tasks and by the incorporation of user modeling techniques on its knowledge base. In this context, intelligent agents contribute to increase the capacity of monitoring the user's actions and the identification of his/her profile. Consequently, the construction of an adaptive VE more precise and more dynamic can be carried out with better accuracy, due to the capacity of agents in interpreting the "intentions" of the user.
