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Abstract
Bidirectional Encoder Representations from
Transformers (BERT) has recently achieved
state-of-the-art performance on a broad range
of NLP tasks including sentence classifica-
tion, machine translation, and question answer-
ing. The BERT model architecture is de-
rived primarily from the transformer. Prior to
the transformer era, bidirectional Long Short-
Term Memory (BLSTM) has been the domi-
nant modeling architecture for neural machine
translation and question answering. In this pa-
per, we investigate how these two modeling
techniques can be combined to create a more
powerful model architecture. We propose
a new architecture denoted as Transformer
with BLSTM (TRANS-BLSTM) which has a
BLSTM layer integrated to each transformer
block, leading to a joint modeling framework
for transformer and BLSTM. We show that
TRANS-BLSTM models consistently lead to
improvements in accuracy compared to BERT
baselines in GLUE and SQuAD 1.1 experi-
ments. Our TRANS-BLSTM model obtains
an F1 score of 94.01% on the SQuAD 1.1 de-
velopment dataset, which is comparable to the
state-of-the-art result.
1 Introduction
Learning representations (Mikolov et al., 2013) of
natural language and language model pre-training
(Devlin et al., 2018; Radford et al., 2019) has
shown promising results recently. These pre-
trained models serve as generic up-stream models
and they can be used to improve down-stream ap-
plications such as natural language inference, para-
phrasing, named entity recognition, and question
answering. The innovation of BERT (Devlin et al.,
2018) comes from the “masked language model”
with a pre-training objective, inspired by the Cloze
task (Taylor, 1953). The masked language model
randomly masks some of the tokens from the input,
and the objective is to predict the original token
based only on its context.
Follow-up work including RoBERTa (Liu
et al., 2019b) investigated hyper-parameter design
choices and suggested longer model training time.
In addition, XLNet (Yang et al., 2019) has been
proposed to address the BERT pre-training and
fine-tuning discrepancy where masked tokens were
found in the former but not in the latter. Nearly
all existing work suggests that a large network is
crucial to achieve the state-of-the-art performance.
For example, (Devlin et al., 2018) has shown that
across natural language understanding tasks, using
larger hidden layer size, more hidden layers, and
more attention heads always leads to better perfor-
mance. However, they stop at a hidden layer size
of 1024. ALBERT (Lan et al., 2019) showed that
it is not the case that simply increasing the model
size would lead to better accuracy. In fact, they
observed that simply increasing the hidden layer
size of a model such as BERT-large can lead to sig-
nificantly worse performance. On the other hand,
model distillation (Hinton et al., 2015; Tang et al.,
2019; Sun et al., 2019; Sanh et al., 2019) has been
proposed to reduce the BERT model size while
maintaining high performance.
In this paper, we attempt to improve the per-
formance of BERT via architecture enhancement.
BERT is based on the encoder of the trans-
former model (Vaswani et al., 2017), which has
been proven to obtain state-of-the-art accuracy
across a broad range of NLP applications (Devlin
et al., 2018). Prior to BERT, bidirectional LSTM
(BLSTM) has dominated sequential modeling for
many tasks including machine translation (Chiu
and Nichols, 2016) and speech recognition (Graves
et al., 2013). Given both models have demonstrated
superior accuracy on various benchmarks, it is nat-
ural to raise the question whether a combination of
the transformer and BLSTM can outperform each
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individual architecture. In this paper, we attempt
to answer this question by proposing a transformer
BLSTM joint modeling framework. Our major con-
tribution in this paper is two fold: 1) We propose
the TRANS-BLSTM model architectures, which
combine the transformer and BLSTM into one sin-
gle modeling framework, leveraging the modeling
capability from both the transformer and BLSTM.
2) We show that the TRANS-BLSTM models can
effectively boost the accuracy of BERT baseline
models on SQuAD 1.1 and GLUE NLP benchmark
datasets.
2 Related work
2.1 BERT
Our work focuses on improving the transformer ar-
chitecture (Vaswani et al., 2017), which motivated
the recent breakthrough in language representa-
tion, BERT (Devlin et al., 2018). Our work builds
on top of the transformer architecture, integrating
each transformer block with a bidirectional LSTM
(Hochreiter and Schmidhuber, 1997). Related to
our work, XLNet (Yang et al., 2019) proposes two-
stream self-attention as opposed to single-stream
self-attention used in classic transformers. With
two-stream attention, XLNet can be treated as a
general language model that does not suffer from
the pretrain-finetune discrepancy (the mask tokens
are seen during pretraining but not during finetun-
ing) thanks to its autoregressive formulation. Our
method overcomes this limitation with a different
approach, using single-stream self-attention with
an integrated BLSTM layer for each transformer
layer.
2.2 Bidirectional LSTM
The LSTM network (Hochreiter and Schmidhu-
ber, 1997) has demonstrated powerful modeling
capability in sequential learning tasks including
named entity tagging (Huang et al., 2015; Chiu
and Nichols, 2016), machine translation (Bahdanau
et al., 2015; Wu et al., 2016) and speech recogni-
tion (Graves et al., 2013; Sak et al., 2014). The
motivation of this paper is to integrate bidirectional
LSTM layers to the transformer model to further
improve transformer performance. The work of
(Tang et al., 2019) attempts to distill a BERT model
to a single-layer bidirectional LSTM model. It is
relevant to our work as both utilizing bidirectional
LSTM. However, their work leads to inferior accu-
racy compared to BERT baseline models. Similar
to their observation, we show that in our experi-
ments, the use of BLSTM model alone (even with
multiple stacked BLSTM layers) leads to signif-
icantly worse results compared to BERT models.
However, our proposed joint modeling framework,
TRANS-BLSTM, is able to boost the accuracy of
the transformer BERT models.
2.3 Combine Recurrent Network and
Transformer
Previous work has explored the combination of the
recurrent network and transformer. For example,
(Lei et al., 2018) has substituted the feedforward
network in transformer with the simple recurrent
unit (SRU) implementation and achieved better ac-
curacy in machine translation. It is similar to one
of the proposed models in this paper. However, the
difference is that our paper investigates the gain
of the combination in BERT pre-training context,
while their paper focused on the parallelization
speedup of SRU in machine translation encoder
and decoder context.
3 TRANS and Proposed
TRANS-BLSTM Architectures
In this section, we first review the transformer archi-
tecture, then propose the transformer bidirectional
LSTM network architectures (TRANS-BLSTM),
which integrates the BLSTM to either the trans-
former encoder or decoder.
3.1 Transformer architecture (TRANS)
The BERT model consists of a transformer en-
coder (Vaswani et al., 2017) as shown in Figure
1. The original transformer architecture uses mul-
tiple stacked self-attention layers and point-wise
fully connected layers for both the encoder and de-
coder. However, BERT only leverages the encoder
to generate hidden value representation and the
original transformer decoder (for generating text
in neural machine translation etc.) is replaced by
a linear layer followed by a softmax layer, shown
in Figure 1, both for sequential classification tasks
(named entity tagging, question answering) and
sentence classification tasks (sentiment classifica-
tion etc.). The encoder is composed of a stack of
N = 12 or N = 24 layers for the BERT-base and
-large cases respectively. Each layer consists of two
sub-layers. The first sub-layer is a multi-head self-
attention mechanism, and the second sub-layer is a
simple, position-wise fully connected feed-forward
Inputs
Encoding
Softmax
Feed Forward
Add & Norm
~
Input Embedding
N Layer
Encoder
Add & Norm
Multi−head
Attention
Linear
Decoder
Output probabilities
Positional
Figure 1: Transformer architecture.
network. (Vaswani et al., 2017) employs a residual
connection (He et al., 2016) around each of the
two sub-layers, followed by layer normalization
(Ba et al., 2016). That is, the output of each sub-
layer is LayerNorm(x + Sublayer(x)), where
Sublayer(x) is the function implemented by the
sub-layer itself. To facilitate these residual connec-
tions, all sub-layers in the model, as well as the
embedding layers, produce outputs of dimension
of 768 and 1024 for BERT-base and BERT-large,
respectively. We used the same multi-head self-
attention from the original paper (Vaswani et al.,
2017). We used the same input and output repre-
sentations, i.e., the embedding and positional en-
coding, and the same loss objective, i.e., masked
LM prediction and next sentence prediction, from
the BERT paper (Devlin et al., 2018).
3.2 Proposed transformer bidirectional
LSTM (TRANS-BLSTM) architectures
Previous experiments indicated that a bidirectional
LSTM model alone may not perform on par with
a transformer. For example, the distillation from
a transformer model to a single-layer bidirectional
LSTM model (Tang et al., 2019) resulted in signifi-
cantly lower accuracy. We also confirmed this on
our experiments in Section 4.3. In this paper, we
hypothesize that the transformer and bidirectional
LSTM may be complementary in sequence model-
ing. We are motivated to investigate how a bidirec-
tional LSTM can further improve accuracy in down-
stream tasks relative to a classic transformer model.
Figure 2 shows the two proposed Transformer with
Bidirectional LSTM architectures (denoted as the
TRANS-BLSTM-1 and TRANS-BLSTM-2) mod-
els respectively:
TRANS-BLSTM-1 For each BERT layer, we re-
place the feedforward layer with a bidirec-
tional LSTM layer.
TRANS-BLSTM-2 We add a bidirectional LSTM
layer which takes the same input as the orig-
inal BERT layer. The output of the bidirec-
tional LSTM layer is summed up with the
original BERT layer output (before the Layer-
Norm).
The motivation of adding BLSTM is to integrate
the self-attention and bidirectional LSTM to pro-
duce a better joint model framework (as we will
see in the experiments later). We found that these
two architectures lead to similar accuracy in our ex-
periments (see Section 4.5). We thus focus on the
latter (TRANS-BLSTM-2) and refer to this model
as TRANS-BLSTM henceforth for simplicity. For
both architectures, if we use the same number of
BLSTM hidden units as in the BERT model H , we
obtain the BLSTM output with dimension of 2H ,
and we therefore need a linear layer to project the
output of the BLSTM (with dimensionality 2H) to
H in order to match the transformer output. Alter-
natively, if we set the number of BLSTM hidden
units to H/2 (we denote this model as TRANS-
BLSTM-SMALL), we need not include an addi-
tional projection layer.
3.3 Adding bidirectional LSTM to
transformer decoder
While the above method adds bidirectional LSTM
layers to a transformer encoder, we can in addition
replace the linear layer with bidirectional LSTM
layers in decoder. The number of bidirectional
LSTM layers is a hyper parameter to tune; we use 2
in this paper. While the bidirectional LSTM layers
in encoder help the pre-training task for the masked
language model and next sentence prediction task,
the bidirectional LSTM in decoder may help in
downstream sequential prediction tasks such as
question answering.
3.4 Objective functions
Following the BERT (Devlin et al., 2018), we use
masked language model loss and next sentence
prediction (NSP) loss to train the models.
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Figure 2: Two transformer with bidirectional LSTM architectures. The left one, TRANS-BLSTM-1, replaces the
feedforward layer with BLSTM layer and the right , TRANS-BLSTM-2, adds a BLSTM layer in parallel.
The masked LM (MLM) is often referred to as
a Cloze task in the literature (Taylor, 1953). The
encoder output, corresponding to the mask tokens,
are fed into an output softmax over the vocabulary.
In our experiments, we randomly mask 15% of all
whole word wordpiece tokens in each sequence
(Wu et al., 2016).
We also use the next sentence prediction loss
as introduced in (Devlin et al., 2018) to train our
models. Specifically, when choosing the sentences
A and B for each pre-training example, 50% of the
time B is the actual next sentence that follows A,
and 50% of the time it is a random sentence from
the corpus. We note that recent work (Yang et al.,
2019; Liu et al., 2019a; Lan et al., 2019; Raffel
et al., 2019) has argued that the NSP loss may not
be useful in improving model accuracy. Never-
theless, we used the NSP loss in our experiments
to have a fair comparison between the proposed
models and the original BERT models.
3.5 Model parameters
Table 1 shows the model parameter size and
training speedup for TRANS/BERT (TRANS and
BERT are exchangeable in this paper), TRANS-
BLSTM-SMALL, and TRANS-BLSTM respec-
tively. Here, the TRANS-BLSTM-SMALL and
TRANS-BLSTM models are 50% and 100% larger
than the TRANS model (base, large) respec-
tively. Consequently, TRANS-BLSTM-SMALL
and TRANS-BLSTM models require more com-
putational resources and longer training times
compared to the vanilla transformer model. The
slowest-training model is the TRANS-BLSTM
which is also our baseline. Models with fewer
parameters can train faster. For example, the large
TRANS/BERT model boasts a 2.8 fold speedup
compared to the TRANS-BLSTM large model. We
note that the focus of the paper is to investigate
whether a joint transformer and BLSTM architec-
ture can further improve the performance over a
transformer baseline. This is important to keep in
mind because simply increasing the number of hid-
den units in BERT-large is not enough to positively
affect accuracy (Lan et al., 2019) (also see Section
4.6).
4 Experiments
4.1 Experimental setup
We use the same large-scale data which has been
used for BERT model pre-training, the BooksCor-
pus (800M words) (Zhu et al., 2015) and English
Wikipedia (2.5B words) (Wikipedia contributors,
2004; Devlin et al., 2018). The two corpora con-
sist of about 16GB of text. Following the origi-
nal BERT setup (Devlin et al., 2018), we format
the inputs as “[CLS] x1 [SEP] x2 [SEP]”, where
Model Parameters (M) Layers Hidden Embedding Heads Speedup
TRANS/BERT 108M 12 768 768 12 6.0X
Base TRANS-BLSTM-SMALL 152M 12 768 768 12 3.3X
TRANS-BLSTM 237M 12 768 768 12 2.5X
Large TRANS/BERT 334M 24 1024 1024 16 2.8X
TRANS-BLSTM-SMALL 487M 24 1024 1024 16 1.4X
TRANS-BLSTM 789M 24 1024 1024 16 1
Table 1: Parameter size and training speed for TRANS/BERT, TRANS-BLSTM-SMALL, and TRANS-BLSTM
on base and large settings respectively.
x1 = x11, x12 . . . and x2 = x21, x22 . . . are two
segments. To reduce the training memory con-
sumption, we set the maximum input length to 256
(as opposed to 512 in the original BERT paper).
We note that this setting may adversely affect the
best accuracy we report in our paper 1, but the rela-
tive accuracy gain by the proposed models are still
valid. Similar to BERT, we use a vocabulary size
of 30k with wordpiece tokenization.
We generate the masked input from the MLM
targets using unigram masking, which is denoted as
whole word masking. That is, each masking applies
to a whole word at one time. We note that using
n-gram masking (for example, with n = 3) (Joshi
et al., 2019; Lan et al., 2019) with the length of
each n-gram mask selected randomly can further
improve the downstream task accuracy (for exam-
ple, 2% F1 score increase was observed on SQuAD
1.1 data set with n-gram masking and span bound-
ary representation prediction (Joshi et al., 2019)).
However, in the whole word masking setting, we
are able to fairly compare the proposed TRANS-
BLSTM models to the original BERT models. Sim-
ilar to (Devlin et al., 2018), the training data gener-
ator chooses 15% of the token positions at random
for making. If the i-th token is chosen, we replace
the i-th token with (1) the [MASK] token 80% of
the time (2) a random token 10% of the time (3)
the unchanged i-th token 10% of the time.
The model updates use a batch size of 256 and
Adam optimizer with learning rate starting from 1e-
4. Training was done on a cluster of nodes, where
each node consists of 8 Nvidia Tesla V100 GPUs.
We vary the node size from 1 to 8 depending on the
model size. Our TRANS-BLSTM is implemented
on top of Pytorch transformer repository 2.
1Nevertheless, our implementation of baseline BERT
model obtained higher accuracy than that reported by the
original BERT paper (Devlin et al., 2018).
2https://github.com/huggingface/pytorch-transformers.
4.2 Downstream evaluation datasets
Following the previous work (Devlin et al., 2018;
Yang et al., 2019; Liu et al., 2019a; Lan et al.,
2019), we evaluate our models on the General Lan-
guage Understanding Evaluation (GLUE) bench-
mark (Wang et al., 2018) and the Stanford Question
Answering Dataset (SQuAD 1.1) (Rajpurkar et al.,
2016). GLUE is the General Language Understand-
ing Evaluation benchmark consisting of a diverse
collection of natural language understanding tasks.
GLUE is model-agnostic and the tasks are selected
to incentivize the development of general and ro-
bust NLU systems. The tasks included in GLUE
are (1) Multi-Genre Natural Language Inference
(MNLI) for sentence entailment classification, (2)
Quora Question Pairs (QQP) for semantic equiva-
lence classification, (3) Question Natural Language
Inference (QNLI) for predicting whether the sen-
tence in a query-sentence pair contains a correct an-
swer, (4) Stanford Sentiment Treebank (SST-2) for
sentiment analysis of movie reviews, (5) Corpus of
Linguistic Acceptability (CoLA) for determining
whether an English sentence is linguistically accept-
able, (6) Semantic Textual Similarity (STS-B). The
Stanford Question Answering Dataset (SQuAD) is
a corpus consisting of 100k question/answer pairs
sourced from Wikipedia.
4.3 Bidirectional LSTM model on SQuAD
dataset
For the down-stream fine-tuning experiments on
SQuAD 1.1 dataset, we have the following hyper-
parameters for training. We set the learning rate
to be 3e-5, training batch size to be 12, and the
number of training epochs to be 2.
We first run the experiment by replacing the
transformer in BERT base with a bidirectional
LSTM model with the same number of layers. That
is, we replace the 12 transformer layers with 12
BLSTM layers. Table 2 shows the BERT base mod-
els, including the original BERT-base model in (De-
vlin et al., 2018) and our implementation, and the
bidirectional LSTM model accuracy over SQuAD
1.1 development dataset. Our implementation re-
sults in a higher F1 score (90.05%) compared to
the original BERT-base one (88.50%). This may be
due to the fact that we use the whole word masking
while BERT-base used partial word masking (an
easier task, which may prevent from learning a bet-
ter model). We found that the BLSTM model has
F1 score of 83.43%, which is significantly worse
than our TRANS/BERT baseline (90.05%).
Model EM F1
BERT-base (Devlin et al., 2018) 80.80 88.50
TRANS/BERT (ours) 83.04 90.05
BLSTM (ours) 75.99 83.43
Table 2: SQuAD development results for BERT base
and the bidirectional LSTM model.
4.4 Models pre-training
We run three pre-training experiments for base and
large settings respectively. 1) BERT model train-
ing baseline (denoted as TRANS/BERT represent-
ing a transformer model or BERT), 2) TRANS-
BLSTM-SMALL, with BLSTM having half of the
hidden units of the transformer (768/2 = 384 on
BERT base and 1024/2 = 512 on BERT large) for
BLSTM, and 3) TRANS-BLSTM, with BLSTM
having the same hidden units as the transformer
(768 on BERT base and 1024 on BERT large).
Figure 3 shows the training loss for base
TRANS/BERT, TRANS-BLSTM-SMALL, and
TRANS-BLSTM models. As can be seen, TRANS-
BLSTM-SMALL model has lower training loss
than the TRANS/BERT model. TRANS-BLSTM
can further decrease the training loss compared to
TRANS-BLSTM-SMALL. This suggests that the
proposed TRANS-BLSTM-SMALL and TRANS-
BLSTM are capable of fitting the training data bet-
ter than the original BERT model.
4.5 Compare two versions of
TRANS-BLSTM models
We proposed two versions of TRANS-BLSTM
models in section 3.2 (see Fig 2), with TRANS-
BLSTM-1 replacing the feedforward layer with a
bidirectional LSTM layer, and TRANS-BLSTM-2
adding a parallel bidirectional LSTM layer. We
trained these two models and list their performance
on SQuAD 1.1 development dataset in Table 3. We
note that these two models lead to similar accuracy
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Figure 3: Training loss as a function of training steps
for base TRANS/BERT, TRANS-BLSTM-SMALL,
and TRANS-BLSTM models respectively.
on this dataset. We will use TRANS-BLSTM-2 to
report the accuracy in the rest of the experiments
(denoted as TRANS-BLSTM for notational sim-
plicity).
Model EM F1
TRANS-BLSTM-1 84.87 91.52
TRANS-BLSTM-2 84.75 91.53
Table 3: SQuAD development results for two versions
of base TRANS-BLSTM models.
4.6 Models evaluation on SQuAD dataset
Table 4 shows the results of SQuAD dataset
for TRANS/BERT, TRANS-BLSTM-SMALL and
TRANS-BLSTM models for base and large set-
tings respectively. As can been see, the TRANS-
BLSTM-SMALL can boost the baseline BERT
model from F1 score of 90.05% to 90.76%, and
from 92.34% to 92.86% on base and large cases
respectively. In addition, the TRANS-BLSTM can
further boost accuracy on top of TRANS-BLSTM-
SMALL to 91.53% and 93.82% on base and large
respectively. The accuracy boosts suggest that the
bidirectional LSTM model can add additional ac-
curacy gain on top of the transformer models.
Compared to adding bidirectional LSTM lay-
ers to the encoder, the addition of bidirectional
LSTMs to the decoder (see +BLSTM experiments
in Table 4) offers additional improvements on
five out of six cases. For example, it boosts the
base TRANS/BERT model F1 score of 90.05%
to 90.67%, and boosts the large TRANS-BLSTM
model F1 score of 93.82% to 94.01%.
Table 4 also shows the accuracy of original
Model EM F1
BERT (Devlin et al., 2018) 80.8 88.5
TRANS/BERT 83.04 90.05
+ BLSTM decoder 83.72 90.67
Base TRANS-BLSTM-SMALL 84.06 90.76
+ BLSTM decoder 83.97 90.96
TRANS-BLSTM 84.75 91.53
+ BLSTM decoder 84.38 91.25
BERT (Devlin et al., 2018) 84.1 90.9
TRANS/BERT 85.84 92.34
Large + BLSTM decoder 86.10 92.63
TRANS-BLSTM-SMALL 86.26 92.86
+ BLSTM decoder 86.24 92.88
TRANS-BLSTM 87.72 93.82
+ BLSTM decoder 87.96 94.01
TRANS/BERT-48 (ours) 85.62 92.32
BERT xlarge (Lan et al., 2019) 77.9 86.3
ALBERT xxlarge (Lan et al., 2019) 88.3 94.1
Table 4: SQuAD development results for TRANS/BERT, TRANS-BLSTM-SMALL, and TRANS-BLSTM on
base and large settings respectively.
BERT models (Devlin et al., 2018), which under-
perform our TRANS/BERT implementations, pos-
sibly due to whole word masking is used in our
model training. We also trained a TRANS/BERT-
48 model, which has 48 layers (instead of the 24
layers in BERT large config) and has 638M model
parameters (comparable to the model parameter
size of 789M for TRANS-BLSTM). We observe
that the TRANS/BERT-48 has similar accuracy as
in the TRANS/BERT large model. That is, the extra
depth of 24 layers does not generate additional ac-
curacy gain compared to BERT large model. Table
4 also shows the the BERT xlarge model, which
simply doubles the hidden units of BERT large
model (ie, with 1024 ∗ 2 = 2048 hidden units). It
has F1 score of 86.3% which is significantly worse
than BERT large. This suggests that simply increas-
ing the BERT model size makes it hard to train the
model, resulting in lower accuracy in this case.
Finally, we list the current state-of-the-art AL-
BERT model, which has F1 score of 94.1% on
SQuAD 1.1 development dataset. Our TRANS-
BLSTM model can obtain similar accuracy to this
modeling approach.
4.7 Model evaluation on GLUE datasets
Following (Devlin et al., 2018), we use a batch size
of 32 and 3-epoch fine-tuning over the data for all
GLUE tasks. For each task, we selected the best
fine-tuning learning rate (among 5e-5, 4e-5, 3e-5,
and 2e-5) on the development set. Additionally
similar to (Devlin et al., 2018), for large BERT
and TRANS-BLSTM models, we found that fine-
tuning was sometimes unstable on small datasets,
so we ran several random restarts and selected
the best model on the development set. Table 5
shows the results of GLUE datasets for original
BERT (Devlin et al., 2018), ours TRANS/BERT,
TRANS-BLSTM-SMALL and TRANS-BLSTM
on base and large settings respectively. Following
the BERT setting (Devlin et al., 2018), we exclude
the problematic WNLI set. F1 scores are reported
for QQP and MRPC, Spearman correlations are
reported for STS-B, and accuracy scores are re-
ported for the other tasks. Unlike the evaluation on
SQuAD dataset, we do not apply the BLSTM layer
to the decoder. This is because that the tasks on
GLUE are classification tasks based on the [CLS]
token, and are not sequential prediction tasks (for
example the SQuAD dataset) which may benefit
more from including a BLSTM layer.
We note again the accuracy discrepancy be-
tween the original BERT and our implementa-
tion of BERT, which may be due to the fact that
the former uses partial word masking while the
later uses whole word masking. Similar to the
SQuAD results, the TRANS-BLSTM-SMALL and
TRANS-BLSTM base models can improve the
Model MNLI-(m/mm) QQP QNLI SST-2 CoLA STS-B MRPC RTE Average
BERT (Devlin et al., 2018) 84.6/83.4 71.2 90.5 93.5 52.1 85.8 88.9 66.4 79.6
TRANS/BERT 85.25/85.01 88.74 92.05 93.00 61.06 89.46 91.69 75.45 84.63
Base TRANS-BLSTM-SMALL 85.46/85.65 88.87 92.44 92.77 61.62 90.01 91.71 75.45 84.77
TRANS-BLSTM 86.21/86.36 89.23 92.38 94.26 62.54 90.67 91.15 75.40 85.35
BERT (Devlin et al., 2018) 86.7/85.9 72.1 92.7 94.9 60.5 86.5 89.3 70.1 82.1
TRANS/BERT 87.34/87.46 89.16 93.37 93.92 62.82 91.03 89.94 75.30 85.59
Large TRANS-BLSTM-SMALL 88.19/87.66 89.21 93.57 94.61 65.96 90.74 90.03 76.17 86.23
TRANS-BLSTM 88.07/88.28 88.28 94.08 94.38 64.81 90.43 90.45 79.78 86.50
Table 5: GLUE development results for TRANS/BERT, TRANS-BLSTM-SMALL and TRANS-BLSTM on base
and large settings respectively.
TRANS/BERT base model from the average GLUE
score of 84.63% to 84.77% and 85.35% respec-
tively. In addition, the TRANS-BLSTM-SMALL
and TRANS-BLSTM large models can improve
the TRANS/BERT large model from the average
GLUE score of 85.59% to 86.23% and 86.50% re-
spectively.
5 Conclusion
Previous research suggested that simply increas-
ing the hidden layer size of BERT model cannot
improve the model performance. In this paper,
we proposed the TRANS-BLSTM model architec-
tures, which combine the transformer and BLSTM
into one single modeling framework, leveraging
the modeling capability from both transformer and
BLSTM. We showed that TRANS-BLSTM models
consistently lead to accuracy boost compared to
transformer baselines on GLUE and SQuAD.
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