Improved-performance day-ahead electricity demand forecast is important to deliver necessary information for right decision of energy management of microgrids. It supports microgrid operators and stakeholders to have better decisions on microgrid flexibility, stability and control. The available conventional forecasting methods for electricity demand at national or regional level are not effective for electricity demand forecasting in microgrids. This is due to the fact that the electricity consumption in microgrids is many times less than the regional or national demands and it is highly volatile. In this paper, an integrated Artificial Intelligence (AI) based approach consisting of Wavelet Transform (WT), Simulated Annealing (SA) and Feedforward Artificial Neural Network (FFANN) is devised for day-ahead prediction of electric power consumption in microgrids. The FFANN is the basic forecasting engine of the proposed model. The WT is utilized to extract relevant features of the target variable (electric load data series) to obtain a cluster of enhanced-feature subseries. The extracted subseries of the past values of the electric load demand data are employed as the target variables to model the FFANN. The SA optimization technique is employed to obtain the optimal values of the FFANN weight parameters during the training process. Historical information of actual electricity consumption, meteorological variables, daily variations, weekly variations, and working/non-working day indicators have been employed to develop the forecasting tool of the devised integrated AI based approach. The approach is validated using electricity demand data of an operational microgrid in Beijing, China. The prediction results are presented for future testing days with one-hour time interval. The validation results demonstrated that the devised approach is capable to forecast the microgrid electricity demand with acceptably small error and reasonably short computation time. Moreover, the prediction performance of the devised approach has been evaluated relative to other four approaches and resulted in better prediction accuracy.
Introduction
In the conventional electric power system energy is produced by huge generation plants installed far away from load points. This causes transmission power loss and obstructs the opportunity of localizing power production, causing a much reliance on huge power generation systems. Recently, a global conceptual energy shift has been devised to make the existing power generation system more reliable and smart, in order to address the challenges the current power grid is facing [1, 2] .
According to these new ideas and to improve reliability and optimize energy usage, electric utilities and other stakeholders are continuously managing to adjust power generation to the consumption.
The hybrid of wavelet transform and ANFIS is proposed for short-term electricity demand forecasting [23] .
However, most of the abovementioned methods were developed for large-scale load demand levels such as national or regional levels, which have different characteristics from the electric load demand in microgrids. These methods are not effective for microgrid electricity demand data since the microgrid electric load demand data is much smaller and highly fluctuating compared to national or regional electric consumption data. Hence, other systematic method is needed for microgrid electric load demand data forecasting as proposed in this paper. Moreover, most of the previous methods did not combine the wind generation actual power output and external predictor variables such as weather parameters for a possible accuracy improvement that could be achieved.
It is observed that, the AI and machine/deep learning based electricity demand forecasting methods have given better forecasting accuracy than the conventional methods (such as persistence, linear regression, nonlinear regression, ARIMA, etc.).
Artificial neural networks (ANNs), in different forms, among the famous AI methods have been widely utilized for electricity demand prediction. For instance, Multi-layer Perceptron (MLP) ANN [24] , RBF ANN [25] , SOM ANN [26] , and feedforward multi-layer (FFML) ANN [27] .
AI and machine learning techniques have also been proposed and implemented for energy production forecasting in microgrids. For example, Physic Hybrid Artificial Neural Network (PHANN) model is proposed [28] for photovoltaic (PV) hourly day-ahead power forecasting in a microgrid framework. Different training approaches were compared for PV power production prediction based on machine learning tools [29] . The application of computational intelligence methods for day-ahead solar power forecasting has also been investigated and implemented using three different machine learning approaches [30] .
In the recent few years, AI based approaches consisting of ANNs have become the most prominent techniques for electric load demand forecasting, with better performances than the others do.
The review in this paper shows that most of the electricity demand forecasting models have been developed to forecast electric load demands at national or regional levels. However, there have been only very few studies on electricity demand forecasting at small scale levels, such as microgrid, residential entity, commercial area, industrial unit, single building or household.
This study takes into account several predictor variables such as aggregated microgrid electric load data and meteorological variables for improved forecasting performance and accuracy.
Besides, most of the prior Feedforward Artificial Neural Network (FFANN) based load demand forecasting approaches have used a Back Propagation (BP) learning method to obtain the FFANN weight parameters. The BP algorithm can allow the FFANN to learn and model the electric load demand pattern. While running to find the values of the weight parameters during the training process, the BP performs a gradient descent inside the solution space in the direction of the global least value. Although BP training technique needs less computation time, it may be trapped by local solution and are therefore not capable to reach global solution.
To recompense the problems of the BP for FFANN training, this study uses the SA optimization algorithm.
Unlike the previous researches on FFANN based load demand forecasting, the current study employs a wavelet transform (WT) technique as a feature extraction technique to pick the most relevant features of the predictor variables for the SA-FFANN model.
Moreover, as far as we have reviewed, the WT-SA-FFANN based integrated approach has never been used for electric load forecasting.
In this study, a new and effective AI-based day-ahead microgrid electricity demand forecasting approach using the integration of FFANN, SA and WT is devised. The devised WT-SA-FFANN based integrated electricity demand forecasting approach is compared with Persistence, BP-FFANN (back-propagation feedforward ANN), Genetic Algorithm (GA)-FFANN (GA combined with FFANN), and Particle Swarm Optimization (PSO)-FFANN (PSO combined with FFANN), to demonstrate its robustness regarding prediction accuracy and other performance indexes.
The main contributions of this study are:
(1) Provide a new and effective AI-based hybrid method for day-ahead electric load prediction in microgrids considering actual electricity demand, meteorological variables and other derivative data and input factors; (2) Improve electricity demand forecasting accuracy;
(3) Deliver a hands-on solution to electricity demand prediction problems in microgrids and other small-scale energy systems.
The study is organized as follows. Section 2 presents the devised prediction approach and model framework. The various performance criteria used to estimate the electricity demand prediction accuracy are given in Section 3. Section 4 describes the case study, experimental results and discussions. The study is finally summarized in Section 5.
Proposed 24 h-Ahead Electricity Demand Prediction Strategy
Electric load forecasting plays a key role for short-term operational planning and long-term design planning of microgrids. Prediction is one of the main functions of the energy management system (EMS) that is recently being developed for operational control of microgrids.
Day-ahead or short-term electricity demand prediction is an important aspect of the energy resource management such as generation control, economic dispatch, energy management optimization, demand response, and security analysis of microgrids. Conventionally, load forecast analyses were carried out for big entities such as regions or nations. Yet, with the evolution of the idea of smart-grids, the research of the electricity demand characteristics and forecast of smaller environments, such as microgrids, has become a major focus area to assist an advanced management of the power network.
This study proposes a new microgrid electricity demand prediction model using the hybridization of WT, SA and FFANN. The WT is utilized to extract relevant features of the target variable (electric load data series) to obtain a cluster of enhanced-feature subseries. The extracted subseries of the past values of the electric load demand data are employed as the target variables to model the FFANN. While the predictor set containing historical lag values of electricity demand, weather variables and seasonal (hourly, daily, weekly, monthly, and seasonally) variations are used as input variables for the FFANN modeling. Hence, these predictor variables as training inputs and the electricity demand WT subseries as training variables are used to train the FFANN forecasting engine in this work.
The future values of the predictor values are then employed to predict the next electricity demand subseries based on the trained FFANN model. The SA optimization searches for the best parameter set of the FFANN weights to attain improved prediction accuracy. Lastly, the predicted or next (ahead) electricity demand time series is reassembled by employing an inverse WT on the predicted subseries.
A one-year training window (from May 2014 to April 2015) information of historical electric load data, weather data (temperature and humidity), daily variations (hours in days), weekly variations (days in weeks), and workability conditions (weekday or weekend/holiday) has been used to construct the forecast model. The model is validated with actual electricity demand information from an operating industrial microgrid in Beijing, China. The effectiveness of the devised electricity demand forecast model is tested with a one year (from May 2015 to April 2016) testing window information. The forecast results are presented for future days (24 h ahead formats) with one-hour time interval base. The forecast model of the devised AI-based integrated strategy has the ability to relearn any time when there is new learning dataset. The devised electricity demand forecasting schematic is shown in Figure 1 . The detail operation and calibration of the integrated AI-based approach employed to implement the devised electric load prediction approach is described stepwise in Table 1 .
As it is clearly depicted in Algorithm 1, the WT tools are used in the first and final steps of the forecasting process. The historical target (electricity demand) data series is first decomposed into several subseries by the WT. The decomposed historical subseries electricity demand as the training target and the predictors set as the training inputs are used to train the FFANN model using the SA optimization method. The trained FFANN model maps the nonlinear relationship between the predictor variables and electric load. Then, the WT decomposed subseries data of future (next day) predictors are fed to the developed (trained) SA-FFANN model to predict the future electricity demand subseries of the microgrid. Lastly, the future electricity demand subseries are reassembled to give the desired electricity demand forecast. The detail operation and calibration of the integrated AI-based approach employed to implement the devised electric load prediction approach is described stepwise in Table 1 .
As it is clearly depicted in Algorithm 1, the WT tools are used in the first and final steps of the forecasting process. The historical target (electricity demand) data series is first decomposed into several subseries by the WT. The decomposed historical subseries electricity demand as the training target and the predictors set as the training inputs are used to train the FFANN model using the SA optimization method. The trained FFANN model maps the nonlinear relationship between the predictor variables and electric load. Then, the WT decomposed subseries data of future (next day) predictors are fed to the developed (trained) SA-FFANN model to predict the future electricity demand Otherwise, go to step (7) 10. Enter future predictor dataset 11. Apply data treatment 11.1. Change all data to hourly resolution via averaging 11.2. Synchronize the time zones of all the data sources 11.3. Fill skipped data points, if any 12. Input the processed future predictor dataset to the Electricity Demand Forecaster saved in step (9.1), and obtain the electricity demand forecast subseries of the microgrid 13. Apply inverse WT on the electricity demand forecast subseries obtained and obtain the electricity demand forecast data for the desired time ahead (day-ahead in this paper) 14. End.
The selected configuration type and parameters values of the FFANN model for the proposed electricity demand forecasting problem in this paper are given in Table 1 . 
Forecasting Accuracy Assessment
To measure the accuracy of the proposed hybrid AI-based WT-SA-FFANN electric load prediction method, the MAPE, RMSE, NMAE, SDE, and FS criteria are used.
The MAPE (mean-absolute-percent-error) is given as [31, 32] :
where, P a h and P f h are the real and prediction values of the electricity demand at hour h, respectively, and N is the forecasting horizon.
The RMSE (root-mean-squared-error) is defined as [31, 32] :
The NMAE (normalized-mean-absolute-error) is given by [31, 32] :
Here, P peak is the peak total load demand of the microgrid. The SDE (standard deviation of error) is given by [32] :
where, e h is the prediction error at hour h and e is the average error in the prediction horizon. The inconsistency of an electricity demand prediction approach, after development, is an index of the stochasticity of the approach, and is estimated by calculating the variance of the forecasting error. The prediction is considered to be highly accurate or certain if the result of the variance is lower [32] . Using Equation (1), daily error variance is given by [31, 32] :
The FS (forecast-skill) metric calculates the worth of forecasting methods by referring the forecasting error obtained by methods to persistence forecast. For day-ahead forecast, the persistence output is defined as [31] [32] [33] :
The FS measure is estimated based on the relation of the RMSEs of prediction methods and persistence method [31, 33] :
Experimental Results and Discussions
In this paper, the hybrid WT-SA-FFANN AI model is established for day-ahead electric load prediction in microgrids. Electricity demand data from a real microgrid energy system in Beijing, China is used to build and verify the prediction model. The microgrid system has a peak aggregate electricity demand of 2400 kW.
Data Sources and Treatment
The dataset used to develop the devised electric load prediction model in this study are prior values of electric load data, weather data (temperature and humidity), daily variations (hours in days), weekly variations (days in weeks), and workability variations (weekday, weekend or holiday). The following subsections describe each of the data sources and types used to develop the proposed load forecasting model in this paper, and the data treatment techniques used as well.
Electric Load Data
The electric load data has taken from an actual (operation) microgrid energy system in Beijing, China. The SCADA in microgrids contains a comprehensive record of the various distributed load measurements collected from the load meters installed at different load points within the microgrid. The SCADA also presents the complete historical measurements of the aggregate electric load demand of the microgrid in ten-minutes and one-hour time intervals. In addition, the SCADA system presents a complete record of the status (operating or not at a specific time) of the various distributed loads of the microgrid and their associated power demands, which is very important for short-term electricity demand prediction model development. Hence, SCADA is a critical element of microgrids and plays a vital role in electricity demand forecasting. In this study, the electricity demand data used is a vector consisting of the past values of the microgrid aggregate electricity demand measurements for one year with 10-min resolution. That equals 52,560 measurement values of electricity demand.
A one year electricity demand curve of the microgrid is shown in Figure 2 , with 10-min average values. electricity demand prediction model development. Hence, SCADA is a critical element of microgrids and plays a vital role in electricity demand forecasting. In this study, the electricity demand data used is a vector consisting of the past values of the microgrid aggregate electricity demand measurements for one year with 10-min resolution. That equals 52,560 measurement values of electricity demand.
A one year electricity demand curve of the microgrid is shown in Figure 2 , with 10-min average values. As seen in these Figures 2-4, there is much difference regarding the electric load demand between weekdays (working days) and weekends/holidays (non-working days). Electricity consumption on weekends are considerably lower than that of weekdays in all the seasons. Unlike the load demands on weekdays, the load demand curves on weekends have less fluctuation throughout the days.
Moreover, the electricity consumptions in the winter and summer days are higher than that of the spring and fall days. This is due to higher demand of electricity for heating and cooling purposes, respectively, during winter and summer days. As seen in these Figures 2-4, there is much difference regarding the electric load demand between weekdays (working days) and weekends/holidays (non-working days). Electricity consumption on weekends are considerably lower than that of weekdays in all the seasons. Unlike the load demands on weekdays, the load demand curves on weekends have less fluctuation throughout the days.
Moreover, the electricity consumptions in the winter and summer days are higher than that of the spring and fall days. This is due to higher demand of electricity for heating and cooling purposes, respectively, during winter and summer days.
The forecast model predictor variables related with the load data are derivatives of the historical load data, as the load demand profile shows some characteristic correlations with previous load profiles. For example, the previous 24 h average load data, 24 h lagged load data and 168 h lagged load data predictor variables are the mean electricity demand of the preceding day, the load at similar hour in the preceding day and the demand at similar hour in the preceding week, respectively.
Weather Data
The weather data (temperature and humidity) predictor variables have also a considerable impact on the load power forecasting, as the microgrid load consumption pattern exhibits some important characteristic distribution based on the external weather (environmental) conditions. In this paper, the electricity demand prediction model employs weather (temperature and humidity) forecasts close to the installation site of the microgrid. The weather data predictor variable is a matrix containing weather parameter values, organized in two columns. The columns correspond to the weather variables and holds the past values of weather parameters for one year with 15-min resolution. That equals 35,040 weather forecast values per column. Columns 1 represents air temperature forecast data and column 2 represents the humidity forecast data. In total, the weather data predictor variable matrix has 70,080 past values of meteorological forecasts.
The weather forecast is presented using the Greenwich Mean Time (GMT) scale that lags by 8 h from the Beijing time.
The 15-min average ambient temperature forecast by the weather research and forecast (WRF) model for one year is presented in Figure 5 .
temperature forecast data and column 2 represents the humidity forecast data. In total, the weather data predictor variable matrix has 70,080 past values of meteorological forecasts.
The 15-min average ambient temperature forecast by the weather research and forecast (WRF) model for one year is presented in Figure 5 . Similarly, the 15-min average air humidity forecast by the WRF model for one year is given in Figure 6 . Similarly, the 15-min average air humidity forecast by the WRF model for one year is given in Figure 6 . It can be seen that the seasonal effect of the air temperature and humidity is influential on the electricity demand of the microgrid by comparing Figure 2 with Figures 5 and 6.
Other Predictor Data Inputs-Natural/Social Sources
The other important predictor variables used to construct the load forecast model are daily variation data, weekly variation data and workability condition data, as the electric load consumption pattern is also highly associated with these natural circumstances.
The daily variation data is a vector consisting of the hours of the day (1, 2, …, 24) information for all the days of the model training window.
As it can be observed in Figures 3 and 4 , the microgrid electric load demands are different at each hour. Hence, hour in the days is considered as one of the predictor features as it may affect the load forecasting process.
The weekly variation data is a vector containing the days of the week (1, 2, …7) information for all the days in the model training window.
As it can be observed from Figures 3 and 4 , the microgrid electric load demands slightly vary It can be seen that the seasonal effect of the air temperature and humidity is influential on the electricity demand of the microgrid by comparing Figure 2 with Figures 5 and 6.
The daily variation data is a vector consisting of the hours of the day (1, 2, . . . , 24) information for all the days of the model training window.
The weekly variation data is a vector containing the days of the week (1, 2, . . . 7) information for all the days in the model training window.
As it can be observed from Figures 3 and 4 , the microgrid electric load demands slightly vary between weekdays and weekends. In fact, the load demand also varies among the days in the weekdays and/or weekends. Thus, day of the week is considered as one of the predictor variables as it may affect the forecasting process.
The workability condition data is a vector with numeric flag values (0 or 1) for all the model-training days, a value of 0 indicates the specific day (hour) is a non-working day/holiday/weekend and 1 shows the working/weekday day. The list of non-working days (official holidays) for the devised electricity demand prediction model training and testing in the years 2014, 2015 and 2016 have been taken from the China Official National Holiday Schedule [34] .
It is observed that the microgrid electric load demands at the holidays are lower than that of the non-holidays (working days). Hence, workability condition or indicator is considered as one of the predictor variables as it may affect the load prediction process.
Data Preparation
Some of the predictor variables should be processed to more simplified and matching representations ahead of the WT decomposition and FFANN learning.
The load power data and weather forecast data are changed into hourly (mean) data. The data is finally arranged in one-hour resolution to fit the resolution differences of the electricity demand and weather data sources.
The weather forecast data record time is converted to the Beijing time to synchronize it with the time-zone of the electricity demand record (microgrid SCADA time).
A single skipped data point is filled by the average of the data points at the same hour of the previous and future days, if any. However, timestamps with excess (more than one) skipped data points are not filled up by any data. These timestamps are removed from the forecast model training input dataset. This is because inserting excess additional (derived) data samples instead of the skipped actual data points may contaminate the training dataset and change the nature of the whole dataset.
Proposed Framework for the AI-Based WT-SA-FFANN Integrated Forecasting Model

Wavelet Transform (WT)
The amplitude of the electric load curve obtained from microgrid systems varies in each time instant as shown in Figures 2-4 . Observation of the non-stationary and non-linear load curves of microgrids calls for the decomposition of the original electric load data time series into various subseries elements, to extract the utmost significant characteristics of the data. The WT tool is employed to decompose the target variable (microgrid electricity consumption) data series to a cluster of data subseries. The resultant decomposed data subseries can provide improved performance features than the original data. Thus, in this work, the decomposed (subseries) data is utilized to construct the electricity demand model to achieve less prediction error.
The rational for the effectiveness of the decomposed data subseries for the prediction is due to the enhanced data decomposition (extraction) capability of the WT algorithm.
WT decomposes the forecast model target variable dataset into a group of subseries. It extracts new set of features from the original target variable. The resulting new features provide enhanced performance than the original target feature. Therefore, using the new features derived from the WT decomposition instead of the original target variable (electricity demand) will definitely enhance the performance of the electricity demand forecast. The main reason for the enhanced performance of the new data features obtained from the WT decomposition is due to the data filtering capability of the WT.
There are two types of wavelet transform. They are continuous wavelet transform (C-WT) and discrete wavelet transform (D-WT).
The C-WT WT(p, q) of a signal h(x) with reference to a mother wavelet Φ(x) is formulated below [35] .
Here, p is the wavelet scaling factor that controls the scattering of the wavelet and q is the wavelet transformation factor that determines the center of the wavelet. The D-WT WT(r, s) is as precise as the C-WT but further efficiently powerful [36] . D-WT is formulated as follows.
WT(r, s) = 2 −(r/2)
Here, T is the size of the signal h(t). The scaling factor p and transformation factor q are functions of the integer parameters r and s (i.e., p = 2 r , q = s2 r ), and t is the discrete time.
Mallat et al. [37] developed a very quick and efficient D-WT algorithm relying on the four fundamental filter types, namely low pass decomposition, high pass decomposition, low pass reconstruction, and high pass reconstruction filters. Multi-resolution using the Mallat decomposition and reconstruction techniques is a way to obtain "approximation" and "detail" components of a particular signal. Through sequential decomposition of the approximation, a multistep ranked decomposition is achieved. That means the initial given signal is decomposed to reduced resolution sub-signals.
In this paper, a Daubechies order 4 (Db4) wavelet function is employed as the mother wavelet φ(t). Db4 φ(t) gives an acceptable trade-off between evenness and wavelength, providing a relevant feature for short-term electricity demand forecasting.
Wavelet transformations have been applied by prior research groups for various applications. For example, wavelet transforms are employed for a hybrid electricity demand prediction [35, 36] , electricity market price prediction [38] and solar power forecasting [31] . Figure 7 shows the original electricity demand data illustrated in Figure 2 and the WT extracted features.
feature for short-term electricity demand forecasting.
Wavelet transformations have been applied by prior research groups for various applications. For example, wavelet transforms are employed for a hybrid electricity demand prediction [35, 36] , electricity market price prediction [38] and solar power forecasting [31] . Figure 7 shows the original electricity demand data illustrated in Figure 2 and the WT extracted features. 
Simulated Annealing (SA) Optimization
Simulated Annealing (SA) is a probabilistic method for obtaining the global best solution of a given optimization problem. Precisely, it is an Artificial Intelligence (AI) based metaheuristic technique to find a global optimal solution in a broad search domain for a function. SA is a better approach than gradient descent based methods when obtaining a global optimal solution is more significant than obtaining a specific local optimal solution in a given time.
The term and motivation originate from annealing in metallurgy, a method in which melting and regulated condensing of a metal to raise the dimension of its constitutes and decrease their imperfections. The target of this annealing process is to achieve the minimum energy state. Melting and condensation are features of a metal that rely on its thermal characteristics. Melting and condensing the metal influences both the temperature and thermal free energy. The SA algorithm can be employed to search a global minimum for an optimization problem containing several decision attributes [39, 40] . The concept of gradual condensation employed in the SA algorithm is considered as a gradual reduction in the probability of obtaining bad solutions while the solution domain is discovered. Obtaining bad solutions is an essential behavior of metaheuristics since it enables for an additional broad search for the global best solution.
To improve the forecasting performance of electricity demand prediction models, the SA algorithm is applied to search the optimal parameter set of the models. Specifically in this paper, the SA algorithm is employed to find the optimal parameters (neuron connection weights) of the FFANN electricity demand forecasting model. 
To improve the forecasting performance of electricity demand prediction models, the SA algorithm is applied to search the optimal parameter set of the models. Specifically in this paper, the SA algorithm is employed to find the optimal parameters (neuron connection weights) of the FFANN electricity demand forecasting model.
Reference [41] devised an algorithm to model the annealing process, simulating the change of a material from a higher temperature to thermal stability. The correlation between the gradual condensation of a material and minimizing an optimization problem was first recommended [42] .
The brief operating mechanism and implementation of the SA optimization algorithm used for training the FFANN electricity demand forecasting model is presented next.
In order to minimize the function f(X), a number of initial parameters of the SA algorithm should be set. These parameters are initial temperature T 0 , initial solution weight vector X and solution weight step length vector V. X and V are vectors of dimension n that equals with the number of the FFANN weights. x and v are members of X and V respectively. We express f (X) as the sum of squared error quantity that is generated by X. Using the starting values of X, the weights are employed for the FFANN to compute and record its f value as the present best optimal value. A candidate solution Y is then selected by updating every x i through Equation (13), where rad is an arbitrary number taken from a normal distribution in the range [−1,1].
The functional value f is then calculated using the new candidate solution Y. If f is smaller than f, then the Y is taken as the new solution and X is replaced by Y. If the present f is still the minimum solution, then f and the associated X are recorded as the optimal solution. If f is larger than or equal to f, then the Metropolis benchmark is applied to check the recognition of the solution. The value of the equation expressed in Equation (14) is calculated and crosschecked with p , an arbitrary number taken from a normal distribution in the range [0, 1]. If p is larger than p , the new candidate solution is recognized and X is replaced by Y, else, Y is refused.
The process iterates for a specified number of iterations N I for all members of X. The value of N I used in this paper is given in Table 1 . In the iterations, the step length V is updated in such a way that 50% of all the movements are taken. T is minimized after N T epochs of the abovementioned procedure. Investigation of Equation (14), demonstrations a reduction in T reduces the probability of taking uphill movements. The decrease in T is computed using Equation (15) . r T is a specified value in the range [0, 1].
The first updated candidate solution tested after a decrease in temperature (T) comes to be the present optimal solution. A reduction in temperature brings the number of refusals to rise and the step lengths to decrease. Convergence of the SA algorithm happens when the functional value for the final temperature (T) decrease varies from the associated value at the present temperature by smaller than the error threshold N ε and the last functional value at the present T varies from the present optimum function by smaller than N ε . The SA algorithm escapes from premature convergence by recognizing uphill movements. When the algorithm runs and the decrease in temperature happens, recognition of uphill movements and step lengths reduce, and hence global optimal solution is achieved.
The values of the parameters used for the SA algorithm are provided in Table 2 . Figure 8 shows the flowchart of the SA algorithm.
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Max. number of inner loops 100 Max. number of movements in inner loops 50 Max. number of failed inner loops 3 Cooling rate 0.95 Figure 8 shows the flowchart of the SA algorithm. 
Feedforward Artificial Neural Network (FFANN)
Artificial neural network (ANN) is a robust data processing (regression or classification) model, which is able to capture an existing complex relationship within a dataset. ANN is able to learn fast the behavior of the data and acquire knowledge. The development of the ANN model was motivated by the method the human biological nervous systems, specially the brain, process information. The important characteristics of the ANN model is its unique configuration for information manipulation. It is consists of plenty of information manipulating constituents known as neurons configured in various hierarchical layers. The layers are input, hidden and output layers. The neurons making up the input, hidden, output layers are respectively called input, hidden and output neurons. These neurons are connected through certain scaled connections.
The neuron connecting scales are known as weights. The neurons in ANN operate in combination to solve a given real-world problem (fitting, approximation, regression, pattern recognition, classification, etc.) [32] .
There are different types of ANNs based on the configuration (connection arrangement) of the neurons and the flow of information. ANNs can be categorized as feedforward artificial neural network (static network) and recurrent artificial neural network (dynamic network). The FFANNs have no feedback components and hold no delays. In FFANN, information flows right from inputs to output in the forward direction. The model output is computed right from the input employing the feedforward connection weights. While in the recurrent neural network models, the output relies not only on the present inputs to the model, but also on the present or prior inputs, outputs, or states of the model. Although they are effective for high dimension and very complex problems, the recurrent neural networks are complex for implementation and computationally exhaustive. On the other hand, FFANNs are easy to implement, fast and very effective for reduced-dimension data processing problems such as forecasting.
While developing a FFANN model for solving a specific problem, the quantity of the hidden layer neurons should be chosen properly with a great care. Nevertheless, there exist no clear technique for optimal sizing of the number of neurons at the hidden layer. In this study, we determine the number of hidden layer neurons through extensive and continuous experimentation, which is called empirical parameterization process. Various configurations of FFANN with various number of neurons at the hidden layer were examined. The best FFANN model configuration was selected using the root mean squared error (RMSE) measure between the model output value and actual target value.
The chosen FFANN model configuration for the proposed electricity demand forecasting task in this paper is shown schematically in Figure 9 .
various hierarchical layers. The layers are input, hidden and output layers. The neurons making up the input, hidden, output layers are respectively called input, hidden and output neurons. These neurons are connected through certain scaled connections.
The chosen FFANN model configuration for the proposed electricity demand forecasting task in this paper is shown schematically in Figure 9 . The mathematical modeling depiction of the ith neuron in the FFANN model is illustrated in Figure 10 The mathematical modeling depiction of the ith neuron in the FFANN model is illustrated in Figure 10 In Figure 10 , the x is the input to the ith neuron, yi is output, wij is a connecting weight; bi is a bias quantity (usually constant), and fi is known as the activation function. The activation function carries out a major task during the FFANN model training. It controls the behavior of the neurons' output. Based on Figure 10 , the FFANN neuron output can be formulated as follows: In Figure 10 , the x is the input to the ith neuron, y i is output, w ij is a connecting weight; b i is a bias quantity (usually constant), and f i is known as the activation function. The activation function carries out a major task during the FFANN model training. It controls the behavior of the neurons' output. Based on Figure 10 , the FFANN neuron output can be formulated as follows:
Normally, FFANN is developed using the Back Propagation (BP) learning algorithm. In the BP learning of the FFANN, the neuron connecting weights are adjusted employing the BP algorithm over the given input-output dataset. This greatly helps the FFANN model to learn the behavior of the data very fast. While running to find the values of the FFANN weight parameters during the training process, the BP performs a gradient descent inside the solution space in the direction of the global least value. Although BP training technique needs less computation time, it may be stuck by suboptimal (local) solution and are therefore not capable to reach global (system-level) optimal solution. Hence, the BP training of the FFANN model does not guarantee reliable electricity demand forecasting accuracy throughout the entire forecasting horizon and scenario.
To compensate the drawbacks of the BP and improved-performance FFANN training, this paper uses the SA algorithm, which is capable to obtain global optimal solutions with faster convergence rate and computation time.
Hence, the SA training of the FFANN model will result global optimal values for the FFANN connection weights, which corresponds to a higher electricity demand forecasting accuracy.
The SA optimization technique is computationally simple and fast convergent for a given configuration of the FFANN model.
In this work, the FFANN model weights are implemented as parameters of the SA. The mean squared error (MSE) between the model output and actual target is formulated as the cost (fitness) function of the SA algorithm. The goal of devised strategy is to obtain the smallest value of this fitness function. This procedure iterates until the prediction error achieves the intended level.
Forecasting Results and Statistical Analysis
As abovementioned, the input variables used for constructing the forecast model are ambient temperature, air humidity, hours in the days, days in the weeks, holiday/weekend indicators, previous 24 h mean electricity demand, 24 h lagged electricity demand, and 168 h lagged electricity demand. While the target variable is the electricity demand of the microgrid.
The magnitudes of WT extracted details of the electricity demand dataset and predictor dataset collected for one year (from 1 May 2014 to 30 April 2015) are employed to train the FFANN model using the SA parameter optimization method.
Different independent experimentation trials have been performed to determine the optimal configuration of the FFANN model and the training algorithm, SA. The best configuration was selected using the root mean squared error (RMSE) measure between the model output value and actual target value. Twelve independent experimentation trials were carried out and the one which achieved the lowest RMSE was selected to form the final prediction model parameters. Hence, the results depicted in this paper are based on the best SA and FFANN parameters obtained from the parameterization experiment which achieved the lowest RMSE.
The prediction performance of the devised forecast model is verified with a one year (from May 2015 to April 2016) testing window length. However, to illustrate the testing results here, the model testing result is given for randomly chosen four weekdays and four weekends/holidays representing the weekdays and weekends of the four seasons of the year: summer weekday (Wednesday-22 July 2015), summer weekend (Sunday-26 July 2015), fall weekday (Thursday-15 October 2015), fall weekend (Saturday-17 October 2015), winter weekday (Monday-4 January 2016), winter holiday (Friday-1 January 2016), spring weekday (Wednesday-13 April 2016), and spring weekend (Sunday-24 April 2016). Hence, particular days with better electricity demand profiles are not chosen deliberately. This demonstrates an irregular forecast accuracy distribution over the testing year that reveals the actual power consumption in the microgrid system.
The forecast results are presented for the testing days with one-hour resolution. The electricity demand forecasts by the proposed integrated WT-SA-FFANN AI method are depicted in Figures 11  and 12 , for winter, spring, summer and fall weekdays and weekends, respectively. The figures show the real electricity demand versus the forecasted demand by the devised method.
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The forecast results are presented for the testing days with one-hour resolution. The electricity demand forecasts by the proposed integrated WT-SA-FFANN AI method are depicted in Figures 11  and 12 , for winter, spring, summer and fall weekdays and weekends, respectively. The figures show the real electricity demand versus the forecasted demand by the devised method. The prediction performance of the devised forecast model is verified with a one year (from May 2015 to April 2016) testing window length. However, to illustrate the testing results here, the model testing result is given for randomly chosen four weekdays and four weekends/holidays representing the weekdays and weekends of the four seasons of the year: summer weekday (Wednesday-22 July 2015), summer weekend (Sunday-26 July 2015), fall weekday (Thursday-15 October 2015), fall weekend (Saturday-17 October 2015), winter weekday (Monday-4 January 2016), winter holiday (Friday-1 January 2016), spring weekday (Wednesday-13 April 2016), and spring weekend (Sunday-24 April 2016). Hence, particular days with better electricity demand profiles are not chosen deliberately. This demonstrates an irregular forecast accuracy distribution over the testing year that reveals the actual power consumption in the microgrid system.
The forecast results are presented for the testing days with one-hour resolution. The electricity demand forecasts by the proposed integrated WT-SA-FFANN AI method are depicted in Figures 11  and 12 , for winter, spring, summer and fall weekdays and weekends, respectively. The figures show the real electricity demand versus the forecasted demand by the devised method. As it can be observed in Figures 11 and 12 , the forecasts by the devised integrated WT-SA-FFANN AI-based approach follow the actual load power trends with smaller gaps (errors) between them. However, as we compare the performance of the devised approach between the weekdays and weekends, it is seen that the prediction accuracy is lower during the weekdays. This is because there might be some uncertain conditions in weekdays (working days) which could affect the electricity consumptions in the microgrid, such as for example the number of people coming or leaving the industrial company in weekdays. On the contrary, there are less uncertainties in weekends (non-working days) since several electrical loads are generally switched off and lesser fluctuation of the power-plugged loads, and there would be less number of electricity consumers (employees do not come to work and use electricity) in weekends. Thus, these facts result in less uncertainty (error) or higher accuracy of forecasts in weekends compared to weekdays.
Besides, as we compare the performance of the devised AI-based integrated approach among the seasons, it is observed that the forecast errors are higher during winter and summer seasons. This is because there are higher consumptions of electricity and much uncertainty in winter and summer seasons due to environmental (weather) impacts. There are more electricity consumptions for winter heating and summer cooling purposes, for reacting the weather discomforts in these seasons. Thus, the increased electricity demand combined with the higher weather fluctuation in the winter and summer seasons caused lower forecast accuracy compared to the spring and fall seasons in which both the electricity demands and weather conditions are relatively less fluctuating. Table 3 provides the values of the criteria employed to estimate the forecasting error of the proposed integrated WT-SA-FFANN AI-based approach for day-ahead electricity demand forecasting in microgrids. Table 4 presents an effectiveness comparison between the devised integrated WT-SA-FFANN AI-based electricity demand forecasting strategy and other four strategies (Persistence, BP-FFANN, GA-FFANN, and PSO-FFANN), based on the MAPE criteria. The devised integrated strategy provides reduced forecast error; the total mean MAPE obtained is 2.95%. The devised strategy's total mean MAPE increment compared to the other four strategies is 63.62%, 51.64%, 45.37% and 39.67%, respectively. The same training dataset is used for each of the presented approaches and each approach is implemented with its optimal parameters and setups. Table 5 presents the electricity demand prediction accuracy assessment regarding the NMAE criterion, taking into account the devised integrated WT-SA-FFANN strategy and the other four strategies (Persistence, BP-FFANN, GA-FFANN, and PSO-FFANN). Concerning the NMAE criterion as provided in Table 5 , the devised WT-SA-FFANN integrated approach gives a total (all day types) average error representing 0.87% of the peak aggregate electricity demand of the microgrid for its day-ahead predictions across the entire forecast horizon.
The electricity demand prediction hourly normalized absolute error (NAE) (normalized by the maximum electricity demand), for all the considered models, are depicted in Figures 13 and 14 , respectively, for weekdays and weekends. It is shown in the figures that the devised WT-SA-FFANN based electricity demand forecasting integrated approach provides the lowest NAEs compared to the other four evaluated approaches. Moreover, the normalized absolute errors during weekends/holidays (non-working days) are lower than that of weekdays (working days). Also, the normalized absolute errors for winter and summer days are relatively lower compared to spring and fall days.
Besides the MAPE and NMAE criteria, regularity of forecasts is another key factor for comparing the performances of electricity demand prediction models. Table 6 provides the performance comparison between the devised integrated WT-SA-FFANN based electricity demand prediction strategy and the other four strategies (Persistence, BP-FFANN, GA-FFANN, and PSO-FFANN), based on the daily forecast error variance.
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. NAE for weekdays (the first curve for the winter weekday, second curve for the spring weekday, third curve for the spring weekday and fourth curve for the fall weekday). Figure 14 . NAE for weekends/holidays (the first curve for the winter holiday, second curve for the spring weekend, third curve for the spring weekend and fourth curve for the fall weekend).
Figure 14
. NAE for weekends/holidays (the first curve for the winter holiday, second curve for the spring weekend, third curve for the spring weekend and fourth curve for the fall weekend). As Table 6 presented, the mean error variance achieved by the devised integrated approach is smaller, indicating lower uncertainty of the electricity demand predictions. The devised model's total mean error variance increment compared to the other four models is 63.41%, 57.14%, 46.43%, and 37.5%, respectively.
On top of the accuracy evaluation criteria presented above, the forecast skill FS can also be an important performance index for evaluating various electricity demand prediction approaches. It indicates the quality of a prediction approach by referring the approach's performance to persistence prediction. Table 7 provides an effectiveness contrast between the devised integrated WT-SA-FFANN electricity demand forecasting strategy and the other four strategies (Persistence, BP-FFANN, GA-FFANN, and PSO-FFANN), based on the FS criterion. As shown in Table 7 , the devised integrated WT-SA-FFANN based electricity demand prediction approach gives the best forecast skill for all the testing days of all the seasons, magnifying its higher capability for electricity demand forecasting in microgrids.
Conclusions
In this study, a new and effective integrated technique is developed for day-ahead electricity demand forecasting in microgrids, considering electricity demand measurement records, weather forecasts, hours in the days, days in the weeks, and holiday/weekend indicators. The proposed method is based on the hybridization of the WT, SA and FFANN. In the devised approach, the fundamental prediction engine employed is the FFANN. The WT was used to decompose the initial target (electricity demand) dataset to a cluster of well-behaved subseries called details. The SA is utilized to optimize the FFANN weight parameters to obtain improved prediction accuracy. A one year (from May 2014 to April 2015) training window length with historical weather data (air temperature and humidity), microgrid electricity demand data and other supplementary data (hours in the days, days in the weeks and holiday/weekend indicators) are utilized to develop the forecast model of the devised strategy. The prediction accuracy of the devised strategy is tested with a one year (from May 2015 to April 2016) testing window length. The mean MAPE, NMAE and FS, for the tested days, are 2.95%, 0.87% and 62.73%, respectively. The mean forecast execution time is lower than 15 s using MATLAB/Simulink (R2018b version). Thus, the numerical results and comparisons with other methods confirm the effectiveness of the proposed hybrid AI-based method for a day-ahead (short-term) electric load prediction in microgrids. The obtained microgrid electricity demand forecast results can be used as input information for the energy management system, demand response control, scheduling center, dispatching center, and other operational control units of the microgrid. 
