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Introduction
Le travail pre´sente´ dans cette the`se concerne l’analyticite´ et l’alge´bricite´
d’applications de Cauchy-Riemann (CR) de classe C∞ entre varie´te´s CR ana-
lytiques ou alge´briques re´elles. Ce sujet a trait aux proprie´te´s de prolonge-
ment d’applications et a re´cemment connu un regain d’activite´. Notre contri-
bution porte principalement sur l’e´tude du cas non e´quidimensionnel et sur
le passage a` la codimension supe´rieure a` un.
Dans la premie`re partie de la the`se (Chapitre 1), nous conside´rons la
question de l’alge´bricite´ d’une application holomorphe locale f envoyant une
sous-varie´te´ alge´brique re´elle ge´ne´rique minimale M ⊂ Cn, n > 1, dans
un sous-ensemble alge´brique re´el M ′ ⊂ Cn′ . Ce proble`me a pour origine les
travaux de H. Poincare´ [64] (1907) sur l’extension rationnelle automatique de
tout biholomorphisme local entre deux ouverts connexes de la sphe`re unite´ de
C2. Plus re´cemment, S. M. Webster [74] (1977) a ge´ne´ralise´ ce phe´nome`ne
a` la cate´gorie alge´brique et a e´tabli que tout biholomorphisme local entre
deux hypersurfaces alge´briques re´elles Levi-non de´ge´ne´re´es de Cn, n > 1,
se prolonge en une application alge´brique sur tout Cn. Dans le Chapitre 1,
l’introduction des notions de “premie`re et seconde varie´te´s caracte´ristiques”
associe´es aux ensembles M et M ′ ainsi qu’a` l’application f nous permet de
donner deux nouvelles conditions qui assurent que f est alge´brique.
Dans la deuxie`me partie de la the`se (Chapitre 2), nous e´tudions le
proble`me de l’analyticite´ d’une application CR C∞ f : M → M ′ entre une
sous-varie´te´ analytique re´elle ge´ne´rique minimaleM ⊂ Cn, n > 1, et un sous-
ensemble analytique re´elM ′ ⊂ Cn′ . La premie`re avance´e dans cette direction
fut le principe de re´flexion de H. Lewy et S. Pinchuk [50, 62] (1975–77),
qui e´nonce que toute application holomorphe locale C1 jusqu’au bord, entre
deux domaines strictement pseudo-convexes a` bords analytiques re´els de Cn,
n > 1, se prolonge holomorphiquement a` un voisinage du bord. Ce re´sultat
est l’analogue en plusieurs dimensions du classique principe de syme´trie de
Schwarz [66] (1869). Dans le Chapitre 2, nous e´tablissons une ge´ne´ralisation
de ce principe de re´flexion et nous prouvons que si la “varie´te´ caracte´ristique”
associe´e aux ensemblesM etM ′ et a` l’application f est de dimension ze´ro, f
est analytique re´elle (et se prolonge alors holomorphiquement a` un voisinage
de M dans Cn).
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Dans la troisie`me partie de la the`se (Chapitre 3), nous traitons la situa-
tion plus ge´ne´rale ou` la varie´te´ caracte´ristique est de dimension arbitraire.
Nous de´montrons que si M ′ ne contient pas de courbe complexe, f est ana-
lytique sur un ouvert dense de M . Plus ge´ne´ralement, nous e´tablissons une
estimation supe´rieure de l’analyticite´ partielle de f , en fonction de la dimen-
sion maximale des feuilletages holomorphes locaux contenus dans M ′ (dans
l’esprit des re´sultats re´cents de B. Coupet, S. Pinchuk et A. Sukhov [24, 25]).
La suite de l’Introduction est consacre´e a` une pre´sentation de´taille´e de
chacun des trois chapitres que comprend cette the`se. Pour chaque chapitre,
nous posons le proble`me e´tudie´ et en soulignons les motivations, nous don-
nons un bref historique, nous e´nonc¸ons le ou les re´sultats principaux obtenus,
et enfin nous expliquons l’ide´e ge´ne´rale de la de´monstration en insistant sur
l’originalite´ de notre travail.
Chapitre 1. Alge´bricite´ d’applications holomorphes
Rappelons qu’un sous-ensemble alge´brique complexe (resp. re´el) de Cn '
R2n est par de´finition le lieu d’annulation d’une famille de polynoˆmes com-
plexes (resp. re´els) ; une sous-varie´te´ alge´brique complexe (resp. re´elle) est un
ouvert connexe et sans singularite´ d’un sous-ensemble alge´brique complexe
(resp. re´el). Par ailleurs, une application holomorphe d’un domaine Ω ⊂ Cn
dans Cn′ est dite alge´brique si son graphe est contenu dans un sous-ensemble
alge´brique complexe de Cn+n′ de dimension n.
Soient M ⊂ Cn, n > 1, une sous-varie´te´ alge´brique re´elle ge´ne´rique,
M ′ ⊂ Cn′ un sous-ensemble alge´brique re´el, Ω ⊂ Cn un domaine contenant
le point p ∈ M , et f : Ω → Cn′ une application holomorphe telle que
f(M ∩ Ω) ⊂ M ′. Il est naturel de se demander sous quelles conditions f
est alge´brique. Soulignons que dans ce cas, f s’e´tend en une application
alge´brique complexe sur tout Cn.
Dans le Chapitre 1, l’introduction de “varie´te´s caracte´ristiques” associe´es
aux ensembles M et M ′ et a` l’application f nous permet de donner deux
nouvelles conditions qui assurent que f est alge´brique. Le premier re´sultat
principal du Chapitre 1 est le suivant (voir le The´ore`me 1.3, page 16) :
The´ore`me 1. Si M est minimale en p et si la premie`re varie´te´ ca-
racte´ristique de f en p est de dimension ze´ro, f est alge´brique.
Cette premie`re condition suffisante ge´ne´ralise de nombreuses situations
conside´re´es par divers auteurs :
1. M,M ′ ⊂ Cn sont des hypersurfaces alge´briques re´elles Levi-non
de´ge´ne´re´es et f est un biholomorphisme, Webster [74] ;
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2. M ⊂ Cn et M ′ ⊂ Cn′ sont des sous-varie´te´s alge´briques re´elles
ge´ne´riques de dimensions arbitraires, le coˆne de Levi de M est
d’inte´rieur non vide, et l’orthogonal de la varie´te´ de Segre de M en
p, au sens de la forme de Levi de M ′ “tire´e en arrie`re” par f , est nul,
Sharipov-Sukhov [68] ;
3. M,M ′ ⊂ Cn sont des sous-varie´te´s alge´briques re´elles ge´ne´riques
de meˆme dimension, M est minimale et holomorphiquement non
de´ge´ne´re´e, et f est un biholomorphisme, Baouendi-Ebenfelt-Rothschild
[4].
Le second re´sultat principal du Chapitre 1 est le suivant (voir le
The´ore`me 1.6, page 18) :
The´ore`me 2. Si M est minimale en p et si la seconde varie´te´ ca-
racte´ristique de f en p est de dimension ze´ro, f est alge´brique.
Comme la seconde varie´te´ caracte´ristique est un sous-ensemble alge´brique
complexe contenu dans M ′, le The´ore`me 2 implique le corollaire suivant : Si
M est minimale en p et si M ′ ne contient pas de courbe alge´brique com-
plexe, f est alge´brique. Ce corollaire ge´ne´ralise des situations pre´ce´demment
conside´re´es par d’autres auteurs :
1. M ⊂ Cn et M ′ ⊂ Cn′ , n′ ≥ n > 1, sont des hypersurfaces alge´briques
re´elles strictement pseudo-convexes, Huang [46] ;
2. M ⊂ Cn est une sous-varie´te´ alge´brique re´elle ge´ne´rique Segre-
transversale et M ′ ⊂ Cn′ est un sous-ensemble alge´brique re´el qui ne
contient pas de sous-ensemble alge´brique complexe non trivial, Coupet-
Meylan-Sukhov [22] ;
3. M ⊂ Cn et M ′ ⊂ Cn′ sont des sous-varie´te´s CR alge´briques re´elles, M
est ge´ne´rique et minimale et M ′ ne contient pas de disque analytique,
Zaitsev [76].
Donnons un bref historique des principaux travaux traitant de la question
de l’alge´bricite´ des applications holomorphes entre varie´te´s CR alge´briques
re´elles. Au de´but du sie`cle, Poincare´ [64] de´montra que tout biholomorphisme
local entre deux ouverts connexes de la sphe`re unite´ de C2 se prolonge en un
biholomorphisme global de la boule unite´, et en particulier, en une application
rationnelle sur tout C2. Ce re´sultat fut e´tendu aux sphe`res de plus grandes
dimensions par Tanaka [71], Pelles [58] et Alexander [2]. Un pas important
dans la compre´hension de ce phe´nome`ne fut accompli par Webster [74]. Il
prouva une extension naturelle du phe´nome`ne de Poincare´ dans la cate´gorie
alge´brique : tout biholomorphisme local entre deux hypersurfaces alge´briques
re´elles Levi-non de´ge´ne´re´es de Cn, n > 1, se prolonge en une application
alge´brique sur tout Cn.
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Re´cemment, de nombreux re´sultats ge´ne´ralisant cette ide´e ont e´te´ obtenus
par diffe´rents auteurs. Dans le cas e´quidimensionnel, Baouendi-Rothschild
[9] ont montre´ que tout biholomorphisme local entre deux hypersur-
faces alge´briques re´elles holomorphiquement non de´ge´ne´re´es est alge´brique ;
Baouendi-Ebenfelt-Rothschild [4] ont ge´ne´ralise´ ce re´sultat en codimen-
sion supe´rieure pour des sous-varie´te´s minimales et holomorphiquement non
de´ge´ne´re´es. Citons e´galement le re´sultat de Mir [56] qui e´nonce que dans
la situation d’un biholomorphisme f entre deux hypersurfaces alge´briques
re´elles non Levi-plates M et M ′, la fonction de re´flexion associe´e a` M , M ′ et
f est toujours alge´brique, ainsi que la composante normale de f .
Dans la situation ou` M et M ′ sont de dimensions diffe´rentes, Huang
[46] a prouve´ l’alge´bricite´ d’applications holomorphes entre hypersurfaces
alge´briques re´elles strictement pseudo-convexes. Graˆce a` une ge´ne´ralisation
du principe d’alge´bricite´ se´pare´e de Bochner-Martin [17], Sharipov-Sukhov
[68] ont e´tabli l’alge´bricite´ d’une application holomorphe entre deux sous-
varie´te´s alge´briques re´elles ge´ne´riques de codimensions supe´rieures ; ils ont
donne´ une condition suffisante en termes de formes de Levi.
Les derniers progre`s re´alise´s dans le domaine sont tout d’abord dus a`
Coupet-Meylan-Sukhov [22]. Par une approche purement alge´brique, ils ont
donne´ une estimation supe´rieure de l’alge´bricite´ partielle d’une application
holomorphe f envoyant une sous-varie´te´ alge´brique re´elle ge´ne´rique Segre-
transversale M dans un sous-ensemble alge´brique re´el M ′. En particulier,
si M ′ ne contient pas de sous-ensemble alge´brique complexe non trivial, le
degre´ de transcendance de f est nul, et par conse´quent f est alge´brique. Dans
un re´sultat re´cent, Merker [52] a affaibli l’hypothe`se sur M en supposant
simplement que M est minimale. Le re´sultat de Zaitsev [76], ge´ne´ralisant la
me´thode classique de re´flexion de jets, e´nonce que f est alge´brique si M est
minimale et si M ′ ne contient pas de disque analytique.
Dans le Chapitre 1, nous introduisons la notion de “premie`re varie´te´
caracte´ristique” associe´e aux ensembles M et M ′ et a` l’application f , qui
ge´ne´ralise en codimension supe´rieure et dans le cadre alge´brique la notion
introduite dans [24]. Cette premie`re varie´te´ caracte´ristique, note´e V1p , est le
sous-ensemble alge´brique complexe de Cn′ de´fini par l’annulation de la fa-
mille de polynoˆmes complexes obtenus en appliquant les ope´rateurs CR de
M aux e´quations de M ′ complexifie´es et “tire´es en arrie`re” par f . Notons
que cette famille de polynoˆmes complexes est obtenue de fac¸on e´quivalente en
appliquant aux e´quations mentionne´es ci-dessus les ope´rateurs holomorphes
tangents a` la varie´te´ de Segre Qp de M en p (voir la De´finition 1.1). En
d’autres termes, les e´quations de V1p proviennent des e´quations de M ′ com-
plexifie´es, “tire´es en arrie`re” par f , et de´rive´es le long de Qp. Pour obtenir des
e´quations supple´mentaires et construire ainsi une varie´te´ caracte´ristique plus
fine que V1p , l’ide´e originale de notre me´thode consiste a` de´river les e´quations
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complexifie´es deM ′ le long de V1p , qui est orthogonale a`Qp au sens de la forme
de Levi de M ′ “tire´e en arrie`re” par f (voir la Section 1.2 et le Lemme 3.5).
En pratique, nous aurons donc de´rive´ les e´quations de M ′ selon toutes les
directions tangentes complexes possibles. Nous construisons tout d’abord la
sous-varie´te´ alge´brique complexe V˜1p de plus grande dimension contenue dans
V1p , passant par le point f(p) et de´pendant de fac¸on alge´brique du jet de f en
p, pour un point p ∈M ge´ne´rique. La “seconde varie´te´ caracte´ristique”, note´e
V2p , est alors le sous-ensemble alge´brique complexe de Cn′ de´fini par l’annula-
tion de la famille des polynoˆmes complexes de´finissant V˜1p et des polynoˆmes
complexes obtenus en appliquant les ope´rateurs holomorphes tangents a` V˜1p
aux e´quations complexifie´es de M ′ (voir la De´finition 1.2). Cette seconde
varie´te´ caracte´ristique ve´rifie en outre la proprie´te´ tre`s inte´ressante d’eˆtre
contenue dans M ′.
Expliquons maintenant l’ide´e ge´ne´rale de la de´monstration des
The´ore`mes 1 et 2. Pour le The´ore`me 1, l’hypothe`se selon laquelle la premie`re
varie´te´ caracte´ristique est de dimension ze´ro implique, d’une fac¸on classique
qui utilise la relation fondamentale f(M∩Ω) ⊂M ′, que chaque fonction com-
posante fj(z) satisfait une e´quation polynoˆmiale a` coefficients holomorphes
et alge´briques par rapport a` z, a` w et a` un jet d’ordre fini de f(w), ou` w
est un point de Cn “astreint a` se de´placer” sur la varie´te´ de Segre Qz de M
en z. Cette ide´e remonte au principe de re´flexion de Lewy-Pinchuk-Webster
[50, 62, 74] (voir aussi le Chapitre 2 pour une me´thode analogue dans le
cadre analytique). Dans notre situation (contrairement au Chapitre 2 ou` l’on
souhaite obtenir l’analyticite´ de f au point p), nous pouvons nous permettre
de “de´localiser” le proble`me en un point q ∈M arbitrairement proche de p ;
l’extension automatique a` tout Cn de la proprie´te´ d’alge´bricite´ de l’applica-
tion holomorphe f permet quand meˆme de conclure. Appliquant le the´ore`me
des fonctions implicites (alge´brique) au syste`me d’e´quations polynoˆmiales
ve´rifie´ par les fj (en un point q ∈M convenablement choisi), nous obtenons
alors que l’application holomorphe f(z) est alge´brique par rapport a` z, a`
w et a` un jet d’ordre fini de f(w), pour w ∈ Qz (voir la Proposition 3.1).
Remarquons qu’a` ce stade de la de´monstration, il est clair en fixant le point
w que f est alge´brique sur les varie´te´s de Segre de M . Pour conclure que
f est alge´brique sur tout Cn, on peut alors utiliser le the´ore`me d’alge´bricite´
se´pare´e courbe de [68] si M est Segre-transversale, ou de [52] si M est sim-
plement suppose´e minimale (ces deux re´sultats sont des ge´ne´ralisations du
principe d’alge´bricite´ se´pare´e de Bochner-Martin [17]). Dans le Chapitre 1,
nous concluons que f est alge´brique sur tout Cn en utilisant la minimalite´ de
M et en suivant la me´thode de [4], que nous re´e´crivons sous un formalisme
simplificateur.
6 Introduction
Pour le The´ore`me 2, l’ide´e de la de´monstration est similaire, bien
qu’un peu plus complique´e. En particulier, nous prouvons que f de´pend
alge´briquement de ses jets en deux points. Plus pre´cise´ment, l’hypothe`se se-
lon laquelle la seconde varie´te´ caracte´ristique est de dimension ze´ro implique
que f(z) est alge´brique par rapport a` z, a` w, a` t, et aux jets d’ordre fini de
f(w) et f(t), pour w ∈ Qz et t ∈ Qw (voir la Proposition 4.1). La minima-
lite´ de M permet alors de conclure que f est alge´brique, graˆce a` une le´ge`re
adaptation de la me´thode pre´ce´dente (voir aussi [76]).
Chapitre 2. Analyticite´ d’applications CR C∞
Soient M ⊂ Cn, n > 1, une sous-varie´te´ analytique re´elle ge´ne´rique,
M ′ ⊂ Cn′ un sous-ensemble analytique re´el et f : M → M ′ une application
CR C∞ de´finie pre`s du point p ∈M . Il est naturel de se demander sous quelles
conditions f est analytique re´elle (et se prolonge alors holomorphiquement a`
un voisinage de p dans Cn).
Dans le cas e´quidimensionnel, de nombreux auteurs ont conside´re´ la situa-
tion ou` f est un diffe´omorphisme [62, 50, 75, 39, 44, 30, 6]. La situation
plus ge´ne´rale ou` f est simplement de multiplicite´ finie a e´te´ e´tudie´e dans
[3, 35, 7]. Quand M et M ′ sont de dimensions diffe´rentes, des re´sultats plus
re´cents donnent aussi des conditions suffisantes [41, 24]. En outre, de nom-
breux auteurs se sont inte´resse´s a` la situation plus restreinte ou` les varie´te´s
M et M ′ sont alge´briques re´elles [5], ou bien lorsque uniquement M ′ est
alge´brique re´elle [54, 57, 25]. Citons e´galement des travaux proches traitant
de la continuite´ ho¨lde´rienne au bord des applications (ou correspondances)
holomorphes propres entre domaines de Cn [45, 61, 33, 14, 12, 13, 15],
ou traitant de la re´gularite´ des applications CR continues entre hypersur-
faces de Cn [63, 23, 26, 21]. Par ailleurs, mentionnons le re´sultat final
re´cent sur le prolongement analytique d’une application holomorphe propre
entre domaines borne´s a` bords analytiques re´els de C2 [37] (voir aussi
[31, 32, 34, 36]), ainsi que le re´sultat partiel dans Cn [38].
Dans le Chapitre 2, nous donnons une condition suffisante, qui s’inspire
du re´sultat re´cent de Coupet-Pinchuk-Sukhov (voir [24], The´ore`me 1), pour
l’analyticite´ d’une application CR C∞ f : M → M ′ entre une sous-varie´te´
analytique re´elle ge´ne´riqueM ⊂ Cn et un sous-ensemble analytique re´elM ′ ⊂
Cn′ . Le re´sultat principal du Chapitre 2 est le suivant (voir le The´ore`me 1.2,
page 41) :
The´ore`me 3. SiM est minimale en p ∈M et si la varie´te´ caracte´ristique
de f en p est de dimension ze´ro, f est analytique re´elle sur un voisinage de
p dans M .
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Ce re´sultat ge´ne´ralise de nombreuses situations pre´ce´demment
conside´re´es par d’autres auteurs :
1. M,M ′ ⊂ Cn sont des hypersurfaces analytiques re´elles strictement
pseudo-convexes et f est un diffe´omorphisme CR, Lewy [50] et Pinchuk
[62] ;
2. M,M ′ ⊂ Cn sont des sous-varie´te´s analytiques re´elles ge´ne´riques, M
est minimale, M ′ est essentiellement finie et f est un diffe´omorphisme
CR, Baouendi-Jacobowitz-Tre`ves [6] ;
3. M,M ′ ⊂ Cn sont des hypersurfaces analytiques re´elles, M ′ est essen-
tiellement finie et f est de multiplicite´ finie, Diederich-Fornæss [35] et
Baouendi-Rothschild [7].
Soulignons que le The´ore`me 3 s’applique a` des situations qui ne sont
pas mentionne´es ci-dessus, en particulier lorsque M et M ′ sont de dimen-
sions diffe´rentes. Le The´ore`me 3 semble eˆtre e´galement nouveau dans le cas
e´quidimensionnel, lorsqueM,M ′ ⊂ Cn sont des sous-varie´te´s de codimension
supe´rieure. Dans ce cas, notre condition suffisante ge´ne´ralise la condition de
multiplicite´ finie de [35, 7].
Notre travail (The´ore`me 3) s’inspire du re´sultat re´cent de Coupet-
Pinchuk-Sukhov (voir [24], The´ore`me 1). La nouveaute´ re´side essentiellement
dans le passage en codimension supe´rieure. La difficulte´ principale qui en
de´coule est que l’extension holomorphe des fonctions CR sur la sous-varie´te´
CR minimaleM a lieu dans un domaine de type “wedge”, a` bord non re´gulier
et dont l’“areˆte” est M (the´ore`me de Tumanov, voir [73]), alors que dans
la situation ou` M est une hypersurface, le domaine d’extension est re´gulier
de bord M (the´ore`me de Tre´preau, voir [72]). De par leur ge´ome´trie, les
wedges sont clairement plus de´licats a` manipuler que les domaines a` bords
re´guliers et ne´cessitent des techniques plus e´labore´es, comme l’utilisation du
the´ore`me de l’“edge of the wedge” (voir [59, 10, 1]). En outre, les domaines
d’extension donne´s par [72, 73] de´pendent de l’ouvert connexe de M sur
lequel la fonction CR est de´finie ; pour une hypersurface, il n’y a que deux
directions d’extension (coˆte´s) possibles, mais pour une sous-varie´te´ de codi-
mension d ≥ 2, l’ensemble des directions d’extension possibles est isomorphe
a` la sphe`re unite´ de Rd, ce qui complique nettement la situation (voir aussi
les remarques 3.9 et 3.10).
Dans le Chapitre 2, nous introduisons la notion de “varie´te´ ca-
racte´ristique” associe´e aux ensembles M et M ′ et a` l’application f , qui
ge´ne´ralise en codimension supe´rieure la notion introduite dans [24]. Cette
varie´te´ caracte´ristique est le sous-ensemble analytique complexe de Cn′ de´fini
par l’annulation de la famille de fonctions holomorphes obtenues en appli-
quant les ope´rateurs CR de M aux e´quations de M ′ complexifie´es et “tire´es
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en arrie`re” par f (voir la De´finition 1.1). Cette de´finition est identique a` la no-
tion de “premie`re varie´te´ caracte´ristique” introduite dans le cadre alge´brique
au Chapitre 1.
Expliquons maintenant l’ide´e de la de´monstration du The´ore`me 3. Tout
d’abord, l’hypothe`se selon laquelle la varie´te´ caracte´ristique est de dimen-
sion ze´ro implique, d’une fac¸on classique qui utilise la relation fondamen-
tale f(M) ⊂ M ′ (et qui remonte au principe de re´flexion de Lewy-Pinchuk
[50, 62]), que chaque fonction composante fj satisfait une e´quation po-
lynoˆmiale avec des coefficients qui sont des quotients de fonctions C∞ sur
M , analytiques par rapport a` z, a` z et a` un jet d’ordre fini de f(z) (voir
le Lemme 4.3). Raisonnant par l’absurde, nous de´montrons que ces coeffi-
cients sont CR sur M en dehors de leur lieu singulier (voir le Lemme 4.4).
Soulignons qu’une des principales difficulte´s du proble`me conside´re´ dans le
Chapitre 2 provient du fait que nous traitons de la question de l’analyticite´
de f au point p. Cela se traduit par le fait que les coefficients mentionne´s
ci-dessus peuvent re´ellement eˆtre des quotients de fonctions C∞ sur M ; en
d’autres termes, des singularite´s en p peuvent apparaˆıtre, et il est clair que
des outils techniques adapte´s sont ne´cessaires (voir la Remarque 4.5 pour
de plus amples pre´cisions). C’est ce que nous exposons dans le paragraphe
suivant.
L’outil technique permettant d’appre´hender le proble`me des singularite´s
au point p s’e´nonce comme suit : si M est minimale en p, les coefficients
de´finis pre´ce´demment s’e´tendent me´romorphiquement a` un voisinage de p
dans Cn (voir la Proposition 3.4). Ceci est la proposition technique principale
du Chapitre 2 ; nous croyons que ce re´sultat est inte´ressant par lui-meˆme et
qu’il pourrait eˆtre utile dans d’autres situations proches. La de´monstration de
cette proposition est divise´e en deux e´tapes. Dans la premie`re e´tape, utilisant
une syme´trie par rapport a`M ainsi que le the´ore`me de me´romorphie se´pare´e
de Rothstein [65], nous e´tablissons l’extension me´romorphe au “wedge” Wsp ,
qui est le syme´trique du wedge Wp donne´ par le the´ore`me d’extension de
Tumanov [73] en p. La seconde e´tape est cruciale. Par un the´ore`me d’Ivash-
kovich [47], l’enveloppe de me´romorphie et l’enveloppe d’holomorphie deWsp
co¨ıncident ; il suffit donc de prouver qu’une fonction h holomorphe dans Wsp
s’e´tend a` un voisinage de p dans Cn. L’ide´e est alors d’e´tendre h holomorphi-
quement a`Wp par le the´ore`me de Tumanov, puis de conclure par le the´ore`me
de l’“edge of the wedge”. Mais, le proble`me crucial (voir la Remarque 3.9)
est que la direction d’extension a` un wedge d’une fonction CR de´finie sur un
voisinage Up de p dans M de´pend de Up. Dans notre situation, nous avons
re´ellement besoin de controˆler cette direction d’extension, mais l’ouvert Up
que nous conside´rons, de´fini comme l’areˆte du wedge Wsp , est arbitrairement
petit. L’originalite´ de notre me´thode, pour venir a` bout de cette difficulte´,
est de raisonner en chaque point q ∈M . En collant ensemble les wedges Wsq
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associe´s, nous obtenons un “wedge attache´” a` M (voir la Section 3.4, ou
[55]) dont l’areˆte est tout M . Ainsi, nous travaillons avec ce wedge attache´
et raisonnons comme si la direction d’extension e´tait constante.
Finalement, le dernier ingre´dient que nous utilisons est un the´ore`me de
Malgrange [51], qui assure que le graphe de chaque fj est analytique re´el,
puisque par la construction ci-dessus il est contenu dans un sous-ensemble
analytique re´el de M ×C de la meˆme dimension que M (voir le Lemme 4.6).
Chapitre 3. Feuilletages holomorphes locaux et analyti-
cite´ partielle
Soient M ⊂ Cn, n > 1, une sous-varie´te´ analytique re´elle ge´ne´rique,
M ′ ⊂ Cn′ un sous-ensemble analytique re´el, p ∈M , p′ ∈M ′, et f :M →M ′
une application CR C∞ telle que f(p) = p′. Nous nous inte´ressons au meˆme
proble`me que celui conside´re´ au Chapitre 2, c’est-a`-dire, e´tablir des conditions
assurant l’analyticite´ de f . Toutefois, nous conside´rons une situation plus
ge´ne´rale, ou` la “varie´te´ caracte´ristique” de f en p (voir le Chapitre 2) n’est
pas ne´cessairement de dimension ze´ro. En contrepartie, nous ne pouvons
e´tablir l’analyticite´ de f que sur un ouvert dense de M .
L’e´nonce´ du re´sultat principal du Chapitre 3 ne´cessite d’introduire les
notions suivantes. Soit Tp(f) le germe en (p, p′) du plus petit sous-ensemble
analytique complexe de Cn+n′ contenant le graphe de f au voisinage de (p, p′).
Le degre´ d’analyticite´ partielle de f en p est par de´finition l’entier naturel
degp f := dim Tp(f)− n (voir [24]). Par ailleurs, le sous-ensemble analytique
re´el M ′ est dit (r, s)-plat en p′ (voir [22, 52, 24, 25]) s’il contient une sous-
varie´te´ analytique re´elle de dimension r, passant par p′, et biholomorphe au
produit carte´sien N ×D, ou` N est une sous-varie´te´ analytique re´elle de Cν ,
ν ∈ N, et D est un domaine borne´ de Cs.
Dans le Chapitre 3, nous e´tablissons une estimation supe´rieure du degre´
d’analyticite´ partielle de f , en fonction des feuilletages holomorphes locaux
contenus dans M ′, dans l’esprit de [22, 52, 24, 25]. Le re´sultat principal du
Chapitre 3 est le suivant (voir le The´ore`me 1.1, page 68) :
The´ore`me 4. SiM est minimale et si le degre´ d’analyticite´ partielle de f
est constant e´gal a` s,M ′ est (r′, s)-plat en f(q), pour tout point q appartenant
a` un ouvert dense de M et pour un certain entier r′ ≥ r, ou` r de´signe le
rang maximal de f .
De plus, dans ce cas, la sous-varie´te´ analytique re´elle contenue dans M ′,
de dimension r′, passant par le point f(q) et biholomorphe a` N ×D contient
l’image f(M) de l’application f , dans un voisinage de f(q).
Comme corollaire du The´ore`me 4, nous obtenons une estimation
supe´rieure du degre´ d’analyticite´ partielle de f : Si M est minimale et si
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M ′ ne contient pas de varie´te´ complexe de dimension s, degq f < s, pour
tout point q appartenant a` un ouvert dense de M . En particulier, comme f
est analytique sur un ouvert dense de M si son degre´ d’analyticite´ partielle
est nul, on obtient le corollaire suivant : Si M est minimale et si M ′ ne
contient pas de courbe complexe, f est analytique re´elle sur un ouvert dense
de M .
Ce dernier corollaire ge´ne´ralise la situation suivante, conside´re´e par Forst-
nericˇ [41] : M ⊂ Cn et M ′ ⊂ Cn′ , n′ > n > 1, sont des hypersurfaces analy-
tiques re´elles pseudo-convexes, M ne contient pas de courbe complexe et M ′
est strictement pseudo-convexe. Il est important de noter que notre re´sultat
s’applique a` des situations bien plus ge´ne´rales, en particulier dans le cas ou`
M et M ′ sont des varie´te´s de codimensions supe´rieures.
La nouveaute´ de notre travail (The´ore`me 4) par rapport a` [24],
The´ore`me 2, re´side principalement dans le passage en codimension
supe´rieure. Comme au Chapitre 2, des difficulte´s techniques importantes
de´coulent de cette ge´ne´ralisation ; nous exploitons ici les ide´es et les re´sultats
du Chapitre 2, qui reposent sur la manipulation de domaines de type “wed-
ge” et sur l’utilisation d’outils adapte´s. Signalons enfin que les re´sultats de
ce chapitre font suite a` ceux du Chapitre 2. En effet, la technique de base
est similaire ; elle repose sur l’e´criture analytique de la relation fondamentale
f(M) ⊂M ′, a` laquelle on applique les ope´rateurs CR de M .
Expliquons maintenant l’ide´e principale de la de´monstration du
The´ore`me 4. Supposons donc que M est minimale en p, que le degre´ d’ana-
lyticite´ partielle de f est constant e´gal a` s et que r de´signe le rang maximal
de f . L’originalite´ de la me´thode consiste a` travailler sur le graphe Γf de f ,
ainsi que sur le plus petit sous-ensemble analytique complexe Tp(f) ⊂ Cn+n′
qui le contient, dans un voisinage de (p, p′). La technique expose´e ci-dessous
suit les grandes lignes de [24], ou` les auteurs conside`rent le cas hypersurface.
Notant pi : Cn × Cn′ → Cn et pi′ : Cn × Cn′ → Cn′ les projections cano-
niques, nous de´finissons la restriction Tp(f)|M comme l’ensemble analytique
re´el Tp(f) ∩ pi−1(M).
Nous de´montrons tout d’abord (voir la Proposition 5.1) que ce sous-
ensemble analytique re´el de Cn+n′ “contient toute l’information” sur l’ana-
lyticite´ partielle de f ; en effet, il est localement feuillete´ par des varie´te´s
complexes de dimension s. Par ailleurs, chacune de ces varie´te´s complexes se
projette de fac¸on biholomorphe sur Cn′ par pi′, et tout le feuilletage Tp(f)|M
se transfe`re ainsi a` Cn′ . Notons enfin que comme Γf ⊂ Tp(f)|M , le rang
ge´ne´rique r′ de pi′|Tp(f)|M est ≥ r. Par le the´ore`me du rang, l’ensemble
N ′ := pi′(Tp(f)|M) est donc “ge´ne´riquement” une sous-varie´te´ analytique
re´elle de Cn′ de dimension r′ ≥ r.
Le second re´sultat essentiel que nous e´tablissons (voir la Proposition 4.4),
e´nonce que la sous-varie´te´ N ′ obtenue pre´ce´demment est en fait incluse dans
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M ′. C’est le point crucial de la de´monstration ; il consiste a` remplacer dans
la relation fondamentale f(M) ⊂ M ′ un certain nombre de composantes de
f (s, exactement) par des variables complexes inde´pendantes et “libres” de
parcourir tout un domaine de C, ce qui prouve que tout l’ensemble Tp(f)|M
se projette dans M ′ par pi′. (C’est lorsque chacune de ces variables de´crit
ce domaine de C qu’apparaˆıt le feuilletage de Tp(f)|M par des varie´te´s com-
plexes de dimension s.) La preuve de ce point crucial est une des parties
techniques de notre travail. Nous utilisons ici l’hypothe`se selon laquelle le
degre´ d’analyticite´ partielle de f est constant e´gal a` s. Par ailleurs, nous
exploitons les ide´es du Chapitre 2, en particulier, la proprie´te´ d’extension
me´romorphe en p pour une certaine classe de fonctions CR C∞ sur un ouvert
dense de M (voir le Chapitre 2, Proposition 3.4). Nous utilisons e´galement
notre re´sultat sur l’analyticite´ d’une fonction CR C∞ se prolongeant comme
correspondance propre au voisinage de p, qui ge´ne´ralise [11], Lemma 1, en
codimension supe´rieure (voir le Chapitre 2, Lemme 4.6).
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CHAPITRE 1
Alge´bricite´ d’applications holomorphes
entre varie´te´s CR alge´briques re´elles
Depuis les travaux de Poincare´ [64] (1907), la de´termination de condi-
tions assurant l’alge´bricite´ d’une application holomorphe locale f envoyant
une sous-varie´te´ alge´brique re´elle ge´ne´rique M ⊂ Cn, n > 1, dans un
sous-ensemble alge´brique re´el M ′ ⊂ Cn′ a retenu l’inte´reˆt de nombreux au-
teurs [74, 46, 68, 4, 22, 76]. Dans ce chapitre, l’introduction de “varie´te´s
caracte´ristiques” associe´es a` la fois aux ensembles M et M ′ et a` l’applica-
tion f nous permet de donner deux nouvelles conditions pour que f soit
alge´brique 1.
Rappelons que la pre´sentation de´taille´e de ce chapitre se trouve dans
l’Introduction, page 2. De´crivons brie`vement le plan de ce chapitre. Dans la
Section 1, nous fixons tout d’abord les notations et donnons les de´finitions
pre´cises de la premie`re et de la seconde varie´te´ caracte´ristique. Ensuite,
nous e´nonc¸ons les deux re´sultats principaux de ce chapitre (premier et se-
cond principe de re´flexion), et nous illustrons les notions introduites par des
exemples. La Section 2 expose des re´sultats pre´liminaires. Tout d’abord, nous
e´nonc¸ons des proprie´te´s de base sur les applications holomorphes alge´briques.
Puis, nous e´tudions les varie´te´s de Segre d’une sous-varie´te´ analytique re´elle
ge´ne´rique. Enfin, nous introduisons la notion de “re´flexion de Segre” (par
rapport a` M ′) d’une sous-varie´te´ complexe de Cn′ , qui ge´ne´ralise les notions
de varie´te´ de Segre, de premie`re et de seconde varie´te´ caracte´ristique. Nous
nous en servons pour e´tudier la relation entre premie`re varie´te´ caracte´ristique
et finitude essentielle, ainsi que pour de´montrer que la seconde varie´te´ ca-
racte´ristique est contenue dans M ′. La Section 3 donne la de´monstration du
premier principe de re´flexion, et e´tudie l’orthogonalite´, au sens de la forme
de Levi de M ′ “tire´e en arrie`re” par f , entre premie`re varie´te´ caracte´ristique
et varie´te´ de Segre. Enfin, la Section 4 est consacre´e a` la de´monstration du
second principe de re´flexion, et de´taille les calculs permettant de ve´rifier les
exemples mentionne´s ci-dessus.
1 Les re´sultats de ce chapitre ont fait l’objet d’une note [29] publie´e dans la revue
Comptes Rendus de l’Acade´mie des Sciences, Se´rie I, Mathe´matique.
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1. Enonce´s des re´sultats
1.1. Notations et de´finitions
SoitM ⊂ Cn ' R2n, n > 1, une sous-varie´te´ alge´brique re´elle de´finie dans
un voisinage du point p ∈ M par les e´quations pk(z) = 0, k = 1, . . . , d, ou`
les pk sont des polynoˆmes re´els satisfaisant dp1 ∧ · · · ∧ dpd 6= 0 en p ; l’entier
d est la codimension de M . Soit TzM l’espace tangent re´el a` M en z ∈ M
et T czM := TzM ∩ i TzM l’espace tangent complexe. Nous supposons que
la sous-varie´te´ M est de Cauchy-Riemann (CR), c’est-a`-dire, que T czM est
de dimension complexe constante, appele´e dimension CR de M et note´e m.
Nous e´crivons les e´quations de´finissantes de M sous la forme habituelle
(1.1) Pk(z, z) = 0, k = 1, . . . , d,
ou` les Pk sont des polynoˆmes complexes de 2n variables satisfaisant Pk(z, z) ∈
R, k = 1, . . . , d. Nous supposons que M est ge´ne´rique, c’est-a`-dire, que
∂P1 ∧ · · · ∧ ∂Pd 6= 0 en p, ou` de fac¸on e´quivalente, m = n− d. La varie´te´ de
Segre Qw de M associe´e a` un point w proche de p est alors la sous-varie´te´
alge´brique complexe de´finie pre`s de p par les e´quations (1.1) complexifie´es
Pk(z, w) = 0, k = 1, . . . , d (voir, par exemple, [67, 74, 39, 35], et la Sec-
tion 2.2). La sous-varie´te´ M est minimale en p (au sens de Tumanov [73])
si elle ne contient pas de sous-varie´te´ CR stricte passant par p et de meˆme
dimension CR m. Rappelons que puisque M est en particulier analytique
re´elle, elle est minimale en p, si et seulement si, elle est de type fini en p au
sens de Bloom-Graham [16] ; par conse´quent, si M est minimale en p, M est
minimale en tout point, en dehors d’un sous-ensemble alge´brique re´el strict.
Par le the´ore`me des fonctions implicites (alge´briques), nous pouvons e´crire
les e´quations de M pre`s de p sous la forme
(1.2) yk = φk(x, x, y), k = 1, . . . , d,
ou`
(1.3) Cn 3 z = (x, y) ∈ Cm × Cd
est un syste`me de coordonne´es holomorphes alge´briques locales pre`s de p =
(xp, yp) et les φk(x, ξ, η) sont des fonctions holomorphes alge´briques pre`s de
(xp, xp, yp) satisfaisant φk(xp, ξ, η) ≡ φk(x, xp, η) ≡ ηk, k = 1, . . . , d. Les
ope´rateurs
(1.4) Lj(z, z) =
∂
∂xj
+
d∑
k=1
∂φk
∂xj
(x, x, y)
∂
∂yk
, j = 1, . . . ,m,
forment une base (commutant) des ope´rateurs CR (1, 0) de M , a` coefficients
alge´briques re´els, et les ope´rateurs Lj(z) := Lj(z, p), j = 1, . . . ,m, forment
une base des ope´rateurs holomorphes tangents a` Qp.
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Comme pour M , on de´finit le sous-ensemble alge´brique re´el M ′ ⊂ Cn′ '
R2n′ par les e´quations polynoˆmiales re´elles P ′k(z′, z′) = 0, k = 1, . . . , d′. Soient
Ω ⊂ Cn un domaine contenant le point p et f : Ω → Cn′ une applica-
tion holomorphe telle que f(M ∩ Ω) ⊂ M ′. On cherche des conditions suffi-
santes assurant que f est alge´brique, c’est-a`-dire, que son graphe est contenu
dans un sous-ensemble alge´brique complexe de Cn+n′ de dimension n (voir
la Section 2.1). Dans ce cas, f s’e´tend en une application alge´brique sur tout
Cn. La technique que l’on pre´sente dans ce chapitre remonte au principe de
re´flexion de Lewy-Pinchuk-Webster [50, 62, 74] (1975–77) ; elle repose sur
la de´finition suivante qui ge´ne´ralise la varie´te´ caracte´ristique de [24] en codi-
mension supe´rieure, dans le cadre alge´brique (voir aussi le Chapitre 2, pour
une ge´ne´ralisation dans le cadre analytique). Pour k = 1, . . . , d′ et α ∈ Nm,
on note Φαk (z
′) le polynoˆme anti-holomorphe LαP ′k(f(·), z′)|p, ou` Lα de´signe
l’ope´rateur compose´ Lα := Lα11 . . .Lαmm .
De´finition 1.1. La premie`re varie´te´ caracte´ristique de f en p est le sous-
ensemble alge´brique complexe V1p de´fini au voisinage de p′ := f(p) par les
e´quations polynoˆmiales complexes Φαk (z
′) = 0, pour tous k = 1, . . . , d′ et
α ∈ Nm.
Remarquons tout d’abord que V1p ⊂ Q′p′ ; il suffit de conside´rer
les e´quations de´finissantes de V1p pour α = (0, . . . , 0). Remarquons par
ailleurs que p′ ∈ V1p ; il suffit s’appliquer les ope´rateurs Lj aux e´quations
P ′k(f(z), p′) = 0, k = 1, . . . , d
′, z ∈ Qp proche de p. Ces e´quations proviennent
de la proprie´te´ d’invariance des varie´te´s de Segre (voir le Lemme 2.3 (i)), qui
prouve que f(Qp ∩Ω1) ⊂ Q′p′ , ou` Ω1 ⊂ Ω est un voisinage de p suffisamment
petit.
Cette notion de “(premie`re) varie´te´ caracte´ristique” a e´te´ introduite par
Coupet-Pinchuk-Sukhov [24] dans la situation ou` M est une hypersurface
analytique re´elle. Nous l’utilisons e´galement au Chapitre 2, en codimension
supe´rieure et dans le cadre analytique (voir le Chapitre 2, De´finition 1.1).
La De´finition 1.1 montre que les e´quations de V1p proviennent des
e´quations deM ′ complexifie´es, “tire´es en arrie`re” par f , et de´rive´es le long de
Qp. Pour obtenir des e´quations supple´mentaires et construire ainsi une varie´te´
caracte´ristique plus fine que V1p , l’ide´e originale de notre me´thode consiste a`
de´river les e´quations complexifie´es de M ′ le long de V1p , qui est orthogonale
a` Qp au sens de la forme de Levi de M
′ “tire´e en arrie`re” par f (voir les
Sections 1.2 et 3.2). En pratique, nous aurons ainsi de´rive´ les e´quations de
M ′ selon toutes les directions tangentes complexes possibles. Dans un pre-
mier temps, nous construisons (voir la Section 4.1), pour un point p ∈ M
ge´ne´rique, la varie´te´ alge´brique complexe V˜1p de plus grande dimension (note´e
a) qui ve´rifie f(p) ∈ V˜1p ⊂ V1p et qui de´pend alge´briquement du jet de f en p.
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Soient Φ˜k(z
′) = 0, k = 1, . . . , n′−a, des e´quations de´finissantes polynoˆmiales
complexes de V˜1p et (Kj)j=1,...,a une base des ope´rateurs holomorphes tan-
gents a` V˜1p (cf. figure 1). Pour l = 1, . . . , d′ et β ∈ Na, on note Ψβl (z′) le
p′
Qp
M ′M
L
f
K
p
V˜1p
f(Qp)
Q′p′ = T
c
p′M
′
Figure 1. Construction de la seconde varie´te´ caracte´ristique V2p ,
dans le cas ou` M ′ est lisse : L = (L1, . . . ,Lm) et K = (K1, . . . ,Ka)
sont des bases des champs de vecteurs holomorphes tangents res-
pectivement a` Qp et a` V˜1p
polynoˆme anti-holomorphe KβP ′l (·, z′)|p′ , ou` Kβ de´signe l’ope´rateur compose´
Kβ := Kβ11 . . .Kβaa .
De´finition 1.2. La seconde varie´te´ caracte´ristique de f en p est le sous-
ensemble alge´brique complexe V2p ⊂ V1p de´fini au voisinage de p′ := f(p)
par les e´quations polynoˆmiales complexes Φ˜k(z
′) = Ψβl (z
′) = 0, pour tous
k = 1, . . . , n′ − a, l = 1, . . . , d′ et β ∈ Na.
Remarquons que p′ ∈ V2p . En effet, d’une part p′ ∈ V˜1p , par construction.
D’autre part, puisque V˜1p ⊂ Q′p′ , on peut appliquer les ope´rateurs Kj aux
e´quations P ′l (z
′, p′) = 0, l = 1, . . . , d′, z′ ∈ Q′p′ proche de p′.
1.2. Enonce´ du premier principe de re´flexion
Le premier re´sultat principal de ce chapitre est le suivant :
The´ore`me 1.3. Soient M ⊂ Cn une sous-varie´te´ alge´brique re´elle
ge´ne´rique, M ′ ⊂ Cn′ un sous-ensemble alge´brique re´el, p ∈ M et p′ ∈ M ′.
Soient Ω ⊂ Cn un domaine contenant le point p et f : Ω→ Cn′ une applica-
tion holomorphe telle que f(M ∩ Ω) ⊂ M ′ et f(p) = p′. Si M est minimale
en p et si la dimension de V1p en p′ est ze´ro, f est alge´brique (et s’e´tend donc
en une application alge´brique complexe sur tout Cn).
La de´monstration de ce the´ore`me est donne´e a` la Section 3.1.
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Cette premie`re condition suffisante ge´ne´ralise des e´nonce´s connus [74, 68,
4]. Supposons que M ′ ⊂ Cn′ est une sous-varie´te´ alge´brique re´elle ge´ne´rique,
de´finie au voisinage du point p′ ∈M ′ par des e´quations polynoˆmiales re´elles
du type (1.1), P ′k(z
′, z′) = 0, k = 1, . . . , d′, avec ∂P ′1 ∧ · · · ∧ ∂P ′d 6= 0 en p′.
La forme de Levi de M ′ en p′ est la forme hermitienne (a` valeurs dans Cd′)
Λp′ := (Λ
1
p′ , . . . ,Λ
d′
p′), de´finie sur l’espace tangent complexe T
c
p′M
′ de M ′ en
p′ ou` les Λkp′ , k = 1, . . . , d
′, de´signent les formes hermitiennes de´finies sur
T cp′M
′ × T cp′M ′ par :
Λkp′(z
′, ζ ′) :=
n′∑
µ,ν=1
∂2P ′k(z
′, z′)
∂z′µ ∂z′ν
∣∣∣∣∣
(p′,p′)
z′µ ζ ′ν .
Soit X ′ ⊂ Cn′ une sous-varie´te´ complexe passant par p′ telle que son espace
tangent (complexe) Tp′X
′ soit contenu dans T cp′M
′. L’orthogonal de X ′ pour
la forme de Levi de M ′ en p′ est par de´finition l’espace affine complexe
{ζ ′ ∈ T cp′M ′ : Λkp′(z′, ζ ′) = 0, z′ ∈ Tp′X ′, k = 1, . . . , d′}.
En outre, nous de´finissons la forme de Levi de M ′ en p′ “tire´e en arrie`re” par
f par f ∗Λp′ := (f ∗Λ1p′ , . . . , f
∗Λd
′
p′), ou`
f ∗Λkp′(z, ζ
′) := Λkp′(dfp(z), ζ
′),
pour tous (z, ζ ′) ∈ T cpM × T cp′M ′ et k = 1, . . . , d′. Soit X ⊂ Cn une sous-
varie´te´ complexe passant par p telle que son espace tangent (complexe) TpX
soit contenu dans T cpM . L’orthogonal de X pour la forme de Levi de M
′ en
p′ “tire´e en arrie`re” par f est par de´finition l’espace affine complexe
{ζ ′ ∈ T cp′M ′ : f ∗Λkp′(z, ζ ′) = 0, z ∈ TpX, k = 1, . . . , d′}.
Nous de´montrons que si l’orthogonal de la varie´te´ de Segre de M en p, au
sens de la forme de Levi de M ′ en p′ “tire´e en arrie`re” par f , est nul, la
dimension de V1p en p′ est ne´cessairement ze´ro (voir le Lemme 3.5), et donc :
Corollaire 1.4. Soient M ⊂ Cn et M ′ ⊂ Cn′ deux sous-varie´te´s
alge´briques re´elles ge´ne´riques, p ∈ M et p′ ∈ M ′. Soient Ω ⊂ Cn un do-
maine contenant le point p et f : Ω → Cn′ une application holomorphe telle
que f(M ∩ Ω) ⊂ M ′ et f(p) = p′. Si M est minimale en p et si l’orthogonal
de la varie´te´ de Segre de M en p, au sens de la forme de Levi de M ′ en p′
“tire´e en arrie`re” par f , est nul, f est alge´brique.
Ce re´sultat a e´te´ obtenu par Sharipov-Sukhov [68], sous l’hypothe`se
le´ge`rement plus forte que M est Segre-transversale en p (au lieu de seule-
ment minimale), c’est-a`-dire, que les espaces tangents (complexes) en p, a`
toutes les varie´te´s de Segre de M passant par p, engendrent tout Cn (voir
[68, 22]).
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Lorsque M ′ est une sous-varie´te´ alge´brique re´elle ge´ne´rique, on note Q′z′
ses varie´te´s de Segre et on dit queM ′ est essentiellement finie en p′ ∈M ′ si le
sous-ensemble alge´brique complexe A′p′ := {z′ : Q′z′ = Q′p′} est de dimension
ze´ro en p′ (voir [39, 6, 35], et aussi le Chapitre 2, Section 1). Dans la situation
ou` f est un biholomorphisme qui induit un diffe´omorphisme CR deM surM ′
avec f(p) = p′, nous de´montrons que V1p co¨ıncide avec A′p′ dans un voisinage
de p′ (voir le Lemme 2.10, et aussi le Chapitre 2, Lemme 5.1, pour un re´sultat
identique dans le cadre analytique), et donc :
Corollaire 1.5. Soient M,M ′ ⊂ Cn deux sous-varie´te´s alge´briques
re´elles ge´ne´riques, p ∈ M et p′ ∈ M ′. Soient Ω,Ω′ ⊂ Cn deux domaines
contenant respectivement les points p et p′ et soit f : Ω→ Ω′ un biholomor-
phisme tel que f(M ∩Ω) =M ′ ∩Ω′ et f(p) = p′. Si M est minimale en p et
si M ′ est essentiellement finie en p′, f est alge´brique.
Cet e´nonce´ est duˆ a` Baouendi-Ebenfelt-Rothschild [4]. Le premier
re´sultat de ce type (sur l’alge´bricite´ d’un biholomorphisme induisant un
diffe´omorphisme CR entre deux sous-varie´te´s alge´briques re´elles ge´ne´riques)
a e´te´ e´tabli en 1977 par Webster [74], pour des hypersurfaces alge´briques
re´elles M et M ′ Levi-non de´ge´ne´re´es.
1.3. Enonce´ du second principe de re´flexion
Si la dimension de V1p en p′ est strictement positive, le The´ore`me 1.3
ne s’applique plus (voir les Exemples 1.9, 1.10 et 1.12). Le second re´sultat
principal de ce chapitre affine le The´ore`me 1.3 :
The´ore`me 1.6. Soient M ⊂ Cn une sous-varie´te´ alge´brique re´elle
ge´ne´rique, M ′ ⊂ Cn′ un sous-ensemble alge´brique re´el, p ∈ M et p′ ∈ M ′.
Soient Ω ⊂ Cn un domaine contenant le point p et f : Ω→ Cn′ une applica-
tion holomorphe telle que f(M ∩ Ω) ⊂ M ′ et f(p) = p′. Si M est minimale
en p et si la dimension de V2p en p′ est ze´ro, f est alge´brique (et s’e´tend donc
en une application alge´brique complexe sur tout Cn).
La de´monstration de ce the´ore`me est donne´e a` la Section 4.1.
Nous de´montrons que V2p ⊂ M ′, dans un voisinage de p′ (voir le
Lemme 2.11), et donc :
Corollaire 1.7. Soient M ⊂ Cn une sous-varie´te´ alge´brique re´elle
ge´ne´rique, M ′ ⊂ Cn′ un sous-ensemble alge´brique re´el, p ∈ M et p′ ∈ M ′.
Soient Ω ⊂ Cn un domaine contenant le point p et f : Ω→ Cn′ une applica-
tion holomorphe telle que f(M ∩ Ω) ⊂ M ′ et f(p) = p′. Si M est minimale
en p et si M ′ ne contient pas de courbe alge´brique complexe au voisinage de
p′, f est alge´brique.
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Ce re´sultat a re´cemment e´te´ de´montre´ par Zaitsev [76], lorsqueM ′ est une
sous-varie´te´ alge´brique re´elle qui ne contient pas de disque analytique. Dans
la situation ou` M est Segre-transversale (voir [68, 22], et la Section 1.2),
Coupet-Meylan-Sukhov [22] ont donne´ une estimation supe´rieure du degre´
de transcendance de f par des me´thodes purement alge´briques. En parti-
culier, si M ′ ne contient pas de courbe alge´brique complexe, le degre´ de
transcendance de f est nul, et par conse´quent f est alge´brique. Dans un
re´sultat re´cent, Merker [52] a affaibli l’hypothe`se sur M en supposant sim-
plement queM est minimale. L’e´nonce´ de Huang [46] pour des hypersurfaces
strictement pseudo-convexes de dimensions diffe´rentes de´coule e´galement du
Corollaire 1.7.
La condition suffisante du The´ore`me 1.6 est nouvelle. Bien que proche de
celle de [76], Theorem 1.1, elle en diffe`re (voir aussi [53]) : on peut comme
dans [76] ne pas re´duire V1p en V˜1p et on note alorsW2p l’analogue de la seconde
varie´te´ caracte´ristique obtenue dans ce cas.
Remarque 1.8. Les conditions dimV2p = 0 et dimW2p = 0 sont
inde´pendantes (voir les Exemples 1.9 et 1.10).
Les deux exemples suivants sont dus a` J. Merker [53] :
Exemple 1.9. Soient M : 2 Im z1 = |z2|2 ⊂ C2, M ′ : 2 Im z′1 = |z′2|2 +
2 Re(z′2
2z′3z
′
4) ⊂ C4 et f(z1, z2) = (z1, z2, 0, 0). Pour tout p ∈ M , dimV2p = 0
mais dimW2p = 1.
Exemple 1.10. Soient M : 2 Im z1 = |z2|2 ⊂ C2, M ′ : 2 Im z′1 = |z′2|2 +
2 Re(z′2
2z′3z
′
4 + z
′
3
2z′5
2
+ z′3
3z′4
3
) ⊂ C5 et f(z1, z2) = (z1, z2, 0, 0, 0). Pour tout
p ∈M , dimV2p = 1 et dimW2p = 0.
Remarque 1.11. dimW2p n’est pas ne´cessairement semi-continue
supe´rieurement (voir l’Exemple 1.12). Ainsi, pour l’analogue du The´ore`me 1.6
il faut supposer que dimW2p = 0, pour tout p ∈M (voir [76]).
Exemple 1.12. Soient M : 2 Im z1 = |z2|2 ⊂ C2, M ′ : 2 Im z′1 = |z′2|2 +
2 Re(z′4(z
′
3−z′1z′23)(z′4−z′3+z′2
2
(z′4−z′3))) ⊂ C4 et f(z1, z2) = (z1, z2, z1z32 , 0).
Ici, dimW20 = 0 mais pour tout p ∈M \ {0}, dimW2p = 1. Par ailleurs, pour
tout p ∈M , dimV2p = 0.
Dans les Exemples 1.9 et 1.12, le The´ore`me 1.6 prouve l’alge´bricite´ de f ,
alors que [76] ne s’applique pas.
Les calculs permettant de ve´rifier les exemples pre´ce´dents sont donne´s a`
la Section 4.2.
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2. Pre´liminaires
2.1. Applications holomorphes alge´briques
Soient Ω ⊂ Cn un domaine et f : Ω → Cn′ une application holomorphe.
Rappelons que f est alge´brique si son graphe est contenu dans un sous-
ensemble alge´brique complexe de Cn+n′ de dimension n.
La de´finition e´quivalente suivante est purement alge´brique ; elle a e´te´ uti-
lise´e dans [22], puis, dans le meˆme esprit, elle a e´te´ ge´ne´ralise´e au cadre
analytique (voir [24], et aussi le Chapitre 3, Section 3.3). La fonction ho-
lomorphe φ : Ω → C est alge´brique si c’est un e´le´ment alge´brique sur le
corps F := C(z1, . . . , zn) des fractions rationnelles en n variables complexes.
L’application holomorphe f : Ω→ Cn′ est alge´brique si l’extension de corps
F(f1, . . . , fn′)/F est alge´brique, ou de fac¸on e´quivalente, si chaque fonction
composante fk est alge´brique sur F . (Voir le Chapitre 3, Section 3.3, pour
les de´finitions pre´cises des e´le´ments alge´briques et des extensions de corps.)
De cette seconde de´finition (e´quivalente) de l’alge´bricite´ d’une application
holomorphe, il de´coule directement que la somme et le produit de deux ap-
plications holomorphes alge´briques est alge´brique, et que l’inverse d’une ap-
plication holomorphe alge´brique qui ne s’annule pas est alge´brique.
Le lemme suivant e´nonce des proprie´te´s e´le´mentaires sur les applications
holomorphes alge´briques, que nous utiliserons fre´quemment par la suite :
Lemme 2.1. Notons ∆n le polydisque de Cn de centre 0 et de rayon
 > 0. Soit f : ∆n → ∆n′′ une application holomorphe alge´brique.
(i) (Application de´rive´e). Pour tout j = 1, . . . , n, ∂f/∂zj est alge´brique ;
(ii) (Application re´ciproque). Si de plus f est biholomorphe, f−1 est
alge´brique ;
(iii) (Application compose´e). Si g : ∆n
′
′ → Cn′′ est aussi une application
holomorphe alge´brique, g ◦ f est alge´brique ;
(iv) (The´ore`me des fonctions implicites alge´brique). Supposons que f(0) = 0
et que w = φ(v) est une solution de l’e´quation f(v, w) = 0 au voisinage
de (0, 0), avec Cn 3 z = (v, w) ∈ Ca×Cb et φ : ∆aδ → Cb une application
holomorphe telle que φ(0) = 0. Alors, φ est alge´brique ;
(v) (Alge´bricite´ partielle). L’application holomorphe : ∆1 → Cn′, zj 7→
f(z01 , . . . , z
0
j−1, zj, z
0
j+1, . . . , z
0
n), est alge´brique, pour tout j = 1, . . . , n et
pour tout (z01 , . . . , z
0
j−1, z
0
j+1, . . . , z
0
n) ∈ ∆n−1 ;
(vi) (Principe d’alge´bricite´ se´pare´e). Supposons que f : ∆n → ∆n′′ est une
application holomorphe telle que v 7→ f(v, w0) est alge´brique, pour tout
w0 ∈ ∆b, et w 7→ f(v0, w) est alge´brique, pour tout v0 ∈ ∆a , avec
Cn 3 z = (v, w) ∈ Ca × Cb. Alors, f est alge´brique.
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De´monstration. Les de´monstrations des assertions (i) a` (v) sont
e´le´mentaires ; pour l’assertion (vi), nous nous re´fe´rons au livre de Bochner-
Martin [17], Chap. IX, §5, Theorem 6.
2.2. Varie´te´s de Segre
Soit M ⊂ Cn une sous-varie´te´ analytique re´elle ge´ne´rique, de´finie au
voisinage du point p ∈ M par les e´quations analytiques re´elles ρk(z, z) = 0,
k = 1, . . . , d, avec ∂ρ1∧ · · · ∧∂ρd 6= 0 en p. Rappelons que la varie´te´ de Segre
Qw de M associe´e a` un point w proche de p est la sous-varie´te´ complexe
de´finie au voisinage de p par les e´quations complexifie´es ρk(z, w) = 0, k =
1, . . . , d (voir le Chapitre 2, Section 1, pour une utilisation des varie´te´s de
Segre dans le cadre analytique). Si M est une sous-varie´te´ alge´brique re´elle
ge´ne´rique, ses varie´te´ de Segre sont des sous-varie´te´ alge´briques complexes
(voir la Section 1.1).
Nous donnons dans cette section les proprie´te´s essentielles des varie´te´s
de Segre, qui sont bien connues et qui ont e´te´ largement utilise´es par de
nombreux auteurs (voir [74, 39, 35], pour n’en citer que quelques uns). Les
deux assertions du lemme suivant e´voquent l’ide´e d’une syme´trie par rapport
a` M :
Lemme 2.2. Pour tous points z, w ∈ Cn, suffisamment proches de p, on
a (cf. figure 2) :
(i) (Involutivite´). z ∈ Qw ⇐⇒ w ∈ Qz ;
(ii) (Invariance de M). z ∈ Qz ⇐⇒ z ∈M .
M
Qw
z
w
Qz
p
Qz
p
Mz
Figure 2. La varie´te´ de Segre Qz deM associe´e au point z proche
de p ve´rifie les proprie´te´s d’une syme´trie par rapport a` M
De´monstration. Ces assertions se de´montrent facilement graˆce a`
l’e´galite´ fondamentale ρk(z, w) = ρk(w, z), due au fait que ρk(z, z) ∈ R,
pour tous k = 1, . . . , d et z ∈ Cn proche de p.
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Lemme 2.3 (Invariance des varie´te´s de Segre). Soient deux sous-varie´te´s
analytiques re´elles ge´ne´riques M ⊂ Cn et M ′ ⊂ Cn′, p un point de M et p′
un point de M ′. Notons Qw et Q′w′ les varie´te´s de Segre respectives de M et
M ′. Soit Ω ⊂ Cn un domaine contenant le point p et soit f : Ω → Cn′ une
application holomorphe telle que f(M ∩ Ω) ⊂M ′ et f(p) = p′.
(i) Pour tout point w ∈ Cn suffisamment proches de p,
f(Qw ∩ Ω1) ⊂ Q′f(w),
ou` Ω1 ⊂ Ω est un voisinage de p suffisamment petit.
(ii) Dans la situation ou` n = n′, Ω′ ⊂ Cn est un domaine contenant le point
p′ et f : Ω → Ω′ est un biholomorphisme tel que f(M ∩ Ω) = M ′ ∩ Ω′
et f(p) = p′, on a le re´sultat plus fort suivant. Pour tout point w ∈ Cn
suffisamment proches de p,
f(Qw ∩ Ω1) = Q′f(w) ∩ Ω′1,
ou` Ω1 ⊂ Ω et Ω′1 ⊂ Ω′ sont des voisinages respectifs de p et p′ suffisam-
ment petits.
De´monstration. Dans la suite, nous e´crirons les e´quations de´finissantes
analytiques re´elles de M , ρk(z, z) = 0, k = 1, . . . , d, sous la forme vectorielle
ρ := (ρ1, . . . , ρd) ; de meˆme ρ
′(z′, z′) = 0 sera une e´quation de´finissante ana-
lytique re´elle vectorielle de M ′.
(i) L’hypothe`se f(M ∩ Ω) ⊂M ′ s’e´crit
ρ(z, z) = 0 ⇒ ρ′(f(z), f(z)) = 0, pour z proche de p.
Puis, graˆce au lemme de division des fonctions analytiques re´elles et car
dρ1 ∧ . . . ∧ dρd 6= 0 en p, cela est e´quivalent a` :
(2.1) ρ′(f(z), f(z)) ≡ λ(z, z) ρ(z, z), pour z proche de p,
ou` λ est une matrice d × d′ a` coefficients analytiques re´els pre`s de p. Les
deux membres de l’e´quation (2.1) e´tant analytiques re´els, on peut complexi-
fier (2.1) :
(2.2) ρ′(f(z), f(w)) ≡ λ(z, w) ρ(z, w), pour z et w proches de p.
Puis, (2.2) est e´quivalent a` :
z ∈ Qw ⇒ f(z) ∈ Q′f(w), pour z et w proches de p.
(ii) Dans la situation ou` f est un biholomorphisme qui induit un
diffe´omorphisme CR de M sur M ′, λ est une matrice d× d inversible.
Remarque 2.4. Le Lemme 2.3 (ii) montre que les varie´te´s de Segre sont
des invariants biholomorphes de M .
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2.3. Re´flexion de Segre
Dans cette section, nous ge´ne´ralisons la notion de varie´te´s de Segre e´tudie´e
ci-dessus (voir la Section 2.2), ce qui nous permet de donner une vision
plus ge´ome´trique des varie´te´s caracte´ristiques V1p et V2p . Nous donnons les
de´finitions, les re´sultats et les de´monstrations dans le cadre alge´brique, mais
ces notions peuvent facilement eˆtre ge´ne´ralise´es au cadre analytique.
Soit M ⊂ Cn une sous-varie´te´ alge´brique re´elle ge´ne´rique, de´finie au voi-
sinage du point p ∈ M par les e´quations polynoˆmiales re´elles Pk(z, z) = 0,
k = 1, . . . , d, avec ∂P1 ∧ · · · ∧ ∂Pd 6= 0 en p. Notons Qw les varie´te´s de Segre
de M . Soient z0 et w0 deux points de Cn suffisamment proches de p, tels que
z0 ∈ Qw0 (ou, de fac¸on e´quivalente, w0 ∈ Qz0). Soit V ⊂ Qw0 une sous-varie´te´
complexe passant par le point z0, de dimension a, et soit (Xj)j=1,...,a une base
des ope´rateurs holomorphes tangents a` V . Pour tout α ∈ Na, X α de´signe
l’ope´rateur compose´ X α := X α11 . . .X αaa .
De´finition 2.5. La re´flexion de Segre de V par rapport a` M , associe´e
au couple (z0, w0), est le sous-ensemble alge´brique complexe S(V ) de´fini
au voisinage de w0 par les e´quations polynoˆmiales anti-holomorphes en w :
X αPk(·, w)|z0 = 0, pour tous k = 1, . . . , d et α ∈ Na.
Remarquons tout d’abord que S(V ) ⊂ Qz0 ; il suffit de conside´rer les
e´quations de´finissantes de S(V ) pour α = (0, . . . , 0). Remarquons par ailleurs
que w0 ∈ S(V ) ; puisque V ⊂ Qw0 , on peut appliquer les ope´rateurs Xj aux
e´quations Pk(z, w0) = 0, k = 1, . . . , d, z ∈ Qw0 proche de z0.
Remarque 2.6. Dans la situation ou` V est re´duit au singleton {z0}, S(z0)
co¨ıncide avec Qz0 dans un voisinage de w0. (Re´ciproquement, si V = Qw0 ,
S(Qw0) = {w0}.)
Lemme 2.7. S(V ) est l’ensemble des points w ∈ Cn, suffisamment
proches de w0, tels que V ⊂ Qw dans un voisinage de z0.
De´monstration. L’inclusion V ⊂ Qw signifie que Pk(·, w)|V ≡ 0, pour
tout k = 1, . . . , d. Ceci e´quivaut a` X αPk(·, w)|z0 = 0, pour tous k = 1, . . . , d
et α ∈ Na. (Voir le Chapitre 2, Lemme 5.3, pour un e´nonce´ de cette version
“courbe” du principe d’unicite´ pour les fonctions holomorphes.)
Corollaire 2.8. Si V ⊂ Qp est une sous-varie´te´ complexe passant par le
point p, et si S de´signe la re´flexion de Segre par rapport a` M associe´e au
couple (p, p), V ∩ S(V ) ⊂M dans un voisinage de p.
De´monstration. Soit w ∈ V , suffisamment proche de p. Si de plus
w ∈ S(V ), le Lemme 2.7 implique que V ⊂ Qw dans un voisinage de p.
Finalement, w ∈ Qw, ce qui entraˆıne que w ∈M , par le Lemme 2.2 (ii).
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Remarque 2.9. Nous avons de´fini la re´flexion de Segre par rapport a`
une sous-varie´te´ alge´brique re´elle ge´ne´rique, mais il est facile de ve´rifier que
la De´finition 2.5 est aussi valable pour un sous-ensemble alge´brique re´el, de
meˆme que le Lemme 2.7 et le Corollaire 2.8.
Lemme 2.10. Soient M,M ′ ⊂ Cn deux sous-varie´te´s alge´briques re´elles
ge´ne´riques, p ∈ M et p′ ∈ M ′. Soient Ω,Ω′ ⊂ Cn deux domaines contenant
respectivement les points p et p′ et soit f : Ω → Ω′ un biholomorphisme tel
que f(M ∩ Ω) = M ′ ∩ Ω′ et f(p) = p′. Alors, V1p co¨ıncide avec A′p′ dans un
voisinage de p′.
(Voir le Chapitre 2, Lemme 5.1, pour un re´sultat analogue dans le cadre
analytique.)
De´monstration. D’une part, le Lemme 2.7 applique´ a` V = Q′p′ montre
que S ′(Q′p′) co¨ıncide avec A
′
p′ dans un voisinage de p
′, ou` S ′ de´signe la
re´flexion de Segre par rapport a` M ′, associe´e au couple (p′, p′).
D’autre part, vu la proprie´te´ d’invariance des varie´te´s de Segre (voir le
Lemme 2.3 (ii)), il existe Ω1 ⊂ Ω et Ω′1 ⊂ Ω′ des voisinages respectifs de p
et p′, suffisamment petits, tels que f(Qp ∩ Ω1) = Q′p′ ∩ Ω′1. Ainsi, comme les
ope´rateurs Lj, j = 1, . . . ,m, forment une base des ope´rateurs holomorphes
tangents a` Qp, les ope´rateurs f∗Lj, j = 1, . . . ,m, “pousse´s en avant” des
Lj par f , forment une base des ope´rateurs holomorphes tangents a` Q′p′ . Par
conse´quent, de´river les fonctions P ′k(f(·), z′), k = 1, . . . , d, par les ope´rateurs
Lj, j = 1, . . . ,m, revient a` de´river les fonctions P ′k(·, z′), k = 1, . . . , d, par les
ope´rateurs f∗Lj, j = 1, . . . ,m. Par de´finition (voir les De´finitions 1.1 et 2.5),
ceci signifie que V1p co¨ıncide avec S ′(Q′p′) dans un voisinage de p′.
Finalement, nous avons prouve´ que V1p co¨ıncide avec A′p′ (et e´galement
avec S ′(Q′p′)) dans un voisinage de p
′.
Lemme 2.11. Soient M ⊂ Cn une sous-varie´te´ alge´brique re´elle
ge´ne´rique, M ′ ⊂ Cn′ un sous-ensemble alge´brique re´el, p ∈ M et p′ ∈ M ′.
Soient Ω ⊂ Cn un domaine contenant le point p et f : Ω → Cn′ une appli-
cation holomorphe telle que f(M ∩ Ω) ⊂ M ′ et f(p) = p′. Alors, V2p ⊂ M ′
dans un voisinage de p′.
De´monstration. Le Corollaire 2.8 (voir aussi la Remarque 2.9) ap-
plique´ a` V = V˜1p (voir la Section 1.1) montre que V˜1p ∩ S ′(V˜1p ) ⊂M ′, dans un
voisinage de p′, ou` S ′ de´signe la re´flexion de Segre par rapport a` M ′ associe´e
au couple (p′, p′).
Vu la De´finition 1.2, il est clair que V2p co¨ıncide avec V˜1p ∩S ′(V˜1p ) dans un
voisinage de p′, et donc V2p ⊂M ′ dans un voisinage de p′.
3. Premier principe de re´flexion 25
3. Premier principe de re´flexion
3.1. De´monstration du The´ore`me 1.3
Dans toute cette section, nous conside´rons la situation suivante. Soient
M ⊂ Cn, n > 1, une sous-varie´te´ alge´brique re´elle ge´ne´rique, M ′ ⊂ Cn′ un
sous-ensemble alge´brique re´el, p ∈M et p′ ∈M ′. Soient Ω ⊂ Cn un domaine
contenant le point p et f : Ω → Cn′ une application holomorphe telle que
f(M∩Ω) ⊂M ′ et f(p) = p′. Nous dirons que le point q ∈M est ge´ne´rique s’il
peut eˆtre choisi arbitrairement dansM prive´e d’un sous-ensemble alge´brique
re´el strict. Par ailleurs, nous introduisons la notation suivante. Pour A ∈ N,
le vecteur
DAf =
(
∂|β|fj
∂zβ
)
|β|≤A, j=1,...,n′
de´signe toutes les de´rive´es partielles de f jusqu’a` l’ordre A ; DAf est parfois
appele´ le jet d’ordre A de f . Le nombre de composantes du vecteur DAf est
(3.1) κ(A) := n′
(
n+ A
n
)
.
Pour ve´rifier (3.1), il suffit de calculer le nombre λ(A) de composantes du
vecteur DAfj, pour une composante fj :
λ(A) = #{(β1, . . . , βn) ∈ Nn : β1 + · · ·+ βn ≤ A}.
Ajoutons β0 ∈ N tel que β0 + · · ·+ βn = A. Alors,
λ(A) = #{(β0, . . . , βn) ∈ Nn+1 : β0 + · · ·+ βn = A}.
Finalement, λ(A) est donc le nombre de fac¸on de choisir n e´le´ments dans un
ensemble a` A+ n e´le´ments, c’est-a`-dire,
(
n+A
n
)
; puis κ(A) = n′λ(A).
La de´monstration du The´ore`me 1.3 est divise´e en deux e´tapes (Proposi-
tions 3.1 et 3.4).
Proposition 3.1. Si la dimension de V1p en p′ est 0, il existe un point q ∈
M ge´ne´rique arbitrairement proche de p, un entier A ≥ 0 et une application
A holomorphe alge´brique pre`s de (q, q,DAf(q)) tels que, pour tous z, w ∈ Cn
suffisamment proches de q ve´rifiant w ∈ Qz,
(3.2) f(z) = A(z, w,DAf(w)).
De´monstration. (Voir le Chapitre 2, Lemme 4.3, pour un re´sultat et
une de´monstration analogues, dans le cadre analytique.)
Dans la suite, tous nos raisonnements seront localise´s en p. Par hypothe`se
f(M ∩Ω) ⊂M ′, autrement dit P ′k(f(z), f(z)) = 0, pour tous k = 1, . . . , d′ et
z ∈M ∩Ω. Par complexification P ′k(f(w), f(z)) = 0, pour tous k = 1, . . . , d′
et z, w ∈ Cn proches de p tels que w ∈ Qz. Fixons z0, w0 ∈ Cn proches de p
26 Chapitre 1. Alge´bricite´ d’applications holomorphes
tels que w0 ∈ Qz0 . Les ope´rateurs Lj(w) = Lj(w, z0), j = 1, . . . ,m, forment
une base des ope´rateurs holomorphes tangents a` Qz0 (voir la Section 1.1) ;
comme P ′k(f(·), f(z0)) = 0 sur Qz0 ,
(3.3) LαP ′k(f(·), f(z0))|w0 = 0, k = 1, . . . , d′, α ∈ Nm.
On re´e´crit (3.3), apre`s conjugaison complexe, sous la forme
(3.4) Fαk (z0, w0, D|α|f(w0), f(z0)) = 0, k = 1, . . . , d′, α ∈ Nm,
ou` les Fαk sont des fonctions holomorphes alge´briques pre`s du point
P := (p, p,D|α|f(p), p′). Les e´quations Fαk (p, p,D|α|f(p), ·) = 0 sont des
e´quations de´finissantes de V1p et il est clair vu (3.4) que p′ ∈ V1p . Par
nœthe´rianite´, on peut se ramener a` un nombre fini d’e´quations de´finissantes :
F(p, p,DAf(p), ·) = 0, ou` A ∈ N et F = (Fαk )k=1,...,d′,|α|≤A. Soit V1(z0,w0) le
sous-ensemble alge´brique complexe passant par f(z0) et de´fini par l’e´quation
F(z0, w0, DAf(w0), ·) = 0.
Remarque 3.2. Puisque dans (3.3) on peut remplacer w0 par un point
ω ∈ Qz0 quelconque, V1(z0,w0) est en fait inde´pendant du point w0, et peut
eˆtre de´fini par l’e´quation F(z0, ω,DAf(ω), ·) = 0. Pour α = 0, cette e´quation
prouve que V1(z0,w0) ⊂ Q′f(ω).
Dans C2n+κ(A)+n′ muni des coordonne´es (z, ζ,∆, z′), on conside`re l’en-
semble alge´brique complexe V1 de´fini dans un voisinage du point P par
F(z, ζ,∆, z′) = 0. Par hypothe`se, la fibre V1p de V1 au-dessus du point
(p, p,DAf(p)) est de dimension ze´ro. D’apre`s le the´ore`me fondamental de
repre´sentation locale des ensembles alge´briques complexes (voir par exemple
[19], §5.6, Proposition 4), V1 est contenu dans un ensemble alge´brique
Q de´fini au voisinage de P par l’annulation de polynoˆmes de Weierstrass
en z′j, Qj(z, ζ,∆)(z
′
j), j = 1, . . . , n
′, a` coefficients alge´briques en (z, ζ,∆).
On a donc Qj(z, w,DAf(w))(fj(z)) = 0, j = 1, . . . , n
′, pour z, w tels
que w ∈ Qz. Quitte a` remplacer Qj par ∂Qj/∂z′j, on peut supposer que
∂Qj/∂z
′
j (z, w,D
Af(w))(fj(z)) 6≡ 0 pour z, w ve´rifiant w ∈ Qz. On peut
donc choisir un point q ∈M ge´ne´rique arbitrairement proche de p tel que le
the´ore`me des fonctions implicites (alge´briques) s’applique et tel que M soit
encore minimale en q. Alors, pour tous z, w ∈ Cn suffisamment proches de q
tels que w ∈ Qz,
(3.5) f(z) = A(z, w,DAf(w)),
ou` A est une application holomorphe alge´brique pre`s de (q, q,DAf(q)).
Remarque 3.3. L’e´quation (3.5) prouve directement que f est alge´brique
sur les varie´te´s de Segre de M (en fixant w). Pour conclure que f est
alge´brique sur tout Cn, on peut alors utiliser le the´ore`me d’alge´bricite´ se´pare´e
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de [68] si M est Segre-transversale, ou de [52] si M est simplement suppose´e
minimale.
Proposition 3.4. Si M est minimale en p et si l’application holomorphe
f ve´rifie (3.2), f est alge´brique.
De´monstration. Nous suivons la me´thode de [4], que nous re´e´crivons
en quatre e´tapes sous un formalisme simplificateur.
Etape 1 : Notations et de´finitions. Ecrivons les fonctions de´finissantes po-
lynoˆmiales re´elles de M sous la forme vectorielle P := (P1, . . . , Pd). Notons
∗ la conjugaison complexe, dans le sens suivant : pour un sous-ensemble
E ⊂ CN , E∗ := {z : z ∈ E}, et pour une application holomorphe F ,
F ∗(ζ) := F (ζ) ; pour µ ∈ N, notons ∗µ la conjugaison complexe ∗ ite´re´e µ
fois. Pour µ ∈ N\{0, 1}, soitMµ ⊂ CnZ1×· · ·×CnZµ la sous-varie´te´ alge´brique
complexe de´finie dans un voisinage de qµ := (q∗1, . . . , q∗µ) par les e´quations
ρ∗j(Zj, Zj+1) = 0, j = 1, . . . , µ− 1.
Etape 2 : De´rivation. Dans la suite, tous nos raisonnements seront lo-
calise´s en q lorsqu’il s’agit de M (dans Cn), et en qµ lorsqu’il s’agit de Mµ
(dans Cnµ). Remarquons que w ∈ Qz, si et seulement si, (w, z) ∈M2. Ainsi,
(3.2) s’e´crit
(3.6) f(Z2) = A(Z2, Z1, DAf ∗(Z1)), (Z1, Z2) ∈M2.
Il est clair que pi2|M2 est une submersion, ou` pi2 : (Z1, Z2) 7→ Z2 est la
deuxie`me projection. Ainsi, pour tout j = 1, . . . , n, l’ope´rateur ∂/∂Z2,j de
Cn se “remonte” en un ope´rateur holomorphe tangent a` M2,
Xj := ∂
∂Z2,j
+
n∑
k=1
aj,k(Z1, Z2)
∂
∂Z1,k
,
a` coefficients aj,k holomorphes alge´briques. Pour tout β ∈ Nn, l’ope´rateur
compose´ X β = X β11 . . .X βnn applique´ a` (3.6) donne :
(3.7)
∂|β|f
∂zβ
(Z2) = Aβ2 (Z1, Z2, DA+|β|f ∗(Z1)), (Z1, Z2) ∈M2,
ou` Aβ2 est une application holomorphe alge´brique pre`s de (q, q,DA+|β|f(q)).
Ecrivons (3.7) pour tout |β| ≤ B sous forme vectorielle :
(3.8) DBf(Z2) = AB2 (Z1, Z2, DA+Bf ∗(Z1)), (Z1, Z2) ∈M2,
ou` AB2 est holomorphe alge´brique et B ≥ 0 est un entier.
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Etape 3 : Ite´ration. Montrons par re´currence sur µ ∈ N \ {0, 1} que pour
tout B′ ∈ N,
(3.9)
DB
′
f ∗µ(Zµ) = AB′µ (Z1, . . . , Zµ, D(µ−1)A+B
′
f ∗(Z1)), (Z1, . . . , Zµ) ∈Mµ,
ou` AB′µ est holomorphe alge´brique.
Pour µ = 2, c’est (3.8). Supposons le re´sultat acquis a` l’ordre µ et
conside´rons un point (Z1, . . . , Zµ+1) ∈Mµ+1. Il est clair que (Z∗µ+1µ , Z∗µ+1µ+1 ) ∈
M2 ; en conjuguant (3.8) µ+ 1 fois, on obtient alors :
(3.10) DBf ∗µ+1(Zµ+1) = AB2 ∗µ+1(Zµ, Zµ+1, DA+Bf ∗µ(Zµ)).
En remplac¸ant dans (3.10) l’hypothe`se de re´currence (3.9) pour B′ = A+B,
on obtient :
DBf ∗µ+1(Zµ+1) = ABµ+1(Z1, . . . , Zµ+1, DµA+Bf ∗(Z1)),
ou` ABµ+1 est holomorphe alge´brique, ce qui termine la re´currence.
Etape 4 : Minimalite´. Pour µ ∈ N\{0, 1} et w ∈ Cn suffisamment proche
de q, notons Sµw := piµ(M
µ
w), ou`M
µ
w :=M
µ∩pi−11 (w) et pi1 : (Z1, . . . , Zµ) 7→ Z1,
piµ : (Z1, . . . , Zµ) 7→ Zµ, de´signent la premie`re et la dernie`re projection. Les
sous-ensemble Sµw ⊂ Cn ne sont pas en ge´ne´ral alge´briques (ni analytiques)
complexes, et sont appele´s ensemble de Segre dans [4]. On peut supposer que
M est minimale en q (voir la Section 1.1). Il existe alors un entier µ0 ≥ 1 tel
que Sµ0q contient un voisinage (ouvert non vide) de q
∗µ0 dans Cn (voir [4, 52]).
Ainsi, l’application piµ|Mµq est de rang ge´ne´rique n. On peut supposer, sans
perte de ge´ne´ralite´, qu’elle est de rang n en qµ. Elle est donc inversible a` droite
en qµ, c’est-a`-dire, il existe un voisinage U de q dans Cn et une application
holomorphe alge´brique
ψ : U∗µ −→ Mµq
Zµ 7−→ (q, ψ2(Zµ), . . . , ψµ−1(Zµ), Zµ),
telle que piµ|Mµq ◦ ψ = idU∗µ . Ecrivons (3.9) pour B′ = 0 et (Z1, . . . , Zµ) =
ψ(Zµ) :
f ∗µ(Zµ) = A0µ(q, ψ2(Zµ), . . . , ψµ−1(Zµ), Zµ, D(µ−1)Af(q)), Zµ ∈ U∗µ.
On conclut que f ∗µ est alge´brique sur U∗µ, et donc que f est alge´brique
sur U .
Fin de la de´monstration du The´ore`me 1.3. On peut appliquer la
Proposition 3.1 ; puis, comme M est minimale, la Proposition 3.4 permet
alors de conclure que f est alge´brique.
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3.2. Orthogonalite´ entre premie`re varie´te´ ca-
racte´ristique et varie´te´ de Segre
Le lemme suivant montre que dans la situation conside´re´e par Sharipov-
Sukhov [68] (voir le Corollaire 1.4), la premie`re varie´te´ caracte´ristique est de
dimension ze´ro :
Lemme 3.5. Soient M ⊂ Cn et M ′ ⊂ Cn′ deux sous-varie´te´s alge´briques
re´elles ge´ne´riques, p ∈ M et p′ ∈ M ′. Soient Ω ⊂ Cn un domaine contenant
le point p et f : Ω→ Cn′ une application holomorphe telle que f(M∩Ω) ⊂M ′
et f(p) = p′. Si l’orthogonal de la varie´te´ de Segre de M en p, au sens de la
forme de Levi de M ′ en p′ “tire´e en arrie`re” par f , est nul, la dimension de
V1p en p′ est ne´cessairement ze´ro.
De´monstration. La de´monstration se de´compose en trois e´tapes.
Etape 1 : Notations et re´duction du proble`me. Supposons que p = 0 et
utilisons des coordonne´es holomorphes alge´briques du type (1.3), Cn 3 z =
(x, y) ∈ Cm×Cd, telles queM est donne´e pre`s de 0 par des e´quations du type
(1.2), yk = φk(x, x, y), k = 1, . . . , d, ou` les φk(x, ξ, η) sont des fonctions holo-
morphes alge´briques pre`s de (0, 0, 0) satisfaisant φk(0, ξ, η) ≡ φk(x, 0, η) ≡ ηk,
k = 1, . . . , d. Nous utiliserons aussi les e´quations polynoˆmiales re´elles de M
du type (1.1), Pk(z, z) = 0, k = 1, . . . , d, avec ∂P1 ∧ · · · ∧ ∂Pd 6= 0 en 0.
Suivons les meˆmes notations pour M ′, en ajoutant des “primes” partout, et
e´crivons f = (g, h) ∈ Cm′ × Cd′ dans ces coordonne´es.
Notons que la varie´te´ de Segre de M en 0 est Q0 = T
c
0M = Cmx × {0},
et que de meˆme pour M ′, Q′0 = T
c
0M
′ = Cm′x′ × {0}. En outre, pour tout
j = 1, . . . ,m, Lj|0 = ∂/∂xj (voir (1.4)) et Ljh|0 = ∂h/∂xj|0 = 0.
Etape 2 : Calcul de l’orthogonal de la varie´te´ de Segre. Notons E0 l’or-
thogonal de la varie´te´ de Segre Q0 de M en 0, au sens de la forme de Levi
de M ′ en 0 “tire´e en arrie`re” par f . Par de´finition (voir la Section 1.2),
E0 = {x′ ∈ Cm′ : f ∗Λk0(x, 0, x′, 0) = 0, x ∈ Cm, k = 1, . . . , d′}.
Or, dans notre situation, la forme de Levi Λk0 s’e´crit :
Λk0(x
′, ξ′) =
m′∑
l,λ=1
∂2P ′k(x
′, 0, x′, 0)
∂x′l ∂x′λ
∣∣∣∣
(0,0)
x′l ξ′λ,
pour tout (x′, ξ′) ∈ Cm′ × Cm′ . L’e´quation f ∗Λk0(x, 0, x′, 0) = 0 e´quivaut
donc a` ∑
l,λ=1,...,m′
j=1,...,m
∂2P ′k(x
′, 0, x′, 0)
∂x′l ∂x′λ
∣∣∣∣
(0,0)
∂gl
∂xj
∣∣∣∣
0
xj x′λ = 0,
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que l’on re´e´crit sous la forme matricielle
tx Ak x′ = 0,
ou` Ak est la matrice m×m′ d’e´le´ment ge´ne´rique(
m′∑
l=1
∂2P ′k(x
′, 0, x′, 0)
∂x′l ∂x′λ
∣∣∣∣
(0,0)
∂gl
∂xj
∣∣∣∣
0
)λ=1,...,m′
j=1,...,m
.
Ainsi,
E0 = {x′ ∈ Cm′ : tx Ak x′ = 0, x ∈ Cm, k = 1, . . . , d′}.
Or, tx Ak x′ = 0, pour tout x ∈ Cm, e´quivaut a` Ak x′ = 0. Si l’on note A la
matrice md′ ×m′ de´finie par
A :=
 A1...
Ad′
 ,
l’hypothe`se du Lemme 3.5 signifie alors que
E0 = {x′ ∈ Cm′ : A x′ = 0} = {0}.
En d’autres termes, A est injective.
Soient U un voisinage de 0 dans Cm′ suffisamment petit et Ψ : U → Cmd′
l’application holomorphe (polynoˆmiale) de´finie par
Ψj,k(x′) :=
m′∑
l=1
∂P ′k(x
′, 0, x′, 0)
∂x′l
∣∣∣∣
0
∂gl
∂xj
∣∣∣∣
0
,
pour tous j = 1, . . . ,m, k = 1, . . . , d′ et x′ ∈ U . Il est clair que A est la
matrice jacobienne de Ψ en 0, et donc l’hypothe`se du Lemme 3.5 e´quivaut a`
dire que Ψ est une immersion en 0.
Etape 3 : Calcul de la premie`re varie´te´ caracte´ristique. Soit V1,10 le sous-
ensemble alge´brique complexe de´fini dans un voisinage de 0 par les e´quations
du premier ordre en z′ suivantes : P ′l (0, z′) = 0 et LjP ′k(f(·), z′)|0 = 0, pour
tous l, k = 1, . . . , d′ et j = 1, . . . ,m. Il est clair que V10 ⊂ V1,10 au voisinage
de 0. Le syste`me d’e´quations P ′l (0, z′) = 0, l = 1, . . . , d
′, est e´quivalent a`
z′ ∈ Q′0 = Cm′x′ × {0}, c’est-a`-dire, z′ = (x′, 0). Par ailleurs, LjP ′k(f(·), z′)|0
est e´gal a`
∂
∂xj
P ′k(f(·), z′)|0 =
n′∑
l=1
∂P ′k(z
′, z′)
∂z′l
∣∣∣∣
0
∂fl
∂xj
∣∣∣∣
0
.
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Puis, vu que z′ = (x′, 0) et que ∂h/∂xj|0 = 0, on obtient que
LjP ′k(f(·), z′)|0 =
m′∑
l=1
∂P ′k(x
′, 0, x′, 0)
∂x′l
∣∣∣∣
0
∂gl
∂xj
∣∣∣∣
0
= Ψj,k(x′).
Ainsi, V1,10 est l’ensemble des (x′, 0) proches de 0 tels que Ψ(x′) = 0. Vu
l’e´tape 2, ceci implique que V1,10 est re´duit au singleton {0}, et donc V10 ⊂ V1,10
aussi.
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4.1. De´monstration du The´ore`me 1.6
Nous conside´rons la meˆme situation et suivons les meˆmes conventions
qu’a` la Section 3.1.
La de´monstration du The´ore`me 1.6 est divise´e en deux e´tapes (Proposi-
tions 4.1 et 4.3).
Proposition 4.1. Si la dimension de V2p en p′ est 0, il existe un point q ∈
M ge´ne´rique arbitrairement proche de p, un entier A ≥ 0 et une application
B holomorphe alge´brique pre`s de (q, q, q,DAf(q), DAf(q)) tels que, pour tous
z, w, t ∈ Cn suffisamment proches de q ve´rifiant w ∈ Qz et t ∈ Qw,
(4.1) f(z) = B(z, w, t,DAf(w), DAf(t)).
Nous aurons besoin du lemme suivant, qui permet de re´soudre localement
(et partiellement) des e´quations alge´briques complexes :
Lemme 4.2. Soit A un sous-ensemble alge´brique complexe de CµZ ×CνW
et soit X ⊂ A une sous-varie´te´ connexe analytique re´elle. Alors, il existe un
point P ∈ X (ge´ne´rique) et une sous-varie´te´ alge´brique complexe A˜P passant
par P , tels que X ⊂ A˜P ⊂ A pre`s de P et tels que A˜P est de´finie pre`s de P par
les e´quations V = ψP (U,Z) et θP (Z) = 0, avec Cν 3 W = (U, V ) ∈ Cα ×Cβ
un syste`me de coordonne´es holomorphes alge´briques locales et ψP , θP deux
applications holomorphes alge´briques (θP e´tant une submersion).
De´monstration. On obtient A˜P de fac¸on constructive par un algo-
rithme qui se compose de trois e´tapes. La premie`re e´tape consiste a` choisir
la composante irre´ductible de A qui contient X. Dans la deuxie`me e´tape,
quitte a` remplacer A par son lieu singulier SingA, on peut supposer que
X 6⊂ SingA. On choisit alors un point de X re´gulier pour A. La troisie`me
e´tape est analogue a` la deuxie`me et concerne le lieu de branchement de la
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projection canonique pi de A sur CµZ . On choisit alors le point P ∈ X tel
que pi soit de rang constant au voisinage de P . On note A˜P la sous-varie´te´
alge´brique complexe de A passant par le point P ainsi construite. D’apre`s le
the´ore`me du rang (alge´brique), pi(A˜P ) est une sous-varie´te´ alge´brique com-
plexe de CµZ . On note θP (Z) = 0 des e´quations de´finissantes holomorphes
alge´briques pour pi(A˜P ). Enfin, dans pi(A˜P )×CνW , on e´crit A˜P sous la forme
d’un graphe V = ψP (U,Z), avec W = (U, V ) ∈ Cα × Cβ.
De´monstration de la Proposition 4.1. Dans la suite, tous nos rai-
sonnements seront localise´s en p.
On applique le Lemme 4.2 au sous-ensemble alge´brique complexe V1 ⊂
C2n+κ(A) × Cn′ , de´fini dans la de´monstration de la Proposition 3.1, et a` la
varie´te´ analytique re´elle X = {(z, z,DAf(z), f(z)), z ∈ M} ⊂ V1. Il existe
donc un point p ∈ M (ge´ne´rique) et une sous-varie´te´ alge´brique complexe
V˜1 de´finie au voisinage de P := (p, p,DAf(p), f(p)) par les e´quations holo-
morphes alge´briques v′ = ψ(u′, z, ζ,∆) et θ(z, ζ,∆) = 0, dans le syste`me de
coordonne´es holomorphes alge´briques locales Cn′ 3 w′ = (u′, v′) ∈ Ca × Cb.
De plus, la varie´te´ V˜1 ve´rifie X ⊂ V˜1 ⊂ V1 au voisinage de P . Soit X la sous-
varie´te´ complexe de´finie comme l’ensemble des points (z, w,DAf(w), f(z)),
pour z, w proches de p tels que w ∈ Qz. Comme X est ge´ne´rique dans X , on
a X ⊂ V˜1. La varie´te´ alge´brique complexe V˜1p introduite a` la Section 1.1 est
de´finie par les e´quations v′ = ψ(u′, p, p,DAf(p)). On fixe z0, w0, t0 proches de
p tels que w0 ∈ Qz0 et t0 ∈ Qw0 . Soit V˜1(w0,t0) la varie´te´ alge´brique complexe
passant par f(w0) et de´finie par les e´quations v
′
l = ψl(u
′, w0, t0, DAf(t0)),
l = 1, . . . , b. Les ope´rateurs
Kj = ∂
∂u′j
+
b∑
l=1
∂ψl
∂u′j
(u′, w0, t0, DAf(t0))
∂
∂v′l
, j = 1, . . . , a,
forment une base des ope´rateurs holomorphes tangents a` V˜1(w0,t0). Vu la Re-
marque 3.2 (pour ω = z0) et vu que V˜1 ⊂ V1, les polynoˆmes P ′l (·, f(z0))
s’annulent sur V˜1(w0,t0). Donc KβP ′l (·, f(z0))|f(w0) = 0 pour tout β ∈ Na. On
re´e´crit ces e´quations (apre`s conjugaison) sous la forme
Gβl (w0, t0, f(w0), DAf(t0), f(z0)) = 0,
ou` les Gβl sont alge´briques complexes. Comme dans la de´monstration de
la Proposition 3.1, on peut se ramener par nœthe´rianite´ a` un nombre fini
d’e´quations, note´es G(w0, t0, f(w0), DAf(t0), f(z0)) = 0. Dans C3n+2κ(A)+n′
muni des coordonne´es (z, ζ, t,∆, D, w′), on conside`re l’ensemble alge´brique
complexe V2 de´fini au voisinage du point (p, p, p,DAf(p), DAf(p), p′) par les
e´quations v′ = ψ(u′, z, ζ,∆) et G(ζ, t,∆, D,w′) = 0. Par hypothe`se, la fibre
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V2p de V2 au-dessus du point (p, p, p,DAf(p), DAf(p)) est de dimension ze´ro.
Comme dans la de´monstration de la Proposition 3.1, on en de´duit que
(4.2) f(z) = B(z, w, t,DAf(w), DAf(t)),
ou` B est une application holomorphe alge´brique et ou` w ∈ Qz et t ∈ Qw.
Proposition 4.3. Si M est minimale en p et si l’application holomorphe
f ve´rifie (4.1), f est alge´brique.
De´monstration. Nous proce´dons par une le´ge`re ge´ne´ralisation de la
me´thode utilise´e pour de´montrer la Proposition 3.4 (voir aussi [4, 76]). Dans
la suite, tous nos raisonnements seront localise´s en q lorsqu’il s’agit de M
(dans Cn), et en qµ lorsqu’il s’agit de Mµ (dans Cnµ).
Remarquons que w ∈ Qz et t ∈ Qw, si et seulement si, (t, w, z) ∈ M3.
Ainsi, (4.1) s’e´crit
f ∗(Z3) = B(Z3, Z2, Z1, DAf(Z2), DAf ∗(Z1)), (Z1, Z2, Z3) ∈M3.
Puis, en appliquant les ope´rateurs holomorphes tangents a` M3, on obtient
l’analogue de (3.8) :
DBf ∗(Z3) = BB3 (Z1, Z2, Z3, DA+Bf(Z2), DA+Bf ∗(Z1)), (Z1, Z2, Z3) ∈M3,
ou` BB3 est holomorphe alge´brique. Ensuite, on montre par re´currence sur
µ ∈ N \ {0, 1, 2} l’analogue de (3.9), c’est-a`-dire, pour tout B′ ∈ N,
(4.3) DB
′
f ∗µ(Zµ) = BB′µ (Z1, . . . , Zµ, D(µ−2)A+B
′
f(Z2), D
(µ−2)A+B′f ∗(Z1)),
(Z1, . . . , Zµ) ∈Mµ,
ou` BB′µ est holomorphe alge´brique. Enfin, la minimalite´ de M implique que
piµ+1|Mµ+1
(q,q)
est de rang n, ou`Mµ+1(w,z) :=M
µ+1∩pi−11 (w)∩pi−12 (z). Notons ψ′ son
inverse a` droite sur le voisinage U ′ de q dans Cn. Finalement, (4.3) donne,
pour µ+ 1, B′ = 0 et (Z1, . . . , Zµ+1) = ψ′(Zµ+1),
f ∗µ+1(Zµ+1) = B0µ+1(q, q, ψ′3(Zµ+1), . . . , ψ′µ(Zµ+1), Zµ+1,
D(µ−1)Af(q), D(µ−1)Af(q)), Zµ+1 ∈ U ′∗µ+1,
et on conclut que f ∗µ+1 est alge´brique sur U ′∗µ+1, et donc que f est alge´brique
sur U .
Fin de la de´monstration du The´ore`me 1.6. On peut appliquer la
Proposition 4.1 ; puis, comme M est minimale, la Proposition 4.3 permet
alors de conclure que f est alge´brique.
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4.2. Ve´rification des exemples
Cette section de´taille les calculs qui permettent de ve´rifier les exemples
donne´s a` la Section 1.3.
Ve´rification de l’Exemple 1.9. On conside`re M : z1 = z1 + iz2z2 ⊂
C2z, M ′ : P ′(Z,Z) = Z1 − Z1 + iZ2Z2 + iZ22Z3Z4 + iZ22Z3Z4 = 0 ⊂ C4Z et
f : (z1, z2) 7→ (z1, z2, 0, 0). L’ope´rateur
L(w) = ∂
∂w2
+ iz2
∂
∂w1
forme une base des ope´rateurs holomorphes tangents a` Qz. Calculons les
fonctions de´finissantes de V1. Tout d’abord,
P ′(f(w), Z) = Z1 − w1 + iw2Z2 + iw22Z3Z4.
Puis, les de´rive´es successives de cette fonction par L sont :
LP ′(f(w), Z) = −iz2 + iZ2 + 2iw2Z3Z4 ;
L2P ′(f(w), Z) = 2iZ3Z4 ;
LαP ′(f(w), Z) = 0, pour tout α ≥ 3.
Les e´quations de´finissantes de V1 ⊂ C3(z,ζ,Z) sont donc : Z1 − ζ1 − iζ2Z2 − iζ
2
2Z3Z4 = 0
iz2 − iZ2 − 2iζ2Z3Z4 = 0
−2iZ3Z4 = 0
⇐⇒
 Z1 = ζ1 + iζ2Z2Z2 = z2
Z3 = 0 ou Z4 = 0.
Par conse´quent, pour tout point p ∈ M (c’est-a`-dire, p1 = p1 + ip2p2), la
premie`re varie´te´ caracte´ristique V1p est le sous-ensemble alge´brique complexe
de´finie par :
Z1 = p1, Z2 = p2 et (Z3 = 0 ou Z4 = 0),
de dimension 1 en f(p). Par ailleurs, le sous-ensemble alge´brique complexe
V˜1p (voir la Section 1.1) est de´fini par :
Z1 = p1, Z2 = p2 et Z3 = Z4 = 0 ;
ne´cessairement, la seconde varie´te´ caracte´ristique V2p est re´duite au singleton
{f(p)}, et sa dimension en f(p) est 0.
Revenons au sous-ensemble alge´brique complexe V1 et notons V1,1 (resp.
V1,2) la composante irre´ductible associe´e a` l’e´quation Z3 = 0 (resp. Z4 = 0).
L’ope´rateur K(W ) = ∂/∂W4 forme une base des ope´rateurs holomorphes
tangents a` V1,1p := {(p1, p2, 0,W4) : W ∈ C}. Appliquant l’ope´rateur K a` la
fonction
P ′(W,Z) = Z1 −W1 + iW2Z2 + iW 22Z3Z4 + iZ22W3W4,
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on obtient :
KP ′(W,Z) = iZ22W3 ;
KβP ′(W,Z) = 0, pour tout β ≥ 2.
En e´valuant ces e´quations au pointW = f(p), on obtient que le sous-ensemble
alge´brique complexe S ′(V1,1p ) est de´fini par :
Z1 − p1 − ip2Z2 − ip22Z3Z4 = 0,
ou` S ′ de´signe la re´flexion de Segre par rapport a` M ′, associe´e au couple
(p′, p′) (voir la Section 2.3). De meˆme, pour la composante irre´ductible V1,2p
et l’ope´rateur holomorphe tangent J (W ) = ∂/∂W3, on obtient que S ′(V1,2p )
est de´fini par :
Z1 − p1 − ip2Z2 − ip22Z3Z4 = 0.
Finalement, le sous-ensemble alge´brique complexe W2p = V1p ∩ S ′(V1,1p ) ∩
S ′(V1,2p ) est de´fini par :{
Z1 = p1, Z2 = p2, Z3Z4 = 0,
Z1 = p1 + ip2Z2 + ip
2
2Z3Z4 = p1.
Donc, W2p = V1p et sa dimension en f(p) est 1.
Ve´rification de l’Exemple 1.10. On conside`re la meˆme varie´te´ M ,
et donc le meˆme ope´rateur holomorphe L, que dans l’Exemple 1.9 ; par
contre : M ′ : P ′(Z,Z) = Z1 − Z1 + iZ2Z2 + iZ22Z3Z4 + iZ22Z3Z4 + iZ23Z25 +
iZ
2
3Z
2
5 + iZ
3
3Z
3
4 + iZ
3
3Z
3
4 = 0 ⊂ C5Z et f : (z1, z2) 7→ (z1, z2, 0, 0, 0). On a :
P ′(f(w), Z) = Z1 − w1 + iw2Z2 + iw22Z3Z4 ;
LP ′(f(w), Z) = −iz2 + iZ2 + 2iw2Z3Z4 ;
L2P ′(f(w), Z) = 2iZ3Z4 ;
LαP ′(f(w), Z) = 0, pour tout α ≥ 3.
Ainsi, les e´quations de´finissantes de V1 ⊂ C3(z,ζ,Z) sont les meˆmes que pour
l’Exemple 1.9, c’est-a`-dire : Z1 = ζ1 + iζ2Z2Z2 = z2
Z3 = 0 ou Z4 = 0.
Par conse´quent, V1p est de´finie par :
Z1 = p1, Z2 = p2 et (Z3 = 0 ou Z4 = 0),
et est donc de dimension 2 en f(p). En outre, V˜1p est de´fini par : Z1 = p1,
Z2 = p2 et Z3 = Z4 = 0, et est donc de dimension 1. L’ope´rateur holomorphe
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K = ∂/∂W5 tangent a` V˜1p applique´ a` la fonction
(4.4) P ′(W,Z) = Z1 −W1 + iW2Z2 + iW 22Z3Z4 + iZ22W3W4
+ iW 23Z
2
5 + iZ
2
3W
2
5 + iW
3
3Z
3
4 + iZ
3
3W
3
4
donne
KP ′(W,Z) = 2iZ23W5 ;
K2P ′(W,Z) = 2iZ23 ;
KβP ′(W,Z) = 0, pour tout β ≥ 3.
En e´valuant ces e´quations au point W = f(p), on obtient que S ′(V˜1p ) est
de´fini par : Z1 = p1 + ip2Z2, Z3 = 0. Au total, V2p = V˜1p est de dimension 1.
Comme dans l’Exemple 1.9, notons V1,1 (resp. V1,2) la composante
irre´ductible de V1 associe´e a` l’e´quation Z3 = 0 (resp. Z4 = 0). La base des
ope´rateurs holomorphes tangents a` V1,1 est compose´e ici de deux ope´rateurs,
par exemple K1 = ∂/∂W4 et K2 = ∂/∂W5. En les appliquant a` (4.4), on
obtient :
K(1,0)P ′(W,Z) = iZ22W3 + 3iZ33W 24 ;
K(2,0)P ′(W,Z) = 6iZ33W4 ;
K(3,0)P ′(W,Z) = 6iZ33 ;
K(0,1)P ′(W,Z) = 2iZ23W5 ;
K(0,2)P ′(W,Z) = 2iZ23 ;
KβP ′(W,Z) = 0 sinon.
Ceci implique que S ′(V1,1p ) est de´fini par : Z1 = p1+ ip2Z2, Z3 = 0. Pour V1,2,
et en utilisant les ope´rateurs J1 = ∂/∂W3 et J2 = ∂/∂W5, on obtient :
J (1,0)P ′(W,Z) = iZ22W4 + 2iW3Z25 + 3iW 23Z34 ;
J (2,0)P ′(W,Z) = 2iZ25 + 6iW3Z34 ;
J (3,0)P ′(W,Z) = 6iZ34 ;
J (0,1)P ′(W,Z) = 2iZ23W5 ;
J (0,2)P ′(W,Z) = 2iZ23 ;
J γP ′(W,Z) = 0 sinon.
Ceci implique que S ′(V1,2p ) est de´fini par : Z1 = p1+ip2Z2, Z3 = Z4 = Z5 = 0.
Au total,W2p co¨ıncide ne´cessairement avec le singleton {f(p)} et sa dimension
est 0.
Ve´rification de l’Exemple 1.12. On conside`re la meˆme varie´te´ M ,
et donc le meˆme ope´rateur holomorphe L, que dans les Exemples 1.9 et 1.10 ;
par contre : M ′ : P ′(Z,Z) = Z1 − Z1 + iZ2Z2 + iA(Z4 − Z3 + Z22B) +
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iA(Z4 − Z3 + Z22B) ⊂ C4Z , ou` A := Z4(Z3 − Z1Z23) et B := Z4 − Z3, et
f : (z1, z2) 7→ (z1, z2, z1z32 , 0). On a :
P ′(f(w), Z) = Z1 − w1 + iw2Z2 + iA(−w1w32 + w22B) ;
LP ′(f(w), Z) = −iz2 + iZ2 + iA(−iz2w32 − 3w1w22 + 2w2B) ;
L2P ′(f(w), Z) = iA(−6iz2w22 − 6w1w2 + 2B) ;
L3P ′(f(w), Z) = iA(−18iz2w2 − 6w1) ;
L4P ′(f(w), Z) = 24Az2 ;
LαP ′(f(w), Z) = 0, pour tout α ≥ 5.
Ainsi, les e´quations de´finissantes de V10 sont : Z1 = 0Z2 = 0AB = 0 ⇐⇒
 Z1 = 0Z2 = 0Z3 = 0 ou Z4 = 0 ou Z4 = Z3,
et celles de V1p , p ∈M \ {0}, sont : Z1 = p1Z2 = p2Z3 = p1p23 ou Z4 = 0.
Dans tous les cas (pour tout p ∈ M), la dimension de V1p en f(p) est 1 et
celle de V˜1p est 0, car V˜1p est re´duit au singleton {(p1, p2, p1p23, 0)}. Ainsi, pour
tout p ∈M , la dimension de V2p en f(p) est 0.
Soit un point p ∈ M \ {0} fixe´ et notons V1,1p (resp. V1,2p ) la composante
irre´ductible de V1p associe´e a` l’e´quation Z3 = p1p23 (resp. Z4 = 0). En ap-
pliquant l’ope´rateur holomorphe K = ∂/∂W4 tangent a` V˜1,1p a` la fonction
P ′(W,Z), puis en e´valuant en W = f(p), on montre que S ′(V1,1p ) est de´fini
par : Z1 = p1 + ip2Z2, A = 0. On obtient les meˆme e´quations pour S
′(V1,2p ),
en utilisant l’ope´rateur J = ∂/∂W3. Au total, W2p = V1p est de dimension 1
(pour p 6= 0).
Pour le point p = 0 ∈ M , V10 est la re´union des trois composantes
irre´ductibles V1,10 , V1,20 et V1,30 associe´es respectivement aux e´quations Z3 = 0,
Z4 = 0 et Z4 = Z3. On obtient facilement que S
′(V1,10 ) = S ′(V1,20 ) sont
de´finis par : Z1 = 0, Z3Z4 = 0. Puis, en appliquant l’ope´rateur holomorphe
K = ∂/∂W3 + ∂/∂W4 tangent a` V1,30 , on obtient que S ′(V1,30 ) est de´fini par :
Z1 = 0, Z4 = Z3. Au total, W20 = {0} est de dimension 0.
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CHAPITRE 2
Analyticite´ d’applications CR C∞
entre varie´te´s CR analytiques re´elles
Soit f : M → M ′ une application CR C∞ entre une sous-varie´te´ ana-
lytique re´elle ge´ne´rique minimale M ⊂ Cn, n > 1, et un sous-ensemble
analytique re´el M ′ ⊂ Cn′ . Dans ce chapitre, nous introduisons la notion de
“varie´te´ caracte´ristique” associe´e aux ensemblesM etM ′ et a` l’application f
et nous e´tablissons que si elle est de dimension ze´ro, f est analytique re´elle 1.
Rappelons que la pre´sentation de´taille´e de ce chapitre se trouve dans l’In-
troduction, page 6. De´crivons brie`vement le plan de ce chapitre. Dans la Sec-
tion 1, nous donnons pre´cise´ment les notations, les de´finitions et les e´nonce´s
des re´sultats. La Section 2 expose des notions et re´sultats pre´liminaires, qui
seront utilise´s par la suite. La Section 3 est consacre´e a` la de´monstration
de la proprie´te´ d’extension me´romorphe pour les coefficients des e´quations
polynoˆmiales ve´rifie´es par les fonctions composantes fj. Dans la Section 4,
nous e´tablissons un principe de re´flexion “ge´ne´ralise´”, qui est un e´nonce´ plus
ge´ne´ral que notre re´sultat principal. Dans la Section 5, nous e´tudions la re-
lation entre les notions de varie´te´ caracte´ristique et de finitude essentielle.
Finalement, dans la Section 6, nous donnons les de´monstrations des corol-
laires de notre re´sultat principal.
1. Enonce´s des re´sultats
Soit M ⊂ Cn ' R2n, n > 1, une sous-varie´te´ analytique re´elle de´finie
dans un voisinage du point p ∈ M par les e´quations rk(z) = 0, k = 1, . . . , d,
ou` les rk sont des fonctions analytiques re´elles a` valeurs re´elles satisfaisant
dr1 ∧ · · · ∧ drd 6= 0 en p ; l’entier d est la codimension de M . Soit TzM
l’espace tangent re´el a`M en z ∈M et T czM := TzM ∩ i TzM l’espace tangent
complexe. Nous supposons que la sous-varie´te´ M est de Cauchy-Riemann
(CR) c’est-a`-dire, que T czM est de dimension complexe constante, appele´e
1 Les re´sultats de ce chapitre font l’objet d’un article [28] accepte´ pour publication
dans la revue Michigan Mathematical Journal.
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dimension CR de M et note´e m. Nous e´crivons les e´quations de´finissantes de
M sous la forme habituelle
ρk(z, z) = 0, k = 1, . . . , d,
ou` les ρk sont des fonctions holomorphes de 2n variables satisfaisant ρk(z, z) ∈
R, k = 1, . . . , d. Nous supposons de plus queM est ge´ne´rique, c’est-a`-dire, que
∂ρ1∧· · ·∧∂ρd 6= 0 en p, ou` de fac¸on e´quivalente,m = n−d. La sous-varie´te´M
est minimale en p (au sens de Tumanov [73]) si elle ne contient pas de sous-
varie´te´ CR stricte passant par p et de meˆme dimension CRm. Rappelons que
puisqueM est analytique re´elle, elle est minimale en p, si et seulement si, elle
est de type fini en p au sens de Bloom-Graham [16] ; par conse´quent, siM est
minimale en p, M est minimale en tout point, en dehors d’un sous-ensemble
analytique re´el strict. Par le the´ore`me des fonctions implicites holomorphe,
nous pouvons e´crire les e´quations de M pre`s de p sous la forme
(1.1) yk = φk(x, x, y), k = 1, . . . , d,
ou`
(1.2) Cn 3 z = (x, y) ∈ Cm × Cd
est un syste`me de coordonne´es holomorphes locales pre`s de p = (xp, yp) et
les φk(ξ, x, y) sont des fonctions holomorphes pre`s de (xp, xp, yp) satisfaisant
φk(xp, x, y) ≡ φk(ξ, xp, y) ≡ yk, k = 1, . . . , d. Dans la suite, nous utiliserons
la notation vectorielle φ = (φ1, . . . , φd). Les ope´rateurs
Lj =
∂
∂xj
+
d∑
k=1
∂φk
∂xj
(x, x, y)
∂
∂yk
, j = 1, . . . ,m,
forment une base (commutant) des ope´rateurs CR de M , a` coefficients ana-
lytiques re´els. Rappelons qu’une fonction C1 ψ de´finie sur M est dite de
Cauchy-Riemann (CR) si Ljψ = 0 sur M , pour tout j = 1, . . . ,m. Une
application est CR si toutes ses fonctions composantes sont CR.
Comme pour M , on de´finit le sous-ensemble analytique re´el M ′ ⊂ Cn′ '
R2n′ dans un voisinage du point p′ ∈M ′ par les e´quations analytiques re´elles
ρ′k(z
′, z′) = 0, k = 1, . . . , d′. Soit f :M →M ′ une application CR C∞ de´finie
sur un voisinage de p dans M et telle que f(p) = p′. Pour tous k = 1, . . . , d′,
α ∈ Nm et pour un point z′ ∈ Cn′ fixe´, nous pouvons appliquer l’ope´rateur
compose´ Lα := Lα11 . . . L
αm
m a` la fonction C∞ ρ′k(z′, f(·)) de´finie sur M :
De´finition 1.1. La varie´te´ caracte´ristique de f en p est le sous-ensemble
analytique complexe Vp(f) ⊂ Cn′ de´fini au voisinage de p′ par les e´quations
en z′,
Lαρ′k(z
′, f(·))|p = 0, pour tous k = 1, . . . , d′ et α ∈ Nm.
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Remarquons que p′ ∈ Vp(f), puisque f est CR et ρ′k(f(z), f(z)) = 0, pour
tous k = 1, . . . , d′ et z ∈M .
Cette notion de “varie´te´ caracte´ristique” a e´te´ introduite par Coupet-
Pinchuk-Sukhov [24] dans la situation ou` M est une hypersurface. Nous
l’utilisons e´galement au Chapitre 1, en codimension supe´rieure et dans le
cas alge´brique (voir la De´finition 1.1). La notion de varie´te´ caracte´ristique
est relie´e a` la de´termination analytique “partielle” de f par son jet d’ordre
A, pour un certain entier A ∈ N, c’est-a`-dire, la de´termination analytique
finie de certaines fonctions composantes de f en fonction des autres fonctions
composantes et du jet d’ordre A de f . Dans le cas ou` la varie´te´ caracte´ristique
est de dimension ze´ro, nous prouvons que f est de´termine´e de fac¸on finie et
analytique par son jet d’ordre A (voir le Lemme 4.3). Cette condition est
satisfaite dans de nombreuses situations connues [62, 50, 6, 7, 35, 24, 48],
ainsi que dans de nombreux nouveaux cas, en particulier lorsque M et M ′
sont de dimensions diffe´rentes, et meˆme, dans le cas e´quidimensionnel pour
des sous-varie´te´s M,M ′ ⊂ Cn de codimension supe´rieure.
Le re´sultat principal de ce chapitre est le suivant :
The´ore`me 1.2. Soit f :M →M ′ une application CR C∞ entre une sous-
varie´te´ analytique re´elle ge´ne´rique M ⊂ Cn et un sous-ensemble analytique
re´el M ′ ⊂ Cn′, p ∈ M , p′ ∈ M ′ et f(p) = p′. Si M est minimale en p et si
la dimension de Vp(f) en p′ est ze´ro, f est analytique re´elle sur un voisinage
de p dans M (et se prolonge donc holomorphiquement a` un voisinage de p
dans Cn).
Cet e´nonce´ donne une condition suffisante, qui s’inspire du re´sultat re´cent
de Coupet-Pinchuk-Sukhov (voir [24], The´ore`me 1), pour l’analyticite´ d’une
application CR C∞ f : M → M ′ entre une sous-varie´te´ analytique re´elle
ge´ne´rique M ⊂ Cn et un sous-ensemble analytique re´el M ′ ⊂ Cn′ . La nou-
veaute´ de notre travail re´side essentiellement dans le passage en codimension
supe´rieure. La difficulte´ principale qui en de´coule est que l’extension holo-
morphe des fonctions CR sur la sous-varie´te´ CR M a lieu sur un domaine
de type “wedge”, a` bord non re´gulier et dont l’“areˆte” est M (the´ore`me de
Tumanov, voir [73]), alors que dans la situation ou M est une hypersur-
face, le domaine d’extension est re´gulier de bord M (the´ore`me de Tre´preau,
voir [72]). De par leur ge´ome´trie, les wedges sont clairement plus de´licats a`
manipuler que les domaines a` bords re´guliers et ne´cessitent des techniques
plus e´labore´es, comme l’utilisation du the´ore`me de l’“edge of the wedge”
(voir [60, 1, 10]). En outre, les domaines d’extension donne´s par [72, 73]
de´pendent de l’ouvert connexe de M sur lequel la fonction CR est de´finie ;
pour une hypersurface, il n’y a que deux directions d’extension (coˆte´s) pos-
sibles, mais pour une sous-varie´te´ de codimension d ≥ 2, l’ensemble des
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directions d’extension possibles est isomorphe a` la sphe`re unite´ de Rd, ce qui
complique nettement la situation (voir aussi les remarques 3.9 et 3.10).
La de´monstration du The´ore`me 1.2 est donne´e au de´but de la Section 4 ;
elle utilise les re´sultats des Sections 3 et 4. En fait, nous prouvons a` la Sec-
tion 4 un principe de re´flexion “ge´ne´ralise´” (voir le The´ore`me 4.2), qui est
un e´nonce´ plus ge´ne´ral que le The´ore`me 1.2. Ce re´sultat montre que la re-
lation fondamentale f(M) ⊂ M ′, e´quivalente a` ρ′k(f(z), f(z)) = 0, pour
tous k = 1, . . . , d′ et z ∈ M , n’est pas ne´cessaire. Il est suffisant de suppo-
ser que f : M → Cn′ est une application CR C∞ qui satisfait un syste`me
d’e´quations de la forme Rl(f(z), g(z)) = 0, pour tous l = 1, . . . , D et z ∈M ,
ou` g = (g1, . . . , gN ′) sont des fonctions CR C∞ sur M arbitraires et R1, . . .,
RD sont des fonctions holomorphes arbitraires de n
′ +N ′ variables.
Si M ′ est une sous-varie´te´ analytique re´elle ge´ne´rique de Cn′ , la varie´te´
de Segre de M ′ associe´e au point z′ proche de p′ est la sous-varie´te´ complexe
Q′z′ de´finie au voisinage de p
′ par les e´quations ρ′k(·, z′) = 0, k = 1, . . . , d′.
(Pour les proprie´te´s de base des varie´te´s de Segre, voir, par exemple, [67,
74, 39, 35], et aussi le Chapitre 1, Section 2.2.) La sous-varie´te´ M ′ est dite
essentiellement finie en p′ si l’ensemble analytique complexe A′p′ := {z′ :
Q′z′ = Q
′
p′} est de dimension ze´ro en p′ (voir, par exemple, [39, 6, 35, 7],
et aussi le Chapitre 1, Section 1.2). Le re´sultat suivant, duˆ a` Baouendi-
Jacobowitz-Tre`ves [6], est un corollaire du The´ore`me 1.2 :
Corollaire 1.3. Soit f :M →M ′ un diffe´omorphisme CR C∞ entre des
sous-varie´te´s analytiques re´elles ge´ne´riques M,M ′ ⊂ Cn, p ∈ M , p′ ∈ M ′ et
f(p) = p′. SiM est minimale en p et siM ′ est essentiellement finie en p′ (ou,
de fac¸on e´quivalente, si M est essentiellement finie en p), f est analytique
re´elle sur un voisinage de p dans M .
Le premier re´sultat dans le cas diffe´omorphe a e´te´ e´tabli par Lewy
[50] et Pinchuk [62]. Ils ont prouve´ le principe de re´flexion suivant : tout
diffe´omorphisme CR C1 local entre des hypersurfaces analytiques re´elles stric-
tement pseudo-convexes est analytique re´el. Mentionnons e´galement le prin-
cipe de re´flexion obtenu par Webster [75] en utilisant le the´ore`me de l’“edge
of the wedge” et les varie´te´s de Segre associe´es a` une hypersurface analy-
tique re´elle Levi-non de´ge´ne´re´e. Le principe de re´flexion de Lewy-Pinchuk-
Webster [50, 62, 75] est une conse´quence du Corollaire 1.3 dans la situa-
tion ou` f est C∞, parce qu’en codimension un, la stricte pseudo-convexite´
(et plus ge´ne´ralement, la Levi-non de´ge´ne´rescence) implique a` la fois la
minimalite´ et la finitude essentielle. Remarquons que dans ce contexte, le
sous-ensemble analytique complexe de´fini par les e´quations du premier ordre
Ljρ
′
k(z
′, f(·))|p = 0, pour tous k = 1, . . . , d′ et j = 1, . . . ,m, est de´ja` de
dimension ze´ro en p′.
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L’e´nonce´ suivant est un corollaire du The´ore`me 1.2 dans la situation ou`
M,M ′ ⊂ Cn sont des hypersurfaces et f est de multiplicite´ finie ; il a e´te´
prouve´ par Diederich-Fornæss [35] et Baouendi-Rothschild [7]. Nous nous
re´fe´rons a` [7] pour une de´finition alge´brique pre´cise de la multiplicite´ finie.
Corollaire 1.4. Soit f : M → M ′ une application CR C∞ entre des
hypersurfaces analytiques re´elles M,M ′ ⊂ Cn, p ∈ M , p′ ∈ M ′ et f(p) = p′.
Si M est minimale en p, si M ′ est essentiellement finie en p′ et si f est de
multiplicite´ finie en p, f est analytique re´elle sur un voisinage de p dans M .
Dans la situation ge´ne´rale de´finie a` la Section 1, f est dite K-non
de´ge´ne´re´e en p, pour un entier K > 0, si l’espace vectoriel complexe en-
gendre´ par les gradients ∂/∂z′ Lαρ′k(z
′, f(·))|p en z′ = p′, pour k = 1, . . . , d′
et |α| ≤ K, est tout Cn′ . L’e´nonce´ suivant, e´tabli dans [48], est un corol-
laire facile du The´ore`me 1.2 puisque dans cette situation, le the´ore`me des
fonctions implicites holomorphe s’applique :
Corollaire 1.5. Soit f :M →M ′ une application CR C∞ entre une sous-
varie´te´ analytique re´elle ge´ne´rique M ⊂ Cn et un sous-ensemble analytique
re´el M ′ ⊂ Cn′, p ∈ M , p′ ∈ M ′ et f(p) = p′. Si M est minimale en p et si
f est K-non de´ge´ne´re´e en p, f est analytique re´elle sur un voisinage de p
dans M .
En combinant les re´sultats de ce chapitre (The´ore`me 1.2) et du Chapitre 1
(The´ore`me 1.3), nous obtenons le corollaire suivant :
Corollaire 1.6. Soit f :M →M ′ une application CR C∞ entre une sous-
varie´te´ alge´brique re´elle ge´ne´rique M ⊂ Cn et un sous-ensemble alge´brique
re´el M ′ ⊂ Cn′, p ∈ M , p′ ∈ M ′ et f(p) = p′. Si M est minimale en p et
si la dimension de Vp(f) en p′ est ze´ro, f se prolonge en une application
holomorphe alge´brique sur un voisinage de p dans M (et se prolonge donc en
une application alge´brique complexe sur tout Cn).
(Nous nous re´fe´rons au Chapitre 1, Section 1.1, pour les de´finitions ayant
trait a` l’alge´bricite´.) Ce re´sultat ge´ne´ralise des situations conside´re´es par
d’autres auteurs [68, 5].
2. Pre´liminaires
Soit M ⊂ Cn une sous-varie´te´ analytique re´elle ge´ne´rique de´finie pre`s
de point p ∈ M par les e´quations (1.1) dans le syste`me de coordonne´es
holomorphes locales (1.2). La varie´te´ M peut aussi eˆtre de´finie pre`s de p par
les e´quations
(2.1) Im yk = Gk(x, x,Re y), k = 1, . . . , d,
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ou` les Gk sont des fonctions analytiques re´elles a` valeurs re´elles pre`s de
(xp, xp,Re yp) ve´rifiant dGk|(xp,xp,Re yp) = 0, k = 1, . . . , d. Dans la suite, nous
utiliserons la notation vectorielle G = (G1, . . . ,Gd).
De´finition 2.1. Un “wedge” associe´ a` la sous-varie´te´ M au point q ∈M
est un domaine de Cn de la forme
(2.2) W(N , C) := {z ∈ N : Im y − G(x, x,Re y) ∈ C},
ou` N est un voisinage de q dans Cn suffisamment petit et C est un coˆne
convexe ouvert non vide de Rd (de sommet 0). L’areˆte (ou “edge”) de
W(N , C) est l’ouvert M ∩N de M .
Le the´ore`me d’extension suivant est bien connu ; nous aurons besoin d’un
e´nonce´ pre´cis :
The´ore`me 2.2 (Tumanov [73]). Soit q un point de M et V un voisinage
de q dans M . Si M est minimale en q, il existe N = N (q, V ) un voisinage
de q dans Cn et C = C(q, V ) un coˆne convexe ouvert non vide de Rd tels
que toute fonction CR continue sur V s’e´tend holomorphiquement au wedge
W(N , C) (cf. figure 3).
M
q
V
RdIm y
C
Cmx × RdRe y
W
N
0
Figure 3. Toute fonction CR continue sur V s’e´tend holomorphi-
quement au wedge W =W(N , C)
Dans le but d’e´tudier les proprie´te´s d’extension de certaines classes de
fonctions de´finies sur M (voir la Section 3), il est ne´cessaire de “de´couper”
l’espace affine complexe Cn en “tranches” : pour a ∈ Cm suffisamment proche
de xp, nous noterons Ea ⊂ Cn le sous-espace affine complexe {x = a} de
dimension complexe d. La sous-varie´te´ CR Ma := M ∩ Ea est analytique
re´elle, totalement re´elle (c’est-a`-dire, de dimension CR nulle) et de dimension
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re´elle maximale dans Ea. En effet, comme M est ge´ne´rique dans Cn, M ∩
Ea est ge´ne´rique dans Ea ; de plus, les e´quations de M ∩ Ea sont Im yk =
Gk(a, a,Re y), k = 1, . . . , d, et donc codimEa M ∩Ea = d. Si W est un wedge
associe´ a` M , Wa :=W ∩ Ea est un wedge associe´ a` Ma dans Ea.
L’application s : z 7→ (x, φ(x, x, y)) de´finie pre`s de p est analytique re´elle
en x et anti-holomorphe en y. De plus, s est une involution sur un voisinage
de p dans Cn et M est invariante par s ; nous dirons donc que s est une
syme´trie par rapport a`M , analytique re´elle et partiellement anti-holomorphe.
Les deux assertions pre´ce´dentes caracte´risant une syme´trie par rapport a` M
sont faciles a` ve´rifier :
(i) On a φ(x, x, φ(x, x, y))−y ≡ 0, car pour x ∈ Cm proche de xp fixe´, cette
application est anti-holomorphe et s’annule sur la sous-varie´te´ ge´ne´rique
Mx ⊂ Ex ;
(ii) Vu (1.1), il est trivial que s laisse M invariante.
Remarque 2.3. Nous pouvons donner une autre construction, plus
ge´ome´trique, de la syme´trie s. Soit a ∈ Cm suffisamment proche de xp. Il
existe un voisinage V R (resp. V I) de Re yp (resp. Im yp) dans Rd, tel que Ma
est de´finie sous la forme d’un graphe Im y = G(a, a,Re y) dans V := V R+i V I .
Alors, l’application
Φa : V
R ⊂ Rd −→ Ma ⊂ Ea ' Cd
r 7−→ r + iG(a, a, r)
est un diffe´omorphisme analytique re´el entre V R etMa. Par complexification,
nous de´finissons l’extension holomorphe de Φa a` l’ouvert V (que nous notons
toujours Φa par abus de notation),
Φa : V ⊂ Cd −→ Ea ' Cd
η 7−→ y = η + iG(a, a, η),
qui est biholomorphe et analytique re´elle par rapport a` a. Remarquons
qu’apre`s le changement de variables holomorphe Φ−1a : Ea ' Cd → Cd, y 7→ η,
analytique re´el par rapport a` a, Ma est de´finie dans V ⊂ Cd par Im η = 0.
Nous de´finissons alors la syme´trie σ par rapport a` M par σ : z 7→
(x,Φx(Φ−1x (y))). Cette syme´trie σ a les meˆmes proprie´te´s que s. En fait,
σ ≡ s, puisque pour tout x fixe´, ces deux applications sont anti-holomorphes
dans Ex et co¨ıncident sur la sous-varie´te´ analytique re´elle ge´ne´rique Mx.
Pour un wedge W associe´ a` M , le wedge syme´trique de W est par
de´finition Ws := s(W). Ce n’est pas exactement un wedge, selon la
De´finition 2.1, mais il contient de “vrais” wedges de coˆnes arbitrairement
grands mais toujours strictement inclus dans −C (voir [42], p. 170). Remar-
quons que la relation re´ciproqueW = s(Ws) est e´galement vraie, du moment
que W est suffisamment petit.
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Terminons ces de´finitions et re´sultats pre´liminaires par l’observation sui-
vante :
Lemme 2.4. Soient M ⊂ Cn une sous-varie´te´ analytique re´elle,
ge´ne´rique, minimale en p ∈ M , et φ une fonction CR C∞ sur M . Alors,
φ est analytique re´elle au voisinage de p dans M , si et seulement si, φ est
holomorphe au voisinage de p dans Cn.
De´monstration. La condition suffisante est triviale. Pour la condition
ne´cessaire, e´crivons les e´quations de´finissantes de M pre`s de p sous la forme
(2.1), et notons Mp ⊂ M la sous-varie´te´ analytique re´elle, totalement re´elle
de dimension maximale et passant par p, de´finie par :
(2.3)
{
Im y = G(x, x,Re y),
Im x = Imxp.
Il est clair que φ|Mp se prolonge en une fonction φ˜p holomorphe dans un
voisinage Ω de p dans Cn. (En effet, Mp est biholomorphe a` Rn.) D’autre
part, comme φ est CR, elle se prolonge en une fonction φ˜ holomorphe sur le
wedge W associe´ a` (p,M) (voir le The´ore`me 2.2). On a donc deux fonctions
holomorphes φ˜p|W∩Ω et φ˜|W∩Ω de´finies sur le wedge W ∩Ω et co¨ıncidant sur
la sous-varie´te´ Mp ∩ Ω, totalement re´elle de dimension maximale, contenue
dans l’edge de W ∩ Ω. Par le principe d’unicite´ au bord (voir [60, 20]), ces
deux fonctions co¨ıncident alors sur tout W ∩Ω, ce qui prouve par continuite´
au bord que φ˜p|M∩Ω ≡ φ˜|M∩Ω ≡ φ|M∩Ω ; d’ou` le prolongement holomorphe φ˜p
de φ dans le voisinage Ω de p dans Cn.
3. Extension me´romorphe
3.1. De´finition et premie`res proprie´te´s de l’anneau de
fonctions Rp(M)
Soit Rp(M) l’anneau des germes en p des fonctions C∞ surM de la forme
(3.1) h(z) = H(z, z, g(z)),
ou` g = (g1, . . . , gK) sont des germes en p de fonctions CR C∞ sur M et H est
une fonction holomorphe pre`s de (p, p, g(p)). Remarquons que les ope´rateurs
CR Lj sont des de´rivations de l’anneau Rp(M). Soit h un repre´sentant d’un
germe de Rp(M) de´fini sur un voisinage ouvert connexe U de p dans M .
Supposons que M est minimale en p et soient respectivement U := N (p, U),
Γ := C(p, U) et W :=W(U ,Γ) le voisinage de p, le coˆne et le wedge donne´s
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par le the´ore`me de Tumanov (voir le The´ore`me 2.2). Soient U ′ :=M ∩U ⊂ U
l’edge et Ws := s(W) le wedge syme´trique (voir la Section 2).
Nous pouvons maintenant e´noncer un premier re´sultat d’extension :
Lemme 3.1. Si M est minimale en p, la fonction h s’e´tend en une
fonction analytique re´elle h˜ dans W (resp. h˜s dans Ws), C∞ jusqu’a` l’edge
U ′, et anti-holomorphe (resp. holomorphe) par rapport a` y.
De´monstration. Tout d’abord, nous prolongeons h a` W en utilisant
l’extension holomorphe a` un wedge des fonctions CR. Puis, nous prouvons
l’extension a` Ws ; cette proprie´te´ est l’analogue du principe de syme´trie de
Schwarz pour des wedges dans Cn, au lieu de demi-domaines dans C.
Etape 1 : Extension a` un wedge des fonctions CR. Supposons que la
fonction h est donne´e par (3.1), pour z ∈ U . Puisque chaque gj est une
fonction CR sur U , elle admet un prolongement holomorphe g˜j a` W (voir
le The´ore`me 2.2). Alors, en notant g˜ = (g˜1, . . . , g˜K), l’extension de h a` W
donne´e par
h˜(z) := H(s(z), z, g˜(z))
est clairement analytique re´elle et anti-holomorphe par rapport a` y.
Etape 2 : Principe de re´flexion. L’extension de h a` Ws donne´e par
(3.2) h˜s(z) := h˜(s(z))
est analytique re´elle et holomorphe par rapport a` y.
Les fonctions de Rp(M) ne sont ni CR, ni analytiques re´elles. Ne´anmoins,
elles ve´rifient le principe d’unicite´ au bord suivant :
Lemme 3.2. Soit h de´finie comme ci-dessus et supposons que M est
minimale en p. Si h s’annule sur un ouvert non vide V de U ′, h ≡ 0 sur U ′.
De´monstration. D’apre`s le Lemme 3.1, h admet une extension h˜ dans
W , analytique re´elle et anti-holomorphe par rapport a` y. Bien que h˜ s’an-
nule sur la sous-varie´te´ ge´ne´rique V , cela ne prouve pas que h˜ ≡ 0, car le
principe d’unicite´ sur une sous-varie´te´ ge´ne´rique du bord (du type [60, 20])
est faux pour les fonctions analytiques re´elles de plusieurs variables. Soit V ′
la projection de V sur Cmx par pi : (x, y) 7→ x. Pour tout a ∈ V ′, h˜ est anti-
holomorphe dans Wa et s’annule sur V ∩ Ea, qui est un ouvert non vide de
Ma, sous-varie´te´ totalement re´elle de dimension maximale de Ea. Le principe
d’unicite´ au bord (voir [60, 20]) implique alors que h˜|Wa ≡ 0. Puisque M
est un graphe au-dessus de Cmx × RdRe y (voir (2.1)), V ′ est un ouvert non
vide de Cmx . Par conse´quent, lorsque a de´crit V ′, Wa remplit un ouvert de
W . Ainsi, la fonction analytique re´elle h˜ s’annule sur un ouvert non vide de
W ; elle s’annule donc identiquement sur W . Par continuite´ jusqu’a` l’edge,
h|U ′ ≡ 0.
48 Chapitre 2. Analyticite´ d’applications CR C∞
Corollaire 3.3. Si M est minimale en p, Rp(M) est un anneau inte`gre.
De´monstration. Soient h1 et h2 des germes de fonctions de Rp(M)
tels que h1h2 = 0. Supposons que h1 6≡ 0 au voisinage de p dans M , c’est-a`-
dire, que pour tout voisinage W de p dans M , h1|W 6≡ 0. Il existe alors un
ouvert non vide V deM , suffisamment proche de p, tel que h2 s’annule sur V .
Finalement, le Lemme 3.2 s’applique et h2 ≡ 0 au voisinage de p dansM .
3.2. Enonce´ de la proprie´te´ d’extension me´romorphe
Soit R̂p(M) le corps quotient de l’anneau inte`gre Rp(M) (voir le Corol-
laire 3.3) et Sp(M) le sous-corps de R̂p(M) constitue´ des fonctions CR sur
M , en dehors de leur lieu singulier. Plus pre´cise´ment, les e´le´ments de Sp(M)
sont de la forme ψ = h1/h2 ou` h1, h2 ∈ Rp(M), h2 6≡ 0 et ψ est CR sur
M \ Σ pre`s de p avec Σ := {z ∈ M pre`s de p : h2(z) = 0}. Par le prin-
cipe d’unicite´ ci-dessus (voir le Lemme 3.2), Σ est un ferme´ d’inte´rieur vide
de M . Pour le ve´rifier, raisonnons par l’absurde. Si l’inte´rieur Int(Σ) de Σ
n’e´tait pas vide, nous pourrions appliquer le Lemme 3.2 a` un point q du bord
∂(Int(Σ)) de Int(Σ). Ceci prouverait que Σ contient un voisinage de q dans
M , et contredirait le fait que q ∈ ∂(Int(Σ)).
Le re´sultat principal de la Section 3 est le suivant :
Proposition 3.4. Si M est minimale en p, tout germe ψ ∈ Sp(M)
s’e´tend me´romorphiquement a` un voisinage de p dans Cn.
La de´monstration (technique) de cette proposition est de´taille´e dans les
Sections 3.3–3.5 ci-dessous.
Dans la situation ou` ψ n’a pas de singularite´ en p, nous avons le re´sultat
plus fort suivant :
Proposition 3.5. Si M est minimale en p, tout germe ψ ∈ Rp(M), CR
sur un voisinage de p dans M , s’e´tend holomorphiquement a` un voisinage de
p dans Cn.
La de´monstration de ce re´sultat est bien plus simple (voir la Section 3.5)
que celle de la Proposition 3.4. Toutefois, nous avons re´ellement besoin de
la Proposition 3.4 pour de´montrer le The´ore`me 1.2 (voir la Remarque 4.5,
qui souligne la ne´cessite´ de diviser des e´le´ments de Rp(M) entre eux, dans
la de´monstration du Lemme 4.4).
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3.3. The´ore`me de l’“edge of the wedge” et me´romorphie
se´pare´e
Proposition 3.6. Soit ψ ∈ Sp(M). Si M est minimale en p, il existe un
wedge Ws en p tel que ψ s’e´tend me´romorphiquement a` Ws.
De´monstration. La de´monstration de cette proposition est divise´e en
trois e´tapes.
Etape 1 : The´ore`me de Tumanov et principe de re´flexion. Soient h1 et
h2 6≡ 0 des repre´sentants de germes de Rp(M) de´finis dans un voisinage
ouvert connexe de p dans M . Quitte a` re´duire le voisinage de p conside´re´,
on peut supposer que h1 et h2 sont de´finis sur tout M et que M est mini-
male en tout point q ∈ M ; en effet, la minimalite´ est une proprie´te´ ouverte
sur une sous-varie´te´ CR analytique re´elle (car dans ce cas, eˆtre minimale
e´quivaut a` eˆtre de type fini, au sens [16] ; voir aussi la Section 1). Soit
Σ := {z ∈ M : h2(z) = 0} et supposons que le quotient ψ := h1/h2 est
CR sur M \Σ ; en d’autres termes, ψ ∈ Sp(M). Soit U bM un voisinage ou-
vert, connexe et relativement compact de p dansM . Comme a` la Section 3.1,
soient respectivement U , Γ,W , U ′ etWs le voisinage de p, le coˆne, le wedge,
l’edge et le wedge syme´trique associe´s a` (p, U) par le the´ore`me de Tumanov
(voir le The´ore`me 2.2).
D’apre`s le Lemme 3.1, hj admet une extension h˜
s
j a`Ws, qui est analytique
re´elle et holomorphe par rapport a` y, pour j = 1, 2. Par conse´quent, m :=
h˜s1/h˜
s
2 est une extension de ψ a` Ws, me´romorphe par rapport a` y.
Etape 2 : The´ore`me de l’“edge of the wedge” dans chaque tranche. Nous
utilisons les notations suivantes : pour a ∈ Cm, Ea := {x = a} de´signe une
“tranche” de Cn comme a` la Section 2 ; ∆k(a, ρ) de´signe le polydisque ouvert
de Ck de centre a et de rayon ρ > 0 et si a = 0, nous e´crivons ∆kρ := ∆k(0, ρ) ;
C∞(D), O(D) etM(D) de´signent respectivement l’anneau des fonctions C∞,
holomorphes et me´romorphes sur le domaine D ⊂ Cn.
Soit q un point de U ′ \ Σ et soit V un voisinage de q dans U ′ \ Σ.
Puisque M est minimale en q (voir l’e´tape 1), le the´ore`me de Tumanov (voir
le The´ore`me 2.2) donne un voisinage V := N (q, V ) de q, un coˆne convexe
ouvert Λ := C(q, V ) et un wedge W∗ := W(V ,Λ) d’edge V ′ := M ∩ V , tels
que toute fonction CR continue sur V s’e´tend holomorphiquement a` W∗. En
particulier, ψ s’e´tend holomorphiquement a` W∗ (cf. figure 4) ; par abus de
notation, nous notons aussi m cette extension.
Par un souci de simplification des notations, nous supposerons que q est
l’origine 0. Nous pouvons de plus supposer que m n’a pas de singularite´
dans le wedge Ws′ := Ws ∩ V (quitte a` re´duire V). Soit Γ] un sous-coˆne
strict, arbitrairement grand, de l’enveloppe convexe de −Γ ∪ Λ et soit W] le
wedge W(V ,Γ]). (Rappelons que −Γ est le coˆne du wedge Ws.) Pour tout
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RdIm y
Cmx × RdRe y0
M
V
U
Γ
Σ
W
W∗
−Γ
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p q
Λ
Figure 4. La fonction ψ s’e´tend holomorphiquement au wedge W∗
a ∈ ∆m ,  > 0 suffisamment petit, nous utilisons les notations suivantes :
Wsa ′ :=Ws′ ∩ Ea, W∗a :=W∗ ∩ Ea, W]a :=W] ∩ Ea et V ′a := V ′ ∩ Ea.
Lemme 3.7. Soit h ∈ O(W∗) tel que pour tout a ∈ ∆m , ha := h|Ea ∈
O(Wsa ′ ∪W∗a) ∩ C∞(Wsa ′ ∪W∗a ∪ V ′a). Alors, h s’e´tend holomorphiquement a`
W] pre`s de 0.
De´monstration. Soit a ∈ ∆m et notons ya := 0+iG(a, a, 0) ∈ Ea ' Cdy
le point de Ma tel que Re ya = 0. D’apre`s le the´ore`me de l’“edge of the
wedge” d’Aı˘rapetyan [1] (voir aussi [10]), il existe un voisinage Na de ya dans
Ea ' Cd tel que ha s’e´tend holomorphiquement a` W]a ∩ Na (cf. figure 5).
Quitte a` re´duire  > 0, nous pouvons supposer que pour tout a ∈ ∆m ,
Na ⊃ ∆dδ , δ > 0, puisque pour a = 0, 0 ∈ N0. Donc, h est holomorphe en y
dans W] ∩ (∆m ×∆dδ) et holomorphe en toutes les variables dans W∗. Par le
the´ore`me de Hartogs, h est donc holomorphe dans W] pre`s de 0.
En appliquant le Lemme 3.7 a` la fonction m, nous obtenons que m est
holomorphe dans W] pre`s de 0. En particulier, m est holomorphe dans un
domaine non vide Ω′ ⊂ Ws.
Etape 3 : Propagation de la me´romorphie et me´romorphie se´pare´e. Le
lemme suivant prouve que la proprie´te´ de me´romorphie d’un quotient de
fonctions analytiques re´elles se propage automatiquement a` tout le domaine
de de´finition :
Lemme 3.8. Soient Ω′ ⊂ Ω des domaines non vides de Cn et soient
h1 et h2 6≡ 0 des fonctions analytiques re´elles dans Ω. Si m := h1/h2 est
me´romorphe dans Ω′, m est me´romorphe dans tout Ω.
De´monstration. Quitte a` re´duire Ω′, nous pouvons supposer, sans
perte de ge´ne´ralite´, que h2 ne s’annule pas dans Ω
′.
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W]a ∩Na
Λ
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Figure 5. Le the´ore`me de l’“edge of the wedge” s’applique dans
chaque tranche Ea
Cas 1 : n = 1, Ω′ et Ω sont des disques. Ce cas est traite´ dans [25],
Lemma 3.6. Soit c′ le centre de Ω′. Pour ζ ∈ Ω, notons γ le segment ferme´
[c′, ζ]. Soit h˜1 (resp. h˜2) l’extension holomorphe de h1|γ (resp. h2|γ) a` un
voisinage Γ de γ (cf. figure 6). Nous pouvons supposer que h˜2 ne s’annule pas
Ω
Ω′
ζ
Γ
c′
γ
Figure 6. Cas 1 : Ω′ et Ω sont des disques de C
dans Ω′∩Γ (quitte a` re´duire Γ). Par conse´quent, m˜ := h˜1/h˜2 est holomorphe
dans Ω′ ∩ Γ et co¨ıncide avec m sur Ω′ ∩ γ. Par le principe d’unicite´, m˜ = m
dans Ω′∩Γ. Ainsi, la fonction h˜1h2− h˜2h1, analytique re´elle dans Γ, s’annule
sur Ω′ ∩ Γ. Elle s’annule donc dans tout Γ et m|Γ ≡ m˜ est me´romorphe.
(Notons que l’on avait re´ellement besoin que cette fonction analytique re´elle
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s’annule sur un ouvert de C, car le principe d’unicite´ est faux pour une
fonction analytique re´elle dans C s’annulant simplement sur une courbe.)
Ce raisonnement e´tant valable pour tout ζ ∈ Ω, cela de´montre que m est
me´romorphe dans tout Ω.
Cas 2 : n ≥ 2, Ω′ et Ω sont des polydisques. Supposons que
Ω′ = ∆n(c′, R′) et Ω = ∆n(c, R). Nous prouvons par re´currence que la
me´romorphie de m se propage successivement a` chaque direction complexe
de Cn. Raisonnant par re´currence sur k = 0, . . . , n, nous supposons que
m est me´romorphe dans ∆k((c1, . . . , ck), R) ×∆n−k((c′k+1, . . . , c′n), R′), pour
un certain k ∈ {0, . . . , n − 1}. Pour chaque ζ ∈ ∆k((c1, . . . , ck), R) et
ζ ′ ∈ ∆n−k−1((c′k+2, . . . , c′n), R′) tels que h2 ne s’annule pas identiquement
sur ∆′ := {ζ} × ∆1(c′k+1, R′) × {ζ ′}, nous appliquons le cas 1 a` ∆′ et
∆ := {ζ} × ∆1(ck+1, R) × {ζ ′} (cf. figure 7), ce qui prouve que m|∆ est
c
c′
R′
(ζ, c′k+1)
Ω
Ω′
Cn−k−1
ζ ′
R
∆∆′
(ζ, ck+1) Ck+1
Figure 7. Cas 2 : Ω′ et Ω sont des polydisques de Cn
me´romorphe. Par conse´quent, d’apre`s le the´ore`me de me´romorphie se´pare´e
de Rothstein (voir [65] ou [69]), nous obtenons que m est me´romorphe dans
∆k+1((c1, . . . , ck+1), R)×∆n−k−1((c′k+2, . . . , c′n), R′).
Cas 3 : Cas ge´ne´ral. Soit c′ un point de Ω′. Pour chaque ζ ∈ Ω, soit
γ une courbe simple C∞ compacte joignant c′ et ζ et soit (∆n1 , . . . ,∆nr ) un
recouvrement fini de γ par des polydisques de Ω. Le cas 2 implique que la
me´romorphie de m se propage de ∆nν a` ∆
n
ν+1 et nous obtenons que m est
me´romorphe dans un voisinage de ζ, pour tout ζ ∈ Ω.
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Le Lemme 3.8 s’applique a` la fonction m et aux domaines Ω′ ⊂ Ws (voir
les e´tapes 1 et 2) et prouve que m est me´romorphe dans tout Ws, ce qui
termine la de´monstration de la Proposition 3.6.
Remarque 3.9. A ce stade de la de´monstration, nous pourrions facile-
ment conclure que m s’e´tend me´romorphiquement pre`s de p, si la direction
d’extension a` un wedge en p des fonctions CR sur U ⊂M e´tait inde´pendante
de U . Cette condition est satisfaite, par exemple, si la sous-varie´te´ M est de
type fini en p avec tous les nombres de Ho¨rmander e´gaux (voir [18] et les tra-
vaux proches de [8]). Sous cette hypothe`se, “poussant”M a` l’inte´rieur deWs
selon la direction oppose´e a` la direction d’extension (c’est-a`-dire, selon une
direction quelconque contenue dans le coˆne de Ws ; voir aussi la Section 3.4
ci-dessous), on voit facilement que toutes les fonctions holomorphes dansWs
s’e´tendent holomorphiquement pre`s de p. Un the´ore`me d’Ivashkovich [47]
assure alors la meˆme proprie´te´ d’extension pour les fonctions me´romorphes
et permet de conclure la Proposition 3.4.
Remarque 3.10. Par ailleurs, dans la situation ou` M est une hypersur-
face, le wedge Ws est un coˆte´ de M et le the´ore`me de Tre´preau [72] prouve
directement que toute fonction holomorphe sur le “coˆte´ Ws” de M s’e´tend
holomorphiquement a` travers M .
3.4. Extension me´romorphe a` un “wedge attache´” a` M
Notons NM := TCn|M/TM le fibre´ normal a` M . Soient q un point de
M , nq ∈ NqM un vecteur normal a` M en q et Wq =W(Nq, Cq) un wedge en
q. Identifiant NqM avec Rd, nous pouvons e´crire que Cq ⊂ NqM . Nous dirons
que Wq est de direction nq si nq ∈ Cq. Par de´finition, “Wq est de direction
nq = 0” signifiera que Wq est un voisinage de q dans Cn.
De´finition 3.11. Soit Ω un ouvert connexe de M . Le domaine ω ⊂ Cn
est un wedge attache´ a` Ω (voir [55]) s’il existe une section C∞ n : Ω → NΩ
du fibre´ normal telle que pour tout q ∈ Ω, ω contient un wedge en q de
direction n(q).
Cette notion de wedge attache´ nous autorise a` donner un re´sultat d’ex-
tension me´romorphe globale :
Proposition 3.12. Soit M ⊂ Cn une sous-varie´te´ analytique re´elle,
ge´ne´rique et minimale en tout point p ∈M . Soit Σ ⊂M un ferme´ d’inte´rieur
vide et soit ψ une fonction CR C∞ sur M \Σ. Supposons que pour tout point
p ∈ M il existe un wedge Wp d’edge un voisinage Up de p dans M et une
extension mp ∈ M(Wp) de ψ|Up\Σ. Alors, pour tout ouvert connexe relative-
ment compact Ω b M , il existe un wedge ω attache´ a` Ω contenant Wp pour
chaque p ∈ Ω et il existe une extension m ∈M(ω) de ψ|Ω\Σ.
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La de´monstration de la Proposition 3.12 ne´cessite quelques lemmes tech-
niques. Le premier lemme est un principe d’unicite´ au bord (du type [60, 20])
avec des singularite´s sur l’edge :
Lemme 3.13. Soit W un wedge d’edge U et soit m ∈M(W) une exten-
sion de ψ ∈ C∞(U \ Σ). Si ψ ≡ 0, m ≡ 0.
De´monstration. Soit p ∈ U \ Σ. Il existe un voisinage V de p tel que
m est holomorphe dans W ∩ V . D’apre`s le principe d’unicite´ au bord (voir
[60, 20]), m|V ≡ 0. Alors, par le principe d’unicite´ pour les applications
holomorphes entre deux varie´te´s complexes connexes (W et P1(C) ici),m ≡ 0.
Remarque. Nous utiliserons toujours les conventions suivantes :
(i) Tous les coˆnes sont suppose´s convexes ;
(ii) La phrase “un coˆne C contient presque un coˆne C ′” signifie que C
contient un sous-coˆne strict de C ′. En pratique, ce sous-coˆne peut eˆtre
choisi arbitrairement grand ; ainsi, ce le´ger abus de notation ne pose pas
de proble`me dans la suite.
(iii) L’enveloppe convexe d’un sous-ensemble E de Rd sera note´e co(E).
Le lemme suivant est un the´ore`me de l’“edge of the wedge” avec des
singularite´s sur l’edge :
Lemme 3.14. Soit M ⊂ Cn une sous-varie´te´ analytique re´elle,
ge´ne´rique, minimale en un point p ∈ M , et soit U un voisinage ouvert
connexe de p dans M . Soit Σ ⊂ M un ferme´ d’inte´rieur vide et soit ψ une
fonction CR C∞ sur M \Σ. Supposons qu’il existe des wedges Wj d’edge U et
de coˆnes Cj et des extensions mj ∈ M(Wj) de ψ|U\Σ, pour j = 1, 2. Alors,
il existe un wedge W d’edge U ′ ⊂ U un voisinage de p dans M et de coˆne
C qui contient presque co(C1 ∪C2) et il existe une extension m ∈M(W) de
ψ|U ′\Σ.
De´monstration. Soit h1 une fonction holomorphe dans W1. Puisque
M est minimale en p, il existe un wedge W ′ d’edge U ′ ⊂ U un voisinage
de p dans M et de coˆne C tel que toutes les fonctions CR sur U s’e´tendent
holomorphiquement a` W ′.
Nous pouvons supposer que le demi-axe des Im zn positifs est a` l’inte´rieur
du coˆne C1. Pour d > 0, soit t
d la translation selon Im zn de longueur +d
et soit Ud := td(U). Alors, h1|Ud est CR et s’e´tend donc holomorphiquement
a` W ′d := td(W ′). Selon le the´ore`me de l’“edge of the wedge” d’Aı˘rapetyan
[1], il existe un voisinage U ′1 ⊂ U ′ de p dans M et un coˆne C ′1 qui contient
presque co(C1 ∪ C ′) tels que h1 s’e´tend holomorphiquement au wedge W ′1d
d’edge U ′1
d := td(U
′
1) et de coˆne C
′
1. Remarquons queW ′1d = td(W ′1) ou`W ′1 est
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le wedge d’edge U ′1 et de coˆne C
′
1. Faisant tendre d vers ze´ro, nous obtenons
que h1 s’e´tend holomorphiquement a` W ′1. Par un the´ore`me d’Ivashkovich
[47], l’enveloppe d’holomorphie et l’enveloppe de me´romorphie de l’ouvert
W1 co¨ıncide. Par conse´quent,m1 s’e´tend me´romorphiquement a`W ′1. De fac¸on
similaire, m2 s’e´tend me´romorphiquement au wedge W ′2 d’edge U ′2 ⊂ U ′ un
voisinage de p dans M et de coˆne C ′2 qui contient presque co(C2 ∪C ′). Nous
pouvons supposer que U ′1 = U
′
2 =: U
′
p. Par le principe d’unicite´ (voir le
Lemme 3.13), les extensions de m1 et m2 co¨ıncident sur W ′1 ∩ W ′2, et nous
obtenons donc une extension m ∈M(W ′1 ∪W ′2) de ψ|U ′p\Σ.
Toutefois, le coˆne C ′1 ∪ C ′2 du wedge W ′1 ∪ W ′2 ne contient pas
ne´cessairement co(C1∪C2) (il n’est meˆme pas ne´cessairement convexe). Pour
reme´dier a` cela, nous proce´dons comme pre´ce´demment en appliquant les
the´ore`mes d’Aı˘rapetyan et d’Ivashkovich a` W ′1 ∪ W ′2. Ceci prouve que m
s’e´tend me´romorphiquement au wedge W ′′ d’edge U ′′ ⊂ U ′p un voisinage de
p dans M et de coˆne C ′′ qui contient presque co(C ′1 ∪C ′2) (cf. figure 8). Nous
W ′′
M
W1
W2
W ′2
W ′1
W ′
Figure 8. La fonction m s’e´tend me´romorphiquement au wedge W ′′
avons donc obtenu l’extension m ∈M(W ′′) de ψ|U ′′\Σ de´sire´e.
Conservant les notations de la Proposition 3.12, nous pouvons supposer
que les Up sont des traces surM de boules de Cn, c’est-a`-dire, Up = B(p,Rp)∩
M , avec Rp > 0. Pour  > 0, nous de´finissons le -re´tre´cissement de Up par
U p := B(p,Rp − ) ∩M . Dans la suite, quand un wedge ω est attache´ a` un
ouvert connexe relativement compact Ω b M , nous supposerons toujours
que Ω est une re´union finie de certains Up, c’est-a`-dire, Ω = ∪sk=1Upk . Ainsi,
nous pouvons aussi de´finir le -re´tre´cissement de Ω par Ω := ∪sk=1U pk .
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Remarque 3.15. Soit K un compact de M et (Upk)k=1,...,s un recouvre-
ment de K par des ouverts. Alors, il existe  > 0 tel que (U pk)k=1,...,s est aussi
un recouvrement de K.
Le lemme suivant permet de “coller” deux wedges attache´s :
Lemme 3.16. Soit M ⊂ Cn une sous-varie´te´ analytique re´elle,
ge´ne´rique, minimale en tout point p ∈M . Soient Σ ⊂M un ferme´ d’inte´rieur
vide et ψ une fonction CR C∞ sur M \ Σ. Soit ωj un wedge attache´ a` un
ouvert connexe relativement compact Ωj b M et soit mj ∈ M(ωj) une ex-
tension de ψ|Ωj\Σ, pour j = 1, 2. Supposons que Ω1 ∩ Ω2 6= ∅. Alors, pour
tout  > 0 suffisamment petit, il existe un wedge ω attache´ a` Ω := Ω1 ∪Ω2,
contenant la restriction de ωj a` Ω

j pour j = 1, 2 et il existe une extension
m ∈M(ω) de ψ|Ω\Σ.
De´monstration. D’apre`s la De´finition 3.11, pour tous p ∈ Ω1 ∩ Ω2 et
j = 1, 2, il existe un wedgeWp,j ⊂ ωj d’edge Up,j, de coˆne Cp,j et de direction
nj(p), ou` nj est la section C∞ de NΩj associe´e a` ωj. D’apre`s le Lemme 3.14,
il existe un wedge Wp d’edge Up ⊂ Up,1 ∩ Up,2 et de coˆne Cp qui contient
presque co(Cp,1 ∪ Cp,2) et il existe une extension mp ∈M(Wp) de ψ|Up\Σ.
Soit  > 0 et ωj la restriction de ωj a` Ω

j, pour j = 1, 2. Soit (Upk)k=1,...,s un
recouvrement par des ouverts de l’adhe´rence Adh(Ω1∩Ω2) bM de Ω1∩Ω2. Le
domaine ω := ω1∪ω2∪Wp1∪· · ·∪Wps est un wedge attache´ a` Ω := Ω1∪Ω2.
En effet, nous construisons une section C∞ du fibre´ normal en utilisant une
partition C∞ de l’unite´ associe´e au recouvrement de Adh(Ω1 ∪ Ω2) bM par
Ω1 et Ω2 et en utilisant le fait que Cpk contient presque co(Cpk,1 ∪ Cpk,2),
pour k = 1, . . . , s. Vu le Lemme 3.13, les fonctions mj sur ωj, j = 1, 2, et
mpk sur Wpk , k = 1, . . . , s, co¨ıncident sur les intersections de ces wedges, ce
qui donne une extension me´romorphe m de ψ|Ω\Σ a` ω.
Fin de la de´monstration de la Proposition 3.12. On conside`re
(Upk)k=1,...,s un recouvrement par des ouverts de Adh(Ω) et soit  > 0 tel que
(U pk)k=1,...,s est toujours un recouvrement de Adh(Ω) (voir la Remarque 3.15).
Nous prouvons par re´currence sur ν ∈ {1, . . . , s} qu’il existe un wedge ων
attache´ a` Ων = U
ν/s
p1 ∪· · ·∪U ν/spν , contenant lesWpk , k = 1, . . . , ν, et une ex-
tension mν ∈M(ων) de ψ|Ων\Σ. Pour ν = 1, l’e´nonce´ est clair avec ω1 =Wp1
et m1 = mp1 . Supposons que l’e´nonce´ est ve´rifie´ pour un certain ν ≥ 1. Selon
le Lemme 3.16, nous pouvons coller ensemble les wedges Wpν+1 et ων , pour
/s. Ceci donne l’e´nonce´ pour ν + 1.
Pour ν = s, nous obtenons un wedge ωs attache´ a` Ωs ⊃ Ω, et une exten-
sion ms ∈ M(ωs) de ψ|Ωs\Σ. Finalement, nous prenons pour ω la restriction
de ωs a` Ω et m := ms|ω. Pour raffiner le re´sultat, nous collons ω avec tous les
Wp, p ∈ Ω, et e´tendonsm a` ce domaine plus grand (le Lemme 3.14 suffit).
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3.5. De´formation de la sous-varie´te´ M
Fin de la de´monstration de la Proposition 3.4. On suit les no-
tations de la Section 3.3 ; nous supposons que M est minimale en tout point
q ∈ M et que U b M est un voisinage de p dans M , ouvert, connexe et
relativement compact. Alors, pour tout point q ∈ U , la Proposition 3.6 s’ap-
plique et il existe un wedge Wsq d’edge Uq et une extension me´romorphe mq
de ψ|Uq\Σ a` Wsq .
Puis, par la Proposition 3.12, nous pouvons “coller ensemble” les wedges
Wsq et obtenir un wedge ωs attache´ a` U tel que ψ|U\Σ s’e´tend a` ωs en une
fonction me´romorphe ms et tel que ωs contient le wedge Wsp .
Enfin, a` l’aide d’une partition C∞ de l’unite´ (comme pour le Lemme 3.16),
nous pouvons appliquer une petite de´formation C∞ a` U dans la direction de
ns, la section C∞ du fibre´ normal a` U associe´e au wedge attache´ ωs. Nous
supposons que cette de´formation de´pend de fac¸on C∞ du parame`tre d ≥ 0
et que la de´formation est l’identite´ pour d = 0. Nous notons Ud ⊂ ωs la
de´formation de U .
Comme le wedge Wp est obtenu par des disques analytiques attache´s a`
U (voir [73]), il existe encore un disque analytique attache´ a` Ud, engendrant
le wedge Wdp qui est une petite de´formation C∞ de Wp. En particulier, Wdp
tend vers Wp quand d tend vers ze´ro. Pour d > 0 suffisamment petit, Wdp
est donc “presque syme´trique” a` Wsp , dans le sens ou` les coˆnes de Wdp et Wp
sont d’intersection non vide. Quitte a` re´duire d > 0, nous pouvons meˆme
supposer que le coˆne de Wdp contient la direction −ns(p), et par conse´quent,
que p ∈ Wdp (cf. figure 9). Ainsi, une fonction h holomorphe sur ωs e´tant
p
ωs
Wdp
U
Ud
Wsp
M
Figure 9. Le point p appartient au wedge Wdp
CR sur Ud, elle s’e´tend holomorphiquement a` Wdp , qui contient p pour d > 0
suffisamment petit. Nous obtenons donc que l’enveloppe d’holomorphie de
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ωs contient un voisinage de p, et par le the´ore`me d’Ivashkovich [47], nous
concluons que ms s’e´tend me´romorphiquement a` ce voisinage de p.
Dans la situation ou` ψ n’a pas de singularite´ en p, la de´monstration de
la proprie´te´ d’extension (holomorphe) est grandement simplifie´e :
De´monstration de la Proposition 3.5. Soit ψ le repre´sentant d’un
germe deRp(M) de´fini sur un voisinage ouvert connexe U de p dansM et sup-
posons que ψ est CR sur U . Par le the´ore`me de Tumanov (voir The´ore`me 2.2),
ψ s’e´tend holomorphiquement a` W et par le Lemme 3.1, ψ s’e´tend a` Ws
comme fonction holomorphe en y, ou` W est le wedge associe´ a` (p, U) et Ws
est le wedge syme´trique. Maintenant, par le the´ore`me de l’“edge of the wed-
ge” classique (voir [59]) applique´ dans chaque tranche Ea et par le the´ore`me
de Hartogs, nous concluons que ψ s’e´tend holomorphiquement a` un voisinage
de p dans Cn.
4. Principe de re´flexion ge´ne´ralise´
Soient M ⊂ Cn une sous-varie´te´ analytique re´elle ge´ne´rique, p un point
de M et P un point de l’espace affine complexe CN , N ≥ 1. Soient G =
(G1, . . . , GN ′) des fonctions CR C∞ sur un voisinage de p dansM et Rl(Z,W ),
l = 1, . . . , D, des fonctions holomorphes sur un voisinage de (P,G(p)) dans
CN × CN ′ . Nous conside´rons le syste`me d’e´quations en F
(S) Rl(F (z), G(z)) = 0, l = 1, . . . , D, z ∈M,
ou` F : M → CN est une application CR C∞ de´finie pre`s de p telle que
F (p) = P .
De´finition 4.1. La varie´te´ caracte´ristique en p du syste`me d’e´quations
(S) est le sous-ensemble analytique complexe Vp(S) ⊂ CN de´fini au voisinage
de P par les e´quations en Z,
LαRl(Z,G(·))|p = 0, pour tous l = 1, . . . , D et α ∈ Nm.
Le principe de re´flexion “ge´ne´ralise´” suivant ge´ne´ralise [24], Proposi-
tion 3, en codimension supe´rieure :
The´ore`me 4.2. Soit F : M → CN une application CR C∞ avec F (p) =
P satisfaisant le syste`me d’e´quations (S). Si M est minimale en p et si la
dimension de Vp(S) en P est ze´ro, F est analytique re´elle sur un voisinage
de p dans M .
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Ce the´ore`me s’applique au proble`me de l’analyticite´ d’une application CR
C∞ entre varie´te´s analytiques re´elles de´fini a` la Section 1 ; le The´ore`me 1.2
s’obtient comme un cas particulier du The´ore`me 4.2 :
Fin de la de´monstration du The´ore`me 1.2. La principale hy-
pothe`se du proble`me conside´re´ est la condition fondamentale f(M) ⊂ M ′,
e´quivalente au syste`me d’e´quations :
ρ′k(f(z), f(z)) = 0, k = 1, . . . , d
′, z ∈M.
Ce syste`me d’e´quations est un cas particulier du syste`me (S) avec F = G = f
et Rk = ρ
′
k, k = 1, . . . , d
′. Clairement, Vp(f) = Vp(S) et le The´ore`me 4.2
s’applique, prouvant que f est analytique re´elle sur un voisinage de p dans
M (et se prolonge donc holomorphiquement a` un voisinage de p dans Cn,
d’apre`s le Lemme 2.4).
La de´monstration du The´ore`me 4.2 est divise´e en trois lemmes, que nous
e´nonc¸ons et prouvons maintenant :
Lemme 4.3. Soit F : M → CN une application CR C∞ avec F (p) =
P satisfaisant le syste`me d’e´quations (S). Si la dimension de Vp(S) en P
est ze´ro, chaque fonction composante Fj, j = 1, . . . , N , est alge´brique sur
l’anneau Rp(M).
De´monstration. (Voir le Chapitre 1, Proposition 3.1, pour un re´sultat
et une de´monstration analogues, dans le cadre alge´brique.)
Dans la suite, tous nos raisonnements seront localise´s en p. Appliquant
les ope´rateurs Lα = Lα11 . . . L
αm
m au syste`me d’e´quations (S), nous obtenons
(4.1) LαRl(F (z), G(z)) = 0, l = 1, . . . , D, α ∈ Nm, z ∈M.
Puisque F est CR, nous pouvons re´e´crire (4.1) sous la forme
(4.2) Hαl (z, z,D
|α|G(z), F (z)) = 0, l = 1, . . . , D, α ∈ Nm, z ∈M,
ou` les Hαl sont des fonctions holomorphes pre`s de (p, p,D
|α|G(p), P ) et
DAG =
(
∂|β|Gν
∂zβ
)
|β|≤A, ν=1,...,N ′
de´signe les de´rive´es partielles de G jusqu’a` l’ordre A ; DAG est parfois appele´
le jet d’ordre A de G. Les e´quations de Vp(S) sont clairement e´quivalentes
aux suivantes :
Hαl (p, p,D
|α|G(p), Z) = 0, l = 1, . . . , D, α ∈ Nm.
Vu (4.2), ces e´quations sont ve´rifie´es pour Z = P , et donc, P ∈ Vp(S).
Puisque l’anneau OP des germes en P des fonctions holomorphes sur un
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voisinage de P dans CN est nœthe´rien, il existe un entier naturel A tel que
Vp(S) est donne´ pre`s de P par les e´quations
(4.3) Hαl (p, p,D
|α|G(p), Z) = 0, l = 1, . . . , D, |α| ≤ A.
Modifiant le´ge`rement les fonctions Hαl , nous pouvons re´e´crire (4.3) sous la
forme plus pratique
Hαl (p, p,D
AG(p), Z) = 0, l = 1, . . . , D, |α| ≤ A.
Soit V l’ensemble analytique complexe de´fini pre`s de Π := (p, p,DAG(p), P )
par les e´quations
Hαl (z, ζ,∆, Z) = 0, l = 1, . . . , D, |α| ≤ A,
ou` (z, ζ,∆, Z) de´signe les coordonne´es canoniques de C2n+κ+N , κ de´signant
le nombre de composantes du vecteur DAG, c’est-a`-dire,
κ := N ′
(
n+ A
n
)
.
(Voir le Chapitre 1, Section 3.1, (3.1), pour un calcul de´taille´ de ce nombre
κ.) Remarquons que Vp(S) co¨ıncide avec la fibre
V
(p,p,DAG(p))
= {Z pre`s de P : (p, p,DAG(p), Z) ∈ V}.
Puisque cette fibre est suppose´e de dimension ze´ro en Π, nous pouvons ap-
pliquer le the´ore`me fondamental de repre´sentation locale des ensembles ana-
lytiques complexes (voir [19], §5.6, Proposition 4). Ce the´ore`me e´nonce que
V est contenu dans l’ensemble analytique complexe Q de´fini pre`s de Π par
les e´quations
(4.4) Qj(z, ζ,∆)(Zj) = 0, j = 1, . . . , N,
ou` Qj(z, ζ,∆)(Zj) est un polynoˆme de Weierstrass en Zj avec des coefficients
holomorphes en (z, ζ,∆). Combinant (4.2), (4.4) et la relation V ⊂ Q, nous
obtenons
(4.5) Qj(z, z,DAG(z))(Fj(z)) = 0, j = 1, . . . , N, z ∈M.
Nous pouvons interpre´ter ce re´sultat comme une de´termination analytique
finie de F par le jet d’ordre A de G.
La condition (4.5) signifie que chaque Fj annule sur M un polynoˆme a`
coefficients dans Rp(M), ce qui termine la de´monstration du Lemme 4.3.
Lemme 4.4. Soit φ une fonction CR C∞ de´finie dans un voisinage de
p dans M . Supposons que M est minimale en p. Si φ est alge´brique sur le
corps R̂p(M), φ est alge´brique sur le corps Mp des germes en p de fonctions
me´romorphes.
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De´monstration. L’hypothe`se signifie qu’il existe d ≥ 1 et αk ∈ R̂p(M),
k = 0, . . . , d− 1, tels que
(4.6) φd + αd−1φd−1 + · · ·+ α0 = 0, sur M pre`s de p,
en dehors du lieu singulier des αk. Conside´rons
(4.7) φδ + βδ−1φδ−1 + · · ·+ β0 = 0, sur M pre`s de p,
une e´quation polynoˆmiale de la forme (4.6) de degre´ minimal δ. Pour tout
j = 1, . . . ,m, nous appliquons l’ope´rateur CR Lj, qui est une de´rivation du
corps R̂p(M), a` (4.7). Puisque φ est CR, nous obtenons
(4.8) (Ljβδ−1)φδ−1 + · · ·+ (Ljβ0) = 0, sur M pre`s de p.
Ne´cessairement, pour tout k = 0, . . . , δ − 1, Ljβk ≡ 0 au voisinage de p
dans M , en dehors du lieu singulier βk. Sinon, soit k0 ≥ 1 le plus grand
entier tel que Ljβk0 6≡ 0 et divisons alors (4.8) par Ljβk0 . Nous obtenons une
contradiction avec le fait que (4.7) est de degre´ minimal.
Remarque 4.5. Signalons que le fait de diviser entre eux des e´le´ments
de R̂p(M) dans (4.8) est ine´vitable, comme cela apparaˆıt clairement dans
le raisonnement par l’absurde pre´ce´dent. Remarquons que l’apparition de
singularite´s en p est un phe´nome`ne tout a` fait naturel et pre´visible dans notre
situation. En effet, nous traitons dans ce chapitre du proble`me de l’analyticite´
de f au point p, et il nous est donc “interdit” d’e´viter les singularite´s en p
en nous plac¸ant en un autre point de M , arbitrairement proche de p. Tout
cela justifie la ne´cessite´ de la proposition technique d’extension me´romorphe
au point p (voir la Proposition 3.4).
Nous avons prouve´ que les βk sont dans Sp(M) ; d’apre`s la Proposition 3.4,
il existe donc une extension me´romorphe mk de βk au voisinage de p, pour
tout k. Ainsi, φ satisfait l’e´quation polynoˆmiale a` coefficients me´romorphes
(4.9) φδ +mδ−1φδ−1 + · · ·+m0 = 0, sur M pre`s de p,
en dehors du lieu singulier des mk, c’est-a`-dire, φ est alge´brique sur le corps
Mp des germes en p des fonctions me´romorphes sur un voisinage de p
dans Cn.
Lemme 4.6. Soit φ une fonction CR C∞ de´finie dans un voisinage de
p dans M . Supposons qu’il existe δ ≥ 1 et hk, k = 0, . . . , δ, des fonctions
holomorphes pre`s de p dans Cn, tels que
(4.10) hδφ
δ + · · ·+ h0 = 0, sur M pre`s de p.
Alors, φ est analytique re´elle sur un voisinage de p dans M .
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De´monstration. Soit Ψ : (M, p) → (Rl, 0), l = 2m + d, un
diffe´omorphisme analytique re´el local. La fonction ψ := φ ◦ Ψ−1 est C∞
pre`s de 0 et les aj := hj ◦ Ψ−1 sont analytique re´els pre`s de 0. Dans ces
coordonne´es, (4.10) est transforme´e en
(4.11) aδψ
δ + · · ·+ a0 = 0, sur Rl pre`s de 0.
Nous pouvons supposer que ψ(0) = 0 et que les aj n’ont pas de facteur
commun (en tant qu’e´le´ments de l’anneau des se´ries entie`res convergentes
R{x1, . . . , xl}). Notons Γψ le graphe de ψ au-dessus d’un voisinage de 0 dans
Rl. C’est une sous-varie´te´ C∞ de Rl+2 passant par 0. Notons Y le sous-
ensemble analytique re´el de Rlx × Cw ' Rl+2 de´fini dans un voisinage de 0
par l’e´quation
(4.12) aδ(x)w
δ + · · ·+ a0(x) = 0.
Vu (4.11), Γψ ⊂ Y dans un voisinage de 0.
Lemme 4.7. Γψ et Y ont la meˆme dimension en 0.
Alors, d’apre`s un the´ore`me de Malgrange [51], Chapter VI, Proposi-
tion 3.11, Γψ est une sous-varie´te´ analytique re´elle et par conse´quent ψ est
analytique re´elle sur un voisinage de 0 dans Rl.
Remarque 4.8. La me´thode utilise´e pour de´montrer le Lemme 4.6
suit les ide´es de [5], Lemma 2.7. Cependant, la de´monstration concise du
Lemme 4.7 que nous donnons ci-dessous utilise uniquement des notions de
base d’alge`bre commutative (voir, par exemple, [78]) et simplifie la me´thode
base´e sur la the´orie de l’e´limination applique´e dans [5], Lemma 2.7, et [6],
Lemma 5.1.
De´monstration du Lemme 4.7. La dimension de Γψ en 0 est l. No-
tons que (4.12) se de´compose en deux e´quations re´elles. Par conse´quent, la
dimension de Y en 0 est l ou l+1. Soit S l’ensemble des ze´ros communs des
aj. Pour x 6∈ S, (4.12) de´termine w a` un nombre fini de possibilite´s pre`s, c’est-
a`-dire que Y est un reveˆtement analytique ramifie´ a` d feuillets au-dessus de
Rl\S pre`s de 0. Ainsi, la dimension de Y en de tels points est l. Nous e´tudions
maintenant l’ensemble singulier S. Clairement, S×C ⊂ Y . Donc, pour prou-
ver que dimY = l, il suffit de prouver que dimS ≤ l− 2. Il est plus facile (et
suffisant) de prouver que dimC S ≤ l − 2, ou` S est le sous-ensemble analy-
tique complexe de Cl de´fini pre`s de 0 par les e´quations aj(z) = 0, j = 0, . . . , δ.
Dans ces e´quations, nous conside´rons les aj comme des e´le´ments de l’anneau
des se´ries entie`res convergentes C{z1, . . . , zl}. Sans perte de ge´ne´ralite´, nous
pouvons supposer que pour tout j = 0, . . . , δ, aj 6≡ 0, aj(0) = 0 (sinon,
un tel aj n’apporte aucune contribution dans les e´quations de´finissantes de
S), et aj est irre´ductible (sinon, nous ferions le raisonnement suivant avec
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chaque facteur irre´ductible de aj). Soit Aj le sous-ensemble analytique com-
plexe irre´ductible {aj(z) = 0} de dimension l−1 dans Cl. Puisque les aj sont
sans facteur commun, il existe deux indices j1 6= j2 tels que aj1 6≡ aj2 a` une
unite´ de C{z1, . . . , zl} pre`s, c’est-a`-dire, Aj1 et Aj2 ne co¨ıncident pas pre`s de
0. Alors, dim0Aj1 ∩ Aj2 = l − 2 (voir [78], Chapter VIII, §9, Corollary 2) et
dim0 S ≤ l − 2.
Fin de la de´monstration du The´ore`me 4.2. On montre que pour
tout j = 1, . . . , N , Fj est alge´brique sur le corps R̂p(M), en appliquant le
Lemme 4.3. Puis, le Lemme 4.4 prouve que Fj est alge´brique sur le corpsMp,
c’est-a`-dire, ve´rifie une e´quation polynoˆmiale a` coefficients me´romorphes du
type (4.9). Multipliant cette e´quation par le plus petit commun multiple des
de´nominateurs des coefficients, nous obtenons une e´quation polynoˆmiale a`
coefficients holomorphes du type (4.10). Alors, le Lemme 4.6 implique que
chaque Fj est analytique re´elle sur un voisinage de p dans M .
5. Varie´te´ caracte´ristique et finitude
essentielle
Pour un diffe´omorphisme CR C∞, la notion de varie´te´ caracte´ristique est
relie´e a` la notion de finitude essentielle, de la fac¸on suivante :
Lemme 5.1. Si f : M → M ′ est un diffe´omorphisme CR C∞ entre des
sous-varie´te´s M,M ′ ⊂ Cn analytiques re´elles ge´ne´riques, p ∈ M , p′ ∈ M ′ et
f(p) = p′, Vp(f) co¨ıncide avec A′p′ dans un voisinage de p′.
Remarque 5.2. Ce re´sultat est bien entendu l’analogue dans le cas ana-
lytique du Chapitre 1, Lemme 2.10, ou` l’on de´montre que Vp(f) = A′p′ pour
f un biholomorphisme induisant un diffe´omorphisme CR entre deux sous-
varie´te´s alge´briques re´elles.
De´monstration. Soit M ′ ⊂ Cn′ une sous-varie´te´ analytique re´elle
ge´ne´rique de codimension d′ et de dimension CR m′. Comme a` la Section 1,
nous pouvons e´crire les e´quations de M ′ pre`s du point p′ ∈M ′ sous la forme
(5.1) y′k = φ
′
k(x
′, x′, y′), k = 1, . . . , d′,
ou` Cn′ 3 z′ = (x′, y′) ∈ Cm′ × Cd′ est un syste`me de coordonne´es holo-
morphes locales pre`s de p′ = (x′p, y
′
p) et les φ
′
k(ξ
′, x′, y′) sont des fonctions ho-
lomorphes pre`s de (x′p, x
′
p, y
′
p) satisfaisant φ
′
k(x
′
p, x
′, y′) ≡ φ′k(ξ′, x′p, y′) ≡ y′k,
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k = 1, . . . , d′. Les ope´rateurs
L′j(z
′, z′) =
∂
∂x′j
+
d′∑
k=1
∂φ′k
∂x′j
(x′, x′, y′)
∂
∂y′k
, j = 1, . . . ,m′,
forment une base (commutant) des ope´rateurs CR de M ′ et les ope´rateurs
conjugue´s de fac¸on complexe, puis complexifie´s,
(5.2) L′j(z′) =
∂
∂x′j
+
d′∑
k=1
∂φ′k
∂x′j
(x′, x′p, y′p)
∂
∂y′k
, j = 1, . . . ,m′,
forment une base (commutant) des ope´rateurs holomorphes tangents a` Q′p′ ,
la varie´te´ de Segre de M ′ associe´e au p′ (voir la Section 1). Dans (5.2),
nous avons utilise´ la notation φ(Z) := φ(Z) pour une fonction holomorphe
φ quelconque. Par ailleurs, pour tout α ∈ Nm′ , nous notons L′α l’ope´rateur
compose´ L′α := L′1α1 . . .L′m′αm′ . Il est facile de prouver la version “courbe”
suivante du principe d’unicite´ pour les fonctions holomorphes :
Lemme 5.3. Une fonction R holomorphe pre`s de p′ s’annule identique-
ment sur Q′p′, si et seulement si, L′αR|p′ = 0, pour tout α ∈ Nm′.
Nous ne donnerons pas la de´monstration de ce lemme qui est triviale.
Puisque f : M → M ′ est un diffe´omorphisme CR C∞, n = n′, m = m′
et d = d′. Remarquons que A′p′ est l’ensemble des points z
′ proches de p′ tels
que ρ′k(·, z′) s’annule identiquement sur Q′p′ , pour tout k = 1, . . . , d. Vu le
Lemme 5.3, z′ ∈ A′p′ , si et seulement si,
(5.3) L′αρ′k(·, z′)|p′ = 0, k = 1, . . . , d, α ∈ Nm,
ce qui est clairement e´quivalent (apre`s conjugaison complexe) a`
(5.4) L′αρ′k(z
′, ·)|p′ = 0, k = 1, . . . , d, α ∈ Nm.
Les “tire´s en arrie`re” Kj := f
∗L′j, j = 1, . . . ,m, forment une base des
ope´rateurs CR de M . Puisque (5.4) est e´quivalent a`
Kαρ′k(z
′, f(·))|p = 0, k = 1, . . . , d, α ∈ Nm,
(5.4), et par conse´quent (5.3), est e´quivalent a`
(5.5) Lαρ′k(z
′, f(·))|p = 0, k = 1, . . . , d, α ∈ Nm.
Ceci prouve que A′p′ co¨ıncide avec Vp(f) pre`s de p′.
Remarque 5.4. Dans la de´monstration du Lemme 5.1, nous avons rem-
place´ l’e´galite´ Q′z′ = Q
′
p′ entre ensembles analytiques complexes (voir la Sec-
tion 1) par un syste`me infini d’e´quations analytiques complexes (5.3) qui
repre´sente l’e´galite´ des germes en p′ des ensembles analytiques complexes
Q′z′ et Q
′
p′ . Notons que par le the´ore`me de Nœther, on peut remplacer (5.3)
6. Fin des de´monstrations 65
par un sous-syste`me fini, repre´sentant alors l’e´galite´ des jets d’ordre A en p′
des ensembles Q′z′ et Q
′
p′ , pour un certain entier A ∈ N.
Le Lemme 5.1 permet de donner une nouvelle caracte´risation de la fini-
tude essentielle :
Proposition 5.5. La sous-varie´te´ M ⊂ Cn analytique re´elle ge´ne´rique
est essentiellement finie en p, si et seulement si, la dimension de Vp(idM) en
p est ze´ro, ou` idM de´signe l’application identite´ de M .
De´monstration. C’est direct, vu le Lemme 5.1.
6. Fin des de´monstrations
Nous donnons maintenant la fin des de´monstrations des corollaires du
The´ore`me 1.2.
De´monstration du Corollaire 1.3. Vu le The´ore`me 1.2, le Lem-
me 5.1 donne directement la conclusion.
De´monstration du Corollaire 1.4. Supposons que p = p′ = 0 et
utilisons des coordonne´es du type (1.2), z′ = (x′, y′) ∈ Cn−1 × C, telles que
M ′ est donne´e pre`s de 0 par des e´quations du type (1.1), y′ = φ′(x′, x′, y′),
ou` φ′(ξ′, x′, y′) est holomorphe pre`s de (0, 0, 0) et satisfait
(6.1) φ′(0, x′, y′) ≡ φ′(ξ′, 0, y′) ≡ y′.
Ecrivons f = (f ′, fn) dans ces coordonne´es. Par un raisonnement sur les
se´ries formelles, on montre que si f est de multiplicite´ finie en p et si M ′ est
essentiellement finie en p′, le sous-ensemble analytique complexe W0(f) ⊂
Cn−1 de´fini par les e´quations en x′,
Lαφ′(f ′(·), x′, 0)|0 = 0, pour tout α ∈ Nn−1,
est de dimension ze´ro (voir [7]). Rappelons que la varie´te´ caracte´ristique
V0(f) est donne´e par les e´quations en z′,
(6.2) Lαρ′(z′, f(·))|0 = 0, pour tout α ∈ Nn−1,
ou` nous pouvons choisir ρ′(z′, z′) := φ′(x′, x′, y′) − y′ comme fonction
de´finissante de M ′. Pour α = (0, . . . , 0), (6.2) implique que φ′(0, x′, y′)− 0 =
y′ = 0. Donc, (6.2) est e´quivalent a` Lα(φ′(f ′(·), x′, 0) − fn(·))|0 = 0, pour
tout α ∈ Nn−1. Vu (6.1), Lαfn|0 = 0, pour tout α ∈ Nn−1, ce qui implique
que V0(f) co¨ıncide avec W0(f) pre`s de 0, et est donc de dimension ze´ro en
0. Le The´ore`me 1.2 s’applique donc, prouvant que f est analytique re´elle sur
un voisinage de p dans M .
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Notons que l’hypothe`se de minimalite´ sur M est superflue. En effet, si
M ′ est essentiellement finie en p′ et si f est de multiplicite´ finie en p, M
est essentiellement finie en p (voir [7], Theorem 3). Puis, comme M est une
hypersurface, M est alors ne´cessairement minimale en p.
De´monstration du Corollaire 1.5. Le fait que f soit K-non
de´ge´ne´re´e en p implique directement par le the´ore`me des fonctions impli-
cites holomorphe que la dimension de la varie´te´ caracte´ristique Vp(f) est
ze´ro en p′ ; le The´ore`me 1.2 donne alors la conclusion.
Remarque 6.1. Dans la situation du Corollaire 1.5, la de´monstration du
The´ore`me 1.2 est grandement simplifie´e : dans le Lemme 4.3, le the´ore`me des
fonctions implicites holomorphe montre que fj(z) = Hj(z, z,DAf(z)), pour
j = 1, . . . , n′ et z ∈M , ou` les Hj sont holomorphes pre`s de (p, p,DAf(p)) et
DAf(z) de´signe le jet d’ordre A de f en z ; en d’autres termes, fj ∈ Rp(M).
Il n’est donc pas ne´cessaire d’utiliser notre outil technique principal (Pro-
position 3.4) dans cette situation, et la version simplifie´e (Proposition 3.5)
qui traite du cas non singulier prouve directement que chaque fj s’e´tend
holomorphiquement au voisinage de p.
De´monstration du Corollaire 1.6. Il suffit de remarquer que la
varie´te´ caracte´ristique Vp(f) de´finie dans ce chapitre (De´finition 1.1) et la
premie`re varie´te´ caracte´ristique V1p de´finie au Chapitre 1 (De´finition 1.1)
co¨ıncident pour une application f holomorphe au voisinage de p.
CHAPITRE 3
Feuilletages holomorphes locaux
et analyticite´ partielle d’applications CR C∞
Soit f : M → M ′ une application CR C∞ entre une sous-varie´te´ analy-
tique re´elle ge´ne´rique M ⊂ Cn, n > 1, et un sous-ensemble analytique re´el
M ′ ⊂ Cn′ . Dans ce chapitre, nous prouvons que si M est minimale et si M ′
ne contient pas de courbe complexe, f est analytique sur un ouvert dense de
M . Plus ge´ne´ralement, nous e´tablissons une estimation supe´rieure de l’analy-
ticite´ partielle de f , en fonction des feuilletages holomorphes locaux contenus
dans M ′ 1.
Rappelons que la pre´sentation de´taille´e de ce chapitre se trouve dans l’In-
troduction, page 9. De´crivons brie`vement le plan de ce chapitre. La Section 1
donne des e´nonce´s pre´cis de notre re´sultat principal et de ces corollaires.
Dans la Section 2, en exploitant les re´sultats et les ide´es du Chapitre 2,
nous e´tablissons des re´sultats techniques pre´liminaires, essentiels pour la
de´monstration de notre re´sultat principal. La Section 3 est consacre´e a` l’e´tude
du “degre´ d’analyticite´ partielle” de l’application f ; nous e´tudions en parti-
culier sa re´gularite´, son lien avec l’analyticite´ de f , et nous le comparons au
“degre´ de transcendance” de f (voir [25]). Dans la Section 4, nous de´crivons
la ge´ome´trie du plus petit ensemble analytique complexe Tp(f) contenant le
graphe de f et prouvons que l’ensemble analytique re´el Tp(f) ∩ pi−1(M) se
projette dans M ′ par pi′, ou` pi : Cn × Cn′ → Cn et pi′ : Cn × Cn′ → Cn′
de´signent les projections canoniques. La Section 5 concerne la proprie´te´ de
feuilletage local par des varie´te´s complexes de Tp(f) ∩ pi−1(M), et le trans-
fert de ce feuilletage par pi′. Enfin, nous donnons a` la Section 6 la fin des
de´monstrations de notre re´sultat principal et de ces corollaires.
1. Enonce´s des re´sultats
Soient M ⊂ Cn, n > 1, une sous-varie´te´ analytique re´elle ge´ne´rique,
M ′ ⊂ Cn′ un sous-ensemble analytique re´el, p ∈M , p′ ∈M ′, et f :M →M ′
1 Les re´sultats de ce chapitre font l’objet d’un article [27] pre´publie´ et soumis pour
publication.
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une application CR C∞ telle que f(p) = p′. De´signons par Tp(f) le germe
en (p, p′) de l’ensemble analytique complexe de´fini par l’intersection de tous
les sous-ensembles analytiques complexes de Cn+n′ contenant le graphe de
f au voisinage de (p, p′). Le degre´ d’analyticite´ partielle de f en p est par
de´finition l’entier naturel degp f := dim Tp(f)− n (voir [24]). La varie´te´ CR
M est dite minimale en p (au sens de Tumanov [73]) si elle ne contient
pas de sous-varie´te´ CR stricte passant par p et de meˆme dimension CR que
M . L’ensemble analytique re´el M ′ est dit (r, s)-plat en p′, s ≥ 1, r ≥ 2s
(voir [22, 52, 24, 25]), s’il contient une sous-varie´te´ analytique re´elle N ′
de dimension r et passant par p′, feuillete´e par des varie´te´s complexes de
dimension s, c’est-a`-dire biholomorphe au produit carte´sien N ×D, ou` N est
une sous-varie´te´ analytique re´elle de Cν , ν ∈ N, et D est un domaine borne´
de Cs.
Le re´sultat principal de ce chapitre est le suivant :
The´ore`me 1.1. Soit f :M →M ′ une application CR C∞ entre une sous-
varie´te´ analytique re´elle ge´ne´rique M ⊂ Cn et un sous-ensemble analytique
re´el M ′ ⊂ Cn′, p ∈ M , p′ ∈ M ′ et f(p) = p′. On suppose que M est
minimale en p et que le degre´ d’analyticite´ partielle de f est constant e´gal
a` s sur un voisinage de p dans M ; on note r le rang maximal de f sur
ce voisinage. Alors, il existe un ferme´ d’inte´rieur vide Σ ⊂ M tel que pour
tout q ∈ M \ Σ suffisamment proche de p, M ′ est (r′, s)-plat en f(q), pour
un entier r′ ≥ r. En particulier, M ′ est (r′, s)-plat en des points de f(M)
arbitrairement proches de p′.
Ce the´ore`me ge´ne´ralise en codimension supe´rieure le re´sultat re´cent de
Coupet-Pinchuk-Sukhov (voir [24], The´ore`me 2). La nouveaute´ de notre tra-
vail re´side principalement dans le passage en codimension supe´rieure, qui
implique, comme au Chapitre 2, des difficulte´s techniques importantes. Nous
exploitons ici les ide´es et les re´sultats du Chapitre 2, Sections 3 et 4, qui re-
posent sur la manipulation de domaines de type “wedge” et sur l’utilisation
d’outils adapte´s.
Remarque 1.2. Sous les hypothe`ses du The´ore`me 1.1, on obtient en fait
la conclusion plus forte suivante : pour tout q ∈M\Σ suffisamment proche de
p, M ′ contient une sous-varie´te´ analytique re´elle N ′ de dimension r′, passant
par f(q), et biholomorphe au produit carte´sien N × D, ou` N est une sous-
varie´te´ analytique re´elle de Cν , ν ∈ N, et D est un domaine borne´ de Cs. De
plus, N ′ contient l’image f(M) de l’application f , dans un voisinage de f(q).
L’e´nonce´ suivant est un corollaire du The´ore`me 1.1 ; il donne une esti-
mation supe´rieure du degre´ d’analyticite´ partielle de f sous une hypothe`se
ge´ome´trique simple :
1. Enonce´s des re´sultats 69
Corollaire 1.3. Soit f :M →M ′ une application CR C∞ entre une sous-
varie´te´ analytique re´elle ge´ne´rique M ⊂ Cn et un sous-ensemble analytique
re´el M ′ ⊂ Cn′, p ∈ M , p′ ∈ M ′ et f(p) = p′. Si M est minimale en p et
si M ′ ne contient pas de varie´te´ complexe de dimension s au voisinage de
p′, il existe un ferme´ d’inte´rieur vide Σ ⊂ M tel que pour tout q ∈ M \ Σ
suffisamment proche de p, degq f < s.
En particulier, comme f est analytique sur un ouvert dense de M si son
degre´ d’analyticite´ partielle est nul, on obtient :
Corollaire 1.4. Soit f :M →M ′ une application CR C∞ entre une sous-
varie´te´ analytique re´elle ge´ne´rique M ⊂ Cn et un sous-ensemble analytique
re´el M ′ ⊂ Cn′, p ∈M , p′ ∈M ′ et f(p) = p′. Si M est minimale en p et si M ′
ne contient pas de courbe complexe au voisinage de p′, il existe un voisinage
V de p dans M tel que f est analytique re´elle sur un ouvert dense de V (et
se prolonge donc holomorphiquement a` un voisinage dans Cn de cet ouvert
dense de V ).
Dans le cas particulier ou` M ⊂ Cn et M ′ ⊂ Cn′ , n′ > n > 1, sont des
hypersurfaces analytiques re´elles pseudo-convexes, telles que M ne contient
pas de courbe complexe et M ′ est strictement pseudo-convexe, l’analyticite´
de f sur un ouvert dense de M a e´te´ de´montre´e par Forstnericˇ [41]. Il est
important de noter que notre re´sultat (Corollaire 1.4) s’applique a` des si-
tuations bien plus ge´ne´rales, en particulier dans le cas ou` M et M ′ sont des
varie´te´s de codimensions supe´rieures.
Nous insistons sur le fait que le The´ore`me 1.1 prouve des re´sultats plus
forts que les Corollaires 1.3 et 1.4, ou` l’hypothe`se ge´ome´trique sur M ′ est
re´duite a` la proprie´te´ de ne pas contenir de feuilletage holomorphe local ;
c’est ce que nous exposons dans le paragraphe suivant.
En combinant les re´sultats de ce chapitre (Corollaire 1.4) et du Chapitre 1
(Corollaire 1.7), nous obtenons le corollaire suivant :
Corollaire 1.5. Soit f :M →M ′ une application CR C∞ entre une sous-
varie´te´ alge´brique re´elle ge´ne´rique M ⊂ Cn et un sous-ensemble alge´brique
re´el M ′ ⊂ Cn′, p ∈ M , p′ ∈ M ′ et f(p) = p′. Si M est minimale en p et si
M ′ ne contient pas de courbe complexe au voisinage de p′, f se prolonge en
une application holomorphe alge´brique sur un voisinage dans Cn d’un ouvert
dense de M pre`s de p (et se prolonge donc en une application alge´brique
complexe sur tout Cn).
(Nous nous re´fe´rons au Chapitre 1, Section 1.1, pour les de´finitions
ayant trait a` l’alge´bricite´.) Ce re´sultat ge´ne´ralise, par exemple, la situation
conside´re´e dans [46].
Nous raffinons maintenant les Corollaires 1.3 et 1.4 et donnons une hy-
pothe`se plus faible sur M ′ qui porte sur la proprie´te´ de ne pas eˆtre loca-
lement feuillete´ par des varie´te´s complexes, au lieu de simplement ne pas
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contenir de varie´te´ complexe. La sous-varie´te´ CR analytique re´elle M ′ ⊂ Cn′
est dite s-holomorphiquement de´ge´ne´re´e en p′ ∈ M ′ s’il existe s champs de
vecteurs holomorphes inde´pendants, a` coefficients holomorphes, tangents a`
M ′ dans un voisinage de p′ ; lorsque s = 1, nous dirons simplement que
M ′ est holomorphiquement de´ge´ne´re´e en p′ (voir [70, 9, 4, 52, 22, 25]).
Remarquons que si M ′ est s-holomorphiquement de´ge´ne´re´e en p′, M ′ est
(r, s)-plate pour r = dimM ′ en tout point q′ ∈ M ′ \ Σ′ suffisamment
proche de p′, ou` Σ′ est un sous-ensemble analytique re´el strict de M ′.
Re´ciproquement, il est e´vident que si M ′ est (r, s)-plate en p′ pour r =
dimM ′, M ′ est s-holomorphiquement de´ge´ne´re´e en p′. Bien entendu, nous
dirons que M ′ est s-holomorphiquement non de´ge´ne´re´e en p′ si elle n’est pas
s-holomorphiquement de´ge´ne´re´e en p′, et qu’elle est s-holomorphiquement
non de´ge´ne´re´e si elle est s-holomorphiquement non de´ge´ne´re´e en tout point.
Cette notion de non de´ge´ne´rescence holomorphe nous permet de donner
une condition sur M ′ plus faible que celle du Corollaire 1.3, et tout aussi
ge´ome´trique, pour l’analyticite´ partielle de f :
Corollaire 1.6. Soit f : M → M ′ une application CR C∞ entre deux
sous-varie´te´s analytiques re´elles ge´ne´riques M ⊂ Cn et M ′ ⊂ Cn′, p ∈ M ,
p′ ∈ M ′ et f(p) = p′. Si M est minimale en p, si f est une submersion
en p et si M ′ est s-holomorphiquement non de´ge´ne´re´e, il existe un ferme´
d’inte´rieur vide Σ ⊂M tel que pour tout q ∈M \ Σ suffisamment proche de
p, degq f < s.
En particulier, lorsque s = 1, on obtient une condition ge´ome´trique sur
M ′ plus faible que celle du Corollaire 1.4 :
Corollaire 1.7. Soit f : M → M ′ une application CR C∞ entre deux
sous-varie´te´s analytiques re´elles ge´ne´riques M ⊂ Cn et M ′ ⊂ Cn′, p ∈ M ,
p′ ∈ M ′ et f(p) = p′. Si M est minimale en p, si f est une submersion en
p et si M ′ est holomorphiquement non de´ge´ne´re´e, il existe un voisinage V
de p dans M tel que f est analytique re´elle sur un ouvert dense de V (et
se prolonge donc holomorphiquement a` un voisinage dans Cn de cet ouvert
dense de V ).
Signalons enfin que l’hypothe`se selon laquelle M ′ ne contient pas de
courbe complexe au voisinage de p′ (voir le Corollaire 1.4) est une condi-
tion ne´cessaire a` l’analyticite´ de toutes les applications CR C∞ a` valeurs
dans M ′, comme le montre l’exemple classique suivant :
Exemple 1.8. SoitM ⊂ Cn une sous-varie´te´ analytique re´elle, ge´ne´rique,
minimale en p ∈ M , telle qu’il existe une fonction φ CR C∞ sur M , non
analytique en p. (Sinon, il est bien e´videmment vain de chercher a` construire
une application f :M →M ′, CR C∞ et non analytique !) On peut supposer,
sans perte de ge´ne´ralite´, que φ(p) = 0. Soit, par ailleurs, M ′ ⊂ Cn′ un
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sous-ensemble analytique re´el contenant une courbe complexe C passant par
le point p′ ∈ M ′. Il existe un biholomorphisme Φ : D1 → D2 entre deux
domaines borne´s D1 3 p′ et D2 3 0 de Cn′ , Φ(p′) = 0, tel que Φ(C ∩D1) =
{(0, . . . , 0)} × ∆, ou` ∆ de´signe le disque unite´ de C. Alors, l’application
f :M →M ′ de´finie par f(z) = Φ−1(0, . . . , 0, φ(z)) pour z ∈M suffisamment
proche de p, est CR C∞, mais n’est pas analytique en p.
2. Re´sultats pre´liminaires
Les notations et de´finitions suivantes sont essentiellement les meˆmes que
celles du Chapitre 2, Section 1. Ecrivons les e´quations de´finissantes de la
sous-varie´te´ analytique re´elle M ⊂ Cn, pre`s de p ∈M , sous la forme usuelle
ρk(z, z) = 0, k = 1, . . . , d,
ou` d de´note la codimension de M et ou` les ρk sont des fonctions analytiques
re´elles, a` valeurs re´elles, ve´rifiant dρ1 ∧ · · · ∧ dρd 6= 0 en p. Nous supposons
de plus que M est ge´ne´rique, c’est-a`-dire que ∂ρ1 ∧ · · · ∧ ∂ρd 6= 0 en p, ou de
fac¸on e´quivalente, que la dimension CR deM est m := n−d. Par le the´ore`me
des fonctions implicites holomorphe, nous pouvons e´crire les e´quations de M
pre`s de p sous la forme
yk = φk(x, x, y), k = 1, . . . , d,
ou` Cn 3 z = (x, y) ∈ Cm × Cd est un syste`me de coordonne´es holomorphes
locales pre`s de p = (xp, yp) et les φk(ξ, x, y) sont des fonctions holomorphes
pre`s de (xp, xp, yp) satisfaisant φk(xp, x, y) ≡ φk(ξ, xp, y) ≡ yk, k = 1, . . . , d.
Dans la suite, nous utiliserons la notation vectorielle φ = (φ1, . . . , φd). Les
ope´rateurs
Lj =
∂
∂xj
+
d∑
k=1
∂φk
∂xj
(x, x, y)
∂
∂yk
, j = 1, . . . ,m,
forment une base des ope´rateurs CR de M , a` coefficients analytiques re´els.
Dans cette section (et les suivantes), nous supposerons toujours que la
sous-varie´te´ analytique re´elle ge´ne´rique M ⊂ Cn est minimale en p ∈ M
(au sens de Tumanov [73], voir Section 1). Rappelons que comme M est
analytique re´elle, elle est minimale en p, si et seulement si, elle est de type
fini en p (au sens de Bloom-Graham [16]). La varie´te´ M est alors minimale
en tout point suffisamment proche de p ; quitte a` re´duire le voisinage de p
conside´re´, on supposera dans toute cette section (ainsi que dans les suivantes)
que M est minimale en tout point.
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Par ailleurs, nous emploierons toujours la convention suivante : soientM
une varie´te´ C∞, P un point de M et F une fonction C∞ sur M ; la phrase
“F 6≡ 0 au voisinage de P dans M” signifiera que pour tout voisinage V de
P dans M, f |V 6≡ 0. En pratique, c’est donc la non nullite´ du germe de F
en P qui nous inte´ressera. Remarquons que nous emploierons aussi la phrase
“F ≡ 0 au voisinage de P dans M” ; mais cette dernie`re ne pose aucun
proble`me d’interpre´tation.
Le re´sultat suivant donne une condition suffisante pour que le degre´ d’ana-
lyticite´ partielle de s fonctions CR C∞ sur M soit non maximal, c’est-a`-dire
strictement infe´rieur a` s :
Lemme 2.1. Soient g = (g1, . . . , gs) et u = (u1, . . . , ut), s, t ∈ N, s ≥ 1,
des fonctions CR C∞ sur un voisinage de p dans M et H(z, ζ, ν, w) une
fonction holomorphe au voisinage de (p, p, u(p), g(p)) dans Cnz×Cnζ×Ctν×Csw.
On suppose que
(2.1) H(z, z, u(z), g(z)) ≡ 0
au voisinage de p dans Mz et que
(2.2) H(z, z, u(z), w) 6≡ 0
au voisinage de (p, g(p)) dans Mz × Csw.
Alors, il existe une suite qn → p de points de M tels que degqn g < s.
Remarque 2.2. La de´monstration de ce re´sultat crucial est assez tech-
nique. C’est ici qu’intervient l’hypothe`se selon laquelle le degre´ d’analyticite´
partielle de f est constant e´gal a` s. En outre, nous exploitons ici les ide´es et
les re´sultats du Chapitre 2, Sections 3 et 4.
De´monstration du Lemme 2.1. L’ide´e essentielle de la
de´monstration est de chercher a` appliquer le the´ore`me de pre´paration
de Weierstrass a` H(z, ζ, ν, w) par rapport a` la dernie`re variable ws. Pour
cela, il est tout d’abord ne´cessaire de se placer en un point (z0, ζ0, ν0, w0)
tel que H(z0, ζ0, ν0, w01, . . . , w
0
s−1, · ) 6≡ 0. On obtient alors un polynoˆme en
gs(z) dans (2.1). Raisonnant sur un tel polynoˆme, de degre´ minimal, et
appliquant ite´rativement les ope´rateurs CR Lj de M qui font baisser son
degre´, on de´montre que les coefficients de ce polynoˆme sont ne´cessairement
CR. On obtient finalement une relation holomorphe liant les composantes
de g et permettant donc de conclure.
Nous raisonnons par re´currence sur s ∈ N \ {0} :
Pour s = 1. On peut supposer, sans perte de ge´ne´ralite´, que p = 0,
u(p) = 0 et g(p) = 0. On de´veloppe H sous forme de se´rie entie`re en w,
H(z, ζ, ν, w) =
∞∑
k=0
ck(z, ζ, ν) w
k,
2. Re´sultats pre´liminaires 73
ou` les ck sont des fonctions holomorphes pre`s de (0, 0, 0). L’hypothe`se (2.2)
implique que les fonctions ck(z, z, u(z)), k ∈ N, ne sont pas toutes iden-
tiquement nulles au voisinage de 0 dans M . Ainsi, il existe k0 ∈ N tel
que ck0(z, z, u(z)) =: ψ(z) ∈ R0(M) n’est pas identiquement nulle (voir
le Chapitre 2, Section 3.1, pour la de´finition de l’anneau de fonctions
R0(M)). D’apre`s le Chapitre 2, Lemme 3.2, et puisque M est minimale en
0, Σ := {z ∈M : ψ(z) = 0} est un ferme´ d’inte´rieur vide dans M .
Fixons un point q, arbitrairement proche de 0, dans l’ouvert dense M \Σ
de M . Sans perte de ge´ne´ralite´, on peut de nouveau supposer que q = 0,
u(q) = 0 et g(q) = 0. Comme H(0, 0, 0, 0) = 0 et H(0, 0, 0, w) 6≡ 0 au
voisinage de 0 dans Cw, le the´ore`me de pre´paration de Weierstrass s’applique
a` H(z, ζ, ν, w) par rapport a` la variable w. On obtient alors, compte tenu de
(2.1), que
gd(z) +
d−1∑
k=0
ak(z, z, u(z)) g
k(z) ≡ 0
au voisinage de 0 dans M , ou` d ∈ N \ {0} et les ak sont des fonctions ho-
lomorphes pre`s de (0, 0, 0) ve´rifiant ak(0, 0, 0) = 0. Comme ak(z, z, u(z)) ∈
R0(M), k = 0, . . . , d − 1, et comme M est minimale en 0, le Chapitre 2,
Lemme 4.4, s’applique et prouve que g ve´rifie une e´quation polynoˆmiale
a` coefficients me´romorphes au voisinage de 0 dans M . En multipliant les
deux membres de cette e´quations par le plus petit commun multiple des
de´nominateurs, on obtient une e´quation polynoˆmiale a` coefficients holo-
morphes annulant g. Ceci prouve que deg0 g = 0.
On suppose le re´sultat de´montre´ pour s− 1 (et pour tout t ∈ N). Comme
pour le cas s = 1, on peut supposer, sans perte de ge´ne´ralite´, que p = 0,
u(p) = 0 et g(p) = 0. On e´crit w = (w′, ws) ∈ Cs−1 × C, g = (g′, gs), et on
de´veloppe H sous forme de se´rie entie`re en ws au voisinage de (0, 0, 0, 0, 0) :
H(z, ζ, ν, w′, ws) =
∞∑
k=0
ck(z, ζ, ν, w
′) wks ,
ou` les ck sont des fonctions holomorphes pre`s de (0, 0, 0, 0). Deux cas se
pre´sentent :
Cas 1. Pour tout k ∈ N, ck(z, z, u(z), g′(z)) ≡ 0 au voisinage de 0
dans M . L’hypothe`se (2.2) implique par ailleurs qu’il existe k0 ∈ N tel
que ck0(z, z, u(z), w
′) 6≡ 0 au voisinage de (0, 0) dans Mz × Cs−1w′ . Ainsi,
l’hypothe`se de re´currence pour s − 1 s’applique a` g′ et ck0 et prouve que
degqn g
′ < s−1, pour une suite qn → 0 de points deM . On a donc degqn g < s
et la de´monstration est termine´e.
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Cas 2. Il existe k0 ∈ N tel que ck0(z, z, u(z), g′(z)) 6≡ 0 au voisinage de 0
dans M . Fixons donc un point q ∈ M , arbitrairement proche de 0, tel que
ck0(q, q, u(q), g
′(q)) 6= 0. Sans perte de ge´ne´ralite´, on peut de nouveau suppo-
ser que q = 0, u(q) = 0, g′(q) = 0 et gs(q) = 0. Comme H(0, 0, 0, 0, 0) = 0 et
H(0, 0, 0, 0, ws) 6≡ 0 au voisinage de 0 dans Cws , le the´ore`me de pre´paration
de Weierstrass s’applique a` H(z, ζ, ν, w′, ws) par rapport a` la variable ws. On
obtient alors, compte tenu de (2.1), que
(2.3) gds (z) +
d−1∑
k=0
ak(z, z, u(z), g
′(z)) gks (z) ≡ 0
au voisinage de 0 dans M , ou` d ∈ N \ {0} et les ak sont des fonctions
holomorphes pre`s de (0, 0, 0, 0) ve´rifiant ak(0, 0, 0, 0) = 0.
On proce`de alors de fac¸on analogue au Chapitre 2, Lemme 4.4 : on
de´montre par l’absurde que pour un polynoˆme (unitaire) de degre´ minimal
de type (2.3) annulant gs, les coefficients sont ne´cessairement CR. Puis, on
conclut par l’hypothe`se de re´currence. Soit donc
(2.4) gδs(z) +
δ−1∑
k=0
bk(z, z, γ(z), g
′(z)) gks (z) ≡ 0
au voisinage de η dans M , une e´quation polynoˆmiale de type (2.3) de degre´
δ ≥ 1 minimal. Dans l’ensemble des e´quations polynoˆmiales de type (2.3)
conside´re´es, on fait varier le nombre τ de fonctions CR C∞ γ = (γ1, . . . , γτ )
et le point η ∈ M proche de 0 (du moment que le degre´ δ est aussi atteint
pour des points de M arbitrairement proches de 0).
Par souci de simplification des notations, et sans perte de ge´ne´ralite´, nous
pouvons de nouveau supposer que η = 0, γ(η) = 0, g′(η) = 0 et gs(η) = 0.
Pour tout j = 1, . . . ,m, on applique l’ope´rateur CR Lj de M a` (2.4) et on
obtient
(2.5)
δ−1∑
k=0
Lj bk(z, z, γ(z), g
′(z)) gks (z) ≡ 0
au voisinage de 0 dans M . Les coefficients de (2.5) s’e´crivent sous la forme
(2.6) Lj bk(z, z, γ(z), g
′(z)) = βj,k(z, z,Γ(z), g′(z)),
ou` Γ = ((γν)ν=1,...,τ , (∂γν/∂zµ)ν=1,...,τ, µ=1,...,n) sont τ + nτ fonctions CR C∞
sur un voisinage de 0 dans M et les βj,k sont des fonctions holomorphes pre`s
de (0, 0, 0, 0). Ainsi, les coefficients de (2.5) sont du meˆme type que ceux de
(2.3) et (2.4).
Supposons, par l’absurde, qu’il existe des indices j0 et k0 tels que
βj0,k0(z, z,Γ(z), g
′(z)) 6≡ 0 au voisinage de 0 dansM . On choisit le plus grand
indice k0 ve´rifiant cette proprie´te´. On fixe un point η
′ ∈ M , arbitrairement
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proche de 0, tel que βj0,k0(η
′, η′,Γ(η′), g′(η′)) 6= 0 ; la fonction holomorphe
βj0,k0 admet donc un inverse holomorphe pre`s de (η
′, η′,Γ(η′), g′(η′)). Ainsi,
(2.5) entraˆıne que
(2.7) gk0s (z) +
k0−1∑
k=0
(β−1j0,k0βj0,k)(z, z,Γ(z), g
′(z)) gks (z) ≡ 0
au voisinage de η′ dans M . L’e´quation polynoˆmiale (2.7), du meˆme type que
(2.4), est de degre´ k0 < δ ; c’est en contradiction avec le choix de (2.4).
On a donc montre´ que pour tous j et k,
(2.8) βj,k(z, z,Γ(z), g
′(z)) ≡ 0
au voisinage de 0 dans M . On cherche a` appliquer l’hypothe`se de re´currence
a` une de ces fonctions, mais il faut tout d’abord ve´rifier la condition (2.2).
Pour chaque indice k = 1, . . . , δ − 1, on de´veloppe bk sous forme de se´rie
entie`re en w′,
(2.9) bk(z, ζ, ν, w
′) =
∑
J∈Ns−1
dJ,k(z, ζ, ν) w
′J ,
ou` les dJ,k sont des fonctions holomorphes pre`s de (0, 0, 0). Les e´quations
(2.6), (2.8) et (2.9) entraˆınent alors que, pour tous j et k,
(2.10)
∑
J∈Ns−1
Lj dJ,k(z, z, γ(z)) g
′J(z) ≡ 0
au voisinage de 0 dans M . Comme en (2.6), pour tous j, J et k, on e´crit les
coefficients de (2.10) sous la forme
(2.11) Lj dJ,k(z, z, γ(z)) = δj,J,k(z, z,Γ(z)),
ou` les δj,J,k sont des fonctions holomorphes pre`s de (0, 0, 0). Deux cas se
pre´sentent de nouveau :
Sous-cas 1. Il existe des indices j0, J0 et k0 tels que δj0,J0,k0(z, z,Γ(z)) 6≡ 0
au voisinage de 0 dans M . Alors,
(2.12) βj0,k0(z, z,Γ(z), w
′) 6≡ 0
au voisinage de (0, 0) dans Mz × Cs−1w′ . Ainsi, vu (2.8) et (2.12), l’hypothe`se
de re´currence pour s − 1 s’applique a` g′ et βj0,k0 et prouve que degqn g′ <
s − 1, pour une suite qn → 0 de points de M . On a donc degqn g < s et la
de´monstration est termine´e.
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Sous-cas 2. Pour tous j, J et k, δj,J,k(z, z,Γ(z)) ≡ 0 au voisinage de 0
dans M . Cela signifie que pour tous J et k, φJ,k(z) := dJ,k(z, z,Γ(z)) est CR
au voisinage de 0. Comme de plus φJ,k ∈ R0(M) et comme M est minimale
en 0, le Chapitre 2, Proposition 3.4, implique que φJ,k se prolonge en une
fonction ΦJ,k holomorphe au voisinage de 0 dans Cn. En fait, la version
“facile” (Chapitre 2, Proposition 3.5) du Chapitre 2, Proposition 3.4, suffit
ici, car φJ,k n’a aucune singularite´ en 0. Vu (2.4) et (2.9), on obtient que dans
un voisinage de 0 dans M ,
(2.13) gδs(z) +
∑
J∈Ns−1
k∈{0,...,δ−1}
ΦJ,k(z) g
′J(z) gks (z) ≡ 0.
La relation (2.13) implique que le graphe de g est inclus au voisinage de (0, 0)
dans une hypersurface complexe de Cn×Cs, et donc deg0 g < s. Ceci termine
la de´monstration du Lemme 2.1.
Nous aurons besoin a` la Section 4 du re´sultat suivant, dans lequel l’hy-
pothe`se (2.2) du Lemme 2.1 est affaiblie :
Lemme 2.3. Soient g = (g1, . . . , gs), s ∈ N, s ≥ 1, des fonctions CR C∞
sur un voisinage de p dans M et H(z, ζ, ν, w) une fonction holomorphe au
voisinage de (p, p, g(p), g(p)) dans Cnz × Cnζ × Csν × Csw. On suppose que
(2.14) H(z, z, g(z), g(z)) ≡ 0
au voisinage de p dans Mz et que
(2.15) H(z, z, ν, w) 6≡ 0
au voisinage de (p, g(p), g(p)) dans Mz × Csν × Csw.
Alors, il existe une suite qn → p de points de M tels que degqn g < s.
De´monstration. L’ide´e est de modifier l’hypothe`se (2.15) en une condi-
tion plus forte (du type (2.2)) et d’appliquer le Lemme 2.1.
On peut supposer, sans perte de ge´ne´ralite´, que p = 0 et g(p) = 0. On
de´veloppe H sous forme de se´rie entie`re en w,
H(z, ζ, ν, w) =
∑
J∈Ns
cJ(z, ζ, ν) w
J ,
ou` les cJ sont des fonctions holomorphes pre`s de (0, 0, 0).
Cas 1. Il existe J0 ∈ Ns tel que cJ0(z, z, g(z)) 6≡ 0 au voisinage de 0 dans
M . Dans ce cas, H(z, z, g(z), w) 6≡ 0 au voisinage de (0, 0) dans Mz × Csw et
la condition (2.2) est alors ve´rifie´e ; le Lemme 2.1 implique la conclusion.
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Cas 2. Pour tout J ∈ Ns, cJ(z, z, g(z)) ≡ 0 au voisinage de 0 dans M .
Comme l’hypothe`se (2.15) implique par ailleurs qu’il existe J0 ∈ Ns tel que
cJ0(z, z, ν) 6≡ 0 au voisinage de (0, 0) surMz×Csν , le Lemme 2.1 s’applique ici
a` la fonction cJ0 et donne aussi la conclusion (apre`s conjugaison complexe).
3. Proprie´te´s du degre´ d’analyticite´ partielle
Comme a` la Section 2, nous supposons dans toute cette section queM est
minimale en tout point. Nous nous re´fe´rons a` la Section 1 pour les de´finitions
du germe d’ensemble analytique complexe Tp(f) et du degre´ d’analyticite´
partielle degp f de f en p. Par abus de notation, Tp(f) de´signera e´galement
tout repre´sentant du germe d’ensemble analytique complexe Tp(f).
Dans cette section, nous e´tudions tout d’abord la re´gularite´ de degz f .
Puis, nous e´tablissons l’e´quivalence entre l’analyticite´ de f et la nullite´ de
degp f , justifiant ainsi la de´nomination degre´ d’analyticite´ partielle. Enfin,
nous comparons les notions de degre´ d’analyticite´ partielle et de degre´ de
transcendance (voir [25]) d’une application CR C∞.
3.1. Re´gularite´ du degre´ d’analyticite´ partielle
Remarque 3.1. Vu la de´finition du degre´ d’analyticite´ partielle degp f
de f en p (voir Section 1), c’est clairement un invariant biholomorphe du
triplet (M,M ′, f). (C’est-a`-dire que degp f est invariant par changement de
variables holomorphe local, aussi bien dans l’espace de de´part Cn que dans
l’espace d’arrive´e Cn′ .)
Lemme 3.2. Le degre´ d’analyticite´ partielle degz f de f en z est semi-
continu supe´rieurement par rapport a` z ∈M .
De´monstration. Soit q un point de M et notons Γf := {(z, f(z)) : z ∈
M} le graphe de f . Par de´finition, Tq(f) est un ensemble analytique complexe
de´fini dans un voisinage U×V de (q, f(q)) dans Cn×Cn′ , contenant Γf∩(U×
V ). Pour tout z ∈ M ∩ U , l’ensemble analytique complexe Tq(f) passe par
(z, f(z)) et contient Γf au voisinage de (z, f(z)). Donc, par de´finition, Tq(f)
contient Tz(f) au voisinage de (z, f(z)), et donc, pour z ∈ M suffisamment
proche de q,
degz f = dim(z,f(z)) Tz(f)− n
≤ dim(z,f(z)) Tq(f)− n
≤ dim(q,f(q)) Tq(f)− n = degq f.(3.1)
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Ceci prouve que degz f est semi-continu supe´rieurement, puisqu’il est a` va-
leurs entie`res. (Dans (3.1), nous avons utilise´ le fait que la dimension d’un
ensemble analytique complexe est semi-continue supe´rieurement.)
Exemple 3.3. Soit la fonction de´finie sur R par f(x) = e−1/x2 . Alors,
deg0 f = 1, mais pour tout q ∈ R \ {0}, degq f = 0.
Ve´rification de l’Exemple 3.3. Tout d’abord, pour tout q ∈ R\{0},
f˜(z) := e−1/z
2
est une extension holomorphe de f au voisinage de q. Ainsi,
le graphe Γf de f est inclus dans le graphe de f˜ au voisinage de (q, f(q)), ce
qui implique que degq f = 0.
Par contre, comme f n’est pas analytique re´elle en 0, il n’existe pas de
sous-ensemble analytique complexe de C2 de codimension 1 contenant Γf
pre`s de (0, 0), et donc deg0 f = 1. Nous le prouvons par l’absurde : si T0(f)
e´tait de codimension 1 dans C2, il serait de´fini par une e´quation holomorphe
H(z, w) = 0 au voisinage de (0, 0). Comme H(z, e−1/z
2
) est une fonction
holomorphe pour z 6= 0 proche de 0, s’annulant sur R \ {0} pre`s de 0,
(3.2) H(z, e−1/z
2
) ≡ 0, pour z 6= 0 proche de 0.
Comme 0 est une singularite´ essentielle de e−1/z
2
, pour tout point w ∈ C, il
existe une suite zn → 0 de points de C telle que e−1/z2n → w. Par passage a`
la limite dans (3.2), on obtient que
(3.3) H(0, w) ≡ 0, pour w proche de 0.
On e´crit H(z, w) =
∑
ν∈NHν(z)w
ν et Hν(z) = z
αν Gν(z) avec Gν(0) 6= 0,
pour tout ν ∈ N. Vu (3.3), Hν(0) = 0, et donc αν ≥ 1, pour tout ν ; ainsi,
α := infν∈N αν ≥ 1. On peut donc factoriser zα dans H :
(3.4) H(z, w) = zα
∑
ν∈N
zαν−αGν(z)wν = zαG(z, w),
avec G holomorphe au voisinage de (0, 0) ve´rifiant G(0, w) 6≡ 0. Mais, (3.2)
et (3.4) entraˆınent alors que G(z, e−1/z
2
) ≡ 0, pour z 6= 0 proche de 0 ; par
le meˆme argument que pour H, on conclut que G(0, w) ≡ 0, ce qui est une
contradiction.
Nous aurons besoin par la suite des re´sultats suivants, qui sont des corol-
laires directs du Lemme 3.2 :
Corollaire 3.4. Si degz f est minimum en q ∈ M , il est constant au
voisinage de q dans M . En particulier, si degq f = 0, degz f ≡ 0 au voisinage
de q dans M .
De´monstration. C’est direct, puisque degz f est a` valeurs dans N.
Corollaire 3.5. Il existe un ferme´ d’inte´rieur vide Σ ⊂M tel que degz f
est constant sur chaque composante connexe de l’ouvert dense M \ Σ de M .
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De´monstration. Soit Σ l’ensemble des points de M au voisinage des-
quels degz f est non constant. C’est un ferme´ car son comple´mentaire est
trivialement ouvert. Pour de´montrer qu’il est d’inte´rieur vide, on raisonne
par l’absurde en utilisant le fait que degz f est semi-continu supe´rieurement,
a` valeurs entie`res et minore´ par 0.
3.2. Lien entre l’analyticite´ de f et la nullite´ de degp f
Par le principe d’unicite´ au bord (voir [60, 20]), on obtient facilement le
re´sultat suivant, qui sera fre´quemment utilise´ par la suite :
Lemme 3.6. Supposons que l’ensemble analytique complexe Tp(f) est
de´fini dans un voisinage U ×V de (p, p′) dans Cn×Cn′ et que l’application f
se prolonge en une application holomorphe f˜ sur un domaine borne´ D ⊂ U
ve´rifiant une des deux proprie´te´s suivantes :
(a) N :=M ∩ D est un ouvert de M ∩ U ;
(b) D est un “wedge” dont l’“edge” N est un ouvert de M ∩ U .
Alors, le graphe Γf˜ de f˜ est inclus dans Tp(f).
De´monstration. Notons Hl(z, z
′) = 0, l = 1, . . . , L, des e´quations
de´finissantes holomorphes de Tp(f) dans U × V . Pour tout l = 1, . . . , L,
l’application ψl(z) := Hl(z, f˜(z)) est holomorphe sur le domaine D (quitte a`
conside´rer l’intersection de D avec un voisinage arbitrairement petit de p, on
peut supposer que f˜(D) ⊂ V ) et s’annule identiquement sur N . Comme N
est une sous-varie´te´ analytique re´elle ge´ne´rique de Cn, le principe d’unicite´
au bord (voir [60, 20]) implique que ψl ≡ 0 sur D, pour tout l, ce qui prouve
que Γf˜ ⊂ Tp(f).
Le lemme suivant explicite le lien entre le degre´ d’analyticite´ partielle et
l’analyticite´ de f :
Lemme 3.7. Soit f : M → M ′ une application CR C∞ entre une sous-
varie´te´M ⊂ Cn analytique re´elle, ge´ne´rique, minimale en p ∈M , et un sous-
ensemble analytique re´el M ′ ⊂ Cn′. Si f est analytique re´elle au voisinage de
p dans M , degp f = 0. Re´ciproquement, si degp f = 0, il existe un voisinage
V de p dans M tel que f est analytique re´elle sur un ouvert dense de V .
Remarque 3.8. Ce re´sultat justifie la de´nomination degre´ d’analyticite´
partielle :
– si degp f = 0, f est analytique sur un ouvert dense ;
– si degp f = s, au moins s composantes de f sont non analytiques.
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Remarque 3.9. Dans le cas ou` degp f = 0, le Lemme 3.7 prouve sim-
plement que f est analytique sur un ouvert dense. Ce re´sultat peut sembler
faible ; il est toutefois suffisant dans notre situation, car les Corollaires 1.3
et 1.6 ne donnent l’estimation degq f < s que sur un ouvert dense de V , ou`
V est un voisinage de p dans M .
Remarque 3.10. Dans la situation ou` M est une hypersurface, [11],
Lemma 1, donne l’analyticite´ de f au voisinage du point p. Pour obtenir la
meˆme conclusion avec M de codimension supe´rieure, notre me´thode (voir le
Chapitre 2, Lemme 4.6) semble ne pas pouvoir convenir car elle ne´cessite que
M soit analytique ; or, le changement de variables utilise´ dans [11] de´truit
cette analyticite´ (voir Remarque 3.11). La solution semble eˆtre de re´e´crire
entie`rement la me´thode de [11] en codimension supe´rieure.
De´monstration du Lemme 3.7. La premie`re assertion du lemme est
directe. En effet, supposons que f est analytique re´elle au voisinage de p dans
M . Elle se prolonge alors en une application f˜ holomorphe sur un voisinage
D de p dans Cn (voir le Chapitre 2, Lemme 2.4). Comme le graphe Γf˜ de
f˜ est une varie´te´ complexe contenant le graphe de f au voisinage de (p, p′),
Tp(f) ⊂ Γf˜ par de´finition. Vu le Lemme 3.6, il est alors clair que Tp(f) = Γf˜ ,
et donc degp f = 0.
Nous de´montrons maintenant la seconde assertion du lemme. L’hypothe`se
est que le graphe Γf de f est inclus dans l’ensemble analytique complexe Tp(f)
de dimension n, c’est-a`-dire que f se prolonge comme correspondance (au
sens de Bedford-Bell [11]) au voisinage de (p, p′). Si M est une hypersurface
analytique re´elle de Cn, on peut appliquer [11], Lemma 1, ce qui prouve
directement que f se prolonge holomorphiquement au voisinage de p dans
Cn. Dans le cas ge´ne´ral, nous montrons tout d’abord que pi|Tp(f) est propre,
c’est-a`-dire que f se prolonge comme correspondance propre, sur un ouvert
dense O de Γf , ou` pi : Cn ×Cn′ → Cn de´signe la projection canonique. Puis,
par le Chapitre 2, Lemme 4.6, on obtient que f est analytique sur pi(O).
Remarque 3.11. On aurait pu effectuer un changement de variables
line´aire dans Cn+n′ du type Φ : (z, z′) 7→ (z+L(z′), z′) pour obtenir que pi|Tp(f)
est propre en (p, p′), comme dans [11], Lemma 1. Mais un tel changement de
variables ne conserve pas l’analyticite´ de M (plus pre´cise´ment, la varie´te´ C∞
pi(Φ(Γf )) ⊂ Cn, jouant le roˆle de M dans les nouvelles coordonne´es, n’est
pas ne´cessairement analytique re´elle), ce qui interdit ensuite l’utilisation du
Chapitre 2, Lemme 4.6. En revanche, ceci n’est pas geˆnant dans le cas de
[11] ou` les auteurs conside`rent une hypersurface C1.
Supposons donc que degp f = 0. Comme M est minimale en p, l’ap-
plication CR f se prolonge en une application holomorphe f˜ sur le wedge
W associe´ a` (p,M) par le the´ore`me du Tumanov (voir le Chapitre 2,
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The´ore`me 2.2). Par le Lemme 3.6, le graphe Γf˜ de f˜ est inclus dans Tp(f). On
peut supposer que Tp(f) est irre´ductible. (En effet, par le principe d’unicite´,
il existe une unique composante irre´ductible T de Tp(f) qui contient Γf˜ ; par
continuite´ au bord, elle contient aussi Γf et on peut donc remplacer Tp(f) par
T .) Notons Tp(f)|W := Tp(f)∩pi−1(W). La restriction pi|Tp(f)|W est propre car
Γf˜ ⊂ Tp(f)|W , car ces deux ensembles analytiques complexes sont de meˆme
dimension n et car pi|Γ
f˜
est un biholomorphisme sur son image W . Ainsi, les
fibres pi|−1Tp(f)(z), pour z ∈ W , sont de dimension ze´ro. Soit R l’ensemble des
points (z, z′) ∈ Tp(f) tels que la fibre pi|−1Tp(f)(z) soit de dimension strictement
positive. D’apre`s [40], Theorem 3.6, R est un sous-ensemble analytique com-
plexe (strict, dans notre situation) de Tp(f) et pi est localement propre sur
Tp(f) \ R.
Il s’agit maintenant de ve´rifier que Γf ∩ R est un ferme´ d’inte´rieur vide
de Γf au voisinage de (p, p
′). C’est e´videmment un ferme´. Supposons, par
l’absurde, qu’il existe une suite qn → p de points de M tels que pour tout n,
il existe un voisinage de (qn, f(qn)) dans Γf inclus dans R. Ainsi, R est un
ensemble analytique complexe de dimension < n contenant Γf au voisinage
de (qn, f(qn)). Vu la de´monstration du Lemme 3.6,R doit alors aussi contenir
la varie´te´ complexe Γf˜ de dimension n ; d’ou` la contradiction. Puisque pi|Γf
est un diffe´omorphisme sur M , Σ := pi(Γf ∩R) est un ferme´ d’inte´rieur vide
de M .
Soit q ∈ M \ Σ, suffisamment proche de p. La fibre pi|−1Tp(f)(q) est de
dimension ze´ro, et pi|Tp(f) est propre au voisinage de (q, f(q)) (voir [19], §3.5).
On peut donc appliquer le the´ore`me fondamental de repre´sentation locale
des ensembles analytiques complexes (voir [19], §5.6, Proposition 4, ou [43],
Chapter III, Section A, Theorem 10). Ce the´ore`me e´tablit que Tp(f) est inclus
au voisinage de (q, f(q)) dans un ensemble analytique complexe Q de´fini pre`s
de (q, f(q)) par les e´quations
(3.5) Qk(z; z
′
k) = 0, k = 1, . . . , n
′,
ou` Qk(z; z
′
k) est un polynoˆme de Weierstrass en z
′
k a` coefficients holomorphes
en z. Comme Γf ⊂ Tp(f), (3.5) entraˆıne que
(3.6) Qk(z; fk(z)) = 0, k = 1, . . . , n
′,
pour z pre`s de q dansM . Enfin, le Chapitre 2, Lemme 4.6, applique´ a` chaque
e´quation de (3.6), prouve que fk est analytique re´elle au voisinage de q, pour
k = 1, . . . , n′. Ainsi, f est analytique re´elle en tout point q de l’ouvert dense
M \ Σ de M , pour q suffisamment proche de p.
Remarque 3.12. Dans la de´monstration du Lemme 3.7, nous avons
conside´re´ l’ouvert dense des points de M au-dessus desquels la projection
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pi|Tp(f) est propre. Nous aurions pu conside´rer les points de M au-dessus des-
quels la projection pi|Tp(f) est un biholomorphisme local (c’est aussi un ouvert
dense de M , vu le Lemme 4.2) et la de´monstration aurait e´te´ alors grande-
ment simplifie´e, puisque pi|−1Tp(f) aurait donne´ directement le prolongement
holomorphe local de f .
3.3. Comparaison entre le degre´ d’analyticite´ partielle
et le degre´ de transcendance
Un rappel de certaines notions de base d’alge`bre commutative est
ne´cessaire (voir [77], Chap. I, §§17 et 18, et Chap. II, §§1, 3, 5 et 12, et
aussi [49], Chap. VII, §1, et Chap. X, §1, pour les de´monstrations et pour
des comple´ments).
Soient k et K deux corps tels que k ⊂ K. Nous dirons que K est une
extension de corps de k, et nous noterons K/k. Soit α ∈ K. Nous dirons
que α est alge´brique sur k s’il existe un polynoˆme non nul P ∈ k[X] tel
que P (α) = 0, et transcendant sinon ([77], Chap. I, §17). De meˆme, les
e´le´ments α1, . . . , αt ∈ K seront dits alge´briquement de´pendants sur k s’il
existe un polynoˆme non nul P ∈ k[X1, . . . , Xt] tel que P (α1, . . . , αt) = 0,
et alge´briquement inde´pendants sinon ([77], Chap. I, §18). L’extension de
corps K/k est dite alge´brique si tout e´le´ment de K est alge´brique sur k, et
transcendante sinon ([77], Chap. II, §3).
Soient α1, . . . , αt ∈ K. Le corps engendre´ sur k par α1, . . . , αt est le plus
petit sous-corps de K contenant k et les αj, j = 1, . . . , t. C’est aussi le corps
des fractions rationnelles en α1, . . . , αt, a` coefficients dans k ; nous le noterons
k(α1, . . . , αt) ([77], Chap. II, §1). Plus ge´ne´ralement, on a la meˆme de´finition
pour un sous-ensemble quelconque L ⊂ K : le corps engendre´ sur k par L
est le plus petit sous-corps de K contenant k et L. C’est aussi le corps des
fractions rationnelles en un nombre fini d’e´le´ments de L, a` coefficients dans
k ; nous le noterons k(L) ([77], Chap. II, §5).
Soit K/k une extension de corps et L ⊂ K un sous-ensemble. Nous dirons
que L est un ensemble de transcendance sur k si tout sous-ensemble fini de
L est alge´briquement inde´pendant sur k. Nous dirons de plus que L est une
base de transcendance de K/k si L est un ensemble de transcendance maxi-
mal, c’est-a`-dire si L n’est pas un sous-ensemble strict d’un autre ensemble
de transcendance. Un ensemble de transcendance L est une base de trans-
cendance de K/k, si et seulement si, K est une extension alge´brique de k(L)
([77], Chap. II, §12). Toutes les bases de transcendance de K/k ont le meˆme
cardinal ([77], Chap. II, §12, Theorem 25), appele´ degre´ de transcendance de
K/k et note´ deg. trK/k. Il est clair que K/k est une extension alge´brique, si
et seulement si, deg. trK/k = 0.
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Nous appliquons maintenant cette terminologie des extensions de corps
alge´briques ou transcendantes au proble`me conside´re´ dans ce chapitre. Soit
f : M → M ′ une application CR C∞ entre une sous-varie´te´ M ⊂ Cn analy-
tique re´elle, ge´ne´rique, minimale en p ∈ M , et un sous-ensemble analytique
re´el M ′ ⊂ Cn′ . Notons C∞,CRp (M) l’anneau des germes en p des fonctions CR
C∞ sur M pre`s de p. Cet anneau est inte`gre, d’apre`s le principe d’unicite´ au
bord (voir [60, 20]) ; nous notons Ĉ∞,CRp (M) son corps des fractions. Nous
notons e´galement Op (resp. Mp) l’anneau (resp. le corps) des germes en p
des fonctions holomorphes (resp. me´romorphes) au voisinage de p dans Cn.
On a donc une extension de corps Ĉ∞,CRp (M)/Mp. Les fj, j = 1, . . . , n′, e´tant
des e´le´ments de C∞,CRp (M), Mp(f1, . . . , fn′)/Mp est une extension de corps
et on appelle degre´ de transcendance de f en p le degre´ de transcendance de
cette extension :
deg. trp f := deg. trMp(f1, . . . , fn′)/Mp.
Remarque 3.13. Les fonctions f1, . . . , fν sont alge´briquement
de´pendantes s’il existe un polynoˆme P ∈ Mp[X1, . . . , Xν ] tel que
P (f1, . . . , fν) ≡ 0 au voisinage de p dans M , en dehors des singula-
rite´s des coefficients me´romorphes de P . Ceci est clairement e´quivalent a`
l’existence d’un polynoˆme Q ∈ Op[X1, . . . , Xν ] tel que Q(f1, . . . , fν) ≡ 0
au voisinage de p dans M (apre`s multiplication par le plus petit commun
multiple des de´nominateurs des coefficients).
Il est clair que :
Lemme 3.14. Soit f :M →M ′ une application CR C∞ entre une sous-
varie´te´ M ⊂ Cn analytique re´elle, ge´ne´rique, minimale en p ∈ M , et un
sous-ensemble analytique re´el M ′ ⊂ Cn′. Alors, f est analytique re´elle au
voisinage de p, si et seulement si, deg. trp f = 0.
De´monstration. La condition ne´cessaire est triviale, et il reste a` voir
la condition suffisante. L’hypothe`se deg. trp f = 0 implique que l’extension de
corps Mp(f1, . . . , fn′)/Mp est alge´brique. Ainsi, chaque composante fj est
alge´brique sur Mp, et donc annule un polynoˆme a` coefficients holomorphes,
au voisinage de p dans M (voir Remarque 3.13). Le Chapitre 2, Lemme 4.6,
permet alors de conclure que chaque fj est analytique re´elle au voisinage de
p dans M .
La notion de degre´ de transcendance de f en p a e´te´ introduite par
Coupet-Pinchuk-Sukhov [25] dans le cas ou` M est une hypersurface ana-
lytique re´elle et M ′ est un ensemble alge´brique re´el. Toutefois, la notion de
degre´ de transcendance d’une extension de corps avait de´ja` e´te´ utilise´e dans
une situation proche dans [22] : les auteurs conside´raient le corps des germes
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en p des fractions rationnelles sur Cn, Fp := C(z1, . . . , zn), et l’extension
Fp(f1, . . . , fn′) engendre´e par les composantes de l’application f holomorphe
au voisinage de p dans Cn. Dans cette situation, le degre´ de transcendance
de l’extension Fp(f1, . . . , fn′)/Fp est lie´ aux proprie´te´s d’alge´bricite´ de l’ap-
plication holomorphe f .
Remarque 3.15. Cette notion de degre´ de transcendance de f en p n’est
pas un invariant biholomorphe du triplet (M,M ′, f). En effet, un changement
de variables holomorphe local non alge´brique de l’espace d’arrive´e Cn′ peut
le modifier (voir l’Exemple 3.16). Notons toutefois que cette notion est par-
faitement adapte´e au proble`me e´tudie´ dans [25], ou` les auteurs conside`rent
une application CR C∞, f : M → M ′, a` valeurs dans un sous-ensemble
alge´brique re´el M ′ ⊂ Cn′ . Dans ce cadre, deg. trp f est alors un invariant (a`
biholomorphisme local de Cn pre`s et biholomorphisme alge´brique local de
Cn′ pre`s).
Exemple 3.16. Soit la fonction f : Rx → C2z′ de´finie par : ∀x ∈ R,
f1(x) = f2(x) = e
−1/x2 . Alors, deg. tr0 f = 1. Effectuons maintenant le
changement de variables holomorphe (non alge´brique) dans C2z′ donne´ par
Φ : z′ 7→ z˜′ = (z′1, ez′2 − 1). La fonction f s’e´crit dans ces nouvelles coor-
donne´es f˜ := Φ ◦ f : x 7→ (e−1/x2 , exp(e−1/x2)− 1), et deg. tr0 f˜ = 2.
Ve´rification de l’Exemple 3.16. Tout d’abord, {f1} est une base de
transcendance de M0(f1, f2)/M0, et donc deg. tr0 f = 1. En effet, f1 est
transcendante sur M0 (meˆme de´monstration que pour l’Exemple 3.3), et
f1, f2 sont alge´briquement de´pendantes (f1 − f2 = 0).
Par contre, il n’existe pas de polynoˆme P ∈ O0[X1, X2] tel que P (f˜1, f˜2) ≡
0 au voisinage de 0 dans R, et donc deg. tr0 f˜ = 2. Nous le prouvons par
l’absurde. Soit donc
P (z; X1, X2) =
d∑
ν,µ=0
cν,µ(z)X
ν
1 X
µ
2
un polynoˆme en (X1, X2), a` coefficients holomorphes en z pre`s de 0, annulant
f˜ au voisinage de 0 dans R. La fonction P (z; e−1/z2 , exp(e−1/z2) − 1) est
holomorphe pour z 6= 0 proche de 0 et s’annule sur R \ {0}, donc
(3.7)
d∑
ν,µ=0
cν,µ(z) e
−ν/z2 (exp(e−1/z
2
)− 1)µ ≡ 0,
pour z 6= 0 proche de 0. Comme 0 est une singularite´ essentielle de e−1/z2 ,
pour tout point w ∈ C, il existe une suite zn → 0 de points de C telle que
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e−1/z
2
n → w. Par passage a` la limite dans (3.7), on obtient que
(3.8)
d∑
ν,µ=0
cν,µ(0) w
ν (ew − 1)µ ≡ 0.
Les fonctions {wν , (ew − 1)µ}ν,µ∈N e´tant line´airement inde´pendantes, (3.8)
entraˆıne que cν,µ(0) = 0, pour tout ν, µ = 0, . . . , d ; on peut donc facto-
riser zαν,µ dans cν,µ, avec αν,µ ≥ 1, et donc factoriser zα dans P , avec
α := infν,µ=0,...,d αν,µ ≥ 1. Donc, P (z; X1, X2) = zαQ(z; X1, X2), avec
Q(0; w, ew − 1) 6≡ 0, et (3.7) entraˆıne que Q(z; e−1/z2 , exp(e−1/z2) − 1) ≡ 0,
pour z 6= 0 proche de 0. Puis, le meˆme argument que pour P prouve l’ana-
logue de (3.8) pour Q, c’est-a`-dire Q(0; w, ew − 1) ≡ 0 ; d’ou` la contradic-
tion.
Nous e´nonc¸ons maintenant une relation de comparaison entre le degre´
d’analyticite´ partielle (voir Section 1 et [24]) et le degre´ de transcendance
(voir Section 3.3 et [25]) :
Proposition 3.17. Soit f : M → M ′ une application CR C∞ entre une
sous-varie´te´ M ⊂ Cn analytique re´elle, ge´ne´rique, minimale en p ∈ M , et
un sous-ensemble analytique re´el M ′ ⊂ Cn′. Alors,
(3.9) degp f ≤ deg. trp f.
L’exemple suivant prouve qu’il peut y avoir ine´galite´ stricte dans (3.9) :
Exemple 3.18. Soit la fonction f : Rx → C2z′ de´finie par : ∀x ∈ R,
f1(x) = e
−1/x2 et f2(x) = exp(e−1/x
2
) − 1. Alors, deg0 f = 1, mais
deg. tr0 f = 2.
Ve´rification de l’Exemple 3.18. On a de´ja` vu que deg0 f1 = 1
(Exemple 3.3). De plus, le graphe de f est inclus dans le sous-ensemble analy-
tique complexe de C3(z,z′1,z′2) de´fini par : z
′
2 = e
z′1−1, et donc dim T0(f) ≤ 2. Au
total, deg0 f = 1. Par ailleurs, le fait que deg. tr0 f = 2 a de´ja` e´te´ de´montre´
dans l’Exemple 3.16.
De´monstration de la Proposition 3.17. Notons t := deg. trp f le
degre´ de transcendance de f en p. Cela signifie qu’il existe une base
de transcendance de Mp(f1, . . . , fn′)/Mp a` t e´le´ments parmi f1, . . . , fn′ ;
on peut supposer qu’il s’agit de {f1, . . . , ft}. Alors, pour tout j =
t + 1, . . . , n′, {f1, . . . , ft, fj} est alge´briquement de´pendant sur Mp (par
de´finition d’une base de transcendance), et il existe donc un polynoˆme
Pj ∈ Op[X1, . . . , Xt, Xj] tel que Pj(z; f1(z), . . . , ft(z), fj(z)) ≡ 0 au voisi-
nage de p dans M (voir Remarque 3.13). Il est clair que le graphe de f est
inclus dans le sous-ensemble analytique complexe Q de Cn+n′ de dimension
n + t de´fini par les e´quations Pj(z; z
′
1, . . . , z
′
t, z
′
j) = 0, j = t + 1, . . . , n
′ ; par
de´finition, le degre´ d’analyticite´ partielle degp f de f en p est alors ≤ t.
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4. Projection sur l’ensemble d’arrive´e
Nous reprenons les notations de la Section 3 : M est suppose´e minimale
en tout point, Tp(f) et degp f sont de´finis comme a` la Section 1.
Dans cette section, nous e´tudions de fac¸on plus pre´cise la ge´ome´trie de
l’ensemble analytique complexe Tp(f) au voisinage de (p, p′) :
Lemme 4.1. Si degz f est constant au voisinage de p dans M , il existe
Σ ⊂M un ferme´ d’inte´rieur vide tel que pour tout point q ∈M \Σ suffisam-
ment proche de p, Tp(f) est re´gulier en (q, f(q)).
De´monstration. Notons s le degre´ d’analyticite´ partielle de f en p. Soit
S := Sing Tp(f) l’ensemble des points singuliers de Tp(f). C’est un ensemble
analytique complexe de dimension strictement infe´rieure a` dim Tp(f) = n+s.
Il s’agit de ve´rifier que Γf ∩S est un ferme´ d’inte´rieur vide du graphe Γf de f
au voisinage de (p, p′). C’est e´videmment un ferme´. Supposons, par l’absurde,
qu’il existe une suite qn → p de points de M tels que pour tout n, il existe
un voisinage de (qn, f(qn)) dans Γf inclus dans S. Alors, S est un ensemble
analytique complexe de dimension < n + s contenant Γf au voisinage de
(qn, f(qn)), et donc degqn f < s. Comme qn → p, ceci est en contradiction
avec le fait que degz f est constant e´gal a` s au voisinage de p dans M .
Il existe donc un voisinage U de p dans Cn et un voisinage V de p′ dans
Cn′ tels que Γf ∩S ∩ (U × V ) est un ferme´ d’inte´rieur vide de Γf ∩ (U × V ).
Notons pi : Cn×Cn′ → Cn la projection canonique et Σ := pi(Γf∩S∩(U×V )).
Comme pi|Γf est un diffe´omorphisme sur M , Σ est un ferme´ d’inte´rieur vide
de M ∩ U qui satisfait les proprie´te´s demande´es.
Lemme 4.2. Si degz f est constant e´gal a` s au voisinage de p dans M ,
il existe Σ ⊂M un ferme´ d’inte´rieur vide tel que pour tout point q ∈M \ Σ
suffisamment proche de p, Tp(f) peut eˆtre de´fini au voisinage de (q, f(q)) par
(4.1) v′ = Tq(z, u′),
ou` Cn′ 3 z′ = (u′, v′) ∈ Cs × Ct, t = n′ − s, est un syste`me de coordonne´es
holomorphes locales, Tq est holomorphe pre`s de (q, g(q)) et f = (g, h) ∈
Cs × Ct.
De´monstration. On note pi : Cn × Cn′ → Cn la projection canonique
et Γf le graphe de f . Soit Σ ⊂ M le ferme´ d’inte´rieur vide donne´ par le
Lemme 4.1 et fixons un point q ∈ M \ Σ suffisamment proche de p. Comme
M est minimale en q, l’application CR f se prolonge en une application f˜
holomorphe sur le wedge Wq associe´ a` (q,M) par le the´ore`me de Tumanov
(voir le Chapitre 2, The´ore`me 2.2). Le Lemme 3.6 prouve que le graphe Γf˜ de
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f˜ est inclus dans Tp(f). Comme pi|Γ
f˜
est un biholomorphisme surWq, ouvert
de Cn, le rang ge´ne´rique de pi|Tp(f) est e´gal a` n.
Le lieu de branchement de pi|Tp(f), note´ B := {(z, z′) ∈ Tp(f) :
rg(z,z′) pi|Tp(f) < n}, est un sous-ensemble analytique complexe strict de Tp(f).
Le meˆme argument que pour S = Sing Tp(f) dans la de´monstration du
Lemme 4.1 prouve que Γf∩B est un ferme´ d’inte´rieur vide de Γf au voisinage
de (q, f(q)) et qu’il existe un voisinage U ′ de q dans Cn et un voisinage V ′ de
f(q) dans Cn′ tels que Σ′ := pi(Γf ∩ B ∩ (U ′ × V ′)) est un ferme´ d’inte´rieur
vide de M ∩ U ′. Pour tout point q′ ∈ (M ∩ U ′) \ Σ′, le rang de pi|Tp(f) est
alors constant e´gal a` n au voisinage de (q′, f(q′)) et le the´ore`me des fonctions
implicites holomorphe termine la de´monstration du Lemme 4.2.
Remarque 4.3. Nous avons pu obtenir l’e´criture (4.1) de Tp(f) sous
forme de graphe en proce´dant en deux e´tapes (Lemmes 4.1 et 4.2). Cette
me´thode est a` rapprocher du Chapitre 1, Lemme 4.2, ou` de la meˆme fac¸on,
on “e´vite” tout d’abord le lieu singulier d’un ensemble analytique complexe,
puis le lieu de branchement de la projection canonique.
Dans la suite, on note pi : Cn × Cn′ → Cn et pi′ : Cn × Cn′ → Cn′
les projections canoniques et Tp(f)|M l’ensemble analytique re´el de´fini au
voisinage de (p, p′) dans Cn+n′ par Tp(f) ∩ pi−1(M).
Nous pouvons maintenant e´noncer une proprie´te´ essentielle de l’ensemble
analytique re´el Tp(f)|M , qui ne´cessite les re´sultats techniques de la Section 2
et qui est essentielle pour la de´monstration du The´ore`me 1.1 :
Proposition 4.4. Si degz f est constant au voisinage de p dans M , il
existe Σ ⊂ M un ferme´ d’inte´rieur vide tel que pour tout point q ∈ M \ Σ
suffisamment proche de p, il existe un voisinage Ω de (q, f(q)) dans Cn+n′ tel
que
pi′(Tp(f)|M ∩ Ω) ⊂M ′.
De´monstration. Notons s le degre´ d’analyticite´ partielle de f en p.
Soit Σ ⊂ M le ferme´ d’inte´rieur vide donne´ par le Lemme 4.2 et fixons un
point q ∈M \Σ suffisamment proche de p. D’apre`s le Lemme 4.2, Tp(f) peut
eˆtre de´fini au voisinage de (q, f(q)) par (4.1), et comme le graphe de f est
inclus dans Tp(f),
(4.2) h(z) = Tq(z, g(z)),
pour tout z ∈M proche de p.
Par ailleurs, soient ρ′k(z
′, z′) = 0, k = 1, . . . , d′, des e´quations analytiques
re´elles de´finissantes pourM ′ ⊂ Cn′ au voisinage de p′. La relation fondamen-
tale f(M) ⊂M ′ e´quivaut a`
(4.3) ρ′k(f(z), f(z)) = 0, k = 1, . . . , d
′,
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pour tout z ∈M . Alors, (4.2) et (4.3) entraˆınent que
(4.4) ρ′k(g(z), Tq(z, g(z)), g(z), Tq(z, g(z))) = 0, k = 1, . . . , d
′,
pour tout z ∈M proche de p. Pour chaque k = 1, . . . , d′, on de´finit la fonction
Hk holomorphe pre`s de (q, q, g(q), g(q)) dans Cnz × Cnζ × Csν × Csw par
Hk(z, ζ, ν, w) := ρ
′
k(w, Tq(z, w), ν, Tq(ζ, ν)).
Vu (4.4),
Hk(z, z, g(z), g(z)) ≡ 0, k = 1, . . . , d′,
au voisinage de q dans Mz. Par l’absurde, si Hk(z, z, ν, w) 6≡ 0 au voisinage
de (q, g(q), g(q)) dansMz×Csν×Csw, le Lemme 2.3 de´montre l’existence d’une
suite qn → q de points de M tels que degqn g < s ; ce qui est en contradiction
avec l’hypothe`se degz f ≡ s pre`s de p (donc pre`s de q, pour q suffisamment
proche de p). Ainsi,
(4.5) Hk(z, z, ν, w) ≡ 0, k = 1, . . . , d′,
au voisinage de (q, g(q), g(q)) dans Mz × Csν × Csw.
Soit (z0, z
′
0) ∈ Tp(f), suffisamment proche de (q, f(q)), et notons z′0 =
(u′0, v
′
0) ∈ Cs × Ct. Vu (4.1),
(4.6) v′0 = Tq(z0, u
′
0).
Si de plus z0 ∈M , (4.5) entraˆıne que
Hk(z0, z0, ν, w) ≡ 0, k = 1, . . . , d′,
au voisinage de (g(q), g(q)) sur Csν × Csw. En particulier,
Hk(z0, z0, u′0, u
′
0) = 0, k = 1, . . . , d
′,
ce qui e´quivaut, par de´finition de Hk, a`
(4.7) ρ′k(u
′
0, Tq(z0, u
′
0), u
′
0, Tq(z0, u
′
0)) = 0, k = 1, . . . , d
′.
Les e´quations (4.6) et (4.7) impliquent que ρ′k(z
′
0, z
′
0) = 0, k = 1, . . . , d
′, c’est-
a`-dire, que z′0 ∈M ′. On a ainsi prouve´ qu’il existe un voisinage Ω de (q, f(q))
dans Cn+n′ tel que pi′(Tp(f)|M ∩ Ω) ⊂M ′ (cf. figure 10, page 91).
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Nous reprenons les notations de la Section 3 : M est suppose´e minimale
en tout point, Tp(f) et degp f sont de´finis comme a` la Section 1. De plus, nous
notons pi : Cn × Cn′ → Cn et pi′ : Cn × Cn′ → Cn′ les projections canoniques
et Tp(f)|M l’ensemble analytique re´el de´fini au voisinage de (p, p′) dans Cn+n′
par Tp(f) ∩ pi−1(M).
Cette section est consacre´e a` l’e´tude des proprie´te´s de feuilletage de l’en-
semble analytique re´el Tp(f)|M .
Proposition 5.1. On suppose que le degre´ d’analyticite´ partielle de f est
constant e´gal a` s sur un voisinage de p dans M et on note r le rang maximal
de f sur ce voisinage. Alors, il existe un ferme´ d’inte´rieur vide Σ ⊂ M tel
que pour tout q ∈ M \ Σ suffisamment proche de p, il existe un voisinage Ω
de (q, f(q)) dans Cn+n′ tel que
pi′(Tp(f)|M ∩ Ω)
est une sous-varie´te´ analytique re´elle de Cn′ de dimension r′ ≥ r, passant par
f(q), et biholomorphe au produit carte´sien N ×D, ou` N est une sous-varie´te´
analytique re´elle ge´ne´rique de Cν, ν ≤ n, et D est un domaine borne´ de Cs.
De´monstration. Comme le proble`me conside´re´ est local, on peut sup-
poser, sans perte de ge´ne´ralite´, que le degre´ d’analyticite´ partielle de f est
constant sur tout M et que r est le rang maximal de f sur tout M . Nous
proce´dons en quatre e´tapes :
Etape 1 : Minoration du rang de pi′|Tp(f)|M . Le rang maximal de pi′|Γf est
e´gal au rang maximal de f , c’est-a`-dire, e´gal a` r. Par ailleurs, comme Γf ⊂
Tp(f)|M , le rang maximal r′ de pi′|Tp(f)|M est ne´cessairement ≥ r. Remarquons
que r′ est aussi le rang ge´ne´rique de l’application analytique re´elle pi′|Tp(f)|M ,
c’est-a`-dire qu’il est atteint en dehors d’un sous-ensemble analytique re´el
strict de Tp(f)|M .
Etape 2 : Feuilletage canonique de Tp(f)|M . Le Lemme 4.2 implique qu’il
existe Σ ⊂ M un ferme´ d’inte´rieur vide tel que pour tout point q ∈ M \ Σ
suffisamment proche de p, il existe un voisinage Ω = U ×V de (q, f(q)) dans
Cn × Cn′ tel que
Tp(f) ∩ Ω = {(z, z′) ∈ U × V : v′ = Tq(z, u′)},
ou` V 3 z′ = (u′, v′) ∈ V1 × V2 ⊂ Cs × Ct, t = n′ − s, est un syste`me
de coordonne´es holomorphes et Tq est holomorphe dans U × V1. En tant
que graphe, Tp(f)∩Ω est canoniquement biholomorphe au produit carte´sien
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U × V1 par le biholomorphisme
Φ : U × V1 ⊂ Cn+s −→ Tp(f) ∩ Ω ⊂ Cn+s+t
(z, u′) 7−→ (z, u′, T (z, u′)).
Par conse´quent, la varie´te´ analytique re´elle Tp(f)|M ∩ Ω est canoniquement
biholomorphe (toujours par Φ) au produit carte´sien (M∩U)×V1 ; en d’autres
termes, Tp(f)|M ∩Ω est canoniquement feuillete´e par des varie´te´s complexes
de dimension s (cf. figure 10).
Etape 3 : Transfert du feuilletage de Tp(f)|M par pi′. Notons Ψ l’applica-
tion holomorphe
Ψ := pi′ ◦ Φ : U × V1 −→ Cn′
(z, u′) 7−→ (u′, T (z, u′))
et Ψ˜ l’application analytique re´elle Ψ˜ := Ψ|(M∩U)×V1 . D’apre`s les e´tapes 1
et 2, Φ|(M∩U)×V1 est un diffe´omorphisme analytique re´el sur Tp(f)|M ∩Ω et le
rang ge´ne´rique de pi′|Tp(f)|M est r′. Par suite, le rang ge´ne´rique de Ψ˜ = (pi′ ◦
Φ)|(M∩U)×V1 est r′. Par ailleurs, comme pour chaque z ∈M ∩U , Ψ˜|{z}×V1 est
un biholomorphisme sur son image, il existe Σ′ ⊂M ∩U un ferme´ d’inte´rieur
vide (c’est meˆme un sous-ensemble analytique re´el strict de M ∩ U) tel que
Ψ˜|(M∩U\Σ′)×V1 est de rang constant e´gal a` r′.
Soit q′ un point quelconque de M ∩ U \ Σ′. D’apre`s le the´ore`me du rang
(analytique re´el), il existe un voisinage Ω′ = U ′ × V ′ de (q′, f(q′)) dans
Cn × Cn′ , V ′ = V ′1 × V ′2 ⊂ Cs × Ct, tel que
(5.1) N ′ := Ψ˜((M ∩ U ′)× V ′1)
est une sous-varie´te´ analytique re´elle de Cn′ de dimension r′. De plus, comme
pour chaque z ∈M ∩ U ′, Ψ˜|{z}×V ′1 est un biholomorphisme sur son image, il
existe N ⊂M ∩U ′ une sous-varie´te´ analytique re´elle de Cn de dimension r′−
2s et passant par q′, telle que Ψ˜|N×V ′1 est un diffe´omorphisme analytique re´el
sur N ′. Enfin, comme Φ((M∩U ′)×V ′1) = Tp(f)|M ∩Ω′, (5.1) e´quivaut a` N ′ =
pi′(Tp(f)|M ∩ Ω′) (cf. figure 10). Nous avons ainsi construit une application
holomorphe Ψ : U ′ × V ′1 ⊂ Cn ×Cs → Cn′ telle que la restriction Ψ|N×V ′1 est
un diffe´omorphisme analytique re´el sur N ′ = pi′(Tp(f)|M ∩ Ω′), ou` N ⊂ U ′
est une sous-varie´te´ analytique re´elle passant par q′.
Etape 4 : Construction du biholomorphisme. Rappelons tout d’abord
qu’une sous-varie´te´ analytique re´elle M ⊂ Cνζ est CR ge´ne´riquement, c’est-
a`-dire en dehors d’un sous-ensemble analytique re´el strict de M. En effet,
si τk(ζ, ζ) = 0, k = 1, . . . , δ, de´signent des e´quations de´finissantes analy-
tiques re´elles de M pre`s du point ζ0 ∈ M et si ρ de´signe le rang maximal
de (∂τ1, . . . , ∂τδ) pre`s de ζ0, le lieu Σ des points ζ ∈ M proches de ζ0 ou`
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pi′
Ω
h(q)
M ′ ⊂ Cn′z′
0
Csu′
Ctv′
q
M ⊂ Cnz
g(q)
Tp(f)|M ∩ Ω
f(q)
U ∩M
(q, f(q))
V1
V2
Γf ∩ Ωf(U ∩M)
Figure 10. La sous-varie´te´ analytique re´elle Tp(f)|M ∩ Ω est
feuillete´e par des varie´te´s complexes de dimension s ; cette structure
de feuilletage se projette sur M ′ par pi′
M n’est pas CR est le sous-ensemble analytique re´el strict de M de´fini par
rgζ(∂τ1, . . . , ∂τδ) < ρ.
Fixons maintenant un point ζ1 ∈ M \ Σ. Comme M est CR analytique
re´elle pre`s de ζ1, il existe une sous-varie´te´ complexe X ⊂ Cν de´finie au
voisinage de ζ1, contenant M, et telle que M soit ge´ne´rique dans X. En
particulier, il existe un syste`me de coordonne´es holomorphes locales Cν 3
ζ = (ζ ′, ζ ′′) ∈ Cν′ × Cν′′ au voisinage de ζ1 = (ζ ′1, ζ ′′1 ), tel que X est de´finie
dans ces nouvelles coordonne´es, au voisinage de (ζ ′1, ζ
′′
1 ), par {ζ ′′ = ζ ′′1}.
Il existe donc Σ′′ ⊂ N un sous-ensemble analytique re´el strict tel que
pour tout q′′ ∈ N \ Σ′′, il existe U ′′ ⊂ Cn un voisinage de q′′ tel que N ∩ U ′′
est CR. Comme Ψ est holomorphe et comme Ψ|N×V ′1 est un diffe´omorphisme
sur N ′, Ψ|(N∩U ′′)×V ′1 est un CR diffe´omorphisme analytique re´el sur N ′ ; par
conse´quent, N ′ est CR au voisinage de f(q′′). De plus, quitte a` effectuer un
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changement de variables holomorphes locales, centre´es en q′′ dans Cn (resp.
centre´es en f(q′′) dans Cn′), on peut supposer que N (resp. N ′) est une sous-
varie´te´ analytique re´elle ge´ne´rique au voisinage de 0 dans Cν , ν ≤ n (resp.
dans Cν′ , ν ′ ≤ n′).
L’application holomorphe Ψ s’e´crit alors dans ces nouvelles coordonne´es
Ψ∗ : U∗ × V ∗1 → V ∗, ou` U∗ (resp. V ∗1 , V ∗) est un voisinage de 0 dans Cν
(resp. Cs, Cν′) et Ψ∗|N×V ∗1 est un CR diffe´omorphisme analytique re´el sur
N ′. Comme, de plus, N × V ∗1 (resp. N ′) est ge´ne´rique dans Cν+s (resp. Cν′),
ne´cessairement ν ′ = ν + s et Ψ∗ est un biholomorphisme au voisinage de 0.
Cela se de´montre facilement en utilisant les relations T0(N × V ∗1 ) + i T0(N ×
V ∗1 ) = Cν+s, T0N ′ + i T0N ′ = Cν
′
et d(Ψ∗)0(T0(N × V ∗1 )) = T0N ′.
Nous avons ainsi prouve´ que N ′ = pi′(Tp(f)|M ∩ Ω′) est une sous-varie´te´
analytique re´elle de Cn′ de dimension r′ ≥ r, passant par f(q′′), et biholo-
morphe (par Ψ∗) au voisinage de f(q′′) au produit carte´sien N × V ∗1 , ou` N
est une sous-varie´te´ analytique re´elle ge´ne´rique de Cν , ν ≤ n, et V ∗1 est un
domaine de Cs.
6. Fin des de´monstrations
Nous terminons maintenant les de´monstrations des re´sultats e´nonce´s a` la
Section 1 :
Fin de la de´monstration du The´ore`me 1.1. Il suffit de combiner
les re´sultats des Sections 4 et 5. La Proposition 4.4 e´nonce que N ′ :=
pi′(Tp(f)|M ∩ Ω) est inclus dans M ′ et la Proposition 5.1 e´tablit que N ′ est
une sous-varie´te´ analytique re´elle de Cn′ de dimension r′ ≥ r, passant par
f(q), et biholomorphe au produit carte´sien N ×D, ou` N est une sous-varie´te´
analytique re´elle de Cν , ν ∈ N, et D est un domaine borne´ de Cs. Dans ce qui
pre´ce`de, q est un point quelconque d’un ouvert dense de M , suffisamment
proche de p, et Ω est un voisinage de (q, f(q)) dans Cn+n′ . Ainsi, nous avons
prouve´ que M ′ est (r′, s)-plat en f(q), pour q dans un ouvert dense de M , q
suffisamment proche de p (avec r′ ≥ r).
De´monstration du Corollaire 1.3. Le The´ore`me 1.1 implique, par
contrapose´e, que si degz f est constant au voisinage de p et si M
′ ne contient
pas de varie´te´ complexe de dimension s au voisinage de p′ = f(p), degp f <
s. Par ailleurs, d’apre`s le Corollaire 3.5, il existe un ferme´ d’inte´rieur vide
Σ ⊂ M tel que pour tout q ∈ M \ Σ, degz f est constant au voisinage de
q. Pour un tel q, suffisamment proche de p, M ′ ne contient pas de varie´te´
complexe de dimension s au voisinage de f(q), et donc degq f < s.
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De´monstration du Corollaire 1.4. C’est un cas particulier du Co-
rollaire 1.3 pour s = 1. On obtient qu’il existe un ferme´ d’inte´rieur vide
Σ ⊂ M tel que pour tout q ∈ M \ Σ, suffisamment proche de p, degq f = 0.
Le Lemme 3.7 permet de conclure qu’il existe un voisinage Vq de q dans M
tel que f est analytique re´elle sur un ouvert dense de Vq, pour tout q ∈M \Σ.
Ainsi, il existe un voisinage V de p dansM tel que f est analytique re´elle sur
un ouvert dense de V (et se prolonge alors holomorphiquement a` un voisinage
dans Cn de cet ouvert dense de V , d’apre`s le Chapitre 2, Lemme 2.4).
De´monstration du Corollaire 1.5. Il suffit d’appliquer le Cha-
pitre 1, Corollaire 1.7, en un point q ∈M au voisinage duquel f se prolonge
holomorphiquement (par le Corollaire 1.4).
De´monstration du Corollaire 1.6. Comme f est une submersion
en p, le rang de f et constant e´gal a` r := dimM ′ pre`s de p. Par ailleurs,
comme M ′ est s-holomorphiquement non de´ge´ne´re´e, M ′ n’est (r, s)-plate
en aucun point. Par contrapose´e, le The´ore`me 1.1 implique alors que si
degz f est constant au voisinage de p dans M , degp f < s. Comme pour
la de´monstration du Corollaire 1.3, le Corollaire 3.5 permet de conclure en
se plac¸ant en un point de M ou` degz f est constant au voisinage.
De´monstration du Corollaire 1.7. C’est un cas particulier du Co-
rollaire 1.6 pour s = 1. Comme pour la de´monstration du Corollaire 1.4, le
Lemme 3.7 permet de conclure qu’il existe un voisinage V de p dans M tel
que f est analytique re´elle sur un ouvert dense de V (et se prolonge alors
holomorphiquement a` un voisinage dans Cn de cet ouvert dense de V , d’apre`s
le Chapitre 2, Lemme 2.4).
94 Chapitre 3. Feuilletages holomorphes locaux et analyticite´ partielle
Conclusion
Le travail pre´sente´ dans cette the`se concerne l’analyticite´ et l’alge´bricite´
d’applications CR C∞. Tout d’abord, nous avons e´tabli deux nouvelles condi-
tions en termes de “premie`re et seconde varie´te´s caracte´ristiques” qui as-
surent l’alge´bricite´ d’une application holomorphe locale envoyant une varie´te´
CR alge´brique re´elle dans une autre (voir le Chapitre 1). Par ailleurs, intro-
duisant la notion de “varie´te´ caracte´ristique” associe´e a` une varie´te´ analy-
tique re´elle ge´ne´rique M , a` un ensemble analytique re´el M ′ et a` une appli-
cation CR C∞ f : M → M ′, nous avons prouve´ que si M est minimale au
point p ∈M et si la varie´te´ caracte´ristique en p est de dimension ze´ro, f est
analytique en p (voir le Chapitre 2). Enfin, nous avons donne´ une estimation
supe´rieure de l’analyticite´ partielle de f , en fonction des feuilletages holo-
morphes locaux contenus dans M ′, dans la situation ou` M est minimale ; en
particulier, si M ′ ne contient pas de courbe complexe, f est analytique sur
un ouvert dense de M (voir le Chapitre 3).
Les re´sultats des Chapitres 2 et 3 donnent des re´ponses affirmatives par-
tielles a` la conjecture suivante : Toute application CR C∞, entre une varie´te´
analytique re´elle ge´ne´rique minimale et un ensemble analytique re´el ne conte-
nant pas de courbe complexe, est analytique (en tout point). Nous e´nume´rons
ci-dessous des perspectives de recherche qui nous paraissent inte´ressantes et
qui poursuivent les ide´es de´veloppe´es dans cette the`se :
1. Etudier plus pre´cise´ment la seconde varie´te´ caracte´ristique V2p introduite
au Chapitre 1 dans le cadre alge´brique. La famille des V2p , pour p ∈ M ,
est contenue dansM ′ ; forme-t-elle un feuilletage holomorphe (alge´brique)
local, dans l’esprit du Chapitre 3 ?
2. Ge´ne´raliser, dans le cadre analytique des Chapitres 2 et 3, la notion de
seconde varie´te´ caracte´ristique introduite au Chapitre 1 dans le cadre
alge´brique.
3. Appliquer les notions et les me´thodes de´veloppe´es dans cette the`se au
proble`me de la convergence d’une application formelle entre varie´te´s CR
analytiques re´elles. Si la ge´ne´ralisation au cadre formel de la (premie`re)
varie´te´ caracte´ristique semble donner des re´sultats analogues a` ceux des
Chapitres 1 et 2, en revanche, nous avons rencontre´ jusqu’a` pre´sent des
obstacles a` une de´finition correcte de la seconde varie´te´ caracte´ristique et a`
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la construction de feuilletages holomorphes locaux contenus dans M ′. Ces
obstacles sont essentiellement dus a` l’impossibilite´ dans le cadre formel de
de´localiser le proble`me en un point ge´ne´rique q ∈ M , contrairement aux
situations des Chapitres 1 et 3.
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Re´sume´
Le travail pre´sente´ dans cette the`se concerne l’analyticite´ et l’alge´bricite´ d’applica-
tions de Cauchy-Riemann (CR) de classe C∞ entre varie´te´s CR analytiques ou alge´briques
re´elles. Ce sujet a trait aux proprie´te´s de prolongement d’applications et a re´cemment
connu un regain d’activite´. Notre contribution porte principalement sur l’e´tude du cas
non e´quidimensionnel et sur le passage a` la codimension supe´rieure a` un.
Dans la premie`re partie de la the`se, nous conside´rons la question de l’alge´bricite´ d’une
application holomorphe locale f envoyant une sous-varie´te´ alge´brique re´elle ge´ne´rique
minimaleM ⊂ Cn, n > 1, dans un sous-ensemble alge´brique re´elM ′ ⊂ Cn′ . Ce proble`me
a pour origine les travaux de Poincare´ (1907), et plus re´cemment de Webster (1977).
L’introduction de “varie´te´s caracte´ristiques” associe´es a` la fois aux ensembles M et M ′
et a` l’application f nous permet de donner deux nouvelles conditions pour que f soit
alge´brique.
Dans la deuxie`me partie de la the`se, nous e´tudions le proble`me de l’analyticite´ d’une
application CR C∞ f : M → M ′ entre une sous-varie´te´ analytique re´elle ge´ne´rique
minimaleM ⊂ Cn, n > 1, et un sous-ensemble analytique re´elM ′ ⊂ Cn′ . Nous e´tablissons
une ge´ne´ralisation du principe de re´flexion de Lewy-Pinchuk (1975–77) et prouvons que
si la varie´te´ caracte´ristique est de dimension ze´ro, f est analytique re´elle.
Dans la troisie`me partie de la the`se, nous traitons la situation plus ge´ne´rale ou` la
varie´te´ caracte´ristique est de dimension arbitraire. Nous de´montrons que siM ′ ne contient
pas de courbe complexe, f est analytique sur un ouvert dense de M . Plus ge´ne´ralement,
nous e´tablissons une estimation supe´rieure de l’analyticite´ partielle de f , en fonction de
la dimension maximale des feuilletages holomorphes locaux contenus dans M ′.
Analyticity and algebraicity of Cauchy-Riemann mappings
Abstract. This work concerns the analyticity and the algebraicity of Cauchy-Riemann
(CR) mappings of class C∞ between real analytic or real algebraic CR manifolds. There
has been recently a renewed activity in this subject, which deals with the extension
properties of mappings. Our contribution essentially concerns the study of the non-
equidimensional situation and the investigation of the case of higher codimension.
In the first part of this thesis, we consider the question of the algebraicity of a local
holomorphic mapping f sending a minimal generic real algebraic submanifold M ⊂ Cn,
n > 1, into a real algebraic subset M ′ ⊂ Cn′ . This problem was initiated by the work of
Poincare´ (1907), and more recently of Webster (1977). The introduction of “characteristic
varieties” associated to both the sets M and M ′ and the mapping f allows us to give
two new conditions for the algebraicity of f .
In the second part of this thesis, we study the problem of the analyticity of a C∞ CR
mapping f : M → M ′ between a minimal generic real analytic submanifold M ⊂ Cn,
n > 1, and a real analytic subset M ′ ⊂ Cn′ . We establish a generalization of the Lewy-
Pinchuk reflection principle (1975–77) and we prove that if the characteristic variety if
of dimension zero, then f is real analytic.
In the third part of this thesis, we deal with the more general situation when the
characteristic variety if of arbitrary dimension. We prove that if M ′ does not contain
any complex curves, then f is analytic on a dense open subset of M . More generally, we
establish an upper estimate of the partial analyticity of f , which depends on the maximal
dimension of local holomorphic foliations contained in M ′.
Mots-cle´s. Application holomorphe, alge´bricite´, varie´te´ de Segre, application de Cauchy-
Riemann, analyticite´, principe de re´flexion.
Classification mathe´matique 2000. 32H02, 32V40, 32V25, 32V35.
