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In the in-out formalism we advance a method of the inverse scattering matrix for calculating
effective actions in pure magnetic field backgrounds. The one-loop effective actions are found in a
localized magnetic field of Sauter type and approximately in a general magnetic field by applying
the uniform semiclassical approximation. The effective actions exhibit the electromagnetic duality
between a constant electric field and a constant magnetic field and between E(x) = E sech2(x/L)
and B(x) = B sech2(x/L).
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I. INTRODUCTION
The effective action in a background field probes the vacuum structure of the underlying theory. In quantum
electrodynamics (QED) the effective action in a constant electromagnetic field was first found by Heisenberg, Euler,
Weisskopf [1] and later by Schwinger in the proper-time integral [2]. The vacuum polarization by an electromagnetic
field leads to prominent phenomena such as photon splitting, direct photon-photon scattering, birefringence, and
Schwinger pair production. In spite of constant interest and continuous investigations, however, computing nonper-
turbative effective action beyond a constant field has been regarded as a nontrivial, challenging task, and the exact
effective actions have been known only for a few configurations of electromagnetic fields [3]. The zeta-function regu-
larization can be used for a constant magnetic field [4], and the worldline integral [5], the Green’s function (resolvent
technique) [6–8], and the lightcone coordinate [9] have also been introduced to compute the effective actions in some
electromagnetic fields.
In the in-out formalism based on the Schwinger variational principle [10], the vacuum persistence amplitude
〈out|in〉 = ei
∫
d3xdtL(1) leads to the effective action [11]∫
d3xdtL(1) = ∓i
∑
K
ln(α∗
K
). (1)
Here and throughout the paper the upper (lower) sign is for spinor (scalar) QED, αK is the Bogoliubov coefficient
between the in and out vacua, and K stands for all quantum numbers, such as momenta and/or energy and spin of
the field. The in-out formalism manifests the vacuum persistence relation
2Im(
∫
d3xdtL(1)) = ∓
∑
K
ln(|αK|2)
= ∓
∑
K
ln(1∓NK), (2)
where NK = |βK|2 is the mean number of produced pairs and the Bogoliubov relation has been used:
|αK|2 ± |βK|2 = 1. (3)
Thus the vacuum persistence relation relates the mean number of pairs to the imaginary part of the effective action.
It was shown in Ref. [12] that the vacuum persistence amplitude could provide the QED effective action. Using
the gamma-function regularization, Kim, Lee, and Yoon have further developed the effective actions in the in-out
formalism in a temporally or a spatially localized electric field of Sauter-type [13–15] and at finite temperature [16].
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2In the space-dependent gauge for electric fields the Bogoliubov coefficients from the second quantized field theory for
barrier tunneling [17] are used to compute the effective actions [14, 15].
The purpose of this paper is two-fold. First, we advance a method to find QED effective actions in static magnetic
fields in the in-out formalism. Second, we show the electromagnetic duality of QED actions between a constant electric
field and a constant magnetic field and also between a Sauter-type electric field and a magnetic field. Contrary to a
common belief that the in-in formalism should be used for pure magnetic fields, we argue that the inverse scattering
matrix for charged particles may give the coefficient playing the same role as the Bogoliubov coefficient in the in-out
formalism. We use the inverse scattering matrix to find the effective actions in the proper-time integral in a constant
magnetic field and a Sauter-type magnetic field B(x) = B sech2(x/L). Our effective action in the Sauter-type magnetic
field is a multiple integral of proper time, transverse momenta, and Euclidean energy while the effective action by the
resolvent Green function [6, 7] involves a single integral of proper time.
The underlying idea is that the exponentially decreasing and increasing solutions in each asymptotic region for
charged particles in pure magnetic fields can be written in the form of Jost functions as for the scattering theory.
The normalizability condition on the Jost functions is the on-shell condition for physically bound states. In general,
one set of solutions in one asymptotic region can always be expressed through Jost functions by another set in the
other asymptotic region, which may be interpreted as the off-shell condition that extends scattering theory to bound
states [18]. Remarkably the inverse scattering matrix, which is the ratio of the amplitude for exponentially increasing
branch to the amplitude for exponentially decreasing branch, plays the analogous role for the Bogoliubov coefficient
and leads to the effective actions in pure magnetic fields. We illustrate this method for a constant magnetic field
and a spatially localized magnetic field of Sauter-type. We further show through one-loop effective actions in the
in-out formalism that the electromagnetic duality holds between a constant electric field and a constant magnetic
field and also between E(x) = E sech2(x/L) and B(x) = B sech2(x/L). A common stratagem has been to show the
duality of the Heisenberg-Euler and Schwinger effective action in the constant electromagnetic field under the dual
transformation of electric field and magnetic field [19].
The organization of this paper is as follows. In Sec. II we advance a method to find effective action from the inverse
scattering matrix in a constant magnetic field and compare it with the resolvent Green function method, and in Sec.
III we apply the method to the Sauter-type magnetic field. In Sec. IV we show the duality of the one-loop effective
actions in the constant and the Sauter-type electric and magnetic fields. The Jost functions are derived for QED in
magnetic fields in the Appendix.
II. CONSTANT MAGNETIC FIELD
The transverse motion of a charged particle in a constant magnetic field is confined to Landau levels and in a
general configuration has both a discrete and a continuous spectrum of energy. The vacuum defined by the lowest
Landau level is stable and no pair is produced from pure magnetic fields due to infinite instanton action and thereby
the zero tunneling probability for the Dirac sea to decay [20].
The spin-diagonal Fourier component of the squared Dirac or Klein-Gordon equation [21][
∂2x − (ky − qBx)2 + ω2 −m2 − k2z + 2σ(qB)
]
ϕ(σ)(x) = 0, (4)
has the harmonic wave functions with the energy ǫ = ω2 −m2 − k2z + 2σ(qB) as bound states, corresponding to the
Landau levels ǫ = qB(2n+ 1). The general solutions for Eq. (4) are given by the parabolic cylinder functions
Dp(ξ), Dp(−ξ), D−p−1(iξ), D−p−1(−iξ), (5)
where
ξ =
√
2
qB
(ky − qBx), p = −1− 2σ
2
+
ω2 −m2 − k2z
2qB
. (6)
In the Riemann sheet [22], the exponentially decreasing solutions are Dp(−ξ) at x =∞ and Dp(ξ) at x = −∞ while
the exponentially increasing solutions are D−p−1(−iξ) at x = ∞ and D−p−1(iξ) at x = −∞ (see the asymptotic
formulas 9.246 of Ref. [23]). As shown in the Appendix, these functions can be used as the Jost functions for the
bounded system as a generalization of scattering theory. In fact, the connection formula 9.248 of Ref. [23] connects
the bounded solution at x =∞ with the solutions at x = −∞ in terms of the Jost functions through Eq. (A4):
Dp(−ξ) =
√
2π
ei(p+1)
pi
2
Γ(−p) D−p−1(iξ) + e
ippiDp(ξ). (7)
3We may introduce the inverse scattering matrix (A7), which is the ratio of the amplitude for the exponentially
increasing part to the amplitude for the exponentially decreasing part
Mp =
√
2π
e−i(p−1)
pi
2
Γ(−p) . (8)
Note that the scattering matrix in scattering theory [18] is 1/Mp.
The inverse scattering matrix now carries the information about the potential and quantum states. For instance,
the condition for bound states is
Mp = 0, p = n, (n = 0, 1, · · · ). (9)
The simple poles for the scattering matrix at physically bound states [18] now become the simple zeros of 1/Γ(−p)
for the inverse scattering matrix, for which Dn(ξ) is the harmonic wave function up to a normalization constant with
parity eippi . That is, the nonnegative integer p = n is the on-shell condition for Landau levels. Wick-rotating the time
as t = −it˜ and the frequency as ω = iω˜, we observe that the inverse scattering matrix provides the effective action in
analogy with the in-out formalism for electric fields
L(1) = ± qB
(2π)
∑
σ
∫
dω˜
(2π)
dkz
(2π)
ln(M∗p). (10)
where the upper (lower) sign is for spinor (scalar) QED and (qB)/(2π) accounts for the wave packet centered around
ky = qBx. Using the gamma-function regularization [13–15, 24], summing over the spin states and carrying out the
integration, we obtain the effective action of the standard result
L(1) = ∓1 + 2|σ|
2
(qB)2
(2π)2
∫ ∞
0
ds
s2
e−
m2s
2qB Fσ(s), (11)
where the spectral function is
Fσ(s) =
[cosh( s2 )]
2|σ|
sinh( s2 )
− 2
s
+ (−1)2|σ| (1 + 2|σ|)s
12
. (12)
Here the Schwinger prescription has been employed for renormalization of the vacuum energy and the charge, which
subtracts the divergent terms, the last two terms in Eq. (12), in the proper-time integral [2]. A passing remark is
that the inverse scattering matrix is real and, therefore, the effective action does neither have an imaginary part nor
lead to the vacuum decay due to pair production.
We now compare the inverse scattering matrix method with the resolvent Green function method applied to magnetic
fields [6–8], in which the effective action is the sum and the trace of the resolvent Green function for Eq. (4). Following
Refs. [6, 7] and choosing two independent solutions Dp(ξ) and Dp(−ξ), the effective action is given by
L(1) = ± qB
(2π)
∑
σ
∫ ∞
−∞
dω˜
(2π)
dkz
(2π)
2ω˜2
Wrx[Dp(ξ), Dp(−ξ)]
∫ ∞
−∞
dxDp(ξ)Dp(−ξ)
= ± 1
2(2π)3
∑
σ
∫ ∞
−∞
ω˜2dω˜dkz
[
ψ(
1
2
− p
2
) + ψ(−p
2
)
]
. (13)
Here we have used the formulas 7.711-2 and 8.335-1 of Ref. [23] in the second line and ψ is the psi function ψ(z) =
d(ln Γ(z))/dz. Using the formula 8.361-1 of Ref. [23]
ψ(z) = −
∫ ∞
0
ds
( e−zs
1− e−s −
e−s
s
)
, (14)
summing over the spin states and performing the double Gaussian integral, we recover the standard effective action
(11) after the Schwinger prescription is done for renormalization. In the in-out formalism DeWitt has shown the
equivalence of the effective action (1) from the Bogoliubov coefficient and the effective action from the Green function
[11].
4III. SPATIALLY LOCALIZED MAGNETIC FIELD
We now consider a spatially localized field B(x) = B sech2(x/L) of Sauter-type along the z direction with the
space-dependent gauge field
Aµ = (0, 0,−BL tanh( x
L
), 0). (15)
Then the spin-diagonal Fourier component of the squared Dirac or Klein-Gordon equation becomes [21][
∂2x − (ky − qBL tanh(
x
L
))2 + ω2 −m2 − k2z + 2σqBsech2(x/L)
]
ϕ(σ)(x) = 0. (16)
The motion (16) is bounded at x = ±∞, so the momentum P1 along the longitudinal direction takes an imaginary
value, P1(±) = iΠ1(±),
Π1(±)(B) =
√
(ky ∓ qBL)2 − (ω2 −m2 − k2z). (17)
The solution may be found in terms of the hypergeometric function as
ϕ(σ)(x) = ξ
L
2 Π1(+)(1− ξ) 1−2σ2 +λσF (a, b; c; ξ), (18)
where
ξ = −e−2 xL , λσ = (qBL2)
√
1 +
(1− 2|σ|
2qBL2
)2
, (19)
and
a =
1− 2σ
2
+
1
2
(LΠ1(+) + LΠ1(−) + 2λσ) :=
1− 2σ
2
+
Ω(+)
2
,
b =
1− 2σ
2
+
1
2
(LΠ1(+) − LΠ1(−) + 2λσ) := 1− 2σ
2
+
∆(+)
2
,
c = 1 + LΠ1(+). (20)
The solution is bounded at x =∞ (ξ = 0) since Π1(+) is positive. In the opposite limit x = −∞ (ξ = −∞), using the
connection formula 9.132 of Ref. [23], we find the asymptotic form for the solution
ϕ(σ) = (−1)L2 Π1(+)
[
(−ξ)−L2 Π1(−) Γ(c)Γ(b− a)
Γ(b)Γ(c− a) + (−ξ)
L
2 Π1(+)
Γ(c)Γ(a− b)
Γ(a)Γ(c− b)
]
. (21)
The first term exponentially decreases while the second term increases. As a > b > 0 and c > b, the condition for
bound states is that Γ(c− b) should be singular, which leads to a finite number of discrete spectrum
c− b = L
2
(Π1(+) +Π1(−))− λσ + 1 + 2σ
2
= −n, (n = 0, 1, · · · ), (22)
with n+ (1 + 2σ)/2 < λσ.
Now we apply the method of the inverse scattering matrix in Sec. II and the Appendix. The asymptotic solutions
(A2) are ξLΠ1(+)/2 at x = ∞ and (−ξ)−LΠ1(−)/2 at x = −∞, so Eq. (21) connects the solutions in terms of the Jost
functions (A2). Then the inverse scattering matrix is
M = Γ(b)Γ(c− a)
Γ(a)Γ(c− b) , (23)
where Γ(a−b)/Γ(b−a) that depend only Π1(−) can be gauged away by choosing A2 = BL(tanh(x/L)+1) and will not
be included hereafter. In the limit of qBL≫ |ω|, the inverse scattering matrix (23) reduces to 1/Γ(−p) with p from
Eq. (9), modulo a term that is independent of the number of states and to be regulated away through renormalization
of the effective action. Applying the identity 8.334 of Ref. [23], Γ(1 − x)Γ(x) = π/ sin(πx), to negative values of
c− a = 1 + 2σ
2
+
1
2
(LΠ1(+) − LΠ1(−) − 2λσ) := 1 + 2σ2 +
∆(−)
2
,
c− b = 1 + 2σ
2
+
1
2
(LΠ1(+) + LΠ1(−) − 2λσ) := 1 + 2σ
2
+
Ω(−)
2
, (24)
5we may write the inverse scattering matrix as
M = Γ(
1−2σ
2 +
∆(+)
2 )Γ(
1−2σ
2 −
Ω(−)
2 )
Γ(1−2σ2 −
∆(−)
2 )Γ(
1−2σ
2 +
Ω(+)
2 )
. (25)
Here we have deleted again the overall factor that is to be regulated away through the renormalization procedure.
Finally, the gamma-function regularization leads to the renormalized effective actions in the proper-time integral
L(1) = ∓1 + 2|σ|
2
∫
dω˜
(2π)
d2k⊥
(2π)2
∫ ∞
0
ds
s
(
e−
Ω(+)
2 s + e
∆(−)
2 s − e
Ω(−)
2 s − e−
∆(+)
2 s
)
Fσ(s), (26)
with the same spectral function (12). Here Ω(−) < 0 and ∆(−) < 0 and we have taken the Wick-rotation t = −it˜
and ω = iω˜ and used the Schwinger prescription for renormalization. It would be interesting to compare and to show
the equivalence of Eq. (26) with Eq. (18) of Ref. [7] from the resolvent Green function that has a single integral of
proper time without the multiple integral of momenta and energy. Following Ref. [8], the resolvent Green function
from the solution (18) and another independent solution would result in the effective action (26) without the second
and the last delta exponentials.
We briefly explain a scheme to find approximately the effective action for a general configuration of magnetic
field, when solutions are not known. The effective action may be used for measuring the inhomogeneity effect on
birefringence in a strong magnetic field. We assume a spatially localized field B(x) along the z direction and the
gauge field A2 such that B(x) = ∂xA2(x). Then the spin-diagonal Fourier component of the squared Dirac or
Klein-Gordon equation will become [
∂2x −Π21(x)
]
ϕ(σ)(x) = 0. (27)
where
Π21(x) = (ky − qA2(x))2 − ω2 +m2 + k2z − 2σqB(x). (28)
The uniform semiclassical approximation for electric fields [8, 15] suggests transforming (27) into the form[
∂2ξ − ξ2 +
S(σ)
π
+
1
(∂xξ)3/2
∂2x(
1√
∂xξ
)
]
w(σ)(ξ) = 0, (29)
where
w(σ)(ξ) =
√
∂xξϕ(σ)(x),
(
ξ2 − S(σ)
π
)
(∂xξ)
2 = Π21. (30)
The charged particle undergoes a periodic motion in the region Π21 ≤ 0, so the integration of Eq. (30) over one period
determines the action
S(σ) =
∮ √
−Π21(x)dx. (31)
Thus, in the approximation of neglecting the last term, Eq. (29) has the same form as Eq. (4) for the constant
magnetic field and approximately has the solutions Dp(
√
2ξ), Dp(−
√
2ξ), D−p−1(i
√
2ξ), and D−p−1(−i
√
2ξ) with
p = −1
2
+
S(σ)
π
. (32)
Then the inverse scattering matrix is given by Eq. (8) with p in Eq. (32). As B(x) ↔ −B(x) under ky ↔ −ky and
σ ↔ −σ, we find the unrenormalized effective action in a symmetric form
L(1) = ∓1
2
∑
σ
∫
dω˜
(2π)
d2k⊥
(2π)2
[
ln Γ(−p(B)) + ln Γ(−p(−B))
]
. (33)
We comment on how to estimate or improve the error in the approximate effective action (33). Treating the last term
of Eq. (29) as a perturbation, the exact solution is the sum of the homogeneous part, an approximate solution, and the
inhomogeneous part, which is an integral equation of two independent approximate solutions and the perturbation.
In the in-out formalism the effective action, which is the sum of logarithm of the Bogoliubov coefficient or the inverse
scattering matrix for each momentum and spin, becomes a functional of the exact solution to Eq. (27). Thus this
systematic improvement combined with an appropriate renormalization scheme allows us to estimate the error in Eq.
(33) and also holds true for the temporally or spatially localized electric fields in Refs. [13, 15], which is beyond the
scope of this paper.
6IV. ELECTROMAGNETIC DUALITY OF QED ACTIONS
To show the electromagnetic duality, we recapitulate the main results of Refs. [14, 15] for the constant electric field
and the Sauter-type electric field E(z) = E sech2(z/L) along the z direction in the space-dependent gauge
Aµ = (A0(z), 0, 0, 0). (34)
First, in the constant electric field with A0(z) = −Ez, the Bogoliubov coefficient in the in-out formalism is given by
α(r) =
√
2π
e−i(2p
∗+p+1)pi2
Γ(−p) , p = −
1 + r
2
+ i
m2 + k2⊥
2qE
. (35)
Here r is the eigenvalues for σ03 = (i/4)[γ0, γ3]. Thus, we find the effective action
L(1) = ±i qE
2(2π)
∑
σr
∫
d2k2⊥
(2π)2
∫ ∞
0
ds
s
e−p
∗s
1− e−s
= ∓1 + 2|σ|
2
(qE)2
(2π)2
∫ ∞
0
ds
s2
e−
m2s
2qE (iFσ(is)). (36)
In the second line the Schwinger prescription has been used to obtain the renormalized effective action. The Γ(−p∗)
in α∗(r) for the effective action is the same as that from the inverse scattering matrix (8), provided that E = iB and
ω = iω˜. This implies that the unrenormalized and renormalized effective actions for the electric field are dual to those
for the magnetic field. Note that E = iB is consistent with duality of the convergent series of the Heisenberg-Euler
and Schwinger effective action [19] and that the electromagnetic duality can also be shown in the resolvent Green
function method by comparing Eq. (13) with Eq. (22) of Ref. [8].
Second, for the Sauter-type electric field the space-dependent gauge field is A0 = −EL tanh(z/L). The effective
action in the electric field E(t) = E sech2(t/T ) was studied in Refs. [8, 13] and in the electric field E(z) = E sech2(z/L)
in Ref. [15]. The spin-diagonal Fourier component of the squared Dirac or Klein-Gordon equation has the asymptotic
longitudinal momentum along the z direction
P3(±)(E) =
√
(ω ∓ qEL)2 − (m2 + k2x + k2y). (37)
Then, the Bogoliubov coefficient α∗(r) in Eq. (20) of Ref. [15], under E = iB and ω = iω˜ and under the interchange of
ω˜ ↔ −ky and kx ↔ kz and in the Riemann sheet [22], has the same arguments for the gamma functions in Eq. (23)
P3(±)(E) = −iΠ1(±)(B), λr(E) = −iλσ(B) (38)
and thus
Ω(±)(E) = −iΩ(±)(B), ∆(±)(E) = −i∆(±)(B). (39)
The fact that the Bogoliubov coefficient in the Sauter-type electric field has the same form as the inverse scattering
matrix (23) in the Sauter-type magnetic field shows that the unrenormalized and renormalized effective actions can
be analytically continued from one field to the other and are dual to each other under E = iB.
V. CONCLUSION
In this paper we have proposed a method for finding the one-loop effective action in magnetic field backgrounds in
the in-out formalism, in which the effective action is the logarithm of the Bogoliubov coefficient in the second quantized
field theory. The in-out formalism may have a further extension to magnetic fields when the inverse scattering matrix
is used for the Bogoliubov coefficient. As shown in Secs. II, III and the Appendix, the Jost functions for off-shell
solutions give the inverse scattering matrix, which is the ratio of the amplitude of the exponentially increasing part to
the amplitude of the exponentially decreasing part and plays an analogous role of the Bogoliubov coefficient for electric
fields in the space-dependent gauge. In fact, in the space-dependent gauge the Bogoliubov coefficient is determined
by the Jost functions for tunneling solutions through barriers in electric fields while the inverse scattering matrix is
determined by the Jost functions for off-shell solutions in magnetic fields, both of which are the Wronskian for the
solutions with required behaviors in two asymptotic regions.
7We have illustrated the method by computing the effective actions in a constant magnetic field and a localized
magnetic field of Sauter type. As the Bogoliubov coefficient for the electric field and the inverse scattering matrix
for the magnetic field are determined by Jost functions, they can analytically continue to each other under the
electromagnetic duality, and the QED effective actions, renormalized or unrenormalized, exhibit duality between
electric and magnetic fields of the same profile. We have explicitly showed the electromagnetic duality of QED
effective actions in constant and Sauter-type electric and magnetic fields. As QED effective actions in time-varying
or spatially localized fields are nontrivial, the new method in the in-out formalism may provide an alternative scheme
to understanding the vacuum structure.
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Appendix A: Jost Functions for QED in Magnetic Field
The spin-diagonal Fourier component of the squared Dirac or Klein-Gordon equation in a magnetic field becomes
the one-dimensional Schro¨dinger equation for a bounded system
[∂2z − κ2 + V (z)]ϕκ(z) = 0, (A1)
where V ≥ 0 and −κ2+V (±∞) = −κ2(±). We may introduce the exponentially decreasing solutions in each asymptotic
region
f(z, κ)
z=∞−→ e
−κ(+)z√
2κ(+)
, g(z, κ)
z=−∞−→ e
κ(−)z√
2κ(−)
, (A2)
and the exponentially increasing solutions f(z,−κ) and g(z,−κ) in their region as independent solutions. Each set
of solutions satisfies the Wronskian
[f(z, κ), f(z,−κ)] = 1, [g(z, κ), g(z,−κ)] = −1. (A3)
We may then express each set of solutions in terms of the other set as
f(z, κ) = C1(κ)g(z, κ) + C2(κ)g(z,−κ),
g(z, κ) = C˜1(κ)f(z, κ) + C˜2(κ)f(z,−κ), (A4)
where the Jost functions are determined from (A3)
C1(κ) = −[f(z, κ), g(z,−κ)] = −C˜1(−κ),
C2(κ) = [f(z, κ), g(z, κ)] = C˜2(−κ). (A5)
It follows that
C2(κ)C2(−κ)− C1(κ)C1(−κ) = 1. (A6)
Finally, we define the inverse scattering matrix as the ratio of the amplitude for the exponentially increasing part
to the amplitude for the exponentially decreasing part, which is the inverse of the scattering matrix [18] and now is
given by
Mκ = C2(κ)
C1(κ)
. (A7)
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