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Re´sume´ – Nous pre´sentons une me´thode de se´lection de mode`le applique´es a` la de´tection de pie´tons par syste`me de vision. Afin
d’obtenir des performances optimales diffe´rents parame`tres interviennent au niveau de la description d’image ou de la classification.
Nous proposons d’utiliser l’approche des noyaux multiples afin de se´lectionner automatiquement les meilleurs noyaux parmi un
ensemble donne´, cet ensemble correspondant ainsi aux diffe´rents parame`tres possibles que nous souhaitons tester. Nous pre´sentons
brie´vement la the´orie des noyaux multiples, puis nous appliquons cette me´thode sur un proble`me de de´tection de pie´tons via
la se´lection des parame`tres et une se´lection de variable. Ces expe´riences nous permettent ainsi de de´montrer l’inte´reˆt de cette
approche.
Abstract – This paper presents a pedestrian detection method based on the multiple kernel framework. One main problematic
of pattern recognition resides in the pertinent characterization of the data. Depending on the descriptor, we sometimes have
to tune the descriptor in order to be more efficient. Instead of accomplishing this tuning manually by testing and comparing
all possible values we propose here to use the multiple kernel framework. The aim is to use a kernel as a linear combination of
different kernels in order to combine and select automatically the best kernels within a set of kernels. This can be assimilated as
model selection, where one kernel of the set corresponds to one model. We first introduce the MKL framework and finally apply
this approach for a parameter tuning task and a feature selection problem.
1 Introduction
La de´tection de pie´tons a fait l’objet, ces dernie`res an-
ne´es, de diffe´rentes travaux de recherche ([3, 4, 1]). C’est
un proble`me classique de la reconnaissance de forme avec
deux e´tapes principales. Il convient tout d’abord de choisir
une description pertinente des signaux, dans notre cas des
images, afin d’extraire les donne´es les plus repre´sentatives
de la pre´sence d’un pie´ton. Dans ce domaine, les repre´sen-
tations a` base d’histogrammes d’orientation de gradient
ont de´montre´ leur efficacite´ a` diffe´rentes reprises ( [4, 1]).
Il s’agit en effet d’une description qui s’appuie sur une
information de type contour graˆce au calcul de diffe´rents
histogrammes d’orientation de gradient, calcule´s sur des
re´gions locales, c’est a` dire une partie de l’image. Le des-
cripteur propose´ par Dalal et al. s’est re´ve´le´ particulie`re-
ment efficace pour traiter le proble`me de la caracte´risation
d’images, mais posse`de un inconve´nient majeur. Il ne´ces-
site en effet de re´gler diffe´rents parame`tres interventant
lors du calcul du descripteurs. Ce re´glage peut alors eˆtre
tre`s couteux en temps de calcul afin d’obtenir l’ensemble
de parame`tres optimaux.
La seconde e´tape consiste a` discriminer les descripteurs,
c’est a` dire a` comparer les descripteurs et de´terminer leur
classe d’appartenance. Dans ce domaine, les machines a`
noyaux, tel que le classifieur Support Vector Machines [6]
ont montre´ leur efficacite´. Ici encore, des parame`tres doivent
eˆtre re´gle´s afin d’obtenir des performances optimales.
Re´cemment, Lanckriet [2] a propose´ de de´finir le noyau






Chaque noyau peut eˆtre calcule´ sur diffe´rents sous-ensemble
de la base d’apprentissage, par diffe´rentes me´thodes de
description des donne´es ou selon diffe´rentes formulations.
Le but de cette approche consiste a` ne retenir parmi cet
ensemble de noyau que les noyaux les plus pertinents. La
se´lection de mode`le revient ainsi a` choisir de manie`re op-
timale et automatiquement les valeurs des coefficients β.
Nous proposons ici d’appliquer cette formulation a` la
se´lection de mode`le pour la de´tection de pie´tons. Dans
un premier temps, nous rappellerons le fonctionnement
des noyaux multiples, puis nous illustrerons cette approche
pour le choix de parame`tres optimaux d’un descripteur et
la se´lection de variables.
2 Noyau multiple
Nous utilisons ici le classifieur binaire Support Vector
Machines dont la fonction de de´cision est calcule´e a` l’aide
d’un ensemble d’apprentissage {xi, yi} ∈ X × {−1, 1}, ou`
xi sont les donne´es d’apprentissage et yi les e´tiquettes as-
socie´es aux donne´es, pour i = 1 : N .
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avec k(., .) une fonction noyau, α et b des variables de´ter-
mine´es a` partir de l’apprentissage.
Re´cemment, Lanckriet et al. [2], ont introduit l’utilisa-
tion de multiples noyaux au lieu d’un seul afin de combiner
diffe´rentes sources d’informations. Le noyau est ainsi de´fini






avec βk ≥ 0 et
∑
k βk = 1. kk(., .) est un noyau de´ter-
mine´ sur tout ou partie de l’ensemble des donne´es x selon
diffe´rentes formulations de noyau.
Cette approche peut ainsi eˆtre assimile´e a` de la se´lec-
tion de mode`le. Les noyaux utilise´s dans la combinaison
line´aire appartiennent initialement a` un ensemble. L’ide´e
revient finalement a` se´lectionner et combiner les noyaux
les plus pertinents parmi cet ensemble graˆce a` la ponde´ra-
tion des coefficients βk. Si un noyau s’ave`re peu pertinent,
le coefficient associe´ aura alors une valeur nulle. Inverse-
ment, un noyau pertinent, verra la valeur de son coefficient
βk augmenter.
Ainsi, en constituant l’ensemble initial avec diffe´rents
noyaux calcule´s sur les meˆmes donne´es, mais selon des
formulations diffe´rentes ou des descripteurs diffe´rents, le
choix des βk remplacera le choix des repre´sentations ou
des formulations. Diffe´rentes applications sont possibles
depuis le choix des parame`tres des descripteurs, les para-
me`tres des noyaux, les hyperparame`tres du classifieur ou
bien encore se´lectionner les variables les plus pertinentes
en calculant un noyau pour chaque caracte´ristique.
L’ide´e revient ainsi a` reporter le choix des descripteurs
et des parame`tres sur le choix des coefficients β.
Les valeurs des coefficients α, b et β sont obtenues en























La solution optimale est obtenue en re´solvant un pro-
ble`me de programmation line´aire semi-infinie, en suivant









k=1 βk = 1
et
∑K













Sonnenburg utilise l’algorithme appele´ Column Gene-
ration Technique qui consiste a` chercher les valeurs opti-
males de β et θ pour un sous-ensemble de contraintes puis




Dans ce cas, la solution est optimale, sinon des contraintes
sont ajoute´es a` l’ensemble et ce processus est ite´re´ jusqu’a`
obtenir la convergence des valeurs des β.
L’inte´reˆt de cette approche re´side dans l’utilisation d’un
classifieur SVM standard pour chaque ite´ration afin de
re´soudre Sk(α). Seul le noyau est mis a` jour puisque des
contraintes ou des valeurs de β peuvent changer. Nous
avons utilise´ une version optimise´e de cet algorithme, dont
l’imple´mentation Matlab est disponible sur demande.
3 Descripteur HoG
Les descripteurs d’images utilisant des histogrammes
d’orientation de gradient ont prouve´ leur efficacite´ dans
les travaux de Shashua et Dalal [4, 1]. L’ide´e consiste a`
de´couper une image en un ensemble de re´gions et de cal-
culer pour chacune d’elle un histogramme d’orientation de
gradient.
a b
Fig. 1 – De´coupage d’une image de pie´ton en cellules (a)
et calcul d’histogrammes d’orientation de gradient pour
chaque cellule (b).
La description d’une image est effectue´e en quatre temps :
1. Calcul de la norme et de l’orientation du gradient de
l’image,
2. de´coupage de l’image en cellules (figure 1-a),
3. calcul des histogrammes d’orientation de gradient
pour chaque cellule (figure 1-b),
4. normalisation des histogrammes au sein d’un bloc
de cellules.
Le descripteur final est obtenu en ajoutant dans un meˆme
vecteur tous les histogrammes normalise´s. Comme nous
le constatons, plusieurs parame`tres interviennent afin de
re´gler la taille des cellules, la taille des blocs, les caracte´-
ristiques des histogrammes ou encore le facteur de norma-
lisation. Afin d’obtenir des performances optimale, nous
sommes confronte´s a` expe´rimenter diffe´rentes configura-
tions possibles pour des ensembles de parame`tres. L’inte´-
reˆt des noyaux multiples se re´ve`le ainsi en automatisant
le choix du meilleur ensemble de parame`tres.
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
AUC 0.95 0.95 0.96 0.97 0.93 0.94 0.97 0.97 0.89 0.92 0.92 0.95 0.87 0.91 0.91 0.94
% 0.89 0.89 0.90 0.91 0.86 0.87 0.91 0.92 0.81 0.84 0.86 0.88 0.80 0.84 0.84 0.87
β 0.00 0.00 0.00 0.01 0.00 0.00 0.24 0.75 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
variance(β) 0.00 0.00 0.00 0.03 0.00 0.00 0.07 0.08 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Tab. 1 – Valeurs des coefficients β pour chaque ensemble de parame`tre et valeur de l’AUC pour chaque noyau.
4 Re´sultats
Nous allons maintenant pre´senter quelques applications
des noyaux multiples pour la se´lection de mode`les. Tout
d’abord nous allons appliquer cette approche pour la se´-
lection de parame`tres, puis pour la se´lection de variables.
Nous avons utilise´ une base de 310 images urbaines
acquises selon diffe´rentes conditions climatiques et lumi-
neuses : de jour ou de nuit, avec un temps ensoleille´ ou
pluvieux. Nous avons ainsi extrait manuellement 1240 pie´-
tons et environ 6000 non-pie´tons comme l’illustre la figure
2. Les pie´tons sont positionne´s au centre des images ex-
traites et peuvent eˆtre sujets a` des occultations ou eˆtre
pre´sente´s selon diffe´rentes apparences et postures. Toutes
les images ont e´te´ redimensionne´es a` la meˆme taille de
128× 64 pixels.
4.1 Choix des parame`tres
Comme nous l’avons souligne´ lors de la pre´sentation du
descripteur, nous avons besoin de re´gler quelques para-
me`tres de manie`re optimale : la taille des cellules, la taille
des blocs, le facteur de normalisation des histogrammes,
le nombre de niveaux des histogrammes.
Nous avons ainsi teste´ diffe´rentes valeurs :
– taille des cellules : 16 ou 32 pixels,
– taille des blocs : 1 ou 2 blocs,
– nombre de niveaux dans les histogrammes : 4 ou 8,
– facteur de normalisation : L1 ou L2.
Nous calculons un noyau pour chaque ensemble de pa-
rame`tres, soit 16 noyaux au total. La formulation utili-
se´e pour calculer chaque noyau est un produit scalaire
qui ne ne´cessite par de parame`trage et permet donc une
comparaison objective. Tous les noyaux sont ainsi ajou-
te´s dans un meˆme ensemble qui est ainsi utilise´ par l’al-
gorithme de noyaux multiples qui va ainsi de´terminer la
valeur optimale des coefficients β (voir e´quation 2). Nous
retenons ainsi les noyaux dont la ponde´ration associe´e est
la meilleure, c’est a` dire les coefficients βk non nuls.
Le processus expe´rimental a e´te´ effectue´ de la manie`re
suivante. Les bases d’apprentissage et de test contiennent
chacune 1000 pie´tons et 1000 non-pie´tons. Elles sont choi-
sies ale´atoirement et sont utilise´es pour un apprentissage
et une validation. Afin de conforter les re´sultats obtenus,
nous ite´rons plusieurs fois ce processus, en renouvelant
syste´matiquement les bases d’apprentissage et de test. Les
re´sultats donne´s sont la moyenne obtenue sur 10 ite´ra-
tions. Pour comparer les performances, nous de´terminons,
d’une part, le taux de bonne classification, et calculons
d’autre part la valeur de l’aire sous la courbe ROC. Cette
courbe est obtenue en faisant varier le seuil pour la dis-
crimination et en reportant ainsi le taux de vrais positifs
en fonction du taux de faux positifs. L’hyperparame`tre C
permettant de re´gler la ponde´ration des points mal clas-
se´s durant l’apprentissge a e´te´ fixe´ a` 1. Nous affichons les
re´sultat obtenus sur le tableau 1.
Afin de ve´rifier si les valeurs obtenues par l’algorithme
des noyaux multiples sont proches de la re´alite, nous avons
de´termine´ les performances de chaque noyau inde´pendam-
ment. Les performances de chaque noyau correspondant
a` un ensemble de parame`tres donne´ sont affiche´s sur la
premie`re ligne et la valeur correspondante au noyau des
coefficients β sont affiche´s sur la deuxie`me ligne.
Nous constatons ainsi que les valeurs des β les plus
e´leve´es, c’est a` dire les noyaux issus des repre´sentations
les plus discriminantes correspondent aux noyaux ayant
obtenus les meilleurs performances individuelles. Si nous
avions effectue´ le choix des parame`tres en comparant tous
les noyaux un a` un, nous aurions abouti au meˆme choix
qu’en ajoutant tous les noyaux dans le meˆme ensemble et
en appliquant l’algorithme des noyaux multiples. Cepen-
dant, la se´lection est effectue´e automatiquement et se re´-
ve`le plus rapide que la comparaison exhaustive de chaque
noyau car l’algorithme ne´cessite moins de re´solutions du
proble`me SVM dual.
Les deux configurations principalement retenues sont les
n˚7 et 8, c’est a` dire lorsque la taille des cellules est de 16
pixels, 4 cellules par bloc et 8 niveaux par histogrammes.
La configure n˚8 pre´sente une normalisation L2 et la n˚7
une normalisation L1. La configuration n˚4 est identique
a` la n˚8 mais avec 1 cellule par bloc. De plus, nous ob-
tenons avec l’approche des noyaux multiples une AUC
moyenne de 0.9735 un taux de bonne reconnaissance de
0.92%, ce qui nous permet d’ame´liorer le´ge`rement les per-
formances. Ce le´ger gain peut s’expliquer par le fait que
tous les noyaux sont issus d’une repre´sentation HoG selon
diffe´rents parame`tres. Nous avons donc une redondance
entre les noyaux.
Cette application nous a donc permis d’appliquer les
noyaux multiples pour la se´lection de mode`les. Nous avons
ainsi effectue´ le meˆme test afin de parame´trer les formula-
tions applique´es pour calculer chaque noyau avec la confi-
guration optimale du HoG. Nous avons retenu le noyau
gaussien avec une largeur de bande e´gale a` 5 comme le
plus performant.
4.2 Se´lection de variables
Un autre proble`me classique de la repre´sentation de
donne´es concerne la se´lection de variables. Cette appli-
cation permet non seulement de re´soudre le proble`me de
la dimensionnalite´ des donne´es, en re´duisant le nombre de
variables ne´cessaires pour de´crire une image, mais permet
e´galement de ne conserver que les donne´es pertinentes afin
d’ame´liorer les performances.
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Nous proposons donc d’appliquer les noyaux multiples
pour la se´lection de variable, c’est a` dire de combiner et
se´lectionner les re´gions les plus discriminantes du de´cou-
page. Nous utilisons pour cela le descripteur HoG avec
l’ensemble de parame`tres suivant : des cellules de 16 pixels,
des blocs de 4 cellules avec un recouvrement d’une cellule
et 8 niveaux par histogramme. Cet ensemble est en effet le
plus performance d’apre`s l’expe´rience re´alise´e pre´ce´dem-
ment.
Nous ope´rons la se´lection de variable de la manie`re sui-
vante : comme le montre la figure (1), l’image est de´cou-
pe´e en plusieurs re´gions. Cependant, certaines re´gions sont
plus pertinentes lorsqu’elles sont positionne´es a` des empla-
cements significatifs du pie´tons tels que la teˆte, les jambes
ou les bras. Les autres re´gions qui ne permettent pas de
discriminer une image contenant un pie´ton seront ainsi
e´carte´es.
D’apre`s la configuration du descripteur utilise´e, nous
obtenons 84 histogrammes. Nous calculons donc un noyau
pour chaque histogramme , c’est a` dire un noyau pour
chaque re´gion, avec une formulation gaussienne de largeur
de bande e´gale a` 5. L’ensemble de noyaux est donc consti-
tue´ de 84 noyaux. La se´lection de variables consistera donc
a` ne retenir que les noyaux de l’ensemble pour lesquels le
coefficient de ponde´ration β est non nul. De plus, de par
la ponde´ration, nous auront ainsi la possibilite´ d’accorder
davantage d’importance a` des re´gions plus significatives.
La base d’apprentissage contient 500 donne´es, la base de
test en contient 1000. Par rapport au premier test, la taille
de la base d’apprentissage est plus faible, car nous devons
prendre en compte davantage de noyaux et sommes par
conse´quent limite´s par la me´moire ne´cessaire. Les bases
sont renouvele´es ale´atoirement 10 fois et nous calculons la
moyenne de ces 10 ite´rations pour comparer les re´sultats.
Descripteur complet Se´lection de variables
AUC % AUC % #(β > 0)
0.9332 0.8924 0.9793 0.9282 63.70 ±6.74
Tab. 2 – Comparaison des performances sans et avec une
se´lection de variable.
Le tableau 2 affiche les re´sultats obtenus lorsque nous
appliquons une se´lection de variable a` l’aide des noyaux
multiples et les re´sultats obtenus sur les meˆmes donne´es
sans effectuer de se´lection de variable. Nous constatons
que cette approche permet non seulement de re´duire la
taille du descripteur en conservant 63 noyaux au lieu de 84,
tout en ame´liorant les performances. La se´lection semble
eˆtre peu efficace, puisque seulement 20% des histogrammes
sont e´carte´s du descripteur. Cela est du au fait que les pie´-
tons de la base d’apprentissage ne sont pas localise´s exac-
tement au meˆme endroit dans l’image. En outre, les pie´-
tons apparaissent selon diffe´rentes postures et apparences.
Pour approfondir la se´lection de variable, il faudrait de´-
composer la base d’apprentissage en sous-ensembles.
Fig. 2 – Exemples d’images de pie´tons et de non-pie´tons.
5 Conclusion
Nous avons pre´sente´ une approche par noyaux multiples
pour la se´lection de mode`les dans le cas de la de´tection de
pie´tons. A partir d’un ensemble de noyaux obtenus en ap-
pliquant diffe´rents descripteurs ou diffe´rentes formulations
sur les donne´es, le but consiste a` se´lectionner et combiner
automatiquement les noyaux les plus pertinents. Le noyau
final est obtenu en combinant line´airement ces noyaux
pertinents. Cette approche nous permet ainsi d’aborder
le proble`me de se´lection de mode`le que nous avons illus-
tre´ avec deux applications : la se´lection optimale de para-
me`tres d’un descripteur et une se´lection de variable.
Actuellement, nous sommes encore limite´s par la me´-
moire ne´cessaire pour stocker l’ensemble des noyaux, il
n’est donc pas encore possible de conside´rer une liste ex-
haustive de noyaux. Lorsque ce de´faut sera pallie´, il nous
sera possible de tester de fac¸on plus approfondie cette ap-
proche en conside´rant davantage de descripteurs, de para-
me`tres, de variables. Il nous sera ainsi possible d’utiliser
des informations comple´mentaires pour de´crire les objets.
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