The numerical performance and formulation flexibility of an augmented Lagrangian coordination method proposed by the authors is demonstrated on two example problems. First, a geometric programming problem is decomposed in a number of different ways to illustrate the flexibility of the approach in setting up different coordination structures. For this problem and a business jet design example, numerical results indicate that the coordination method is effective and robust in finding (local) solutions of the original non-decomposed problem, and does not introduce new local minima. The required coordination costs are found to be determined by how the problem is partitioned and coordinated. These costs do not only depend on the number of quantities that have to be coordinated, but also on their coupling strengths. The formulation flexibility of the method provides means to minimize these costs by adapting the decomposition to a problem at hand.
I. Introduction
The field of multidisciplinary design optimization (MDO) is concerned with the design of large-scale engineering systems that consist of a number of interacting subsystems. The size and the required level of expertise of each subsystem often prohibits the design of these large-scale systems to be performed in an integrated fashion. Instead, the problem is decomposed into smaller, more manageable parts, or design subproblems. To deal with the resulting coupled subproblems, a systematical coordination approach to system design is required.
Many coordination methods have been proposed for the distributed optimal design of MDO problems. These coordination methods include Concurrent SubSpace Optimization (CSSO), 1 the Bi-Level Integrated System Synthesis method (BLISS/BLISS2000), 2, 3 Collaborative Optimization (CO), 4, 5 and the constraint margin approach of Haftka and Watson. 6 Several of these coordination methods may experience numerical difficulties when solving the master problem due to non-smoothness or failure to meet certain constraint qualifications. [7] [8] [9] This may hinder the use of existing efficient gradient-based solution algorithms such as Sequential Quadratic Programming (SQP). Methods that do not satisfy these requirements have to use specialized, typically inefficient algorithms to solve the associated optimization problems. Refs. [3, 10, 11] propose the use of response surfaces to circumvent the difficulties due to the nonsmoothness.
During the last years, several new penalty function-based coordination methods have been developed: Analytical Target Cascading (ATC), [12] [13] [14] the penalty decomposition methods (IPD/EPD) of Ref. [15] , and the augmented Lagrangian decomposition method (ALD) of Ref. [16] . For these methods, basic constraint qualifications hold, and the optimization (sub)problems are smooth. All methods can be shown to converge to the optimal solution of the original problem under certain assumptions such as smoothness and/or convexity. The formulation of IPD/EPD is nested, similar to CO, and for every function evaluation of the master problem, an optimization of the subproblems is necessary. ATC and ALD follow an alternating approach that iterates between solving the master problem and the subproblems.
IPD/EPD and ALD coordinate "classic" MDO problems in a bi-level fashion by introducing a master problem that is superimposed over a number of subproblems, each associated with one of the subsystems. ATC can be applied to multi-level problems that may consist of more than two levels. All three methods require the problem to be quasiseparable: 6 Problems may only be coupled through shared variables; coupling objectives and constraints are not allowed.
Recently, we have proposed 17 a coordination method based on augmented Lagrangian relaxation for problems with both linking variables and coupling functions. Solutions obtained with the coordination algorithm converge to KarushKuhn-Tucker (KKT) points of the original problem under certain assumptions. The augmented Lagrangian approach was demonstrated to provide flexibility to a system designer to tailor the formulation to existing organizational or computational structure. Furthermore, we showed that ATC and ALD are subclasses of the method.
The purpose of this study is to demonstrate the flexibility offered by the augmented Lagrangian formulation, and to investigate its numerical behavior on a number of test problems. We introduce the coordination method in Section II, and Section III demonstrates the flexibility offered by the formulation on a geometric programming problem. For this example, Section IV discusses numerical performance of the coordination algorithm under different inner loop termination strategies. Section V presents results on a conceptual level aircraft design problem. With this example, we investigate the performance of the method for a typical "engineering" problem that may involve complexities such as non-smoothness and non-convexity. Section VI gives a concluding discussion on the performance of the coordination method, and suggests possible directions for improvement.
II. Augmented Lagrangian coordination
The augmented Lagrangian coordination method of Ref. [17] is concerned with solving the original multidisciplinary design optimization (MDO) problem given by
where M is the number of subsystems, the vector of design variables z = [y T , x T 1 , . . . , x T M ] T ∈ R n consists of a number of linking variables y ∈ R n y , and a number of local variables x j ∈ R n x j associated exclusively to subsystem j, and n y + ∑ M j=1 n x j = n. The linking variables may be common design variables shared by multiple subsystems, and interdisciplinary coupling variables that link the analysis models of different subsystems. The binary selection matrices S j , j = 1, . . . , M, of size n y j × n y are defined such that the matrix multiplication S j y collects only the n y j components of y relevant to subsystem j, where n y j ≤ n y . The coupling objective f 0 : R n → R and coupling constraints g 0 : R n → R m g 0 and h 0 : R n → R m h 0 are non-separable and may depend on all design variables z. Local objectives f j : R n j → R, and local constraints g j : R n j → R m g j and h j : R n j → R m h j are associated exclusively to subsystem j, and may depend on the linking variables y and the local variables x j of only a single subsystem j, such that n j = n y + n x j . Furthermore,
Unless indicated otherwise, all vectors in this paper are assumed to be column vectors.
Linking variable copies and consistency constraints
First, the local constraint sets g j and h j are made separable by introducing a set of auxiliary linking variable copies y j , j = 1, . . . , M at each subsystem. Copies y j ∈ R n y j are only introduced for the n y j components of y relevant to subsystem j (= S j y). Consistency constraints c jn are introduced to force the copies to take equal values. The consistency constraints c jn between subsystems j = 1, . . . , M and their set of N j neighbors are given by
The neighbors N j are defined as the subsystems to which subsystem j is linked to through the consistency constraints.
Linking through the coupling objective or coupling constraints is not considered. Furthermore, the condition n > j makes sure that only one of the linearly dependent pair c jn and c n j is included in the consistency constraints (e.g., only c 12 = y 1 − y 2 = 0, and not also c 21 = y 2 − y 1 = 0). The flexibility of defining consistency constraints between subsystems gives the designer the opportunity to coordinate subsystem coupling aligned with an existing (possibly multi-level) organizational structure of the design problem.
Another degree of flexibility is offered through the distinction between linking variables and coupling functions. With coupling constraints, each subsystem optimizes only for its own set of design variables, while fixing the variables of the other subsystems. For linking variables on the other hand, each subsystem is given additional design freedom by introducing local copies of the variables linking the subsystems. In this paper, we demonstrate this flexibility on a number of example problems.
Linking constraint relaxation and decomposed formulation
After introduction of the auxiliary linking variables and consistency constraints, the coupling constraints g 0 and h 0 , and the consistency constraints are relaxed using an augmented Lagrangian penalty function. The relaxed problem is then decomposed into M subproblems, each associated with one subsystem.
The general subproblem P j of subsystem j is a
where
is the augmented Lagrangian penalty function on the coupling constraints, and
are the penalty functions on the consistency constraints c jn , coupling inequality constraints g 0 , and coupling equality constraints h 0 , respectively. The consistency constraint penalty of P j only includes terms that depend on y j and consists of two parts. The first part is associated with the consistency constraints between subsystem j and its neighbors that have a higher subsystem index n ∈ N j |n > j. The second part accounts for the consistency constraints between subsystem j and its neighbors that have a lower index n ∈ N j |n < j. Furthermore, x 0 are slack variables that are only included in the design variables of subproblem The selection matrices T j ∈ R n t j ×n y j , j = 1, . . . , M collect the subset of n t j linking variables from y j solved for in the coupling functions by subsystem j. These matrices can be used to distribute solution of the components of the linking variables over multiple subproblems. Note that each component of the linking variables y in the original MDO problem (1) may only be solved for at a single subproblem, and therefore the vector y = [(T 1 y 1 ) T , . . . , (T M y M ) T ] T ∈ R n y has the same components as y but not necessarily in the same order, and ∑ M j=1 n t j = n y . By introducing an artificial central master problem, P 0 , coupling between subsystems can be coordinated in a centralized fashion. In this centralized formulation, the master problem P 0 is designated to solve for a central copy of the shared variables y and the slack variables x 0 . The consistency constraints are set up in such a way that all local copies y j are linked to the master copy y
When the master problem is also used to solve for the shared variables in the coupling functions f 0 , g 0 , and h 0 such that these depend only on y, x 1 , . . . , x M , the centralized formulation of Ref. [17] is obtained.
a Here, we adopt the distributed formulation with linking variable sparsity.
Solution algorithm
The coordination algorithms employed consist of inner and outer loops, and can be summarized as:
Step 0 Initialize design and penalty parameters
Step 1 (Inner loop) Solve subproblems sequentially until convergence
Step 2 Check outer loop convergence. If converged: Stop, otherwise go to Step 3
Step 3 (Outer loop) Update penalty parameters
In the outer loop, the penalty parameters v and w are updated using the method of multipliers. The Lagrange multiplier estimates for outer iteration k + 1 are given by
where k is the current outer loop iteration number, and q = [c T , 
where β > 1 and 0 < γ < 1. Typically γ = 0.25 and 2 < β < 3 are recommended to speed up convergence. 18 In combination with the block coordinate descent inner loop, we observe that β = 2.2 and γ = 0.4 perform well in general. The outer loop is terminated when two conditions are satisfied. First, the change in the maximal linking constraint value for two consecutive outer loop iterations must be smaller than some user-defined termination tolerance ε > 0
Second, the maximal linking constraint violation must also be smaller than tolerance ε > 0
In each inner loop iteration, the block coordinate descent algorithm solves all subproblems sequentially. The inner loop is terminated when the change in the sum of the objective and penalty functions
where ξ is the inner loop iteration counter, and F ξ is determined at the end of inner loop iteration ξ . An alternative inner loop termination strategy is to cut off the inner loop before actual convergence during the first few iterations by using looser tolerances. More formally, such an inexact approach uses a different tolerance ε k inner for each outer loop iteration. The main idea behind such a strategy is that costly inner loop iterations are avoided when the penalty parameters are still far from their optimal values.
The above solution algorithm can be shown to converge to KKT points of the original MDO problem (1) under the following conditions:
. . , g M , and h 0 , h 1 , . . . , h M are smooth 2. Global solutions to each subproblem P 1 , . . . , P M are uniquely attained 3. The feasible domains of subproblems P 1 , . . . , P M are convex The latter two conditions are required for the inner loop convergence proof, and are typically not satisfied for realistic MDO problems. Therefore, we desire to investigate how the solution algorithm performs when these conditions are not satisfied.
III. Geometric programming problem: Formulation flexibility
The first example is a non-convex geometric programming problem with 14 variables, 4 inequality constraints, and 3 equality constraints. This example is used to demonstrate the formulation flexibility offered by the augmented Lagrangian coordination method.
The geometric programming problem is given by
The unique optimal solution to this problem, obtained with 
A. Problem partitioning
The problem is partitioned into three subsystems. Subsystem 1 has local variables (12) is given in Fig. 1(a) , in which the selected partition is indicated. The problem structure associated with the above partition is depicted in Fig. 1(b) . 
(a) Functional dependence table for partitioned geometric optimization problem 
Centralized coordination
A centralized coordination is set up to demonstrate how the partition can be coordinated in a classic multi-disciplinary fashion by introducing an artificial coordinating master problem. This master problem P 0 is simply an 'empty' subproblem (no local variables, objectives, or constraints) of the form (3), solved for a 'master copy' of the linking variables y 0 = [z 11,0 ], as well as for the slack variable x 0 introduced by relaxing the coupling inequality constraint
Since only subsystems 2 and 3 depend on the linking variables, we have for the selection matrices:
, and the remaining matrices empty. This yields for the consistency constraints: c 02 = z 11,0 − z 11,2 = 0 and c 03 = z 11,0 − z 11,3 = 0. The master problem P 0 for the centralized formulation is given by:
where the objective is the sum of the coupling objective (first term), consistency penalties (second to fifth term), and coupling constraints penalties (sixth to ninth term). Subproblem P 1 associated with subsystem 1 is given by:
which includes only the coupling objective (first term), and the coupling constraint penalties (second to fifth term). Similarly, subproblem P 2 associated with subsystem 2 is given by:
where besides the coupling objective (first term), a local objective is included (second term) as well as the consistency penalty on z 11,2 (third and fourth term), and the coupling constraint penalty (fifth to eighth term), Subproblem P 3 associated with subsystem 3 is given by:
which only includes a penalty on the consistency of z 11,3 (first and second term), and the penalties on the coupling constraints (third to sixth term). The structure of this centralized formulation is illustrated in Fig. 2 . The lines between subproblems indicate coupling through the coupling objective and the penalty terms on the coupling constraints (dashed lines), and coupling through the penalty terms on the consistency constraints (solid lines). 
Distributed coordination
As an alternative to the centralized coordination, we also derive a distributed formulation that coordinates coupling without the use of a master problem. Instead, the coupling is coordinated directly between subsystems. Such a coordination structure can be useful in systems that have a special structure (e.g., organizational or computational) that we would like to exploit. If, for example, subsystem 1 is considered a system-level design problem, it can be superimposed over the subsystems 2 and 3. In that case, subsystem 1 may be selected to also include the task of solving for x 0 , which was allocated to the master problem P 0 in the centralized variant. Furthermore, we can choose to coordinate coupling through z 11 directly between subsystems 2 and 3 by setting the selection matrices S 23 = S 32 = [1] and defining the neighbors as N 1 = {}, N 2 = {3}, and N 3 = {2}, which yields for the consistency constraints c 23 = z 11,2 − z 11,3 = 0. Subsystem 3 can be assigned to solve for the shared variable z 11 in the coupling constraints by setting
Under these choices, subproblem P 1 in the distributed formulation is given by:
Subproblem P 2 associated with subsystem 2 is given by:
Subproblem P 3 associated with subsystem 3 is given by:
The structure of the distributed formulation is depicted in Fig. 3 . The lines between subproblems indicate coupling through the coupling objective and coupling constraint penalties (dashed lines), and coupling through the consistency penalty terms (solid lines). Other distributed formulations can be defined by choosing different selection matrices T j and consistency constraints, offering the designer a large degree of flexibility in setting up the coordination strategy.
B. Coupling function versus linking variable
The augmented Lagrangian coordination method also offers flexibility in deciding whether coupling between two subproblems is coordinated as a coupling function or a (set of) linking variables. In the previous two formulations of the geometric programming problem, we selected F 1 as a coupling function that links subsystems 1 and 2. Instead, we could also opt for adding z 7 to the set of linking variables y = [z 7 , z 11 ]. By treating z 7 as a linking variable, objective F 1 can be treated as an objective function local to subsystem 1. The objective function F 1 is now purely local to subsystem 1 at the expense of coupling through z 7 . The problem structure for this alternative partition is given in Fig. 4 . Which choice of partition is preferred typically depends on the problem at hand.
The above formulation examples show that the proposed augmented Lagrangian coordination method provides a large degree of freedom in setting up a coordination scheme tailored to a specific problem structure. The two formulation variants offer freedom in the overall information flows, and the distinction between coupling functions and linking variables supplies flexibility in treating functions and variables either local or as a coordinated quantity.
IV. Geometric programming problem: Numerical performance
In this section, the numerical performance of the solution algorithms of the augmented Lagrangian coordination method is investigated. Both the exact and an inexact inner loop algorithm are used to solve the partitioned problems of the geometric programming problem of Section III.
First, we investigate the performance differences between the two coordination variants (centralized and distributed) of Section A. Second, the implications of using either a coupling objective or a linking variable are illustrated z 8 z 9 z 10 z 11 z 12 z 13 z 14
(a) Functional dependence table for partitioned geometric optimization problem for the example of Section B. Third, we introduce a third partition of the geometric programming problem to assess the influence of the amount of interaction between subsystems on numerical performance.
A. Experiments setup
For each partitioned problem, two algorithmic parameters are varied to investigate the numerical performance of the coordination method: the outer loop termination tolerance ε and the initial starting point z 0 . Four outer loop termination tolerances are selected: ε = 10 −2 , 10 −3 , 10 −4 , 10 −5 . For each decomposed problem, five initial designs z 0 i , i = 1, . . . , 5, with components selected randomly between 0 and 5 are used (Table 1) . Performance results are then taken as the average over these five initial designs. (12) Problems are solved with both the exact and inexact method of multipliers solution algorithms (EM and IM, respectively). For EM, we take the inner loop termination tolerance equal to ε inner = 0.01ε. For IM, we decrease the inner loop termination tolerance from 1 initially to 0.01ε in 10 outer loop steps, after which the inner loop tolerance remains equal to 0.01ε. The inner loop termination tolerance ε k inner for the kth outer loop iteration is given by:
Optimization problems are solved with Matlab's SQP algorithm fmincon 19 where the tolerances TolX, TolFun, and TolCon are taken equal to 0.01ε
inner , and gradients are computed through the built-in finite difference routine of fmincon.
For each termination tolerance, we determine the required number of subproblem optimizations and the final solution error, both taken as the average over the five initial designs. The number of subproblem optimizations can be seen as a measure for the costs associated with coordinating the solution of the decomposed problem. The solution error, defined as: The results in Figure 5 suggest that the distributed formulation (dashed lines) requires an equal number or less subproblem optimizations when compared to the centralized formulation (solid lines). Similar behavior is observed for other test problems indicating that a distributed formulation is at least as efficient as the centralized formulation, and often more efficient. An explanation for this may be that the number of consistency constraints, to which coordination effort is proportional, is smaller for the distributed formulation. In the distributed formulation of this example, only 1 consistency constraint is present (c 23 ), whereas for the centralized formulation 2 consistency constraints (c 02 and c 03 ) are used.
B. Centralized versus distributed coordination
The figure also shows that the inexact inner loop (IM, stars) requires a lower number of subproblem optimizations than the exact inner loop (EM, circles). Reductions become larger for more accurate solutions, and can go up to 25-50% for an error of 10 −5 . As expected, a computational advantage is gained by solving the first number of inner loop problems to a lower accuracy. Figure 6 depicts the results for Partition 2, as described in Section III. In this partition, z 7 is treated as a linking variable and F 1 is local to subsystem 1. Solid lines correspond to a centralized formulation, and dashed lines are associated with the distributed formulation. Markers correspond to the termination tolerances ε = 10 −2 , 10 −3 , 10 −4 , 10 −5 (left to right).
C. Coupling objective versus linking variable
A difference between the results for this partition, and Partition 1 ( linking variable. This difference is observed for both the centralized and the distributed formulation. An explanation for these differences is the fact that a coupling objective does not require penalty parameters to be set in the outer loop where a linking variable does. A coupling through the objective of Partition 1 can be resolved in a single outer loop iteration, but the consistency constraint on z 7 of Partition 2 requires a number of outer loop iterations to find the optimal values for the penalty parameters. The increased number of outer loop iterations for Partition 2 is expected to cause the difference in computational costs between the two partitions.
D. Three-level partition
To investigate the effect of an increased amount of coupling, a third partition of the geometric programming problem is introduced. This more strongly coupled partition consists of five subsystems linked through the variables y = [z 1 , z 2 , z 3 , z 5 , z 6 , z 11 ], objective function f 0 = F 1 + F 2 , and constraints g 0 = [g 4 ] and h 0 = [h 3 ]. The local variables for each subsystem are:
, and x 5 = [z 12 , z 13 , z 14 ]. Subsystems do not have local objectives f 1 = f 2 = f 3 = f 4 = f 5 = 0, and only subsystems 2, 4, and 5 have local constraints:
The problem structure for Partition 3 is depicted in Figure 7 . The selection matrices for the distributed formulation are as given in Table 2. subsystem 1 subsystem 2 subsystem 3 subsystem 4 subsystem 5 The exact (EM) and inexact (IM) coordination algorithms are used to solve this partition in both the centralized (solid lines) and distributed formulation (dashed lines). Figure 8 shows the results of the third partition for ε = 10 −2 , 10 −3 , 10 −4 , or 10 −5 (markers from left to right).
Costs for Partition 3 are a factor 2-3 higher than for Partition 1, which only has 2 coupling quantities that have to be coordinated between 3 subsystems instead of 8 quantities between 5 subsystems for Partition 3. The differences between Partitions 2 and 3 are however much smaller, even though Partition 2 has only 2 linking variables instead These results indicate that the required solution costs are not only determined by the number of coordinated quantities, but also by some sort of "coupling strength". Another important observation is that even though the last two conditions for the convergence proof cannot be guaranteed (convexity and global subproblem optimality), each of the experiments converged to the solution of the original MDO problem.
V. Conceptual design of a supersonic business jet
A conceptual supersonic business jet design problem serves as the second example. This example is taken from Ref. [20] , and modified versions have been used to demonstrate the use of other coordination algorithms (see, e.g., Ref. [3] ).
A. Original all-in-one problem
The optimization problem is concerned with maximizing the range of the aircraft while considering structures, aerodynamics, propulsion, and range subsystems. The four subsystems and their data dependencies are displayed in Fig. 9 . In this figure, z variables (8 in total) are shared by all subsystems, x variables (23 in total) are local to a single discipline, and the behavior variables communicated between the subsystems are denoted by y variables (9 in total), and reflect analysis input and output data dependencies. Table 4 gives a brief description of the variables. The problem has a total of 40 design variables, and 45 design constraints. The reader is referred to Ref. [20] for a full description of the problem. Results from the MDF and IDF (multidisciplinary feasible and individual discipline feasible, respectively, see Ref. [21] ) implementations of the problem c indicate that multiple local minima exist. From 100 different starting points selected randomly within the variable bounds, MDF converged to 10 local solutions, where IDF reached 12 local solutions. All MDF runs converged to a solution, while 9 IDF runs terminated before convergence. Obtained optimal range values are summarized in Table 3 .
The majority of the runs, around 70% for both MDF and IDF, converged to a solution with an optimized range value of 2626 nautical miles. The optimal design for this solution is given in Table 4 .
B. Partitioning of the problem
Two partitions of the problem are used: a traditional, multi-disciplinary partition with a central coordinator that includes the objective, and a distributed partition in which the objective is used as a linking function. In the first partition, the range subsystem is superimposed over the remaining three disciplines, and acts as a central coordinator ( Fig. 10(a) ). For this choice, the structures, aerodynamics, and propulsion subsystems are decoupled and can be solved in parallel. The linking variables are the system variables z, and the behavior variables y. The second partition takes the range equation as a coupling objective, which eliminates the range subproblem from the partition altogether (see Fig. 10(b) ). Due to the coupling objective, the subsystems cannot be solved in parallel, but have to be solved sequentially. Linking variables between the remaining subsystems are coordinated directly between the subproblems. Furthermore, three behavioral variables, required as inputs for the range subsystem, become local to a subsystem (i.e., L/D for aerodynamics, SFC for propulsion, and W f for structures). Note that the elimination of the range subsystem requires the range computation to be performed at all subsystems. For this example, such an approach does not pose difficulties since the range computation is performed through the analytical Breguet range equation. By using the range equation as a coupling objective, one subsystem could be removed, and the number of coupling quantities was reduced from 31 in the traditional partition to 15 in the new partition. This reduction in partition complexity is expected to have a substantial effect on the required coordination costs.
C. Numerical results
Both partitions are solved with an exact inner loop (EM) and an inexact inner loop (IM). Outer loop termination tolerances for all experiments are set to ε = 10 −2 , and the remaining algorithmic settings are chosen as for the geometric programming problem experiments of Section A. Five different starting points, distributed randomly within the variable bounds, are used for each experiment.
Since the original problem showed convergence difficulties for some starting points, similar behavior is expected for the subproblems (and observed in practice). Experiments indicate that communicating non-converged inaccurate solutions results in convergence difficulties of the coordination algorithm. To avoid difficulties, only converged solutions are passed. Non-converged subproblem solutions are restarted at a perturbed starting point until a converged solution is obtained. With this approach, the coordination method will not be prematurely terminated by unsuccessful subproblem optimizations. All experiments for both partitions and coordination strategies (EM and IM) converged to one of the non-decomposed local solutions. Table 5 shows the total number of subproblem optimizations required for convergence for both partitions. As expected, a large difference in solution cost is observed between the two partitions. The traditional partition requires almost five times more subproblem optimizations than the second partition with the coupling objective. Even if parallelism would be taken into account (at most a factor 3 could be gained), the reduction in coupling quantities through the use of the coupling objective is successful in reducing the solutions costs for this example.
When comparing the results from the exact and inexact inner loops, only a small difference is observed for Partition 1. Terminating the inner loop early for the first 10 iterations appears not to yield a computational advantage for this partition. For Partition 2 however, average solution cost are 25% lower for the inexact strategy.
The above results show that the coordination method is able to find consistent and feasible solutions for this example with some "engineering" complexities.
VI. Conclusions and discussion
This paper showed that the augmented Lagrangian coordination method is a flexible and effective coordination method that can be used to solve MDO problems in a traditional centralized fashion, but also in a distributed fashion. The method was demonstrated to provide a large degree of flexibility in formulating the decomposed problem. Numerical experiments with two non-convex example problems demonstrated the method's effectiveness in finding solutions to the original non-decomposed, even when the conditions for the convergence proof do not hold.
Results indicate that coordination costs depend heavily on the partition of the problem. We expect that costs can be reduced significantly by (model-based) selection of a "smart" partition with low coupling strength. Such an approach would require two ingredients: A method for quantifying coupling strength, and an algorithm to find a partition with minimal coupling strength. Developments in the fields of coupling strength quantification (see, e.g., Refs. [2, 23, 24] ) and model-based partitioning (see, e.g., [25] [26] [27] [28] ) are expected to be of great value in this context.
A suggestion for enhancement of our method would be to develop an alternative, more efficient inner loop algorithm. The currently used block coordinate descent (BCD) method operates in a Gauss-Seidel fashion, and its convergence rate is at best linear. From experiments we observe that this linear convergence rate limits the efficiency of the coordination method. To illustrate this observation, consider Figure 11 , which depicts the convergence history of the objective for an experiment of the business jet example. The displayed convergence behavior is typical for all examples in this paper. The figure shows that the inner loop becomes very slow after a number of outer loop penalty updates. For this example, only little progress is made in the final 200 subproblem optimizations, where an inner loop can require up to 100 iterations. This behavior is caused by the increased coupling between the subproblems through the penalty terms, which becomes larger as penalty weights are increased, and was also observed for other coordination methods (see Refs. [16, 29] ). Possible enhancements for the inner loop could use separable approximations of the penalty terms, similar to the methods of Ref. [30] and [31] , a quadratically convergent inner loop strategy as used by Ref. [15] , or a truncated inner loop similar to the alternating direction algorithm of Ref. [16] . 
