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ABSTRACT
Epileptic encephalopathies (EEs) are severe seizure disorders that occur in infants
and young children, characterized by developmental delay, and cognitive decline. Recent
efforts have identified a wide variety of genetic variants that cause EEs. Among these,
variants in the DNM1 gene have emerged as definitive causes of EEs, including Infantile
Spasms and Lennox-Gastaut syndrome. A mouse model of Dnm1-associated EE, known
as “Fitful” (Dnm1Ftfl), recapitulates key features of the disease, including spontaneous
seizures, developmental delay, and neuronal degeneration. Previous work showed that
Dnm1 is a key regulator of synaptic vesicle (SV) endocytosis and synaptic transmission,
and suggested that inhibitory neurotransmission is more reliant on Dnm1 function than
excitatory transmission. The Dnm1Ftfl variant is thought to encode a dominant negative
Dnm1 protein, however, the effects of the Dnm1Ftfl variant on synaptic transmission are
largely unknown. To better understand these synaptic effects, we recorded from pairs of
cultured mouse cortical neurons and characterized all four major connection types (E-E, EI, I-E, I-I). Miniature and spontaneous EPSCs and IPSCs were larger, but less frequent, at
all Dnm1Ftfl synaptic types, and Dnm1Ftfl/Ftfl neurons had reduced expression of excitatory
and inhibitory SV markers. Baseline evoked transmission, however, was reduced only at
inhibitory synapses onto excitatory neurons, due to a smaller pool of releasable SVs. In
addition to these synaptic alterations, Dnm1Ftfl neurons degenerated after two weeks in
vitro, even though their activity levels were not elevated, suggesting that Dnm1Ftfl may
impair synaptic transmission and neuronal health through distinct mechanisms.
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CHAPTER 1: UNDERSTANDING EPILEPSY
1.1. The Clinical Picture of Epilepsy
Epilepsy is one of the most common neurological diseases in the world. In the US
alone, approximately 1% of the population currently has epilepsy, and 1 in 26 people will
develop epilepsy in their lifetime (England et al., 2012). It affects people of all ages, races,
and socioeconomic status, and it dramatically limits an individual’s ability to carry out
everyday activities without incident (England et al., 2012). However, epilepsy most
commonly begins in children as well as the elderly (Hauser et al., 1993). Common causes
include head trauma, stroke, tumors, and infection, as well as genetic or metabolic
abnormalities, but as many as 70% of cases have no identifiable cause (Hauser et al., 1991).
The clinical diagnosis of epilepsy is defined as the state of an individual having one
unprovoked seizure with high risk of recurrence (Fisher et al., 2017), and a seizure is
defined as “a transient occurrence of signs and/or symptoms due to abnormal excessive or
synchronous neuronal activity in the brain” (Fisher et al., 2005). Seizures can take many
forms, but are broadly categorized by their onset. Focal onset seizures begin in only one
hemisphere of the brain, and are further subdivided based on whether onset involves motor
or non-motor symptoms, if the individual retains awareness during the seizure, and whether
the seizure eventually generalizes to involve the whole brain (Fisher et al., 2017).
Generalized onset seizures begin in a distributed network that appears to involve both
hemispheres immediately (Fisher et al., 2017). They are similarly subdivided based on the
presence of motor or sensory symptoms (Fisher et al., 2017).
The comorbidity rate among epileptic individuals is extraordinarily high. About
50% of individuals with epilepsy have at least one psychiatric or neurological comorbidity
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(Keezer et al., 2016). Some of the most common comorbidities include anxiety, depression,
attention deficit hyperactivity disorder, bipolar disorder, dementia, autism, sleep disorders,
chronic pain, migraine, fibromyalgia, and neuropathic pain (Kanner, 2016; Keezer et al.,
2016; Ottman et al., 2011). While there is much discussion about the precise mechanistic
links between seizures and other disorders, on a broader level the relationships highlight
the possibility that seizures are a common mode of failure for neural networks.
There are many treatment options for individuals with epilepsy. There are over 20
anti-epileptic drugs approved by the FDA for treatment of epilepsy, with almost half of
those being developed in the last 30 years (Vossler et al., 2018). However, despite the
proliferation in AEDs, clinical outcomes have not significantly improved (Sander, 2003,
1993). Interestingly, prognosis for remission is closely linked to whether the individual
responds to the first AED tried (French, 2007). This observation suggests most current
AEDs are functionally similar and only treat a subset of patients.
Epilepsies of early childhood are particularly problematic because seizures are
thought to alter the developmental trajectory of the brain and cause cognitive dysfunction.
In particularly severe cases where seizures are associated with clear developmental delay
or decline, these disorders have been termed Epileptic Encephalopathies (EEs; Berg et al.,
2010). The current standard of care for children with EE is to treat aggressively with
antiepileptic drugs (AEDs) to suppress the seizures (Nariai et al., 2018). Unfortunately,
most EEs are resistant to treatment with AEDs (Nariai et al., 2018). Additionally, treatment
with AEDs produces many side effects, and in developing brains has the potential to cause
alterations of its own (Nariai et al., 2018). Finally, there is increasing recognition that the
underlying etiology can cause both seizures and cognitive decline independently (Fisher et
2

al., 2017). In sum, this suggests completely new approaches are needed, and will likely
come from a deeper understanding of the basic mechanisms of the disorders.
1.2. Neurobiology of Epilepsy
Much of our understanding of the neurobiology of seizures and epilepsy comes
from animal models of acquired temporal lobe epilepsy (TLE). The most common of these
models involve the administration of a chemoconvulsant agent, such as pilocarpine or
kainic acid, to induce seizures (Kandratavicius et al., 2014). These models recapitulate
many of the features seen in human TLE, such as neuronal damage, a seizure-free “latent”
period lasting several weeks after SE, followed by the onset of chronic epilepsy. Other
models induce acute seizures with administration of compounds such as pentylenetetrazol,
tetanus toxin, or penicillin (Kandratavicius et al., 2014). However, there are several
drawbacks to reliance on these models to understand epilepsy. First, the damage resulting
from these models can be inconsistent and is often more widespread and severe than is seen
in humans (Scharfman, 2007). Second, genetic background of the specific mouse or rat
strain can significantly impact the results, and therefore the interpretation (Schauwecker,
2011). Finally, due to their similarity to each other (i.e. they are all pharmacologically
induced seizure models), their etiologies are likely to also be similar (Löscher et al., 2013).
Thus, treatments based on these models are likely to be highly similar and relevant to only
a limited subset of human seizures. Indeed, it may be that the reason the panoply of AEDs
developed in the last 30 years have not led to enhanced seizure suppression has to do with
the fact that they were developed in these preclinical models (Löscher et al., 2013).
The dominant view that has emerged from the use of chemogenic and, more
recently, genetic models of epilepsy is that seizures are the result of perturbations of
3

“excitation/inhibition balance,” (Staley, 2015). This view involves the breakdown of
systems or processes that would normally ensure balanced excitatory and inhibitory drive
in the brain, such as neuronal excitability, synaptic plasticity, and neuro- or synaptogenesis.
Mechanisms of imbalance can be broadly categorized into three groups based on the level
of neural organization they are thought to affect (Scharfman, 2007). First are mechanisms
that impact the baseline excitability of neurons, many of which involve mutations in
membrane ion channels and are often referred to as “channelopathies.” Second are
mechanisms that impact synapses and circuit motifs, sometimes called “synaptopathies.”
Finally, we have mechanisms that manifest across broad, distributed networks.
Channelopathies are perhaps the most studied contributors to E/I balance. In these
cases, mutation or modulation of membrane channels responsible for setting basic neuronal
properties such as the resting membrane potential, action potential (AP) threshold, or
maximum AP rate causes a change in the way a neuron responds to inputs (Scharfman,
2007). The best characterized example of this is mutations of the Scn1a gene, which has
been associated with Dravet syndrome (Bender et al., 2012). Scn1a encodes a subunit of
the voltage-gated sodium channel NaV1.1 (Meisler et al., 2001). NaV1.1 is highly
expressed in fast-spiking interneurons, which play a pivotal role in suppressing the spiking
of excitatory neurons and synchronizing the network (Bender et al., 2012; Tremblay et al.,
2016). Mutations of NaV1.1 that impair its function decrease the maximum spike rate of
these fast-spiking interneurons, and prevent them from appropriately suppressing
excitatory neurons (Bender et al., 2012). This failure of inhibition is widely regarded as the
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mechanism for seizure generation (Catterall et al., 2010; Goldberg and Coulter, 2013;
Martin et al., 2010).
Epilepsies associated with synaptic defects are also a common subclass. The Epi4K
and EuroEPINOMICS consortia (2013; 2014) conducted a whole-exome screen for genes
with de novo mutations in children with severe epileptic encephalopathies. The authors
identified more than 300 causal genetic variants. Of those variants, nearly half occurred in
genes with known synaptic functions. A specific example is loss of the Stxbp1 gene. This
gene encodes syntaxin-binding protein 1 (Stxbp1), also known as Munc18-1 (Chen et al.,
2020). It has been associated with Otahara syndrome and West syndrome (Stamberger et
al., 2016). As a critical mediator of synaptic vesicle fusion in all neurons, it is unclear why
mutations in Stxbp1 would manifest as EE. A recent study by Chen and colleagues (2020)
shed light on this question. They used mouse models of heterozygous Stxbp1
haploinsufficiency to reveal that inhibition was affected in a manner that depended on the
type of inhibitory neuron under study. In particular, parvalbumin positive interneurons,
which are thought to target the somas of excitatory neurons and strongly control their
activity (Tremblay et al., 2016), exhibit reduced synaptic efficacy following heterozygous
Stxbp1 mutation. In contrast, somatostatin-positive interneurons, which are thought to
mediate dendritic inhibition (Tremblay et al., 2016), show reduced connectivity. Thus, the
combination of these two impairments of inhibition provide a natural explanation for how
excitation and inhibition may become unbalanced following Stxpb1 mutation.
There is a growing appreciation for network-based mechanisms of seizures and
epilepsy. Perhaps the most well-known example is in the case of absence epilepsy. This
form of epilepsy involves seizures that cause loss of consciousness often accompanied by
5

behavioral arrest, a blank stare, eye fluttering, or other hand and/or face twitching (Tenney
and Glauser, 2013). It was first demonstrated that stimulation of particular thalamic nuclei
of the cat could induce spike-and-wave activity in the cortex, an EEG pattern characteristic
of absence seizures (Tenney and Glauser, 2013). Subsequent work showed in both humans
and rodent models that absence-like spike-and-wave events clearly begin in the frontal or
somatosensory cortex before spreading to other cortical regions, and then ultimately
involving the thalamus (Crunelli and Leresche, 2002). After a vigorous debate about the
precise neural origins of absence seizures, the consensus view that has emerged is a union
of the two alternatives. Reciprocal connectivity between cortical and thalamic neurons
together mediates initiation and maintenance of absence seizures (Crunelli and Leresche,
2002; McCormick and Contreras, 2001; Snead, 1995; Tenney and Glauser, 2013). Thus,
no individual neuron, or even activity within an isolated region, seems capable of
generating these seizures. Instead, a distributed network is required.
The forms of E/I imbalance described above are just a sample of mechanistic
explanations of epilepsy. There are many more paths to E/I imbalance that were not
discussed, and importantly, there are many theoretical paths to seizure generation through
counterintuitive forms of E/I imbalance that will be discussed in the next section. This fact,
however, highlights an important caveat to the E/I imbalance theory of epilepsy. Because
the brain is thought to carry out normal function through dynamically balanced excitation
and inhibition (Buzsáki, 2006), any dysfunction of brain activity can be considered a
dysfunction of excitation and inhibition balance. Indeed, there is increasing recognition of
the need to move beyond this simple conception of E/I imbalance, and incorporate more
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nuanced views with more predictive power, such as the incorporation of temporal
relationships or structural connectivity (O’Donnell et al., 2017).
1.3. Computational Models of Epilepsy
Dealing with the complexity of many interconnected interacting parts, such as is
seen in the brain, is a perilously difficult endeavor. Some progress can be made through
the use of computational models. Computational models are critical aspects of modern
neuroscience. They allow us to access variables that are experimentally inaccessible. They
allow us to synthesize biophysical observations into mechanistic explanations. They allow
us to abstract away complex details and focus on the plausibility of simpler explanations.
They allow us to test the completeness of our explanations of biological processes. Finally,
they highlight the gaps in our knowledge and provide us with quantitative predictions for
components necessary to produce the observed phenomena.
In the case of epilepsy, one of the major subjects of computational modeling is how
E/I balance manifests, how it is maintained, and how it might be altered to produce seizures
(Lytton, 2008). In order to address this, several different types of models are employed.
Some of the simplest models are known as Wilson-Cowan or “neural mass” models. In
these models, populations of neurons are lumped together as “masses,” where the behavior
of a population is assumed to sum to a mean value of activity and is therefore modeled as
a single node (Lytton, 2008). In these cases, excitatory and inhibitory neurons are often
modeled as separate populations in order to consider their interactions, and the overall
activity of the excitatory and inhibitory nodes are then averaged together to create a model
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“EEG” signal. The parameters of the model can then be fit by matching features of the
model EEG to features of human EEGs.
In other cases, authors make use of more biophysically detailed models. These
models are more well-suited to addressing refined biological questions, such as how
manipulations of circuit architecture, changes in dendritic conductances, or alterations in
synaptic properties might affect the behavior of a network (Markram, 2006). While such
models are sometimes considered more appealing, particularly from a reductionist
perspective, they have numerous drawbacks. For example, biophysical models are much
more computationally intensive, are more sensitive to the choice of parameters and initial
conditions, and as a result require far more detailed prior knowledge of the properties being
incorporated (Lytton, 2008).
In one prominent example, Wendling and colleagues (2005) wanted to understand
how excitatory and inhibitory dynamics change during seizure onset. They developed a
Wilson-Cowan model wherein they divided inhibition into two subpopulations, one being
“fast” or “perisomatic” inhibition, and the other being “slow” or “dendritic” inhibition.
Next, they fit their mock-EEG signals to different epochs of EEGs taken from epileptic
patients to discern how model parameters changed between the interictal period, preseizure onset, seizure onset, and during the seizure. Their primary finding was that, while
excitatory activity and perisomatic inhibition ramp up in the lead up to the seizure, dendritic
inhibition peaks at pre-onset followed by a dramatic drop at the time of onset. Thus, they
concluded that the transition to an ictal state cannot be characterized by a simple model
with increased excitation and reduced inhibition. Instead, they suggest that time-varying
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properties of the interactions between excitatory and inhibitory neurons is responsible for
pushing the network into a seizure state.
Around the same time, van Drongelen and colleagues (2005) were developing a
more biophysically detailed model to try to explore other ways E/I imbalance might
manifest. They used multicompartmental neurons, which have separate interdependent
dendritic and somatic domains, and connected them based on known cortical connectivity.
They then applied independent scaling factors to both excitatory and inhibitory synaptic
currents, and classified network behavior across a range of synaptic scaling factors as either
desynchronized (Fig. 1A, right, D), irregular bursting (Fig. 1A, right, IB), oscillatory (Fig.
1A, right, O), or regular bursting (Fig. 1A, right, RB), noting that regular bursting most
closely resembled recorded seizures.
Of their major findings, two are particularly relevant here. First, regular bursting
activity only occurred in weakly connected networks, whereas highly connected networks
resulted in desynchronization or irregular bursting. Second, irregular bursting networks
could be induced to transition to oscillating, and then to regular bursting (reminiscent of

Figure 1 - Computational Models of Epilepsy.
A. Graph reproduced with permissions from van Drongelen and colleagues (2005). The x-axis shows the
excitatory synaptic scaling factor, and the y-axis shows the inhibitory synaptic scaling factor. Shaded areas
represent regions with particular kinds of activity, depicted to the right. The arrow shows the path to seizure
onset described by the authors, where decreasing excitatory scaling leads to seizure onset. B. Graph
reproduced with permissions from Jacob and colleagues (2019). The x-axis shows the quantity of
releasable glutamate, and the y-axis shows the propagation velocity of network events. At the low end of
releasable glutamate, events fail to propagate. At the high end, an interictal spike is produced. In the middle,
seizures can manifest in small-world networks.
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seizure onset) by dynamically reducing excitatory synaptic efficacy (Fig. 1A, left). The
authors then sought to validate this finding using experimental slice electrophysiology
recordings. Indeed, they found that sub-saturating concentrations of CNQX, which blocks
non-NMDA excitatory synaptic currents, was able to induce repetitive bursting, and
occasionally seizure-like events. Thus, the authors conclude that reduced excitation is yet
another perturbation of E/I balance capable of producing seizures (van Drongelen et al.,
2005).
In a more recent attempt to understand initiation of seizure-like activity in neural
networks, Jacob and colleagues (2019) developed a large-scale biophysically detailed
computational model of a hippocampal slice culture. Previous work, including both
examples described above, required arbitrary manipulation of model parameters to drive
their effects. Jacob and colleagues, however, wanted to understand mechanistically how
networks might transition between interictal and ictal states. Having used slice cultures for
many years as a model of ictogenesis, these authors developed a biophysically inspired
model of a hippocampal culture that could generate both normal spontaneous activity, as
well as seizure-like activity, similar to what they had observed in the ex vivo system. Their
simulated networks contained 10,000 integrate-and-fire neurons, 4% of which were
inhibitory, and they utilized a variety of connectivity algorithms to assess the impact of
network architecture on model behavior. Critically, they also incorporated short-term
synaptic plasticity in the form of limited synaptic resources. This large-scale, brute-force
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approach allowed them to characterize the activity of neural networks across broad
parameter spaces.
Their main finding from this model was that in “small-world” networks, as brain
networks are sometimes thought to be organized (Buzsáki, 2006), the transition from
normal to seizure-like activity occurred when synaptic resources were low, but not
exhausted (Fig. 1C). The authors reasoned that this occurred because when resources were
abundant, the relatively limited long-range connections were able to depolarize spatially
distant neurons, which led to a “network spike,” but not a sustained seizure. In contrast,
when synaptic resources were too low, events would rapidly extinguish due to impaired
excitatory synaptic transmission. When the conditions were just right, however, the limited
long-range connectivity was too weak to effectively transmit, while the relatively abundant
short-range connectivity was strong enough to elicit and sustain activity. This led to a feedforward sequence of short-range activations that would propagate through the network,
much like the seizure-like events they had observed in slice cultures. The major conclusion
of this study is that, at least in principle, synaptic resource availability in combination with
specific neural architecture may be a critical factor in seizure onset and maintenance.
1.4. Final Thoughts
With the sampling of biological and computational models described above, we
have attempted to emphasize that while much progress has been made in the last century
in understanding epilepsy, much remains unknown. The notion of seizures caused by E/I
balance is the dominant view, but precisely how that manifests is likely to be different for
almost every case. The modeling work described above highlights both complex and
counterintuitive manifestations of E/I imbalance, as well as the likely importance of
11

synaptic motifs and synaptic resources in the development of seizures. The work presented
in Chapters 4 and 5 of this dissertation focuses specifically on a biological model of EE
caused by variants of the Dnm1 gene, which is known to be critical in regulating synaptic
resources. As a result, Chapter 2 contains a detailed description of presynaptic function and
how synaptic resources are maintained, followed by Chapter 3, which contains a
description of dynamin function and the implication of DNM1 in epilepsy.
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CHAPTER 2: THE SYNAPSE
2.1. Quantal Theory
The story of our modern understanding of the synapse begins with the work of
Bernard Katz. Katz and his colleague, Paul Fatt, were studying the frog neuromuscular
junction using electrophysiology (Fatt and Katz, 1952). They noticed that spontaneous
fluctuations in membrane potential seemed to occur stochastically, and with a characteristic
shape (Fig. 2A). Intriguingly, subsequent work by del Castillo and Katz (1954) showed
that the amplitude of events evoked by stimulation came in multiples of the amplitude of
spontaneous events (Fig. 2B). In other words, spontaneous events all had a stereotypical
size. Evoked events, however, had a size that was some multiple of spontaneous events,
suggesting the evoked event was composed of many synchronous spontaneous events. This
led to the quantal hypothesis of synaptic transmission.
The quantal hypothesis proposes that synapses deliver electrical impulses in
“quanta,” or individual units of chemical neurotransmitter that can be released to stimulate
the postsynaptic target, and that this release is controlled by calcium (del Castillo and Katz,
1954). When two or more quanta are released at the same time, such as following electrical
stimulation of the nerve fiber, they sum linearly to have some multiple of the effect on the
postsynaptic target (del Castillo and Katz, 1954). The advent and application of electron
microscopy allowed for direct visualization of these quanta. Robertson (1956) found that
the presynaptic terminal contains many small membranous spheres known as “synaptic
vesicles” (SVs; Fig. 2C). These were thought to contain neurotransmitter, making them the
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Figure 2 - The synaptic vesicle cycle. A. Figure reproduced with permissions from Fatt and Katz (1952).
White traces show example “quanta” described from recordings of the neuromuscular endplate potential. B.
Histograms reproduced with permissions from de Castillo and Katz (1954) showing the distributions of
quantal event amplitudes (top) and stimulated event amplitudes normalized to quantal amplitude (bottom) to
show that stimulated events occur in multiples of quantal events. C. Electron microscopy image reproduced
with permissions from Robertson (1956). Image shows synaptic vesicles (v) in a motor nerve terminal. D.
Freeze fracture electron microscopy images reproduced with permissions from Heuser and colleagues
(1979). The top image shows prominent membrane proteins, as well as more subtle membrane bulging,
likely vesicles docked to the synaptic terminal. The bottom image shows pores in the membrane
immediately following electrical stimulation, demonstrating that vesicles fuse with the membrane. E.
Diagram of the synaptic vesicle cycle with an emphasis on endocytosis reproduced with permissions from
Chanaday and colleagues (2019). Vesicles are released by stimulation (left), and then recovered via
different modes of endocytosis (right) depending on whether stimulation frequency is low (top) or high
(bottom). Recovered vesicles are refilled with neurotransmitter and made release competent once again.

quantal units of the theory. How exactly the neurotransmitter was released, however, was
still a mystery.
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There were two main competing theories of neurotransmitter release (Jorgensen,
2017). One held that the SVs somehow fused with the membrane, causing them to release
their contents into the synaptic cleft. The other held that SVs simply extruded their contents
through pores in the membrane, similar to how ions move through membrane channels. It
wasn’t until the work of Heuser and Reese (1973) that these models were tested. Heuser
and Reese developed a new device that allowed them to flash-freeze neurons immediately
after stimulation, which preserved samples for subsequent EM observations (Heuser and
Reese, 1973). Previous fixation methods for EM did not give appropriate temporal
resolution, but Heuser and Reese’s method allowed them to fix the samples within
milliseconds of stimulation. Using their method, they were able to show that SVs indeed
fused with the membrane by observing “pore-like” structures in the membrane immediately
after stimulation (Fig. 2D). Additionally, they observed that endocytosis occurs in the same
region, suggesting that once the SV membrane material is added to the presynaptic
membrane, equivalent amounts of membrane material must be recovered (Heuser et al.,
1979). This recovered membrane material is then converted back into SVs, making it able
to be released again (Miller and Heuser, 1984). And thus, the notion of the synaptic vesicle
cycle (SVC) was born.
2.2. The Synaptic Vesicle Cycle
Since the works of Fatt, de Castillo, Katz, Heuser, and Reese, our understanding of
the nuances of the SVC, as well as the mechanisms that govern it, has grown tremendously.
Thorough reviews of the process, as well as the molecular components, have been written
by Sudhof (2004), Li and Kavalali (2017), Chanaday and colleagues (2019), and Gan and
Watanabe (2018). Some of the mechanisms and proteins involved vary depending on the
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model system, particularly in the case of mechanisms of endocytosis (Gan and Watanabe,
2018). Here, we will focus on rodent central excitatory synapses. A diagram of the SV
cycle, focusing on endocytosis, can be seen in Figure 2E.
The SVC begins in the first stage with SV docking. At this stage, interactions
between the SV-associated soluble NSF attachment receptor (SNARE) protein
synaptobrevin and the presynaptic membrane-associated SNARE proteins syntaxin and
SNAP-25 hold the SV in close proximity to the presynaptic membrane (Pevsner et al.,
1994; Südhof, 1995). SVs are then made ready for release in a process called “priming,”
which is thought to involve further interactions of the SNARE complexes with the SM
protein Munc18 (Rizo and Xu, 2015), as well as the binding of the calcium sensor,
synaptotagmin, and its cofactor, complexin, to the SNARE/SM complex (Südhof, 2013).
Once primed, SVs are ready to respond to an action potential (AP). AP-induced
depolarization causes nearby voltage-gated calcium channels to open, allowing calcium to
interact with synaptotagmin (Südhof, 2013). This induces a conformational change,
causing the fusion machinery to pull the SV into close proximity with the presynaptic
membrane (Südhof, 2013). The hydrophilic surfaces of the membranes destabilize each
other, causing the SV and cell membranes to become continuous and open the fusion pore
(Südhof, 2013).
Following fusion, the membrane material and SV proteins must be recovered to
maintain the structure and lipid composition of the presynaptic membrane (Cremona and
De Camilli, 1997). This is accomplished through guided diffusion of SV and fusion
proteins out of the active zone (Haucke et al., 2011), followed by various forms of
endocytosis (Gan and Watanabe, 2018). The most agreed upon and thoroughly
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characterized type is clathrin-mediated endocytosis (CME; Fig. 2E, top; Cremona and De
Camilli, 1997). In this case, the clathrin scaffold forms a coat around membrane
invaginations (Kavalali, 2006). The curvature caused by the invagination attracts a score
of BAR-domain containing proteins, such as members of the endophilin and sorting nexin
families of proteins (Ferguson et al., 2009). These BAR proteins recruit other endocytic
machinery, particularly dynamin proteins through interactions between BAR protein SH3
domains and dynamin proline-rich domains (Ferguson et al., 2009). Members of the
dynamin family oligomerize to form a helical collar around the junction of the forming
vesicle and the presynaptic membrane (Ferguson and De Camilli, 2012). Once the collar is
formed, interactions between dynamin monomers induce GTPase activity, conformational
change, and constriction within the collar (Ferguson and De Camilli, 2012). This
constriction induces membrane fission, and endocytosis completes through uncoating of
the newly internalized SV (Antonny et al., 2016; Südhof, 1995).
There are two other modes of endocytosis that have only recently been described.
The first is ultrafast endocytosis (Fig. 2E, top; Watanabe et al., 2013). This occurs at the
periactive zone only at physiological temperatures (Chanaday et al., 2019). Within 50 ms
of action potential arrival, a relatively large area of membrane (larger than areas consumed
by CME) invaginates in a clathrin-independent manner (Watanabe et al., 2013). It is
unclear if dynamin proteins are required for this to occur (Chanaday et al., 2019; Watanabe
et al., 2018). Following endocytosis, the newly formed endosome is further broken down
by clathrin and dynamin into standard SVs (Chanaday et al., 2019). The second type of
endocytosis is known as activity-dependent bulk endocytosis (ADBE; Fig. 2E, bottom;
Cousin, 2009). ADBE occurs after intense spiking (Cousin, 2009). It recovers the most
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membrane material of the known forms of presynaptic endocytosis, and is thought to be
necessary to ensure presynaptic integrity during high-frequency activity (Cousin, 2009;
Kononenko and Haucke, 2015). ADBE is known to be induced by calcium entry,
subsequent calcineurin activation and dynamin dephosphorylation, and actin dynamics, but
little else is known about the molecular interactions that allow it to occur (Cousin, 2009).
Following endocytosis, the so-called “bulk endosome” is broken down into SVs by clathrin
and dynamin (Kononenko and Haucke, 2015).
Once reformed, SVs must be refilled with neurotransmitters. This is accomplished
in a two step process. First, an electrochemical gradient between the SV lumen and the
presynaptic cytoplasm is established by the hydrogen pump vacuolar-type H+-ATPase
(vATPase), which uses energy from ATP hydrolysis to pump hydrogen ions into the SV
(Chanaday et al., 2019).

This gradient then allows neurotransmitter transporters to

function. For monoaminergic SVs, vesicular monoamine transporters (vMATs) exchange
hydrogen atoms for protonated amines (Blakely and Edwards, 2012). For GABAergic SVs,
the vesicular GABA transporter (vGAT) transports hydrogen ions outward coupled to
inward transport of both GABA and chloride ions (Juge et al., 2009). Finally, for
glutamatergic SVs, the vesicular glutamate transporters (vGLUTs) possess the capacity
for chloride conductance, which allows for chloride exchange with glutamate (Martineau
et al., 2017). Once refilled, the SVs are considered release-competent, and the cycle begins
again.
2.3. Synaptic Vesicle Pools
SVs are thought to be organized into pools in the presynaptic terminal. This idea
initially came from observations at the cat sympathetic ganglion that suggested there is a
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Figure 3 - Models of synaptic vesicle pools. A. Figure of competing models reproduced with permissions
from Kavalali (2006). The classical model (top) suggests SVs are functionally segregated in the presynaptic
terminal. A newer model (bottom) indicates SVs are intermixed, and their pool membership is determined
by their protein makup and release competence. B. Figure reproduced with permissions from Kaeser and
Regehr (2014). The top trace shows a simulated evoked PSC. The middle trace shows a deconvolution of
the top trace, showing the number of released SVs in a given time-bin and drawing a distinction between
synchronously released and asynchronously released SVs. The bottom trace depicts simulated
spontaneous PSCs.

“readily releasable” fraction of SVs that are depleted by high-frequency stimulation, as
well as a “non-readily releasable” fraction (Birks and MacIntosh, 1961). Later work
showed that inhibition of the protein synapsin with targeted antibodies led to dispersion of
the bulk of presynaptic SV clusters, but left behind those SVs juxtaposed to the membrane
(Pieribone et al., 1995). Thus, these two “pools” seemed to be held in place independently,
providing both physiological and physical evidence of independent groupings of SVs.
Precise terminology differs widely, but most classic models of SV organization rely
on three pools (Fig. 3A, top). The first pool, often known as the readily-releasable pool
(RRP), is the smallest pool, generally containing only a few SVs. These RRP SVs,
however, can be easily released upon stimulation (Rizzoli and Betz, 2005). The second
pool, sometimes called the recycling pool (RcP), requires higher frequency stimulation to
mobilize than the RRP, and is thought to comprise between 5-20% of the total presynaptic
SVs (Rizzoli and Betz, 2005). The third and largest pool is the reserve pool (RsP), which
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contains 80-90% of the presynaptic SVs and is generally thought to be mobilized only
during intense, possibly super-physiological stimulation (Rizzoli and Betz, 2005).
Interestingly, despite apparent functional segregation of SV pools, there is little evidence
for structural segregation (Rizzoli and Betz, 2005). While RRP SVs must be in close
proximity to the membrane, RcP and RsP SVs seem to freely intermix, giving rise to a
more nuanced view of presynaptic organization (Fig. 3A, bottom; Rizzoli and Betz, 2005).
The SV pools are well known to be held together by synapsin, and recent work suggests
this is accomplished through presynaptic liquid phase separation mediated by synapsins
and other presynaptic proteins (Milovanovic et al., 2018). This liquid-phase observation
explains why SVs are able to freely intermix, as well as why SV mobility increases in
response to activation of CaMKII and subsequent phosphorylation and dispersion of
synapsins.
More recent work has attempted to explore the molecular mechanisms governing
SV membership in various pools. However, the organizational scheme suggested by these
studies is somewhat different from that described above. Specifically, these studies have
drawn distinctions between populations of SVs that are synchronously released
immediately following an AP, SVs that are asynchronously released following an AP but
are not closely time-locked to AP arrival, and spontaneously released SVs that are released
in the absence of APs (Fig. 3B, Crawford and Kavalali, 2015). They further suggest that
SV membership in each of these pools is primarily determined by their complement of
vSNARE protein isoforms, and to a lesser extent to the presynaptic complement of
tSNARE isoforms, synaptotagmin isoforms, and other presynaptic proteins (Crawford and
Kavalali, 2015). For example, manipulation of the vSNARE synaptobrevin 2 strongly
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reduced evoked release, but has comparatively minor effects on asynchronous or
spontaneous release (Crawford and Kavalali, 2015). Similarly, manipulation of the
vSNARE VAMP4 strongly impacts asynchronous release, but leaves both synchronous
and spontaneous release relatively intact (Crawford and Kavalali, 2015).
Interestingly, these pools do not appear to be completely functionally distinct.
Afuwape and colleagues (2017) used a novel free-radical approach to protein inactivation
to show that, while synchronous and spontaneous pools of SVs appear distinct during low
frequency stimulation, higher frequencies of stimulation recruited primarily spontaneously
fusing SVs for evoked release. This suggests that, while there do seem to be SVs more
suited for a given mode of release, the lines between “types” of SVs are blurry (Cousin,
2017). These details are still ongoing lines of inquiry, and future work will undoubtedly
seek to clarify why spontaneously fusing SVs are “reluctant” to fuse following stimulation,
and why synchronously releasing SVs do not appear to contribute to spontaneous release.
As our knowledge of the impact of various presynaptic proteins on SV release
grows, it leads to natural questions about the sorting mechanisms regulating protein
distribution. In particular, the extent to which SV protein distribution is achieved through
active sorting mechanisms or passive diffusion is unknown. Some evidence indicates there
is selective trafficking of synaptotagmin 1, mediated by tyrosine, dileucine, or other motifs
(Santos et al., 2013; Voglmaier and Edwards, 2007). Similarly, VAMP2 is thought to be
not only important for SV docking, but also for fast endocytosis (Crawford and Kavalali,
2015). vMATs and vGLUTs depend on their dileucine-like motifs for endocytosis
(Voglmaier and Edwards, 2007). Interestingly, some evidence suggests vGLUTs interact
with endophilin under low-frequency stimulation conditions, targeting them for clathrin21

mediated endocytosis (Voglmaier and Edwards, 2007). Under high frequency conditions
the vGLUT-endophilin interaction does not occur, and vGLUTS instead interact with AP3
and are targeted to bulk endocytosis (Voglmaier and Edwards, 2007). Together, this
suggests that in principle SV proteins can be actively trafficked by sorting mechanisms,
and many SV proteins contain dileucine or tyrosine sequences necessary to interact with
endocytosis adaptor proteins like AP2 and AP3. However, the extent to which active and
passive mechanisms regulate endocytosis is still an open question.
2.4. Relevance to Disease
The genes implicated in the Epi4k consortium’s search for EE-associated genetic
variants span all levels of synaptic function described here (Epi4K Consortium and
Epilepsy Phenome/Genome Project, 2013; EuroEPINOMICS-RES Consortium et al.,
2014). Precisely why this is the case remains unclear, but it seems likely there may be some
convergence in modes of dysfunction within this population of genes. The extent to which
this is true, as well as the precise mechanisms of convergence, however, is still an open
question. Additionally, the precise phenotype may only manifest as a function of the
specific genetic variant as well as the entire genetic background of the individual. This
highlights the critical need for high-throughput screening methodologies that can assess
individual variants and genetic backgrounds, and ultimately make prescriptive
recommendations for how each individual ought to be treated (Niu and Parent, 2019). In
the next chapter, and through the rest of this dissertation, we describe our efforts to help
lay the foundation for such approaches. Our focus is on the DNM1 gene, and our work
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provides insight into potential mechanisms of pathogenesis, as well as strengths and
limitations of such high-throughput phenotyping approaches.
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CHAPTER 3: THE DNM1 GENE AND DYNAMIN-1
3.1. Dynamin Family Proteins
3.1.1. The core family and their structure
The study of the dynamin family of proteins began with the discovery of dynamin1 (Dyn1) as a protein that interacted with microtubules (Shpetner and Vallee, 1989). Since
then, two other major family proteins, dynamin-2 (Dyn2; Cook et al., 1994) and dynamin3 (Dyn3; Cook et al., 1996) have been discovered. Dyn2 is the most widely expressed
dynamin in the body, being present in every tissue type (Cao et al., 1998; Cook et al., 1994).
In contrast, while Dyn1 is also expressed throughout the body, it is expressed at levels that
are many orders of magnitude higher in the brain (Schmid, 2017). Similarly, Dyn3 is
expressed primarily in the brain and testis (Cao et al., 1998; Ferguson and De Camilli,
2012).
All three dynamins are structurally similar. They share considerable sequence
similarity (Fig. 4E), and all dynamins have the same domain structure, with an N-terminus
GTPase domain, “middle” or “neck” domain, a pleckstrin homology (PH) domain for
interaction with the membrane, a GTPase effector domain (GED) that modifies the activity
of adjacent GTPase domains, and a C-terminus proline-rich domain (PRD) that mediates
protein-protein interactions (Fig. 4A, Ferguson and De Camilli, 2012). Most of their
sequence differences are localized to their PRDs (Fig. 4E), suggesting differences in
protein-protein interactions (Ferguson and De Camilli, 2012). Additionally, all three
dynamins are known to be alternatively spliced, giving rise to two Dyn2 variants, eight
Dyn1 variants, and thirteen Dyn3 variants (Cao et al., 1998). Together, this suggests there
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Figure 4 - Dynamin structure and function. A-C. Figures reproduced with permissions from Ferguson and
De Camilli (2012). A. Domains (top) and crystalline structure (bottom) of the dynamin-1 (Dyn1) protein. B.
Diagrams depicting interactions and conformational changes of Dyn1 monomers (top) as well as the
polymerized structure (bottom). C. Diagrams depicting the sequence of events from dynamin assembly (left)
through to SV fission (right). D. Figure reproduced with permissions from Sever and colleagues (2000). Each
box shows a different possible model of dynamin function. E. Sequence homology of dynamin variants. The
top image displays the domain structure on the protein, with each amino acid color coded as the same
across all three dynamins (blue), different across all three (red), or same in two of the three (purple). The
bottom image depicts the relative sequence similarity, calculated as the average fraction of amino acids that
are the same across the three isoforms from each domain.

is great diversity in dynamin isoform localization and function, but most of this diversity
remains to be characterized.
3.1.2. Models of Dynamin Function
Precisely how dynamin proteins function is still unclear, but a few very closely
related models have emerged. Most models are in agreement that dynamin’s role in
endocytosis occurs at the membrane fission stage. In particular, dynamins self-assemble
into helical collars at the base, or “neck,” of endocytic structures (Fig. 4B, 4C, Ferguson
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and De Camilli, 2012). Interestingly, this self-assembly has been observed at several
narrow, negatively charged structures, including microtubules, actin bundles, and
membrane tubules (Ferguson and De Camilli, 2012; Shpetner and Vallee, 1989).
Polymerization of the dynamin helix occurs through interactions between the middle
domains of dynamin monomers, which then brings the GTPase and GED domains of
adjacent rungs into close proximity thereby boosting GTPase activity (Ferguson and De
Camilli, 2012).
In general, dynamins are widely thought to use energy from GTP hydrolysis to
catalyze membrane fission, but precisely how fission occurs is still a matter of debate
(Antonny et al., 2016; Sever et al., 2000). Several possibilities are summarized in Figure
4D, and we will address a few of the more common models here. In this simplest model,
sometimes referred to as the “pinchase” or “molecular rachet” model (Fig. 4D4), dynamin
pinches the endocytic body free like a molecular ratchet progressively constricting the SV
neck (Kozlov, 1999). However, in vitro studies have found that dynamin constriction alone
may not be sufficient to cause membrane fission. For example, the K44A mutant version
of Dyn1 lacks GTPase capacity and stalls endocytosis, and yet it forms “super-constricted”
dynamin helices, with a narrower inner circumference than wild-type Dyn1 (Antonny et
al., 2016). This led to the proposal of the “molecular garrote” model, wherein the dynamin
proteins both constrict and twist, and this twisting motion then provides additional force
that is lacking in the K44A mutants (Fig 4D1, Sever et al., 2000). However, these pinchase
models, where dynamin solely and independently cuts the membrane, are incompatible
with observations that endocytosis rate is dependent on membrane tension (Roux et al.,
2006) and appears to occur stochastically (Balaji and Ryan, 2007; Shnyrova et al., 2013).
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Additionally, some evidence suggests dynamin coat disassembly may be necessary for
fission to occur (Morlot et al., 2012).
Two alternative models have emerged from these observations. The first is a “twostage” model, which reconciles the need for dynamin constriction with the need for
dynamin disassembly by suggesting these events occur at separate stages (Antonny et al.,
2016). This model suggests the dynamin helix may stabilize the membrane it contacts. It’s
constriction brings the membrane into a super-constricted conformation, and its subsequent
disassembly destabilizes the membrane and allows fission to complete (Antonny et al.,
2016). The second model rejects the idea that dynamins provide mechanical force at all,
instead suggesting it functions as a regulatory GTPase (Fig. 4D5). In this model, dynamin
may act as a measuring device to assess the diameter of the vesicle neck, waiting for the
appropriate time to disassemble and allow heretofore unidentified fission machinery to
release the vesicle from the membrane (Sever et al., 2000). Determining which of these
models is more likely is still an active area of inquiry. What is clear, however, is that
dynamins are involved in facilitating endocytosis primarily through there action in the
moments leading up to membrane fission.
3.1.3. Divergence and convergence in dynamin behavior
While all three dynamins are thought to broadly conform to the sequence of events
described in the previous section, there are some notable behavioral differences between
isoforms. For example, one study by Srinivasan and colleagues (2018) found that Dyn2
builds up slowly at the neck during clathrin-coated pit (CCP) formation, and rapidly
disassembles upon membrane fission. Dyn1, on the other hand, appears quite early in the
CCP formation process, and remains at a sustained level until fission. Thus, the authors
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suggested that Dyn1 may play a role in the generation of membrane curvature alongside
BAR proteins, whereas Dyn2 simply facilitates fission.
Within individual proteins, there is still diversity that is achieved through
alternative splicing. For example, in a study by Krishnan and colleagues (2015), the SH3
domains of various known Dyn1-interacting proteins were assessed for their ability to
stimulate GTPase activity in both Dyn1a and Dyn1b, two splice variants defined by
different middle-domain exons, in an in vitro ELIPA assay. Interestingly, they found that
Dyn1b had a higher GTPase rate than Dyn1a when treated with almost every SH3
interaction domain, with the notable exception of Endophilin-1, which had a greater effect
on Dyn1a. While there are many caveats to this study, including the fact that they treated
dynamin proteins with SH3 domains instead of full-length interacting proteins, as well as
the fact that none of the work occurred in cell lines, it nonetheless demonstrates that
different dynamin isoforms have different properties. In particular, they may have different
interaction strengths with partner proteins, different GTP hydrolysis rates, and even
different endocytosis rates. This functional diversity likely allows for many levels of
regulation of endocytosis across contexts, but the details of this diversity remain unknown.
There is also convergence among dynamin isoform functions. For example, several
studies have reported that knockout of either Dnm1 or Dnm3 alone has negligible impact
on neuronal endocytosis, whereas knockout of Dnm1 and Dnm3 together strongly impacts
endocytosis, suggesting overlapping functions (Armbruster et al., 2013; Raimondi et al.,
2011). Interestingly, when Dnm2 is knocked out with either Dnm1 or Dnm3 it does not
appear to affect endocytosis, but dynamin triple-knockout neurons fail to survive (Wu et
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al., 2014), suggesting at least one functional dynamin isoform is necessary for neuronal
survival.
3.2. Dynamin-1 at the Synapse
Because the Dyn1 protein was originally detected solely in the brain (Cao et al.,
1998), it was similarly believed to have a brain-specific function. Subsequent work has
found that expression of the Dnm1 gene is more widely distributed than previously thought,
but it is present in the brain at levels that are orders of magnitude higher than anywhere
else in the body (Schmid, 2017). Thus, while it may have some “universal” roles, its
function in the brain is its most prominent.
Dyn1 plays an activity-dependent role in SV endocytosis at the presynaptic
terminal. In particular, early reports showed that Dnm1 knockout neurons had larger
quantal size, reduced synaptic efficacy, and impaired recovery from high-frequency
stimulation (Ferguson et al., 2007). EM experiments showed larger SVs, as well as tubular,
branching networks with CCPs budding off of them (Hayashi et al., 2008), supporting a
role for Dyn1 in membrane fission of CCPs. Experiments by Ferguson and colleagues
(2007) measuring SV endocytosis with the SypHy indicator found that neurons lacking
Dnm1 were still able to endocytose SVs, albeit at a slower rate. Additionally, the
endocytosis rate was only appreciably affected when stimulation frequency was
approximately 10 Hz. Lower frequency-stimulation did not produce significant effects, and
higher frequency stimulation seemed to lead to saturation of endocytosis mechanisms
which masked any impact of Dnm1 loss.
A plausible explanation for the activity-dependence of Dnm1-mediated endocytosis
is its mechanisms of regulation. Dyn1 is regulated by both Gsk3ꞵ and calcineurin. In
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general, Gsk3ꞵ is thought to inhibit Dyn1, whereas calcineurin activates it (Reis et al.,
2015). However, Clayton and colleagues (2010) showed that the phosphorylation state of
Dyn1 governed its involvement in different forms of endocytosis. Specifically, they found
that Dyn1 phosphorylation by Gsk3ꞵ at its S774 site mediates its interaction with syndapin,
which is essential for initiation of activity-dependent bulk endocytosis (ADBE).
Importantly, they found that Dyn1 needs to be rephosphorylated between each round of
synaptic activity in order to carry out its role in ADBE. This requires a more nuanced
model, wherein Dyn1 is activated by calcineurin activity, at which point it is in an inactive
state and must be reactivated by Gsk3ꞵ phosphorylation. In agreement with this model,
both phosphomimetic and phosphodeficient variants of Dnm1 prevented activitydependent acceleration of endocytosis in cultured neurons (Armbruster et al., 2013).
While the model described above is appealing, it is not free of caveats. For example,
Lou and colleagues (2008) reported a selective saturation of slow endocytosis at the Calyx
of Held in Dnm1 conditional KO mice, while fast forms, such as ADBE, were unaffected.
Additionally, early EMs from cultured Dnm1 KO neurons found many large endosomal
structures, similar to bulk endosomes produced by ADBE (Hayashi et al., 2008). These
observations suggest two possibilities that are not mutually exclusive. The first is that
different types of synapses and different contexts may exhibit unique forms of endocytic
regulation. This would explain why some studies suggest loss of Dyn1 causes defects in
ADBE, while others suggest ADBE is preserved. This would also explain observations
suggesting inhibition is disproportionately affected by Dnm1 loss (Ferguson et al., 2007;
Hayashi et al., 2008). The second possibility is that there is a yet uncharacterized form of
bulk endocytosis that appears to be enhanced in neurons lacking Dnm1 and Dnm3 (Wu et
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al., 2014). This form is also initially independent of clathrin, and SVs can be reformed from
the endosomes without clathrin as well, but most of the details of this mode of endocytosis
are still unknown.
3.3. Dynamin-1 in Epilepsy
The first observation linking human DNM1 to disease came in 2014. The Epi4k
consortium had previously applied whole-exome sequencing methods to identify new
genes mutated in children with epileptic encephalopathies (EEs; Epi4K Consortium and
Epilepsy Phenome/Genome Project, 2013). Shortly thereafter, they merged their dataset
with that of the European EuroEPINOMICS consortium to increase their sample size. In
doing so, they were able to establish DNM1 as a gene that is mutated de novo in children
with EE (EuroEPINOMICS-RES Consortium et al., 2014). The clinical characteristics of
children with DNM1-encephalopathy were described by von Spiczak and colleagues
(2017). Children with pathological DNM1 variants have severe seizures that begin around
7 months of age. Developmental delay generally begins in the first year of life, often before
seizure onset. In some cases, cerebral atrophy or defects in myelination of the corpus
callosum can be seen on MRI scans by two years of age, suggesting children with DNM1
variants undergo progressive degeneration. These children generally present with Infantile
Spasms as determined by hypsarrhythmia on EEG. This progresses to generalized tonic-
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Figure 5 - The Dnm1Ftfl variant causes seizures and death. A. Image reproduced with permission from
Asinof and colleagues (2015). Diagram depicts the domain structure of the Dyn1 protein. Each black
arrow/label denotes a mutation in the human DNM1 gene associated with EE. The red variant, A408T,
denotes the location of the Fitful variant. The exon schematic below indicates the Fitful variant is contained
in the alternatively spliced exon 10a. B-D. Figures reproduced with permission from Boumil and colleagues
(2010). B. Western blots to detect Dyn1 in homozygous Fitful (left) and wild-type (right) mice. EDC
treatment reveals a stark reduction in Dyn1 tetramerization in Fitful brains relative to wild-type brains. C.
Expression of GFP-tagged Dyn1 in COS7 cells. Normal dynamin (left) is distributed throughout the cell,
while the Fitful variant (right) causes Dyn1 to aggregate abnormally. D. Patch clamp recordings from Layer 5
pyramidal neurons during 10 Hz field stimulation in the presence of DNQX and kynurenic acid from wildtype (black) and Fitful (red) mice. Inhibition in Fitful brains seems to decay faster than in wild-type (right). E.
Figure reproduced with permission from Asinof and colleagues (2015). Survival curves for Dnm1Ftfl/Flox mice
crossed with different Cre-expressing mouse lines. Cre-mediated excision of the wild-type Dnm1 in
interneurons leads to death, whereas expression in Emx1+ excitatory neurons does not.

clonic seizures, and in some cases absence seizures. Spike-and-wave discharges were also
relatively common. The vast majority of these children’s seizures are refractory.
Interestingly, at the time of its discovery as a seizure-causing gene in humans,
Dnm1 was already known to cause seizures when mutated in mice. Boumil and colleagues
(2010) identified a single nucleotide polymorphism that gave rise to a missense mutation,
substituting a tyrosine for alanine at amino acid 408 (A408T), which they termed “Fitful”.
This Fitful mutation occurs in the middle domain of the protein (Fig. 5A), which is involved
in protein oligomerization. Alternative splicing of Dnm1 at exon 10 gives rise to Dnm1a
and Dnm1b isoforms, and the Fitful variant occurs only in the Dnm1a version (Fig. 5A).
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Consistent with a function of the middle domain in Dyn1 assembly, the Fitful mutation
impairs higher order oligomerization of the Dyn1a protein (Fig. 5B).
In a COS-7 cell line, Boumil and colleagues (2010) showed altered localization of
the Fitful protein relative to wild-type versions of Dnm1a (Fig. 5C). Additionally,
transferrin trafficking was altered by the Fitful variant, suggesting it does indeed impact
endocytosis in cells. Follow-up EM in brain slices from Fitful mice and littermate controls
revealed fewer SVs that were more variable in size, and were skewed toward a larger size
(Dhindsa et al., 2015), consistent with reports from Dnm1 knockout experiments (Ferguson
et al., 2007). In contrast to the knockout experiments, however, the Fitful variant did not
appear to cause the formation of the large tubular endocytic structures (Dhindsa et al.,
2015; Hayashi et al., 2008), suggesting endocytosis is not similarly stalled, but is at least
similarly dysregulated.
Electrophysiology in brain slices obtained from Fitful mice showed that the kinetics
of mIPSCs were slower (Boumil et al., 2010). Further, they found that prolonged 10 Hz
field stimulation led to greater inhibitory synaptic depression in Fitful brains (Fig. 5D), and
inhibitory synapses were slower to recover from this as well (Boumil et al., 2010). In light
of these observations, a model was proposed wherein the Fitful variant causes seizures by
disproportionately impacting inhibitory neurons, leading to a failure of inhibition and
runaway excitation.
Subsequent studies supported this model. In particular, Asinof and colleagues
(2015) developed mice in which one copy of the Dnm1 gene harbored the Fitful mutation,
while the other copy was floxed to allow for Cre-mediated excision. They crossed these
mice into mouse lines expressing Cre under the control of a variety of different promoters.
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In doing so, they found that when the wild-type allele was deleted in excitatory neurons,
the mice were viable and fertile. In contrast, when the wild-type allele was deleted in any
subclass of inhibitory neurons, the mice had seizures and died (Fig. 5E). Thus, they
concluded that expression of the Fitful variant in inhibitory neurons was detrimental to the
animal’s survival, consistent with the model of failing inhibition. Importantly, a follow-up
study revealed that absence of the Dnm1a isoform did not cause any of these issues (Asinof
et al., 2016), suggesting the presence of the Fitful variant, not absence of Dnm1a, is
deleterious.
3.4. Motivation and goals of this dissertation
The work described above has several limitations that leave us with an incomplete
understanding of DNM1-encephalopathies. First, the degree to which Dnm1 mutation is
similar to Dnm1 KO is unclear. For example, while there are similarities, such as
dysregulation of SV size, there are also differences, including a lack of branching tubular
networks in Fitful EMs, as well as a lack of change in quantal size in Fitful recordings. It
is unclear if these divergences are a result of different model systems (much of the Dnm1
KO work has occurred in cultured neurons, while much of the Fitful work occurred in
mouse brains). This knowledge is critical to understanding how Dnm1 mutation causes
seizures, as this seems to be a fundamental difference between knockout and mutation
(Boumil et al., 2010).
Second, the behavior of excitatory synapses, and comparison with inhibitory
synapses in the context of the Fitful variant is unknown. For the reasons described in
Section 3.2., there is some indication that the function of Dnm1, and therefore the
consequences of its mutation, differ depending on the cell type or synapse under study.
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Thus, it is unclear if the findings that inhibitory dysfunction is responsible for seizures is
true because Dnm1 plays a distinct role at inhibitory synapses, or if the role of inhibition
in maintaining E/I balance is more susceptible to perturbations of inhibitory SV supply
than excitatory SV supply.
In order to address these questions, we made use of the Fitful mouse model of
DNM1-encephalopathy. We set out to understand how the Fitful variant impacts synaptic
properties. In order to gain more efficient access to synaptic motifs, and to ensure our
results were comparable to those obtained from Dnm1 KO neurons, we made use of a
cortical cell culture model. This provided us with higher throughput access to synaptic
connections, and allowed us to characterize synaptic function and network development in
a more limited, tightly controlled model system.
The work contained in Chapter 4 covers our characterization of the four fast
synaptic motifs present in cortical cultures. Here, we tested our primary hypothesis, that
inhibitory synaptic transmission is disproportionately affected by the Fitful variant. In
Chapter 5, we follow on our synaptic observations by assessing how they manifest in a
network setting. We further address neurodegeneration, which was a prominent feature in
the later stages of development in our model. Finally, in Chapter 6, we discuss the relevance
of our findings as they related to Dnm1 KO as well as the possibility that the Fitful variant
impairs culture development. We conclude by discussing open questions and future
directions to shed light on the link between Dnm1 mutation and epilepsy.
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CHAPTER 4: SYNAPTIC CHARACTERIZATION OF THE FITFUL
MUTATION
4.1. Introduction
As discussed in Chapter 1, epilepsy is known to be associated with synaptic
abnormalities. Epileptic encephalopathies (EEs) in particular have been associated with
insults to synaptic function, as over half of EE-associated genetic variants occur in synaptic
genes (EuroEPINOMICS-RES Consortium et al., 2014). Because the Dnm1 gene is
associated with EE and has a well-known synaptic function, we wanted to perform a more
detailed characterization of synaptic alterations following Dnm1 mutation. In particular,
previous work suggested inhibition may be disproportionately impacted (Asinof et al.,
2015). In order to address this, we performed both single and paired patch clamp recordings
from cultured cortical neurons. Cortical neurons can be broadly categorized as excitatory
or inhibitory, giving rise to four fast synaptic motifs: excitation of excitation (E-E),
inhibition of inhibition (I-I), and mixed motifs (E-I, and I-E). We recorded mPSCs to assess
quantal properties, performed immunostaining to assess synapse number, and recorded
evoked PSCs (ePSCs) to assess how these two factors manifest in synaptic function. We
then used a linear modeling approach to test the effect of the Fitful variant, as well as to
assess how the variant may interact with pre- and postsynaptic neuronal identity. Finally,
we assessed the ability of inhibitory synapses to sustain synaptic tone onto excitatory
neurons during higher frequencies of stimulation.
4.2. Materials and Methods
Mice and Cell Culture. Dnm1Ftfl (Fitful) mice have been previously described
(Boumil et al., 2010). All animal housing and care was in compliance with the National
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Institutes of Health Guide for the care and use of laboratory animals. All animal procedures
were performed in accordance with the University of Vermont animal care committee’s
regulations.
Astrocyte culture preparation began with coating of 33 mm diameter coverslips in
a collagen and poly-D-lysine solution. Astrocytes derived from cerebral cortices of wildtype mice were plated onto these coverslips and allowed to achieve confluence, typically
around 1 week. For primary neuron cultures, cerebral cortices of homozygous Fitful mice
and homozygous wild-type littermate controls were microdissected from postnatal day 01 mice of both sexes. Cortices were then digested with papain (Worthington) for 60 min
and dissociated into cell suspensions. Neurons were then plated at a density of 2.5 x 105
neurons per well in 6-well plates containing Neurobasal-A medium (NBA, Thermo Fisher
Scientific) supplemented with B-27 and Glutamax (Invitrogen). For patch clamp
experiments, each well was treated with one of either 1 μL of rAAV8-CaMKIIa-eGFP
(UNC Vector Core) or 0.3 μL of pAAV8-mDlx-NL8-mRuby2 (Addgene) to allow for
targeted patch-clamp of specific motifs.
Electrophysiology. Whole-cell voltage-clamp recordings were performed with a
patch-clamp amplifier (MultiClamp 700B amplifier; Molecular Devices) controlled by
Clampex 10.7 (Molecular Devices, pClamp). Data were acquired at 10 kHz and low-pass
filtered at 4 kHz. Series resistance was compensated at 70% and only cells with series
resistance of less than 20 MΩ and stable holding currents of less than 500 pA were
analyzed. Pipette resistance was between 2-5 MΩ. Extracellular solution contained (in
mM): 140 NaCl, 2.4 KCl, 10 HEPES, 10 glucose, 4 MgCl2, and 2 CaCl2, pH 7.3 (300
mOsm). Internal solution contained: 136 mM KCl, 17.8 mM HEPES, 1 mM EGTA, 0.6
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mM MgCl2,4mM ATP, 0.3 mM GTP, 12 mM creatine phosphate, and 50 U/mL
phosphocreatine kinase. Because of these concentrations, the chloride reversal potential
allowed for detection of GABAergic synaptic responses as inward currents. All
experiments were performed at room temperature (22℃-23℃). Recordings were taken
from both Fitful and wild-type neurons on the same day (day 11-16 in vitro). In voltageclamp experiments, neurons were held at -70 mV.
For paired recordings, two nearby neurons were selected on the basis of the motif
being targeted and the fluorescence of the neurons (for example, in experiments where the
I-E motif was targeted and the rAAV8-CaMKIIa-eGFP virus was used, one eGFP+ neuron
and one eGFP- neuron were assessed). Action potentials were evoked via 2 ms somatic
depolarization to 0 mV at a rate of 0.1 Hz to assess baseline evoked EPSCs and IPSCs.
From connected pairs, the neurotransmitter profile was assessed by a combination of decay
time and application of either kynurenic acid (3 mM; Kyn; Tocris) or NBQX (10 μm,
Tocris) to block excitatory synaptic currents, or bicuculline (20 μM; Bic; Tocris) to block
inhibitory synaptic currents. The size of the readily-releasable pool was assessed as
previously described (Kaeser and Regehr, 2017). In brief, 100 Hz stimulation was applied
to presynaptic inhibitory neurons. The postsynaptic response was integrated from baseline,
and this integrated charge was plotted as a cumulative sum across stimuli. A line was fit to
the linear phase of the corresponding cumulative charge plot and extrapolated back to the
Y-axis. The y-intercept was then used as an estimate of the amount of charge contained in
the RRP. The charge evoked by the first stimulus was divided by the charge contained in
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the RRP to obtain the release probability. All analyses were carried out using Stimfit
(Guzman et al., 2014).
Miniature event detection. Miniature postsynaptic currents were recorded from
individual neurons for 60-120 s in either 3mM Kyn or 20 µM Bic, as well as 500 nM
tetrodotoxin (TTX; Tocris) to block action potential generated synaptic events. For each
cell, data were filtered at 1 kHz and analyzed using an optimally scaled sliding templatebased detection algorithm (Clements and Bekkers, 1997) implemented in Stimfit analysis
software (Guzman et al., 2014). Briefly, for each recording a large and well-isolated event
was manually identified and fit with a biexponential function as an initial template. This
template was then used to detect several clear events using a high detection threshold (~10
arbitrary units), which were averaged together to create a secondary template. The
secondary template was then used with a low detection threshold (4 arbitrary units). Events
detected with the secondary template were baselined and averaged together and mPSC
parameters (e.g. amplitude and decay) were taken from this single mean event for each
neuron.
Immunocytochemistry. Neurons were patch clamped using a modified internal
solution containing 0.2% Biocytin (Sigma). Following recording, coverslips were
transferred directly into 4% PFA for 30 minutes, washed with PBS three times for 5
minutes each, and then stored at 4℃ in PBS 1-5 days. Coverslips were then placed in a
blocking solution (10% NGS, 0.1% Triton X-100, and PBS) for 1 h at room temperature.
Primary antibodies suspended in blocking solution were applied to coverslips overnight at
4℃. Primary antibodies used were vGlut1 (mouse monoclonal, 1:5000 dilution, Synaptic
Systems, catalog #135011), and vGAT (guinea pig polyclonal, 1:5000 dilution, Synaptic
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Systems, catalog #131004). Following primary antibody application, coverslips were
washed three times with PBS and then secondary antibodies suspended in PBS were
applied for 1 h at room temperature. Secondary antibodies were AlexaFluor 488 goat antimouse (Invitrogen, 1:1000 dilution, used with the pAAV8-mDlx-NL8-mRuby2 virus),
AlexaFluor 594 goat anti-mouse (Invitrogen, 1:1000 dilution, used with the rAAV8CaMKIIa-eGFP virus), AlexaFluor 647 goat anti-guinea pig (Invitrogen, 1:1000 dilution),
and AlexaFluor 405 Streptavidin (Invitrogen, 1:1000 dilution). Coverslips were then rinsed
three times in PBS, and mounted to slides with Prolong Gold Antifade (Invitrogen).
Synapse imaging and analysis. Images (1024 X 1024 pixels) were obtained using a
Nikon Ti-E Inverted Microscope with C2 Confocal using a 60x oil-immersion objective
lense. Images were acquired with equal exposure times in stacks of 8-12 images obtained
with 2x frame averaging to reduce background noise. Stacks were processed in Fiji
software (Schindelin et al., 2012) to make maximum intensity projections. Synapses were
then counted and cell area estimated using maximum intensity projections in the automated
Intellicount software (Fantuzzo et al., 2017).
Statistics. Standard statistical analyses were performed using IBM SPSS version
26. Statistical significance was assessed using generalized estimating equations (GEE).
Cultures were assigned unique identifiers and were used as the subject variable. For
electrophysiological and fluorescence imaging assays either genotype alone or genotype
and motif were used as model factors, and we used an exchangeable correlation matrix,
model-based estimator, and modeled the data as gamma distributed with log link. Bayesian
parameter estimation was performed in Python using the PyMC3 package. For all
parameters, the same weakly-informative prior distributions were used for both wild-type
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and Fitful groups. Posterior distributions were estimated using a Markov Chain Monte
Carlo approach with the No-U-Turn sampler for 7000 samples. The first 2000 samples
were discarded as the burn-in period.
4.3. Results
4.3.1. mPSC frequency is reduced, and size is increased by the Fitful variant
To study the synaptic effects of Dnm1Ftfl, we made cortical cultures from postnatal
day 1 (P1) homozygous Dnm1Ftfl/Ftfl (Fitful) mice and wild-type littermate controls.
Cultures were then allowed to develop until day in vitro 11 (DIV11), at which point we
performed voltage clamp recordings to assess synaptic properties. For statistical analysis
of the effect of the Fitful variant on the four main synaptic motifs (Fig. 6A1), we used
Generalized Estimating Equations (GEE, see Methods). Presynaptic neurotransmitter,
postsynaptic neuron type, and genotype were the factors, and a full-factorial analysis was
run to assess how presynaptic neurotransmitter, postsynaptic neuron type, and genotype
impact the parameters independently, as well as assess whether genotype interacts with
pre- or postsynaptic neuron type to produce its effects. For example, if the Fitful variant
affected all synapses similarly, we would expect to see a statistically significant main effect
of genotype with no significant interactions involving genotype. Alternatively, if the Fitful
variant were to exclusively affect either excitatory or inhibitory synapses, we would expect
to observe a statistically significant interaction between genotype and presynaptic
neurotransmitter. Similarly, if the Fitful variant impacted only one motif, we would expect
a statistically significant three-way interaction between presynaptic neurotransmitter,
postsynaptic neuron type, and genotype. In each of these interaction cases, post-hoc
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Figure 6 - Miniature PSC frequency is reduced, and size is increased by the Fitful variant.
A1, Diagram of the four motifs under study. Color scheme shown here is used throughout the paper. A2-A4,
Model effects from generalized estimating equations assessing each parameter of interest. B1,
Representative mEPSC recordings from wild-type (black) and Fitful (green) excitatory neurons. B2-B4,
Boxplots comparing amplitude, decay, and frequency of mEPSCs in wild-type (white, N=2, n=27) and Fitful
(green, N=2, n=31) neurons. Boxes define the range, median, and IQR of the distribution. Fliers are neurons
falling >1.5x of the IQR. C1, Representative mEPSC recordings from wild-type (black) and Fitful (blue)
inhibitory neurons. C2-C4, Boxplots comparing amplitude, decay, and frequency of mEPSCs in wild-type
(white, N=2, n=23) and Fitful (green, N=2, n=23) neurons. Boxes define the range, median, and IQR of the
distribution. Fliers are neurons falling >1.5x of the IQR. D1, Representative mIPSC recordings from wild-type
(black) and Fitful (orange) excitatory neurons. D2-D4, Boxplots comparing amplitude, decay, and frequency
of mIPSCs in wild-type (white, N=2, n=27) and Fitful (orange, N=2, n=29) neurons. Boxes define the range,
median, and IQR of the distribution. Fliers are neurons falling >1.5x of the IQR. E1, Representative mIPSC
recordings from wild-type (black, N=2, n=23) and Fitful (red, N=2, n=24) inhibitory neurons. E2-E4, Boxplots
comparing amplitude, charge, decay, and frequency of mIPSCs in wild-type (white) and Fitful (red) neurons.
Boxes define the range, median, and IQR of the distribution. Fliers are neurons falling >1.5x of the IQR. *:
Pairwise comparison p<0.05

pairwise comparisons between motifs would then reveal which neurotransmitter or motif
was affected.
First, we analyzed mPSCs by voltage clamping either excitatory or inhibitory
neurons at -70 mV and applying tetrodotoxin (TTX) and bicuculline to isolate mEPSCs
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(Fig. 6B1, C1), or TTX and either kynurenic acid or NBQX to isolate mIPSCs (Fig. 6D1,
E1). mPSC amplitude was significantly increased in Fitful neurons, as evidenced by a
significant main effect of genotype in the GEE (Fig 6A2), as well as significant pairwise
comparisons at each motif (Fig. 6B2, C2, D2, E2). Additionally, mPSC decay time was
longer for Fitful synapses at all four motifs as evidenced by a significant model effect of
genotype and no interactions (Fig 6A3). Only the I-E motif reached the pairwise
significance threshold (Fig. 6D3). Finally, mPSC frequency was reduced in Fitful cultures,
as supported by a significant effect of genotype with no interactions (Fig. 6A4). These
results are similar to findings in Dnm1/3 DKO neurons (Lou et al., 2012), and consistent
with previous reports of reduced SV number but increased SV size in Fitful brains (Dhindsa
et al., 2015). Taken together it suggests the impact of the Fitful variant is similar to both
Dnm1 KO and Dnm1/3 DKO, providing support for the notion that Dnm1Ftfl is a loss of
function variant that interferes with the function of other dynamin isoforms.
4.3.2. Reduced synapse number accounts for changes in mPSC frequency
Previous research suggests that Dnm1 KO or Dnm1/3 DKO reduces SV number.
However, other reports suggested that Dnm1/3 DKO may alter the process of synapse
formation. To assess this for Fitful neurons, we immunostained a subset of recorded
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Figure 7 - Synapse number is reduced by the Fitful variant and accounts for reduced mPSC
frequency.
A, Images of biocytin-filled neurons (magenta) immunostained for vGlut1 (cyan), and vGAT (yellow). The top
row shows representative excitatory neurons, and the bottom row shows representative inhibitory neurons.
The left column shows representative wild-type neurons, and the right column shows representative Fitful
neurons. B1-B3, Model effects tested using generalized estimating equations. C, Scatterplot showing
excitatory synapse count (x-axis) and inhibitory synapse count (y-axis) onto excitatory neurons. Each dot
represents an individual wild-type (black, N=2, n=11) or Fitful (chartreuse, N=2, n=15) neuron. Marginal
boxplots define the median, IQR, and range along their respective axes. D, Plots showing synapse density
(synapses per unit area) for the E-E (top) and I-E (bottom) motifs. Wild-type swarm and box plots are in
black and white, while Fitful swarm and box plots are colored for their respective motifs. Boxplots define the
median, IQR, and range. E, Scatterplot showing excitatory synapse count (x-axis) and inhibitory synapse
count (y-axis) onto inhibitory neurons. Each dot represents an individual wild-type (black, N=2, n=12) or
Fitful (purple, N=2, n=13) neuron. Marginal boxplots define the median, IQR, and range along their
respective axes. F, Plots showing synapse density (synapses per unit area) for the E-E (top) and I-E
(bottom) motifs. Wild-type swarm and box plots are in black and white, while Fitful swarm and box plots are
colored for their respective motifs. Boxplots define the median, IQR, and range. G, Plots showing mPSC
frequency normalized to synapse number for wild-type (white) and Fitful (colored) neurons. *: Pairwise
comparison p<0.05

neurons filled with biocytin with antibodies against the SV-associated vesicular glutamate
and GABA transporter proteins (vGlut1 and vGAT respectively; Fig. 7A). This allowed us
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to approximate the number of excitatory and inhibitory synapses (i.e. synapses with a
detectable pool of SVs) made onto excitatory and inhibitory neurons.
The overall number of synapses was severely reduced in Fitful cultures compared
to WT cultures as is evident from the significant main effect of genotype (Fig. 7B1),
although this did not reach significance in any of the pairwise comparisons (Fig. 7C, 7E).
Normalizing the number of synapses to neuronal area similarly resulted in a significant
reduction (Fig. 7B2), with significant pairwise comparisons at the E-E (Fig 7D, top), E-I,
and I-I motifs (Fig. 7F). There were no differences in overall neuronal area (data not
shown). Finally, we calculated the frequency of mPSCs per synapse for each recorded
neuron. There were no significant differences between genotypes in the mean mPSC
frequency per synapse across any of the four motifs (Fig. 7G, B3), suggesting that the
reduction in mPSC frequency was largely due to reduced synapse number.
4.3.3. Evoked PSCs are selectively affected at the I-E motif
Work from Dnm1 KO neurons suggests inhibitory synapses are more vulnerable to
Dnm1 loss (Ferguson et al., 2007; Hayashi et al., 2008). In particular, evoked IPSC
amplitude was significantly reduced by Dnm1 loss, but evoked EPSC amplitude did not
reach statistical significance (Ferguson et al., 2007). Additionally, EM reconstructions of
synapses found that inhibitory synapses had larger tubular networks of stalled endocytic
intermediaries (Hayashi et al., 2008). Work from Fitful mice suggests dysfunctional
inhibitory transmission is likely responsible for seizure generation (Asinof et al., 2015;
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Figure 8 - Evoked PSC amplitude is reduced by the Fitful variant at the I-E
motif.
A, Example evoked postsynaptic currents. B, Model effects assessed using
generalized estimating equations C, Effect sizes at each of the four motifs.
Central marker and error bars represent mean effect size ± 95% CI calculated
using hierarchical bootstrap resampling. D, Average evoked excitatory PSCs.
Swarm plots show individual synapses, and central dots and error bars represent
mean ± standard deviation (E-E: N=7, WT n=22, Ftfl n=15; E-I: N=6, WT n=26,
Ftfl n=23). E, Average evoked inhibitory PSCs. Swarm plots show individual
synapses, and central dots and error bars represent mean ± standard deviation
(I-E: N=7, WT n=30, Ftfl n=24; I-I: N=5, WT n=22, Ftfl n=29). *: Pairwise
comparison p<0.05

Boumil et al., 2010). However, we did not detect substantial differences in the effect of the
Fitful variant on excitatory and inhibitory neurotransmission in our mPSC analysis,
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suggesting that spontaneous release of glutamatergic and GABAergic SVs is similarly
affected by the Fitful variant. We therefore performed paired recordings from nearby
excitatory and inhibitory neurons to characterize fast evoked synaptic transmission and
determine if evoked inhibitory synaptic transmission is particularly affected in Fitful
neurons (Fig. 8A). We found that the I-E motif was selectively impaired by the Fitful
variant as evidenced by a significant three-way interaction between genotype, presynaptic
neuron type, and postsynaptic neuron type (Fig. 8B) as well as a significant pairwise
comparison between genotypes exclusively at the I-E motif (Fig. 8C, E).
4.3.4. Consideration of mPSC amplitude changes suggests number of released SVs
may be reduced at other motifs
The magnitude of evoked synaptic release is a function of the size of individual
quanta, and the number of quanta released. Because we had observed increased mPSC size,
one might expect larger evoked release. However, the fact that evoked release was either
unaffected or reduced, suggests the number of released SVs may be reduced. To test for
this possibility, it is reasonable to normalize the peak amplitude of the ePSC to the peak
amplitude of the observed mPSC at a given connection. However, because our mPSC
observations came from a different set of neurons than our ePSC observations, this was not
possible. As a result, we took a different approach. We extended a Bayesian parameter
estimation method (Kruschke, 2013) to estimate the distribution of likely mean and
variance parameters consistent with our ePSC (Fig. 9A) and mPSC (Fig. 9B) observations.
We then normalized the distribution of ePSC means by the distribution of mPSC means for
the respective motif to estimate the number of SVs released (Fig. 9C). This approach
explicitly acknowledges variance in our observations and uncertainty about the true
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Figure 9 – Bayesian parameter estimation suggests other motifs may be releasing fewer SVs.
A. Posterior distributions for the mean evoked PSC for wild-type (black) and Fitful (colored) synapses
at the four motifs. B. Posterior distributions for the mean miniature PSC for wild-type (black) and Fitful
(colored) synapses at the four motifs. C. Posterior distributions for the mean number of released SVs,
calculated by dividing the mean ePSC amplitude by the mean mPSC amplitude at each step of the
Markov Chain. D. Distribution of the difference between release events between Fitful and wild-type at
each of the four motifs. Percentages along the right margin of the plots show the fraction of the
distribution that is equal to or greater than 0.

population parameters, which provides us with a more accurate estimate of uncertainty
regarding the number of released SVs.
Using our Bayesian parameter estimation approach, we found that the number of
released SVs at the I-E motif was likely reduced by approximately 75 SVs (Fig. 9D). We
also found that the number of released SVs at the I-I and E-I motifs may also be reduced
(Fig. 9D). When considering the distributions of the difference of the number of release
events between wild-type and Fitful synapses, 4.15% of the I-I distribution falls above a
difference of 0, and 10.09% of the E-I motif falls above 0. This suggests that while the I-E
motif is selectively impaired functionally, other motifs may be impaired as well, but this
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impairment is functionally rescued by increased quantal size. Thus, precisely why
functional rescue fails to occur at the I-E motif is still an open question.
4.3.5. I-E motif is functionally impaired due to reduced readily-releasable pool size
To understand the mechanism of dysfunction at the I-E motif, we next quantified
the size of the readily-releasable pool (RRP) and the probability of vesicle release (Pvr)
using high frequency stimulation (HFS; Kaeser and Regehr, 2017). Briefly, inhibitory
neurons were stimulated at 100 Hz (Fig. 10A), and the cumulative evoked synaptic charge
onto the paired excitatory neurons was plotted across stimuli to assess the SV priming rate
(Fig. 10B), which then allowed us to estimate the size of the RRP and the Pvr. As expected,
we found that the evoked charge of the first IPSC in the train was significantly smaller in
Fitful pairs (Fig. 10C). The RRP was also significantly reduced (Fig. 10C), however, the
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Figure 10 - Reduced eIPSC size at the I-E motif is due to reduced RRP size, and recovery from
stimulation is impaired.
A, Representative tetanic stimulation protocols from wild-type (black) and Fitful (orange) synapses. B,
Example cumulative charge plot. X-axis shows stimulus number, and y-axis shows the cumulative charge
evoked by that stimulus. Black line and shaded region represents mean ± SEM cumulative charge for WT
synapses, and orange line and shaded region represents mean ± SEM cumulative charge for Ftfl synapses.
Grey dashed lines are example fits of steady-state synaptic release during tetanus used to calculate RRP
size. C, Scatterplot showing charge contained in the first stimulus (x-axis) and charge contained in the RRP
(y-axis) of wild-type (black, N=5, n=14) and Fitful (orange, N=5, n=12) synapses. Marginal boxplots show
median and IQR of their respective axes. Fliers are synapses that exceed 1.5x the IQR. D, Release
probability at wild-type (black) and Fitful (orange) synapses. Dots represent individual synapses, and
boxplots show range, median, and IQR. E, Example paired-pulse ratio IPSCs evoked with a 50 ms delay.
Traces are normalized to the peak of the first IPSC. F, Box and swarm plots showing 50 ms paired-pulse
ratios. Dots represent individual wild-type (black) and Fitful (orange) synapses, and boxplots show range,
median, and IQR. G, Peak amplitudes of synaptic responses during 100 Hz stimulation for wild-type (black)
and Fitful (orange) synapses, normalized to the peak of the first response. Lines and shaded regions
represent mean ± SEM of responses. H, Timeline of synaptic recovery from 100 Hz stimulation for wild-type
(black) and FItful (orange) synapses. Peak amplitudes of each response was normalized to the baseline
response of the given neuron. Lines and shaded regions represent mean ± SEM of responses. I, Example
IPSCs evoked by 10 Hz stimulation. Traces are normalized to the peak of the first IPSC. J, Peak amplitudes
of synaptic responses during 10 Hz stimulation for wild-type (black) and Fitful (orange) synapses,
normalized to the peak of the first response. Lines and shaded regions represent mean ± SEM of
responses. *: Pairwise comparison p<0.05

Pvr was unaffected (Fig. 10D), as was the paired-pulse ratio (Fig. 10E, 10F). This suggests
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that the reduced eIPSC amplitude observed at the I-E motif is due to reduced SV pool size,
not changes in the kinetics of SV release.
Because previous work suggested that Dnm1 disruption caused more rapid
depression of eIPSC amplitude and slower recovery from repetitive stimulation, we next
assessed the time course of depression and recovery of eIPSCs onto excitatory neurons.
Table 1 – Synaptic Dynamics Pairwise Comparisons

95% Wald Confidence Interval
for Difference
Mean
Comparison

Difference

P-value

Lower

Upper

Ftfl

WT

0.019

0.373

-0.023

0.06

Ftfl

WT

-0.24

<0.001

-0.27

-0.22

Ftfl

WT

-0.015

0.866

-0.187

0.158

Ftfl

WT

-0.0026

0.780

-0.0206

0.0155

Tetanic
Depression
Tetanic
Recovery
10
Depression

Hz

Paired-Pulse
Ratio

Note: Mean differences, p-values, and confidence intervals were derived from comparison of estimated
marginal means from generalized estimating equations.

We found that Fitful synapses did not depress to a greater extent than wild-type synapses
during either 10 Hz (5 s, Fig. 10I, 10J, Table 1) or 100 Hz (1 s) stimulation (Fig. 10G,
Table 1), in contrast with previous findings. However, we did see a significant reduction
in the recovery timeline following 100 Hz stimulation (Fig. 10H, Table 1), in line with the
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proposed role for Dnm1 in SV endocytosis following HFS (Armbruster et al., 2013;
Ferguson et al., 2007). Taken together, these results suggest the Fitful variant has motifspecific effects that disproportionately impacts inhibition. In particular, maintenance of the
RRP at the I-E motif and recovery from tetanus are impaired, leading to reduced inhibitory
restraint of excitatory neurons.
4.4. Discussion
Previous work in Fitful mice showed that hemizygous expression of the variant in
inhibitory neurons was sufficient to cause seizures and death (Asinof et al., 2015). This
observation is broadly consistent with the notion that altered inhibitory synaptic
transmission underlies many EEs (Bernard, 2012; EuroEPINOMICS-RES Consortium et
al., 2014). In this chapter, we set out to characterize changes in excitatory and inhibitory
transmission in Fitful neurons. Because the Dnm1 gene is ubiquitously expressed in
neurons (Allen Cell Types Database, 2015), we expected synaptic effects to be broadly
consistent across motifs. Indeed, we found that effects on mPSCs and synapse numbers
were motif independent. However, we were surprised to observe a motif-specific effect on
eIPSC amplitude. While this is a plausible pro-seizure phenotype, the mechanism of our
motif-specific effect on eIPSC amplitude is unclear.
The most straightforward possibility is that SV demand is greater at inhibitory
synapses, as has been suggested previously (Hayashi et al., 2008). Because inhibitory
neurons make strong synapses onto excitatory neurons and fire APs at relatively high tonic
rates, they are naturally prone to SV depletion as well as manipulations of endocytosis
machinery (Hayashi et al., 2008). Further, because Dnm1 function is activity-dependent
(Armbruster et al., 2013; Ferguson et al., 2007), inhibitory neurons may rely more heavily
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on Dnm1 than comparatively less active excitatory neurons. While this explanation fails to
account for the fact that the I-I motif is unaffected, our parameter estimation analysis
suggests defects in the quantity of SVs released at the I-I motif may be masked by increased
quantal size. Future work in this area should seek to clarify the extent to which other motifs
are affected by either making use of synaptopHluorin to more directly assess endocytosis,
or mean-variance analysis to allow for estimation of the size of the RRP and Pvr without
requiring tetanic stimulation, allowing for direct comparison of all four motifs.
An alternative explanation involves potential differences in the development of
synaptic motifs. Recent evidence suggests that excitatory activity drives amplification of
inhibitory synapses onto excitatory neurons, both in vivo and in vitro (Xue et al., 2014). In
vitro, this amplification can occur through increased synapse number, as seen in
hippocampal interneurons (Chang et al., 2014), or increased SV pool size, as seen in striatal
interneurons (Paraskevopoulou et al., 2019). Pairwise comparisons of control motifs in our
dataset found there are far more I-E than I-I synapses, and mean eIPSCs were larger at I-E
than I-I synapses (although this did not reach statistical significance). This suggests that
the I-E motif selectively amplifies in our cortical cultures through a combination of synapse
number and likely an increase in SV pool size. Pairwise comparison of eIPSCs at Fitful IE synapses to Fitful and control I-I synapses indicate they are similar. This observation
suggests motif-specific effects of synaptic amplification fail to occur in Fitful cultures, and
that normal Dnm1 activity is necessary to facilitate the required increase in SV and synapse
number. This may occur due to reduced excitatory transmission, and therefore reduced
activity, which we will explore in the next chapter. Alternatively, this may arise from
effects of the Fitful variant in regulating other amplification-related signaling. This
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signaling is known to involve the BDNF/TrkB pathway (Marty et al., 2000;
Paraskevopoulou et al., 2019), which Dnm1 has been shown to regulate (Liu et al., 2015).
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CHAPTER 5: ACTIVITY AND DEGENERATION IN FITFUL CULTURES
5.1. Introduction
As described in Chapter 1, the dominant hypothesis for development of seizures is
E/I imbalance. In Chapter 4, we demonstrated that E/I imbalance may occur through
impaired inhibition of excitation. However, because seizures are collective phenomena
involving large groups of neurons discharging synchronously, impairment of the I-E motif
alone may not be sufficient to cause seizures or hyperactivity. As a result, we wanted to
assess whether cultured Fitful networks can produce and sustain seizure-like activity. Here
again, we make use of the same cortical culture model described in Chapter 4. We first
performed calcium imaging experiments to assess the development of activity in Fitful and
wild-type cultures. We then assess spontaneous activity as well as bicuculline-induced
seizure-like events electrophysiologicaly. Finally, we assess whether Fitful neurons
degenerate late in culture development.
5.2. Materials and Methods
Mice and Cell Culture. Dnm1Ftfl (Fitful) mice have been previously described
(Boumil et al., 2010). All animal housing and care was in compliance with the National
Institutes of Health Guide for the care and use of laboratory animals. All animal procedures
were performed in accordance with the University of Vermont animal care committee’s
regulations.
Astrocyte culture preparation began with coating of 33 mm diameter coverslips in
a collagen and poly-D-lysine solution. Astrocytes derived from cerebral cortices of wildtype mice were plated onto these coverslips and allowed to achieve confluence, typically
around 1 week. For primary neuron cultures, cerebral cortices of homozygous Fitful mice
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and homozygous wild-type littermate controls were microdissected from postnatal day 01 mice of both sexes. Cortices were then digested with papain (Worthington) for 60 min
and dissociated into cell suspensions. Neurons were then plated at a density of 2.5x105
neurons per well in 6-well plates containing Neurobasal-A medium (NBA, Thermo Fisher
Scientific) supplemented with B-27 and Glutamax (Invitrogen). For patch clamp
experiments, each well was treated with one of either 1 μL of rAAV8-CaMKIIa-eGFP
(UNC Vector Core) or 0.3 μL of pAAV8-mDlx-NL8-mRuby2 (Addgene) to allow for
targeted patch-clamp of specific neuron types. For calcium imaging experiments, each well
was treated with 1 μL of AAV9-CaMKII-GCaMP6f (UPenn Vector Core).
Calcium Imaging. Cultures were transferred from incubators to the imaging stage
of an inverted Olympus IX73 epifluorescent microscope with an Olympus PlanFluor 10x
objective lense. Images were acquired using an Andor Zyla sCMOS 4.2 camera controlled
by μManager 2.0-beta (Edelstein et al., 2014). Images were acquired at a rate of 25 frames
per second for 20 minutes. Fluorescent light intensity was set manually each day using
control cultures to optimize the signal-to-noise ratio. Images were processed using ImageJ
(Schindelin et al., 2012). ROIs were drawn manually using fluorescence changes and
morphology to identify individual neurons, and fluorescence traces were then extracted.
Post processing was carried out in Python. Change in fluorescence relative to baseline
(dF/F) was calculated using a one-minute rolling baseline. The lower 10th percentile of the
rolling window was used as the baseline fluorescence. dF/F traces were then used to detect
fluorescence events using a derivative threshold.
Spontaneous event detection. Spontaneous synaptic events were recorded for 60-80
s from paired neurons in 3 mM Kyn or 20 µM Bic to isolate inhibitory and excitatory sPSCs
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respectively. For each cell, data were filtered at 1 kHz and analyzed using an optimally
scaled sliding template-based detection algorithm (Clements and Bekkers, 1997)
implemented in Stimfit analysis software (Guzman et al., 2014).
Cell death imaging and analysis. Coverslips were taken at DIV17 or DIV21 and
transferred into extracellular solution (described above) supplemented with 50 μM
Propidium Iodide (PI). Random representative fields of view were imaged on an inverted
Olympus IX73 epifluorescent microscope with an Olympus PlanFluor 10x objective lense.
Images were acquired using an Andor Zyla sCMOS 4.2 camera controlled by μManager
2.0-beta (Edelstein et al., 2014). Fluorescent nuclei were then counted by two blind
observers and their counts were averaged.
Statistics. All statistical analyses were performed using IBM SPSS version 26.
Statistical significance was assessed using generalized estimating equations (GEE).
Cultures were assigned unique identifiers and were used as the subject variable. For
electrophysiological and fluorescence imaging assays either genotype alone or genotype
and motif were used as model factors, and we used an exchangeable correlation matrix,
model-based estimator, and modeled the data as gamma distributed with log link. For
calcium imaging assays, genotype and developmental epoch were used as factors, and we
used an exchangeable correlation matrix, robust estimator, and modeled the data as either
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gamma distributed (for peak fluorescence) or Poisson distributed (for event count) with log
link.
5.3. Results
5.3.1. Calcium imaging suggests activity is largely unaffected by the Fitful variant
Because impairment of the I-E motif suggested inhibitory transmission was
compromised, we wanted to assess the level of activity in cultured neural networks
harboring the Fitful variant. Some of the Fitful synaptic alterations, such as reduction in
the number of E-E synapses, would be predicted to decrease network activity, while others,

Figure 11 - Calcium Imaging shows little evidence of increased excitability.
A, Example imaging field. Inset, Maximum fluorescence projection of the outlined region showing manually
drawn ROIs. B, Example fluorescence traces from wild-type (black) and Fitful (red) neurons. C, Average
fluorescence events for Fitful (red, N=3, n=6788) and wild-type (black, N=3, n=8850) neurons across
developmental epochs. Lines represent median fluorescence across all events, and the shaded region
defines the IQR. D, Peak fluorescence boxplots across developmental epochs for wild-type (white) and Fitful
(red) neurons. Boxplots define the range, median, and IQR for all observed neurons. Fliers represent
neurons falling outside 3x of the IQR. E, Boxplots displaying the number of events observed for each cell in
wild-type (white) and Fitful (red) cultures. Boxplots define the range, median, and IQR for all observed
neurons. Fliers represent neurons falling outside 3x of the IQR. *: Pairwise comparison p<0.05
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such as the reduction of synaptic strength at the I-E motif, may increase network activity.
To determine the effect of Fitful on activity levels in the cultured network, we expressed
GCaMP6f in excitatory neurons and imaged their fluorescence daily for 20 minutes from
DIV 7 through DIV 21. For analysis purposes, we divided the imaging timeline into early
(DIV 7-11), middle (DIV 12-16), and late (DIV 17-21) developmental epochs. Following
imaging, ROIs were manually drawn around neurons in ImageJ (Fig. 11A) to extract
fluorescence traces (Fig. 11B). Fluorescence events that likely reflected AP firing were
then detected with Python using a derivative threshold.
Table 2 - Calcium Imaging Model Effects

Event Count

Peak Fluorescence

Factor

Wald Chi-Square

P-value

Wald Chi-Square

P-value

Intercept

831.815

<0.001

709.177

<0.001

Genotype

.219

0.639

1.103

0.294

Epoch

124.733

<0.001

132.581

<0.001

Genotype x Epoch

8.292

0.016

2.064

0.356

Note: Tests of model effects for genotype and developmental epoch on number of calcium events and peak
fluorescence. Wald Chi-squares and P-values were obtained using generalized estimating equations.

We first considered the average event amplitude for individual neurons.
Comparisons of epochs showed that the peak amplitude of fluorescent events increased as
cultures developed in both the WT and Fitful groups (Fig. 11C, 11D, Table 2). Although
there was not a significant effect of genotype on event amplitude (Table 2), comparisons
between genotypes at each epoch found a significant increase in event amplitude in the
first epoch in Fitful neurons, with a mean difference of approximately 1% dF/F (Fig. 11C,
11D, Table 2). This suggests there may be a small increase in activity or calcium flux early
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in the development of Fitful cultures, possibly due to weakened inhibition of excitatory
neurons.
We next considered the number of events that occurred per neuron in each imaging
session. Event rate also increased in both groups as the cultures developed, but there was
not a significant effect of genotype overall (Fig. 11E, Table 2). We did observe a significant
genotype by epoch interaction (Table 2), but pairwise comparisons at each individual epoch
were not statistically significant, and mean differences were very small. Taken together,
this suggests Fitful and wild-type cultures have similar developmental trajectories and
similar levels of overall activity.
5.3.2. sPSC frequency is reduced, and size is increased by the Fitful variant
To further assess differences in activity electrophysiologically, we recorded
excitatory and inhibitory spontaneous postsynaptic currents (sEPSCs and sIPSCs). Briefly,
we voltage clamped neurons between DIV 13-16. Neurons were held at -70 mV and
synaptic events were recorded in bicuculline to isolate sEPSCs (Fig. 12A) or kynurenic
acid to isolate sIPSCs (Fig. 12B). sPSC frequency was significantly reduced by the Fitful
variant, as evidenced by a significant main effect of genotype (Fig 12E, top). Pairwise
comparisons between genotypes revealed significantly reduced sPSC frequency across all
motifs at Fitful synapses (Fig. 12C, 12D, top, 12E). Similarly, sPSC charge was
significantly increased across all motifs at Fitful synapses (Fig. 12C, 12D, bottom, 12E).
These observations suggest that overall activity is reduced in Fitful cultures. Additionally,
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Figure 12 - Spontaneous PSCs are larger and less frequent in Fitful cultures.
A, Representative voltage-clamp recordings of sEPSCs from wild-type (black) and Fitful (teal) neurons. B,
Representative voltage-clamp recordings of sIPSCs from wild-type (black) and Fitful (orange) neurons. C,
Box and swarm plots showing sEPSC frequency (top) and sEPSC charge (bottom) for wild-type (black, N=3,
n=38) and Fitful (teal, N=3, n=38) neurons. Dots represent individual neurons. Boxplots show range,
median, and IQR, with fliers representing neurons beyond 1.5x the IQR. D, Box and swarm plots showing
sIPSC frequency (top) and sIPSC charge (bottom) for wild-type (black, N=3, n=53) and Fitful (orange, N=3,
n=47) neurons. Dots represent individual neurons. Boxplots show range, median, and IQR, with fliers
representing neurons beyond 1.5x the IQR. E, Model effects tested using generalized estimating equations.
*: Pairwise comparison p<0.05

the finding that sPSC size is increased is in line with our previous observation of increased
mPSC size, as well as past studies suggesting quantal size was larger following Dnm1 KO
(Ferguson et al., 2007).
5.3.3. Seizure-like events are less severe in Fitful cultures
The application of BIC to neuronal cultures often induced sustained oscillating
excitatory events in voltage clamp recordings (Fig. 13A), reminiscent of seizures (Colombi
et al., 2013; Furshpan and Potter, 1989; Khalilov et al., 1997). We therefore compared
these events in WT and Fitful cultures to determine if there were differences in the
generation and properties of these seizure-like events (SLEs). We found that SLEs occurred
in 96% of wild-type and 93% of Fitful recordings, suggesting there is no difference in the
propensity to have a SLE. However, the latency to SLE onset was significantly longer in
Fitful cultures (Fig. 13B1). Additionally, the duration (Fig. 13B2) and charge contained in
61

Figure 13 - Bicuculline-induced seizure-like events are
shorter in Fitful cultures.
A, Representative bicuculline-induced SLEs from wild-type
(black, N=3, n=48) and Fitful (red, N=3, n=50) neurons
aligned to SLE onset. B1, Plots showing latency to SLE
onset. Boxplots define the range, median, and IQR of the
distribution. Fliers are 1.5x the IQR. B2, Plots showing
duration of SLEs. Boxplots define the range, median, and
IQR of the distribution. B3, Plots showing charge evoked
by SLEs. Boxplots define the range, median, and IQR of
the distribution. Fliers are 1.5x the IQR. *: Pairwise
comparison p<0.05

SLEs (Fig. 13B3) was significantly reduced in Fitful cultures. Together, this suggests Fitful
cultures are less susceptible to SLEs, and are less capable of sustaining the hyperactive
state.
To determine if the reduced activity occurred due to changes in intrinsic excitability
of neurons, we performed current clamp recordings and injected sequentially increasing
current steps to assess passive membrane properties and to induce action potentials (APs).
We found no differences in the resistance or capacitance of neurons, nor did we see
differences in AP threshold or kinetics that would suggest neurons were hyperexcitable
(Table 3). Thus, this reduction of activity and SLE duration is not attributable to altered
neuronal excitability. Together, these observations suggest that, despite impairment of the
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Table 3 - Action potential and passive membrane properties
Glutamatergic Neurons

GABAergic Neurons

Control,
n = 58

Fitful,
n = 48

pvalue

95%
CI
difference

pvalue

95%
CI
difference

-61.3 ± 2.06

-61.5 ± 2.08

0.871

±

0.739

-2.1 - 2.96

AP threshold (mV)

-37.5 ± 1.0

-36.4 ± 0.99

-39.2 ± 1.1

-39.3 ± 1.0

0.840

-1.61 - 1.97

AP half-width (ms)

2.5 ± 0.12

-0.3 - 0.3

1.41 ± 0.07

1.44
0.07

±

0.71

-0.13 - 0.2

AP Peak (mV from
0)

0.074

-6.29 - 0.29

30.84 ± 2.12

27.24
1.75

±

0.065

-7.41 - 0.2

AHP amp. (mV)

-53.9 ± 1.16

0.424

-1.26 - 3.06

-59.2 ± 1.32

-60.6
1.26

±

0.273

-1.05 - 3.74

Control,
n = 31

Fitful,
n = 30

pvalue

95%
CI
difference

Control,
n = 40

Fitful,
n = 52

pvalue

95%
CI
difference

Resistance (MΩ)

218.2 ± 21.2

195.0
19.0

±

0.384

-75.4 - 29.0

197.3 ± 17.6

209.1
16.9

±

0.580

-30.0 - 53.6

Capacitance (pF)

99.76
11.34

114.46
12.91

±

0.249

-10.3 - 39.7

102.89
11.34

92.43
9.58

±

0.267

-28.93 - 8.0

V

(rest)

(mV)

Control,
n = 36

Fitful,
n = 48

-2.33 - 2.75

-61.5 ± 2.12

-61.9
2.07

0.215

-2.78 - 0.62

2.5 ± 0.12

0.986

26.2 ± 1.71

23.2 ± 1.57

-53.0 ± 1.11

±

of

of

±

of

of

Note: Mean +- SEM for each of the measures parameters. p-values and 95% CIs were derived from pairwise comparisons of the
estimated marginal means from generalized estimating equations.

I-E motif, Fitful cultures are not more active than wild-type controls. Further, Fitful
cultures are less able to sustain SLEs.
5.3.4. Fitful cultures degenerate and die after DIV 17
One of the most prominent and consistent features we observed in Fitful cultures
was the deterioration and ultimate death of neurons. Beginning around DIV 14, the
appearance of Fitful cultures began to change in ways that indicated neuron health was
compromised. Fitful neurons began to aggregate into tight clusters and developed granular,
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Figure 14 - The Fitful variant leads to neuronal degeneration.
A, Representative brightfield (left), propidium iodide (center), and merged (right) images for wild-type (top)
and Fitful (bottom) cultures at day in vitro 17. B, Representative brightfield (left), propidium iodide (center),
and merged (right) images for wild-type (top) and Fitful (bottom) cultures at day in vitro 21. C, Counts of
propidium iodide-positive nuclei (average counts of two blind observers) for wild-type (black, DIV17: N=2,
n=13; DIV21: N=2, n=15) and Fitful (red, DIV17: N=2, n=13; DIV21: N=2, n=15) images. Each dot
represents the count for an individual field of view. Markers and error bars represent mean ± 95% CI
calculated through bootstrap resampling. *: Pairwise comparison p<0.05

presumably lipid bodies characteristic of deteriorating cells. Ultimately, Fitful neurons
would deteriorate to the point that individual neurons were difficult to morphologically
resolve.
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To quantify this phenomenon, we performed propidium iodide (PI) labeling of live
cultures at DIV 17 and 21. PI is a membrane-impermeant red fluorescent dye widely used
to label dead neurons with compromised membranes (Aras et al., 2008). Unsurprisingly,
we found that the number of PI+ nuclei per field of view increased in Fitful cultures from
DIV 17 to 21 (Fig. 14A, 14B). This led to a significant difference between wild-type and
Fitful cultures at DIV 21, with Fitful cultures having far more PI+ nuclei (Fig. 14B, 14C).
This observation suggests that Fitful cultures degenerate, and ultimately die, between two
and three weeks in vitro. Interestingly, our observations parallel the timeline of death of
Fitful mice, which begin to show signs of deterioration around P14 and ultimately die
around P21.
5.4. Discussion
In this chapter, we explored the hypothesis that the synaptic effects we observed in
Chapter 4 would lead to network hyperactivity. Interestingly, we did not observe evidence
of substantial hyperactivity, and instead find that networks may in fact be less active. These
findings have several implications. First, they suggest Fitful cultures have somehow
adapted to maintain a consistent level of activity and resist seizures. The fact that
excitability of Fitful neurons was not obviously affected indicates this adaptation did not
occur through a straightforward reduction in neuronal excitability. Instead, one of the other
features we observed in Chapter 4, such as reduced overall connectivity, may represent the
adaptive process.
Additionally, our findings here strongly suggest some aspect of normal brain
anatomy is required for seizures following DNM1 mutation. Because we observed a
quintessential seizure phenotype in Chapter 4, impaired inhibition of excitation, we
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expected to observe hyperactivity, or even overt seizure-like events in our in vitro system.
The fact that neither of these occurred suggests that our in vitro system lacks some critical
feature necessary for the manifestation of epileptiform activity. One possibility is that, as
in the case of absence seizures discussed in Chapter 1, the thalamocortical network is
required for seizures to manifest (McCormick and Contreras, 2001). Indeed, many children
with EE-associated DNM1 variants have spike-and-wave seizures (von Spiczak et al.,
2017), which has been suggested to have a similar thalamocortical mechanism
(McCormick and Contreras, 2001). Additionally, at least one child with DNM1encephalopathy is known to have had absence seizures (von Spiczak et al., 2017). Thus,
other features of normal brain architecture, such as the thalamocortical loop, may be
required for seizures in the context of Dnm1 mutation.
Finally, the observations we report here suggest neuronal degeneration in Fitful
mice is partially, if not entirely, independent of excitotoxic mechanisms. This supports the
notion that the seizure-causing genetic variant causes seizures and their comorbidities
independently. The mechanisms of death, however, are still unclear. For example, Dnm1
is known to regulate internalization of TrkA (Bodmer et al., 2011), TrkB (Liu et al., 2015),
and EGFR (Chen et al., 2017; Lee et al., 2006). Disruption of any or all of these pathways
may contribute to altered survivability of the cells. Additionally, Dnm1 was recently shown
to suppress signaling of TRAIL-DR (Reis et al., 2017), a receptor that induces apoptosis.
While this observation was made in lung cancer cell lines, and therefore may not generalize

66

to neurons, it nevertheless demonstrates that Dnm1 is capable of directly suppressing proapoptotic signaling.
Death in Fitful neurons may also be due to dysregulation of normal developmental
signaling, as neuronal apoptosis is a normal part of development. Inhibitory neurons in
particular over-proliferate early during development, and then reduce their numbers
through apoptosis (Southwell et al., 2012). Interestingly, for some interneuron subclasses
both proliferation and apoptosis are regulated by neuronal activity, calcium fluctuations,
and signaling by Calcineurin (Priya et al., 2018). Calcineurin regulates dynamin-1 function
through direct interaction and phosphatase activity (Lai et al., 1999; Priya et al., 2018).
Thus, disruption of dynamin-1 through mutation may directly affect this process.
While the above explanation should only apply to inhibitory neurons, yet our
observations suggest all neurons are degenerating, we cannot rule out the possibility that
dynamin-1 similarly regulates survival of excitatory neurons. Alternatively, apoptotic
signaling in a handful of neurons may influence neighboring neurons. Disruption of such
signaling by dynamin-1 mutation may then lead to a cascading cycle of degeneration.
Clearly more work is needed in this area to clarify the mechanisms of death in Fitful
neurons, the extent to which excitotoxicity can explain cell death in vivo, and the extent to
which normal and pathological processes interact to cause degeneration.
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CHAPTER 6: DISCUSSION AND FUTURE DIRECTIONS
6.1. Evidence for a dominant negative action of Fitful and its implications
Past work in mice with the seizure-associated Dnm1 variant known as Fitful
suggested it had a dominant-negative loss of function mechanism of action (Asinof et al.,
2016; Boumil et al., 2010). For example, initial reports indicated the Fitful mutation
prevented the oligomerization of the protein, suggesting it may sequester functional
dynamin isoforms in a non-functional state (Boumil et al., 2010). Additionally, other work
took advantage of the fact that the Fitful variant occurs in an alternatively spliced exon
(exon 10a) of the Dnm1 gene to understand the effects of elimination of exon 10a compared
to mutation. Whereas Fitful mice have seizures and die, mice lacking exon 10a of the Dnm1
gene are viable and reproduce (Asinof et al., 2016). These observations suggest the
presence of the Fitful variant, as opposed to lack of functional Dnm1a, produces seizures
(Asinof et al., 2016).
Our observations here are broadly consistent with the idea that Fitful is a dominant
negative variant. For example, Dnm1 KO studies found that inhibitory transmission was
significantly affected while excitatory transmission was not (Ferguson et al., 2007), similar
to our observation that the I-E motif was specifically affected. Additionally, studies of
Dnm1/Dnm3 DKO found that mPSC size was increased and frequency was reduced
(Raimondi et al., 2011), similar to our observations. We expand on the observation that
mPSC frequency is reduced by demonstrating that this likely occurs due to reduced synapse
number. It is unclear if this is true in Dnm1 KO cultures, but at least some evidence has
implicated dynamins in synapse formation. For example, Fan and colleagues (2016) found
that synapse maturation at the Calyx of Held was impaired by Dnm1/Dnm3 DKO.
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Additionally, Dnm1 was previously shown to link NGF/TrkA signaling to axonal
outgrowth (Bodmer et al., 2011). Together, this supports a direct role for Dnm1 in
synaptogenesis and synapse maintenance and suggests our observations may be a result of
this dysfunction.
Perhaps the most intriguing evidence for a dominant-negative action comes from
our observation of cell death. Previous work has indicated both Dnm1 KO and Dnm1/Dnm3
DKO neurons are healthy and viable (Ferguson et al., 2007; Lou et al., 2012), whereas
Dnm1/Dnm2/Dnm3 TKO neurons are not (Wu et al., 2014). We observed that Fitful
cultures degenerate between two and three weeks in vitro. While this differs from the
outright lack of viability reported in TKO cultures, the timeline of degeneration in Fitful
cultures aligns with the timeline of synaptogenesis in vitro (Bergmann et al., 1999; Nakata
et al., 1991; van Huizen et al., 1987, 1985) and subsequent upregulation of Dnm1
expression (Ferguson et al., 2007; Nakata et al., 1991), suggesting that increased
expression of the Fitful variant leads to a progressive loss of viability. Taken together, it
suggests Fitful acts in a dominant negative fashion and may interact with other dynamin
isoforms to mimic the effects of TKO, but on a timeline that mirrors degeneration of the
intact homozygous Fitful mouse.
The mechanism of degeneration in Fitful neurons is unclear, but because Fitful
cultures are not hyperactive, excitotoxicity is unlikely. Instead, the mechanism may involve
altered intracellular signaling. Dynamin-1 was previously shown to facilitate TrkA
(Bodmer et al., 2011), TrkB (Liu et al., 2015), and EGFR endocytosis (Chen et al., 2017;
Lee et al., 2006), suggesting it is important for regulation of growth factor signaling.
Indeed, endocytosis generally is known to be important for both termination of some
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signaling events and activation of others (Schmid, 2017). Alternatively, recent evidence
has implicated dynamin-1 in endocytosis of the TRAIL-DR (Reis et al., 2017). This
suggests that dynamin-1 may be directly involved in suppressing pro-apoptotic signaling.
An important caveat is that simple loss of Dnm1 in neurons does not induce degeneration
(Ferguson et al., 2007), suggesting other dynamin isoforms can compensate in neurons.
The fact that Fitful neurons degenerate therefore suggests the Fitful variant is interfering
with the function of other dynamin isoforms. Future work will be necessary to determine
if this interference occurs due to direct interactions between isoforms, or indirect
interactions between the Fitful variant and endocytosis adaptor proteins preventing the
recruitment of other isoforms to endocytic intermediaries.
6.2. Developmental abnormalities as a common theme
Developmental delay and degeneration are common features of EE (Covanis, 2012;
Hermann et al., 2002). The term EE was introduced to suggest epilepsy itself contributes
to cognitive decline by altering neural circuits (Engel, 2001). Increasingly, we are coming
to understand that seizures, developmental abnormalities, and degenerative abnormalities
may independently arise from the same underlying etiology. This understanding led to the
recent introduction of the term developmental and epileptic encephalopathies (DEEs,
Scheffer et al., 2017). With our in vitro model, we observed a pro-epileptic phenotype in
the form of impaired I-E transmission in Chapter 4, and we observed neuronal degeneration
in Chapter 5. However, we did not see any evidence for hyperactivity, suggesting
degeneration in vivo may occur independent of seizures. Additionally, many of the
phenotypes we have observed suggest culture development is altered, supporting the notion
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that the developmental and degenerative features of DNM1-encephalopathy are
independent of seizures.
For example, we see that mPSC decay times are longer in Fitful cultures. The
subunit composition of GABAA receptors is known to change during the course of synapse
maturation (Baumgartner et al., 1994; Beattie and Siegel, 1993; Dunning et al., 1999;
Grantyn et al., 2011). In parallel, the time course of inhibitory synaptic decay accelerates
(Grantyn et al., 2011). Similar observations have been reported for the subunit composition
(Henley and Wilkinson, 2016) and decay time of AMPA receptors (Angulo et al., 1997).
Thus, the longer decay times we have observed may be due to impaired maturation of
synapses. Future work will be needed to determine if the subunit composition of AMPA
and GABAA receptors are affected in Fitful cultures in a way that suggests development is
stalled. Alternatively, previous EM studies have shown that SVs in Dnm1 KO (Ferguson
et al., 2007) and Fitful synapses (Dhindsa et al., 2015) are larger, which could affect their
fusion kinetics and the time course of neurotransmitter in the synaptic cleft.
Another observation suggesting development is delayed is the reduction in synapse
number. A similar phenotype was previously observed by Fan and colleagues (2016) when
they conditionally deleted Dnm1 and Dnm3 in the Calyx of Held, and found that synapse
development was impaired. This suggested that endocytosis is necessary for synapse
maturation. While the underlying mechanism of endocytosis regulating synapse maturation
is unclear, one explanation is that impaired endocytosis also reduces SV supply. In this
model, reduced SV endocytosis leads to a failure of sustained synaptic transmission, which
then leads to a failure of synaptic maturation. Indeed, as suggested in Chapter 4, past work
has suggested synaptic activity is important for synapse development and maturation both
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in vitro and in vivo (Benson and Cohen, 1996; Hsia et al., 1998; Ichikawa et al., 1993; van
Huizen et al., 1987, 1985; Xue et al., 2014). Our observation of reduced sPSC frequency
further suggests activity is reduced in Fitful cultures, which would be expected to impair
synaptic development. Alternatively, endocytosis may regulate synapse formation and
proliferation through more direct mechanisms, such as regulation of intracellular signaling.
As suggested above, Dnm1 is known to be directly involved in the endocytosis of a variety
of receptors important for growth and survival. Thus, there is reason to believe mutation of
Dnm1 may directly interfere with such signaling regulation, leading to altered cellular
development.
6.3. Outstanding questions and future directions
A wide range of questions regarding both basic Dnm1 function, as well as the
dysfunction caused by the Fitful variant, remain unknown. In many cases, our lack of
knowledge of the basic functions of Dnm1 preclude understanding of the effects of its
mutation. While there is some overlap here with the directions described in previous
sections, it is worth clearly restating the work still to be done to fully understand Dnm1 and
therefore DNM1-encephalopathy.
The first major gap in our knowledge is the extent to which different dynamin
isoforms have different functions. As described in Chapter 3, knockout of any individual
dynamin is not generally detrimental to the cell, but combination knockouts show more
profound deficits (Raimondi et al., 2011; Liu et al., 2011; Armbruster et al., 2013; Wu et
al., 2014; Fan et al., 2016). Further, observations of different isoform behaviors when
interacting with different protein domains (Krishnan et al., 2015) suggests that despite
overlapping roles, there is still considerable functional heterogeneity. Future work should
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seek to understand this functional heterogeneity. This is likely to involve similar screening
methods to those employed by Krishnan and colleagues (2015) to assess isoform activity
in response to interactor proteins. Extensions of this work should make use of live cell lines
to understand how isoforms interact in a more naturalistic environment. A better
understanding of the roles of different isoforms will help us to understand how variants in
specific isoforms are likely to affect neuronal health and function.
Another major limitation in our knowledge is closely related to differences in
isoform function and involves differences in protein-protein interactions. Our work here
provides further support that the Fitful variant is a dominant-negative variant. Importantly,
it suggests the Fitful variant may interfere with the function of other isoforms. However,
this needs to be rigorously confirmed. In particular, it is unclear if this interference is
directly mediated by interactions between the Fitful variant and other dynamin isoforms,
or if it is indirectly mediated by interactions between the Fitful variant and endocytosis
adaptor proteins. Future work will need to address this through some combination of
biochemical and culture-based assays to assess relative binding affinities. Determining
which of these possibilities is true will determine whether gene therapies aimed at elevating
expression of other dynamin isoforms will be effective, or if these therapies should elevate
adaptor protein expression.
A third gap in our knowledge regards how intracellular signaling might be
dysregulated by Dnm1 mutation. As suggested previously, Dnm1 is known to regulate the
endocytosis of a host of growth factor receptors (Bodmer et al., 2011; Liu et al., 2015;
Chen et al., 2017; Lee et al., 2006), as well as a cell-death related receptor (Reis et al.,
2017). Because endocytosis is known to be important for terminating some cell-surface
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signals, as well as for initiating other signaling cascades (Schmid, 2017), dysfunction of
endocytosis is likely to lead to dysregulated, potentially pathological signaling. Future
work will need to consider how signaling is dysregulated following Dnm1 mutation, as this
is a plausible explanation for our observation of widespread cell death.
A fourth gap in our knowledge pertains to how endocytosis is differentially
regulated at synaptic motifs. Our knowledge of the forms of synaptic vesicle endocytosis
have greatly expanded in the last two decades. However, precisely how each is regulated
is not fully understood. Further, whether different neuron types, or even different synaptic
motifs, depend on different modes of endocytosis remains completely unknown. A first
step in addressing this could involve synaptopHluorin imaging, which would allow for
assessment of endocytosis rates in both excitatory and inhibitory synapses. Some evidence
suggests endocytosis is a cell-wide, rather than a synapse-specific parameter (Armbruster
and Ryan, 2011). However, there is still within-cell variability in synaptic endocytosis
rates, which leaves open the possibility that the rate is determined in part by the specific
synaptic motif. With the addition of fluorescent reporters to label postsynaptic neuron
types, one could address this question.
A fifth gap in our knowledge involves the extent to which impairment of the I-E
motif is due to a global effect on inhibitory synapses, or if it reflects a shift in the population
of inhibitory neuron types. For example, the two most commonly studied subclasses of
inhibitory neurons, parvalbumin expressing (PV+) and somatostatin expressing (SST+),
are known to differentially target postsynaptic neurons and have different synaptic
magnitudes (Tremblay et al., 2016). Thus, our impairment of the I-E motif may reflect a
reduction in the number of a particular subpopulation of interneurons, most likely PV+
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interneurons. Attempts to address this in our culture model were made difficult by the fact
that Fitful neurons did not adhere to the astrocyte layer well enough to allow for
immunostaining procedures. Future work could address this by crossbreeding Fitful mice
with inhibitory fluorescent reporter mouse lines, allowing direct visualization of inhibitory
neuron subtypes without the need for immunostaining. This would allow for quantification
of the density of various inhibitory neuron subtypes.
A closely related open question relates to whether different subtypes of neurons are
vulnerable to the cell death we have observed. Our observations made no consideration of
neuron types, as we broadly looked for propidium iodide labeled nuclei. However, colabeling with markers of neuron subtypes, such as through crossbreeding with reporter
mice as suggested above, would allow for assessment of the possibility that there are
vulnerable populations of neurons that precede the rest in cell death. Assuming a particular
subpopulation is vulnerable, this knowledge would allow for targeted rescue of the
pathology. In the event there is no vulnerability, however, treatments will need to focus on
rescuing all neurons from the pathological variant, which may be more difficult.
The final open question we will address here involves the extent to which our
observations generalize to an in vivo context. The great strength of our in vitro model is
that it is a limited model with minimal outside influence that allows greater control over
conditions and greater access to parameters of interest. However, these strengths come with
the important weakness that the developmental environment is far from “natural.” The set
of parameters experienced by neurons in vitro is very different from that experienced in
vivo, and as a result our observations are a reflection of pathology as it manifests in the
culture context. The extent to which this pathology manifests similarly in the context of
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the intact animal is not clear. Notable differences, such as the observation of enhanced
inhibitory depression in vivo (Boumil et al., 2010) but not in our cultures, may be a result
of differences between development in culture and development in vivo. While one might
argue that this limitation of in vitro models makes them of little utility in understanding
neurological diseases, we instead assert that it is its greatest strength. For example, we have
been able to use the culture model here to suggests the synaptic, seizure-like, and
degenerative consequences of Dnm1 mutation are dissociable processes. This would likely
have been impossible with exclusive focus on in vivo models. Further, widespread use of
culture models paves the way for future approaches to precision medicine, which are likely
to involve the use of patient-derived induced pluripotent stem cells to identify treatment
strategies using an in vitro model of a given individual’s pathology (Paull et al., 2015).
Instead, we see a fundamental challenge of future research as determining how alterations
in in vitro neuronal development manifests in the in vivo context.
6.4. Overall conclusions
In summary, we report here that Fitful neural networks exhibit signs of impaired
inhibitory synaptic transmission, developmental delay, and ultimately neuronal
degeneration and death. Interestingly, Fitful networks do not show signs of
hyperexcitability and lack the ability to sustain SLEs. The implications of these findings
are threefold. First, they suggest some aspect of normal brain anatomy is necessary for
seizure generation, similar to proposed mechanisms for seizure disorders such as absence
epilepsy (Maheshwari and Noebels, 2014; McCormick and Contreras, 2001). Second, our
observations suggest that the deterioration in Fitful mice, as well as humans with DNM1associated EE, may be independent of seizures, and is likely to involve altered regulation
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of intracellular signaling. Finally, these findings suggest that treatments aimed at
suppressing seizures will ultimately fail to improve developmental outcomes for these
children, and new treatment avenues, such as gene therapy (Aimiuwu et al., 2020), will be
necessary to correct the underlying etiology of the disease.
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