Abstract. In this paper we deal with second angular derivatives at DenjoyWolff points for parabolic functions in the unit disc. Namely, we study and analyze the existence and the dynamical meaning of this second angular derivative. For instance, we provide several characterizations of that existence in terms of the so-called Koenigs function. It is worth pointing out that there are two quite different classes of parabolic iteration: those with positive hyperbolic step and those with zero hyperbolic step. In the first case, the Koenigs function is in the Carathéodory class but, in the second case, it is even unknown if it is normal. Therefore, the ideas and techniques to approach these two cases are really different. In the end, we also present several rigidity results related to the second angular derivatives at Denjoy-Wolff points.
Introduction
The dynamical properties of a holomorphic self-map of the unit disk ϕ ∈ Hol(D; D) have attracted considerable interest since the beginning of the last century. Now it is known that a major role is played by the collection of all inner and boundary fixed points of ϕ. We recall that a point b ∈ D is said to be an inner fixed point of ϕ if ϕ(b) = b; likewise, a point b ∈ ∂D is said to be a boundary fixed point of ϕ if lim r→1 ϕ(rb) = b.
In a natural way, the usual classification of the members of Hol(D; D) takes into account the above set of fixed points. For instance, ϕ ∈ Hol(D; D) is said to be elliptic if ϕ has at least one inner fixed point. It is a deep result, the socalled Denjoy-Wolff Theorem, that any non-elliptic map ϕ ∈ Hol(D; D) always has a boundary fixed point τ with a very strong property: all of their forward orbits tend to τ . This point is clearly unique and it is called the Denjoy-Wolff point of ϕ. Moreover, ϕ is somehow differentiable at τ. Since τ belongs to the boundary of the unit disk, this comment requires a clarification and this leads us to recall the concept of angular limit.
exists, then f is said to be angular differentiable at b and we write f (b) = M.
Turning to iteration, if τ is the Denjoy-Wolff point of some non-elliptic ϕ ∈ Hol(D; D), then ϕ is angular differentiable at τ and ϕ (τ ) ∈ (0, 1]. We recall that ϕ is said to be parabolic whenever ϕ (τ ) = 1 and, otherwise, hyperbolic.
Hyperbolic iteration in the disk is quite well understood now (see for instance the papers [10] and [3] and the references therein). However, in the parabolic case, many interesting dynamical questions remain to be answered. Bearing in mind the importance of first order angular differentiability in what is known in both cases, we have proposed here to study the dynamical behavior of parabolic iteration assuming some kind of high angular differentiability at the corresponding Denjoy-Wolff point. In a certain sense and for different purposes (composition operators [2] , rigidity results [13] , [14] , ...), this approach has already been considered by several authors and, indeed, some of our results are non-trivial extensions of some of their results. Concerning the remarkable paper [2] , we want to underline that their results and techniques have been an important source of inspiration for this work. Anyway, most of our results are, as far as we know, really new and we think this is the first paper dealing explicitly with general questions about the existence or dynamical meaning of the second angular derivative.
Since the concepts of angular differentiability of high order are intuitive but certainly technical, we have decided to group them all together in the next section. As usual, we make good use in our proofs of the pseudo-hyperbolic distance ρ D (z 1 , z 2 ) in the unit disk as well as the hyperbolic distance ρ D (z 1 , z 2 ). Sometimes, this will be done indirectly. We mean by this that we will prefer to work with ρ H and ρ H , respectively, the pseudo-hyperbolic distance and the hyperbolic distance in the right half-plane H. In this respect, we recall that a holomorphic function f : H → C has angular limit L ∈ C ∞ at the point ∞, whenever, for every c > 0, where S(∞, c) = {u + iv ∈ H : |v| ≤ cu}. As before, the number L will be denoted by ∠ lim w→∞ f (w).
The paper is divided into six sections, apart from this introduction. In the next section, we present several not so widely known definitions and several minor results (most of them only partially known) concerning angular differentiability of arbitrary order at a boundary fixed point. In section three, we recall, also giving new comments, the main types of classification of parabolic maps and give a short review of the intertwining maps used in parabolic iteration. In addition, we prove several technical lemmas that we will need repeatedly in the remaining sections. In a certain sense, sections two and three can be thought of as preparatory sections. The other four sections are really the core of the paper. Namely, in section four, we treat the existence and dynamical meaning of second order angular differentiability at Denjoy-Wolff points for parabolic maps with positive hyperbolic step. Sections five and six are devoted to parabolic maps with zero hyperbolic step. Basically, we present some general results for those functions in section five and treat the corresponding problems related to second order angular differentiability in the sixth section. Finally, in the last section, we present several rigidity results when second order angular derivatives vanish at Denjoy-Wolff points of non-elliptic maps.
High order angular differentiability at boundary fixed points
Consider a map ϕ ∈ Hol(D; C) with a boundary fixed point b ∈ ∂D. We say that ϕ is of angular-class of order p ∈ N at b, and we denote it by ϕ ∈ C p A (b), if
where a 1 , ..., a p ∈ C and γ ∈ Hol(D; C) with
It is clear that the numbers a 1 , ..., a p appearing in the above expression are necessarily unique.
According to the Julia-Carathéodory Theorem, we easily see that ϕ ∈ C It is also straightforward to check that ϕ belongs to C 
Now the corresponding numbers a 1 and a 2 are just a 1 = ϕ (b) and a 2 = 2L. In what follows, a 2 will be written as ϕ (b). Note that if ϕ is parabolic with Denjoy-Wolff point τ ∈ ∂D, then ϕ ∈ C 2 A (τ ) if and only if the following angular limit exists finitely:
It is important to underline that there are examples showing that being of angular-class of order two at a certain boundary fixed point is much stronger than being of angular-class of order one. For instance, let us consider
where Log is the principal branch of the logarithm. It is possible to check that ϕ is a parabolic holomorphic self-map of the unit disk having the point 1 as Denjoy-Wolff point. Trivially, ϕ ∈ C
In the proofs of our results, we often pass to the right half-plane H. As usual, given a non-elliptic map ϕ ∈ Hol(D; D) with Denjoy-Wolff point τ ∈ ∂D, we call
−1 the iteration map associated with ϕ in H, where σ τ is the usual Cayley map related to τ , that is,
It is well known (see [11] for more details) that φ ∈ Hol(H; H) and it has ∞ as Denjoy-Wolff point. Moreover, the corresponding angular derivative at ∞ satisfies that φ (∞) = ϕ (τ ) −1 ∈ [1, +∞) and, indeed,
Quite useful for the aim of this paper is the following result which links second order differentiability of ϕ at its Denjoy-Wolff point and certain properties of the associated iteration map in H. The proof basically involves quite standard computations with Cayley maps. In fact, with the same notation as in the proposition, the key is the following identity:
where w = σ τ (z). 
that is, for every w ∈ H,
where γ ∈ Hol(H; C) with ∠ lim w→∞ γ(w) = 0. Moreover, when the above statements hold, we have that Re(a) ≥ 0 and
In the final part of the paper, we will also consider third order angular differentiability at Denjoy-Wolff points and this will require a variant of the above proposition for that third order. Once again, the proof of the corresponding result involves computations with Cayley maps and, now, the corresponding key identity is
where w = σ τ (z) and 
where γ ∈ Hol(H; C) with ∠ lim w→∞ wγ(w) = 0. Moreover, when the above statements hold, we have that
If, in addition, Re a = 0, then Re b ≥ 0.
As is indicated in [13] and in [2] for the parabolic case, the expression of the above number b is quite related to what can be considered the angular Schwarzian derivative S ϕ (τ ) of ϕ at the corresponding Denjoy-Wolff point. Indeed, this fact is true in the general non-elliptic case. Namely, using the above proposition and bearing in mind the algebraic rules for computing angular derivatives, it can be checked that
Classification of parabolic iteration and intertwining maps
Given a parabolic map ϕ ∈ Hol(D; D), we say that ϕ is of zero hyperbolic step (in short, zero h-step) if, for some z 0 ∈ D, ρ D (z n , z n+1 ) n → 0, where z n = ϕ n (z 0 ). It is well known that the word "some" can be replaced here by "all". In other words, the definition does not depend on the chosen initial point of the orbit. Using the Scharwz-Pick Lemma, the parabolic maps which are not of zero h-step are those
for some (resp. all) forward orbit (z n ) of ϕ. That is the reason they are said to be of positive hyperbolic step (in short, positive h-step). It is worth mentioning that this way of classifying parabolic maps loses its meaning when we consider the above limits only in the angular sense. This is the content of the next lemma, which will be used in section five. The explanation of this apparently paradoxical fact is that, in the positive h-step case, all the forward orbits tend tangentially to the Denjoy-Wolff point [9, Remark 1]. Proof. As usual, we prove the above statement for the right half-plane H and we denote by φ the iteration map in H associated with ϕ. We recall that φ ∈ Hol(H; H) and it is a parabolic map with ∞ as Denjoy-Wolff point. Write w n = x n + iy n = φ n (1). We note that
Moreover, by [9, Theorem 2], we have that
Now, fix 0 < c < +∞ and consider the Stolz angle with respect to ∞, It is also well known that if z 0 ∈ D and ϕ ∈ Hol(D; D) is parabolic with Denjoy-Wolff point τ ∈ ∂D, then the sequence of real numbers (Reφ n (w 0 )) is nondecreasing, where φ is the iteration map associated with ϕ in H and w 0 := σ τ (z 0 ). Therefore, we can consider L(z 0 ) := lim n Reφ n (w 0 ) ∈ (0, +∞]. Whenever L(z 0 ) = +∞, the map ϕ is said to be of finite shift and, otherwise, of infinite shift with respect to the point z 0 . It is just a computation to check that the forward orbit associated with z 0 of ϕ is of finite shift type if and only if
Our first result shows that, indeed, this definition does not depend on the initial point of the orbit, either. We provide a proof since we are not aware of any reference for it. 
Moreover, if ϕ is of zero hyperbolic step, then L = 1.
Proof. As usual, we consider and prove the above statement for the right half-plane H. In this sense, we denote by φ the iteration map in H associated with ϕ. We point out that
where σ τ (z) = w. According to [9] , we know that the limit
exists, for every w ∈ H. Moreover, if φ is of zero h-step, then h is constant and equal to one and if φ is of positive h-step, then h ∈ Hol(H; H). Now, take an arbitrary point w 1 ∈ H. Therefore, if φ is of zero h-step,
and, if φ is of positive h-step,
From this, the result is clear.
Combining the concepts of zero/positive h-step and finite/infinite shift type, we have a priori a classification of parabolic maps in four different classes. However, we really only have three. This fact has been observed by P. Poggi-Corradini [8] . Anyway, for further reference and for the sake of completeness, we present here a slight variation of his proof. Proof. Again, we consider and prove the above statement for the right half-plane H. Let φ be the analytic map in H associated with ϕ. We know now (Proposition 3.2) that being of finite/infinite shift type does not depend on the initial point. So, suppose on the contrary, that
where x n = Reφ n (1) and y n = Imφ n (1). According again to [9] , we have that
Therefore, (Reφ n (w)) tends also to L, independently of the initial point w ∈ H. Since (Reφ n (w)) is non-decreasing, also for every w ∈ H, we arrive at a contradiction just by noting that
The other three classes are non-empty. In fact, φ(w) = w + 1 is an example of a parabolic map in H with zero h-step and infinite shift type and φ(w) = w + i is an example of a parabolic map in H with positive h-step and finite shift type. Besides, examples of parabolic maps in H with positive h-step and infinite shift type are given by 2 , with a > 0 and w ∈ H.
According to Theorem 4.1 below, any parabolic map of this type (positive hstep and infinite shift type) provides an example of separation (with respect to the Denjoy-Wolff point) between being of angular-class of order two and being of angular-class of order one. Tangential/non-tangential convergence, zero/positive h-step and finite/infinite shift type are concepts which are known to be deeply connected for the important and basic family of parabolic linear fractional self-maps in the unit disk. In the next result and, for the sake of clarity, we have put together some of these characterizations. In a certain sense, a large part of our work in sections four and five is modelled upon this result. It is worth mentioning that, by Proposition 2.1, the opposite statement of the above item 4 is Re(ϕ (τ )τ ) > 0. We also want to point out that item 5 just says that any forward orbit (z n ) of ϕ cannot be asymptotically contained in any Stolz angle of τ. However, it is also known that, for all the forward orbits (z n ) of these parabolic linear fractional self-maps of positive h-step, we have that the limits
always exist, all of them have the same value and this value is π 2 or − π 2 . In our analysis of second angular differentiability, an important role is played by the intertwining maps developed by the third author alone [9] and jointly with Baker [1] . Namely, given a parabolic map φ ∈ Hol(H; H) with Denjoy-Wolff point ∞ and of positive h-step, it is proved in [9] that the limit
exists uniformly on compact subsets of H. Moreover, h ∈ Hol(H; H) and it satisfies
h is an intertwining map between the iteration couples (φ, H) and (w + iδ, H). In what follows, this function h will be called the Koenigs map of φ (normalized with respect to 1). Clearly, we can normalize with respect to another point w 0 ∈ H. In this case,
Therefore, the corresponding conjugation equation is now h w
.
We note that the signs of δ Reh(w 0 ) and δ are exactly the same. It is important to isolate this fact and we say that the above parabolic of positive h-step map φ is of type I whenever δ > 0 and of type II if δ < 0. All of these definitions pass to the unit disk context in the usual way by using Cayley maps. For instance, given an arbitrary parabolic map ϕ ∈ Hol(D; D) with Denjoy-Wolff point τ ∈ ∂D and of positive h-step, the corresponding Koenigs map of ϕ will be h D := h • σ τ , where h is the Koenigs map of φ, that is, the analytic map in H associated with ϕ.
Given a parabolic map φ ∈ Hol(H; H) with Denjoy-Wolff point ∞ and of zero hyperbolic step, it is proved in [1] that the limit
exists uniformly on compact subsets of H. Thus, h ∈ Hol(H; C) and, in general, that is all we can say about the image of h. In what follows, this function h will also be called the Koenigs map of φ (normalized with respect to 1) and it satisfies
In other words, h is an intertwining map between the iteration couples (φ, H) and (w + 1, C). Again, these definitions pass to the unit disk context in the usual way. So, given an arbitrary parabolic map ϕ ∈ Hol(D; D) with Denjoy-Wolff point τ ∈ ∂D and of zero h-step, the corresponding Koenigs function of ϕ will be
where h is the Koenigs function of φ, the analytic map in H associated with ϕ. For a unified approach to Koenigs map for parabolic iteration, we refer the reader to [6] . We end this section by showing a technical lemma.
Lemma 3.5. Let φ ∈ Hol(H; H) be parabolic with ∞ as Denjoy-Wolff point and denote p(w) := φ(w) − w, w ∈ H. For any two points w, w
* ∈ H, the following inequality holds:
Moreover, given an arbitrary forward orbit (w n ) of φ there exists a constant C > 0 (not depending on n) such that, for every n ∈ N and every w ∈ [w n , w n+1 ], we have
Proof. Since φ ∈ Hol(H; H), we have that Rep(w) > 0, for all w ∈ H, or p is constantly equal to iα, for some α ∈ R. In this second case, the lemma is trivial, so we assume that p ∈ Hol(H; H). Then, by the Schwarz-Pick Lemma, we obtain that for any pair of points w, w * ∈ H,
Hence,
Now, take an arbitrary forward orbit (w n ) of φ. At this point, we recall the following fact on pseudo-hyperbolic distances on the right half-plane:
for every w belonging to the segment [a, b] . Now, applying this fact to the different couples {w n , w n+1 }, we deduce that, for every n and for every w belonging to the segment [w n , w n+1 ],
Moreover, we know that lim n ρ H (w n , w n+1 ) always exists and belongs to [0, 1). Therefore, we can find C > 0 which depends on the chosen orbit but not on n, such that
Second order angular differentiability: The positive step case
Throughout this section, we only deal with parabolic iteration of positive h-step. In our first result, we study the relationship amongst being of angular-class of order two, being of finite shift type and the angular differentiability of Koenigs functions. Proof. As usual, we will mainly work in the right half-plane H. Moreover, given a forward orbit (z n ) of ϕ, the sequence (w n ) will be the corresponding forward orbit of φ and vice versa. That is, σ τ (z n ) = w n . Finally, h will be the corresponding Koenigs map of φ. We recall that h • φ = h + iδ, for some real number δ = 0.
(1) ⇒ (2) Suppose that (2) is false and take an arbitrary orbit (w n ) := (φ n (w 0 )) of φ such that lim n Rew n = +∞. Since ϕ ∈ C 2 A (τ ) and, according to Proposition 2.1, we can assure that
where a = ϕ (τ )τ ∈ C and γ ∈ Hol(H; C). Note that we cannot give any information about lim n γ(w n ), since we do not know if (w n ) tends non-tangentially to ∞. Now, let us set p := a + γ ∈ Hol(H; C). As usual, there are two possibilities: Rep(w) > 0, for all w ∈ H, or p is constantly equal to iα, for some α ∈ R. In this second case, the implication is clear, so we assume that p ∈ Hol(H; H).
According to Lemma 3.5, we can find C > 0 such that, for every n ∈ N and every w ∈ [w n , w n+1 ] we have that
In addition, we also know that
So we obtain that
Besides, we have (see the comments in section three about normalizations in the positive h-step case)
Bearing in mind the inequality
and using that Rew n → +∞, we conclude that
Now, let us consider the polygon
Since p ∈ Hol(H; H), we have that Rew n+1 > Rew n , so Γ is clearly a Jordan arc contained in H and with the value ∞ as the only ω-limit. Thus, we have just shown that lim w→∞,w∈Γ p(w) = ∞ and, by Lindelöf's Principle, we deduce that
But, by hypothesis and Proposition 2.1, we know that the limit ∠ lim w→∞ p(w) exists finitely, so we have a contradiction.
(2) ⇒ (1) Fix an orbit (w n ) := (φ n (w 0 )) of φ and denote β = β(w 0 ) := lim n Rew n ∈ (0, +∞). In addition, let us set p(w) := φ(w) − w, w ∈ H. Once again, we have two possibilities: (i) p(w) = iα, for some non-zero α ∈ R; (ii) p ∈ Hol(H; H).
In the first case, φ is an automorphism of H and so is ϕ in D. But, automorphisms in the unit disk are analytic beyond D. Therefore, ϕ ∈ C 2 A (b) for any boundary fixed point of ϕ.
The second case requires more work. Using [9] , we find
Again using Lemma 3.5, we find C > 0 such that, for every n ∈ N and every w ∈ [w n , w n+1 ] we have that
Therefore, 
Again, by Lindelöf's Principle, we deduce that
Finally, appealing to Proposition 2.1, we have that ϕ ∈ C 2 A (τ ) and, indeed,
Consider the specific orbit (w n ) := (φ n (1)) and denote x n = Rew n , y n = Imw n . By hypothesis, we have that β = β(1) := lim n x n ∈ (0, +∞). Recall that h ∈ Hol(H; H); so, bearing in mind the Julia-Carathéodory Theorem, we see that
We note that all the iterates φ n are parabolic. Therefore, for any w ∈ H, 1 Rew Re
Taking limits in n (with w fixed), we obtain
Since being of finite shift type does not depend on the chosen orbit, we consider again the specific orbit (w n ) := (φ n (1)) and suppose that Rew n → +∞.
. Looking carefully at the proof of the above theorem, we discover the following dichotomy. For our next result, we must say some words about natural procedures to obtain intertwining maps. Given a hyperbolic map φ ∈ Hol(D; D) with ∞ as Denjoy-Wolff point and c = φ (∞) > 1, we can consider the normalized sequence h n (w) := φ n (w) c n , w ∈ H and study its convergence. For many reasons (going back to the works of Koenigs, Wolff and Valiron), this normalization can be named "the natural one" and when it converges non-trivially it produces a certain intertwining map. It is a remarkable fact that this natural normalization does not always work, so it is interesting to ask when it does. This problem has already been treated by Wolff and Valiron and more recently by the third author [10] who proved that (h n ) converges non-trivially in the compact open topology of H if and only if the complex line integral
converges. Our next theorem says that being of angular-class two at the Denjoy-Wolff point is equivalent to what could be considered the natural normalization in the parabolic case. We also provide a characterization involving a line integral quite similar in spirit to the one given in [10] for the hyperbolic case. The main difference now is that we impose a tangential approach to infinity on our corresponding curve. 
If any of the above statements holds, then there exists a real number
Proof. As usual, h will be the corresponding Koenigs map of φ, x n = Reφ n (1) and y n = Imφ n (1). We recall that h ∈ Hol(H; H) and h • φ = h + iδ, for some δ = 0. We also write p(w) = φ(w) − w, w ∈ H.
(1) ⇒ (2) Take an arbitrary w 0 ∈ H and denote w n = φ n (w 0 ). According to Theorem 4.1, we know that Reφ n (w 0 ) → β ∈ (0, +∞) and x n → µ ∈ (0, +∞).
Moreover, for any w ∈ H,
Since the above convergence to h is locally uniformly in H , the implication is proved and, indeed, g = µh − (β + iµImh(w 0 )) and g • φ = g + iδµ.
(2) ⇒ (1) Fix w 0 ∈ H, denote w n = φ n (w 0 ) and take the corresponding g. Our hypothesis guarantees the existence of the limit
Since the sequence (Rew n ) is non-decreasing, we have β ∈ [0, +∞). Let us check that β = 0. Otherwise, using (2), we deduce (see again the comments about normalizations in the positive h-step case)
Hence, we have a contradiction unless β = 0. But, again according to Lemma 3. 
Therefore, we conclude that ϕ ∈ C 2 A (τ ) and, indeed, ϕ (τ ) = τg(φ(w 0 )). (1) ⇒ (3) We only prove the type I case (the other is completely similar). In this case, the above δ is positive. Moreover, since h(1) = 1 and
we deduce that there exists N ∈ N such that (y n ) n≥N is a strictly increasing sequence of real numbers and there exists C 1 > 0 such that
We claim that there exists another constant C 2 ∈ (0, 1) such that for every n ∈ N and for every w belonging to the segment [1 + iy n , 1 + iy n+1 ], we have that
We may assume that p ∈ Hol(H; H) since the result is trivial when p = iα, α ∈ R. Moreover, using Lemma 3.5, we obtain that for every n ∈ N and for every
Note that C 3 :=
> 0 since C 2 < 1. Bearing in mind our hypothesis and Theorem 4.1, we know that there exists β = sup n x n = lim n x n ∈ (0, +∞) and y n → +∞. Hence,
This clearly proves that the integral converges.
Proof of the claim. Again, set β = lim n x n ∈ (0, +∞) and suppose that the claim is false. Then, we can find a convergent sequence (λ k ) in [0, 1] and a subsequence (φ n k (1)) such that
However, writing λ = lim k λ k ∈ [0, 1] and recalling that δ = lim n y n+1 − y n x n we find
(3) ⇒ (1) As above, we will only prove the implication for the type I case, that is, when δ > 0. According to Theorem 4.1, it is enough to prove that the sequence (x n ) is convergent. We assume that p ∈ Hol(H; H) (when p is constant, the implication is trivial by Proposition 2.1).
Using the Schwarz-Pick Lemma (see the formula (3.2) in [9] ), we find that, for every v ∈ R, the corresponding function
is non-increasing. Since x n = Reφ n (1) ≥ Reφ(1) ≥ 1, we deduce that, for every n ∈ N and every v ∈ R,
Now we use the same fact considered in the proof of Lemma 3.5. Namely, if a, b ∈ H, then
for every w belonging to the segment [a, b] . Therefore, for every n ∈ N and for every w belonging to the segment [x n + iy n , x n + iy n+1 ], we have that
Since δ = lim n y n+1 − y n x n = 0, we conclude that there exists a constant C ∈ (0, 1)
such that for every n ∈ N and for every w belonging to the segment [x n + iy n , x n + iy n+1 ], we have
Then, again using Lemma 3.5 and this uniform bound, we find that for every n ∈ N and for every w ∈ [x n + iy n , x n + iy n+1 ], we have that
Now, as in the beginning of the implication (1) ⇒ (3), we can also obtain N ∈ N and a constant C 1 > 0 such that, for every n ≥ N,
Moreover, for a fixed n ≥ N and bearing in mind ( * ), we compute
Rep(φ n (1)).
Therefore, using (3), we deduce that
Since this series is telescopic, we conclude that the sequence (x n ) is convergent as wanted.
Remark. As one might expect, the line integral condition of the former theorem can be translated to a formula in the unit disk. Namely, assume that ϕ ∈ Hol(D; D) is parabolic of positive h-step and with Denjoy-Wolff point τ ∈ ∂D. Then, it is possible to prove that ϕ ∈ C 2 A (τ ) if and only if the complex line integral
is convergent, where
, if ϕ is of type II,
We end this section by giving an orbit estimation. Essentially, we prove that any orbit tends n-linearly to the Denjoy-Wolff point under the hypothesis of second angular differentiability at this point. Proof. We consider again the corresponding Koenigs map h (normalized with respect to 1) associated with φ and recall that h ∈ Hol(H; H) and h • φ = h + iδ, for some δ = 0. We also write x n = Reφ n (1) and y n = Imφ n (1). By Theorem 4.1, we know that lim n x n = β ∈ (0, +∞). Therefore,
Therefore, applying the Cesaro-criterion limit, we also deduce that
Bearing in mind Theorem 4.3, we take the corresponding map g ∈ Hol(D; C) and the real number ν = 0 related to the point 1. In fact, looking at the proof, we see that ν = βδ. Therefore,
Clearly, this convergence holds uniformly on compact subsets of H.
General results for parabolic functions
From the technical point of view, there is a big difference between dealing with the zero step case instead of the positive one. Now, in general, the Koenigs map does not leave H invariant, so we cannot use the Schwarz-Pick Lemma and related results. We need new tools. The next theorem is one of them and describes certain subsets that are relatively easy to handle where the Koenigs map is univalent. We recall that Cowen [5] proved the existence of a fundamental set for all types of ϕ. The next theorem contains an explicit construction restricted to the zero hyperbolic step case. Note that statements (1) to (4) are for general parabolic iteration. Proof. As usual, we prove the above statement for the right half-plane H. In this sense, we denote by φ the iteration map in H associated with ϕ. Recall that φ ∈ Hol(H; H) and it is parabolic with ∞ as Denjoy-Wolff point. As usual, we write p(w) = φ(w) − w. To simplify the notation, we also write
and only if p(w) p(w) + 2u
< and if and only if 2u
Statement (1) is just a consequence of the fact that ϕ is a contraction in the pseudo-hyperbolic distance. Moreover, statements (2) and (3) are easy consequences of the following two claims:
Claim 2. Given λ > 0, there is u 0 such that
Proof of Claim 1. By [9, equation (3. 2)],
Therefore, given w = u + iv ∈ H and using the above inequalities (5.1), we have ∂ ∂u
is non-decreasing in the interval (0, +∞), we obtain
This proves Claim 1.
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Proof of Claim 2. Recall that ∠ lim
whenever w = u + iv, |v| ≤ λu and u ≥ u 0 . Moreover, since Re 2u p(w) > 0 and
This proves Claim 2. Now, we prove statement (4). Fix 0 < ≤
Besides, by [9, equation (3. 3)], we have
for all w 1 , w 2 ∈ H. Therefore, given w 1 , w 2 ∈ W ( ), w 1 = w 2 , we obtain that
This clearly implies that φ is univalent in W ( ). Now, we show that the Koenigs map is also univalent in W ( ) for 0 < ≤ 1 3 . By [9] and [1] (see also [6] ), the Koenigs map is the limit in the compact-open topology of H of a sequence of functions h n (w) = a n φ n (w) + b n , w ∈ H, for some complex numbers a n , b n ∈ C, a n = 0. We know that φ(W ( )) ⊂ W ( ) and φ is univalent in W ( ). Therefore, φ n , and hence h n , is univalent in W ( ) for all n. Finally, applying Hurwitz's Theorem, we deduce that the corresponding Koenigs map is univalent in W ( ).
Finally, bearing in mind (4), to obtain (5), it is enough to show that for all w ∈ H, there is n ∈ N such that φ n (w) ∈ W ( ). But this is obvious since now
Remark. Statement (5) in the above theorem is not true, in general, for the positive h-step case, as is shown by the functions ϕ obtained from φ(w) = w + ib, for large positive b. It is also worth pointing out that the constant 1/3 in statement (4) of the above theorem is sharp. Namely, let us consider the function ϕ(z) = 3z
. But φ (1) = 0 and we have that φ is not univalent in W ( ).
Our next result describes the non-tangential angular asymptotic behaviour of the Koenigs map and will be a major tool for our study of second angular differentiability. Fix z ∈ V (c/2) and consider the analytic function
Note that g z is well defined because cs + z 1 + zcs ∈ D and the univalence property of
and we can assure that g z is univalent in D. Clearly, g z (0) = 0 and g z (0) = 1. Therefore, by the Koebe Distortion Theorem [11, p. 21], we deduce that, for every s ∈ D,
Now, using the Cauchy Integral Formula and the above bound, we find that, for every z ∈ V (c/2) and for every |s| ≤ 1/2,
As usual, C + (0, 2/3) denotes the circle centred at zero with radius 2/3 and positively oriented. Notice that, in spite of the fact that g z clearly depends on z, the above bound for g z (s) − s is independent of z. This fact will be quite important in the final part of the proof. Now, set K = 54 and take s = 1 c
Summing up, we have proved that for all z ∈ V (c/2), it follows that
Now, fix a Stolz angle S(τ, α)
. By Theorem 5.1(3), there exists δ > 0 such that
We know that
Bearing in mind that ϕ is parabolic, we can even choose δ small enough such that
Finally, our theorem follows from the above inequality and Lemma 3.1.
6. Second order angular differentiability: The zero step case
In this section, we have followed a certain parallelism with the results given in the former positive h-step section. Perhaps, the first thing we must say about parabolic functions ϕ of zero h-step belonging to C 2 A (τ ) (τ is the Denjoy-Wolff point) is that both possibilities Re(τ ϕ (τ )) = 0 and Re(τ ϕ (τ )) > 0 can happen. For instance, consider the following two examples:
This is in clear contrast with the situation described in Corollary 4.2. For the sake of clearness, in what follows, we refer to the case "Re(τ ϕ (τ )) > 0" as the "certainly non-tangential" one and to the other "Re(τ ϕ (τ )) = 0" as the "indefinite" one. Our first result tries to justify these names and give some insight into this dichotomy. The first equivalence of the next theorem is proved in [2] under stronger hypotheses. 
exists and is positive and finite.
Proof. As usual, φ ∈ Hol(H; H) will denote the iteration map associated with ϕ in H. Since ϕ ∈ C 2 A (τ ), we see by Proposition 2.1 that
where a = ϕ (τ )τ ∈ C and γ ∈ Hol(H; C) with ∠ lim w→∞ γ(w) = 0.
(1) ⇒ (2) Clearly ϕ (τ ) = 0. It remains to find a concrete forward orbit of φ tending non-tangentially to ∞ [5, Lemma 2.2]. By hypothesis, Rea > 0, so we can find θ ∈ (0, π 2 ) such that
and consider the (closed) Stolz angle with respect to ∞ defined as
Since ∠ lim w→∞ γ(w) = 0 and a + γ ∈ Hol(H; H), it is possible to obtain R 0 > 0 such that for every w ∈ S and Rew ≥ R 0 , we have that
Let us show that φ(∆) ⊂ ∆, where ∆ := S ∩ {w ∈ H : Rew ≥ R 0 }. To that aim, take w ∈ ∆. Since Reφ(w) ≥ Rew ≥ R 0 ,
Therefore, taking into account that R 0 ∈ H and ∆ is φ-invariant, we see that the orbit (φ n (R 0 )) is contained in S, so it converges non-tangentially to ∞.
(2) ⇒ (1) Take an arbitrary orbit (w n ) := (φ n (w 0 )) of φ. By hypothesis, we know that (w n ) tends non-tangentially to ∞ and therefore lim n→∞ γ(w n ) = 0. Moreover,
γ(w j−1 ).
Applying the Cesaro-limit criterion, we obtain that
We also have that a = 0 and always Rea ≥ 0, so we deduce that
But (w n ) tends non-tangentially to ∞; thus Arg a ∈ (− π 2 , π 2 ) and this obviously implies that Rea = Re(ϕ (τ )τ ) > 0.
(2) ⇒ (3) Let (w n ) =: (φ n (w 0 )) be an arbitrary orbit of φ and consider (z n ) := (ϕ n (z 0 )), the associated forward orbit of ϕ. Again according to [5, Lemma 2.2] , we know that (w n ) tends non-tangentially to ∞ and so we have lim n γ(w n ) = 0. Then, following arguments similar to those given in (2) ⇒ (1), it is easy to check that lim n w n n = a = 0 and lim n Rew n n = Rea ≥ 0. If Rea were zero, we would have that lim n Imw n Rew n = +∞ and this would contradict that (w n ) tends non-tangentially to ∞. Therefore, Rea > 0 and we deduce that lim n Rew n = +∞. Now, let us compute with the pseudo-hyperbolic distance in H. Namely, using that a = 0,
Therefore, the sequences ( ρ H (w n , w n+1 )) and ( 1 Rew n ) are equivalent sequences as n goes to ∞.
We only have to show that a = 0. Suppose on the contrary that a = 0 and take an arbitrary orbit (w n ) =: (φ n (w 0 )) of φ. Denote x n := Rew n . It is known that always lim n x n ∈ (0, +∞]. By hypothesis, all the forward orbits of φ tend nontangentially to ∞, so, according to [9, Remark 1] , φ is necesarily of zero h-step.
Combining this fact with lim n x n ρ H (w n , w n+1 ) > 0 we deduce that lim n x n = +∞. Since a = 0 and using that lim n γ(w n ) = 0, we have
and we obtain a contradiction.
As we have just seen, in the "certainly non-tangential" case, the standard defining limit for the zero/positive h-step goes to zero in a specific quantified way. It is worth mentioning that, in the "indefinite" case, we can find orbits tending tangentially and orbits tending non-tangentially. A priori, there is a wide range of possibilities.
In our next result, we characterize being of angular-class of order two at DenjoyWolff points in terms of the Koenigs map. Roughly speaking, the result says that the derivatives of these Koenigs maps have a pole of order two at that point. Proof. (1) ⇒ (2) Take an arbitrary w 0 ∈ H. According to Theorem 6.1, we know that the sequence (w n ) converges non-tangentially to ∞. Therefore (bearing in mind Proposition 2.1), if we write φ(w) = w + a + γ(w) with ∠ lim w→∞ γ(w) = 0, we have that Rea > 0 and γ(φ n (w 0 )) goes to zero as n goes to ∞. Hence, φ n+1 (w 0 ) − φ n (w 0 ) converges to a = 0. By [1] , we recall that the sequence of analytic functions φ n (w) − w n w n+1 − w n converges to h, the Koenigs map of φ, where
uniformly on compact subsets of H. Since Rea > 0, the implication is proved.
(2) ⇒ (1) Fix w 0 ∈ H and take the corresponding g and a. In particular, g • φ = g + a and Rea > 0. Note that g(φ(w 0 )) = a. In addition, write w n = φ n (w 0 ) and p(w) = φ(w) − w. By Lemma 3.5, for every w ∈ [w n , w n+1 ], we have that
Now, using (2), we deduce that Rep(w n ) = Re(w n+1 − w n ) n → Reg(φ(w 0 )). Note that Reg(φ(w 0 )) ≥ 0. At this point, we recall again that, whenever a, b ∈ H, we have
for every w belonging to the segment [a, b] . Therefore, for every n and for every w belonging to the segment [w n , w n+1 ],
But, ϕ is of zero hyperbolic step; thus
Since φ is of zero h-step, we see that p ∈ Hol(H; H) and we have Rew n+1 > Rew n . So, Γ is a Jordan arc contained in H with the value ∞ as the only ω-limit. Since L = 0, we deduce that According to Proposition 2.1, this means that ϕ ∈ C 2 A (τ ). Finally, we note that Re(τ ϕ (τ )) = Reg(φ(w 0 )) = Reg(w 0 ) + Rea = Rea > 0.
Our next proposition describes an orbital estimate and a related shift type result. Among other things, this result says that arbitrary forward orbits (and also their real parts) of parabolic zero h-step tend n-linearly to the corresponding DenjoyWolff point in the "certainly non-tangential" case. Proof.
(1) Take an arbitrary orbit (z n ) := (ϕ n (z 0 )) of ϕ. We note that
where w n := φ n (w 0 ) and σ τ (z 0 ) = w 0. By hypothesis and appealing to Theorem 6.1, we deduce that (w n ) tends non-tangentially to ∞. Moreover, since ϕ ∈ C 2 A (τ ), we see by Proposition 2.1 that φ(w) = w + a + γ(w), w ∈ H, where a = ϕ (τ )τ ∈ C and γ ∈ Hol(H; C) with ∠ lim w→∞ γ(w) = 0. Therefore, the sequence (Reγ(w n )) tends to 0 and Hence, the first condition holds. Suppose now that the second condition fails. This means that there exists a subsequence (n k ) such that lim k n k Re(1 − τz n k ) = 0.
Bearing in mind the first condition and that the sequence (w n ) tends non-tangentially to ∞, we conclude that there exists M > 0 such that, for every n ∈ N,
related to some results from [4] , [7] , [13] , and [14] . We also want to point out that our technique of proof is rather different from these four cited papers. In [13] , it is proved that if b ∈ ∂D and ϕ ∈ Hol(D; D) ∩ C then ϕ is the identity in D. The name "rigidity" becomes quite clear when thinking about how far from being true is a similar result for a fixed point of an entire or a rational function.
Our next theorem (and its proof) is the main tool for our rigidity results. For its correct understanding, we recall (using its notation) that always Re(τ ϕ (τ )) ≥ α(α − 1). So, in a certain sense, the theorem deals with an extreme situation. We also want to mention that the special case α = 1 was also considered in [7] , where the assumption of the existence of the third derivative can be replaced by its finiteness. (1) The angular limit exists:
That is, ϕ (τ ) := 6L ∈ C ∞ always exists in this generalized sense and, indeed, Proof. Let φ ∈ Hol(H; H) be the associated analytical map with ϕ in the unit disk. Since ϕ ∈ C 2 A (τ ) and also using Proposition 2.1, we know that
where Rea ≥ 0 and ∠ lim w→∞ γ(w) = 0. Moreover, using again that proposition and our hypothesis saying that Re(τ ϕ (τ )) = α(α − 1), we deduce that a = iβ, for some β ∈ R. Therefore, φ being non-elliptic, we see that Re(γ(w)) ≥ 0, for all w ∈ H. Taking into account ∠ lim w→∞ γ(w) = 0 and standard arguments, we find that we have the following dichotomy: γ ∈ Hol(H; H) or γ is identically zero. In this last case, we clearly have an automorphism and so, by our hypothesis, we can assure that γ ∈ Hol(H; H) and we can define h := 1 γ . Moreover, since ∠ lim w→∞ γ(w) = 0, we see that h ∈ Hol(H; H) and has ∞ as a (boundary) fixed point. According to the Julia-Carathéodory Theorem, the following limit exists: For automorphisms, the assertions given in the above theorem are clearly true. We also point out that the above statement (2) extends certain results dealing with the case that Re(τ 2 ϕ (τ )) is negative. Our final result is a quick consequence of our previous theorem and, at the same time, it is a particular case of a more general result by Tauraso and Vlacci [14, Theorem 2.6]. We include it for the sake of completeness and, of course, we only sketch the proof. We leave it for the reader to check that computing with the Cayley map σ τ and its inverse, we obtain the corresponding formula for ϕ. The final statement of the proposition follows easily from the first assertion, considering separately the cases α = 1 and α ∈ (0, 1).
