It is attempted to put forward a new multipoint iterative method of sixth-order convergence for approximating solutions of nonlinear systems of equations. It requires the evaluation of two vector-function and two Jacobian matrices per iteration. Furthermore, we use it as a predictor to derive a general multipoint method. Convergence error analysis, estimating computational complexity, numerical implementation and comparisons are given to verify applicability and validity for the proposed methods.
Introduction
The solution of equations is a venerable subject in science and engineering and of particular importance in applications. In the light of this fact, there have been constructed enormous amount of iterative methods for solving scalar nonlinear equations [23] . On the other hand, it must be noted that many of these methods cannot be extended to their corresponding systems. Even if this is possible, some crucial factors must be considered. Therefore, there are few practical iterative methods in this case. Moreover, it is worth mentioning that although some of the scalar iteration can be extended, however, due to increasing in computational complexity, they have no practical interest. This matter has been discussed in [5, 10, 22] thoroughly and one can consult them.
Let the function F : D ⊂ R n → R n has at least, second-order Frèchet derivatives with continuity on an open set D. Suppose that the equation F(x) = 0 has a solution x * ∈ D, that is F(x * ) = 0, where F(x) = (f 1 (x), f 2 (x), . . . , f n (x)) T , x = (x 1 , x 2 , . . . , x n ) T , and f i (x), i = 1, 2, . . . , n, are real-valued functions.
It is widely known that Newton's method in several variables [19] could be written as (k) ), k = 0, 1, 2, . . . ,
where x (0) is the initial estimate and F (x (k) ) is the Jacobian matrix of the function F evaluated in the kth iteration. This method has order of convergence two under certain conditions. Some other one-point methods such as Chebyshev and Halley [2, 15] have been extended to their corresponding system versions with order of convergence three, but they use the first and second Frèchet derivatives involving n 2 and n 3 functional evaluations, respectively. On the other hand, it has been considerable attempts to derive methods free from second Frèchet derivative having order of convergence three, which are not one-step methods, and can be consulted in depth in [2, 4, 5, 8, 10, [12] [13] [14] [15] [16] [17] 19, 22] and references therein. Another classical scheme for solving nonlinear systems of equations is Jarratt's fourth-order method [10] which is the generalization of the scheme in the scalar case given in [18] as follows: (k) ), (k) ) − F (x (k) )) −1 (3F (y (k) ) + F (x (k) ))] × F (x (k) ) −1 F(x (k) ).
(2)
In the last decade multipoint methods whose order of convergence is greater or equal to four have appeared for approximating the solutions of systems of nonlinear equations. For example, the fourth-order schemes designed by the authors in [10] , by Sharma et al. [21] and by Babajee et al. [6] , all of them Jarratt-type methods. More recently, Abad et al. [1] designed two fourthand fifth-order methods for solving nonlinear systems and Arroyo et al. [3] provided a fifth-order scheme involving only one evaluation of Jacobian matrices per step and established a conjecture relative to construction optimal multipoint methods for nonlinear systems of equations: Given a multipoint iterative method to solve nonlinear systems of equations which requires d = k 1 + k 2 functional evaluations per step such that k 1 of them correspond to the functional evaluations of the Jacobian matrix and k 2 to evaluations of the nonlinear function. Then optimal order for this method is 2 k 1 +k 2 −1 if k 1 ≤ k 2 . It should be remarked, although this conjecture is an extension of Kung and Traub conjecture for multipoint without memory methods in the scalar case, however, computational factors for iterative methods for solving nonlinear systems of equations are of considerable differences. Higher order methods can be found, for example, in [11, 22] , and the references therein.
In order to compare iterative methods of different order of convergence, Ostrowski [20] defined the efficiency index as I = p 1/d , where p is the order of the method and d is the number of functional evaluations per step. So, the efficiency index for Newton's method is I N = 2 1/(n 2 +n ) and the one of Jarratt's scheme is I J = 4 1/(2n 2 +n) , where n is the size of the system. Another index for comparing different iterative schemes was introduced in [9] , and more recently in [22] , in order to take into account not only the functional evaluations but also the number of products/quotients (denoted in the following by op) per step. In this sense, this index was called Computational Index and defined by CI = p 1/(d+op) . It is known (see, for example [7] ), that the computational cost of solving a linear system is
Let us notice that, when r linear systems, with the same coefficient matrix, are solved the number of operations involved is only 1 3 n 3 + rn 2 − 1 3 n by means of LU factorization of the common matrix of coefficients. That is, the computational cost increases only in n 2 per system. Then the computational indices for Newton' and Jarratt's methods are, CI N = 2 1/((1/3)n 3 +2n 2 +(2/3)n ) and CI J = 2 1/((2/3)n 3 +5n 2 +(1/3)n) , respectively.
Note that although most of the works emphasizes on the numerical aspects of these iterations, there are two general ways for pursuing this aim analytically. One is based on the well-known n-dimensional Taylor expansion [10] and second is the so-called point of attraction technique, introduced first in [19] . We here apply the first case by reminding the following:
Let F : D ⊆ R n −→ R n be sufficiently Fréchet differentiable in D. By using the notation introduced in [10] , the qth derivative of F at u ∈ R n , q ≥ 1, is the q-linear function F (q) 
It is well known that, for x * + h ∈ R n lying in a neighbourhood of a solution x * of the nonlinear system F(x) = 0, Taylor's expansion can be applied and we have
where
In addition, we can express F as
wherein I is the identity matrix, and
. . , R n ) and p is the order of convergence. Observe that e (k) p = (e (k) , e (k) , . . . , e (k) ).
In this work, based on results in the scalar case in [24] , we extend a new variant of Weerakoon and Fernando's method with sixth-order convergence in the multidimensional case. It uses two vector-functional evaluations and two Jacobian matrix evaluations per iteration. Moreover, computational efficiency is discussed. Furthermore, we derive a general procedure in such a way that it uses this sixth-order as its predictor adding only one vector-functional evaluation in each step, and increasing the order of convergence by three units. This is the main result of this work. This paper is organized as follows. In the next section, the new method for solving nonlinear systems of equations is derived. Furthermore, analysis of convergence order is established. In Section 3, our primary goal is to develop higher order methods from the proposed ones in Section 2. Indeed, we derive ninth-and twelfth-order methods and then the general multipoint iteration is provided along with some relevant discussion. Numerical test problems and comparisons are illustrated in Section 4. The last section includes some conclusions.
Development of the new method
We here develop a new method for solving nonlinear systems of equations described by (k) ),
that will be denoted as M6 in the following. Needless to say, that its first two steps are Weerakoon and Fernando's method [24] for solving nonlinear systems of equations (the convergence of this extension was proved in [8] ). Furthermore, the third step has been built in such a way that no additional computations of any Jacobian matrix is required so that it speeds up the convergence order from three to six. In order to analyse the convergence order of the proposed method (5) we address the following theorem.
that is a solution of the system F(x) = 0. Let us suppose that F (x) is continuous and nonsingular in x * . Then, the sequence {x (k) } k≥0 obtained using the iterative method M6 converges to x * with convergence rate six.
Proof By Equations (3) and (4), we get
and 6 ), (7) where (6) and (8), we have
Then, by Equations
By Equation (9), the first step of Equation (5) induces
. (10) The Taylor expansion of the Jacobian matrix F (y (k) ) results
( 1 1 ) Taking into account (8), (10) and (11), we obtain
Therefore,
Consequently, by Equations (6) and (13), we have
Substituting Equation (14) into the second step of Equation (5) results
To obtain the general error equation of (5) we need
Thus,
In addition, we need
Considering Equations (17) and (18) and the third step of Equation (5), the final error equation follows:
This establishes that the new method has sixth order of convergence for solving systems of nonlinear equations.
In practice, instead of using Equation (5) directly, to avoid computing involved inverses, the following approach is applied:
where the solutions of the following linear systems have been used:
being μ (k) 1 = F (y (k) )ρ (k) and μ (k) 2 = F (y (k) )η (k) 1 products matrix-vector. By Equation (21), it can be elucidated that the proposed method (5) consumes two vector-function, F(x (k) ) and F(z (k) ), and two Jacobian matrices, F (x (k) ) and F (y (k) ) per iteration k. We also need to solve five linear systems of equations per iteration in which merely one of them applies a different LU factorization. Therefore, the classical index for this method is I M 6 = 6 1/(2n 2 +2n) and its computational index is CI M 6 = 6 1/(2/3n 3 +9n 2 +4/3n) .
In Figure 1 , it can be observed that the efficiency index I of the proposed method M6 is better than that of the classical Newton' and Jarratt's schemes. This is not the case for the computational index. Although these graphics have been calculated for sizes of the system lower or equal to 10, the behaviour of the indices remains the same for higher sizes. 
General multipoint method
This section concerns with construction of a general multipoint for solving nonlinear systems of equations in which it uses the proposed method (5) as its first three steps as predictor. In fact, by adding one step it increases the order of convergence by three units and only one vector-function evaluation is required. It contains an economic solid frozen factor, too.
First development: ninth order of convergence
Following we present a new ninth-order iterative method for solving nonlinear systems of equations:
that will be denoted by M9. Similar to the theorem 2.1, we can prove the following. 
Notice that M9 requires one new vector-function evaluations per iteration, two products matrix-vector and three new linear systems of equations must be solved per cycle in which the matrix coefficient is the same used in the previous steps. So, the number of products/quotines increase in 3n 2 . Then, the efficiency indices of M9 are I M 9 = 9 1/(2n 2 +3n) and CI M 9 = 9 1/(2/3n 3 +14n 2 +7/3n) .
Second development: twelfth order of convergence
Now we present a new twelfth-order iterative method for solving nonlinear systems of equations: (k) ),
that will be denoted as M12. Similar to the proof of Theorem 2.1, we can prove the following. Let us suppose that F (x) is continuous and nonsingular in x * . Then, the sequence {x (k) } k≥0 obtained using the iterative method M12 converges to x * with convergence rate 12, and its error equation is given by
Let us notice that M12 also requires one new vector-function evaluations per iteration, two products matrix-vector and three new linear systems of equations must be solved per cycle, respect to M9. Therefore, the efficiency indices of M12 are I M 12 = 12 1/(2n 2 +4n) and CI M 12 = 12 1/(2/3n 3 +19n 2 +10/3n) .
In Figure 2 , we observe that the efficiency index I of the proposed methods of increasing orders M6, M9 and M12 is improved when the order is higher. For CI, the behaviour is exactly the opposite. Again, this qualitative information holds for higher sizes of the systems.
General m-point method m ≥ 3
We now deal with developing a new general multipoint method. Indeed, based on the process above, a multipoint iterative method with m steps and order of convergence 3(m − 1), can be developed as follows:
which will be denoted as MG. Therefore, the efficiency indices corresponding to this general method are I MG = (3(m − 1)) 1/(2n 2 +(m−1)n) and CI MG = (3(m − 1)) 1/(2/3n 3 +9n 2 +4/3n+(m−3)(5n 2 +n)) .
Numerical implementation
In this section, we want to apply our methods to solve four examples, taken from [10, 22] and the systems of equations obtained from the discretization of Burger's equation with Dirichlet-type boundary conditions. Computations have been carried out using variable precision arithmetic with 600 digits of mantissa in Mathematica 8. Besides, to verify that our algorithms support their given theories, the approximated computational order of convergence (ACOC), see [8] , has been computed by the formula
.
We will consider the following methods for comparison purpose and illustrations.
CHMT6 The sixth-order method by Cordero et al. [10] : (k) ).
(28) CTV6 The sixth-order method by Cordero et al. [11] : (k) ), SLB6 The sixth-order method by Soleymani et al. [22] :
Let us note that these sixth-order methods and the proposed M6 have the same classical efficiency index, because all of them use two functional evaluations and two Jacobian evaluations per step. However, their computational efficiency index are very different because of the complexity of the iterative expressions. In Figure 3 these indices can be observed for sizes of the system up to ten, but this behaviour is the same for higher sizes.
We compare the computed results and justify the accuracy and applicability of the mentioned algorithm and theorems. In fact, we want to estimate the zeros of the following nonlinear systems. In tables A i means F(x (i) ) ∞ and a(−b) stands for a × 10 −b .
We consider the following nonlinear systems of equations:
T with x (0) = (0.5, 0.5, 0.5) T and x * ≈ (0.698288 . . . , 0.628524 . . . , 0.342561 . . .) T .
(3) In order to tackle with large-scale nonlinear systems, we have included this example in this work
where a solution is the vector x * = (1, 1, . . . , 1) T for odd n, and its first Frèchet derivative has the following sparse pattern:
and the initial value x (0) = (2, 2, . . . , 2) T , also the case for 99 × 99 is considered. (4) In order to tackle with large-scale nonlinear systems , we have included this example in this work
where its solution is the vector x * ≈ (0.57735, 3.0000, 0.57735, 3.0000, . . . , 0.57735, 3.0000) T and note that its first Frèchet derivative has the following sparse pattern:
and the initial value x (0) = (2, 2, . . . , 2) T , also the case for 250 × 250 is considered. (5) In the following test, we consider u = u(x, t), as the exact solution of a nonlinear partial differential equation. The approximate solution is denoted by w i,j u(x i , t j ) at the node (i, j) on the considered mesh. Here, we assume M and N to be the number of steps along the space and time, and m = M − 1, n = N − 1. In fact, in the next test, we try to find the solution of a nonlinear differential equation using finite difference discretization. A simplified model of fluid flow is Burger's equation with Dirichlet boundary conditions and the diffusion coefficient D:
To solve this partial differential equation, we use the classical implicit scheme obtained by using the backward finite difference for the first derivative along the time (the independent variable t): u t (x i , t j ) (w i,j − w i,j−1 )/k, where k is the step size, and the central finite difference for the other involved pieces of the equations, i.e. u
wherein h is the step size along the space (x). We consider α = 5, β = 4, D = 0.05, and T = 1. The procedure will end in a nonlinear system of algebraic equations having a sparse Jacobian matrix, which have been solved and compared by different methods. Table 5 presents the comparison results for this test. We have chosen M = N = 41, to obtain a nonlinear system of the size 1600, with the starting vector x (0) = (0.5, . . . , .05) T .
As can be seen in Tables 1-5 all selected methods converge with the expected rates. The fifth columns show that the ACOC agrees very well with the theoretical order. Note that the run time has been reported, in term of second, in the last columns, too. 
Conclusion
First, we extended and developed Weerakoon and Fernando's method for solving nonlinear systems of equations with sixth-order convergence. Its convergence analysis was discussed. To develop a general multipoint iteration, we used this extended method as a predictor with two frozen Jacobian matrices. Some concrete examples of the general method had been given. In addition, numerical examples verified that these new methods can compete with the existing ones.
