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First Principles Studies of Magnetic Oxides, Spin-Driven Ferroelectricity, and the
Effect of Polarization in the Chemistry of Functional Heterointerfaces
Abstract
Achieving accurate description and understanding of the chemical and physical properties of complex
materials enables the further development of their technological applications. Employing density
functional theory (DFT) with rotationally invariant Hubbard corrections, we present an extensive study of
binary manganese oxides modeling their noncollinear spin patterns and computing their electronic
structures in agreement with experimental results. Leveraging on our success in predicting accurately
magnetic properties, we explore the noncollinear cycloidal magnetic order in CaMn$_{7}$O$_{12}$, which
breaks inversion symmetry generating one of the largest spin-driven ferroelectric polarizations measured
to date. Based on a generalized spin-current model with Heisenberg-exchange and Dzyaloshinskii-Moriya
interaction energetics we explain the microscopic origin of the polarization, including its direction,
coupling to the spin helicity, charge density redistribution, and magnetic exchange interactions. Our
experimental collaborators synthesize the proposed material, CaMn$_{7}$O$_{12}$, in films, reporting
experimental evidence of its remarkable high temperature charge ordering phase transition and our
atomistic insights through DFT calculations elucidate on the structural and electronic coupling of this
phase transition.
Symmetry breaking and chemical potential mismatch at an interface could lead to novel phenomena and
multifunctional properties inaccessible in the bulk; therefore, interfacial engineering of functional
heterostructure geometries could guide devices by design. We propose the functional interface between
graphene and polydomain ferroelectrics as platform for novel field effect transistors. Here, we present
both a theoretical understanding of how ferroelectric polarization direction affects the graphene carrier
density and with help from our experimental collaborators we show evidence of our explanations. We
predict that the graphene can be \emph{n}- or \emph{p}-type depending on the polarization direction and
quantify the changes in carrier density. The functional complex oxide heterostructure,
LaAlO$_{3}$/SrTiO$_{3}$ - known for the emergence of two-dimensional electron gas (2DEG) at the
interface, is investigated to explain the experimental observation of a surface chemically switchable
luminescence process after water treatment. We determine that water dissociates at the surface of
LaAlO$_{3}$/SrTiO$_{3}$, which leads to protons on the surface cancelling the ``polar catastrophe" and
providing accessibility to optical transitions from the 2DEG system. Finally, motivated by the instability of
organometal halide perovskites once exposed to water, we study the interaction of water with the (001)
surfaces of CH$_{3}$NH$_{3}$PbI$_{3}$ under low and high water concentrations concluding that the
orientation of the dipole from the methylammonium molecules heavily influenced the surface interaction
with water.
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ABSTRACT
FIRST PRINCIPLES STUDIES OF MAGNETIC OXIDES, SPIN-DRIVEN
FERROELECTRICITY, AND THE EFFECT OF POLARIZATION IN THE
CHEMISTRY OF FUNCTIONAL HETEROINTERFACES
Diomedes Saldana-Greco
Andrew M. Rappe

Achieving accurate description and understanding of the chemical and physical properties of complex materials enables the further development of their technological applications. Employing density functional theory (DFT) with rotationally invariant Hubbard
corrections, we present an extensive study of binary manganese oxides modeling their noncollinear spin patterns and computing their electronic structures in agreement with experimental results. Leveraging on our success in predicting accurately magnetic properties,
we explore the noncollinear cycloidal magnetic order in CaMn7 O12 , which breaks inversion symmetry generating one of the largest spin-driven ferroelectric polarizations measured to date. Based on a generalized spin-current model with Heisenberg-exchange and
Dzyaloshinskii-Moriya interaction energetics we explain the microscopic origin of the polarization, including its direction, coupling to the spin helicity, charge density redistribution, and magnetic exchange interactions. Our experimental collaborators synthesize the
proposed material, CaMn7 O12 , in films, reporting experimental evidence of its remarkable
high temperature charge ordering phase transition and our atomistic insights through DFT
calculations elucidate on the structural and electronic coupling of this phase transition.
Symmetry breaking and chemical potential mismatch at an interface could lead to novel
phenomena and multifunctional properties inaccessible in the bulk; therefore, interfacial
engineering of functional heterostructure geometries could guide devices by design. We
propose the functional interface between graphene and polydomain ferroelectrics as platv

form for novel field effect transistors. Here, we present both a theoretical understanding of
how ferroelectric polarization direction affects the graphene carrier density and with help
from our experimental collaborators we show evidence of our explanations. We predict that
the graphene can be n- or p-type depending on the polarization direction and quantify the
changes in carrier density. The functional complex oxide heterostructure, LaAlO3 /SrTiO3 known for the emergence of two-dimensional electron gas (2DEG) at the interface, is investigated to explain the experimental observation of a surface chemically switchable luminescence process after water treatment. We determine that water dissociates at the surface of
LaAlO3 /SrTiO3 , which leads to protons on the surface cancelling the “polar catastrophe”
and providing accessibility to optical transitions from the 2DEG system. Finally, motivated by the instability of organometal halide perovskites once exposed to water, we study
the interaction of water with the (001) surfaces of CH3 NH3 PbI3 under low and high water concentrations concluding that the orientation of the dipole from the methylammonium
molecules heavily influenced the surface interaction with water.
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Mn3 spin orientation, α, as a function of Hubbard J with U = 2 eV for SOC
(red) and NSOC (blue). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
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4.4

Inversion symmetry operation on spins (a) perpendicular to the mirror plane,
(b) with components parallel to the mirror plane, and (c) completely parallel to the mirror plane. The horizontal mirror plane (σ) is perpendicular to
the C2 axis intersecting at the inversion center. The spins of different colors
are related by mirror operation; the spins of the same colors are related by
inversion symmetry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.5

(a) B-site Mn2-Mn3 chains along the Cartesian directions [100], [010], and
[001] with Mn2 spins (black arrows) and Mn3 spins (green arrows) at α
= 30◦ . The spins form cycloidal spiral chains along the three cubic axes.
Two pairs of inversion-related cycloidal spiral chains for (b) α = 30◦ and
(c) α = 0◦ . The mirror plane is perpendicular to the C2 axis, which is set
parallel to the chain direction. Upon magnetic inversion operation, the α =
30◦ configuration breaks the inversion symmetry as indicated by the dashed
red line, whereas the α = 0◦ configuration retains the inversion symmetry. . 75

4.6

Energy as a function of Mn3 ions displacement from their centrosymmetric
positions. The ionic displacements are favorable for α = 30◦ and their magnitude is 0.0007 Åcontributing a small portion of the entire polarization. . . 77

4.7

Charge density redistribution along the Mn3-O bonds as the magnetic structure changes from α = 0◦ to α = 30◦ . The cyan color indicates electron
density gain while the yellow color indicates electron density loss. This
charge density shift is purely electronic, induced by the change in Mn3
magnetic moment. (a) Top-view and (b) side-view of the charge density
differential. The noncentrosymmetric charge density arises from the top
three Mn3-O bonds gaining electron density (cyan), while the bottom three
Mn3-O bonds lose electron density (yellow). . . . . . . . . . . . . . . . . . 79
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4.8

(a) Mn2-O-Mn3 chain forms a zig-zag pattern with a bond angle of 137.4◦ .
Projected density for the states in the O+ —Mn3—O– —Mn2 chain along
the [010] direction with Mn3 magnetic moment aligned with (b) α = 0◦ and
(c) α = 30◦ . Orbital-projected density of states for all 2p-orbital subshells
of both O+ (solid lines) and O– (dashed lines) in the magnetic structure
of (d) α = 0◦ and (e) α = 30◦ . The spin-orbit coupled states for Mn3 and
surrounding O atoms at (f) α = 0◦ and (g) α = 30◦ . . . . . . . . . . . . . . 88

5.1

X-ray diffraction data measured about the (002) peak from films grown on
SLAO and LSAT. (Experimental work performed by Amanda Huon, Dr.
Eun Ju Moon, and Prof. Steve J. May) . . . . . . . . . . . . . . . . . . . . 96

5.2

TEM analysis of CaMn7 O12 films. Large aperture selected area diffraction
patterns showing the preferred texture of the films on SLAO (a) and LSAT
(b) substrates with blue stars highlighting reflections from substrate, while
red stars highlight reflections from the CaMn7 O12 film. Film reflections are
labeled using pseudo-cubic notation. Low resolution TEM images showing
the typical CaMn7 O12 film morphology on SLAO (c) and LSAT (d). Panel
(c) consists of two adjacent images overlaid together. (e) and (f) Wiener
filtered HRTEM images with inset structural cartoon in (f) showing the Ca
(red) and Mn (blue) columns overlaid on the image. The lower right inset of
(f) shows a multislice simulation. The two HRTEM images were obtained
using different defocus values on the objective lens; the defocus in (f) was
chosen to exaggerate the pseudo-cubic structure of the film. (Experimental
work performed by Andrew C. Lang, and Prof. Mitra L. Taheri) . . . . . . 97
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5.3

Temperature dependent resistivity of CaMn7 O12 film reveals signatures of
a charge ordering transition near 425 K. For films grown on SLAO (a),
slight variations in Mn:Ca ratio have minimal effect on T*. Similarly, films
grown on LSAT are more resistive than compositionally equivalent films on
SLAO (b), but the change in substrate does not significantly alter T*. The
resistivity of sample A-LSAT measured over a wider temperature range is
shown as an inset of (b). (Experimental work performed by Amanda Huon,
Dr. Eun Ju Moon, and Prof. Steve J. May) . . . . . . . . . . . . . . . . . . 98

5.4

Crystal and electronic structure of CaMn7 O12 . (a) Distorted cubic structure, Im3̄, where the Mn2O6 and Mn3O6 octahedral volumes are nearly
identical, V Mn2 ≈ V Mn3 . (b) Lowest energy rhombohedral structure, R3̄,
where V Mn2 > V Mn3 , suggesting a charge-ordered atomic structure. Both
structures in (a) and (b) display the pseudocubic direction for simplicity;
the white arrows indicate the shortening and elongation of Mn-O bonds
lenghts that lead to the changes in the octahedral volume. (c) Projected
density of states of the distorted cubic structure in (a) showing a metallic
state where the B-site Mn2 and Mn3 nominally have a 3.25+ valence. (d)
Projected density of states of the rhombohedral structure in (b) showing
an insulating state with a ≈240 meV band gap, where the B-site Mn2 and
Mn3 have 3+ and 4+ valences, respectively. . . . . . . . . . . . . . . . . . 101
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6.1

Raman spectroscopy of graphene/LiNbO3 heterostructures. a) LiNbO3 E(TO8)
frequency map. The inset shows a corresponding PFM phase image of the
same LiNbO3 sample before graphene transfer. b) Graphene G-band frequency map. Spectra were collected simultaneously to the map in a. Scale
bars are 10 µm. c) Graphene G-peak averaged over a dark and a bright
stripe in b with the G-band frequency ωG = 1603.3 cm−1 and 1596.8 cm−1
for bright and dark stripes, respectively. Lines correspond to Lorentzian fits
to the experimental data (orange diamonds for the bright stripe and dark red
squares for the dark stripe). (Experimental work performed by Christoph
Baeumer, Prof. Moonsub Shim and Prof. Lane W. Martin) . . . . . . . . . 111

6.2

Raman spectroscopy of graphene/LiNbO3 heterostructures. a) Graphene
G-band frequency map. b) G-band intensity map. c) 2D-band frequency
map. d) 2D-band intensity map. Note that only the G-band intensity does
not show the periodic stripes, according to its independence on the charge
carrier density in graphene. Brighter regions correspond to small flakes
of thicker graphene or transfer residues and cause the dark spots in a and
c. Scale bars are 10 µm. (Experimental work performed by Christoph
Baeumer, Prof. Moonsub Shim and Prof. Lane W. Martin) . . . . . . . . . 112

xxi

6.3

Gate-dependent Raman spectroscopy of graphene on unipolar and periodically poled LiNbO3 . Schematic of a top-gated graphene transistor on a)
unipolar and b) periodically poled LiNbO3 . c) Representative gate dependent Raman G-band frequency for a single-domain, down-polarized (orange diamonds) and a single-domain, up-polarized (dark red squares). d)
Representative gate dependent Raman G-band frequency averaged over a
down-polarized domain (orange diamonds) and an up-polarized domain
(dark red squares). Error bars indicate the standard deviation of the frequency within each stripe. (Experimental work performed by Christoph
Baeumer, Prof. Moonsub Shim and Prof. Lane W. Martin) . . . . . . . . . 113

6.4

Atomic structure of different graphene/LiNbO3 interface configurations for
both up-polarized (P+ ) and down-polarized (P− ). Different configurations
of graphene/LiNbO3 interfaces for the P+ surface (a-c) and for the P− surface (d-f) were explored from first principles and allowed to relax in order
to account for various possible bonding scenarios such as top Li cation
(O anion) in the P+ (P− ) surface with a carbon atom on top as well as
in the middle of a six-membered carbon ring. All these relaxed configurations yield no chemical bonds between graphene and LiNbO3 ; therefore, the interface is well described by an electrostatic interaction between
graphene and LiNbO3 polar surfaces. Various configurations found to possess slightly higher energies than the configuration used in the main text,
where the stoichiometric surface Li is located at the middle of the sixmembered carbon ring (P+ surface/graphene A and P− surface/graphene
A) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
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6.5

LiNbO3 ferroelectric polarization as a function of temperature determined
from a Landau model. The bulk temperature-dependent ferroelectric polarization is simulated with a Landau model based on the following equation, P(T)=[ αβ (T 0 -T)]1/2 . The free-energy Landau coefficients α and β for
LiNbO3 are obtained from pre-determined models [8]. This P(T) enables
us to estimate the bulk ferroelectric polarization at temperatures of interest. 118
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6.6

Relaxed atomic surface structures of LiNbO3 with graphene (not shown
for clarity) adsorbed on the (a) up-polarized P+ surface (with a 2×1 nonstoichiometric reconstruction with an extra Li, denoted as Li’, per surface unit cell and an extra Li, denoted as Li”, per every two surface unit
cells) and (b) down-polarized P− surface (with a 2×1 nonstoichiometric
reconstruction with an extra Li-O, denoted as Li’ and O’, per surface unit
cell and an extra Li, denoted as Li” and O”, per every two surface unit
cells). The dark purple line indicates the surface lattice periodicity. (c)
Atomic structure of the 2×1 surface reconstructed slab with graphene adsorbed on both terminations, reconstructed adatoms and two trilayers (LiO3 -Nb) near each interface are allowed to relax while the rest of the film,
in this case, is fixed to the P(298 K) = 0.875 P0 atomic positions. Electronic band structure of graphene on both up- and down-polarized ferroelectric surfaces in (d) demonstrating that graphene is intrinsic for both interfaces in a relaxed slab with internal bulk ferroelectric polarization fixed
to P(473 K) = 0.8 P0 where the surface charge is essentially fully passivated by the 2×1 reconstruction and in (e) demonstrating that graphene
becomes n-doped and p-doped, respectively, passivating the extra surface
charge that emerges in the 2×1 reconstructed surfaces as temperature is
reduced from 473 K to 298 K and the ferroelectric polarization increases
from P(473 K) = 0.8 P0 to P(298 K) = 0.875 P0 (f) Induced charge redistribution as the graphene/ferroelectric interfaces are formed, where red
indicates the gain of electrons (up-polarized, top surface) and blue the gain
of holes (down-polarized, bottom surface), for the hybrid structure shown
in (b). The isovalue used to plot the charge density differential is 0.002 e Å−3 .120
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6.7

Raman spectrum of graphene transferred to LiNbO3 . (a) Average spectrum
of all dark stripes in Fig. 6.1b. The integrated intensity ratio I(D)/I(G)
yields ∼7%. The existence of the D-band is caused by C sp3 regions
while the G-band is inherent to all graphitic structures. (b) Calculating the
same ratio for each pixel in the Raman image demonstrates non-negligible
amounts of defects in local areas of the graphene with I(D)/I(G) of up to
50% indicating some regions of C sp3 , which are likely to be due to epoxides and hydroxyls introduced during preparation and transfer. Scale bar
is 10 µm. (Experimental work performed by Christoph Baeumer, Prof.
Moonsub Shim and Prof. Lane W. Martin) . . . . . . . . . . . . . . . . . . 122

6.8

Atomic structure of the O-species defects on graphene. The atomic structures of the defects on graphene when exposed to ambient oxidizing conditions were evaluated by calculating four (4×4) graphene surface supercells: (a) epoxide on graphene, (b) hydroxyl-pair on the ortho position, (c)
chemisorbed O2 molecule, and (d) physisorbed O2 molecule. . . . . . . . . 125
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6.9

Thermodynamics of formation of O-derived defects. The energetics of Oderived defects on free-standing graphene and graphene on LiNbO3 are
investigated to evaluate the stability of these O-derived defects as well as
the effect of the ferroelectric substrate on the propensity of the graphene
towards adsorption of molecular oxygen leading to its oxidation, e.g. formation of epoxide and hydroxyl moieties. (a) Solid-black and dashed-cyan
lines show the energy change associated with O2 physisorption, chemisorption, and epoxidation on a free graphene and on a graphene on the P+ side
of a LiNbO3 substrate. Energies are in eV per O2 molecule. Energy of
O2 in the gas phase and physisorbed state are corrected for the overbinding
inherent in DFT when describing double-bonded O2 . The graphene on P+
is more susceptible to O2 chemisorption and epoxidation. (b) Solid-black
and dashed-red lines show the energy change associated with the reactions
listed above and hydroxylation of epoxide (from the reaction with water)
on a free graphene and on a graphene on both the P+ and P− side of a
LiNbO3 substrate. The same trend can be seen as in (a), although the O2 on
P− makes the combined epoxidation energies less negative. Hydroxylation
of the epoxide on the P− is found to be relatively very favorable. These energy diagrams illustrate that the ferroelectric substrate significantly alters
the thermodynamics of formation of oxygen derived-defects on graphene.
This is consistent with a recent study where formation of O-derived defects on graphene is found to increase in the presence of a SiO2 substrate,
and further enhanced by the presence of water [9] most likely due to the
favorable hydroxylation of the epoxides. . . . . . . . . . . . . . . . . . . . 126
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6.10 Interfacial chemistry of the defective graphene/LiNbO3 (0001). (a) The
atomic structure of the graphene and the top layer of the up-polarized
LiNbO3 surface with an epoxide at the interface (see Fig. 6.6c for legend). (b) The atomic structure of the graphene and the top layer of the
down-polarized LiNbO3 surface with a hydroxyl at the interface (see Fig.
6.6c for legend, additionally, the small orange spheres represent the hydrogen atoms). (c) The electronic structure of the graphene sheets and
defect for the structure shown in (a) demonstrating a gap opening on the
graphene/up-polarized due to the interaction with the epoxide defect. This
results to lower carrier concentration on the graphene on the P+ (electrons)
relative to the one on the P− (holes). (d) The electronic structure of the
graphene sheets and defect for the structure in (b) illustrating gap opening
with gap defect states in the graphene/down-polarized due to the reaction
with the hydroxyl defect. The graphene on the P+ remains n-type. In (c)
and (d), projections of the defect plus nearest neighbor carbons are shown
as dash lines, these states are highly localized charges as suggested in Fig.
6.14 and 6.15. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.11 Atomic and electronic structure of physisorbed O2 on graphene/LiNbO3
hybrid structures. (a) The atomic structure of the graphene/LiNbO3 system
with O2 molecules physisorbed on both sides of the slab in the vacuum.
(b) The electronic structure of the structure in (a). The atomic projections
onto the densities of states show largely reduced n-type character of the
graphene/up-polarized, while a relatively unchanged p-type character of
the graphene/down-polarized, compared to the O2 -free case (see Fig. 6.6f).
The spin up (black dash line) and down (red dash line) bands are shown to
take account for the O2 molecule triplet ground state. . . . . . . . . . . . . 128
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6.12 Photocurrent response of a ferroelectricity-induced p-n-junction in graphene.
The red line represents the photocurrent response of a top-gated graphene
transistor with a gate voltage of 400 mV on periodically poled LiNbO3 . The
simultaneously detected Raman E(TO8) frequency (black) along the same
line was used to identify the down-polarized (blue) and up-polarized (orange) domains of the LiNbO3 . Grey shading corresponds to the Ti/Pd contacts. A schematic band diagram can be constructed based on the experimental observations. (Experimental work performed by Christoph Baeumer,
Prof. Moonsub Shim and Prof. Lane W. Martin)

. . . . . . . . . . . . . . 132

6.13 Photocurrent response of a ferroelectricity-induced p-n-junction in graphene.
The red line represents the photocurrent response of a top-gated graphene
transistor with a gate voltage of 400 mV on periodically poled LiNbO3 .
The simultaneously detected Raman E(TO8) frequency (black) along the
same line was used to identify the down-polarized (blue) and up-polarized
(orange) domains of the LiNbO3 . Grey shading corresponds to the Ti/Pd
contacts. A schematic band diagram can be constructed based on the experimental observations. . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.14 Charge density differential of graphene with O-species defects. Induced
charge redistribution as the graphene/O-species defects are formed (red :
gain of electrons; blue : gain of holes). The (a) hydroxyls, (b) epoxide and
(c) chemisorbed O2 molecule are highly localized defects leading to a less
uniform distribution of holes on the graphene; however, (d) the physisorbed
O2 molecule leads to a more uniform electron deficient graphene (isovalue:
0.002eÅ−3 except for physisorbed O2 molecule: 0.0002eÅ−3 ). . . . . . . . 138
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6.15 Electronic structure of carbon atoms in the epoxide-graphene system. (a)
The density of states of the epoxide-graphene is compared to pristine graphene
(black). The states are projected to carbon atoms at the defect (blue), with
localized charges (green) and the rest of the supercell (brown). (b) The
structural positions of the carbon atoms corresponding to the projected density of states from (a) show that the distribution of carbon atoms with localized charges away from the defect are arranged in oscillatory patterns.
(c) DFT simulated reduced z-contrast constant current (1×10−4 a.u.) STM
image with a +0.5 V sample bias. This was calculated using the TersoffHamann approximation as implemented in the quantum espresso package.
This matches very well the pattern found between (a) and (b). . . . . . . . . 139
7.1

(a-c), RHEED intensity evolution with film thickness for different laser
fluence as denoted in the figure. (d), RHEED image, (e), AFM topographic
height image of grown film, and (f), variation in sheet resistance versus T
for different laser fluence energies. (Experimental work performed by Dr.
Eric Breckenfeld, Ruijuan Xu, and Prof. Lane W. Martin) . . . . . . . . . . 146

7.2

Top panel (a) shows the atomic structures of relaxed n=2,4,6 nLaAlO3 /SrTiO3
low temperature slabs. The bottom panel (b) shows the electronic band
structure of the respective atomic structures in (a). The insulator to metal
transition takes place when the LaAlO3 thickness is above 4 unit cells.
These are obtained from LDA calculations. . . . . . . . . . . . . . . . . . 150

7.3

Relaxed atomic structures of (a) HO-LaAlO3 /SrTiO3 and (c) H2 O-LaAlO3 /SrTiO3
slabs. Their electronic band structures are shown underneath each structure
in (b) and (d), respectively. The Fermi energy level is shown with a red line.
These are obtained from LDA+U calculations. . . . . . . . . . . . . . . . . 151
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7.4

The DFT average energy levels of the 5 conducting bands illustrating qualitatively the energy splittings between bands. The black dashed line shows
the photoexcited hole and the solid black lines i and j indicate the optical transition for the recombination of the 2DEG quantized level n=1 and
n=4 with the photoexcited hole. Note: These energy levels computed via
DFT+U still underestimate the energy gap; therefore, the energies are not
in direct comparison with experiment. . . . . . . . . . . . . . . . . . . . . 152

7.5

Gibbs free energy of H+ and − OH ions chemisorption in LaAlO3 /SrTiO3
showing the greater stability of H+ . . . . . . . . . . . . . . . . . . . . . . 156

7.6

Calculated free charge density as a function of position at and near the
LaAlO3 /SrTiO3 interface for the unpassivated (black) and that arising from
the H+ -terminated AlO2 (red). Inset: assumed bound charge density as a
function of position across the 10 u.c. LaAlO3 layer, showing charge associated with chemisorbed H+ (blue), and alternating AlO2 (green) and LaO
(red) layers. (Work performed by Prof. Mohammad A. Islam, Zongquan
Gu, Dr. Christopher J. Hawley, and Prof. Jonathan E. Spanier) . . . . . . . 160
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7.7

Absorption-induced optical transitions with complex oxide quantum well
a, PL from a pristine (P) ten-unit-cell film of LaAlO3 on SrTiO3 bulk shows
a broad feature (≈2.8 eV). When the sample is exposed to water vapor in
situ under vacuum, 300 K PL remains broad (black trace). Significantly,
intense UV PL peaks emerge at 4.2 K (red trace). Peaks denoted 2D1 and
2D2 (inset) are assigned to different 2D quantized electronic energy level
recombination with free holes. Peaks denoted zone boundary edge (BE− ,
and BE+ , inset) are assigned to phonon-assisted interband transitions in
SrTiO3 . b, Reversibility of PL spectrum from a single LaAlO3 /SrTiO3 film
heterostructure as found (left), following H-chemisorption (center), and after annealing in O2 and desorption of H (right), each collected at 4.2 K. c,
PL intensity collected at 4.2 K in samples exposed to water vapor, with 4, 6,
7 and 10 unit cells of LaAlO3 , revealing a thickness dependence to the PL
intensity. Shown in the inset are the integrated PL intensities for the 2D1
peak at different unit cells thickness. d, Temperature evolution of the PL
with intensity legend on the side. Shown in the upper inset are the PL spectra at 4 K and 40 K indicating the 2D1 and BE− peaks. In the side inset are
the integrated intensities of the 2DEG and BE− peaks plotted as functions
of 1/kT . Unlike the phonon-assisted PL peak, which decreases for decreasing T , cooling-induced onset and rise of the 2DEG peak is observed,
followed by its saturation at lower T . (Experimental work performed by
Prof. Mohammad A. Islam, Zongquan Gu, Dr. Christopher J. Hawley, and
Prof. Jonathan E. Spanier) . . . . . . . . . . . . . . . . . . . . . . . . . . 164
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7.8

Access to optical transitions from the 2DEG The atomic structure of the
oxide heterostructure quantum well interface of (a) bare LaAlO3 /SrTiO3 ,
indicating that the hole density at the surface and the electron density at
the interface are far smaller than the

1
2

hole/electron per surface unit cell

at the infinite thickness limit, and (b) H-chemisorbed LaAlO3 /SrTiO3 resulting in higher density of localized 2D confined electrons at the interface.
Once the H atoms are chemisorbed on the surface, the holes are passivated,
driving complete electron transfer to the interface, illustrated by the solid
blue arrow. c, Layer-resolved electronic density of states (DOS) for bare
LaAlO3 /SrTiO3 undergoing the polar catastrophe, with the blue line indicating the potential build up. The potential buildup provides states that will
inhibit sharp optical transitions. d, Layer-resolved DOS after chemisorption of H onto LaAlO3 /SrTiO3 . The H atom transfers an electron to the
LaAlO3 /SrTiO3 interface at equilibrium, eliminating the potential build up
and opening an energy gap, so that optical transitions can be accessed, indicated by the grey shaded area. . . . . . . . . . . . . . . . . . . . . . . . 167
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7.9

Influence of H+ on electronic structure. a, DFT calculated electronic band
structure of H+ surface-chemisorbed LaAlO3 /SrTiO3 showing a large valenceconduction band gap. b, Left panel: enlarged view of the conduction states
in (a); right panel: the projected DOS shows the contribution from the Ti
3dxy orbitals in the layers near the interface. The red line indicates EF . c,
Electron distribution of the conduction states. The atomic structure at the
top of the graph shows a charge density isosurface for all the states within
0.5 eV below EF , which consists of n=4 bands. The graph below shows
the planar-averaged filled state density of the conduction bands. The inset shows that the conduction electrons are strongly localized in Ti 3dxy
orbitals. d, Self consistent Poisson-Schrödinger model calculations show
(inset) that passivation of AlO2 -terminated LaAlO3 /SrTiO3 by H+ results
in flattening of the conduction (solid green) and valence (solid blue) bands
in LaAlO3 (0 < z < 4 nm) compared with the bound potential (dashed
green and blue, respectively) induced by AlO2 and LaO, consistent with
the DFT results in Fig. 7.8c and d. Band bending (green), bound eigenstates (horizontal blue), and the modulus of the electronic eigenfunctions
(blue) are shown and contribute to observed 2DEG-photoexcited hole PL. . 168
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8.1

Water adsorption sites on the MAPbI3 (001) surface. (a) Top-down view
of the MAI-termination, showing exposed MA molecules and associated
iodine atoms. Blue letters indicate studied water adsorption sites, α−|+ ,
β −|+ , and γ −|+ . (b) Side view of the MAI-terminated P+ surface, where
the NH3 + -end is exposed. (c) Side view of the MAI-terminated P− surface,
where the CH3 -end of the MA molecule is exposed. (d) Top-down view of
the PbI2 -termination, showing coordinated Pb atoms with associated iodine
atoms; both are labeled to facilitate discussion. Blue letters indicate water
adsorption sites, δ −|+ , −|+ , and ζ −|+ . (e) Side view of the PbI2 -terminated
P+ surface. The NH3 + -end of the subsurface MA molecule is pointed toward the surface. (f) Side view of the PbI2 -terminated P− surface. The
CH3 -end of the subsurface MA molecule is pointed toward the surface.
The dipole of the MA molecule in each slab is indicated with a red arrow.
√ √
The black lines represent the surface periodicity studied ( 2× 2 R 45◦ ).
Grey: Pb, Purple: I, Blue: N, Brown: C, White: H. . . . . . . . . . . . . . 176

8.2

Contour plot of water adsorption on the PbI2 -terminated P− surface of
MAPbI3 . Only one local minimum is seen at the Pb atom, explaining why
all sampled structures in Table 8.1 resulted in the same adsorption energy. . 178

8.3

Water adsorption to the MAI- and PbI2 -terminated surfaces with different
polarities. Lowest-energy structure of water on the (a) MAI-terminated P+
surface, (b) MAI-terminated P− surface, (c) PbI2 -terminated P+ surface,
and (d) PbI2 -terminated P− surface. . . . . . . . . . . . . . . . . . . . . . 182

xxxiv

8.4

Projected density of states of the lowest energy configurations of water on
the different MAPbI3 (001) surfaces. (a) The orbital overlap between O py
and H of ammonium on the MAI-P+ surface shows a hydrogen bonding
interaction, while on (b) the MAI-P− the HW , hydrogen of water, slightly
overlaps with the surface iodine atom indicating a weaker interaction. On
the PbI2 -terminated surface, (c) the P+ shows lack of oxygen orbital splitting and strong Pb overlap, which is compared to the strong Pb-O overlap
and oxygen orbital splitting in (d) the P− surface demonstrating that there
is stronger Pb-O bonding on PbI2 -P− than on PbI2 -P+ . . . . . . . . . . . . 183

8.5

Atomic structure of water interacting with MAI-terminated P− surface at
close proximity. The initial structure is shown in (a), where the red arrow
represents the dipole of the MA molecule. This structure shows that the
H2 O is placed at 2.00 Å from the surface. After relaxation the optimized
atomic structure shown in (b) exhibits that the interaction is driven by Hbonding between the H from the amine group and the O from the water.
This causes the dipole of MA molecule, represented with a red arrow, to
slightly rotate to accommodate H-bonding. . . . . . . . . . . . . . . . . . . 184
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8.6

Energetic and structural description of possible water penetration mechanism on the PbI2 -terminated surfaces with different polarities. (a) Lowestenergy structure of water at the hollow site of the PbI2 -terminated P+ surface. (b) Lowest-energy structure of water under the first layer of the PbI2 terminated P+ surface.(c) Reaction path of water traveling from the configuration seen in (a) to that in (b). The forward activation barrier is 0.023
eV, which can be overcoming using thermal energy. This emphasizes the
facility of water penetration on this surface. (d) Lowest-energy structure of
water initially placed at the hollow site of the PbI2 -terminated P− surface.
The water was repelled from the hollow site into the vacuum above the
hollow site during relaxation. (e) Lowest-energy structure of water under
the first layer of the PbI2 -terminated P− surface, demonstrating that if water
can penetrate the top layer, it will tilt the methylammonium dipole direction
to form a hydrogen bond and become trapped. (f) Reaction path of water
traveling from the configuration seen in (d) to that in (e). The forward activation barrier is 0.27 eV, which is an order of magnitude higher than on
the surface of opposite polarity. This emphasizes the water-repelling nature
of the surface and suggests paths of material stabilization based on poling
with an electric field or interfacial engineering to create an ordered cation
domain. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
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8.7
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Chapter 1
Introduction

1

Next generation nanoelectronics and optoelectronics devices require both new materials and inventive routes to manipulate them. Among the array of candidates, magnetic
materials, multiferroics, graphene, ferroelectrics, complex oxides, and organometal hybrid
perovskites have garnered much attention; however, the realization of devices based on
these materials depends on advanced processing, complex device design, and complete
understanding of their physical and chemical properties. First-principles quantum mechanical calculations have pushed forward the realization of functional materials and devices
by design [10, 11, 12]. For instance, atomic, magnetic and electronic structures of functional materials and their heterostructures can be successfully computed and subsequently
validated experimentally. This computational approach plays a crucial role in material design and discovery as it can not only help to explain and understand the observed novel
phenomena, but can also predict, control and enhance material properties to guide experimental efforts. In this thesis, we employ first-principles density functional theory (DFT)
to accurately describe magnetic systems, explain spin-induced ferroelectricity and chargeordering mechanisms in multiferroics, study the complex interplay between polarization
and chemistry in functional interfaces of graphene and ferroelectrics, and demonstrate the
electronic and structural effects of water adsorption on the surface of complex oxides heterostructures and organometal halide hybrid perovskite, respectively.
Magnetism in materials arises from the magnetic dipole moments in individual atoms
due to the presence of unpaired electrons or partially filled orbitals. The parallel or aniparallel alignment of these magnetic dipole moments depends on the exchange interaction
between two nearby atoms with unpaired electrons. This exchange interaction is ruled by
the Pauli exclusion principle, which states that two identical electrons can not have the
same quantum state simultaneously. These magnetic dipole moments, when aligned locally, produce a macroscopic, non-zero magnetic field generating a ferromagnetic material.
However, when the magnetic dipole moments are completely antiparallel, the total mag2

netic field is zero, generating an antiferromagnetic material. It has been observed that DFT
tends to incorrectly describe the ground state of magnetic systems. As an example, DFT
determines that the ground state of FeO and CoO is a ferromagnetic and metallic state,
while the adequate description of the ground state is an antiferromagnetic and insulating
state [13]. This is due to the strong electronic correlation experienced by the localized d
electrons leading to unphysical self-interaction of an electron with the potential it generates. Self-interaction artificially raises the energy of the on-site single-particle energies in
the Kohn-Sham equations, thereby delocalizing the localized electronic states and leading
to inaccuracies in the electronic band structure; thus the wrong magnetic ground state. This
inadequate treatment of magnetic systems represents a significant challenge for DFT. The
scenario is more complex when the spin direction is favorable to point at any direction due
to geometric frustration, strong spin-orbit coupling, and broken symmetry at interface or
surface, as it is in the case for noncollinear magnetic systems. We achieved higher accurate description of complex magnetic systems with Hubbard U and J corrections defined
distinctly, leading to a fully anisotropic treatment of the Coulomb (U) and exchange (J)
matrices accounting for the full orbital dependence.
Noncollinear magnetic systems can yield to exotic physical phenomena such as magnetic ferroelectrics, namely multiferroics, [14, 15] where spiral magnetic ordering breaks
inversion symmetry resulting in charge density redistribution that adds up to macroscopic
polarization. Further physical understanding of the spin-induced polarization mechanism
in multiferroics is crucial to enable control and design of new multifunctional materials.
We studied the persistent electronic polarization activated solely by spin order in inversionsymmetric ionic crystal lattices in quadruple perovskite oxide, CaMn7 O12 . This complex
oxide also exhibits a high temperature, T = 440 K, charge ordering phase transition [16].
This strongly coupled structural and electronic metal-insulator transition is a real space ordering of valence electrons from a disordered to ordered state accompanied by an abrupt
3

increase in resistivity [17]. Due to strong electron correlations and interactions between the
charge carriers and phonons in mixed valent compounds, metal ions of different oxidation
states are ordered at specific lattice sites to give rise to highly localized charges.
In addition to magnetism, multiferroicity and metal-insulator transition, bulk perovskite
oxides represent a promising material platform for the development of novel electronic devices due to their technologically relevant properties such as piezoelectricity, pyroelectricity, and ferroelectricity [18, 19, 20]. Enhancement and control of these properties as well as
emergence of novel phenomena inaccessible in the bulk can be attained at the interface of
functional heterostructures between different perovskite oxides or perovskite oxides with
other materials. These various interfacial compositions give rise to highly tunable structural, electronic and magnetic properties, including coupling thereof, with high-level of
functionality. For example, polarization of a ferroelectric slab can be enhanced by sandwiching the slab into a heterojunction [21, 22], and the interface between magnetic metal or
ferromagnetic oxide with ferroelectric materials give rise to multiferroics, which are widely
used in tunable microwave devices and magnetic sensor [23]. Another innovative approach
for interfacial engineering is to take advantage of the coupling between graphene carrier
density to an adjacent, remanent ferroelectric polarization for the design of novel field effect transistors. The atomistic details of the interfacial chemistry of graphene/ferroelectric
hybrid structures lead a comprehensive understanding of how ferroelectric polarization direction affects the graphene carrier doping level.
The interfacial electronic properties of polar/nonpolar perovskite oxides show electronic reconstruction involving charge transfer across the interface. Polarization attracts
screening charges, which accumulate around the interface and form a two-dimensional
electron gas (2DEG), explained by the so-called “polar catastrophe” [24, 25]. One specific example is the discovery of high-mobility conduction [26], ferromagnetism [27] and
superconductivity [28] at the interface between band insulators LaAlO3 and SrTiO3 . The
4

control of the 2DEG at this interface has attracted a lot of attention as it offers prospects for
all-oxide electronics featuring novel functionalities. The environment interacting with the
surface of the functional heterostructure could lead to the tunability of this emerged 2DEG.
In this case, optical emission from the 2DEG at the interface is achieved after water treatment. This represents a surface chemical control of quantum well UV emission, which is
reversibly and reproducibly activated and suppressed via surface chemisorption suggesting
a new paradigm for optoelectronics and chemical sensing.
While water treatment enhances the functionality of oxide heterostructures, it is the
main driver for the weak stability and robustness of organometal halide perovskite (OMHP)
solar cells. OMHPs, with their fast rate of increasing power conversion efficiency over the
past five years [29], have transformed the field of photovoltaics. However, a big challenge
to overcome before commercialization of its novel application is its instability to water
exposure. Initial strategies against moisture include encapsulation of the film with hydrophobic materials to enhance its stability. [30] However, an atomistic understanding of
the mechanisms of degradation as when water is initially adsorbed on the surface of these
materials could enable material design and engineering schemes to achieve long-term stability.
The goal of this thesis is to apply first-principles DFT to better understand magnetic
and magnetic-induced properties in complex bulk systems, as well as to engineer the design of functional material heterostructures to achieve control and enhancement of interfacial properties while providing atomistic insights to experimental observables. The work
behind these experimental observables, including film growth, film characterization, device fabrication, optical and electronic measurements, is performed by our experimental
collaborators.
In Chapter 3 we employ the rotationally invariant DFT+U+J approach with the PBEsol
functional to investigate ground-state magnetic and electronic properties of bulk binary
5

manganese oxides: MnO, Mn3 O4 , α-Mn2 O3 , and β-MnO2 , in order of increasing Mn valence. The computed structure, noncollinear magnetic ground state, and corresponding
electronic properties are in good agreement with experimental data and hybrid functional
calculations available in the literature. The nonlinear core-valence interaction in the Mn
pseudopotential is taken into account, as it has been proven to be important for transition
metal systems. Although U values are capable of opening a band gap, the explicitly defined exchange parameter J plays an important role in improving the detailed electronic and
noncollinear magnetic structure profile. Appropriate band gaps are obtained with U values
smaller than those used in previous calculations. Our results suggest that pseudopotential design together with DFT+U+J enables acquisition of accurate properties of magnetic
systems using non-hybrid functional that are consistent with hybrid functional results.
Based on our accurate description of complex magnetic systems, we adopt our computational framework to investigate the noncollinear cycloidal magnetic order in CaMn7 O12 ,
which breaks inversion symmetry generating one of the largest spin-driven ferroelectric
polarizations measured to date. In Chapter 4, the microscopic origin of the polarization,
including its direction, coupling to the spin helicity, charge density redistribution, and magnetic exchange interactions, is explored via first principles calculations. The Berry phase
computed polarization exhibits almost pure electronic behavior, as the Mn displacements
are negligible, ≈ 0.7 mÅ. The polarization magnitude and direction are both determined by
the Mn spin current, where the p-d orbital mixing is driven by the inequivalent exchange
interactions within the B-site Mn cycloidal spiral chains. We employ the generalized spincurrent model with Heisenberg-exchange Dzyaloshinskii-Moriya interaction energetics to
provide insight into the underlying physics. Persistent electronic polarization induced by
helical spin order in nearly inversion-symmetric ionic crystal lattices suggests opportunities
for ultrafast magnetoelectric response.
Chapter 5 reports on a joint experimental and theoretical study where our experimental
6

collaborators synthesize CaMn7 O12 quadruple perovskite films by oxide molecular beam
epitaxy on SrLaAlO4 and La0.3 Sr0.7 Al0.65 Ta0.35 O3 substrates. Our experimental collaborators also use x-ray diffraction and transmission electron microscopy to confirm that
the CaMn7 O12 phase has been realized. Temperature dependent resistivity measurements
reveal a signature of a charge ordering phase transition at 425 K, consistent with bulk
CaMn7 O12 . The transition temperature is found to be relatively invariant to changes in
the cation stoichiometry. DFT calculations reveal the changes in atomic and electronic
structure induced by the charge ordering transition.
After exploring complex bulk properties, we move towards novel phenomena inaccessible in the bulk by engineering functional interfaces. Among the array of candidate materials
for these interfaces, graphene has garnered much attention; however, due to the absence of
a semiconducting gap, the realization of graphene-based devices often requires complex
processing and design. Spatially controlled local potentials, e.g., achieved through lithographically defined split gate configurations, present a possible route to take advantage
of this exciting two-dimensional material. In Chapter 6, we demonstrate carrier density
modulation in graphene through coupling to an adjacent ferroelectric polarization to create
spatially defined potential steps at 180◦ domain walls rather than fabrication of local gate
electrodes. Periodic arrays of p-i junctions are demonstrated in air (gate-tunable to p-n
junctions), DFT reveals that the origin of the potential steps is a complex interplay between
polarization, chemistry, and defect structures in the graphene/ferroelectric couple.
In Chapter 7, we report intense, narrow line-width, surface chemisorption-activated and
reversible ultraviolet (UV) photoluminescence from radiative recombination of the twodimensional electron gas (2DEG) with photoexcited holes at the LaAlO3 /SrTiO3 interface.
The switchable luminescence arises from an electron transfer-driven modification of the
electronic structure via H-chemisorption onto the AlO2 -terminated surface of LaAlO3 , at
least 2 nm away from the interface, after water treatment. The control of the onset of
7

emission and its intensity are functionalities that go beyond the luminescence of compound
semiconductor quantum wells. Connections between reversible chemisorption, fast electron transfer, and quantum-well luminescence suggest a new model for surface chemically
reconfigurable solid-state UV optoelectronics and molecular sensing.
We further explore water surface adsorption on other functional materials. In this case,
the challenging instability of OMHPs when in contact with water is tackled to potentially
improve their feasibility as solar cell materials. Although experimental studies of moisture
exposure have been conducted, an atomistic understanding of the degradation mechanism
is required. Toward this goal, we study the interaction of water with the (001) surfaces
of CH3 NH3 PbI3 under low and high water concentrations using DFT in Chapter 8. We
find that water adsorption is heavily influenced by the orientation of the methylammonium
cations close to the surface. We demonstrate that, depending on methylammonium orientation, the water molecule can infiltrate into the hollow site of the surface and get trapped.
Controlling dipole orientation via poling or interfacial engineering could thus enhance its
moisture stability. No direct reaction between the water and methylammonium molecules
is seen. Furthermore, calculations with an implicit solvation model indicate that a higher
water concentration may facilitate degradation through increased lattice distortion.
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Chapter 2
Theory and methodology

9

2.1

Schrödinger equation

Theoretical chemistry applies quantum mechanics to develop the framework that provides
an atomic level description of the chemical and physical properties of molecular and solidstate systems. This facilitates the interpretation of experimental data, provides guidance
toward new experimental directions, and generates the platform for the design of new
functional systems. The pioneering work formulated by Erwin Schrödinger established
the foundation of describing systems composed of interacting nuclei and electrons by the
Schrödinger equation,

HΨ(r) = EΨ(r),

(2.1)

where the the Hamiltonian, H, is the operator containing all the interactions of the system
and acts on the wavefunction, Ψ(r), which contains the necessary information to compute
the different physical properties of the system. After solving the Schrödinger equation, the
E is the eigenstate energy solution.
For a many-body system, the Hamiltonian of the system can be written as

H=

N
X
−~2
i=1

2m

∇2i

K
N
X
−~2 2 1 X
e2
+
∇k +
2Mk
2 i,j=1;i6=j |ri − rj |
k=1

K
N X
K
X
Zk Zk0 e2
1 X
Zk e2
+
−
.
2 k,k0 =1;k6=k0 |Rk − Rk0 | i=1 k=1 |ri − Rk |

(2.2)

In this equation, N represents the electrons, m the electron’s mass, K the nuclei with
Zk charges and masses Mk . The different components of the Hamiltonian illustrating the
interactions of the system can be separates in the following manner. The kinetic energy of
the electrons (Telec−elec ), and nuclei (Tnuc−nuc ) are described in the first two terms, while the
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electron-electron (Velec−elec ) and nucleus-nucleus (Vnuc−nuc ) Coulomb repulsions as well as
the electron-nucleus (Velec−nuc ) attractive potential are represented in the last three terms.
The Hamiltonian can then be written in a simpler form as,

H = Telec−elec + Tnuc−nuc + Velec−elec + Vnuc−nuc + Velec−nuc .

2.2

(2.3)

The Born-Oppenheimer approximation

Based on the Schrödinger equation explained in the previous section, the energies and
wavefunctions of a desired system can be computed. However, this can only be performed
exactly for one-electron systems since the large number of degrees of freedom, and the
different components of the Hamiltonian make it a formidable task for complex chemical
systems. In order to achieve a solution the complexity of the problem must be reduced by
evoking approximations, one of these essential approximations is the Born-Oppenheimer
approximation [31]. This approximation is based on the fact that the electrons are 103 -105
times lighter than the nuclei; therefore, the electrons move at a much faster rate than the
nuclei. This results on the idea that the electrons can immediately adjust to the coordinates of the nuclei leading to the decouple of nuclear and electronic degrees of freedom.
Solving the Schrödinger equation is then simplified as the Hamiltonian is reduced to an
electronic version. The nuclei kinetic energy, Tnuc−nuc , and nucleus-nucleus Coulomb repulsion, Vnuc−nuc , are no longer considered in the electronic Hamiltonian as the nuclei are
held at fixed coordinates. It is important to point out that even though it is not in the final
form of the Hamiltonian, the nucleus-nucleus Coulomb repulsion, Vnuc−nuc , can be computed by an Ewald summation method [32] treating the nuclei as point charges.
The electronic wavefunctions can then be used to describe the physical and chemical
properties of the ground state configuration with the reduced Hamiltonian, H = Telec−elec +
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Velec−elec + Velec−nuc , which in its complete form is

H=

N
X
−~2
i=1

2m

∇2i

N
N X
K
X
1 X
e2
Zk e2
+
−
.
2 i,j=1;i6=j |ri − rj | i=1 k=1 |ri − Rk |

(2.4)

This then translates into a simplified electronic Schrödinger equation as shown below,

[Telec−elec + Velec−elec + Velec−nuc ] ψe (r) = Ee ψe (r),

(2.5)

where the total energy of the system, Ee , is the sum of the energy terms calculated from
Eq. 2.4 at a given fixed nuclear coordinates. These nuclear coordinates could then be moved
iteratively to minimize the energy of the system and reach a ground state configuration.

2.3

Hartree-Fock method

As discussed in the previous section, the Born-Oppenheimer approximation enables the
reduction of the Hamiltonian presented in Eq. 2.2 to a simpler form shown in Eq. 2.4;
however, the complexity to compute the electron-electron interaction prevails. This is a
significant challenge since a system with N electrons will then have 3N electronic degrees
of freedom leading to a complex scenario that extends with the number of electrons. An
approach to overcome this challenge is established by the Hartree-Fock method, which
makes the fundamental approximation that each electron moves in the static electric field
created by all of the other electrons, thus ignoring the correlated motion of each electron
with every other electron. This method starts with the Hartree approximation [33] where
the ground state wavefunction, ψH , can be represented as the product of single-particle
wavefunctions as illustrated below,

ψH (r) = ψ1 (r1 )ψ2 (r2 ) · · · ψN (rN ).
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(2.6)

If the ground state wavefunction is constructed from an initial guess and the Hamiltonian, shown in Eq. 2.4, is applied, the exception value of the electronic energy found for
that given system must be greater or equal than the true energy of the ground state, this is
established by the variational principle as shown below,

hψH | H |ψH i ≥ E0 .

(2.7)

Applying the Hamiltonian from Eq. 2.4 to the expression above, we obtain

E=

N Z
X

−~2 2
ψi∗
∇i ψi dri

i=1

−

2m

N X
K Z
X

ψi∗

i=1 k=1

Z
N
1 X
e2
+
ψi∗ ψj∗
ψi ψj dri drj
2 i,j=1;i6=j
|ri − rj |

Zk e2
ψi dri .
|ri − Rk |

(2.8)

The wavefunction of a single electron is represented by ψi (ri ). The resulting wavefunction
is modified until a consistent electronic energy is achieved, this can be done by taking the
functional derivative with respect to ψi to Eq. 2.8,
δE
− i ψi = 0,
δψi∗

(2.9)

this will end on the following result
N

1X
~2 2
−
∇ i ψi +
2m
2 i6=j

Z

K

X Zk e2
e2 |ψj |2
ψi
drj −
ψi = i ψi .
|ri − rj |
|r
i − Rk |
k=1

(2.10)

As described before, the first term is the kinetic energy while in this case the second term
represents the Hartree potential, υH (r). The Hartree potential is defined as the average
electrostatic potential generated by all of the other electrons. The third term is the potential
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generated from the nuclei, υnuc (r). The expression can then be simplified as



~2 2
−
∇ + υH (r) + υnuc (r) ψi (r) = i ψi (r).
2m

(2.11)

This approach further reduces the procedure to solve the Schrödinger equation as it
breaks down the many-body problem into an one-electron problem. However, this create
significant shortcomings. The first shortcoming is that the correlated motion of electrons is
ignored as the potential energy of one electron interacting with other electrons is averaged
throughout the system. The second shortcoming is that the wavefunction shown in Eq.
2.6 violates the antisymmetry requirement. Slater determinant must be employed to construct many-electron wavefunction that are antisymmetric, so that the the Pauli principle,
which states that two electrons of a system cannot have the same four quantum numbers, is
obeyed. The Slater determinant of the wavefunction is shown below


 ψ1 (r1 ) ψ2 (r1 )

1 
 ψ1 (r2 ) ψ2 (r2 )
ψ(r1 , r2 , · · · , rN ) = √  .
..
N! 
.
 ..

ψ1 (rN ) ψ2 (rN )



· · · ψN (r1 ) 

· · · ψN (r2 ) 

.
.. 
...
. 


· · · ψN (rN )

(2.12)

Applying the Slater determinant into the definition of the electronic energy in Eq. 2.8 leads
to

E=

N Z
X
i=1

−~
ψi∗

2

2m

∇2i ψi dri

Z Z 2
N
1 X
e ψi (ri )2 ψj (ri )2
+
dri drj
2 i,j=1;i6=j
|ri − rj |

Z Z 2 ∗
N
N X
K Z
X
e ψj (ri )ψi∗ (rj )ψi (ri )ψj (ri )
1 X
Zk e2
−
dri drj −
ψi dri .
ψi∗
2 i,j=1;i6=j
|ri − rj |
|ri − Rk |
i=1 k=1
(2.13)
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It is very important to point out that the third term in the expression above, Eq. 2.13,
is the exchange energy accounting for the Pauli principle; therefore, if there is a scenario
where two electrons have the same spin, this term will be non-zero. This term brings up
the final form of the Hartree-Fock equation written as follows,

"

2.4

#

N Z
2 ∗ 0
0
X
e
ψ
(r
)ψ
(r
)ψ
(r)
~
1
i
j
j
−
∇2 + υH (r) + υnuc (r) −
dr0 ψi (r) = i ψi (r).
0
2m
2 i6=j
|r − r |
(2.14)
2

Density Functional Theory

Even with the advantages from the approximations described above, the complex scenario
of describing a system with N electrons containing a 3N -dimensional electronic wavefunction still presents a major challenge. The Thomas-Fermi model [34, 35] was the first
attempt to describe a chemical system, in this case the homogenous electron gas, in terms of
its charge density, n(r). These ideas stimulated the further development of the modern density functional theory (DFT), which employs n(r) leading to the significant dimensionality
reduction of the Schrödinger equation from 3N to just 3 variables.
Five decades ago, Hohenberg and Kohn [36] formulated two central theorems that made
the firm skeleton of DFT. These theorems are based on a system with N electrons that
move in an external potential, υext (r), generated by the nuclei for the ground state of the
system. First theorem states that the many-body electronic wavefunction, Ψ, and υext (r) are
determined by the n(r) of the system. Second theorem states that an energy functional of
this charge density, E[n(r)], exists and represents the ground state energy at the ground state
density. Theoretically, the ground state density and energy of a N electrons system can be
determined by implementing these theorems; therefore, within the Kohn-Sham theory [37].
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In this theory, the energy functional, E[n(r)], can be written as

Z
E[n(r)] = T0 [n(r)] +

1
υext (r)n(r)dr +
2

Z Z

n(r)n(r0 )
drdr0 + EXC [n(r)], (2.15)
0
|r − r |

where T0 [n(r)] defines the kinetic energy of a non-interacting electron gas in its ground
state with a charge density of n(r). The second term represents the external potential,
υext (r) generated by the nuclei, the third term is the Coulomb energy, and the exchangecorrelation energy is represented by EXC [n(r)]. Taking into account that the number of
R
electrons has to be conserved; thus N = n(r)dr, the energy can then be minimized with
respect to changes in the charge density by taking the functional derivative of Eq. 2.15,

Z
δT0 [n(r)]
n(r0 )
δEXC [n(r)]
δE[n(r)]
0
=
+ υext (r) +
dr
+
δn(r)
δn(r)
|r − r0 |
δn(r)
δT0 [n(r)]
=
+ υext (r) + υH (r) + υXC (r).
δn(r)

(2.16)

This leads to the definition of the effective potential, υeff (r), illustrated below.

υeff (r) = υext (r) + υH (r) + υXC (r).

(2.17)

It consists of the sum of the external potential, υext (r), the Hartree potential, υH (r), and
exchange-correlation, υXC (r). The Eq. 2.16 and 2.17 are combined including the wavefunctions in order to form an effective single particle Schrödinger equation that can be
solved self-consistently since

n(r) =

N
X
i=1
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|ψi (r)|2 .

(2.18)

This all together generates the definition of the The Kohn-Sham equation, which is written
in the following form



−~2 2
∇ + υeff (r) ψi (r) = i ψi (r).
2m

(2.19)

The Kohn-Sham equation presented above reduces the complexity by enabling to solve a
many-body problem in a set of non-interacting single particle Schrödinger equation. This
approach is analogue to Hartree-Fock method presented earlier; however, the Kohn-Sham
equation reaches higher level of accuracy since the exchange and correlation effects are
introduced by the exchange-correlation potential, υXC (r), which is approximated by multiple approaches discussed in the next section. The typical procedure to solve the KohnSham equations is to initialize with a guess charge density, n(r), compute the corresponding
υeff (r), and solve Eq. 2.19 for the ψi (r). A new charge density will then be constructed from
the ψi (r) based on Eq. 2.18. This procedure is then repeated iteratively until it reaches convergence depending on the criteria chosen. The total energy solution can then be expressed
in the following form

E=

N
X
i=1

1
i −
2

Z Z

n(r)n(r0 )
drdr0 + EXC [n(r)] −
|r − r0 |

Z
υXC (r)n(r)dr.

(2.20)

The explanations above can be extended to spin-polarized calculations to describe the
magnetic properties of solid state materials. These calculations could provide quantitative determination of the magnetic moments and also insights into the mechanisms of
magnetic-induced properties, as it is presented in Chapter 3 and 4 of this thesis. More
than four decades ago, von Barth and Hedin materialized these theoretical concepts into
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spin-DFT [38]. First of all, the wavefunctions are described by spinors,




α
ψi (r)

ψi (r) = 

ψiβ (r)

,

(2.21)

where α, β denotes the spin components. This leads to the replacement of the scalar charge
density, n(r), with a hermitian 2×2 density matrix, nαβ (r), illustrated below

nαβ (r) =

N
X

ψi∗α (r)ψiβ (r).

(2.22)

i=1

The magnetization density can then be denoted from the density matrix by Pauli matrices
as

m(r) =

X

σ αβ nαβ (r).

(2.23)

αβ

In the expression above, σ = (σx , σy , σz ), corresponds to the representation of the Pauli
spin matrices,




1 0 
0 −i
0 1 
σx = 
.
 , σz = 
 , σy = 
0 −1
i 0
1 0




(2.24)

Using the Pauli matrices and the expressions from above (Eq. 2.22, 2.23, 2.24) , the density
matrix can be decomposed into the charge and magnetization density as follows,




1
1  n(r) + mz (r) mx (r) − imy (r)
n(r) = [n(r)I + σ · m(r)] = 
.
2
2 m (r) + im (r) n(r) − m (r)
x
y
z
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(2.25)

Introducing the density matrix into our energy functional of Eq. 2.15 shows that

αβ

Z

αβ

E[n (r)] = T0 [n (r)] +

αβ
υext
(r)nαβ (r)dr

1
+
2

Z Z

n(r)n(r0 )
drdr0 + EXC [nαβ (r)].
0
|r − r |
(2.26)

Similarly, this leads to the density matrix within the Kohn-Sham equation from Eq. 2.19,
as





2.5

α
ψi (r)





α
ψi (r)

−~2 2
αβ
∇ + υeff
(r) 
.
 = i 
2m
ψiβ (r)
ψiβ (r)


(2.27)

Exchange-correlation functionals

As discussed before, DFT provides more accuracy than Hartree-Fock as it accounts for
some of the electron-correlation energy contributions; however, there is no an exact form
of this functional. Major theoretical developments are performed to reach higher accuracy
in the approximations made for the exchange-correlation potential but it still represents
one of the most challenging shortcomings of DFT. The first approximation was formulated
by Kohn and Sham under the name of local density approximation (LDA) [37]. This approximation assumes that the charge density of the system, n(r), is slowly varying through
space; therefore, an electron gas representation is assumed to be locally homogenous. The
form of this functional is illustrated below

LDA
EXC
[n(r)]

Z
=

eg
XC [n(r)]n(r)dr,

(2.28)

the eg
XC [n(r)] is the exchange-correlation energy for an uniform electron gas and it can be
eg
divided into exchange, eg
X [n(r)], and correlation, C [n(r)], respectively. The latter is not

known exactly but efforts to parameterize it through Quantum Monte Carlo energies has
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been done [39]. On the other hand, the exchange component is known exactly as follows

EXLDA [n(r)]

Z
=

eg
X [n(r)]n(r)dr

 1/3 Z
3e 3
=−
n(r)4/3 dr.
4 π

(2.29)

The ELDA
XC [n(r)] approximation describes the electronic properties of multiple systems
very well even though it is based on the description of the uniform electron gas. In this
thesis, the total energies and band structures of the systems presented in Chapters 6 and
7 are computed successfully with LDA. Improved accuracy can be achieved with other
exchange-correlation functionals as it is the case for the other complex systems presented
in Chapters 3, 4, 5, and 8. In those cases, the PBEsol (Perdew-Burke-Ernzerhof for solids)
functional [40] was employed, this functional relies on the extra information obtained from
the gradient of the density, ∇n(r), which was pioneered in the work done for the generalized gradient approximation (GGA) [41]:

GGA
Exc
[n(r)]

Z
=

d3 r f (n(r), ∇n(r)).

(2.30)

The PBEsol functional, which is extensively used throughout this thesis, is divided into
EXPBEsol [n(r)] and ECPBEsol [n(r)]. The exchange term is expressed as

EXPBEsol [n(r)]

Z
=

eg
X [n(r)]n(r)FX (s)dr,

(2.31)

where the final term, F X (s), takes the form of

FX (s) = 1 + µs2 + . . . (s → 0),

(2.32)

|∇n|
, and κF = (3π 2 n)1/3 . In the case of the PBEsol functional the µ parameter is
and s = 2κ
Fn

10/81 ≈ 0.1235. [40]
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The correlation term is expressed as

ECPBEsol [n(r)]
where t =

2.6

|∇n|
,
2κTF n

and κTF =

q

Z
=

4κF
π

2
{eg
C [n(r)] + βt (r) + . . . }n(r)dr,

(2.33)

. For the PBEsol functional, the β parameter is 0.046. [40]

Hubbard U + J corrections

Based on the concepts described in the previous section, it is concluded that a major shortcoming of DFT lies on the description of the exchange-correlation functional. Even though
this functional depends on approximations, the LDA and GGA functionals tend to describe some systems fairly well; however, there are multiple cases where they fail such
as it is the case for describing the electronic properties of strongly correlated materials
with d and f electrons. This occurs primarily because the existing exchange-correlation
functionals heavily delocalize the electrons leading to the stability of metallic states. An
example of this scenario is the electronic description of Mott insulators [42]. Within the
DFT framework, the strong electron correlation experienced by the localized d electrons
leads to unphysical self- interaction of the electrons with the potential they generate. This
translates into delocalization of the localized electronic states leading to inaccuracies in
the electronic band structure and even in the wrong magnetic ground state. In order to
establish a realistic solution to the description of these strongly correlated systems within
computational constraints, methods consisting of model Hamiltonians [43] have arisen.
DFT+U is one of these methods based on the Hubbard model. This method has gained a
lot of attention and adoption by first-principles DFT users during the past decade due to its
computationally inexpensive cost. The formulation behind this method has been described
in several reports [44, 45, 46, 47, 48, 49]. This method describes the strongly correlated
electronic states of a system, which are usually localized d or f orbitals, using the Hub21

bard model [50], while the rest of the system is described with common DFT functionals,
without any further modifications.
There are two main types of the DFT+U method: the simplified version and the rotationally invariant scheme. The simplified version, which is based on the work formulated
by Dudarev [49], and Cococcioni [51], relies on U eff = U-J, which is an isotropic screened
Coulomb interaction. This method assumes that the exchange parameter, J, is negligible
and it sets it to 0. The rotationally invariant scheme is a more rigorous approach where
the U and J parameters are taken into account independently [47]. This approach provides
higher accuracy in the description of complex magnetic systems. For both approaches, the
energy functional starts as follows:

Iσ
EDFT+U [n(r)] = EDFT [n(r)] + EHub [{nIσ
m }] − EDC [{nm }],

(2.34)

where EDFT [n(r)] is the DFT energy to which the correction is applied, n(r) is the charge
density of the system, nIσ
m is the atomic-orbital occupations for the localized orbitals whose
energy is being corrected. These occupations has I as atomic index, m as state index and σ
as spin index; therefore, the total localized orbitals with spin projected at σ can be found as

nIσ =

X

nIσ
m.

(2.35)

m

The Hubbard energy is denoted as EHub , and the “double-counting” energy penalty is labeled as Edc .
The Hubbard energy, EHub , takes the following form
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EHub [{nIσ
mm0 }] =

1 X
I−σ
[hm, m00 | Vee |m0 , m000 i nIσ
mm0 , nm00 m000
2 m,σ,I

Iσ
+ (hm, m00 | Vee |m0 , m000 i − hm, m00 | Vee |m000 , m0 i)nIσ
mm0 , nm00 m000 ], (2.36)

where the term V ee represents the screened Coulomb interaction among interacting electrons on the localized orbitals. The “double-counting” energy penalty, Edc , is

EDC [{nIσ
m }] =

1X
1X
U nI (nI − 1) −
J[nI↑ (nI↑ − 1) + nI↓ (nI↓ − 1)].
2 I
2 I

(2.37)

As in Eq. 2.35, the spin σ occupations are illustrated by nσ =Tr(nσmm0 ) and total occupation,
by n=n↑ +n↓ . As of now, the Hubbard correction and “double counting” energy are dependent on both screened Coulomb parameter, U, and exchange parameter, J. However, if the
spin density matrix is diagonal so that nσmm0 =nσm δmm0 , then the dependency on J vanishes
and the DFT+U method will inherently be of simplified version by nature, since in those
cases J is not explicitly contributing to the correction energy and its contribution will be
based on the last term of Eq. 2.39. This will be further discussed below.
The DFT+U hamiltonian can be written as H DFT+U = H DFT +H U , and the H U takes the
following final form with dependency on spin component σ,

HUσ =

X

σ
Pm,m0 Vm,m
0,

(2.38)

m,m0

where P is the projector operator and the single-particle potential for the Hubbard correction, V σm,m0 , taking into account the expressions in Eq. 2.36 and 2.37, is defined as follows,
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↑(↓)

Vm,m0 =

↑(↓)

X

{(hm, m00 | VeeCoul |m0 , m000 i − U δm,m0 − hm, m00 | VeeEx |m000 , m0 i + Jδm,m0 )nm00 m000

m00 ,m000

1
↓(↑)
+ (hm, m00 | VeeCoul |m0 , m000 i − U δm,m0 )nm00 m000 } + (U − J)δm,m0 .
2

(2.39)

As it can be observed, the V Coul
represent the screened Coulomb interactions (Hartree
ee
term), while the V Ex
ee represents the exchange interaction (Fock term). For a noncollinear
magnetic system, the charge density is expressed in a two-component spinor formulation
as illustrated in Eq. 2.25; therefore, the Hubbard correction potential can also be expressed
in the spin component representation [52], as shown below:


↑↑
Vm,m0

Vm,m0 = 

↓↑
Vm,m
0



↑↓
Vm,m
0
↓↓
Vm,m
0

.

(2.40)

↓↓
The diagonal terms, V↑↑
m,m0 and Vm,m0 , are well represented by Eq. 2.39; however, the off↓↑
diagonal terms, V↑↓
m,m0 and Vm,m0 , are represented by the surviving terms as

↑↓(↓↑)

Vm,m0 =

X

↑↓(↓↑)

(− hm, m00 | VeeEx |m000 , m0 i + Jδm,m0 )nm00 m000 .

(2.41)

m00 ,m000

This clearly establishes that J, as a parameter, plays a critical role in the accurate description
of noncollinear magnetic systems since for those cases the off-diagonal terms are non-zero,
as seen from Eq. 2.25; therefore, J will explicitly acts on those potentials [52].
Throughout this thesis DFT+U+J is employed within the rotationally invariant scheme
to accurately describe the electronic and magnetic properties of complex noncollinear magnetic systems, these results are presented in Chapter 3, 4, and 5. By treating the parameters
U and J explicitly in those systems, higher levels of accuracy are achieved in agreement
with the theoretical arguments presented above. Additionally, the simplified version of the
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DFT+U eff was also employed in non-magnetic semiconductor systems and complex interfaces to increase the accuracy in the electronic structure, these results are described in
Chapter 7.

2.7

Plane-wave basis

Periodic boundary conditions enables a more realistic description of solid-state and extended systems. These conditions are usually incorporated into DFT packages utilizing
plane wave basis sets. This is possible by evoking the concepts established by Felix Bloch
on his theorem, which states that wavefunctions describing the electrons in a crystal can be
written as
ψnk (r) = unk (r)eik·r ,

(2.42)

where the function unk (r) has the same periodicity as the atomic structure of the system
so that unk (r)=unk (r+R) where R represents a lattice vector. The indexes n and k are the
bands and wavevector, respectively. The latter index is a representative quantum number
for periodic systems employed for band structures and energy convergence.
The periodic function unk (r) can be expanded based on the reciprocal lattice vectors of
the crystal, G, leading to
unk (r) =

X

cnk (G)eiG·r .

(2.43)

G

Combining Eqs. 2.42 and 2.43 generates the wavefunction represented with the plane wave
basis sets,

ψnk (r) =

X

cnk (G + k)ei(G+k)·r .

(2.44)

G

Introducing this definition of the wavefunction into our discussion of the Kohn-Sham equa-
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tion from Eq. 2.19 leads to a simpler form within the plane wave basis set,

X  ~2
2
0
|k + G| δGG0 + υeff (G − G ) cnk (G0 + k) = n cnk (G + k).
2m
G0

(2.45)

This form represents a great computational advantage as the kinetic energy is based on
diagonal terms and the effective potential is represented based on Fourier transformations.
Additionally, the proportionality between the kinetic energy and |k+G|2 provides the platform to establish a cutoff energy Ecut so that only the plane waves with lower or equal
energy than the cutoff are included into the basis sets.

2.8

The pseudopotential approximation

Our computational approach to compute chemical and physical properties through DFT
is based on plane wave basis sets due to the major advantages it provides for periodic
systems and energy convergence. However, plane wave basis sets are usually inadequate
for describing core electronic wavefunctions since it will need a significantly large number
of plane waves as these core states are tightly bound and oscillate rapidly. Therefore, an
approximation that is based upon the evidence that the chemical properties of a system
and the relevant energy changes in a given chemical scenario are governed by the valence
electrons is highly suitable. The pseudopotential approximation provides this platform
by replacing the core electrons with a potential that acts upon pseudo-wavefunctions for
the valence electrons [53, 54, 55, 56, 57]. These pseudo-wavefunctions are equal to the allelectron wavefunctions until a radius-cut off, rcut , indicating the core region from that point
they are smooth and nodeless. This approximation greatly reduces the number of degrees
of freedom as only the valence electrons are considered, enabling the study of materials
with heavy elements.
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The procedure to generate an accurate and cost-effective pseudopotentials is complex.
It starts by selecting a representative reference configuration for your system. The reference
configuration is then solved by radial Kohn-Sham equation as follows,




1 ~2 d2
~2 l(l + 1) e2 Z
AE AE
−
+ Vhxc [ρ(r)] φAE
r+
−
l (r) = l φl (r),
2
2
r 2m dr
2m r
r

(2.46)

where the V hxc [ρ(r)] refers to the Hartree and exchange-correlation functional. Based on
this reference configuration, φAE
l (r), the criteria required by the constructed pseudopotential is described in the following list:
(1) AE
= PS
l
l , the eigenvalues for the all-electron wavefunction reference configuration
must be the same as the ones computed with the pseudo-wavefunction.
PS
(2) φAE
l (r) = φl (r) for r ≥ r cut , as mentioned above the pseudo-wavefunction is the same

as the all-electron wavefunction until a radius cut off, from there the pseudo-wavefunction
becomes smoother and nodeless.
(3) Both all-electron wavefunction and pseudo-wavefunction must be norm-conserved [54],
since the charge of both wavefunction must be equal as shown below,
Z

rcut

Z

2 2
|φAE
l (r)| r dr

=

0

rcut
2 2
|φPS
l (r)| r dr.

(2.47)

0

d
lnφl (, r), of both all-electron and
(4) The logarithm derivatives, defined as Dl (, r) = r dr
PS
pseudo-wavefunction must be equal, this means DAE
l (, r) = Dl (, r).

(5) The first energy derivate of the logarithmic derivative must be equal for both all-electron
and pseudo-wavefunction,

∂
∂

DAE
l (, r) =

∂
∂

DPS
l (, r).

The construction of the pseudopotential relies on the inversion of Eq. 2.46 to obtain the
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screened semi-local potential, which is defined as

Vlscr (r) = PS
l −

~2 l(l + 1) 1
d2 PS
~2
+
rφl (r).
2
2m r2
r 2mφPS
l (r) dr

(2.48)

The screened semi-local pseudopotential from above is then descreened to give the ionic
pseudopotential improved transferability by removing screening effects from the valence
electrons, this pseudopotential is then defined as,

Vlion (r) = Vlscr (r) − Vhxc [ρvalence (r)].

(2.49)

The expression above suggests that there is dependency on angular momentum, l; therefore,
it must be reformulated since the ionic pseudopotential operator can be separated into a
local potential and a sum of short-ranged corrections within the semi-local potential,

ion
V ion (r) = Vlocal
+

X

∆VlSL .

(2.50)

l

A fully separable nonlocal pseudopotential, VNL
is formed according to [58] by
l
VlNL =

∆VlSL |ψl i hψl | ∆VlSL
.
hψl | ∆VlSL |ψl i

(2.51)

Based on the nature of the nonlocal pseudopotential, there is only one pseudo-wavefunction,
ψl , that is used to construct the pseudopotential for each angular momentum.
The basis of the designed non-local pseudopotential is focused on the fact that the
choice of local potential is arbitrary and a local augmentation operator A can be added
to the local potential [59]. The augmentation operator is subtracted from the nonlocal
corrections so that it takes this form

VlDNL =

(∆VlSL − A) |ψl i hψl | (∆VlSL − A)
.
hψl | (∆VlSL − A) |ψl i
28

(2.52)

All the pseudopotentials constructed for the results presented in this thesis are based on
norm-conserving designed nonlocal pseudopotentials.
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Chapter 3
Magnetic and electronic properties of
binary manganese oxides from
DFT+U+J calculations
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3.1

Introduction

Due to the low cost, low toxicity, and high chemical stability, binary manganese oxides
have a wide range of applications, such as catalysis [60], batteries [61, 62], functional
magnetic and optical materials [63, 64], and electrocatalytic biosensors [65]. From a theoretical perspective, manganese oxides attract great interest due to their strong electron
correlation giving rise to complex physical phenomena, including colossal magnetoresistance, charge-orbital ordering, and noncollinear magnetism. Although manganese oxides
have been studied extensively, modeling their ground-state magnetic and electronic properties for different oxidation states within density functional theory (DFT) has faced fundamental challenges due to the inherent limitations in the approximations of the exchangecorrelation functional. Improvements to these simulations without resorting to higher-level
methods with significant computational costs are therefore desirable for large-scale studies of systems involving strongly correlated materials. Here, we employ a pseudopotential
that accounts for nonlinear core-valence interactions, and rotationally invariant DFT+U+J
approach to accurately describe the magnetic and electronic properties of bulk manganese
oxides with a variety of structures and different oxidation states, namely MnO, Mn3 O4 ,
α-Mn2 O3 , and β-MnO2 .
MnO exists in a B1 rock salt structure with Mn2+ oxidation state [Fig. 3.1(a)]. It undergoes paramagnetic to type-II antiferromagnetic (AFM-II) transition at T N = 116 K accompanied by cubic (Fm3m) to rhombohedral structural transition [66]. The ground-state
AFM-II structure consists of ferromagnetically aligned planes that are successively antiparallel along [111] direction. Consequent magnetostriction causes rhombohedral contraction
along the [111] below T N , tilting the crystal axes 0.62◦ from the cubic directions [67, 68].
MnO is a charge-transfer insulator with a large band gap of 3.6-4.2 eV measured experimentally [69, 70]. The electronic structure has been studied extensively via first-
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principles methods, including Hartree-Fock [71, 72, 73, 74, 75, 76], LDA [77, 78, 73, 79],
GGA+U [77, 79, 74, 75, 80, 76, 81, 82], and hybrid functionals [74, 75, 80, 83, 76].
Mn3 O4 exists in a spinel structure (AB2 O4 ), with Mn2+ (MnA ) occupying the tetrahedral sites (numbered Mn1-2) and Mn3+ (MnB ) occupying the octahedral sites (numbered
Mn3-6) [Fig. 3.1(b)]. Edge-sharing MnB O6 octahedra form chains along a and b. It undergoes cubic (Fd3m) to tetragonal (I41 /amd) structural transition at 1443 K [84] due to the
Jahn-Teller effect at MnB sites. Strong lattice frustration leads to a rich magnetostructural
phase diagram at low temperatures. At T N = 42 K, the material undergoes paramagnetic
to ferrimagnetic transition [85], adopting a triangular Yafet-Kittel [86] ferrimagnetic (YKFiM) state [87, 88, 89]. In the YK-FiM structure, MnA spins are ferromagnetically aligned
along b, and MnB spins are along -b canted toward ±c direction [90, 2]. Only a few optical
measurements have been performed, reporting band gaps of 1.91 eV for bulk polycrystalline [91], 2.51 eV for thin film [92], and 2.07 eV for nanoparticles [93]. The electronic
structure of the bulk Mn3 O4 spinel has not been studied as extensively as MnO. Computational methods including Hartree-Fock [94], GGA+U and hybrid functionals [80, 91]
have been employed to simulate the electronic structure using idealized collinear magnetic
structures.
α-Mn2 O3 plays a role in multiple technological applications, such as synthesis substrate for manganite oxide perovskite compounds, starting material for lithium ion battery
cathode material LiMnO2 [95], also an environmentally friendly catalyst for water purification [96] and combustion [97]. The material exists in a bixbyite structure with Mn3+
oxidation state [Fig. 3.1(c)]. For O chains along a or b, there is one O atom missing per
four sites, such that each O atom forms a tetrahedral linkage to surrounding Mn atoms. It
undergoes cubic (Ia3) to orthorhombic (Pcab) structural transition at T = 308 K [3] due
to the Jahn-Teller effect at Mn3+ sites, causing 0.8% distortion from the cubic structure.
The paramagnetic to noncollinear-antiferromagnetic (NC-AFM) transition occurs at T N1 =
32

80-90 K and another AFM transition at T N2 = 25 K [98, 99, 100, 101, 102]. NC magnetic
configuration was first proposed assuming the cubic structure [101] but was later found to
be incompatible with neutron powder diffraction data [4]. An alternative collinear AFM
structure with four magnetic sublattices was proposed by Regulski et al. [4] using the cubic
lattice (indicated as AFM1 throughout this study). However, Cockayne et al. [5] found that
magnetic sublattice III of the AFM1 structure is incompatible with the Pcab space group,
and thereby proposed another collinear AFM structure using the orthorhombic lattice (indicated as AFM2 throughout this study), determined independently from both neutron powder diffraction and DFT+U study. Spin canting of 12-34◦ was found in the collinear AFM2
structure to further improve the fitting of their diffraction data; therefore, it is denoted NCAFM2. Only one study reported the optical band gap of 1.2 eV for nanostructures [103].
The electronic structure of the bulk material has not been investigated extensively, other
than two GGA+U studies [80, 5] reporting different results for the magnetic ground state.
β-MnO2 is widely used in Li-ion batteries [104, 105, 106, 107, 62, 108, 109, 110, 111,
112, 113, 114], Li-O2 batteries [115, 116], supercapacitors [117, 118, 119, 120, 121, 122],
adsorbents [123], and catalysts [124, 125]. β-MnO2 exists in a tetragonal (P42 /mnm) rutile
structure with Mn4+ oxidation state [Fig. 3.1(d)]. It undergoes paramagnetic to screw-type
spiral magnetic transition at T N = 92 K [126], where the spins lie on the ab-plane and
rotate by 129◦ from the spin of each layer on the c-axis direction for a period of 7 unit
cells. Transport measurements suggested a very small band gap at low temperatures [126],
with one study reporting a value of 0.26 eV for epitaxially grown thin films [127]. Computational studies of the bulk material based on idealized MnF2 -type collinear AFM structure (corner and body center spins antiparallel) were performed using Hartree-Fock [128],
GGA+U [80, 129, 130], and hybrid functionals [80, 130]. The spiral magnetic structure [131] was also simulated using a tight-binding method [132] and dynamical mean-field
theory [127].
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Figure 3.1: Optimized crystal structures of manganese oxides in their magnetic ground
states: (a) AFM-II MnO, (b) YK-FiM Mn3 O4 , (c) NC-AFM2 α-Mn2 O3 , and (d) NC βMnO2 . Spin-up Mn, spin-down Mn, and O atoms are color-coded purple, gold, and red, respectively. The magnetic ground state for Mn3 O4 , α-Mn2 O3 , and β-MnO2 are noncollinear;
thus the Mn is represented in the purple color, the spin structures are discussed in the results
and discussion section
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These manganese oxides exhibit complex magnetic and electronic properties, making
them a suitable set to study. Extensive reports on these systems have shown that rigorous theoretical methods are required to describe their properties adequately [80]. Due
to the exchange-correlation functional limitations, advanced methods are needed to correctly describe the electronic structure of these strongly correlated magnetic materials. The
strong electronic correlation experienced by the localized d electrons leads to unphysical self-interaction of an electron with the potential it generates. Self-interaction artificially raises the energy of the on-site single-particle energies in the Kohn-Sham equations, thereby delocalizing the localized electronic states and leading to inaccuracies in the
electronic band structure. The theoretical methods developed to overcome these inherent
limitations include DFT+U eff [49], DFT+U+J [45, 47], and hybrid functionals [133]. In
DFT+U eff , where U eff = U - J, an isotropic screened on-site Coulomb interaction is added.
In DFT+U+J, Hubbard U and J are defined distinctly, leading to a fully anisotropic treatment of the Coulomb and exchange matrices accounting for the full orbital dependence.
This fully anisotropic method has proven to describe strongly correlated magnetic systems
more accurately [130, 52]. The appropriate U value can enhance or even open up a band
gap, and J can determine the noncollinear magnetic ground state, thus refine the electronic structure profile of the system. Additionally, hybrid functionals have been shown
to successfully overcome the deficiencies in describing these materials (at higher computational cost) by incorporating a fraction of the exact Hartree-Fock exchange to the exchangecorrelation functional. Despite the improvements in results obtained from hybrid functionals, the DFT+U+J approach is nonetheless a computationally much cheaper alternative that
is desirable in electronic structure studies involving large-scale systems, such as surfaces,
supercells, interfaces, and defects.
In this chapter, we investigate the noncollinear magnetic ground state and the corresponding electronic structure of MnO, Mn3 O4 , α-Mn2 O3 , and β-MnO2 using the DFT+U+J
35

method. We show that the ground-state lattice, magnetism, and electronic structure profile can be obtained with accuracy nearing that of literature hybrid functional calculations
through careful pseudopotential design and selection of fully anisotropic U and J values.

3.2

Method and Computational Details

The magnetic and electronic structure of the manganese oxides are calculated with firstprinciples DFT using the PBEsol [40] parametrization of the generalized gradient approximation with on-site Coloumb repulsion and exchange parameters U and J, treated separately and explicitly defined within the rotationally invariant scheme (DFT+U+J) [47, 134]
as implemented in the Q UANTUM E SPRESSO [135] package. It has been demonstrated that
the fully anisotropic J parameter plays an important role in correctly describing strongly
correlated noncollinear antiferromagnetic systems [130, 52]. The calculations accounted
for spin-polarized electronic densities treating the Mn magnetic moments as noncollinear
for all systems. All atoms are represented by norm-conserving, optimized [136], designed
nonlocal [59] pseudopotentials generated with the

OPIUM

package [137], treating the 2s

and 2p of O and 3s, 3p, 3d, 4s, and 4p of Mn as valence states. In addition to the inclusion of semicore states to the Mn pseudopotential, nonlinear core-valence interaction
via the partial core correction scheme [138, 139, 140] is incorporated to account for the
non-negligible overlap between core and valence states. All calculations are run with a 70
Ry plane-wave energy cutoff to ensure accuracy for small relative energies among different magnetic configurations. The Brillouin zone is sampled using Monkhorst-Pack [141]
k-point meshes of dimensions 6 × 6 × 6, 8 × 8 × 8, 4 × 4 × 4, and 6 × 6 × 6 for MnO,
Mn3 O4 , α-Mn2 O3 , and β-MnO2 , respectively. A 12 × 12 × 12 k-point grid is used for
post-processing the electronic structure calculations for all four systems. All relaxations
starting from the experimental crystal structures mentioned in Table 3.1 were performed
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without U and J, as relaxation with U leads to overestimated lattices and bond lengths [80].

3.3

Results and Discussion

Throughout this section, our results on the ground-state structural, magnetic, and electronic properties of the four manganese oxide systems are discussed in detail with respect
to the computational parameters employed and in comparison with previously published
data. Table 3.1 provides an overview of the results for each manganese oxide system from
both experimental and computational studies, including DFT+U(+J) and hybrid functional
studies from the literature, in comparison to our PBEsol+U+J study.
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Table 3.1: Ground-state magnetism, lattice, magnetic moment, and band gap for each manganese oxide system reported by (1) experimental studies, (2) literature DFT+U(+J), and
(3) literature hybrid functional studies, in direct comparison to (4) our PBEsol+U+J results.
System

Method

Magnetic state

MnO

(1) Experimental
(2) PBE+U, U=4 eV [82]
(3) PBE0 [75]
(4) PBEsol+U+J,
U=4 eV, J=1.2 eV

AFM-II
AFM-II
AFM-II

Lattice constants
(Å)
a=4.43 [1]
a=4.489
a=4.40

Mag. Mom.
(µB )
4.58 [142]
4.60
4.52

Eg
(eV)
3.6-4.2 [69, 70]
2.34
4.02

AFM-II

a=4.40

4.56

2.81

Mn3 O4

α-Mn2 O3

(1) Experimental
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2.89

1.5

2.63

0.25

FM
NC-AFM2
Helical

NC

38

0.1
0.081

a)

b)

DOS (states/eV)

3
2

80
70

Mn t2g
O 2p

DOS (states/eV)

4

Total
Mn eg

1
0
-1
-2

Eg = 2.81 eV

60

Total
MnA
MnB
O 2p

Eg = 1.01 eV

50
40
30
20

-3

10

-4
-8

c)
60

-6

Total
Mn 3d
O 2p

-2
0
E-EF (eV)

0

4

2

d)
50

Eg = 0.081 eV
DOS (states/eV)

DOS (states/eV)

50

-4

40
30
20

-4

-6

Total
Mn 3d
O 2p

-2
0
E-EF (eV)

4

2

Eg = 0.25 eV

40
30
20
10

10
0
-1.5

-8

-1

-0.5

0
E-EF (eV)

0.5

1

1.5

0
-8

-6

-4

-2
E-EF (eV)

0

2

4

Figure 3.2: Projected density of states of the manganese oxides computed at the the
PBEsol+U+J level of theory: (a) MnO shows an insulating state with the valence bands
governed by overlap between O 2p and Mn eg orbitals, and the conduction bands by Mn t2g
orbitals with spin up and down channels as its magnetic ground state is collinear, the rest of
the systems have non-collinear magnetic ground state; (b) Mn3 O4 shows an insulating noncollinear ferrimagnetic system, where MnA and MnB refer to tetrahedral and octahedral
sites; (c) Mn2 O3 with noncollinear antiferromagnetic ground state shows a small energy
gap; (d) MnO2 shows a small band gap for the noncollinear ground state. The band gap is
indicated with a light blue color.
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3.3.1

MnO

Crystal structure relaxation with various imposed magnetic orders, antiferromagnetic (AFMII, A-AFM, C-AFM) and ferromagnetic (FM) structures, reveals AFM-II structure as the
magnetic ground state (Table 3.2). The lattice constant, a = 4.40 Å, is 0.68 % smaller than
the literature value of 4.43 Å [1]. PBEsol therefore yields structural properties that are in
good agreement with the experimental measurements. Other AFM orders result in c < a,
inconsistent with experimental data, while FM order produces a severely contracted lattice
structure.
Electronic structure calculation without U and J shows an underestimated band gap of
1.16 eV, consistent with previous GGA studies [77, 79, 74, 75, 76, 82]. Applying U = 4 eV
increases the band gap to 3.32 eV; this value is higher compared to other DFT+U eff . For
example, Franchini et al. [75] obtained a band gap of 2.03 eV with U = 6 eV; they were
able to increase the band gap to 3 eV only by increasing the U value up to 15 eV. Since our
calculation requires much lower U value to achieve a more reasonable band gap, it suggests
enhanced performance of our designed pseudopotential.
Despite moving the band gap closer to the experimental value, the electronic structure profile is compromised by U when compared with those reported by hybrid functional
calculations [74, 75, 80, 83, 76], as U shifts the energies of the valence and conduction
bands further apart. A GW study previously reported that large values of U reorder the
bands when compared to the GW quasiparticle band structures [144]. We find that applying an anisotropic J = 1.2 eV enhances the profile significantly, but it reduces the band
gap to 2.81 eV [Fig. 3.2(a)]. Explicitly defined Hubbard J takes into account the full
symmetry of d-d interactions, thereby providing a better description of orbital spin polarizations [130]. In our projected density of states (DOS), the highest-energy valence band
shows a strong mixing of O 2p and Mn eg states enhanced by U, whereas the lowestenergy conduction band primarily consists of Mn t2g states. Together with the calculated
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magnetic moment of 4.56 µB , in good agreement with the experimental value of 4.58
µB [142], our electronic structure predicts MnO as a high-spin insulator of intermediate
Mott-Hubbard/charge-transfer character, consistent with results from previous high-level
computational studies [71, 74, 75, 83, 76].
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Table 3.2: Relaxed lattice constants and relative energy per formula unit of MnO with
various imposed magnetic orders. Experimental lattice constant is a = 4.43 Å [1] with the
AFM-II ground state.
Magnetism
AFM-II
C-AFM
A-AFM
FM

Lattice constants (Å)
a = 4.40
a = 4.41, c = 4.38
a = 4.43, c = 4.38
a = 4.29
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Relative E (meV/f.u.)
0
17
80
413

3.3.2

Mn3 O4

We determine the ground-state magnetic structure of Mn3 O4 to be the experimentally reported noncollinear YK-FiM structure. This state is 152 meV lower in energy than the
lowest collinear state. The noncollinear YK-FiM has not been computed before; therefore,
we compare our results with the previous idealized calculations reported. The six idealized collinear FiM configurations (FiM1-6), in addition to FM order, as first specified in
the Hartree-Fock study of Chartier et al. [94] are computed. Six Mn atoms of the unit cell
are numbered as shown in Fig. 3.1(b), where two MnA are Mn1-2, two MnB along b are
Mn3-4, and two MnB along a are Mn5-6. Crystal structure relaxation with the six imposed
FiM orders shows FiM6 (↑↓↑↓↑↓) as the lowest energy structure when the spins are held
collinear. In FiM6 order, all spins are antiferromagnetic to all their neighbors, which is
consistent with experimental measurements reporting the exchange interaction constants to
be antiferromagnetic [89, 145, 146]. However, the net magnetic moment is zero in FiM6,
which is inconsistent with the experimentally observed net magnetic moment of 1.84 µB
per formula unit along b [88, 90, 2, 147]. The idealized collinear FiM configuration most
consistent with the experimentally observed YK-FiM structure would be FiM4 (↑↑↑↓↑↓),
where MnA spins (Mn1-2) are ferromagnetically aligned, and all MnB spins (Mn3-6) are
antiferromagnetically aligned. We find that applying U = 4 eV and J = 1.2 eV to the relaxed
structures lowers the energy of the FiM4 structure, making it the lowest energy collinear
magnetic state (Table 3.3) but once the spins are allowed to be noncollinear, the system
is energetically favorable as the noncollinear YK-FiM. The lattice constants obtained with
FiM4 order are a = 5.76 Å and c = 9.35 Å, in good agreement with the experimental values of a = 5.71 Å and c = 9.35 Å reported by neutron diffraction study of a single-crystal
sample [2].
In contrast to our results, previous computational studies reported FiM3 (↑↑↓↓↑↑) [80]
and FiM6 (↑↓↑↓↑↓) [94, 91] as the magnetic ground state. FiM3 order describes intrachain
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B-B interactions to be ferromagnetic, which is inconsistent with the experimental observations of the interaction to be strongly antiferromagnetic [89, 148, 145, 146]. To rationalize FiM4 (↑↑↑↓↑↓) as the idealized collinear magnetic ground state, we calculated four
exchange interaction constants: J AA , J AB , J BBsr , and J BBlr , where the last two values represent intrachain (short-range) and interchain (long-range) B-B interactions, respectively.
We map the energies of the six FiM structures, relative to that of the FM structure, to a
Heisenberg Hamiltonian, as described in Ref. [94]. All interactions are antiferromagnetic,
with small values involving the tetrahedral MnA site (J AA = -0.36 K and J AB = -2.98 K),
large and dominant intrachain B-B interaction (J BBsr = -23.9 K), and small interchain B-B
interaction (J BBlr = -0.45 K). The J values are in agreement with the experimental values obtained from a polycrystalline sample [89] (J AA = -4.9 K, J AB = -6.8 K, and J BB
= -19.9 K). The strong antiferromagnetic intrachain B-B interaction can be understood as
a result of the direct overlap of neighboring MnB t2g orbitals dominating over very weak
ferromagnetic superexchange interactions mediated by O 2p orbitals [146].
The noncollinear magnetic ground state shows an exotic spin pattern, shown in Fig. 3.3.
All the spins lie on the bc plane and spin patterns from Mn with the same coordination can
be drawn. The spins on the Mn ions with tetrahedral coordination (shown as purple in Fig.
3.3) are aligned towards the b axis, as if they were ferromagnetic in that direction with small
deviations from the b-axis. However, the spins on the Mn ions with octahedral coordination
show a sinusoidal spin pattern that is related by mirror symmetry for different bilayers of the
system (Fig. 3.3c and d). Calculating the electronic structure with U = 4 eV and J = 1.2 eV
for the YK-FiM noncollinear case gives a band gap of 1.01 eV [Fig. 3.2(b)]. This opening
of a gap is remarkable when compared with the PBE+U study of Franchini et al. [80],
where only half-metallic states with gaps of 0.3-0.5 eV were obtained with U = 3-6 eV for
FiM3 order. Since our noncollinear magnetic ground state is the experimentally reported
structure, YK-FiM, rather than FiM3 [80] or FiM6 [94, 91], the electronic structure profile
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cannot be directly compared with those reported by the previous computational studies.
However, several features are in agreement. The valence band consists of widely spread
Mn 3d states with a large mixing of O 2p states. The conduction band mostly consists of
MnB 3d states, with a characteristic splitting of ≈0.21 eV, which was reported by Hirai et
al. [91] as well. The calculated magnetic moments were 4.49, 3.74, and 3.69 µB for the
spins of MnA , MnB along b, and MnB along a, respectively, in good agreement with the
experimental values of 4.34, 3.64, and 3.25 µB reported by neutron diffraction study of a
single-crystal sample [2]. The splitting of the MnB magnetic moment was also observed by
a 55 Mn NMR study [149]. Our results are the first ones to predict the insulating noncollinear
magnetic structure of Mn3 O4 in agreement with experimental reports.
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Table 3.3: Relaxed lattice constants of Mn3 O4 with various imposed magnetic orders, in
addition to relative energy per formula unit and magnetic moments obtained with U = 4
eV and J = 1.2 eV. Experimental lattice constants are a = 5.71 Å and c = 9.35 Å, and the
magnetic moments are 4.34, 3.64, and 3.25 µB [2] with the YK-FiM ground state.
Magnetism
YK-FiM
FiM4 (↑↑↑↓↑↓)
FiM1 (↓↓↑↑↑↑)
FiM6 (↑↓↑↓↑↓)
FiM3 (↑↑↓↓↑↑)
FiM2 (↑↓↑↑↑↑)
FiM5 (↑↑↑↓↑↑)
FM (↑↑↑↑↑↑)

Lattice
constants
(Å)
a = 5.76, c = 9.35
a = 5.76, c = 9.35
a = 5.74, c = 9.37
a = 5.76 b = 5.78,
c = 9.32
a = 5.75, c = 9.34
a = 5.77, c = 9.35
a = 5.81, b = 5.78,
c = 9.36
a = 5.82, c = 9.36

Relative
(meV/f.u.)
0
152
154
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E

Magnetic moment
(µB )
4.49, 3.74, 3.69
4.50, 3.85, 3.65
4.48, 3.67

158

4.48, 3.76

175
184

4.50, 3.85, 3.65
4.51, 3.78

193

4.50, 3.86, 3.66

208

4.52, 3.87
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Figure 3.3: Magnetic structure of Mn3 O4 . (a) Spin structure illustrating the Mn in tetrahedral (purple) and octahedral (gold) coordination. (b) Side view showing the top and bottom
bilayers used to illustrate the noncollinear spin pattern. (c) Top bi-layer exhibiting a sinusoidal spin pattern for the Mn octahderal, while a spin alignment towards the b-axis for the
Mn tetrahedral, and (d) Similar spin structure as shown in (c) but the bottom bi-layer shows
a sinusoidal spin pattern that is related by mirror symmetry to the one in (c). The green
dashed lines show the pattern taken by the spins in the Mn octahedral.
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3.3.3

α-Mn2 O3

We simulate the magnetic structure of α-Mn2 O3 using the noncollinear AFM orders proposed by Regulski et al. [4] (AFM1) and Cockayne et al. [5] (AFM2). Cockayne et
al. [5] determined NC-AFM2 order as the magnetic ground state [Fig. 3.4(a)-(b)], independently from neutron powder diffraction and PBEsol+U+J study in concurrence with a
cluster-expansion model, suggesting that the ground-state magnetic structure of α-Mn2 O3
has largely been solved. In agreement to this observation, our structural, electronic and
magnetic relaxations with each candidate magnetic order report NC-AFM2 structure as the
magnetic ground state. Applying U = 2.8 eV and J = 1.2 eV further stabilizes the NCAFM2 structure [Table 3.4]. The optimized NC-AFM2 noncollinear structure is shown in
Fig. 3.4a, c, and d. This complex spin structure is easier to grasp once the four magnetic
sublattices are decoupled from the crystal as observed in Fig. 3.4d. These four magnetic
sublattices correspond to the unique Mn Wyckoff positions, as follows: sublattice I consists of Mn 4(a) and Mn 4(b), sublattice II, III and IV consists of unique Mn 8(c) each,
respectively. The spin deviation from the c-axis varies in a range of 4-23◦ as shown in
Table 3.5 in general agreement with the experimental work, where the spins deviate in a
range of 12-34◦ . Most significantly, our computed electronic structure of this noncollinear
system shows a energy band gap of 0.081 eV, illustrated in the band structure Fig. 3.4b.
Although our results are consistent with the experimental and theoretical work presented
by Cockayne et al. [5], they are in disagreement with the results reported by Franchini et
al. [80], where both PBE+U and hybrid functional calculations, HSE and PBE0, yielded
FM as the ground state, which indicates that those level of theory incorrectly predict the
ground state of this complex magnetic system. As for the lattice structure, relaxation with
AFM2 order yields a = 9.382 Å, b = 9.444 Å, and c = 9.376 Å, in good agreement with the
experimental values of a = 9.408 Å, b = 9.449 Å, and c = 9.374 Å [5].
Calculating the electronic structure with U = 2.8 eV and J = 1.2 eV for our ground48

state NC-AFM2 order gives an insulating state with a gap of 0.081 eV [Fig. 3.2(c)], with
overall electronic structure in good agreement with that reported by Cockayne et al. [5].
The calculated magnetic moments for our predicted NC-AFM2 ground state, shown in
Table 3.5, are in general agreement with the experimental values of Cockayne et al. [5],
which vary from 2.6-4.0 µB . Our computational framework of DFT+U+J correctly predicts
the noncollinear antiferromagnetic ground state of Mn2 O3 in agreement with experimental
observations while even the hybrid functionals approach still reveals a FM as the ground
state, it could potentially be that noncollinear calculations with hybrid functionals are not
fully implemented yet. In either case, achieving accurate magnetic properties with our
computational setup is a significant leap forward to understanding magnetic properties of
complex systems.
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Table 3.4: Relaxed lattice constants of α-Mn2 O3 with various imposed magnetic orders.
Experimental lattice constants are a = 9.407 Å, b = 9.447 Å, and c = 9.366 Å [3].
Magnetism
NC-AFM2
NC-AFM1
FM

Lattice constants (Å)
a = 9.382, b = 9.444,
c = 9.376
a = 9.410, b = 9.387,
c = 9.399
a = 9.438

50

Relative E (meV/f.u.)
0
4.1
50
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Figure 3.4: Magnetic and electronic structure of α-Mn2 O3 . (a) The non-collinear magnetic structure with yellow and green spins illustrated as down and up, respectively. (b)
Computed band structure with the non-collinear order shows an insulating state with a gap
of 0.081 eV. (c) The four sublattice based on the unique Mn Wyckoff positions to explain
the overall magnetic structure. (d) The four magnetic sublattices from (c) untangled for
clarity where sublattice I consists of Mn 4(a) and Mn 4(b) in a E-type structure, sublattice
II with Mn 8(c) illustrating a A-type structure, sublattice III with Mn 8(c) and G-type and
sublattice IV with Mn 8(c) with E-type.
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Table 3.5: Magnetic moments and spin angle for the non-collinear magnetic structure.
These magnetic properties are presented based on the 5 unique Wyckoff positions of the
Mn ions in the crystal. The spin angles are relative to the c-axis. The experimental magnetic
moments are in the range of 2.6-4.0 µB [4, 5]
Mn Wyckoff position

Magnetic moment (µB )

Mn 4(a)
Mn 4(b)
Mn 8(c)
Mn 8(c)
Mn 8(c)

4.09
2.91
3.68
3.83
3.69
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Spin angle relative from caxis (◦ )
8.7
17.3
23.4
21.8
4.5

3.3.4

β-MnO2

To simulate the magnetic structure of β-MnO2 , we use spiral noncollinear (NC) order, in
addition to AFM and FM order, as other computational studies have done [128, 80, 129,
130]. Crystal and magnetic structure relaxation show that the NC structure is the magnetic
ground state (Table 3.6). The lattice constants, a = 4.402 Å and c = 2.880 Å, are in excellent
agreement with the experimental values of a = 4.404 Å and c = 2.877 Å [150, 151]. The
NC structure, shown in Fig. 3.5, consists of spins on the ab-plane rotating by 129◦ from the
spin in the incremental layer on the c-axis direction. A total of 7 unit cells are needed for a
complete magnetic spiral period.
Calculating the electronic structure with U = 2.8 eV and J = 1.2 eV for NC order gives
a small band gap of 0.25 eV [Fig. 3.2(d)], in agreement with the small value of 0.27 eV
reported by PBEsol+U+J study [129] and 0.26 eV reported by optical measurements of
a thin film sample [127]. Similar to Mn3 O4 , the opening of a gap is remarkable when
compared with PBE+U study of Franchini et al. [80], where only metallic states were
obtained with U values up to 6 eV. The projected DOS profile is also in excellent agreement
with that reported by hybrid functional calculations of Franchini et al. [80]. In accord with
the Mn4+ oxidation state and the octahedral crystal-field splitting, the valence band shows
a single broad Mn t2g band with a large mixing of O 2p states, whereas the conduction
band consists mostly of Mn eg states with small O 2p mixing. The calculated magnetic
moment of 2.63 µB is in good agreement with the experimental value of 2.35 µB reported
by neutron powder diffraction study [7]. Our electronic structure accurately predicts βMnO2 as a semiconductor with spiral noncollinear magnetic order.
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Table 3.6: Relaxed lattice constants of β-MnO2 with different imposed magnetic orders, in
addition to relative energy per formula unit and magnetic moments obtained with U = 2.8
eV and J = 1.2 eV. Experimental lattice constants are a = 4.396 Å and c = 2.871 Å [6], and
the magnetic moment is 2.35 µB [7] with the screw-type spiral magnetic ground state.
Magnetism
NC
AFM
FM

Lattice
constants
(Å)
a = 4.402, c = 2.88
a = 4.402, c = 2.88
a = 4.422, c = 2.89

Relative
(meV/f.u.)
0
47
650
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Figure 3.5: Magnetic structure of β-MnO2 . (a) Side view of the magnetic structure showing
the 7 unit cells period, enumerated for clarity, of the spin spiral where the green arrows
indicated the spin orientations. (b) Top view of the spin structure illustrating the spin
rotation of 129◦ from each layer, the darker the spin, the closer it is to the view plane.
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3.4

Summary and Conclusions

Our computational study of manganese oxides, MnO, Mn3 O4 , α-Mn2 O3 , and β-MnO2 , using the rotationally invariant PBEsol+U+J approach, yields ground-state structural, magnetic, and electronic properties of comparable quality and accuracy to previously reported
hybrid functional and experimental studies. Our study shows that the limitations of conventional DFT regarding the magnetic and electronic structures of insulating transition
metal oxides can be overcome mainly by pseudopotential design and careful selection of
anisotropic U and J values. The resulting noncollinear magnetic ground states [AFM-II,
YK-FiM, NC-AFM2, and NC for MnO, Mn3 O4 , α-Mn2 O3 , and β-MnO2 , respectively] are
similar to the experimentally observed noncollinear magnetic configurations. All relaxed
lattice constants, obtained with PBEsol alone, were in good agreement with the experimental values. Appropriate band gaps were obtained with U values smaller than those used
by previous GGA+U studies, while reproducing the electronic structure profiles in good
agreement with those reported by previous hybrid functional studies. Our results overall suggest the enhanced performance of our designed pseudopotential with semicore and
partial core correction, thereby offering promising potential of the DFT+U+J approach
for electronic structure studies involving other strongly correlated, complex noncollinear
spin patterns and large-scale systems with accuracy nearing that of more computationally
expensive methods such as hybrid functionals.
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Chapter 4
Improper magnetic ferroelectricity of
nearly pure electronic nature in
cycloidal spiral CaMn7O12
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4.1

Introduction

Multiferroics, simultaneously displaying ferroelectricity and intrinsic magnetic ordering,
have gained much attention due to the complex physics underlying the magnetoelectric
effect and its potential applications in spin-driven electronics, such as magnetic switching of ferroelectric domains, voltage-controlled magnetic memory devices, four-state logic
devices (up and down polarization and magnetization), and magnetoelectric sensors [152,
153]. The coupling strength between magnetism and ferroelectricity in a material highly
depends on the origin of these two phenomena. In proper ferroelectrics, the polarization
is a primary order parameter; it can be induced either by the ionic-covalent bonding between d0 transition metal ions and oxygen, as in BaTiO3 , or by the stereochemically active
6s2 lone-pair, as in BiFeO3 [154, 155, 156]. Magnetism could only coexist with the latter
mechanism, since magnetism requires a partially filled d shell on the transition metal [152].
On the other hand, in improper ferroelectrics, nonzero polarization is stabilized by coupling to another order parameter. First, in electronic ferroelectrics [157], charge-ordering
breaks inversion symmetry due to the formation of transition metal dimers of different valences and inequivalent bonds, as in (Pr,Ca)MnO3 [158] and LuFe2 O3 [159]. Second, in geometric ferroelectrics, structural transition breaks inversion symmetry, as in YMnO3 [160]
where geometric MnO5 tilting results in Y-O dipoles. Another example is hybrid improper
ferroelectrics such as Ca3 Mn2 O7 [161], where ferroelectricity is induced by antiferrodistortive octahedral rotations of two nonpolar modes with different symmetries. Third, in
magnetic ferroelectrics, spiral magnetic ordering breaks inversion symmetry, resulting in
ionic and/or electronic displacements that give macroscopic polarization. Numerous examples include: (a) orthorhombic RMnO3 (R = Tb, Dy, Tm) [162, 163, 164, 165, 166, 167],
CoCr2 O4 [168], and MnWO4 [169] with cycloidal spiral, (b) triangular-lattice systems
RbFe(MoO4 )2 [170], CuFeO2 [171], and ACrO2 (A = Cu, Ag, Li, Na) [171, 172, 173]
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with proper screw-type spiral [174], and (c) exchange-striction systems with collinear magnetic structure, such as Ca3 (CoMn)O6 [175], orthorhombic RMnO3 (R = Ho-Lu, Y) [176],
DyFeO3 [177], and Ni3 V2 O8 [178].
Materials with coexisting magnetism and ferroelectricity are classified into two groups,
type-I and type-II [179], based on the nature of the order parameter coupling. Type-I consists of 6s2 lone-pair proper ferroelectrics and improper ferroelectrics of electronic and
geometric origin including hybrid improper ferroelectrics, where ferroelectricity remains
largely independent of magnetism. Type-II essentially refers to improper magnetic ferroelectrics. Despite their relatively small spontaneous polarization and low Curie temperature, type-II multiferroics are of great interest due to their stronger magnetoelectric effect.
Type-II multiferroics with ferroelectric polarization emerging in response to the magnetic
structure are of tremendous technological relevance, potentially leading to the design of
robust room-temperature multiferroic materials with large spontaneous polarization and
ultrafast switchability. In order to achieve this, theoretical insight into spin-induced polarization mechanisms is necessary.
Three microscopic mechanisms have been proposed to explain the emergence of spontaneous ferroelectricity P in spin-spiral multiferroics [180, 181, 182]. First, the exchange
striction model proposes that the symmetric exchange interaction in a ↑ ↑ ↓ ↓ spin order
causes ferromagnetically coupled ions to move toward each other, generating P12 ∝ e12
(S1 · S2 ) [182]. Here, P12 is the local polarization induced by the interaction between the
two spins on neighboring sites 1 and 2, S1 and S2 are the vector spins on the respective
sites, and e12 is a unit vector connecting the two magnetic ions. Second, two analytically
equivalent scenarios exist within the spin-current (KNB) model [183], where P12 ∝ e12
× (S1 × S2 ): (a) In the inverse Dzyaloshinskii-Moriya (DM) mechanism, a nonmagnetic
anion moves in response to the DM interaction between the two canted spin sites [176];
(b) In the spin-current mechanism, the electronic charge distribution shifts in response to
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the spin-current, defined as js = S1 × S2 [183]. Third, the spin-dependent p-d hybridization model arising from spin-orbit coupling (SOC) causes an intrasite polarization along
the metal-ligand bond containing a non-zero spin component, generating Pml ∝ (Sm · eml )2
eml [171, 184, 185], where eml is the metal-ligand unit vector.
Recently, CaMn7 O12 manifested one of the largest magnetically induced ferroelectric
polarization measured to date (P = 2870 µC/m2 ) [186]. Microscopic mechanisms involving
the three models discussed above [182] have been proposed to explain the origin, magnitude, and direction of the spin-triggered ferroelectricity in CaMn7 O12 : exchange striction
and DM interaction [187, 188], noncollinear exchange striction and spin-dependent p-d
hybridization [189], and inverse-DM mechanism [190]. However, none of these models
provide a unified picture that explains the direction of the polarization, the charge density
redistribution, and the role of ionic displacements.
In this chapter, we report on the ferroelectric polarization of nearly pure electronic nature in CaMn7 O12 induced by its noncollinear cycloidal magnetic ground state, computed
via first principles density functional theory (DFT) calculations. For simplicity and clarity,
we preserve inversion symmetry on the ionic lattice while the charge density distribution
is permitted to respond to the symmetry-breaking spin pattern; these changes to orbital
mixing make the dominant contribution to the polarization. Theoretically, we employ the
generalized spin-current model [191] with a Heisenberg-exchange DM-interaction model
to explain both the direction of the electronic polarization and the dependence of its magnitude on spin helicity.

4.2

Atomic and magnetic structure of CaMn7O12

The quadruple perovskite CaMn7 O12 belongs to the [AA03 ][B4 ][O12 ] family, which is seen
by rewriting the formula as [CaMn3 ][Mn4 ][O12 ]. Above 440 K, the system adopts a dis-
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torted cubic (Im3) crystal structure, where the B-site Mn ions have a mixed valence state
of +3.25. Experimentally, CaMn7 O12 undergoes structural and metal-insulator transition
accompanied by charge-ordering at T = 440 K with a large change in resistivity at ultrafast
time scales [16, 192]. The structure is incommensurately modulated with a propagation
vector of (0, 0, 2.007) at 150 K [186]. The B-site Mn ions order into Mn3+ and Mn4+ with
a 3:1 ratio in a centrosymmetric rhombohedral (R3) crystal structure [Fig. 4.1(a)], such that
the formula is rewritten as [CaMn3 3+ ][Mn3 3+ Mn4+ ][O12 ]. Throughout this Letter, A-site
Mn3+ is designated as Mn1, B-site Mn3+ as Mn2, and B-site Mn4+ as Mn3.
Mn1 and Mn2 alternate along parallel c-chains, of which sets of three form a Kagome
lattice [Fig. 4.1(b)]. The hexagonal center is occupied by Mn3 and Ca alternating along the
c-axis. The material exhibits two magnetic phase transitions at Néel temperatures, T N1 =
90 K and T N2 = 48 K. Neutron diffraction measurements have demonstrated a noncollinear
spin configuration of long-range ordering with propagation vector of (0, 0, 1.037) between
48 K and 90 K. Below 48 K, magnetic modulation with two propagation vectors (0, 0,
0.958) and (0, 0, 1.120) has been proposed [186].
All spins lie in the ab-plane, and Mn ions along the same c-chain or of the same Mn-type
and c-axis height have identical spin directions [Fig. 4.1(d)]. Magnetic interactions among
Mn1 and Mn2 [187, 190] cause spin frustration, resulting in a magnetic configuration
where all spin pairs in adjacent c-chains are 120◦ from each other [Fig. 4.1(b)]. The spin
direction of the central Mn3 is determined by the neighboring Mn ions, three Mn1 and three
Mn2. It has been proposed that the Mn3 adopts a spin direction that is (30◦ , 90◦ ) [186, 187,
193] or (60◦ , 60◦ ) [194, 189] away from the surrounding (Mn1, Mn2) directions. The Mn3
spin configuration is conveniently represented by the quantity α, where α = 0◦ for (60◦ , 60◦ )
and 30◦ for (30◦ , 90◦ ) [Fig. 4.1(c)]. The sign of α indicates the spin helicity and chirality.
The local structure of the hexagonal channel consists of five equidistant ab-planes (I-V)
repeating periodically along the c-axis, where the central layer consists of a single Mn3.
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Mn ions on layers (I, IV) and layers (II, V) lie on the same set of three parallel c-chains and
have identical spin directions [Fig. 4.1(d)]. The ferroelectric phase transition temperature
of the material coincides with the Néel temperature, T C = T N1 = 90 K, suggesting that the
electric polarization is spin-driven [195, 186]. The macroscopic polarization is along the
c-axis (along the [111] in the pseudocubic coordinates), parallel to the spin helicity vector
and perpendicular to the spin rotation plane (ab-plane).
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Figure 4.1: (a) The crystal structure of the ground-state charge-ordered rhombohedral (R3)
phase. Mn1 (purple, square planar) and Mn2 (gold, octahedral) alternate along parallel
c-chains, of which sets of three form a hexagonal Kagome lattice. The hexagonal center is
occupied by Ca2+ (light blue) and Mn3 (blue, octahedral) alternating along the c-axis. The
unit cell is denoted with bold black lines. (b) Noncollinear magnetic structure with Mn1
and Mn2 spins represented as black arrows and Mn3 spins as green arrows. All spins lie
in the ab-plane. Black lines indicate the local hexagonal environment of Mn3 surrounded
by Mn1 and Mn2, with solid black lines closer to the viewer than dashed black lines. (c)
Zoom-in view of the local hexagonal environment in (b). Mn3 spin configuration (center
green arrow) is represented by α, where α = 30◦ for (30◦ , 90◦ ) configuration with respect
to the neighboring (Mn1, Mn2) spins (black arrows). (d) Side view of (c) showing the local
layered structure of five Mn planes (I-V), magnetically inducing net electronic polarization
along the c-axis. The blue plane is parallel to the c-axis and cuts through the central Mn3,
such that the atoms farther away from the viewer are shaded by the plane.
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4.3

Computational methods

We evaluate the commensurate, unmodulated, noncollinear magnetic ground state of CaMn7 O12
using the PBEsol [40] parametrization of the generalized gradient approximation with
Hubbard U and J (Coulomb repulsion and exchange parameter) treated separately and
explicitly defined within the rotationally invariant scheme [196, 134] along with SOC
(DFT+U+J+SOC) as implemented in the Q UANTUM E SPRESSO [135] package. It has
been demonstrated that the Hubbard J parameter plays a central role in correctly describing noncollinear magnetic systems [52]. All atoms are represented by norm-conserving,
optimized [136], designed nonlocal [59] pseudopotentials generated with the OPIUM package [137], including the spin-orbit interaction [197] as well as nonlinear core-valence interaction in the Mn pseudopotential via the partial-core correction scheme [138, 139, 140].
The Brillouin zone is sampled using a 3 × 3 × 5 Monkhorst-Pack [141] k-point mesh.

4.3.1

Justification of the choice of Hubbard U and J values

Total energy calculations are performed under the rotationally invariant fully anisotropic
DFT+U+J method [196, 134] using the PBEsol functional [40] as implemented in the
Q UANTUM E SPRESSO package [135]. It is important that the Hubbard J correction is
treated separately and explicitly defined in noncollinear (NC) magnetic systems for better
accuracy [52]. Our computations are carried out with and without spin-orbit coupling (SOC
and NSOC, respectively). We determine the values of U = 2 eV and J = 1.4 eV, which are in
close agreement to the ones reported in the literature, based on the following two factors:
(1) the relative energy of the NC magnetic state with respect to the ferromagnetic (FM)
state, and (2) the relative orientation of the Mn3 spins indicated by the angle , α.
Fig. 4.2(a) shows that the NC state is more stable than the FM state at U < 0.3 eV and
U < 2.8 eV for NSOC and SOC, respectively. Based on the energetics for SOC, U = 2 eV
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is used. For NSOC with U = 2 eV, the NC state is stabilized with respect to the FM state
by applying J > 1 eV [Fig. 4.2(b)]. Therefore, SOC and Hubbard J together play a central
role in the stabilization of the NC state.
The choice of Hubbard J directly affects the Mn3 spin orientation relative to its hexagonal environment, represented by the quantity α. For both NSOC and SOC, lack of J results
in the ground-state configuration of α close to zero, whereas the experimentally observed
configuration of α = 30◦ [186] is achieved at J = 1.4 eV [Fig. 4.3].
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Figure 4.2: Energetics of NC and FM configuration states, ∆E = E(FM)-E(NC) as a function of (a) Hubbard U and (b) Hubbard J with U = 2 eV for SOC (red) and NSOC (blue).
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Figure 4.3: Mn3 spin orientation, α, as a function of Hubbard J with U = 2 eV for SOC
(red) and NSOC (blue).
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4.3.2

Berry phase polarization

We computed the ferroelectric polarization employing the Berry phase method [198]. The
relationship between the polarization P and the Mn3 spin orientation α is explored by calculating the ferroelectric polarization of multiple NC magnetic configurations with different
α values obtained by relaxing the magnetic moments with different sets of U and J values
[Table 4.1].
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Table 4.1: Berry phase computed P at converged Mn3 spin direction of α with DFT+U+J
for NSOC (top) and SOC (bottom).
U (eV)
0
2
3

J (eV)
0
0
1

α
10.2◦
11.9◦
13.4◦

P (µC/m2 )
-1088
-1140
-2051

U (eV)
0
2
3

J (eV)
0
0
1

α
5.0◦
5.4◦
7.8◦

P (µC/m2 )
-918
-530
-965
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4.4

Results and Discussion

As discussed above, the energetics and spin direction of collinear and noncollinear magnetic configurations are used to justify the determination of the U = 2 eV and J = 1.4 eV
values used in our DFT calculations [Fig. 4.2 and 4.3]. These parameter values are close
to those used in previous theoretical studies [187, 189, 188, 193]. We use the experimental centrosymmetric unmodulated ionic lattice structure [199]. Our DFT+U+J+SOC spin
and electronic relaxation, starting from multiple perturbations of the experimental noncentrosymmetric noncollinear magnetic structure [186], shows that the Mn1 and Mn2 spin
directions are ≈ 120◦ apart, and the Mn3 spin direction converges to α ≈ 30◦ , i.e. (30◦ ,
90◦ ) configuration [Fig. 4.1(b)]. If the Mn3 spins are started at α = 0◦ , i.e. (60◦ , 60◦ ),
they remain in that symmetry, showing that α = 0◦ is higher in energy by 3 meV per formula unit. The inclusion of SOC leads to further stabilization of the noncollinear magnetic
ground state with respect to the ferromagnetic state.

4.4.1

Spin-induced ferroelectricity

The relationship between α and the electric polarization, P, is explored by computing P
through the Berry phase method [198] with and without SOC at different α values [Table
4.1]. The most relevant scenarios where α ≈ 0◦ or ≈ 30◦ are shown in Table 4.2. The
polarization is along the c-axis. The spin and electronic relaxation without SOC leads to P =
-1935 µC/m2 at α = 30.02◦ , and P = -2030 µC/m2 at α = 29.30◦ with SOC. As explained in
detail in the next section, simultaneous ionic relaxation gives Mn3 displacement of 0.0007
Å with total P = -2900 µC/m2 , in good agreement with the experimental value of 2870
µC/m2 [186]. The ionic displacement is negligible relative to T C = 90 K, and it contributes
30 % of the total polarization. At α ≈ 0◦ , the polarization vanishes, in agreement with the
previous theoretical studies of this system [187, 189]. Upon inverting the spin helicity by
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changing the sign of α, the direction of the polarization reverses with the same magnitude.
This is in agreement with the phenomenological ferrroaxial coupling proposed by Johnson
et al. [186], where P is directly proportional to the spin helicity defined as σ = r12 · (S1 ×
S2 ).
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Table 4.2: Berry phase computed P and converged Mn3 spin direction α for CaMn7 O12
with DFT+U+J, where U = 2 eV and J = 1.4 eV with and without SOC.
α
P (µC/m2 )
◦
NSOC
0.05
0
◦
NSOC
30.02
-1935
◦
SOC
29.30
-2030
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The nonzero Berry phase polarization for α = 30◦ shows that the inversion symmetry
is broken, even though the ionic lattice structure is fixed to be centrosymmetric. Here,
the magnetic symmetry analysis of CaMn7 O12 is briefly revisited [Fig. 4.4]. The material
exhibits cycloidal spiral magnetism along B-site Mn2-Mn3 chains in each of the Cartesian
[100], [010], and [001] directions [Fig. 4.5(a)]. Fig. 4.5(b) and 4.5(c) each show two pairs
of inversion-related Mn2-Mn3 chains for α = 30◦ and 0◦ , respectively. Upon magnetic
inversion operation, the two-chain system with α = 0◦ is unchanged, whereas the one with
α = 30◦ has two out of the three inversion-related Mn3 spin pairs altered. Therefore, only
the α = 30◦ configuration breaks inversion symmetry and generates nonzero ferroelectric
polarization, consistent with our calculations.
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Figure 4.4: Inversion symmetry operation on spins (a) perpendicular to the mirror plane,
(b) with components parallel to the mirror plane, and (c) completely parallel to the mirror
plane. The horizontal mirror plane (σ) is perpendicular to the C2 axis intersecting at the
inversion center. The spins of different colors are related by mirror operation; the spins of
the same colors are related by inversion symmetry.
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Figure 4.5: (a) B-site Mn2-Mn3 chains along the Cartesian directions [100], [010], and
[001] with Mn2 spins (black arrows) and Mn3 spins (green arrows) at α = 30◦ . The spins
form cycloidal spiral chains along the three cubic axes. Two pairs of inversion-related
cycloidal spiral chains for (b) α = 30◦ and (c) α = 0◦ . The mirror plane is perpendicular to
the C2 axis, which is set parallel to the chain direction. Upon magnetic inversion operation,
the α = 30◦ configuration breaks the inversion symmetry as indicated by the dashed red
line, whereas the α = 0◦ configuration retains the inversion symmetry.
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4.4.2

Small ionic displacements

The ferroelectric polarization discussed above is based on the centrosymmetric structure,
where there are no ions displacements and the inversion symmetry is merely broken due to
the spin arrangement. In Fig. 4.7, the charge density shows significant redistribution once
the inversion symmetry is broken as the magnetic spins of Mn3 ions go from α = 0◦ →
30◦ . This charge density differential accounts for the -2030 µC/m2 of purely electronic ferroelectric polarization. However, it is expected that this charge density distribution induces
ion displacements leading to ionic polarization which contributes to the total ferroelectric
polarization. It is important to point out that the magnetic-induced polarization is significantly smaller compare to conventional ferroelectrics; therefore, the ionic displacements
are anticipated to be relatively small. In order to assess the role of these ionic displacements, the total energy of atomic structures with Mn3 ions at different displacements from
their centrosymmetric positions along the polarization direction was computed. The results
from this energetic analysis is shown in Fig. 4.6, indicating that the Mn ionic displacements
is favorable but their magnitude is 0.0007 Å. The magnitude of these ionic displacements
are relatively negligible but it contributes nearly to 30% of the total polarization (with ionic
displacement, the total ferroelectric polarization is -2900 µC/m2 ). However, it is crucial to
emphasize that most of the ferroelectric polarization is originated electronically.
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Figure 4.6: Energy as a function of Mn3 ions displacement from their centrosymmetric
positions. The ionic displacements are favorable for α = 30◦ and their magnitude is 0.0007
Åcontributing a small portion of the entire polarization.
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4.4.3

Charge density redistribution

We compute the charge density redistribution as the magnetic structure goes from α = 0◦
to 30◦ , ∆ρ(r) = ρ(r)α=30◦ − ρ(r)α=0◦ [Fig. 4.7]. The reduced and enhanced charge density
isosurfaces reveal that the ferroelectric polarization is localized along the Mn3-O bonds
on each local Cartesian direction. As discussed above, the ions do respond to the charge
density redistribution but only by 0.0007 Å, lowering the energy by only 0.04 meV per
formula unit and providing a small contribution to the polarization. The negligible ionic
displacements indicate that the magnetically-induced ferroelectricity in the system is nearly
purely electronic in nature. However, multiple proposed mechanisms for the polarization of
CaMn7 O12 have strongly relied on ionic displacements with no concrete evidence. (1) The
inverse-DM mechanism of Perks et al. [190] proposed that displacements of the oxygen
anions drive the displacement of the Mn3 along the c-axis, generating the polarization ionically. (2) Lu et al. [187] and Cao et al. [188] suggested that the polarization emerges from
the noncollinear exchange striction. Zhang et al. [189] similarly proposed that the striction arises due to ferromagnetically coupled Mn2-Mn3 pairs along [100], [010], [001] and
Mn1-Mn3 along [1̄11] moving toward each other, generating a net polarization along [111].
However, these studies have not provided detailed evidence of such ionic displacements.
Our relaxation calculations found no such evidence for Mn2-Mn3 or Mn1-Mn3 displacements, as the ions were fixed in equidistant locations in the electronically polar structure.
(3) Lastly, the spin-dependent p-d hybridization mechanism of Zhang et al. [189] proposed
a contribution of SOC to the total polarization. However, upon performing specific spindependent analysis on Mn3 sites, we found that all Mn3-O bond polarizations cancel out
in Mn3O6 octahedral geometry, resulting in a net zero contribution.
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Figure 4.7: Charge density redistribution along the Mn3-O bonds as the magnetic structure
changes from α = 0◦ to α = 30◦ . The cyan color indicates electron density gain while the
yellow color indicates electron density loss. This charge density shift is purely electronic,
induced by the change in Mn3 magnetic moment. (a) Top-view and (b) side-view of the
charge density differential. The noncentrosymmetric charge density arises from the top
three Mn3-O bonds gaining electron density (cyan), while the bottom three Mn3-O bonds
lose electron density (yellow).
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4.4.4

Analytical model of spin-induced polarization and magnetic interactions

The spin-current model has been regarded as inapplicable to CaMn7 O12 , as the mechanism requires the polarization to lie on the spin-rotation plane [P12 ∝ e12 × (S1 × S2 ),
which lies on the ab-plane, not along the c-axis as observed for CaMn7 O12 ]. However,
Xiang et al. [191, 200] proposed a generalized spin-current model to analytically explain
ferroelectricity induced by spiral magnetism. Ferroelectric polarization induced by a noncentrosymmetric spin dimer S1 and S2 (noncentrosymmetric with respect to the ligand due
to the spin noncollinearity) is written as

k
P12
= Γijk S1i S2j

(4.1)

where Cartesian coordinates are denoted by i, j, and k, and Γijk is a rank-three magnetoelectric coupling tensor with its elements indicating the inter-site polarization vectors
associated with S1 and S2 . For example, Γij , is the polarization vector arising from the
i-component of S1 and the j-component of S2 . Spin inversion requires that Γij = − Γji
and consequently Γii = 0, thereby eliminating the diagonal terms in the tensor Γijk and
reducing the polarization expression to:

P 12 = Λ(S 1 × S 2 )

where Λ is a 3 × 3 magnetoelectric coupling matrix written in the following form:
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(4.2)

Λkl =

X

Γijk ijl

(4.3)

ij

It is important to emphasize the dependence of the polarization on the spin current (S1 ×
S2 ), rather than the dot product (S1 · S2 ) as in the exchange striction model adopted by Lu et
al. [187] and Cao et al. [188]. Exchange striction model results when rotational invariance
is assumed by neglecting spin-orbit coupling, which eliminates the nondiagonal terms in
the tensor Γijk and generates the dot product. However, ferroelectricity in CaMn7 O12 is
not rotationally invariant, as global rotation of spins affects the polarization. We therefore
conclude that the generalized spin-current model is more appropriate for CaMn7 O12 in the
context of noncollinear spins.
We consider the local hexagonal structure from [Fig. 4.1(d)] and the six Mn2-O-Mn3
spin dimer interactions along [100], [010], and [001] within the cyloidal spiral chains [Fig.
4.5(a)] along which the charge redistribution is localized [Fig. 4.7]. The Mn3 spin is designated as SMn3 , whereas the Mn2 spins of layer I are designated as SI , and Mn2 spins of layer
V are designated as SV . The expression for the polarization in terms of α then becomes:

P = 3Λ(S Mn3 × S V ) + 3Λ(S Mn3 × S I )
= 3Λez sin(60◦ + α) − 3Λez sin(60◦ − α)
= 3Γij [sin(60◦ + α) − sin(60◦ − α)]
= 3Γij sin(α).

(4.4)

This polarization as a function of sin(α) accounts for its dependence on Mn3 spin direction, P(α = 0◦ ) = 0, and its coupling to the spin helicity, P(−α) = −P(α). The vector
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Γij itself is evaluated explicitly via four-state mapping analysis by computing polarization
values of carefully chosen spin arrangements [191]. From the above analysis, it is evident
that the spin-current (S1 × S2 ) takes into account both the magnitude and the direction of
the polarization in CaMn7 O12 . However, understanding the underlying physics requires
further analysis of the energetics of the intersite magnetic interactions using a Heisenbergexchange DM-interaction model:

E12 = ESE + EDM
= J12 (S 1 · S 2 ) + D 12 · (S 1 × S 2 ).

(4.5)

Here, the first term is the Heisenberg symmetric exchange energy (ESE ), and the second
term is the DM antisymmetric exchange energy (EDM ). J 12 is the exchange coupling between magnetic sites 1 and 2, and the DM vector is defined as D12 ∝ r1 × r2 , where r1 and
r2 are vectors connecting each metal to the intersite ligand. We consider the six Mn2-Mn3
spin dimer interactions from [Fig. 4.1(d)], which is the interaction of Mn3 with the Mn2
ions on layers V and I. In this discussion, the z-axis is defined to be along the c-axis. For
the Mn3-V interaction,

EMn3-V = 3JMn3-V (S Mn3 · S V ) + ΣD Mn3-V · (S Mn3 × S V )
= 3J cos(60◦ + α) − 3Dz sin(60◦ + α).

(4.6)

The minus sign in the EDM arises from the fact that the DM vectors have a −c component with a magnitude of Dz , whereas the spin current vector is along +c. On the other
hand, for Mn3-I interaction,
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EMn3-I = 3JMn3-I (S Mn3 · S I ) + ΣD Mn3-I · (S Mn3 × S I )
= 3J cos(60◦ − α) + 3Dz sin(60◦ − α).

(4.7)

Here, the sign in the EDM is positive because the DM vectors still have a −c component
with a magnitude of Dz but the spin current vector changes its direction to be along −c.
Because we use the commensurate, unmodulated structure without orbital-ordering, J Mn3-V
= J Mn3-I = J [190, 188]. Furthermore, J < 0 [187] because (a) the alternation of filled and
empty x2 -y2 orbitals on Mn2 and Mn3 along the cycloidal spiral chain promotes ferromagnetic exchange, and (b) the large deviation of Mn3-O-Mn2 bond angles from 180◦ weakens
antiferromagnetic interactions [190].
Combining Eq. (4.6) and (4.7), we obtain the total magnetic interaction energy:

E = EMn3-V + EMn3-I
= 3[J cos(α) − Dz sin(α)].

(4.8)

The minimum of the total energy in Eq. (4.8) directly depends on the strength of the
magnetic interactions. Setting

dE
=0
dα

leads to αmin =tan−1 (- DJ ). Previous DFT calculations

reported |D/J| ≈ 0.54 in CaMn7 O12 [187], indicating unusually strong Mn3-Mn2 DM interaction compared to other magnetic insulators where |D/J|.0.1 is usually expected [201].
Considering the reported ratio and the interacting nature, J < 0 and Dz > 0, it can be seen
from Eq. (4.8) that the DM interaction lowers the total magnetic interaction energy by
shifting α from 0◦ to 30◦ , such that E(α = 30◦ ) < E(α = 0◦ ), consistent with our results:
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E(α = 0◦ ) = 3J
√
E(α = 30◦ ) = 1.5( 3J − Dz ).

(4.9)

It is well-known that the DM interaction favors noncollinear spin structure in an otherwise collinear magnetic order, thereby inducing a weak local ferromagnetic behavior in
an antiferromagnet [201]. The above energetics analysis sumamrized in Table 4.3 shows
that the DM interaction, together with the symmetric exchange interaction, favors α = 30◦
over α = 0◦ in CaMn7 O12 . This causes the magnetic interaction of Mn3 with layer V (90◦
alignment) [Eq. (4.6)] to be inequivalent to that with layer I (30◦ alignment) [Eq. (4.7)].
Considering the magnitude of the DM interaction energies, when α = 0◦ ,

√
EDMMn3-V (α = 0◦ ) = EDMMn3-I (α = 0◦ ) = 1.5 3Dz

(4.10)

whereas when α = 30◦ ,

EDMMn3-V (α = 30◦ ) = 3Dz
EDMMn3-I (α = 30◦ ) = 1.5Dz .

(4.11)

We clearly see that EDM increases for Mn3-V interaction (90◦ alignment) and decreases
for Mn3-I interaction (30◦ alignment) as α shifts from 0◦ to 30◦ . Therefore, larger EDM is
associated with smaller spin alignment. The DM interaction inequivalence consequently
causes the symmetric exchange energies to be distinguished as well. When α = 0◦ ,

84

ESEMn3-V (α = 0◦ ) = ESEMn3-I (α = 0◦ ) = 1.5J

(4.12)

whereas when α = 30◦ ,

ESEMn3-V (α = 30◦ ) = 0
√
ESEMn3-I (α = 30◦ ) = 1.5 3J.

(4.13)

This inequivalence in the ESE values is due to the spins of layer I being relatively more
aligned to Mn3 spin than spins of layer V. Therefore, Mn3-I interaction (30◦ alignment) can
be understood as more of ferromagnetic double-exchange character than Mn3-V interaction (90◦ alignment), which is more of antiferromagnetic superexchange character, within
the context of symmetric exchange. The difference leads to a weak exchange striction of
nonionic character, where the electrons are slightly more localized between Mn3-V regime
than Mn3-I regime, consistent with our observed charge density redistribution along the
Mn3-O bonds [Fig. 4.7]. The three Mn3-O bonds pointing toward layer V (with +c components) gain electron density, whereas those pointing toward layer I (with -c components)
lose electron density, thereby generating a net polarization along +c direction.
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Table 4.3: Energetics of the magnetic interactions for Mn3-V and Mn3-I with α = 0◦ and
30◦ .
E
ESE
EDM
√
Mn3-V
3 3 z
3
J
D
α = 0◦
3J
2
2
Mn3-I
√
0
Mn3-V
3Dz
3
z
√
α = 30◦
(
3J-D
)
3 z
3
3
2
D
Mn3-I
J
2
2
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4.4.5

Effects on electronic structure

The effect of inequivalent exchange interaction on the charge density distribution is seen
through orbital mixing (p-d hybridization). First of all, in the projected density of states
[Fig. 4.8b, and Fig. 4.8c], the 3d orbital density of Mn2 is larger than that of Mn3, accounting for the extra electron in Mn2 due to charge ordering. We also find the presence
of strong p-d mixing, indicated by the large spatial and energetic overlap between Mn3 3d
and O 2p orbitals. The mixing is enhanced by large octahedral rotations which allow the
orbitals to coincide spatially.
We further analyze the orbital-projected density of states along the O+ —Mn3—O– —
Mn2 chain [Fig. 4.8a]. O+ and O– refer to the oxygens along the reduced and enhanced
charge density bonds, respectively. The p-d mixing is observed primarily between Mn3
3d and O 2p just below the Fermi energy. The total 2p projected density of states [Fig.
4.8b, and Fig. 4.8c] exhibits no difference between systems with α = 0◦ and α ≈ 30◦ .
A significant difference arises within the subshells of O 2p orbitals, however [Fig. 4.8d,
and Fig. 4.8e]. The 2p orbitals of O+ and O– show the same density when the magnetic
structure is α = 0◦ . However, once the Mn3 spins break the inversion symmetry at α ≈
30◦ and the ferroelectric polarization emerges, the px , py , and pz orbital densities of O+
and O– are no longer the same. The orbital mixing between Mn3 3d and O+ 2p is slightly
enhanced merely due to the orientational change of the Mn3 spin.
We also examine the densities of the spin-orbit coupled states, indexed as J=L+S [Fig.
4.8f, and Fig. 4.8g]. We find that the splitting between Mn3 3d 3 and 3d 5 is enlarged at
2

2

◦

α ≈ 30 . As the spin direction changes, more electrons go into the 3d 5 , leading to more
2

mixing with O– 2p. These analyses provide an orbitally resolved understanding of how the
charge density is redistributed through the Mn3-O bonds to drive the overall ferroelectric
polarization along the [111] direction.
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Figure 4.8: (a) Mn2-O-Mn3 chain forms a zig-zag pattern with a bond angle of 137.4◦ .
Projected density for the states in the O+ —Mn3—O– —Mn2 chain along the [010] direction
with Mn3 magnetic moment aligned with (b) α = 0◦ and (c) α = 30◦ . Orbital-projected
density of states for all 2p-orbital subshells of both O+ (solid lines) and O– (dashed lines)
in the magnetic structure of (d) α = 0◦ and (e) α = 30◦ . The spin-orbit coupled states for
Mn3 and surrounding O atoms at (f) α = 0◦ and (g) α = 30◦ .
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4.5

Conclusion

In summary, our DFT+U+J+SOC calculations demonstrate that CaMn7 O12 adopts a noncollinear magnetic ground state, with Mn3 spins arranged in the noncentrosymmetric (30◦ ,
90◦ ) configuration. Magnetic symmetry analysis indicates that the inversion symmetry is
broken along the B-site Mn2-Mn3 cycloidal spiral chains. The resulting Berry phase polarization is nearly pure electronic with negligible Mn ion displacements. According to the
generalized spin-current model [191], the polarization is proportional to the sine of the Mn3
spin angle; it is coupled to the spin helicity, vanishing and reversing its direction at the centrosymmetric (60◦ , 60◦ ) configuration. The charge density redistribution along the Mn3-O
bonds, as evidenced by our orbital-projected density of states, is understood in terms of
the directionally inequivalent exchange interactions within the Heisenberg-exchange DMinteraction model. DM interaction stabilizes (30◦ , 90◦ ) over (60◦ , 60◦ ) configuration, and
the resulting inequivalence in symmetric exchange leads to a weak nonionic striction and
a spontaneous electronic polarization. Our findings suggest the existence of magnetically
induced ferroelectricity in nearly inversion-symmetric ion lattice, opening the avenue for
ultrafast magnetoelectric effect in a single ferroelectric-magnetic domain.
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Chapter 5
Electronic transition above room
temperature in CaMn7O12 films

Adapted from Appl. Phys. Lett. 2015, 107, 142901
In collaboration with Jin Soo Lim, Prof. Andrew M. Rappe, and the experimental work was performed by
our collaborators: Amanda Huon, Andrew C. Lang, Dr. Eun Ju Moon, Prof. Mitra L. Taheri, and Prof. Steve
J. May from Drexel University.
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5.1

Introduction

Complex oxides that exhibit electronic phase transitions are of interest to both the fundamental scientific understanding of electronic structure in solids and their potential application in next generation electronics. [202, 203, 204, 205, 206, 207, 208, 209] Charge
ordering transitions are a promising platform for devices, as these transitions often result in
abrupt changes in resistivity and occur at ultrafast time scales. [210, 211, 212, 213] However, the charge ordering transition temperature (T*) observed in many ABO3 perovskites
is below room temperature, motivating a need to identify, understand, and design new high
T* materials. One promising material is CaMn7 O12 , which is a quadruple perovskite in
which 3/4 and 1/4 of the A-sites are occupied by Mn and Ca, respectively, with the Mn and
Ca ordering on the A-site. [214, 215] Previous studies of CaMn7 O12 have provided evidence
for a charge ordering transition at 440 K that is accompanied by an abrupt change in resistivity and a concurrent structural change from a distorted cubic (Im3̄) to a rhombohedral
(R3̄) structure. [16] The charge ordering in CaMn7 O12 occurs on the B-site Mn cations,
with 3/4 taking on a nominal 3+ valence and 1/4 exhibiting a 4+ valence, as evidenced
by structural distortions of the MnO6 octahedra measured by powder diffraction. [216] In
addition to the coupled charge ordering/structural transition, CaMn7 O12 exhibits an orbital
ordering transition at 250 K and two magnetic transitions at 90 K (T N1 ) and 45 K (T N2 ) that
correspond to the onset of helical magnetic states characterized by one and two propagation
vectors below T N1 and T N2 , respectively. [16, 217, 218, 219] The non-collinear magnetic
ordering breaks the inversion symmetry inducing ferroelectricity, with one of the largest
magnetically induced polarizations yet reported. [186, 190]
These previous works have revealed rich physics in bulk CaMn7 O12 samples, with particular emphasis on the low tempearature properties. However, there have yet to be reports
of CaMn7 O12 films, which are the material architecture of interest for device applications.
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Additionally, a detailed understanding of how the electronic structure is altered across the
high temperature charge ordering transition is lacking. In this chapter, in a joint experimental and theoretical study, our collaborators synthesize CaMn7 O12 thin films using oxide
molecular beam epitaxy (MBE) and use x-ray diffraction (XRD) and transmission electron
microscopy (TEM) to confirm the films are phase pure and have lattice parameters in agreement with bulk CaMn7 O12 . A change in resistivity near 425 K is observed, consistent with
the charge ordering transition previously reported. Density functional theory (DFT) is used
to elucidate the changes to the electronic structure across the phase transition, including the
opening of a small band gap below T*.

5.2

Experimental Methods

Our experimental collaborators deposited films of CaMn7 O12 films on single crystalline
(001) SrLaAlO4 (SLAO) and La0.3 Sr0.7 Al0.65 Ta0.35 O3 (LSAT) substrates using oxide MBE.
The lattice mismatch between these substrates and CaMn7 O12 is 2.0% and 5.1% for SLAO
and LSAT, respectively. The film thicknesses are 50-60 nm. More details on the deposition
technique and post-growth annealing, and procedures to ensure cation stoichiometry can be
found in the main text [192]. Our experimental collaborators also characterized the films
with XRD and x-ray reflectivity (XRR) using a Rigaku Smart Lab diffractometer to probe
the c-axis lattice parameter, crystalline quality, and thickness of the samples. The reflectivity data were fit using the GenX software [220] to determine film thickness. The complete
procedure and system setup for the temperature-dependent DC resistivity measurements
can be found in the main text [192].
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5.3

Computational details

DFT calculations were performed using the PBEsol+U+J method [40, 134] generalized
gradient implemented in the Quantum Espresso [135] computer code. The U and J parameter used for the Mn 3d states were 2 eV and 1.4 eV, respectively, in agreement in previous
work. [187] Non-collinear spin-polarized electronic densities and J parameter were used
in all of our calculations due to the non-collinearity of the magnetic ground state in this
system [52]. Spin-orbit coupling (SOC) was taken into account by solving for the fully
relativistic effects in the pseudopotential generation. All atoms were represented by normconserving, optimized [56], designed non-local [59] pseudopotentials generated with the
Opium package [137], treating the 3s, 3p, 3d and 4s of Ca, the 3s, 3p, 3d, 4s, and 4p of
Mn, and the 2s and 2p of O as valence states with and without spin-orbit interaction [197].
An accurate description of the magnetic properties was achieved by including partial core
correction [139, 140] to the Mn pseudopotential. The Brillouin zone was sampled using
a 2×2×4 and 4×4×4 Monkhorst-Pack [141] k-point mesh for low and high temperature
phases, respectively. All calculations employed a 70 Ry plane-wave cutoff.

5.4
5.4.1

Results and discussion
Experimental measurements

The experimental discussion is led by our experimental collaborators where the lattice parameters and crystallographic orientation of the films were determined using XRD. Fig.
5.1 shows XRD data from CaMn7 O12 films on SLAO and LSAT substrates, in all cases
revealing a single diffraction peak indexed to the (002) plane. From the (002) pseudocubic
reflection, a c-axis parameter of ≈3.674 Å on SLAO and ≈3.682 Å on LSAT are obtained,
consistent with the bulk pseudocubic lattice parameter of 3.682 Å. [221] Diffraction data
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obtained over a wider angular range reveal only (00L) peaks. Reciprocal space maps indicate that the films on LSAT are completely relaxed, while the films on SLAO exhibit an
a-axis parameter of 3.711 Å, suggesting the presence of some residual tensile strain.
In terms of characterization, our experimental collaborators employ TEM to assess the
structural quality of the films. TEM analysis was performed on a JEOL 2100 LaB6 TEM
operated at 200kV and is shown in Fig. 5.2. Selected area diffraction patterns from films
grown on SLAO and LSAT are shown in Fig. 5.2(a) and 5.2(b), respectively. They show
highly textured film with well-defined film reflections; the measured c-axis parameter of
3.68 Å is consistent with our XRD results. All measured diffraction spots can be indexed
to the film or subtrate. Low resolution TEM images, shown in Fig. 5.2(c) and 5.2(d) reveal the typical morphology of the CaMn7 O12 films. The film/substrate interface is marked
by defects, and while the film contains many grains, they are highly textured with only a
slight misorientation, between grains. Filtered HRTEM images shown in Fig. 5.2(e) and
5.2(f) reveal the periodic structure of the CaMn7 O12 films; for visual clarity, a structural
cartoon of CaMn7 O12 (without O atoms present) in the [100] pseudocubic orientation is
superimposed over Fig. 5.2(f). The most notable feature in the HRTEM images is the spacing between atomic columns, approximately 5.4 Å, which is consistent with the expected
A-site ordering, the Ca-Ca distance, of this structure when projected in two dimensions due
to the orientation of the sample. Further evidence for the A-site ordering of Ca and Mn
cations is found in the presence of (0 1/2 1/2) reflection, in the pseudocubic notation, in the
selected area diffraction patterns.
Our experimental collaborators obtained evidence for the charge ordering phase transition in CaMn7 O12 films using temperature dependent resistivity (ρ) measurements, displayed in Fig. 5.3. The CaMn7 O12 films exhibit an abrupt change in resistivity near 425 K.
These results are consistent with previous resistivity measurements on bulk CaMn7 O12 ,
suggesting the resistivity feature is due to charge ordering. [16] The results are reproducible
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after repeated temperature cycling in air up to 600 K, indicating that the films are not susceptible to low temperature oxygen loss as has been observed in some other systems with
charge ordering transitions. [222] Additionally, we note that the magnitude of resistivity
is consistent with bulk CaMn7 O12 ; for the films, ρ300 K = 3-100 Ω cm, while for the bulk
CaMn7 O12 , ρ300 K = 10-535 Ω cm has been reported. [16, 223] As can be seen in Fig.
5.3(a), slight variations in cation stoichiometry do not significantly alter the phase tranition. To determine the transition temeprature (T*), we fit d(lnρ)/dT as a function of T to
a bi-gaussian function; the center position is taken as T*. For the films A, B, C on SLAO
T* is 429 K, 420 K, and 426 K, respectively. For comparison, applying this analysis to the
data reported by Troyanchuk et al [16] for bulk CaMn7 O12 yields a T* of 434 K. As shown
in Fig. 5.3(b), the general features of the phase transition are similar for the films grown on
SLAO and LSAT, despite the larger resistivity observed in the films on LSAT.
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Figure 5.1: X-ray diffraction data measured about the (002) peak from films grown on
SLAO and LSAT. (Experimental work performed by Amanda Huon, Dr. Eun Ju Moon,
and Prof. Steve J. May)
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Figure 5.2: TEM analysis of CaMn7 O12 films. Large aperture selected area diffraction
patterns showing the preferred texture of the films on SLAO (a) and LSAT (b) substrates
with blue stars highlighting reflections from substrate, while red stars highlight reflections
from the CaMn7 O12 film. Film reflections are labeled using pseudo-cubic notation. Low
resolution TEM images showing the typical CaMn7 O12 film morphology on SLAO (c) and
LSAT (d). Panel (c) consists of two adjacent images overlaid together. (e) and (f) Wiener
filtered HRTEM images with inset structural cartoon in (f) showing the Ca (red) and Mn
(blue) columns overlaid on the image. The lower right inset of (f) shows a multislice
simulation. The two HRTEM images were obtained using different defocus values on the
objective lens; the defocus in (f) was chosen to exaggerate the pseudo-cubic structure of
the film. (Experimental work performed by Andrew C. Lang, and Prof. Mitra L. Taheri)
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Figure 5.3: Temperature dependent resistivity of CaMn7 O12 film reveals signatures of a
charge ordering transition near 425 K. For films grown on SLAO (a), slight variations
in Mn:Ca ratio have minimal effect on T*. Similarly, films grown on LSAT are more
resistive than compositionally equivalent films on SLAO (b), but the change in substrate
does not significantly alter T*. The resistivity of sample A-LSAT measured over a wider
temperature range is shown as an inset of (b). (Experimental work performed by Amanda
Huon, Dr. Eun Ju Moon, and Prof. Steve J. May)
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5.4.2

Computational insights to charge ordering

Important insights into the atomistic and electronic structure properties of the charge ordering phase transition are provided by first-principles DFT calculations. Our simulations
explore the coupled structural and electronic phase transition that occurs through the crystal symmetry lowering process from a metallic state crystallized with space group Im3̄ to
an insulating R3̄ state. This phase transition lowers the energy of the system by 52 meV
indicating the insulating R3̄ structure as the ground state. The relaxed atomic structures are
illustrated in Fig. 5.4(a) and 5.4(b), respectively, with A-site Mn denoted as Mn1 and B-site
Mn denoted as Mn2 and Mn3. These structural changes are activated by electron-electron
interactions between the B-site Mn 3d and O 2p orbitals as the charge is localized in an
orderly fashion throughout the Mn-sites. A collective shortening and elongation of Mn-O
bond lengths then leads to significant differences in the MnO6 octahedra cage volumes. In
the high-temperature Im3̄ structure, all B-sites Mn-O bond lengths are identical as are the
the octahedral cage volume.
The projected density of states of the Im3̄ system, shown in Fig. 5.4(c), reveals states
around the Fermi level, and both Mn2 and Mn3 states are very similar. This suggests that
all B-site Mn ions have the same charge density leading to a metallic system, as there
is free flow of electrons through the Mn-O bonds, which could be thought of one electron
shared by every four Mn atoms, for a fractional charge of 3.25+. Below the phase transition
temperature in the R3̄ structure, the charge is localized along the [111], generating charge
balance with three Mn3+ (Mn2) per every Mn4+ (Mn3). The Mn3O6 octahedral volume
decreases as a consequence of shorter and equal Mn3-O bonds. This is typical of Mn3
electronic structure, which consists of 3d3 with half filled t2g shells and empty eg shells. The
Mn2O6 octahedral volume increases, since four Mn2-O bonds elongate due to Jahn-Teller
interactions. This is due to the electronic structure of Mn2 (consisting of 3d4 ). The JahnTeller distortions break the degenerate eg into dx2 −y2 , dz2 and t2g into dxy , (dxz ,dyz ). The
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electronic structure of the charge-ordered state, shown in Fig. 5.4d, exhibits an electronic
gap of 240 meV, where both the valence and conduction band edges are composed of Mn 3d
and O 2p. The changes in the electronic structure couple to the atomic structural distortions
as the octahedral volumes vary from equal volume, V Mn2 ≈ V Mn3 , to V Mn2 = V Mn3 + 1.15 Å3 .
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Figure 5.4: Crystal and electronic structure of CaMn7 O12 . (a) Distorted cubic structure,
Im3̄, where the Mn2O6 and Mn3O6 octahedral volumes are nearly identical, V Mn2 ≈ V Mn3 .
(b) Lowest energy rhombohedral structure, R3̄, where V Mn2 > V Mn3 , suggesting a chargeordered atomic structure. Both structures in (a) and (b) display the pseudocubic direction
for simplicity; the white arrows indicate the shortening and elongation of Mn-O bonds
lenghts that lead to the changes in the octahedral volume. (c) Projected density of states
of the distorted cubic structure in (a) showing a metallic state where the B-site Mn2 and
Mn3 nominally have a 3.25+ valence. (d) Projected density of states of the rhombohedral
structure in (b) showing an insulating state with a ≈240 meV band gap, where the B-site
Mn2 and Mn3 have 3+ and 4+ valences, respectively.
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5.5

Conclusion

We have carried out a combined theoretical and experimental study of CaMn7 O12 films.
Our experimental collaborators synthesized CaMn7 O12 in thin film form, as indicated by
RBS, XRD, and TEM characterization. Temperature dependent resistivity measurements
confirm the presence of an electronic transition near 425 K. DFT simulations elucidate
changes in the electronic structure due to the charge ordering transition, most importantly
the opening of a band gap below T*. The synthesis of CaMn7 O12 thin films is a step toward
room temperature devices based on charge ordering transitions and enables future studies
of the effects of biaxial strain, thickness effects, and interfacial proximity on CaMn7 O12 .
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Chapter 6
Ferroelectrically Driven Spatial Carrier
Density Modulation in Graphene

Adapted from Nat. Commun. 2015, 6, 6136
In collaboration with Dr. John Mark Martirez, Prof. Andrew M. Rappe, and the experimental work was
performed by our collaborators: Christoph Baeumer, Prof. Moonsub Shim and Prof. Lane W. Martin from
University of Illinois Urbana-Champaign and University of California - Berkeley.

103

6.1

Introduction

The extraordinary properties of chiral Dirac fermions make graphene a promising platform to harness relativistic, two-dimensional phenomena for a wide range of electronic
and optoelectronic applications [224, 225, 226]. Exploitation of these effects, however,
requires local control over the charge carrier density in graphene. The creation of spatiallydefined p-n junctions in graphene is of critical importance for the modulation of chiral
tunneling [226, 227], magnetoresistance [228], electron beam collimation [229], Veselago lensing [230], and terahertz plasmonic devices [231]. Arrayed junctions have been
predicted to give anisotropic group velocity renormalization of charge carriers and new
Dirac points [232, 233, 234] and could also open a transmission gap [235], increasing the
typically low on/off ratios in graphene transistors. The deterministic implementation and
widespread use of these promising phenomena, however, is limited by the necessity for
multiple gate electrodes, complex fabrication and electrical wiring, and added power consumption.
A low power, simple alternative to complex split gate electrodes can be achieved by
coupling graphene to an adjacent, remanent ferroelectric polarization, which can drive
changes in the graphene via electrostatic doping from interaction with the polarization [236].
Devices based on this concept have demonstrated non-volatile resistance hysteresis [236,
237, 238] and transparent conductivity in flexible electronics [239, 240]. Initial experimental studies, however, achieved charge density changes in graphene much smaller than anticipated from full compensation of the polarization [241] since the electrostatic coupling can
be limited by extrinsic effects caused by adsorbed molecules [238, 241, 242]. The atomistic
details and interfacial chemistry governing the interaction and the resulting charge density
changes in graphene remain elusive. Additionally, polydomain ferroelectrics and their interactions with graphene have received limited theoretical and experimental attention.
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In this chapter, we provide a comprehensive understanding of the coupling between the
graphene doping level and ferroelectric polarization, including local manipulation of carrier density and type in the graphene, and atomistic and electronic details of the interface.
Experimental observations of charge density modulation in graphene/LiNbO3 couples qualitatively match the intuitive picture of compensation of the ferroelectric polarization that
should lead to n- or p-doping for ferroelectric polarization pointing toward or away from
the graphene, respectively. First-principles density functional theory (DFT) calculations,
however, reveal that this seemingly simple coupling is highly dependent on the net surface
bound charge of the ferroelectric. To simulate the experimental observations, we include in
the model all the intrinsic influences on the interfacial chemistry, including the polar stacking, ferroelectric polarization, surface reconstruction, and sample history, yielding an upper
limit for the expected carrier density modulation. We propose chemical mechanisms based
on the extrinsic effects from defects induced by the transfer process to explain the reduction
in the observed charge density modulation. Armed with this knowledge, we demonstrate
the versatility provided by leveraging such coupling, including the use of alternating carrier
density/type in graphene on periodically poled ferroelectrics for the formation of p-i, p-n,
or n-i junctions. This graphene/ferroelectric interface also offers a novel and straightforward route to the creation of periodic potentials in graphene through spatially deterministic
control over charge carriers without the need for complex local gates.

6.2
6.2.1

Experimental methods
Graphene growth and transfer

Our experimental collaborators grow single-layer graphene with low defect density on
ultra-pure Cu foils (Alfa Aesar 10950). After annealing in 300 mtorr hydrogen atmo-
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sphere (flow rate 7 cm3 min−1 ) at 1000◦ C for 30 minutes, a flow of 60 cm3 min−1 of
CH4 was introduced for 20 minutes in a quartz tube containing the Cu foil. After cooling
rapidly to room temperature with both gases flowing, the resulting graphene samples were
transferred to thoroughly cleaned single crystals of LiNbO3 using a one-touch wet transfer
method [238].

6.2.2

Raman studies

Our experimental collaborators collected two dimensional Raman maps and atomic force
microscopy images of the same area with a WITec Confocal Raman Microscope alpha300.
Gate-dependent Raman experiments and photocurrent microscopy were performed on a
Jobin Yvon Labram HR800 micro-Raman spectrometer integrated with an Agilent Semiconductor Parameter Analyzer 4155 C. In all cases, 532 nm laser excitation and 100× air
objectives (laser spot size 1 µm) were used. The laser intensity was kept below or around
1 mW to ensure that laser-induced heating does not introduce artifacts. All peaks were
fitted with a single Lorentzian. For the average spectra of dark and bright stripes in Fig.
6.1(c), the point spectra acquired in each stripe were averaged and then fitted to a single
Lorentzian. For gate-dependent measurements, a single line scan across multiple domains
was used and the peak position results were averaged.

6.2.3

Device fabrication and characterization

Our experimental collaborators fabricated transistor devices via electron beam evaporation
of Ti/Pd source and drain electrodes with polymer electrolyte top gates prepared through
the dissolution of LiClO4 ·3H2 O and poly(ethylene oxide) (Sigma Aldrich, weight average
molecular weight = 100,000) in acetonitrile with 2.4:1:10 polymer to salt to solvent weight
ratios similar to Siddons et al [243]. The electrolyte solution was spin-coated onto the
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graphene devices at 3,000 r.p.m. for 30 s. Utilizing the Debye length λ=

p
(0 r kT )/(2ρ2 )

with the dielectric permittivity 0 r = 100 , the thermal energy kT and the electrolyte concentration ρ=2.4 molL−1 , the gate capacitance can be estimated to be Cg =0 r /λ=4µFcm−2 .
The carrier concentration can then be calculated using the following equation from the work
of Hammoum et al [244]:

VTG

√
~|νF | πn ne
=
+
e
Cg

(6.1)

utilizing νF =1×106 ms−1 as the Fermi velocity in graphene [224].

6.3

Computational methods

First principles calculations with a plane-wave basis set were performed using the local
density approximation [245] (LDA) as implemented in the Q UANTUM E SPRESSO [135]
code. Test calculations were also performed with the generalized gradient approximation
(GGA) and the van der Waals density functional (vdW-DF) yielding to similar electronic
properties as LDA results. All atoms were represented by norm-conserving, optimized [56],
designed nonlocal [59] pseudopotentials generated with the O PIUM package [137]. All the
calculations employed a 50 Ry plane-wave energy cut-off. Atoms within two unit cells
from the interface were allowed to relax while the rest of the slab was fixed to bulk atomic
positions simulating a range of different ferroelectric polarization. The atoms were relaxed until the forces were lower than 10 meV Å−1 . For the 2×1 surface reconstruction
relaxation, the Brillouin zone (BZ) was sampled with 6×12×1 Monkhorst-Pack k-point
grids [141] explicitly including the Γ, K, and M high symmetry points. For high quality
and well-converged electronic structure calculations for the 2×1 surface ground state, the
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BZ was sampled with 30×60×1 k-point grids, the highest density computationally accessible to compute the DOS of the graphene in the hybrid structure. Detailed tests on pristine
graphene showed that this grid can overestimate the carrier density by a factor of 1.35. The
slab structure used to model the graphene/ferroelectric interfaces contained eleven trilayers
of ferroelectric LiNbO3 with 2×1 (0001) surface cells and graphene 4×2 surface supercells on both sides of the slab. The in-plane LDA optimized lattice constant of graphene
was found to be 2.445 Å, in agreement with previous work [246]. This induces a lattice
parameter mismatch of 2.7%, placing the graphene under tension. The slab structures are
separated with more than 13 Å of vacuum, and the dipole correction [247] was added to remove the spurious interaction between different supercells. For the defect states, four (4×4)
graphene supercells with: (1) an epoxide, (2) a pair of hydroxyls at the ortho position, (3)
chemisorbed O2 molecule and (4) physisorbed O2 molecule were calculated. Hybrid structures of graphene/LiNbO3 interfaces with O-species defects on either or both sides of the
graphene were also calculated with the same computational parameters described above.

6.4
6.4.1

Results and discussion
Ferroelectricity-induced carrier density modulation

Graphene sheets grown via chemical vapor deposition were transferred to commercially
available periodically poled and single-domain LiNbO3 substrates (Asylum Research) using an established wet transfer process [238]. High-resolution Raman spectroscopy [248]
was used to probe the graphene/LiNbO3 structures and map the domain structure of the
LiNbO3 by measuring the shift in the frequency of the E(TO8) band that occurs near domain boundaries [244, 249] (Fig. 6.1a). A piezoresponse force microscopy image acquired
prior to graphene transfer verified the same 10 µm periodicity of up- and down-polarized

108

domains as the Raman image (Fig. 6.1a, inset). Based on the intuitive picture described previously [238, 250, 242], we expect the Kronig-Penney-type potential landscape exhibited
by this domain configuration to create a spatially periodic charge carrier density modulation in the graphene, with increased and decreased electron concentrations in graphene in
contact with up- and down-polarized domains, respectively. Shifts in the Raman G-band
mode frequency [249, 251, 252] provide a spatially-resolved probe of the carrier density
in graphene without the need for device fabrication which could screen or alter the nature of the interactions [253, 254] (Fig. 6.1b). Raman G-band frequency mapping revealed
that periodic regimes of lower and higher frequency indeed correlate directly to up- and
down-polarized domains, respectively. These periodic shifts from lower to higher Raman
frequency correspond to sharp transitions at the ferroelectric domain walls between low
and high carrier concentrations in the graphene (this is further confirmed by observation of
changes in the graphene 2D-band frequency and intensity, Fig. 6.2). Domain walls in ferroelectrics are generally 0.5-10 nm wide [255] and thus provide a novel and promising route
to achieve deterministic and precise spatial control over the carrier density in graphene that
is comparable to the intrinsic depletion width expected in graphene [256].
More quantitative information about the carrier concentration and type in the
graphene/ferroelectric hybrid structures was obtained by comparing the average Raman
G-band frequency measured for graphene on up- and down-polarized domains (Fig. 6.1c).
The peak positions for graphene on up- and down-polarized domains were 1597 and 1603 cm−1 ,
respectively, corresponding to a carrier density difference of ∼4×1012 cm−2 , assuming
both stripes are p-doped [249], which is typical for graphene on ferroelectrics in air [238].
The doping level in the different domains can be further quantified and the carrier type unambiguously extracted if a gate potential is applied. For this purpose, top-gated graphene
transistors on single-domain and periodically poled LiNbO3 were fabricated employing
an electrolyte top gate (LiClO4 in a poly(ethylene oxide) medium) [243] (Fig. 6.3a and
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6.3b). The representative gate voltage dependent Raman G-band shift on a single-domain,
down-polarized sample reveals p-doped behavior, while a similar device on an up-polarized
sample is nearly intrinsic (Fig. 6.3c). The corresponding gate-dependent conductance independently verifies p-doping on down-polarized LiNbO3 and nearly intrinsic graphene
on up-polarized LiNbO3 (inset, Fig. 6.3c). The characteristics shown here are representative of the Dirac points observed for ten devices fabricated for each polarity. Using the
same top gating procedure on a device fabricated on a periodically poled LiNbO3 substrate, the gate dependence of the regimes of lower and higher Raman frequency (Fig.
6.1b) can be used to gain further insight into the actual doping level and carrier type of the
graphene. The same Raman trend observed for devices on single-domain LiNbO3 is observed for the corresponding stripes (that is, graphene is p-type on down-polarized domains
and nearly intrinsic on up-polarized domains) (Fig. 6.3d). The actual carrier density can
be estimated using the quantum capacitance of the graphene channel and the geometrical
gate capacitance [249, 243], resulting in a carrier density difference of ∼3×1012 cm−2 , further supporting the observations based on the Raman frequencies (Fig. 6.1c). Considering
the spatial control over the doping level through the ferroelectric domain structure and the
observed carrier density differences, the periodic modulation (Fig. 6.1b) corresponds to a
graphene sheet with multiple, parallel p-i junctions. This proof of concept could potentially
be combined with advances in nanoscale domain engineering in ferroelectrics [257, 258] or
deterministic patterning [259] to create such periodic arrays with periodicities many orders
of magnitude smaller than those demonstrated here, which could be particularly impactful
for inducing and studying exotic phenomena in graphene.
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Figure 6.1: Raman spectroscopy of graphene/LiNbO3 heterostructures. a) LiNbO3 E(TO8)
frequency map. The inset shows a corresponding PFM phase image of the same LiNbO3
sample before graphene transfer. b) Graphene G-band frequency map. Spectra were collected simultaneously to the map in a. Scale bars are 10 µm. c) Graphene G-peak averaged
over a dark and a bright stripe in b with the G-band frequency ωG = 1603.3 cm−1 and
1596.8 cm−1 for bright and dark stripes, respectively. Lines correspond to Lorentzian fits
to the experimental data (orange diamonds for the bright stripe and dark red squares for the
dark stripe). (Experimental work performed by Christoph Baeumer, Prof. Moonsub Shim
and Prof. Lane W. Martin)
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Figure 6.2: Raman spectroscopy of graphene/LiNbO3 heterostructures. a) Graphene Gband frequency map. b) G-band intensity map. c) 2D-band frequency map. d) 2D-band
intensity map. Note that only the G-band intensity does not show the periodic stripes,
according to its independence on the charge carrier density in graphene. Brighter regions
correspond to small flakes of thicker graphene or transfer residues and cause the dark spots
in a and c. Scale bars are 10 µm. (Experimental work performed by Christoph Baeumer,
Prof. Moonsub Shim and Prof. Lane W. Martin)
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Figure 6.3: Gate-dependent Raman spectroscopy of graphene on unipolar and periodically poled LiNbO3 . Schematic of a top-gated graphene transistor on a) unipolar and b)
periodically poled LiNbO3 . c) Representative gate dependent Raman G-band frequency
for a single-domain, down-polarized (orange diamonds) and a single-domain, up-polarized
(dark red squares). d) Representative gate dependent Raman G-band frequency averaged
over a down-polarized domain (orange diamonds) and an up-polarized domain (dark red
squares). Error bars indicate the standard deviation of the frequency within each stripe.
(Experimental work performed by Christoph Baeumer, Prof. Moonsub Shim and Prof.
Lane W. Martin)
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6.4.2

Interfacial chemistry of graphene/ferroelectric couples

While the observed carrier density difference in graphene on periodically poled LiNbO3 is
in accordance with previous results [238], it is two orders of magnitude lower than the value
expected from full compensation of the bulk ferroelectric polarization. A more complete
exploration of the graphene/LiNbO3 interface considering the interfacial chemistry effects
from the exposed experimental environment is therefore imperative. To investigate the
nature of the interaction of graphene and the ferroelectric polarization, we employed firstprinciples DFT calculations on a model system consisting of a single-domain ferroelectric
LiNbO3 (0001) slab with graphene sheets on both the up-polarized (P+ , polarization pointing towards the graphene) and the down-polarized (P− , polarization pointing away from
the graphene) surfaces. A number of possible graphene/ferroelectric interfacial configurations were explored (details in Fig. 6.4). All configurations suggest that the interaction at
the graphene/ferroelectric interface is driven by physisorption.
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Figure 6.4: Atomic structure of different graphene/LiNbO3 interface configurations
for both up-polarized (P+ ) and down-polarized (P− ). Different configurations of
graphene/LiNbO3 interfaces for the P+ surface (a-c) and for the P− surface (d-f) were
explored from first principles and allowed to relax in order to account for various possible
bonding scenarios such as top Li cation (O anion) in the P+ (P− ) surface with a carbon
atom on top as well as in the middle of a six-membered carbon ring. All these relaxed
configurations yield no chemical bonds between graphene and LiNbO3 ; therefore, the interface is well described by an electrostatic interaction between graphene and LiNbO3 polar
surfaces. Various configurations found to possess slightly higher energies than the configuration used in the main text, where the stoichiometric surface Li is located at the middle
of the six-membered carbon ring (P+ surface/graphene A and P− surface/graphene A)
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To understand the electronic structure of the interface, the net surface charges in the
LiNbO3 are of the utmost importance. For paraelectric LiNbO3 (0001), the polar stacking,
consisting of equally spaced LiO3 (-5e) and Nb (+5e) layers, leads to surface charges of
-5e/2 and +5e/2 per surface unit cell for the stoichiometric LiO3 and Nb terminations. The
bulk ferroelectric polarization at 0 K is P0 ≈0.86 Cm−2 (as computed with the Berrys phase
approach) and this reduces the net bound charge to -1.34e and 1.34e per surface cell in the
LiO3 - (P+ ) and Nb-terminated (P− ) surfaces, respectively. These surface charges must be
passivated by mobile charges, surface reconstructions, and/or, in this case, graphene. It has
been demonstrated that the most thermodynamically favorable surface charge passivation
mechanism in ferroelectric LiNbO3 is by surface chemical reconstructions [260] where
additional Li ions on the P+ surface and additional O and Li on the P− surface reduce the
net surface charge [260, 261].
Taking into account the strong impact of the inherent polarity, surface reconstructions,
and temperature-dependent ferroelectric polarization, P(T), on the resulting net surface
charge, we probed the evolution of the LiNbO3 surface under realistic sample history. Experimentally the LiNbO3 sample was annealed at 473 K to reduce defects induced by the
poling process and was then cooled down to room temperature, 298 K, in air prior to the
transfer of the single-layer graphene to the surface in water. Simulating such a scenario
where the polarization is allowed to vary with temperature and assuming a 2×1 surface
unit cell of LiNbO3 with three extra Li ions per P+ and three extra Li-O per P− surface
cell (Fig. 6.6a, b, and c) allowed us to develop a more representative model of the actual
device. During the annealing process, there is a threshold temperature above which surface
reconstruction occurs to achieve the most stable configuration and minimization of the net
surface charge, but upon transitioning below that threshold temperature it is no longer kinetically possible to further change the surface stoichiometry. Using a Landau model (Fig.
6.5), we can calculate the bulk P(T). The P(473 K) = 0.8 P0 and, assuming that the threshold
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temperature is the same as the annealing temperature of 473 K (representing the maximum
effect possible), the surface is allowed to reconstruct to address the need to compensate the
polarization in the LiNbO3 . If experimental limitations allowed the deposition of graphene
to these fully-compensated surfaces at the high-temperature reconstruction (and T=473 K),
our model finds that graphene on both the P+ and P− surfaces would be intrinsic (Fig.
6.6d). In other words, compensation is achieved by the LiNbO3 itself, and the graphene
provides no additional compensation.
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Figure 6.5: LiNbO3 ferroelectric polarization as a function of temperature determined from
a Landau model. The bulk temperature-dependent ferroelectric polarization is simulated
with a Landau model based on the following equation, P(T)=[ αβ (T 0 -T)]1/2 . The free-energy
Landau coefficients α and β for LiNbO3 are obtained from pre-determined models [8]. This
P(T) enables us to estimate the bulk ferroelectric polarization at temperatures of interest.
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Upon cooling the LiNbO3 , however, the polarization of the ferroelectric will increase,
and unpassivated surface charge resulting directly from the increase in bulk ferroelectric
polarization will appear, but no further surface reconstruction is kinetically allowed. Following this process, the room temperature bulk ferroelectric polarization is estimated to be
P(298 K) = 0.875 P0 from the Landau model. Fixing the internal ferroelectric polarization
of the LiNbO3 to be 0.875 P0 and relaxing the two nearest surface layers of the ferroelectric to model the actual experimental deposition of the graphene to the unpassivated surface
at 298 K results in a situation where the graphene is responsible for passivating the extra
surface charge on the ferroelectric. The doping levels in graphene adjacent to this surface
structure can be visually illustrated by calculating the charge redistribution of the model
system as the oxide and graphene are brought together. The graphene on the P+ surface exhibits an increase in electron density (red) while the graphene on the P− surface exhibits a
reduction in electron density (blue) (Fig. 6.6f). In this state, the Dirac cones of the graphene
are shifted by -0.245 eV (n-type) or +0.245 eV (p-type) with respect to the Fermi energy
of native graphene as a consequence of contact with the P+ and P− surfaces, respectively
(Fig. 6.6e). The resulting symmetrical charge densities of n-type and p-type graphene yield
6.75×1012 electrons cm−2 and 6.75×1012 holes cm−2 , respectively, leading to a carrier
density difference of 1.35×1013 cm−2 (Supplementary Note 1). We note that further testing of the induced charge densities reveals that sampling with a significantly higher k-point
sampling shows the carrier densities to converge to ∼5.0×1012 carriers cm−2 , but with the
same general behavior. Regardless, this represents the maximum theoretical carrier density
difference possible in this system, which is further reduced due to extrinsic effects arising
from the combination of exposure to air and water during the graphene transfer process.
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Figure 6.6: Relaxed atomic surface structures of LiNbO3 with graphene (not shown for
clarity) adsorbed on the (a) up-polarized P+ surface (with a 2×1 nonstoichiometric reconstruction with an extra Li, denoted as Li’, per surface unit cell and an extra Li, denoted
as Li”, per every two surface unit cells) and (b) down-polarized P− surface (with a 2×1
nonstoichiometric reconstruction with an extra Li-O, denoted as Li’ and O’, per surface
unit cell and an extra Li, denoted as Li” and O”, per every two surface unit cells). The dark
purple line indicates the surface lattice periodicity. (c) Atomic structure of the 2×1 surface
reconstructed slab with graphene adsorbed on both terminations, reconstructed adatoms
and two trilayers (Li-O3 -Nb) near each interface are allowed to relax while the rest of the
film, in this case, is fixed to the P(298 K) = 0.875 P0 atomic positions. Electronic band
structure of graphene on both up- and down-polarized ferroelectric surfaces in (d) demonstrating that graphene is intrinsic for both interfaces in a relaxed slab with internal bulk
ferroelectric polarization fixed to P(473 K) = 0.8 P0 where the surface charge is essentially
fully passivated by the 2×1 reconstruction and in (e) demonstrating that graphene becomes
n-doped and p-doped, respectively, passivating the extra surface charge that emerges in
the 2×1 reconstructed surfaces as temperature is reduced from 473 K to 298 K and the
ferroelectric polarization increases from P(473 K) = 0.8 P0 to P(298 K) = 0.875 P0 (f) Induced charge redistribution as the graphene/ferroelectric interfaces are formed, where red
indicates the gain of electrons (up-polarized, top surface) and blue the gain of holes (downpolarized, bottom surface), for the hybrid structure shown in (b). The isovalue used to plot
the charge density differential is 0.002 e Å−3 .
120

Given the deviation of the estimated experimental carrier density values from this upper
limit, we propose a defect-mediated carrier density reduction in graphene. Experimentally,
the average defect density in the graphene on LiNbO3 can be extracted by averaging the
Raman spectra for all dark or bright stripes (Fig. 6.1), which indeed yields an integrated
D/G intensity ratio of ∼7%, indicating generally low but non-negligible defect density.
Locally, however, the defect concentration maybe higher as shown in the spatially resolved
D/G intensity ratio (Fig. 6.7).
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Figure 6.7: Raman spectrum of graphene transferred to LiNbO3 . (a) Average spectrum of
all dark stripes in Fig. 6.1b. The integrated intensity ratio I(D)/I(G) yields ∼7%. The existence of the D-band is caused by C sp3 regions while the G-band is inherent to all graphitic
structures. (b) Calculating the same ratio for each pixel in the Raman image demonstrates
non-negligible amounts of defects in local areas of the graphene with I(D)/I(G) of up to
50% indicating some regions of C sp3 , which are likely to be due to epoxides and hydroxyls introduced during preparation and transfer. Scale bar is 10 µm. (Experimental work
performed by Christoph Baeumer, Prof. Moonsub Shim and Prof. Lane W. Martin)
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At our ambient oxidizing conditions, graphene could accumulate O-species defects
(adatoms) through its reaction with O2 and H2 O leading to epoxides and/or hydroxyls [262]
as well as chemisorbed and/or physisorbed O2 molecules [263] (Fig. 6.8). The thermodynamics of formation of these defects on free-standing graphene and on graphene in close
contact to LiNbO3 reveals that the LiNbO3 substrate enhances the stability of chemisorbed
defects on graphene leading to favorable epoxidation and hydrolyxation on the graphene/P+
and graphene/P− surfaces, respectively (Fig. 6.9). For each case, the defect leads to a local carrier redistribution (Supplementary Note 2). Quantitatively, we examine epoxide and
hydroxyl groups at the graphene/P+ LiNbO3 and graphene/P− LiNbO3 interfaces, respectively. Physisorption of O2 molecules on the graphene vacuum surface of both the P+ and
P sides of the LiNbO3 is discussed (Fig. 6.11). The epoxide and hydroxyl groups react
with the surface Li+ ions and form Li-O bonds. These chemical reactions with the LiNbO3
surface lead to severe consequences on the electronic structure for the high defect concentration simulations completed herein (that is, 1 defect per every 8 graphene unit cells
which is limited by the size of the supercell we can utilize). In the epoxide on graphene/P+
LiNbO3 case, the highly localized interactions lead to a gap opening with partially occupied
localized defect states near the conduction band edge. This, in turn, inhibits the graphene
from possessing n-type character while enhancing the p-type character on the defect-free
graphene/P− LiNbO3 surface (Fig. 6.10c). In the hydroxyl on graphene/P LiNbO3 case,
the OH dissociates when the proton binds to a surface O, leading to a similar gap opening
in the graphene with partially occupied gap states coming from the defects (Fig. 6.10d).
The graphene facing the P+ surface of LiNbO3 , on the other hand, maintains its n-type
character. We expect less severe electronic structure change for lower defect concentration
(that is, there would not be a gap opening). In general, O species transforming sp2 -type
carbon orbitals into sp3 -type lead to a reduction of mobile carrier density that decays over
distance with Friedel oscillations (Supplementary Note 2). As shown for the epoxide-type
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defect, the mobile carrier density can be reduced by as much as 2×1012 cm−2 for a defect
density of 1 defect per every 32 graphene unit cells.
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a
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Figure 6.8: Atomic structure of the O-species defects on graphene. The atomic structures of
the defects on graphene when exposed to ambient oxidizing conditions were evaluated by
calculating four (4×4) graphene surface supercells: (a) epoxide on graphene, (b) hydroxylpair on the ortho position, (c) chemisorbed O2 molecule, and (d) physisorbed O2 molecule.
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Figure 6.9: Thermodynamics of formation of O-derived defects. The energetics of Oderived defects on free-standing graphene and graphene on LiNbO3 are investigated to
evaluate the stability of these O-derived defects as well as the effect of the ferroelectric substrate on the propensity of the graphene towards adsorption of molecular oxygen leading to
its oxidation, e.g. formation of epoxide and hydroxyl moieties. (a) Solid-black and dashedcyan lines show the energy change associated with O2 physisorption, chemisorption, and
epoxidation on a free graphene and on a graphene on the P+ side of a LiNbO3 substrate.
Energies are in eV per O2 molecule. Energy of O2 in the gas phase and physisorbed state
are corrected for the overbinding inherent in DFT when describing double-bonded O2 . The
graphene on P+ is more susceptible to O2 chemisorption and epoxidation. (b) Solid-black
and dashed-red lines show the energy change associated with the reactions listed above
and hydroxylation of epoxide (from the reaction with water) on a free graphene and on a
graphene on both the P+ and P− side of a LiNbO3 substrate. The same trend can be seen as
in (a), although the O2 on P− makes the combined epoxidation energies less negative. Hydroxylation of the epoxide on the P− is found to be relatively very favorable. These energy
diagrams illustrate that the ferroelectric substrate significantly alters the thermodynamics
of formation of oxygen derived-defects on graphene. This is consistent with a recent study
where formation of O-derived defects on graphene is found to increase in the presence of
a SiO2 substrate, and further enhanced by the presence of water [9] most likely due to the
favorable hydroxylation of the epoxides.
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Figure 6.10: Interfacial chemistry of the defective graphene/LiNbO3 (0001). (a) The atomic
structure of the graphene and the top layer of the up-polarized LiNbO3 surface with an
epoxide at the interface (see Fig. 6.6c for legend). (b) The atomic structure of the graphene
and the top layer of the down-polarized LiNbO3 surface with a hydroxyl at the interface (see
Fig. 6.6c for legend, additionally, the small orange spheres represent the hydrogen atoms).
(c) The electronic structure of the graphene sheets and defect for the structure shown in
(a) demonstrating a gap opening on the graphene/up-polarized due to the interaction with
the epoxide defect. This results to lower carrier concentration on the graphene on the P+
(electrons) relative to the one on the P− (holes). (d) The electronic structure of the graphene
sheets and defect for the structure in (b) illustrating gap opening with gap defect states in
the graphene/down-polarized due to the reaction with the hydroxyl defect. The graphene
on the P+ remains n-type. In (c) and (d), projections of the defect plus nearest neighbor
carbons are shown as dash lines, these states are highly localized charges as suggested in
Fig. 6.14 and 6.15.
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Figure 6.11: Atomic and electronic structure of physisorbed O2 on graphene/LiNbO3 hybrid structures. (a) The atomic structure of the graphene/LiNbO3 system with O2 molecules
physisorbed on both sides of the slab in the vacuum. (b) The electronic structure of the
structure in (a). The atomic projections onto the densities of states show largely reduced
n-type character of the graphene/up-polarized, while a relatively unchanged p-type character of the graphene/down-polarized, compared to the O2 -free case (see Fig. 6.6f). The spin
up (black dash line) and down (red dash line) bands are shown to take account for the O2
molecule triplet ground state.
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The collective effect of the defects studied here is therefore responsible for the intrinsic
behavior of the graphene on the P+ surface of LiNbO3 and the lower than expected hole
concentration when coupled to the P− surface of LiNbO3 in devices at ambient conditions.
Thus the electrons and holes necessary for polarization charge screening that are expected
to reside in the graphene are, as observed in the experiments in this study as well as in
previous reports, reduced due to the disruption in the mobile carrier density of graphene by
the defects and the interaction of these with the underlying oxide substrate.
Ultimately, these unique results provide important insights into the complexity and limitations of producing these couples between dissimilar materials and provide guidance on
what would be required to maximize coupling between ferroelectric polarization and charge
carriers in graphene. In the end, the induced carrier density difference in graphene on different polarities of ferroelectric domains can only be fully understood when one considers the
interfacial-chemistry-moderated consequence of the ferroelectric polarization in LiNbO3
surfaces.

6.4.3

Photocurrent in ferroelectrically defined p-n-junctions

Having established the nature of and mechanism for the carrier differences observed in the
graphene/ferroelectric couples, we now consider the exploitation of the observed doping
mechanisms for future devices based on the creation of spatially-defined p-n junctions in
graphene. In addition to the creation of spatially periodic doping regimes, the experimentally observed Dirac point voltage difference between graphene on up- and down-polarized
LiNbO3 (Fig. 6.3d) also clearly demonstrates that the application of top gate voltages allows for a shift from p-i to p-n junctions. For the particular device shown here, a voltage between 0.1 and 0.3 V induces n-type behavior in regions on up-polarized domains,
while the graphene on down-polarized domains remains p-type. Thus, p-n junctions can be
turned on or off through the application of a single gate voltage to the entire channel area,
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extending the capability of localized carrier density modulations to periodic carrier type
variations.
To demonstrate the existence of p-n junctions in graphene/ferroelectric hybrid structures, we measured spatially resolved photocurrent. In this experimental setup, a laser
with a small spot size is scanned across a graphene device with grounded electrodes.
The induced photocurrent is measured at one of these contacts. At local potential steps,
the internal electric field and photothermoelectric currents due to the carrier density and
type-dependent Seebeck coefficient cause excited carriers in the graphene to be separated
and accelerated into opposite directions [264, 265]. The remarkable capability of the
graphene/ferroelectric hybrid structures to create p-n junctions at the ferroelectric domain
walls through the application of a single gate potential becomes apparent in the photocurrent response of top-gated graphene devices on periodically poled LiNbO3 (Fig. 6.12).
Application of a single gate voltage (0.4 V for this device) shifts the potential landscape
exhibited by the polarization to create a p-n junction between two adjacent domains. A
maximum photocurrent response appears near the domain wall position (independently determined by the LiNbO3 E(TO8) Raman peak frequency shift). Based on the spatially
resolved photocurrent response, a schematic band diagram can be constructed (Fig. 6.12),
which corresponds well to our theoretical predictions. The p-n junction at the domain
wall results in the maximum photocurrent, while the smaller band bending at the electrode
edges, which is caused by the p-doping of graphene close to or underneath the metal contacts [266, 267], results in a moderate response. The different photocurrent magnitudes at
the edges indicate that the chosen gate voltage results in different amounts of band bending
at the two contacts. The magnitude of the photocurrent obtained for this device is of the expected order of magnitude for the observed carrier density difference (Supplementary Note
3). The qualitative agreement of the photoresponse of the graphene/ferroelectric hybrid
structure with results obtained utilizing split gate configurations [265, 268] underscores
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the importance of simplified creation and control of p-n junctions by placing graphene on
polydomain ferroelectrics.
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Figure 6.12: Photocurrent response of a ferroelectricity-induced p-n-junction in graphene.
The red line represents the photocurrent response of a top-gated graphene transistor with a
gate voltage of 400 mV on periodically poled LiNbO3 . The simultaneously detected Raman
E(TO8) frequency (black) along the same line was used to identify the down-polarized
(blue) and up-polarized (orange) domains of the LiNbO3 . Grey shading corresponds to the
Ti/Pd contacts. A schematic band diagram can be constructed based on the experimental
observations. (Experimental work performed by Christoph Baeumer, Prof. Moonsub Shim
and Prof. Lane W. Martin)
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6.5

Conclusion

In conclusion, we have demonstrated spatially-defined carrier density and type modulations
in graphene arising from the Kronig-Penney potential landscape induced by an underlying
periodically poled ferroelectric. Utilizing new insights about the graphene/ferroelectric
interface obtained from DFT calculations as well as scanning Raman spectroscopy and
photocurrent imaging, we have shown that the polarization direction of a ferroelectric oxide can control the carrier density in graphene. While n- and p-doping of graphene on the
up- and down-polarized surfaces is expected from an intuitive picture, detailed theoretical
studies on the influence of surface reconstructions, polar stacking, temperature-dependent
polarization, and O-derived defects in the graphene have shown the importance of the interface in moderating the doping effect of the ferroelectric polarization. In a realistic device
in air, the influence of adsorbed defects leads to an overall offset towards p-doping observed in the experimental carrier densities on different domains, which is explained by
the DFT calculations of the model system with defects leading to carrier reduction. The
resulting potential steps at the ferroelectric domain walls are comparable to results obtained with split-gate geometries and lead to an array of spatially periodic p-i junctions in
graphene exposed to ambient environment, which can be continuously tuned from p+ -p to
n-n+ junctions through the application of a single global gate potential. Although beyond
the scope of this work, approaches combining nanoscale, deterministic domain engineering
and top-gating could enable the study and the use of relativistic phenomena based on chiral
properties of electrons and holes in graphene. Such an approach could represent a new
direction for developing advanced capabilities required for next-generation nanoelectronic
and optoelectronic devices.
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6.6
6.6.1

Supplementary Notes
Supplementary Note 1: Change in graphene carrier density

The carrier density difference of the 2×1 system with fixed bulk ferroelectric polarization
of 0.875 P0 was computed to be 1.35×1013 carriers cm−2 , which is the difference between
the calculated extra electrons in the n-doped and holes in the p-doped graphene from their
respective density of states. This is better illustrated in Eq. 6.2, where the first integral
from the Dirac point of the graphene in the up-polarized interface to the Fermi energy of
the system corresponds to the extra electron density in the n-doped graphene, while the
second integral from the Fermi energy of the system to the Dirac point of the graphene on
the down-polarized interface corresponds to the hole density in the p-doped graphene

Z

Ef

Z

DPdown

dE DOSup −

n=
DPup

dE DOSdown

(6.2)

Ef

The integrated areas are shaded to indicate the n-doped (dark red) and p-doped (orange)
carrier density in each graphene (Fig. 6.13). Experimentally, the carrier density was determined by the quantum capacitance of the graphene channel and geometrical capacitance
of the gate. The difference between the carrier density of the graphene monolayers facing
up-polarized and down-polarized LiNbO3 was then estimated.
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Figure 6.13: Photocurrent response of a ferroelectricity-induced p-n-junction in graphene.
The red line represents the photocurrent response of a top-gated graphene transistor with a
gate voltage of 400 mV on periodically poled LiNbO3 . The simultaneously detected Raman
E(TO8) frequency (black) along the same line was used to identify the down-polarized
(blue) and up-polarized (orange) domains of the LiNbO3 . Grey shading corresponds to the
Ti/Pd contacts. A schematic band diagram can be constructed based on the experimental
observations.
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6.6.2

Supplementary Note 2: Electronic structure and charge redistribution of O-derived defects on graphene

The charge redistribution as the graphene and adsorbate defects (e.g., epoxide, hydroxyls,
epoxide, chemisorbed and physisorbed O2 molecules) come together is computed:

∆n(~r) = n(~r)Graphene-Defect − [n(~r)Graphene + n(~r)Defect ]

(6.3)

The charge density differentials of these structures upon adsorption are analyzed to
determine the reduction in electron density of graphene near the defect and the localized
charges that build up around the defect through Friedel oscillations (Fig. 6.14 and Fig.
6.15). The DFT calculated charge redistribution as the O-defects and graphene are brought
together show that the graphene sheets exhibit reduced electron densities near the defects.
Note that the induced charge redistribution is more uniformly distributed in the case of the
physisorbed O2 on graphene due to the less localized interaction of the two. For the other
cases, it is observed that the carbons at the defect show reduced electron density leading
to strongly localized charges at these carbons nearest neighbors and through the material.
For example, in the epoxide-graphene case it is clear from the charge differential that the
nearest neighbors to the defect show localized charges (gain of electrons red - around the
defect area).
The electronic structure and DFT simulated STM image of the epoxide-graphene case
in a (8×4) supercell is also illustrated (Fig. 6.15). It shows that localized charges extend spatially from the defect to other areas in the supercell manifesting Friedel oscillations [269] (Fig. 6.15b and 6.15c). The distribution of carbon atoms with localized charges
from the defect are validated by DFT simulated scanning tunneling microscope (STM) images, which were computed using the Tersoff-Hamann approximation [270]. The STM
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image shows strongly localized charges (purple color, Fig. 6.15c) at the nearest neighbors
and extended spatially with the magnitude oscillating from the defect. This is in agreement
with the charge differential plots (Fig. 6.14). The localized charges are defined from the
projected density of states as the states with very steep slope around the Fermi level (all
green states). The defect states are labeled in blue. Then, the rest of the graphene states,
colored in brown, are the main contributors to the mobile carriers in this system. The carrier density of these states from the Fermi level to an energy shift of +0.245 eV, same as the
one observed in our graphene/LiNbO3 hybrid structures, was found to be 2×1012 carriers
cm−2 less than pristine graphene. This reveals that the presence of one defect per every 32
unit cells of graphene yields to a reduction in the mobile carriers of 2×1012 carriers cm−2 .
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Figure 6.14: Charge density differential of graphene with O-species defects. Induced
charge redistribution as the graphene/O-species defects are formed (red : gain of electrons; blue : gain of holes). The (a) hydroxyls, (b) epoxide and (c) chemisorbed O2
molecule are highly localized defects leading to a less uniform distribution of holes on the
graphene; however, (d) the physisorbed O2 molecule leads to a more uniform electron deficient graphene (isovalue: 0.002eÅ−3 except for physisorbed O2 molecule: 0.0002eÅ−3 ).
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Figure 6.15: Electronic structure of carbon atoms in the epoxide-graphene system. (a) The
density of states of the epoxide-graphene is compared to pristine graphene (black). The
states are projected to carbon atoms at the defect (blue), with localized charges (green)
and the rest of the supercell (brown). (b) The structural positions of the carbon atoms
corresponding to the projected density of states from (a) show that the distribution of carbon
atoms with localized charges away from the defect are arranged in oscillatory patterns.
(c) DFT simulated reduced z-contrast constant current (1×10−4 a.u.) STM image with
a +0.5 V sample bias. This was calculated using the Tersoff-Hamann approximation as
implemented in the quantum espresso package. This matches very well the pattern found
between (a) and (b).
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6.6.3

Supplementary Note 3: Magnitude of the photocurrent response

Our experimental collaborators follow the procedure below to extract quantitative information from Fig. 6.12 to compare with the extracted carrier densities from the Raman analysis. A potential step of approximately 0.2 eV has been shown to lead to a maximum photocurrent response of 0.3 mA W−1 for exfoliated graphene on SiO2 [271], which typically
exhibits higher carrier mobilities than the graphene/ferroelectric devices used here [238].
Using the relationship

√
∆E = ~νF n

(6.4)

with the potential step between the p- and n-doped regions ∆E, the Planck constant ~, and
the Fermi velocity νF [254], a carrier density step of n=3×1012 cm−2 is expected with a potential offset of 0.1 eV. The smaller responsivity of 0.02 mA W−1 for the device shown in
Fig. 6.12 can then be explained by the order of magnitude difference in the mobility. Chemical vapor deposition grown graphene has been demonstrated to possess a responsivity of
0.05 mA W−1 for a device with about 2-3 times the mobility of our graphene/ferroelectric
hybrid devices [272]. The measured photocurrent values can therefore be expected.
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Chapter 7
Surface chemically-switchable
ultraviolet luminescence from interfacial
two-dimensional electron gas

Adapted from Nano Lett. 2016, 16, 681
In collaboration with Dr. Fenggong Wang, Prof. Andrew M. Rappe, and the experimental work was performed by our collaborators: Prof. Mohammad A. Islam, Zongquan Gu, Dr. Christopher J. Hawley, and Prof.
Jonathan E. Spanier from Drexel University, Dr. Eric Breckenfeld, Ruijuan Xu, and Prof. Lane W. Martin
from University of Illinois Urbana-Champaign and University of California - Berkeley, and Qingyu Lei and
Prof. Xiaoxing Xi from Temple University.
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7.1

Introduction

The well-known polar catastrophe model [24, 25] explains the LaAlO3 -thickness-dependent
insulator-to-metal transition in LaAlO3 /SrTiO3 , with its electronic reconstruction consisting of holes at the surface and electrons at the interface, due to potential build up across
LaAlO3 . The resulting conducting interfacial state is distinctly different from the 2DEG
at a conventional semiconductor heterojunction located at an interface deep below the surface [273] or at a semiconductor surface due to metal atom adsorption [274, 275] or intrinsic electron accumulation [276, 277, 278]. The electronic structure and correlations
in LaAlO3 /SrTiO3 drive a host of unique features and findings in this interfacial 2DEG,
including magnetic [27] and superconducting ordering [28], and room-temperature local
surface-controlled switching of conductance [279] and of photoconductivity [280]. The
interfacial conductance and functionality depends on the free surface. Capping the LaAlO3
surface with metallic contacts [281], metal oxides [282], or polar solvents [283] accommodates the electrostatics of the system, stabilizing the electronic reconstruction and increasing the electron density at the interface. This increment of the 2D electron density
via surface modulation could advance light-emission technology involving these interfacial states. However, direct access to these conducting states is a remarkable challenge,
since overlapping conduction and valence bands, internal electric fields within LaAlO3 ,
low 2D electron density in bare LaAlO3 /SrTiO3 , and radiative recombination through O
vacancies each contribute to preventing the observation of sharp optical transitions involving the interfacial states. The few photoluminescence (PL) studies on this system have
mainly focused on the oxygen-deficient SrTiO3 within the heterostructure [284], except for
a recent report indicating broad PL signatures thought to arise from two-carrier radiative
recombination of the interface induced electrons and photoexcited holes [285].
In this chapter, we demonstrate, through a combination of PL spectroscopy, density
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functional theory (DFT) simulations, Poisson-Schrödinger modeling, and thermodynamic
analysis, a novel manifestation of PL properties from quantum well structures in oxide
materials. We show that chemisorption-induced manipulation of the interfacial electronic
structure can reversibly induce and suppress intense ultraviolet (UV) PL involving radiative recombination of electrons confined at the LaAlO3 /SrTiO3 interface with photoinduced holes. Our studies reveal that the dissociated water fragments on the surface unentangle the interfacial electron density, allowing for direct optical examination of these
states. DFT calculations elucidate the atomistic and electronic mechanism by which the
H-chemisorption onto LaAlO3 /SrTiO3 enables the system to reach potential and charge
equilibrium. Chemisorption eliminates the average electric field in LaAlO3 and increases
the 2D carrier density in the quantized states at the interface, providing strong, accessible
transitions in the near UV.

7.2

Experimental methods

The PL measurements were performed on one set of 10 unit cells thick LaAlO3 films, which
were grown via reflection high-energy electron diffraction (RHEED)-monitored pulsedlaser deposition (PLD). The films were grown at a substrate temperature of 750◦ C (this is
the temperature of the Ag-paint used to provide thermal contact between the substrate and
the heater plate, as measured via pyrometry), in an oxygen pressure of 1×10−3 torr, with
a laser repetition rate of 1 Hz, from a single crystal LaAlO3 (001) target (Crystec, GmbH)
on TiO2 -terminated SrTiO3 (001) substrates treated via standard methods. PL spectra were
collected through a 0.3 m monochromator (Jobin Yvon U1000, Edison NJ), dispersed with
1200 grooves/mm gratings, and detected using a water-cooled photomultiplier tube (Hamamatsu). A 325-nm He-Cd laser (Kimmon-Khoa) was used as the excitation source, focused
to a spot diameter of 1.15 µm. The incident intensity was in the range of 1-22 W/cm2 . The
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samples were mounted in a cryostat (Janis ST-100) and held at 5× 10−6 Torr.

7.2.1

Film growth

RHEED intensity profiles for 10 unit cells thick films grown at 1.2 (Fig. 7.1a), 1.6 (Fig.
7.1b), and 2.0 J/cm2 (Fig. 7.1c) reveal an evolution from step-flow or hybrid-growth to
layer-by-layer growth with increasing laser fluence. Typical post-growth RHEED patterns (Fig. 7.1d) and ex situ atomic force microscopy (AFM) (Fig. 7.1e) reveal evidence of
smooth, atomic-level terraced, island-free films in all cases. While the growth mode varied
somewhat with laser fluence, there are no other indications in the RHEED or AFM to suggest significant differences in the films. Subsequent study of the temperature-dependence
of resistivity in these films, reveals dramatic changes in sheet resistance and properties. A
detailed description of the mechanisms of this change in transport properties are provided
elsewhere [286], but it is related to growth induced changes in LaAlO3 stoichiometry that
result in the films grown at 1.2, 1.6, and 2.0 J/cm2 possessing ∼ 5% La-excess, nearly
stoichiometric, and ∼ 5% La-deficient chemistries, respectively.
The growth rate for all films was measured to be ≈12 pulses/unit cell (u. c.). The laser fluence during growth was varied between 1.2-2.0 J/cm2 by changing the laser spot size from
0.043 cm2 to 0.071 cm2 while holding the total incident laser energy constant (85 mJ). All
growths were completed with the laser focused on the target in an imaging mode. Growths
were completed in an on-axis geometry with a target-substrate distance of 6.6 cm. In
situ RHEED studies were used to track the evolution of growth modes, establish growth
rates for all depositions, and probe the surface structure and quality. A second set of
LaAlO3 /SrTiO3 samples, having a range of thicknesses (4, 6, 7, 10 u. c.) of LaAlO3
was prepared using PLD with RHEED. The films were grown at an oxygen pressure of
3×10−6 torr and a substrate temperature of 720◦ C using a single crystal LaAlO3 target.
For the power source, an excimer laser with 0.7 J/cm2 energy density and a repetition rate
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of 1 Hz was used.
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Figure 7.1: (a-c), RHEED intensity evolution with film thickness for different laser fluence
as denoted in the figure. (d), RHEED image, (e), AFM topographic height image of grown
film, and (f), variation in sheet resistance versus T for different laser fluence energies.
(Experimental work performed by Dr. Eric Breckenfeld, Ruijuan Xu, and Prof. Lane W.
Martin)
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7.3

Photoluminescence measurements

The sample was cooled at a pressure of 3×10−6 torr of oxygen. The vacuum pump and
a container of deionized water were simultaneously attached to the cryostat by using a
mechanical manifold composed of a T-connector and two diaphragm valves. The sample
was pumped down and cooled with the water vapor supply valve closed and the pump valve
open. After the cryostat reached its base pressure and desired temperature, the pump valve
was closed and the water valve opened for 1 sec. and then closed, and the pump was turned
off. PL data were collected in situ in this configuration. Water vapor was introduced from
300 K to 4.2 K through a 1/4 in. diameter tube.

7.4

Computational methods

The atomic and electronic structure of this system was computed via plane-wave basis set
DFT using the local density approximation [245] + Hubbard U method (LDA + U) [48]
as implemented in the Q UANTUM E SPRESSO [135] computer code. The LDA+U method,
which consists of expanding the LDA energy functional with additional on-site orbitaldependent energy terms, a Hubbard repulsion U and an intratomic Hund’s exchange energy
J, provides an improved description of electron localization. The spherically averaged
form of the rotationally invariant [49] LDA+U was used with only one effective Hubbard
term U eff = U - J, this was determined for the Ti 3d states by linear response [51] to be
U eff = 4.75 eV. All atoms were represented by norm-conserving, optimized [56], designed
nonlocal [59] pseudopotentials generated with the

OPIUM

package [137]. The Brillouin

zone was sampled using a minimum of 4 × 4 × 1 Monkhorst-Pack [141] k-point mesh
for the slab structures. All calculations were performed with a 50 Ry plane-wave energy
cutoff. The ionic relaxation parameters were chosen so that the forces in the slab structures
were lower than 20 meV/Å. The LaAlO3 /SrTiO3 interface was modeled with a supercell
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slab method. The slabs were separated with ≈16 Å of vacuum. In this slab model, a dipole
correction was added to remove the artificial electric field in the vacuum region.

7.4.1

Atomic and electronic structure of LaAlO3 /SrTiO3 slabs

The LaAlO3 /SrTiO3 slab structures were designed to model the experimental setup at temperatures below 120 K; therefore, low temperature phases of SrTiO3 I4/mcm and LaAlO3
R3̄cH with Glazer notations a0 a0 c+ and a− a− a− , respectively, were used. The nLaAlO3 /SrTiO3
(001) slabs with n = 1,2,...,6 LaAlO3 unit cells were simulated, while keeping the SrTiO3
with 8 unit cells. The n-type interface was simulated with TiO2 and LaO layers, and the
surface was terminated with an AlO2 layer. Fig. 7.2 shows the relaxed atomic structures of
n = 2,4,6 nLaAlO3 /SrTiO3 systems and their corresponding band structures. The system
starts out semiconducting with the bandgap narrowing with increasing LaAlO3 thickness
and an insulator to metal transition occurring at 4 unit cells of LaAlO3 , in agreement with
previous work [287, 24, 28, 288].
The LaAlO3 /SrTiO3 was modeled with H+ ,

−

OH and H2 O chemisorbed at the sur√
√
face. These systems were constructed within a ( 2 × 2)R45◦ surface symmetry. The
relaxed atomic structures of the LaAlO3 /SrTiO3 system with − OH and H2 O adsorbed on
the AlO2 -terminated surface are shown in Fig. 7.3(a) and (c), respectively. Fig. 7.3 (c)
shows the spontaneous H2 O dissociation at the surface of the LaAlO3 /SrTiO3 system,
since the H-chemisorbed to the surface O is ≈1.6Å from the O in the water molecule,
indicated by the black arrow. The electronic band structures for HO-LaAlO3 /SrTiO3 and
H2 O-LaAlO3 /SrTiO3 are shown in Fig. 7.3 (b) and (d), respectively. These systems show
typical metallic electronic features; neither the isolated 2DEG quantized states nor the split
between bands that would provide access to sharp optical transitions are observed. These
features are only achieved by H-chemisorption. For the H-chemisorbed-LaAlO3 /SrTiO3 ,
the DFT energy level for each of the 2DEG quantized states is averaged over highly dense
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k-point grids shown in Fig. 7.4. These average energy levels qualitatively compare to the
experimental recombination of the bound levels with the photo-excited holes (dashed black
line) from the valence bands measured experimentally.
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Figure 7.2: Top panel (a) shows the atomic structures of relaxed n=2,4,6 nLaAlO3 /SrTiO3
low temperature slabs. The bottom panel (b) shows the electronic band structure of the
respective atomic structures in (a). The insulator to metal transition takes place when the
LaAlO3 thickness is above 4 unit cells. These are obtained from LDA calculations.
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Figure 7.3: Relaxed atomic structures of (a) HO-LaAlO3 /SrTiO3 and (c) H2 OLaAlO3 /SrTiO3 slabs. Their electronic band structures are shown underneath each structure in (b) and (d), respectively. The Fermi energy level is shown with a red line. These are
obtained from LDA+U calculations.

151

2.85
n4,n5

2.8

EF

n3

2.75
n2

Energy Levels (eV)

2.7
2.65

n1

0.25
2.6
0.2
2.55
0.15
i

j

0.1
0.05
Valence
Bands

0
-0.05

Figure 7.4: The DFT average energy levels of the 5 conducting bands illustrating qualitatively the energy splittings between bands. The black dashed line shows the photoexcited
hole and the solid black lines i and j indicate the optical transition for the recombination
of the 2DEG quantized level n=1 and n=4 with the photoexcited hole. Note: These energy
levels computed via DFT+U still underestimate the energy gap; therefore, the energies are
not in direct comparison with experiment.
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7.4.2

Thermodynamic Stability Analysis of H+ and − OH adsorption
at the surface

It has been observed that water can be dissociated into H+ and − OH when it is exposed to
AlO2 -terminated surface of LaAlO3 /SrTiO3 [289]. The dissociated components can then
be adsorbed and diffuse through the surface. Here, we report a theoretical thermodynamic
stability analysis of AlO2 -terminated surface structure of the LaAlO3 /SrTiO3 system with
adsorbates from water dissociation. DFT calculations were performed to compute the total
energy of the bare slab, slab with adsorbates and each adsorbate component. The free
energies of LaAlO3 /SrTiO3 systems are modeled thermodynamically considering them to
be in contact with an atmosphere composed of water vapor components in equilibrium.
The surface Gibbs free energy, Ωi , of an individual surface slab, i, is defined as the excess
amount of free energy needed to create the surface from its bulk form. In this case, we are
treating two surface slabs, Ω(H) and Ω(OH) , with H+ and − OH as adsorbates, respectively,
and their surface Gibbs free energies are defined as follows:
1
[GH-LaAlO3 /SrTiO3 − GLaAlO3 /SrTiO3 − µH ]
A

(7.1)

1
[GHO-LaAlO3 /SrTiO3 − GLaAlO3 /SrTiO3 − µH − µO ]
A

(7.2)

Ω(H) =

Ω(OH) =

The expressions above are simplified by taking into consideration the following assumptions and approximations:

(1) The Gibbs free energy is approximated to be equal to the DFT energy,

G = E total + F vib − T S conf + pV ≈ E total .
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(7.3)

The energetic contributions provided by the pV and TSconf terms to the thermodynamic
stability are considered to be negligible. Also, the term F vib , which is equal to Evib -TSvib ,
can be computed by the vibrational modes of the system; however, it has been shown for
other systems that the phonon frequencies do not vary the order of stable surface phases.

(2) Since water acts as a thermodynamic reservoir, the chemical potentials of H2 O components are not independent; they are related to the chemical potential of H2 O, µH2 O =2µH +µO .

(3) The chemical potential for each component of H2 O is defined as its difference from the
total energy of its reference state:
∆µH2 O = µH2 O − EHgas2 O ,

(7.4)

1
∆µH = µH − EHgas2 ,
2
1
∆µO = µO − EOgas2 .
2

(7.5)
(7.6)

∆µO can be directly related to T and p(O2 ) by the ideal gas approximation, since at equilibrium µO is equal to the chemical potential of oxygen gas in the environment, µO = 21 µgas
O2 (T,p).
This leads to
1
∆µO (T, p) = ∆µO (T, p ) + kT ln
2
0



p
p0


(7.7)

0
where ∆µO (T,p0 )= 12 ∆Ggas
O2 (T,p ). Thermodynamic data from the NIST-JANAF thermo-

chemical tables are used to determine the values of ∆µO (T,p0 ) by selecting the reference
0
state for 12 ∆Ggas
O2 (T,p ) at T = 0 K and p(O2 ) = 1 atm. Based on assumptions and approxi-
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mations above, the surface free energies are redefined as

(H)

Ω

(OH)

Ω


1
1
total
total
=
EH-LaAlO
− ELaAlO
− (EHtotal
3 /SrTiO3
3 /SrTiO3
2O
A
2

1 total
+∆µH2 O (T, p)) + (EO2 + ∆µO2 (T, p))
4


1
1
total
total
EHO-LaAlO
− ELaAlO
− (EHtotal
=
3 /SrTiO3
3 /SrTiO3
2O
A
2

1 total
+∆µH2 O (T, p)) − (EO2 + ∆µO2 (T, p))
4

(7.8)

(7.9)

The results of the calculations, shown in Fig. 7.5, clearly show that the H+ ions are significantly more stable on the LaAlO3 /SrTiO3 system compared to − OH ions.
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Figure 7.5: Gibbs free energy of H+ and − OH ions chemisorption in LaAlO3 /SrTiO3 showing the greater stability of H+ .
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7.4.3

Self-Consistent Poisson-Schrödinger Model

For quantitative analysis of band bending at the surface (interface) an effective one-electron
potential and the corresponding charge carrier density are solved self consistently using
the Poisson equation and Schrödinger equation [290, 291, 292]. Below we describe the
procedure used for the self consistent Poisson-Schrödinger method:
(1). We assume a 10 unit cells-thick LaAlO3 film on a 100 nm-thick SrTiO3 substrate.
An initial guess of the band profile is inserted into the Schrödinger equation to solve for
the energies and wavefunctions for electrons and holes, respectively, using the Numerov
method [293], containing the conduction band EC and the valence band EV , separated by
the bandgap Eg,SrTiO3 = 3.2 eV and Eg,LaAlO3 = 5.6 eV. At the interface, band offsets ∆EC
and ∆EV are imposed [294]. The effective masses of the electron and the hole are obtain
from Ref. [295, 296].

(2). The eigenenergies are solved from the Schrödinger equation. In the AlO2 -terminated
unpassivated case the Fermi level EF is pinned to satisfy the charge neutrality between
electrons and holes using the two-dimensional DOS. In the H+ -passivated case, charge
neutrality is satisfied between the free electrons (one free electron per two unit cells) and
surface protons (one proton per two surface unit cells). Next, the sheet carrier density of
electrons nss and holes pss are found using:
Z

∞

nss =

DOSe,2D fF D (E)dE =
Ei ,e

l
X

DOS2D fF D (Ei,e , Ef )

i=1

and
Z

∞

pss =

DOSp,2D fF D (E)dE =
Ei ,p

m
X

DOS2D fF D (Ei,p , Ef )

i=1

Here DOS2D is the two dimensional density of states, fF D (E) is the Fermi-Dirac distribu-
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tion function, and l and m represent the number of subbands below the Fermi energy.

(3). The sheet carrier density nss along with the electron eigenwavefunctions are then used
to determine the volume carrier density Ne using

NEi

nEi ψi (z)2
=
δz

where δz is the resolution, and finally the total volume carrier density is determined from

Ne = NE1 ,e + NE2 ,e + NE3 ,e + ...NEl ,e

Similar steps are followed to determine the hole volume density Np .
(4). Assuming an ideal interface, the solved Ne , Np and the polar layers of LaAlO3 and
AlO2 modeled as fixed charges ND and NA are inserted into the Poisson equation to obtain
the output band profile. The Poisson equation is represented in the Maxwell-Gauss form
since the SrTiO3 permittivity is electric-field F dependent [291, 297].

∇.|0 r (F )F | = q[ND − NA − Ne (z) + Np (z)]

The limit of integration is the back side of the SrTiO3 substrate with F = 0 since there is
no gate voltage applied, and at the interface we impose the condition of continuous electric displacement. The band profiles are thus obtained by integrating F over SrTiO3 and
LaAlO3 . In the P-S calculations we assume a clean interface and do not include a priori
any defects, impurities and cation intermixing: the contributions to ND and NA are solely
from charged layers of LaO and AlO2 (Fig. 7.6).
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(5). The iteration is carried out using the routine:

E(z)in−ith = 0.98E(z)in−(i−1)th + 0.02E(z)out−(i−1)th

The iteration is terminated when the difference of each step along the band is lower
than 0.5 meV in SrTiO3 and 1 meV in LaAlO3 between two successive iterations. The well
depth, defined as the length from the interface to where EF (dashed line) intersects with
the conduction band, is ≈7 nm and tightly confined to the interface. Results of the P-S
calculations are shown in Fig. 7.9(d).
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Figure 7.6: Calculated free charge density as a function of position at and near the
LaAlO3 /SrTiO3 interface for the unpassivated (black) and that arising from the H+ terminated AlO2 (red). Inset: assumed bound charge density as a function of position
across the 10 u.c. LaAlO3 layer, showing charge associated with chemisorbed H+ (blue),
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A. Islam, Zongquan Gu, Dr. Christopher J. Hawley, and Prof. Jonathan E. Spanier)
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7.5
7.5.1

Results and discussion
Experimental observation of switchable photoluminescene

To probe the optical properties of the interfacial electronic structure, a series of temperaturedependent PL measurements were performed under two distinct sample treatments. The
PL spectra collected at both 4.2 K and room temperature (RT) from as-grown ten-unit-cell
films of LaAlO3 on SrTiO3 bulk samples stored at 300 K and atmospheric pressure (denoted as “pristine”) reveal a peak near 2.8 eV with a broad PL feature (Fig. 7.7a). This
signal is attributed to radiative recombination through oxygen vacancy defect levels [284].
When the sample is briefly (1 second) exposed to water vapor in situ under vacuum at room
temperature, the PL spectra collected still have broad character.
However, the PL spectra at 4.2 K from identical samples collected immediately following 1 second exposure to water vapor while under vacuum possess sharp UV features
and nearly complete suppression of the broad lower-energy emission (Fig. 7.7a). Peaks
at 3.209 and 3.261 eV (BE− and BE+ , respectively) are assigned to interband transitions
involving transverse optical phonon (ωTO = 26 meV) emission (Eg - ~ω TO ) and absorption
(Eg + ~ω TO ) at the Brillouin zone boundary edge [298]. Phonon-assisted PL is commonly
seen in indirect band gap materials like SrTiO3 , and the absence of excitons is consistent
with its unusually high dielectric constant (≈10,000 at 4.2 K) [297]. We thus estimate Eg
of our SrTiO3 samples to be 3.235 eV at 4.2 K, in agreement with previous reports [299].
We propose that the strong, sharp peak centered at 3.192 eV and the smaller peak at
3.240 eV (2D1 and 2D2 , respectively, Fig. 7.7a), originate from radiative recombination of
two-dimensionally-confined electrons at the LaAlO3 /SrTiO3 interface with photo-excited
holes. The strong 2D1 and well-defined 2D2 PL signals directly relate to the surface chemical state. After water exposure, the original broad 2.8 eV-centered PL can be recovered
through ex situ O2 annealing; subsequent exposure to water in situ again produces the iden161

tical strong 2D1 and well-defined 2D2 , higher-energy PL features and suppresses the broad
lower energy emission. This off-on-off process, driven by ex situ O2 annealing, exposure
to water, and further O2 annealing, operates reproducibly in each sample tested (Fig. 7.7b).
This strongly suggests that the PL associated with the 2DEG quantum wells is tuned by the
strong coupling between the surface and interfacial electronic states.
There have been reports of changes in the electronic structure in conventional semiconductor heterostructure 2DEGs due to gating from distant surface adsorbates [273]. In
addition, irreversible changes in 2DEG electronic structure at surfaces due to metal[274]
or molecular [300, 301, 302, 303] adsorption have also been observed. Here we show,
experimentally and theoretically, reversible changes in PL from the interface due to electrostatically accessible, but chemically inaccessible 2DEG. Tunability of the sharp 2DEGphotoexcited hole PL in our water-treated LaAlO3 /SrTiO3 samples is achieved even at distances of ≈2 nm between the free surface and the 2DEG interfacial quantum well. Fig. 7.7c
shows the quantum well PL signatures of the spectra collected at 4.2 K in LaAlO3 /SrTiO3
samples with 4, 6, 7 and 10 unit cells of LaAlO3 grown under the same conditions and
exposed to water vapor. The fitted PL intensity increases for larger numbers of LaAlO3
unit cells, along with the evolution of interfacial electronic reconstruction as function of
LaAlO3 film thickness.
A distinctive signature of the two-dimensional origin of the PL is saturation of the
2DEG PL intensity at low T followed by thermally-activated quenching at higher T [304,
305]. The LaAlO3 /SrTiO3 2DEG PL can be discerned in our spectra beginning at ≈40 K
(Fig. 7.7d). Its intensity rises for decreasing T with an activation energy of 8.06 meV,
saturating at ≈23 K, below which it is roughly constant (Fig. 7.7d, inset). This activation
and saturation signify thermally-induced leakage of a critical density of carriers out of
the interfacial quantum well into the bulk, and a 2D electron-photoexcited hole radiative
recombination rate that exceeds the rate of carrier leakage, respectively. In stark contrast,
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the intensities of the phonon-mediated PL peaks (BE− , BE+ ) exhibit a steady rise with T
and are well discerned even for T > 200 K.
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Figure 7.7: Absorption-induced optical transitions with complex oxide quantum well a,
PL from a pristine (P) ten-unit-cell film of LaAlO3 on SrTiO3 bulk shows a broad feature
(≈2.8 eV). When the sample is exposed to water vapor in situ under vacuum, 300 K PL remains broad (black trace). Significantly, intense UV PL peaks emerge at 4.2 K (red trace).
Peaks denoted 2D1 and 2D2 (inset) are assigned to different 2D quantized electronic energy
level recombination with free holes. Peaks denoted zone boundary edge (BE− , and BE+ ,
inset) are assigned to phonon-assisted interband transitions in SrTiO3 . b, Reversibility of
PL spectrum from a single LaAlO3 /SrTiO3 film heterostructure as found (left), following
H-chemisorption (center), and after annealing in O2 and desorption of H (right), each collected at 4.2 K. c, PL intensity collected at 4.2 K in samples exposed to water vapor, with
4, 6, 7 and 10 unit cells of LaAlO3 , revealing a thickness dependence to the PL intensity.
Shown in the inset are the integrated PL intensities for the 2D1 peak at different unit cells
thickness. d, Temperature evolution of the PL with intensity legend on the side. Shown
in the upper inset are the PL spectra at 4 K and 40 K indicating the 2D1 and BE− peaks.
In the side inset are the integrated intensities of the 2DEG and BE− peaks plotted as functions of 1/kT . Unlike the phonon-assisted PL peak, which decreases for decreasing T ,
cooling-induced onset and rise of the 2DEG peak is observed, followed by its saturation at
lower T . (Experimental work performed by Prof. Mohammad A. Islam, Zongquan Gu, Dr.
Christopher J. Hawley, and Prof. Jonathan E. Spanier)
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7.5.2

Theoretical explanation to the origin of this observation

The optical transitions from the 2DEG quantum well are controlled by the adsorbate dynamics on the AlO2 surface layer. The H2 O molecules spontaneously dissociate into H+
and − OH when the AlO2 -terminated LaAlO3 /SrTiO3 system is exposed to water vapor, enabling the “water-cycle” mechanism [289]. The dissociated H2 O components can diffuse
and influence the surface environment. Specifically, the dissociated − OH can fill a surface
O vacancy and become an adsorbed H+ , reducing the number of O vacancies. However,
dissociated H+ has lower diffusion barriers than − OH [306], leading to large surface regions populated mainly by H+ . Our ab initio thermodynamic stability analysis of surfaces
covered with either − OH or H+ shows that the H-chemisorbed system is much more stable
than the OH-chemisorbed system (Fig. 7.5). The relaxed atomic structures of the bare and
H-chemisorbed LaAlO3 /SrTiO3 systems are shown in Fig. 7.8a and 7.8b, respectively.
Previous work on H-chemisorbed-LaAlO3 /SrTiO3 indicates that the most stable coverage is one H per two surface unit cells [307], and our DFT+U [308] calculations show
that this coverage leads to full elimination of the potential buildup which originally resides on the bare surface (Fig. 7.8c and d). The calculated electronic structures for the
four-layer LaAlO3 /eight-layer SrTiO3 (001) system with chemisorbed H2 O and OH show
typical metallic features, similar to bare LaAlO3 /SrTiO3 (Fig. 7.2 and 7.3); however, the Hchemisorbed system is strikingly different. The electronic structure of the H-chemisorbed
LaAlO3 /SrTiO3 system differs from that of the bare system due to complete passivation
of the surface charge. This translates into higher 2D electron density of 3.71×1014 electrons cm−2 for the H-chemisorbed LaAlO3 /SrTiO3 system, while the bare system shows
2.31×1013 electrons cm−2 (Fig. 7.8c and d). This occurs via electron transfer from the surface chemisorbed H to the interface, removing the “polar catastrophe”. Cancellation of the
potential build up in LaAlO3 unentangles the overlap between the conduction and valence
bands, opening a gap in the spectrum (Fig. 7.9a). This yields an isolated 2DEG, which con165

sists of populating the Ti 3d states in the first few SrTiO3 unit cells near the interface (Fig.
7.9b, and c). These states give a higher 2DEG density, enabling strong optical transitions
at the interface and suppressing signals from deeper in the material, as observed experimentally. Though underestimated by DFT+U , the calculated Eg ≈2.1 eV (Fig. 7.9a, Fig.
7.4), taken together with the resulting high electron density, indicate that sharp radiative
band-to-band transitions are due to H chemisorption.
The UV PL features arise from radiative recombination of electrons in quantized states
with photoexcited holes. Our DFT calculations predict strongly localized 2DEG conducting states below EF . These states mainly arise from Ti 3dxy orbitals at and near the interface
(Fig. 7.9). The spatially-resolved electron distribution of these conducting states clearly
shows that the 2DEG is distributed into four SrTiO3 unit cells, strongly localized at the
TiO2 layers, with lower density farther from the LaAlO3 interface (Fig. 7.9c). These features indicate that the confining potential from the interfacial band bending has significant
contributions from multiple quantum wells each spaced by an oxygen octahedral distance.
To further analyze the 2DEG-derived PL features, we consider how chemisorption of
H+ on AlO2 surfaces of LaAlO3 alters the conduction and valence bands at and near the
LaAlO3 /SrTiO3 interface and induces changes in electron density, band bending, and formation of quantized 2D sub-bands at and near the interface. Self-consistent solutions
of the coupled Poisson-Schrödinger equations including band-bending [290] reveal H+
chemisorption-induced flattening of the potential gradient across the LaAlO3 layer, and
that the calculated n = 1 level is 42 meV below the bulk band edge (Fig. 7.9d, Fig. 7.6), in
excellent agreement with our measured value of 43 meV.
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Figure 7.8: Access to optical transitions from the 2DEG The atomic structure of the oxide
heterostructure quantum well interface of (a) bare LaAlO3 /SrTiO3 , indicating that the hole
density at the surface and the electron density at the interface are far smaller than the 21
hole/electron per surface unit cell at the infinite thickness limit, and (b) H-chemisorbed
LaAlO3 /SrTiO3 resulting in higher density of localized 2D confined electrons at the interface. Once the H atoms are chemisorbed on the surface, the holes are passivated,
driving complete electron transfer to the interface, illustrated by the solid blue arrow. c,
Layer-resolved electronic density of states (DOS) for bare LaAlO3 /SrTiO3 undergoing
the polar catastrophe, with the blue line indicating the potential build up. The potential
buildup provides states that will inhibit sharp optical transitions. d, Layer-resolved DOS
after chemisorption of H onto LaAlO3 /SrTiO3 . The H atom transfers an electron to the
LaAlO3 /SrTiO3 interface at equilibrium, eliminating the potential build up and opening an
energy gap, so that optical transitions can be accessed, indicated by the grey shaded area.
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Figure 7.9: Influence of H+ on electronic structure. a, DFT calculated electronic band
structure of H+ surface-chemisorbed LaAlO3 /SrTiO3 showing a large valence-conduction
band gap. b, Left panel: enlarged view of the conduction states in (a); right panel: the
projected DOS shows the contribution from the Ti 3dxy orbitals in the layers near the interface. The red line indicates EF . c, Electron distribution of the conduction states. The
atomic structure at the top of the graph shows a charge density isosurface for all the states
within 0.5 eV below EF , which consists of n=4 bands. The graph below shows the planaraveraged filled state density of the conduction bands. The inset shows that the conduction
electrons are strongly localized in Ti 3dxy orbitals. d, Self consistent Poisson-Schrödinger
model calculations show (inset) that passivation of AlO2 -terminated LaAlO3 /SrTiO3 by
H+ results in flattening of the conduction (solid green) and valence (solid blue) bands in
LaAlO3 (0 < z < 4 nm) compared with the bound potential (dashed green and blue, respectively) induced by AlO2 and LaO, consistent with the DFT results in Fig. 7.8c and d. Band
bending (green), bound eigenstates (horizontal blue), and the modulus of the electronic
eigenfunctions (blue) are shown and contribute to observed 2DEG-photoexcited hole PL.
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The removal of the electrostatic slope in the LaAlO3 overlayer causes all of the transitions to have the same energy. In the absence of the H+ adsorption, radiative recombination
of a photo-excited hole in the surface layer would result in a different photon energy than
that for a hole in a sub-surface LaAlO3 layer. Following H+ adsorption, all LaAlO3 layers
provide equi-energetic holes. As the LaAlO3 overlayer is made thicker, it gradually passivates the polar catastrophe, only completely doing so in the thick film limit. Here, by
providing a higher-energy source of electrons (thereby stabilizing surface holes) H allows
the few layers of LaAlO3 -topped heterostructure to 100% passivate the polar catastrophe,
making the potential flat and the PL sharp. This leads to our observation of a much more
dramatic change in PL than one would see by thickening the LaAlO3 incrementally.

7.6

Conclusions

This system provides a convenient external control of 2DEG properties that offers reversible switching between sharp UV and broad blue photoluminescence. This is fundamentally interesting physics, and this significant change in PL could be harnessed as
a signal in a photonic circuit or relay, or as a sensitive new in operando probe of surface
molecular adsorption since these results are observed in a non-UHV environment and water
dissociated species are proxies for other electron-donating adsorbate species [283]. Realization of these concepts in the UV and their strong dependence on the environment opens
up new opportunities and challenges. Such a system could provide new opto-electronic
devices that operate at short wavelengths.
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Chapter 8
Polarization Dependence of Water
Adsorption to CH3NH3PbI3 (001)
Surfaces

Adapted from J. Phys. Chem. Lett. 2015, 6, 4371
In collaboration with Nathan Z. Koocher, Dr. Fenggong Wang, Dr. Shi Liu and Prof. Andrew M. Rappe.
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8.1

Introduction

Solar cells based on organometal halide perovskites (OMHP), especially methylammonium lead iodide (MAPbI3 ), have had a remarkable increase in efficiency in the past five
years [309, 310, 29]. Although the photovoltaic mechanism underlying this high power
conversion efficiency is not fully understood, the impressive efficiency of MAPbI3 is related to its suitable band gap, good carrier transport properties, high optical absorption, and
long diffusion length [311, 312, 313, 314, 315, 316, 317, 318, 319]. Despite its promising
efficiency, commercial use of the OMHP-based solar cell is limited in part by its poor stability with respect to moisture. [320, 321] One proposed work-around involves packaging
the OMHP with hydrophobic materials to enhance stability [30, 322], but this has considerable drawbacks including more complicated device architecture, additional manufacturing
requirements, interfacial defects, and necessitating insight into interfacial atomic and electronic structures. [323, 324, 325, 326, 327, 328, 329] Understanding the mechanism of
degradation is therefore critical to providing materials design principles and engineering
strategies for achieving long-term stability.
The degradation mechanism is currently an open question. Niu and coworkers proposed that methylammonium iodide (MAI) and PbI2 are first formed, with further breakdown of MAI into methylamine (CH3 NH2 ) and hydrogen iodide (HI), concluding with
the formation of I2 (solid) and H2 (gas) after exposure to oxygen and sunlight [330, 331].
Mechanistically, Frost and coworkers suggested that water abstracts a hydrogen from the
MA molecule in an acid-base reaction which leads to the formation of HI, CH3 NH2 , and
PbI2 [332]. Further investigation of the initial steps of the degradation process have been
performed. Leguy and colleagues suggested that the MAPbI3 responds differently to moisture depending on the water concentration based on experimental observations. [333] When
exposed to low humidity, MAPbI3 forms a transparent monohydrate (MAPbI3 ·H2 O), which
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can be dehydrated back to MAPbI3 by raising the temperature. After prolonged exposure to
water vapor, the monohydrate converts to a dihydrate ((MA)4 PbI6 ·2H2 O), which eventually
dissolves in water, leading to decomposition.[333, 321, 334] It is also suggested that water
could penetrate into the perovskite along grain boundaries and that irreversible decomposition occurs when a grain boundary has completely converted to the monohydrate. [333]
The proposed hydration of grain boundaries is not fully understood and will benefit from
an atomistic examination of how water penetrates into the perovskite. Both Christians et al.
and Yang et al. found hydrate formation, although the exact nature of the hydrate species
is ambiguous. [335, 336] Both groups observed at least partial recovery of the perovskite
when the system was dehydrated. Moreover, Christians et al. found that the perovskite
decomposes differently in dark and light conditions; [335] the presence of moisture and
illumination cause the perovskite to degrade to PbI2 , but in the dark, PbI2 is not formed. It
should be noted that Philippe et al. do not see evidence of a hydrate state in their photoelectron spectroscopy data, but attribute it to the instability of the hydrate phase. [337] Although
experiments are providing an increasingly clear picture of the degradation mechanism, an
atomistic-level understanding of the process could uncover new methods to stabilize the
material.
The observation of a monohydrate state suggests that the degradation mechanism starts
with a surface-environment interaction process. Theoretical surface studies of this system
so far have investigated stable terminations of tetragonal [338] and orthorhombic [339]
MAPbI3 , as well as adsorption of anisole (a hole-transport material proxy) on (001) surfaces of pseudocubic MAPbI3 [340], and the interaction of water with these surfaces with
first principles molecular dynamics [341] and density functional theory. [342] In this chapter, we present an atomistic perspective of water interacting with the relevant PbI2 - and
MAI-terminated (001) surfaces of MAPbI3 possessing different polarity. To simulate low
relative humidity conditions, we introduce one explicit water molecule on the surface per
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primitive surface cell, and to simulate high relative humidity conditions, we use an implicit
solvation model with and without an explicit water molecule. We show that surfaces with
different terminations and polarities respond differently to water, leading to different surface bonding configurations. [343, 344] We also investigate the effect of water penetration
into the material. We find that the MA dipole orientation strongly affects the surface-water
interaction at low coverages and postulate that control of the orientation through poling
with an electric field or interfacial engineering between the perovskite material and capping layers could enhance the moisture stability of the material. Also, the implicit solvation
model results in the elongation of the lattice vector perpendicular to the surface, suggesting
that the dielectric response of a higher water concentration aids in material degradation by
expanding the lattice.
The polarization of a material is known to affect the surface adsorption of small molecules.
[344, 345, 346, 343, 347, 348] Due to the permanent dipole moment of the MA cation,
there are two orientations that produce polarization extrema: all molecules either having
their NH3 + -ends pointing toward the surface, termed P+ , or all molecules have their CH3 ends pointing toward the surface, termed P− . The top-down and side views of the bare
surfaces considered are shown in Fig. 8.1 (a,d: topdown, b-c and e-f: sideview).

8.2

Computational methods

The surfaces were modeled using a slab model within the Q UANTUM E SPRESSO DFT
package.[135] The PBE-GGA functional [41] was used as well as norm-conserving, optimized pseudopotentials with a plane-wave cutoff of 50 Ry, generated with the OPIUM
code. [56, 59] The slab model for both the MAI- and PbI2 -terminated surfaces had 9 layers, including the water adsorbate, and a vacuum of about 15 Å between each slab. The
initial cell parameters used were from Poglitsch and Weber. [349] Geometry optimization
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calculations involved relaxing the top four layers and the adsorbates, until the forces on
atoms were less than 0.01 eV/Å in all directions, while the bottom five layers were fixed
to the tetragonal bulk structure. A 4 × 4 × 1 Monkhorst-Pack k-point grid was used for
the relaxation, while a finer grid was used as needed for the density of states calculations.
We also performed some calculations taking into account van der Waals interactions with
DFT-D2 [350] which are detailed in a comment in Supplementary Note 1. The trend in
energetics does not change and there are no drastic changes in the atomic structure. A linear polarization continuum model of water implemented in jDFTx [351, 352] was used to
obtain surface structures under liquid water environment. To obtain the potential energy
surface of water adsorption used in the contour plot shown in Fig. 8.2, we placed the water
molecule at different positions of the surface with the height and orientation of the water
molecule fixed to the configuration resulting from adsorption site ζ − . Single point energy
calculations (no structural relaxation) were then performed for each configuration.

8.3

Results and Discussion

We explore different adsorption sites for water on the surfaces by putting the molecule at
the sites labelled in Fig. 8.1a,d and allowing the system to fully relax (see Computational
Methods for details of the relaxation). As we will discuss later, in some cases, different
adsorption sites may lead to the same final structure after relaxation. Sites on the MAIterminated surfaces include: on top of an iodine atom, site α; above a hydrogen of the
exposed group of the MA molecule (ammonium, NH3 + for P + ; methyl, CH3 for P − ), site
β; and above a hydrogen of the lower group of the MA molecule (CH3 for P + , NH3 + for
P − ), site γ. The corresponding sites on the P − and P + surfaces are denoted with − and + ,
respectively and are termed α−|+ , β −|+ , and γ −|+ . Sites on the PbI2 -terminated P − surface
include: along the Pb-I bond with oxygen pointed toward Pb and H pointed toward I, site
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δ − ; above the hollow site of the surface, site − ; and above the Pb, sites ζ − . The corresponding sites on the P + surface are δ + , + , and ζ + , respectively. The adsorption energies
of water at each site after relaxation are evaluated as E ads = E surface−H2 O – [E bare−surface +
E H2 O ], and are shown in Table 8.1. Water adsorption is favorable on all surfaces, although
distinctly different interactions are found depending on both surface terminations and polarities. Adsorption to the MAI-terminated P + surface is more energetically favorable than to
the corresponding P− surface. For PbI2 -terminated surfaces, however, the water molecule
prefers to bind to the P− surface rather than to the P+ surface. This behavior is likely due to
the competing hydrogen bond interactions between the MA molecules, the PbI2 inorganic
lattice, and the water molecules. For the MAI-terminated surface, water prefers to bind to
the P+ surface with exposed NH3 + groups, as a hydrogen bond is formed between water
and NH3 + groups, while no hydrogen bond is formed between water and CH3 groups (P −
surface). On the PbI2 -terminated P− surface there is only weak interaction between the
subsurface methyl groups and the surface PbI2 lattice, so the interaction between water and
the surface Pb is stronger than that on the P+ surface, where the NH3 + groups hydrogen
bond to the inorganic lattice. [353] Because all starting sites went to the same local minimum, we produced a contour plot which shows Eads as a function of position in the (001)
plane, seen in Fig. 8.2, indicating that there is only one local minimum around the Pb atom.
See the Computational Methods for details on how the contour plot was generated. The
atomic and electronic structure of the system resulting from various adsorption events will
now be described.
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Figure 8.1: Water adsorption sites on the MAPbI3 (001) surface. (a) Top-down view of
the MAI-termination, showing exposed MA molecules and associated iodine atoms. Blue
letters indicate studied water adsorption sites, α−|+ , β −|+ , and γ −|+ . (b) Side view of
the MAI-terminated P+ surface, where the NH3 + -end is exposed. (c) Side view of the
MAI-terminated P− surface, where the CH3 -end of the MA molecule is exposed. (d) Topdown view of the PbI2 -termination, showing coordinated Pb atoms with associated iodine
atoms; both are labeled to facilitate discussion. Blue letters indicate water adsorption sites,
δ −|+ , −|+ , and ζ −|+ . (e) Side view of the PbI2 -terminated P+ surface. The NH3 + -end
of the subsurface MA molecule is pointed toward the surface. (f) Side view of the PbI2 terminated P− surface. The CH3 -end of the subsurface MA molecule is pointed toward the
surface. The dipole of the MA molecule in each slab
with a red arrow. The
√ is indicated
√
black lines represent the surface periodicity studied ( 2× 2 R 45◦ ). Grey: Pb, Purple: I,
Blue: N, Brown: C, White: H.
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Table 8.1: Adsorption energies, E ads in eV, of water on each of the studied sites of MAIand PbI2 -terminated surfaces, with the MA dipoles aligned in the P − or P + arrangement.
Note that on the PbI2 -terminated P− surface, water molecules starting at δ − and − relax to
ζ − . Explanation for this is given in Fig. 8.2.
MAI-termination
PbI2 -termination
P+
P−
P+
P−
site Eads (eV) site Eads (eV) site Eads (eV) site Eads (eV)
α+ -0.49
α− -0.18
δ + -0.40
δ− → ζ −
+
−
+
β
-0.36
β
-0.13

-0.38
− → ζ −
γ + -0.48
γ − -0.28
ζ + -0.39
ζ − -0.54
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Figure 8.2: Contour plot of water adsorption on the PbI2 -terminated P− surface of MAPbI3 .
Only one local minimum is seen at the Pb atom, explaining why all sampled structures in
Table 8.1 resulted in the same adsorption energy.
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8.3.1

MAI- and PbI2 -terminated surface interacting with H2 O

Starting with the MAI-terminated surfaces, the lowest-energy configuration of water on the
P+ surface is found from initial site α+ shown in Fig. 8.3a (side view). The water is almost
flat in the (110) plane with a hydrogen of water (HW ) interacting with a surface iodine,
but is slightly tilted to make a hydrogen bond between the oxygen of water (O) and one
hydrogen atom (HN ) from the MA NH3 + group. To examine the bonding character in more
detail, we compute the orbital projected density of states (PDOS), seen in Fig. 8.4a. It
shows the overlap between the O py orbital and the s orbital of HN , indicating a hydrogen
bond interaction. On the MAI-terminated P− surface, however, the orientation of the water
molecule (as shown in Fig. 8.3b) is very different from that on the P+ surface. In this case,
relaxation with a water molecule initially at adsorption site α− yields a structure where O
and one HW are located directly above the surface iodine, with the HW 2.79 Å above the
iodine vertically. The PDOS of this structure, displayed in Fig. 8.4b, shows that the HW s
orbital has weak overlap with the I p orbital and that the O p orbitals are split. Comparing
the PDOS highlights the weaker bonding of water to the P− surface. The water-P+ surface
configuration is 0.31 eV lower in energy than the water-P− surface configuration, probably
due to the strong electrostatic repulsion between the oxygen and iodine on the P− surface
without the compensation of the hydrogen bond.
These results suggest that the MAI-terminated P− surface is more water resistant than
the P+ surface due to the lack of water reactivity with the CH3 -end of the MA molecule.
Thus, exposing the CH3 to water by applying an electric field [354] or by inducing local,
interfacial ordering of the dipoles with a capping layer [325] could improve stability. If,
however, the water molecule is initially placed approximately 2.00 Å from the NH3 + -end
of the MA molecule of the P− surface (adsorption site γ − ) instead of in the vacuum at
adsorption site α− , the MA dipole locally orients to favor the NH3 + hydrogen bonding with
the water, leading to a 0.093 eV lower-energy configuration of water on the P− surface
179

as compared to the result from adsorption site α− . Note that the water at the final γ −
configuration is different from the β + case because the β + configuration has the three
other surface MA molecules with their NH3 + groups pointed toward the vacuum, while
the γ − situation has the three other surface MA molecules with their CH3 groups pointed
toward the vacuum. The energy of the γ − case is higher than that of the β + case by 0.1
eV because of the energy cost to flip the molecule on the P− surface (at adsorption site
γ − ) to establish the hydrogen bond. For ease of comparison, the atomic geometry of the
γ − situation is shown in Fig. 8.5 Based on previous molecular dynamics studies, water
travelling from vacuum to this distance (approximately 2.00 Å from the NH3 + -end of the
MA molecule) is likely spontaneous. [341, 342] This indicates that the surface is not water
resistant in all cases, implying that an electric field might have to be applied continuously
in the presence of water to improve stability. In general, we see no evidence of chemical
reactivity between the H2 O and the MA molecule, leaving the molecular cations intact
regardless of orientation or proximity. This is consistent with first principles molecular
dynamics results showing that degradation is a structural rather than acid-base effect. [341]
We cannot rule out an acid-base mechanism, however, because we do not sample the full
pH range in our calculation. [332, 336, 335, 333]
The lowest-energy water adsorbate configuration on the PbI2 -terminated P+ surface is
shown in Fig. 8.3c. This structure is obtained from the relaxation of the water molecule
initially on site δ − (along a Pb-I bond with the oxygen of water pointing toward the Pb). The
water molecule becomes almost planar in the (001) plane, with the O making a 2.68 Å bond
with the Pb, while one hydrogen from the water interacts with a surface iodine 2.91 Å away,
as indicated in Fig. 8.3c. On the PbI2 -terminated P− surface, the water molecule starting
on adsorption site δ + ends up in a similar configuration as that on the P+ surface, but is
closer to the surface, as shown in Fig. 8.3d. The water is oriented almost flat in the (001)
plane above the surface, with the HW atoms pointing slightly downward for better bonding
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with the surface iodine atoms. The O makes a 2.62 Å bond with the surface Pb, while the
HW atoms interact with iodine atoms about 2.80 Å away. Interestingly, these distances are
shorter than in the case of water on the corresponding P+ surface site, indicating stronger
bonding. This message is reinforced by the splitting of the Pb p orbitals in the P− case, with
no such splitting in the P+ case, as shown in Fig. 8.4c,d. The change in bonding character
is also reflected in the 0.14 eV larger adsorption energy of water on the P− surface than on
the P+ surface (Table 8.1).
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Figure 8.3: Water adsorption to the MAI- and PbI2 -terminated surfaces with different polarities. Lowest-energy structure of water on the (a) MAI-terminated P+ surface, (b) MAIterminated P− surface, (c) PbI2 -terminated P+ surface, and (d) PbI2 -terminated P− surface.
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Figure 8.4: Projected density of states of the lowest energy configurations of water on the
different MAPbI3 (001) surfaces. (a) The orbital overlap between O py and H of ammonium
on the MAI-P+ surface shows a hydrogen bonding interaction, while on (b) the MAI-P−
the HW , hydrogen of water, slightly overlaps with the surface iodine atom indicating a
weaker interaction. On the PbI2 -terminated surface, (c) the P+ shows lack of oxygen orbital
splitting and strong Pb overlap, which is compared to the strong Pb-O overlap and oxygen
orbital splitting in (d) the P− surface demonstrating that there is stronger Pb-O bonding on
PbI2 -P− than on PbI2 -P+ .
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a)!

b)!
1.81 Å

2.49 Å

Figure 8.5: Atomic structure of water interacting with MAI-terminated P− surface at close
proximity. The initial structure is shown in (a), where the red arrow represents the dipole of
the MA molecule. This structure shows that the H2 O is placed at 2.00 Å from the surface.
After relaxation the optimized atomic structure shown in (b) exhibits that the interaction
is driven by H-bonding between the H from the amine group and the O from the water.
This causes the dipole of MA molecule, represented with a red arrow, to slightly rotate to
accommodate H-bonding.
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8.3.2

Penetration of H2 O inside the material

Experimental observations indicate that water molecules penetrate into the material along
grain boundaries, converting the structure to the monohydrate state. [333] Therefore, we
explore the possibility of water penetrating through the hollow site in the PbI2 -terminated
surfaces. We model two scenarios on both P+ and P− surfaces: H2 O in the plane of the
first surface layer, and H2 O inside the material (under the first surface layer). Note that
this is different from adsorption site  in Fig. 8.1 because  corresponds to water in vacuum
above the hollow site. On the PbI2 -terminated P+ surface, the water that starts in the plane
of the surface stays in-plane, with the O interacting via hydrogen bonding with the HN of
the subsurface MA molecule, while the two HW atoms interact with surface iodine ions.
This is shown in Fig. 8.6a. The PDOS of this structure displayed in Fig. 8.8a shows that
the O px orbital and the HN s-orbital have appreciable overlap. This indicates that there is a
moderate interaction between the two atoms, weakening octahedral rotations. The Pb-I-Pb
bond angles are closer to 180◦ , leading to a larger hollow site. Comparing the top-down
view of the bare surface with that of this structure (see Fig. 8.7a-d for top-down views of
water penetration structures), it is clear that H2 O infiltration increases the size of a hollow
site, and that the rotation suppression opens up the adjacent hollow sites, suggesting that
water adsorption on the subsurface has a collective effect on the neighboring structure.
Manually moving the water through the hollow site of the P+ surface, such that the
water gradually approaches the subsurface, yields a trapped, intact molecule (shown in Fig.
8.6b). The PDOS for this structure (Fig. 8.8b) shows that the O p orbitals are split, with the
pz orbital having appreciable overlap with the s orbital of HN atom in the MA molecule,
signaling strong hydrogen bonding. To ensure that the structures in Figs. 8.6a and 8.6b
are distinct minima, we performed a Nudged Elastic Band (NEB) calculation with those
structures as endpoints in the path, shown in Fig. 8.6c. We found that there is a 0.02 eV
activation barrier going from configuration in Fig. 8.6a to that in Fig. 8.6b, while there is a
185

0.05 eV barrier for the reverse direction. These barriers suggest that water could become
trapped beneath the surface layer, with a facile equilibrium at room T .
The water was also placed in the P− surface plane at the hollow site. As expected based
on the previously observed hydrophobicity of the methyl group, instead of staying in-plane,
the water was repelled from the surface. This emphasizes that hydrogen bonding between
water and the MA cations drive the water-perovskite interaction. As seen in Fig. 8.6d,
the optimized water orientation has the O pointed away from the surface and the two HW
atoms interacting with the surface iodine (Fig. 8.8c). When the water is between the first
and second layers in the PbI2 -terminated P− system, the water molecule is trapped in part
due to hydrogen bond formation (Fig. 8.8d) with the NH3 + -end of the methylammonium,
which is achieved through a change in orientation of the methylammonium cation. We also
calculated the activation energy barrier using NEB for this pair of structures (Figs. 8.6d
and 8.6e) and found that the forward barrier is 0.27 eV and the reverse barrier is 0.57 eV,
seen in Fig. 4f. As expected, the forward barrier for this surface is higher than that for
the corresponding P+ system and once the molecule penetrates the hollow site, it cannot
leave. Interestingly, the forward barrier is more than ten times the thermal energy, further
indicating that the methyl end of the methylammonium can repel water.
Contrasting these surfaces, we see that the oxygen binds more strongly with the lead
on the P− surface than on the P+ surface and interacts more favorably with the ammonium
end of the MA molecule than with the methyl end regardless of the surface termination.
On the P− surface, the water molecule is repelled from the hollow site, while on the P+
surface, the water molecule is stable in-plane with the top atomic layer, probably due to the
strong hydrogen bond between the water and the NH3 + of the MA molecule. Furthermore,
both surfaces can trap water molecules in the subsurface, and such trapping disrupts the
Pb-I-Pb angles of the surface layer. These results suggest a possible scheme of how water
interacts with the surface and possible methods to stabilize the material. On approach to the
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surface, the water would first get physisorbed in a shallow energy well, forming a hydrate.
Then, environmental factors such as temperature and humidity could enable the H2 O to
move to the surface, where it could get trapped at the interfacial plane of the hollow site
on the P+ surface [341], but still be repelled from the hollow site by the P− surface. If
the water molecule penetrates the hollow site of the surface (of both polaritities), water
and the PbI2 inorganic lattice compete to form a hydrogen bond with MA, weakening the
stability of MAPbI3 . Most importantly, this suggests that the stability of MAPbI3 -solar
cells could be enhanced if they were poled using an electric field or locally ordered via an
interfacial substrate such that the methyl ends of the MA molecules were pointed toward
the surface. While our kinetic barrier results demonstrate that water incursion into the
material is slowed, without knowing other steps leading to chemical reaction, it is difficult
to assess the actual extent of the protection. More work is necessary to reveal the effect of
electric field poling and interfacial engineering on material stability.
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Figure 8.6: Energetic and structural description of possible water penetration mechanism
on the PbI2 -terminated surfaces with different polarities. (a) Lowest-energy structure of
water at the hollow site of the PbI2 -terminated P+ surface. (b) Lowest-energy structure
of water under the first layer of the PbI2 -terminated P+ surface.(c) Reaction path of water
traveling from the configuration seen in (a) to that in (b). The forward activation barrier
is 0.023 eV, which can be overcoming using thermal energy. This emphasizes the facility
of water penetration on this surface. (d) Lowest-energy structure of water initially placed
at the hollow site of the PbI2 -terminated P− surface. The water was repelled from the
hollow site into the vacuum above the hollow site during relaxation. (e) Lowest-energy
structure of water under the first layer of the PbI2 -terminated P− surface, demonstrating
that if water can penetrate the top layer, it will tilt the methylammonium dipole direction to
form a hydrogen bond and become trapped. (f) Reaction path of water traveling from the
configuration seen in (d) to that in (e). The forward activation barrier is 0.27 eV, which is
an order of magnitude higher than on the surface of opposite polarity. This emphasizes the
water-repelling nature of the surface and suggests paths of material stabilization based on
poling with an electric field or interfacial engineering to create an ordered cation domain.
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a

PbI2-terminated P+ - interfacial plane

c

PbI2-terminated P- - interfacial plane

b

PbI2-terminated P+ - under 1st layer

d

PbI2-terminated P- - under 1st layer

Figure 8.7: Atomic structures of possible configurations of water penetrating the PbI2 terminated surfaces with different polarities. Top-down view of water at (a) the interfacial
plane and (b) under the first layer of the PbI2 -terminated P+ surface. The water interaction
with the surface iodine atoms leads to rotation suppression of the Pb-I inorganic lattice.
Top-down view of water at (c) the interfacial plane and (d) under the first layer of the PbI2 terminated P− surface. For the interfacial plane configuration, the water molecule is not
stable at the plane of the surface, as it is illustrated in Fig. 4d. However, the interaction of
water with the surface iodine atoms still leads to rotation suppression similar to the case
when the water is within the first layer of the material.
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Figure 8.8: Projected density of states of water configurations penetrating the PbI2 terminated surfaces with different polarities. The electronic structure of water (a) at the
interfacial plane and (b) under the first layer of the PbI2 -terminated P+ surface. In both
cases, there is overlap between O and HN , hydrogen of ammonia, as well as between HW
and surface iodine atoms. As expected, the orbital-projected density of states of water
repelled (during relaxation) from an initial placement in the PbI2 -terminated P− surface
plane, (c), shows weak overlap between the HW and surface iodine atoms. Interestingly, the
orbital-proejcted density of states of the water under the first layer of the PbI2 -terminated
P− surface shows hydrogen bonding via overlap between the water oxygen and a hydrogen
of the ammonium.
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8.3.3

Computational study of high humidity levels scenario

In the interest of exploring beyond molecular adsorption of water, we constructed dissociated and oxidative water configurations on the PbI2 -terminated P+ and P− surfaces. The
optimized structures can be seen in Fig. 8.9a-d. The first case simulates H2 O dissociation
by placing OH− and H+ apart from each other. The optimized structure for both P+ and
P− , however, showed water convert from an initial dissociated state to a molecular form
exhibiting similar bonding features to the previously described molecular adsorption configurations. Similarly to the structures described before, the oxygen was closer to Pb on
the P− than on the P+ surface. We also studied a lone hydroxyl bonded to Pb to model
oxidative adsorption. The hydroxyl causes the Pb to rise up out of the surface. Finally, we
investigated a single oxygen atom for stronger oxidative adsorption. On the P+ surface,
the oxygen atom infiltrated the PbI2 layer, bonding between the Pb and I. On the P− surface, the oxygen was incorporated into the surface plane, disrupting the periodicity of the
PbI2 -terminated surface indicating the formation of PbI2 units. These oxidative adsorption
configurations were higher in energy than molecular adsorption configurations (see Table
8.2), making them unlikely under low humidity conditions.
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Table 8.2: Reaction energetics (eV) of dissociated and oxidative water on PbI2 -terminated
surfaces with different polarities
P+
P−
PbI2 surf + H2 O → HO–PbI2 surf + 21 H2 1.46 1.52
PbI2 surf + H2 O → O=PbI2 surf + H2
3.02 4.35
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HO-PbI2-terminated P+

O=PbI2-terminated P+
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d

HO-PbI2-terminated P-

O=PbI2-terminated P-

Figure 8.9: Hydroxyl and oxygen atom adsorption to the PbI2 -terminated surfaces with different polarities. Side view of (a) a hydroxyl and (b) an oxygen atom to the PbI2 -terminated
P+ surface as well as (c) a hydroxyl and (d) an oxygen atom to the PbI2 -terminated P−
surface. The hydroxyl groups break the interlayer Pb-I bonds, while the oxygen atoms
clearly disrupt the lattice periodicity more strongly, breaking both interlayer and in-plane
Pb-I bonds. The oxygen atom configuration on the PbI2 -terminated P+ is stabilized at the
interfacial plane due to the interaction with the hydrogen of the ammonium in the inner
layer.

193

To approximate the effect of high humidity conditions on the MAPbI3 surface, which is
computationally expensive to treat with explicit water, we employ a polarizable continuum
model (PCM) as the implicit solvation model on the MAI- and PbI2 -terminated bare P+ and
P− surfaces, as well as on the PbI2 -terminated P+ and P− surfaces with one water molecule
added explicitly. These calculations were performed with the Joint Density Functional
Theory package. [355, 356, 357] The bare surfaces show an elongation in the [001] (outof-plane) lattice constant upon inclusion of solvation, as shown in Table 8.3. The PbI2 terminated P+ and P− surfaces with explicitly adsorbed water show a shorter O-Pb bond
length, indicating a stronger bond. The expansion normal to the surface when solvation
is included suggests that higher water concentration weakens the interlayer bonding of the
OMHP.
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Table 8.3: Elongation of top interlayer spacing, lsurf−subsurf , of PbI2 - and MAI-terminated
surfaces and shortening of the vertical distance between H2 O and PbI2 -terminated surface,
bH2 O−Pb , with different polarities computed without and with polarizable continuum model
(PCM) as an implicit solvation model for water.
Without PCM PCM Change after PCM is applied
+
PbI2 -terminated P , lsurf−subsurf (Å)
6.35
6.48
2.0 %
+
MAI-terminated P , lsurf−subsurf (Å)
6.83
7.08
3.7 %
PbI2 -terminated P+ , bH2 O−Pb (Å)
2.68
2.58
-3.7 %
PbI2 -terminated P− , bH2 O−Pb (Å)
2.57
2.50
-2.7 %
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8.4

Conclusion

In this work, we present an atomistic view of water interacting with MAPbI3 (001) surfaces. We find that water favorably adsorbs on all the studied sites in both MAI- and
PbI2 -terminated surfaces, supporting the existence of the experimentally observed hydrate
state as a potential initial step of degradation of the material. Our results do not show a
direct reaction between the H2 O and MA molecule, which has been proposed to be an initial step of degradation. [332] Although this is consistent with previous work, [341] we
cannot completely rule out an acid-base reaction. The specific bonding characteristics of
water with the OMHP are termination and polarity dependent, with the MAI-terminated
P+ surface having more favorable water adsorption than the corresponding P− surface,
while the PbI2 -terminated P− surface binds water more strongly than the corresponding
P+ surface. These interactions arise from the hydrogen bond of the ammonium group of
the MA molecule with the inorganic lattice and the water molecules, while the hydrophobic methyl group does not react with the water. Harnessing the water-repelling nature of
the methyl group of MA by poling the surface during device operation or creating a local
domain through interface engineering could thus enhance the stability against degradation,
although this stabilization strategy requires further investigation.
We demonstrate that physically introducing a water molecule below the top atomic layer
of PbI2 -terminated surfaces pushes up the surface layer and affects the adjacent hollow
sites, providing important insight into how the material degradation could propagate. The
presence of more oxidizing adsorbates, though unlikely to form in low humidity conditions,
has a greater effect on the surface structure. Finally, calculations with an implicit solvation
model of water provide a more general picture of water effects and show that the lattice
elongates perpendicular to the surface in the presence of H2 O. This implies that a higher
water concentration may weaken the interlayer bonding strength of the hybrid perovskite,

196

facilitating the dissociation of MAPbI3 into its constituents.

8.5

Supplementary Note: Comment on van der Waals Effects

We have performed DFT-D2 calculations to account for the van der Waals interactions
on two cases: Water initially placed 1) at the hollow site and 2) under the first layer of the
PbI2 -terminated P− surface. The energy difference between these two cases gives the lower
bound of water penetration barrier. PBE predicts an energy difference of 0.303 eV (Fig.
8.6f), while DFT-D2 gives a value of 0.283 eV. This suggests that van der Waals interactions
do not change the overall trend of our results. Additionally, the structural properties do not
change drastically. The interatomic distance between the water and surface iodine (Hw —I)
goes from 3.00 Å, without van der Waals interaction, to 2.89 Å, with van der Waals, in the
case where water is placed at the hollow site. For the case where water is placed under
the first layer, the Hw —I distance goes from 2.61 Å and 2.48 Å (shown in Fig. 8.6d and
e) to 2.65 Å and 2.56 Å. The H-bond between the H from the amine group and the O in
water gets slightly elongated from 1.57 Å, without van der Waals, to 1.60 Å with van
der Waals. Based on both structural and energetic analysis, we determine that the van der
Waals interaction does not change the overall picture of our results.
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Chapter 9
Future directions
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The work presented in this thesis opens new avenues for the proper description of
magnetic systems computed by DFT+U+J, provides a comprehensive understanding of
the physical principles leading to strong multiferroicity, which could be employed for the
design of new multiferroic materials, and enhances the understanding on the modulation
of carrier density via interfacial effects in different functional material heterostructures.
Leveraging the results of these studies, the envisioned future directions are two fold:
a) Computational design of new multifunctional materials
b) Prediction and control of novel phenomena at material heterostructures guided by interfacial engineering.

9.1

Multiferroic properties of AMn7O12 as basis for computational material design

Multiferroic materials with ferroelectricity induced by noncentrosymmetric spiral magnetism have received much attention due to strong magnetoelectric effect and technologically relevant applications as spin-driven electronics. The realization of such multiferroicbased technology is limited due to the materials, relatively small spontaneous polarization and low Curie temperature. Theoretical insight into spin-induced polarization mechanisms, as the one presented in Chapter 4, is necessary to potentially design robust roomtemperature multiferroic materials with large spontaneous polarization and ultrafast switchability. Building upon our knowledge on CaMn7 O12 , a strategic direction will be to focus on this family of quadruple perovskites, AMn7 O12 , to understand their spin-induced
polarization mechanisms and explore the possibility to raise the spontaneous polarization and Curie temperature by appropriate doping. We propose to focus on PbMn7 O12
and BiMn7 O12 , which have been previously synthesized under high-pressure and hightemperature solid-state chemistry techniques (P > 4 GPa and T > 1150 K) [358, 359],
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but atomistic understanding of their electronic and magnetic properties has not been established yet. It is expected that these systems yield larger spontaneous polarization since both
Pb and Bi have 6s stereochemically active lone-pair. Based on the results of this investigation, computational material design guidelines can be constructed to strategically substitute
cations in the system in an effort to enhance the multiferroic properties and optimize the
multifunctionality of this family of materials.
Another trajectory will be to focus on the unexplored optical properties that can arise in
this family of quadruple perovskites. Even though CaMn7 O12 shows relatively low polarization compared to proper ferroelectrics, its band gap is near-optimal (≈0.5 eV) for sunlight absorption. We propose to study the shift current mechanisms in these magnetic ferroelectrics and identify ways to optimize their optical properties. Magnetic ferroelectrics,
where the ferroelectricity is completely spin-induced, show complex noncollinear magnetic
structures with intriguing patterns that could translate into exotic spin and charge photocurrents. For example, the noncollinear antiferromagnetic structure of CaMn7 O12 , where all
spins lie in the ab plane but spin frustration among magnetic atoms causes the spin directions of neighbors to differ by 120◦ could potentially lead to spin photocurrent along any
one of the three spin directions. Based on the results of this proposed investigation, computational material design guidelines can be constructed to strategically substitute cations
in the system in an effort to enhance the multiferroic and optical properties, and coupling
thereof, in order to optimize the multifunctionality of this family of materials.

9.2

Interfacial engineering of functional heterostructure

High-performance functional materials arise from switchable symmetry breaking such as
in ferroelectric and ferromagnetic. Exploring how such symmetry breaking can be enabled
by the presence of an interface in non-ferroic materials as well as tuned, enhanced and
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coupled with other properties in ferroic materials is imperative for the design of functional
interfaces. As an example, the emergence of magnetic properties at non-magnetic interface requires the existence of extra charge on the atomic compositions, introducing spin
components. Modulating the electronic, magnetic and structural interfacial compositions
could lead to the emergence of novel and enhancement of interfacial properties coupling,
for example, the investigation of magnetic/ferroelectric interfaces lead to the emergence of
strong magneto-electric coupling at the interface of BiFeO3 /LaFeO3 [360]. Armed with
the knowledge from the graphene/ferroelectric and complex oxides interfaces, we propose
as future directions to focus on the following functional heterostructures:
1. non-ferroic — ferroic oxides
2. ferroelectric — ferromagnetic
3. magnetic metal — ferroelectric
4. 2D materials — ferroic oxides.
As an example, augmented magneto-electric coupling across interfaces could be achieved
from two of the proposed heterostructures, more specifically:
A) Magnetic metal and ferroelectric oxides interface
B) Multiferroic oxides and either magnetic metal or ferroic oxides.
For the first one, the interface between Co and Fe with BaTiO3 has been explored indicating an induced short-length magnetic moment on the Ti ions from the interface [23]. Our
objective is to extend the induced magnetic properties by exploring other ferroelectrics (Co
or Fe — PbTiO3 , Co or Mn — BiFeO3 ). For the second approach, the emergent interfacial
properties in complex multiferroic oxide, such as TbMnO3 , YMnO3 , CaMn7 O12 , will be
investigated. These materials have strong magneto-electric coupling to start with, as their
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magnetic ordering induces ferroelectricity; however, they have both low ferroelectric polarization (≈0.1µC/m2 ) and Curie temperatures (below 100 K). In the interest of increasing
the polarization magnitude and phase transition temperature, we will explore the interface
of complex multiferroic oxides such as CaMn7 O12 , RMnO3 (R =Tb, Ho, Y) with magnetic
metals (Co or Fe) as well as ferroic oxides (PbTiO3 , LaNiO3 ).
Additionally, we have shown that graphene can be doped by close proximity to ferroelectric materials in Chapter 6. A quest within the technological interest of spintronics
is to understand the possibility of inherited magnetic moments on 2D materials by close
proximity to functional magnetic oxides. For this study, we target to study functional interfaces: graphene — BiFeO3 , and 2D chalcogenide with ferroic materials. The results
of all these proposed heterostructures will be implemented to generate design schemes for
optimized functional interfaces and enhanced strength coupling between properties across
the interface.
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