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Abstract—This paper presents a method for calibrating a projector-camera system that consists of multiple projectors (or multiple
poses of a single projector), a camera, and a planar screen. We consider the problem of estimating the homography between the
screen and the image plane of the camera or the screen-camera homography, in the case where there is no prior knowledge regarding
the screen surface that enables the direct computation of the homography. It is assumed that the pose of each projector is unknown
while its internal geometry is known. Subsequently, it is shown that the screen-camera homography can be determined from only the
images projected by the projectors and then obtained by the camera, up to a transformation with four degrees of freedom. This
transformation corresponds to arbitrariness in choosing a two-dimensional coordinate system on the screen surface and when this
coordinate system is chosen in some manner, the screen-camera homography as well as the unknown poses of the projectors can be
uniquely determined. A noniterative algorithm is presented, which computes the homography from three or more images. Several
experimental results on synthetic as well as real images are shown to demonstrate the effectiveness of the method.
Index Terms—Camera calibration, imaging geometry, projector-camera system, autocalibration, homography.

1 INTRODUCTION
A projector-camera system is a composite system con-sisting of projectors and cameras in which the
projectors project images on screens or some planar
surfaces,1 while the cameras obtain their images. A popular
application is in systems where the images to be projected
on the screen are controlled using the images obtained by
the camera so that the final images projected on the screen
have some desirable properties. There are systems for
correcting the keystone distortion of a data projector [1],
[2] and those for integrating multiple images projected by
different data projectors into one large seamless image (for
example, [3]). There is another type of projector-camera
system in which the focus is on the recovery of the poses of
the projectors. For example, instead of a data projector using
a handy laser projector that emits multiple laser beams, it is
possible to realize a 6-DOF input device (Such implementa-
tion is shown in Fig. 12.). It must be noted that the above two
types of systems are identical from a geometrical point of
view although they differ in terms of their purpose and use.
In this paper, a problem of estimating a geometrical
relation between the screen and the camera is discussed in the
case of these projector-camera systems. Such a relation can be
represented by homography and it is termed “screen-camera
homography.” Since, in these systems, only the images
obtained by the camera can be observed, in order to know
the geometrical relationship between the screen and the
projector,which isusuallynecessaryorsometimesagoal itself
dependingonapplications, it is first necessary to estimate this
screen-camera homography. As is well-known, this is not so
difficult given some knowledge regarding the screen. For
example, if there are points of known coordinates on the
screensurface, thehomographycanbeeasily computedusing
standard techniques [4]. Insteadof suchexplicit knowledgeof
the screen points, the frame (i.e., the boundary) of the screens
can be used if it is available, as shown in [1]. In any case, the
previous researches on the projector-camera systems as-
sumed some formof prior knowledge regarding the screen in
the computation of the screen-camera homography.
In this study, we develop a method for computing the
screen-camera homography without such prior knowledge
regarding the screen. The aim is to enable the use of
featureless, frameless screens, e.g., ordinarywalls and floors,
for the screen comprising the projector-camera system. It
might seem impossible to determine the screen-camera
homography without information regarding the screen.
However, as shown in the following sections, the screen-
camerahomographycanbepartiallydeterminedif the internal
geometry of each projector is known (i.e., calibrated); it is
determined up to a particular transformation with four
degrees of freedom. In other words, since a screen-camera
homography has eight degrees of freedom, the other four
degrees of freedom can be determined. The remaining
ambiguity,which is also of four degrees of freedom, is further
shown to correspond to arbitrariness in choosing a two-
dimensional coordinate system on the screen surface. This
seems natural, because it is impossible to employ a particular
coordinate system or its equivalent embedded on the screen
surface, which is necessary to define the screen-camera
homography. In brief, the homography can be determined
from the images alone, except for this obvious uncertainty.
Once the coordinate system is chosen, the projector poses can
be uniquely recovered.
In addition to these theoretical results, a noniterative
algorithm is presented in this paper. The algorithm can
compute the screen-camera homography using a minimum
of two projector poses. In the case of these two poses, their
projector positionsmust not lie on a line perpendicular to the
screen surface. Given that this condition is satisfied, the
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1. There are several studies that use a combination of multiple planar
surfaces or even curved surfaces for screens to project images. In this study,
only a single planar surface is considered.
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algorithm outputs eight solutions, four of which are correct
and correspond to axis exchanges of the screen coordinate
system, and the other four are wrong. These four wrong
solutions can be identified and discarded by using one or
more additional projector poses. In this case, the additional
poses are used only for the validation of solutions and are not
used in the computation of the homographies. Nonlinear
minimization, referred to as “bundle adjustment,” can be
applied to our problem in a similar manner to its application
to resolve problems of structure from motion. The proposed
noniterative algorithm is ideal for computing the initial
values necessary to initiate the minimization.
It is noteworthy that the problem of estimating the
screen-camera homography in the above setting is formally
similar to the problems of autocalibration of cameras using
multiple images [5], [6], [7]. The similarity of this problem
and our case is that they are both formulated as finding a
particular factorization for a given set of matrices; in the
problems of camera autocalibration, factorization of the
projective camera matrices is considered [6], while, in our
problem, factorization of the homographies between the
projectors and the camera is to be considered. Unfortu-
nately, however, the forms of factorization are different;
therefore, the same methodology as that used for camera
autocalibration cannot be applied directly to our problem.
There are several potential applications for the proposed
method, in addition to ordinary usage—“self-calibration” of
projector-camera systems.Apromising application is touse it
with a handy calibrated projector, e.g., a projector emitting
multilaser beams. By using the projector as a dedicated
“calibration apparatus,” one can conveniently estimate
homography between any planar surface and camera. In
fact, there are demands for a solution to these kind of
problems.For example, suppose that ina surveillance system,
the path of a human walking on a floor is to be tracked using
multiple cameras. Alternately, suppose that, in some aug-
mented reality application, a synthetic two-dimensional
image or movie is to be superimposed onto a real image of
some object surface. In these systems, it is necessary to
compute accurate homographies between the target plane
and the image planes of the cameras and the proposed
method can help to achieve this with the calibrated projector.
As described, the proposed method determines only half
(i.e., four) the number of the degrees of freedomof the screen-
camera homography. The rest (i.e., the other four degrees of
freedom) need to be manually determined or certain partial
information regarding the screenhas to be assumed.Hence, it
can be considered that it would be simpler to place several
markers on the screen and to use them to compute the
homography. This could be true in some cases; however, it is
also true that there are several cases where the proposed
method is indispensable or simply more useful. This is
because of the following reasons: First, the proposedmethod
makes it possible to use the surfaces that are difficult or
physically impossible to place markers as the screen, for
example, the ground of a large stadium, ceiling of a room,
water surfaces, etc. Second, the remaining four degrees of
freedom that are not determined by themethod happen to be
suitable for manual adjustment. The four, translations 2,
rotation 1, and scaling 1, are intuitively adjustable, while the
other four, being parallel 1, forming right angles 1, and aspect
ratio 1, are not. Moreover, in some applications, it could be
even desirable to provide for manual adjustment; this would
be especially the case when the purpose is adjustment of the
images projected by data projectors. If it is still required to
automatically determine the remaining four degrees of
freedom, it is necessary to assume some additional informa-
tion regarding the geometry of the screen surface. For
example, if there are two known points, or if there is one
known point as well as one known line, then, clearly, it is
possible to determine the remaining four degrees of freedom.
In this study, we do not consider this problem any further.
In the reminder of the paper, we show the theory and
algorithm for the problem of the screen-camera homogra-
phy estimation. Section 2 describes the basic geometry of
the projector-camera systems. Section 3 shows that the
screen-camera homography can be determined with no
prior knowledge regarding the screen. In Section 4, a
noniterative algorithm for the problem is derived based on
the results of Section 3. Section 5 shows the results of
several experiments conducted for testing the performance
of the proposed method. Finally, demonstrations of a few
applications of the method are shown in Section 6. In the
Appendix, another problem of calibration of projector-
camera systems is discussed; the knowns and unknowns
are reversed here and the parameters of the projectors are
estimated when the screen-camera homography is known.
2 PROJECTOR-CAMERA SYSTEM
Fig. 1 shows the projector-camera system considered in this
paper. It is composed of a single screen, a single camera,
and projectors. The screen and the camera are both assumed
to be stationary in the scene. We also assume the screen to
be perfectly planar. As for the projector, there can be a
single projector that moves freely, or multiple projectors
that are stationary. Thus, we consider multiple poses of the
projector(s). We start discussion by describing what
projectors we deal with in this paper.
2.1 Projectors Considered in This Paper
Projectors can be categorized into two types: laser projectors
andnonlaser light projectors. The former is theprojectors that
emit laser beams toward space and draw some pattern on the
surface of an object. An example is laser pointers used in
presentation. The laser projectors that we consider here are
such that 1) multiple laser beams or equivalent are used,
2) they have a single focal point, that is, the beams can be
considered to be (virtually) emitted from a single point, and
3) the beamsmake apattern that is complex enough tomake it
possible to compute aplanarhomography.Manycommercial
projectors are available that meet these requirements; there
are products that can evenmake arbitrary pattern. The latter,
1846 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 27, NO. 12, DECEMBER 2005
Fig. 1. A projector-camera system.
Authorized licensed use limited to: TOHOKU UNIVERSITY. Downloaded on March 05,2010 at 00:21:15 EST from IEEE Xplore.  Restrictions apply. 
the nonlaser projectors, includes many conventional projec-
tors called data projectors consisting of optical lenses, image
generators suchasLCDandDMD,andnonlaser light sources.
Although these two types of projectors are different in
several aspects, they are geometrically identical as long as
the laser projectors have a single focal point and, therefore,
the theoretical results that will be shown later hold equally
for both of them. An important note is that the results
presume that projection rays of the projectors are (at least
relatively) known. This is not a problem for the laser
projectors, which have fixed projection rays. For the
nonlaser light projectors, it means that their intrinsic
parameters have to be known, or the projectors need to be
calibrated. This might sometimes be a limitation when
using the proposed method for the nonlaser light projectors.
2.2 Relation between Projectors and Screen
From now on, we principally assume the laser projectors for
the purpose of presentation. We first derive the relation
between the direction of each beam of the projector and its
corresponding point on the screen. To do this, we define a
three-dimensional coordinate frame O-XYZ attached to the
projector so that its origin coincideswith the focal point of the
laser beams (see Fig. 1). We call this the projector coordinate
frame. We use M  ½X;Y ; Z> to represent the direction of
each beam in this coordinate system. We also define another
coordinate frame o-xyz for the screen so that its xy plane
coincides with the screen plane and call this the screen
coordinate frame. Letm  ½u; v; 1> be homogeneous coordi-
nates of the screen point, where ½u; v are the x and y screen
coordinates of that point. Then, the two three-vectorsm and
M are connected by
m / KRM; ð1Þ
where
K ¼
z 0 x
0 z y
0 0 1
24 35; ð2Þ
where x, y, and z are variables such that ½x; y;z give the
screen coordinates of the projector position;R is a rotational
component of the coordinate transform from the projector
frame to the screen frame. Equation (1) is confirmed by
considering that the projector and the screen form a system
that has the same geometry as a pinhole camera (see Fig. 1);
the position of the projector corresponds to the projection
center and the screen corresponds to its image plane.
Now, suppose that we are given a 3 3 matrix Hps, or a
projector-screen homography, such that
m / HpsM:
Applying a variant of the QR decomposition toHps,Hps can
be factorized into an upper triangular matrix K0 and a
rotation matrix R0:
Hps ¼ K0R0: ð3Þ
By confining the signs of the diagonal elements of K0 to be
either ½þ;þ;þ or ½;;þ, the above factorization can be
made unique up to these two cases. In order to guarantee
detR0 ¼ 1, we normalize Hps so that detHps > 0. Then, the
position of theprojector canbeuniquelydeterminedup to the
sign of the z coordinate by comparingK0withK of (2) and the
orientation can be correspondingly determined from R0. In
thisway, thepointer pose canbe calculated ifHps is provided.
2.3 Relation between Screen and Camera
However, we can observe only the images of the projected
patterns on the screen that are taken by the camera. Hence,
in order to get the projector-screen homography Hps, we
need to derive information on the screen plane from the
observable images. Let n be homogeneous coordinates of an
image point. As is well-known, an image point and its
corresponding point on the screen are connected by
n / Hscm;
where Hsc is the screen-camera homography. The substitution
of m / HpsM into the above equation yields
n / HscHpsM: ð4Þ
By defining yet another homography, a projector-camera
homography, as Hpc  HscHps, this can be rewritten as
n / HpcM: ð5Þ
The projector-camera homography, Hpc, can be readily
determined ifM’s are given and their corresponding image
points (ns) can be identified. Since the screen-camera
homography Hsc is constant independently of the projec-
tor’s pose, if Hsc can be determined in advance by some
method, the Hps of our interest can be simply computed as
Hps / H1sc Hpc:
Thus, the problem is to obtain the screen-camera homo-
graphyHsc. If there are several points of known coordinates
on the screen surface, this canbeeasilydone. Ifmore than four
point correspondences are given, Hsc can be determined. In
the next section, we consider determining Hsc in the case
where no feature is available on the screen surface.
3 SCREEN-CAMERA HOMOGRAPHY ESTIMATION
3.1 Problem Formulation
We assume here that the projector-camera homographyHpc
can always be computed from the images taken by the
camera. In the case of the laser projectors, this is possible if the
directionM of each beam is known. Also, it is necessary to
assume that all of the beams have a single focal point. In the
case of the nonlaser light projectors, this is possible if the
projector is calibrated. In addition, of course, in both cases,
some correspondence between the camera-image and the
projector-image, e.g., point correspondences fðn;MÞg, needs
to be established.
Then, we consider the following problem.
Problem 3.1. Given a sequenceHpc;1; . . . ;Hpc;n, whereHpc;i is the
projector-camera homography corresponding to ith projector
pose, determine the screen-camera homography Hsc (and the
projector poses).
The following will be shown with respect to the
solvability of this problem.
Proposition 3.1. From a sequence Hpc;1; . . . ;Hpc;n, Hsc can be
determined up to a transformation with four parameters. Three
of them correspond to freedom of the choice of the screen
coordinate frame and the rest is freedom of scaling.
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Suppose that, for a given sequence Hpc;1; . . . ;Hpc;n, a
particular Hsc enables factorization H
1
sc Hpc;i / KiRi.
Further suppose that there exists a 3 3 matrix T such that,
for anyK andR, it is possible thatTKR / K0R0, whereK0 is
anymatrix of the form of (2) andR0 is any orthogonal matrix.
Then, a matrix defined by H0sc / HscT1 should be another
valid screen-camera homography. This is because
Hpc;i / HscKiRi / HscT1TKiRi ¼ H0scK0iR0i:
Thus, a key issue is if such T exists and, if so, what property
it should have.
3.1.1 Difference from the Problem of Autocalibration of
Cameras
The above problem is quite similar to the problem of
autocalibration of cameras [5], [6], [7]. The problem is to
estimate camera parameters, including intrinsic ones, from a
sequence of images. It can be expressed as upgrading
projective reconstruction to metric reconstruction, which is
done by factorizing 3 4matrices called the cameramatrices
into a desired form. Given a set of the camera matrices,
denoted byP, the goal is to find a 4 4matrixTp that enables
the factorizationPTp / K½R j Rt,whereK is thematrixof
intrinsic camera parameters, andR and t are the parameters
representing the pose of the camera. By denoting the first
3 3 matrix of P by H (i.e., P ¼ ½H j e), the problem is, in
essence, to find a 3 3matrixT that enables the factorization
H / KRT for a givenH using the fact thatK should have a
certain form andR should be a rotation matrix.
As described above, the goal of our problem is to find
Hsc that enables the factorization Hpc / HscKR for given
Hpc. By rewriting T  Hsc and H  Hpc, the form of the
factorization is written as H / TKR. Thus, this appears to
be similar to the above problem of autocalibration of
cameras. In fact, in both cases, the conditions on K and R
are used as clues for determining T. The only difference is
the order of K, R, and T. Because of this slight difference,
theories and methods developed for autocalibration of
cameras cannot be directly applied to our problem.
3.2 Uniqueness of Solution
In order to prove Proposition 3.1, we first show two
lemmas.
Lemma 3.2. A 3 3 real matrix V  ½v1;v2;v3> can be
decomposed asV / KR, whereK is a matrix having the form
of (2) and R is an orthogonal matrix if and only if
ðv1  v3Þ>ðv2  v3Þ ¼ 0 ð6Þ
and
jv1  v3j ¼ jv2  v3j: ð7Þ
Proof. The QR (or RQ, in this case) decomposition of V is
always possible as
V ¼
v>1
v>2
v>3
266664
377775 ¼ 
a11 a12 a13
0 a22 a23
0 0 1
266664
377775
r>1
r>2
r>3
266664
377775;
where r1, r2, and r3 are the vectors forming an
orthogonal system, and this decomposition is unique.
In order for V to be decomposed as described, it must
hold that a12 ¼ 0 and a11 ¼ a22, and vice versa.
Using the orthogonality of r1, r2, and r3, v1  v3 and
v2  v3 can be rewritten as v1  v3 ¼ 2ða11r1 þ a12r2 þ
a13r3Þ  r3 ¼ 2ða11r2 þ a12r1Þ and v2  v3 ¼ 2ða22r2
þa23r3Þ  r3 ¼ 2a22r1, respectively. Using the same
orthogonality,
ðv1  v3Þ>ðv2  v3Þ ¼ 4ða11r2 þ a12r1Þ>a22r1 ¼ 4a12a22:
Since a22 cannot be zero, it can be seen that ðv1  v3Þ>
ðv2  v3Þ ¼ 0, or (6), is equivalent to a12 ¼ 0. If a12 ¼ 0,
jv1  v3j ¼ 2a11. Since jv2  v3j ¼ 2a22, jv1  v3j ¼
jv2  v3j, or (7), is equivalent to a11 ¼ a22. tu
Lemma 3.3. LetT be a 3 3matrix.We callTK-form-preserving
if, for any matrixK having the form of (2), multiplication TK
can be decomposed asTK / K0U, whereK0 is also a matrix of
the form (2) andU is any orthogonal matrix. Then,T is K-form-
preserving if and only if T is given by
T /
cos   sin  p
 sin   cos  q
0 0 r
24 35; ð8Þ
where  is either 1 or 1.
Proof. We write T and K as
T ¼
t11 t12 t13
t21 t22 t23
t31 t32 t33
24 35 and K ¼ a 0 b0 a c
0 0 1
24 35:
Then, we apply the result of Lemma 3.2 here. By defining
V  TK and substituting into (6) and (7), we obtain two
equations for the entries of T. Those equations must hold
for anyK, i.e., any a, b, and c. Then, the coefficient of any
order terms aibjck must be zero in the equations. Several
equations are available, from which we obtain the
following as independent ones:
t12t31 þ t11t32 ¼ t22t31 þ t21t32 ¼ 0; ð9aÞ
t11t21 þ t12t22 ¼ 0; ð9bÞ
t211 þ t212 ¼ t221 þ t222: ð9cÞ
In order for T not to be a trivial solution of T ¼ 0, it
must hold that t31 ¼ t32 ¼ 0. Then, it is easy to see that
(8) is one parameterization that implicitly represents
(9a), (9b), and (9c).
In fact, if T is given by (8), the following decomposi-
tion is possible:
TK /
cos   sin  p
 sin   cos  q
0 0 r
264
375 a 0 b0 a c
0 0 1
264
375
¼
a 0 b cos  c sin þ p
0 a b sin þ c cos þ q
0 0 r
264
375 cos   sin  0 sin   cos  0
0 0 1
264
375:
ð10Þ
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The first matrix on the right-hand side has the desired
form and the second is an orthogonal matrix. tu
Now, we prove Proposition 3.1.
Proof of Proposition 3.1. LetHsc be the true screen-camera
homography. Then, Hpc;i can be decomposed as Hpc;i /
HscKiRi. In order for T to make possible a different
decomposition: HscKiRi / HscT1TKiRi / H0scK0iR0i, it
must be given in the form of (8), which has four free
parameters, , p, q, and r. From (10), the coordinates ½b; c; a
of thepointerpositionare transformedbyT into ½b0; c0; a0as
b0
c0
a0
24 35 ¼ ðb cos  c sin þ pÞ=rðb sin þ c cos þ qÞ=r
a=r
24 35:
Also, the pointer orientation is transformed as
R0 ¼
cos   sin  0
 sin   cos  0
0 0 1
24 35R:
Thus, it can be seen that the coordinates are transformed
by 2D translation on the screen plane by ½p; q, rotation by
angle  around the screen z axis, and exchange between a
left-hand system and a right-hand system by . These
can be said to correspond to choice of the screen
coordinate frame. It is also scaled by r. tu
Thus, we have shown that Hsc can be determined except
for the described ambiguities. These can be resolved only by
othermeans.Anexampleof such resolution is to fix the screen
coordinate frame including the floating scale by setting
K1 
1 0 0
0 1 0
0 0 1
24 35 and K2   0 00  
0 0 1
24 35; ð11Þ
which means that the first and second pointer positions are
set to ½0; 0; 1 and ½0; ; , respectively. Then, only T ¼
diag½1;1; 1 is allowed for making the decomposition
possible and we can determine Hsc up to any combination
of the signs. There are four combinations of the signs and,
thus, we have four possible solutions.
4 ALGORITHMS FOR COMPUTING THE
SCREEN-CAMERA HOMOGRAPHY
4.1 A Noniterative Method
In this section, we present an algorithm for solving
Problem 3.1.
The problem was to derive Hsc from a sequence
Hpc;1; . . .Hpc;n. We want to derive equations for Hsc in as
simple a form as possible. As in the case of camera
autocalibration, orthogonality of rotation matrices is used
first. Let Ai  Hpc;iH>pc;i. The substitution of Hpc;i /
HscKiRi into Ai  Hpc;iH>pc;i yields
Ai / HscKiRiR>i K>i H>sc ¼ HscKiK>i H>sc; ð12Þ
whereHsc andKi areunknowns.The fact thatKi has the form
of (2) places constraints on these unknowns, from which we
can derive equations forHsc. For example, the elimination of
entries ofKi from (12) results in two polynomial equations of
degree 4 for the entries of Hsc. They are, however, quite
difficult to solve analytically, due to their nonlinearity.2 Thus,
another way must be found.
As described, there is arbitrariness in the choice of the
screen coordinate system. By assumingK1 andK2 as in (11)
and exploring the properties of the resulting equations, we
canderivea comparatively simplealgorithmasshownbelow.
First, for the first pose, since K1K
>
1 ¼ I, we have
A1 / HscH>sc. Since A1 is symmetry, its singular value
decomposition (SVD) can be represented as A1 ¼ U1D1U>1 ,
whereU1 is anorthogonalmatrix andD1 is adiagonalmatrix.
We use here the following known result; see [8] for proof.
Lemma 4.1. For any given symmetry matrix A, consider a
square matrix X satisfying A / XX>. There are many
possible solutions. Let X0 be a particular solution. Then, all of
the possible solutions can be represented by X0Q, where Q is
any orthogonal matrix.
By applying this, we can represent Hsc without loss of
generality as Hsc / U1D
1
2
1Q, where D
1
2
1 is a diagonal matrix
whose elements are square roots of those of D1, and Q is an
orthogonal matrix.
We next define for the second pose
K2 ¼
 0 0
0  
0 0 1
24 35:
By substituting this along with Hsc / U1D
1
2
1Q into (12),
we have
A2 / U1D
1
2
1QWQ
>D
1
2
1U
>
1 ; ð13Þ
where
W  K2K>2 ¼
2 0 0
0 2 þ 2 
0  1
24 35: ð14Þ
By calculation, it can be shown that the matrix W has the
following eigenvalues:
1; 3 ¼ 
2þ2þ1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðð1Þ2þ2Þððþ1Þ2þ2Þ
p
2
2 ¼ 2:
(
ð15Þ
They are ordered as 1  2  3 independently of  and
, and the equalities hold only if  ¼ 0 or  ¼ 0. Since it
means that the pointer is exactly on the screen,  ¼ 0
should not happen. Thus, the above eigenvalues coincide
only when  ¼ 0.
Now, we want to determine the unknown Q. In (13), we
move known matrices U1 and D1 to the left-hand side and
define A02 D
1
2
1 U
>
1A2U1D
12
1 ð/ QWQ>Þ. Its SVD can be
represented as A02 ! U02D02U02>, where U02 is an orthogonal
matrix andD02 is a diagonal matrix. SinceA
0
2 / QWQ> and
QQ> ¼ I, knownA02 and unknownW should have collinear
eigenvalues. That is, letting 1, 2, and 3 ð1  2  3Þ be the
eigenvalues of A02, ½1; 2; 3> / ½1; 2; 3>. By solving this
for  and , we have  ¼2= ﬃﬃﬃﬃﬃﬃ13p and  ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃð12Þð23Þ=ð13Þp .
(Weagain neglect the case of ¼ 0here.)As a result, there are
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2. As is often done in the methods for camera autocalibration [5], we can
probably convert the nonlinear equations into linear ones by introducing
new redundant variables. This requires a huge amount of new variables,
however, due to the form of (12).
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four pairs of solutions for ð; Þ corresponding to the signs,
but, effectively, there are only two since  appears only in the
form of 2.
By substituting these solutions for ð; Þ intoW in (14), its
SVD can be computed:W! U020D020U020>. The substitution of
this into A02 / QWQ> yields A02 / QU020D020U020>Q>. Then,
we compare this with the SVD of A02, A
0
2 / U02D02U02>, that
have been already computed. It is well-known that, for any
matrix, its SVD,UDV>, is unique up to sign changes of any
column vector of U and V, if the singular values are all
different and sorted, say, in descending order. As described
above,W has different eigenvalues whenever  6¼ 0. There-
fore, if singular values are sorted in descending order, it
should hold thatU02 is equivalent toQU
0
2
0 up to sign changes
of column vectors. Thus, we can determineQ as
Q ¼ U02diag½1;1;1U020>:
There are eight solutions for Q corresponding to the sign
changes but effectively four since Hsc has inherent scaling
ambiguity. Thus, we have
Hsc / U1D
1
2
1U
0
2
1 0 0
0 1 0
0 0 1
24 35U020>:
There were two solutions for ð; Þ. Hence, there are, in total,
eight (2 4 ¼ 8) solutions that satisfy all the constraints
coming from the first and second poses. According to the
results of the last section,whendata froma sufficient number
ofposes aregiven, there shouldbeonly four solutions.Wecan
therefore choose four true solutions by testing each of the
eight solutions against the third and more poses. The
algorithm can be summarized as Fig. 2 and, as to the number
of poses required, the following can be said:
Proposition 4.2. If the parameterization by (11) is employed for the
first and second projector poses, eight solutions are obtained from
the corresponding two images, unless the positions of the two
projector poses are accidentally on a line perpendicular to the
screen. They can be reduced to four if additional poses are given.
The condition on the two projector positions in the above
statement guarantees  6¼ 0.
4.2 Nonlinear Iterative Refinement: Bundle
Adjustment
The above noniterative method determines the parameters
only from the first and the second images. The rest of the
images are used only for selecting solutions. It is clear that the
more images take part in the parameter estimation, the more
accurate theestimation.For thesolutionobtainedbytheabove
noniterative algorithm, we can refine the solution by
maximum-likelihood inference as is frequently done inmany
camera calibration methods. This is done by a nonlinear
minimization of the so-called reprojection errors:
P jpi bpiðÞj2 þ jqi  bqiðÞj2, where ðpi; qiÞ are the measured image
coordinates of the ith projector-image point, ðbpiðÞ; bqiðÞÞ are
their estimates given as functions of the parameter  wewant
to estimate. Employingminimal parameterization by (11),we
choose the following as the elements of :Hsc,R1; . . . ;Rn, the
elements of K2 other than (1,3), and K3; . . . ;Kn. This
nonlinear method can improve the estimation accuracy as
shown in the next section.
5 EXPERIMENTAL RESULTS
The proposed algorithm has been tested on both synthetic
and real data.
5.1 Synthetic Data
Experimental setup for synthetic data.Fig. 3 shows the setup
used for the experiments. The quadrilateral on one side of the
cube indicates a unit square on the screen plane. The triplets
of thin lines indicate the projector poses, which are randomly
chosen within a certain range of pose parameters. There is a
triplet of thick lines, which indicates the pose of the camera.
Although it uses three or more images, the accuracy of the
proposednoniterative algorithmdepends entirely on the first
and the second poses. Therefore, they are not randomly
chosen, but chosen especially so that the resulting images
become those shown on the right of Fig. 4.
The projector that has four discrete beams is assumed
here. The beams are along the edges of a square cone that
has a  diagonal angle, as shown in Fig. 3b. The resulting
synthetic images are shown in Fig. 4. The largest quad-
rilateral is the unit square on the screen, which is also
shown in Fig. 3. The small quadrilaterals scattered in the
image represent the projections of the beams on the screen;
their four corners are the image points of the beam spots.
Then, Gaussian noise with mean 0 and variance 2 is added
to those image points. The noise level  is changed from 0.1
to 1.5 pixels, assuming the image size to be 500 500 pixels.
Accuracy measures of Hsc. In the first experiment, we
examined the accuracy of the estimations by the proposed
noniterative algorithm and the nonlinear refinement. Their
estimation accuracies are measured using recovery of the
projector poses using estimated Hsc. In order to distinguish
the noise effects on the Hsc estimation and those on the
Hpcdecomposition, twoimagesequencesareprepared.Oneis
generated with noise and the other without. The former is
usedforestimatingHsc andthe latter isusedforevaluating the
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Fig. 2. The proposed algorithm.
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accuracyof theestimatedHsc. For the sequencewithoutnoise,
the estimation accuracy ismeasured by errors of the recovery
of the projector poses:
ðError of positionÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
100
X100
i¼1
jti btij2
vuut
and
ðError of orientationÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
100
X100
i¼1
jIRi bR>i j2
vuut :
Performance with regard to the noise level. In this
experiment, we varied the noise level  from 0.1 to 1.4 pixels.
For eachnoise level, 100 trialswere independently conducted
by randomly choosing the image noise alone. The beamangle
was set to  ¼ 20 degrees. Fig. 5 shows the results. It can be
seen that for the case of  ¼ 0:5 pixels, which is considered to
be a typical case, the relative errors for the noniterative
algorithm are less than 10 percent for both the position and
orientation. It can also be seen that the nonlinear refinement
improves the estimation accuracy and that more images are
used, the greater is the improvement in accuracy.
Performance with regard to the beam angle. It is
anticipated that we will get poor results with projectors
with a small beam angle. In this experiment, we varied the
beam angle  from 10 to 40 degrees. The noise level  was
fixed at 0:5. The results are shown in Fig. 6. The estimation
errors seem to be inversely proportional to square of the
beam angle and it can be seen that the accuracy varies
drastically from 10 to 20 degrees. It might be said that it is
the most important to ensure the beam angle is sufficiently
large for applications that require accuracy.
5.2 Real Data
The proposed algorithm was also tested on real images. The
projectorusedherehad four laser beams,whichweremadeof
four off-the-shelf single-beam type laser pointers. An
ordinary whiteboard of approximately 1:5m 1:0m is used
for the screen, as shown in Fig. 7. On the screen, four marker
points were attached for evaluating the accuracy of the
results. A Nikon digital camera D1 was used, whose image
size is 2; 000 1; 312 pixels. The lens has a field angle of
approximately 40 degrees.
Theprojectorwascalibrated inadvance,whichwassimply
measuring directions of the beams. This was done in a
mechanical way.We first fixed the projector at a certain point
in space and made it generate beam spots on a whiteboard
with scale marks. We then recorded the coordinates of those
beam spots, and also the coordinates of the projector position
by measuring the dimensions of a line that starts from the
center of projection and is perpendicular to the whiteboard.
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Fig. 4. An example of the synthesized images overlayed into one image.
(a) Twenty images. (b) The first and second images that are used as
“key images” in the proposed algorithm.
Fig. 5. Errors versus the noise level of the image points. (a) Projector
position. (b) Orientation. “CF” indicates the proposed noniterative
algorithm and “BAn” indicates nonlinear refinement using n images.
Fig. 3. (a) Two views of an example sequence of the projector poses used for the experiments. (b) Configuration of the projector and its four beams;
see text.
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The directions of the beams were calculated from these
coordinates. They could have about 1 percent errors.
An example of the images acquired is shown in Fig. 8. The
beam spots appearing on the images were automatically
extracted by color thresholding and correspondence between
these spots and the beams were manually established. Since
each beam spot had an area, although it is small, its centroid
was computed todetermineexact imagecoordinates. The two
projector poses that were used as the “key” pair of poses for
the noniterative algorithm were chosen so that they had as
wide an angle as possible, that is, their positions were almost
on opposite edges of the space used and their orientations
were directed toward about the same point on the screen.We
think that, in most cases, choosing the key poses in this way
will yield satisfactory results and, in most applications, it is
allowed todo so.When it is necessary to automatically choose
a good pair of poses from a given set, one can use a random
search. The goodness of a randomly selected pair of poses can
be evaluated by the residue of bundle adjustment.
Since it is difficult to get the ground truth of the pointer
poses in this case, we measured the estimation accuracy in
the following way. First, the screen-camera homography
Hsc was estimated from the four marker points attached on
the screen. Let bHsc;0 be the estimation. This is expected to be
highly accurate due to the use of the special purpose marker
points. Thus, we thought of this as the ground truth forHsc.
The estimation by the proposed algorithm, bHsc, was then
compared with bHsc;0. As shown earlier, there is ambiguity
in the determination of the screen-camera homography, and
thus direct comparison between bHsc and bHsc;0 does not
make sense. They are connected by the following relation if
both are correct:
bHsc;0 / bHscT;
whereT is a matrix having the form of (8). In other words, ifbHsc is correct,T0  bH1sc bHsc;0 should have the form (8). Thus,
the estimation accuracy can be measured by checking the
matrixT0. Let ½t1; t2; t3  T0. The conditions forT0 having the
form(8)aregivenas (9a), (9b), and (9c),whichcanberewritten
as ea  1 ½0; 0; 1> dðt1  t2Þ ¼ 0, eb  jt1j  jt2j ¼ 0, and
ec  ðt>1 t2Þ=ðjt1jjt2jÞ ¼ 0. If errors exist in the estimation, ea,
eb, and ec have nonzero values. Thus, we used ea, eb, and ec as
indexes for the estimation accuracy.
For 13 selected pairs of the images, we applied the
proposed noniterative algorithm. The resulting indexes ea,
eb, and ec are shown in Table 1. It can be said that the results
have considerably accuracy, assuming that bHsc;0 is correct.
An example of recovered projector poses is shown in Fig. 9.
In the same figure also poses recovered from bHsc;0 is shown,
to which the coordinate transform given by T0 were
applied. The two recovery results almost coincide and,
thus, their difference is hardly seen.
6 DEMONSTRATION OF THE APPLICABILITY
We developed a working system in order to explore the
applicability of the proposed method. It comprises a PC, a
camera connected to it, a laser beam projector, and PC
software. Fig. 10 shows the projector used, which comprised
off-the-shelf single-beamtype laserpointers similar to theone
used in theprevious experiment. In this case, theprojectorhas
five beams. The projector was calibrated in the samemanner
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Fig. 7. Experimental setup.
Fig. 8. An example of the image and its enlarged subimage of four beam
spots.
TABLE 1
The Indexes for the Estimation Accuracy
over 13 Pairs of Images; See Text
Fig. 6. Errors versus the angle spanned by the beams. (a) Projector
position. (b) Orientation.
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as in the last section. In order to obtain the images of the
screen, we used a USB camera of 320 240 pixels.
The detection of the beamspots in the images is performed
by a simple combination of thresholding and maximum
search. The correspondence between the beams and their
spots is established automatically by a special algorithm.
Assuming that the beam spots are correctly extracted, the
algorithm searches every possible combination of the beams
and beam spots. In fact, there are only four combinations in
this case of a five-beam projector for the following reason.
Given five beam spots on the image, the innermost beam spot
can always be identified separately from the other four
(outermost) beam spots because the innermost beam spot
always lies within the rectangle formed by the other four.
Furthermore, there are only four possible combinations of the
four outermost beams and their spots because the circular
order of the beam spots along the rectangle has to be retained.
Thus, the algorithm computes the homography from each of
these four combinations of the outermost four beams and
their spots and then tests the resulting homography with the
innermost beam spot—whether or not the position of the
innermost beamspot estimatedby thehomography is close to
the actual position observed. A single correct projector-
camera homography is then chosen. The computational
complexity of the algorithm is so small that it can be easily
executed in real time.
Fig. 11showsanexampleof calibrationby thesystemwhen
a wall is used as the screen. The screen-camera homography
was computed by the proposed noniterative algorithm from
the first three images of Fig. 11. The remaining ambiguity in
the homography, that is of four degrees of freedom—rotation
(1), translations (2), and scale (1)—was determinedmanually
byusingan interactive tool. In the lower-right imageofFig. 11,
the text, “Homography,” is superimposed using the esti-
matedhomography. It can be seen that the superimposed text
matches the grid on the wall well, which confirms that the
homography was accurately computed.
Fig. 12 shows a result obtained when the systemwas used
for pose estimation of the projector. The screen-camera
homography was computed in advance from three images
similar to those shown in the upper row of Fig. 12. The
ambiguity in the screen-camera homography was manually
determined as above. It can be seen that the recovered
projector poses (the middle row of Fig. 12) exactly reflect the
true poses of the projector in the person’s hand shown in
images of the scene (the bottom row).
As described earlier, the proposed method could be used
as an independent calibration method for other applications.
We conducted experiments to correct distortion of a data
projector using the method. Fig. 13 shows a configuration of
the system. A featureless white wall is used as the screen
surface.AnLCDdataprojector is placedobliquely toward the
wall, which causes a distortion of the projected image, and a
camera on the table takes the image of the wall.
First, we estimated the screen-camera homography using
the laser beam projector and determined its ambiguity
manually as discussed previously. Then, we projected a
pattern onto the white wall using the data projector and
computed the homography between the data projector and
the camera using the camera image of that pattern. By
combining these two homographies, we can compute the
homography between the data projector and the wall. By
using this homography, we warped the input image to the
data projector so that the distortion of the final image on the
wall was corrected. Fig. 14 shows the original image and the
distortion-corrected image, which were obtained by another
camera fromadifferent point. It should benoted that the laser
projector was used to estimate the screen-camera homo-
graphy and that the data projector does not play any role in
the estimation. If there are multiple data projectors and they
are all calibrated, the homography could be estimated using
only such data projectors.
7 SUMMARY
We have shown that, for the projector-camera system, if
each projector is calibrated and what each projector projects
toward space is known, the screen-camera homography can
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Fig. 10. A five-beam laser beam projector.
Fig. 11. An example of calibration by the system. The first three images
are the images used for the homography estimation. The five crosses in
each image indicate the position of the beam spots. The lower-right
image shows the superimposition using the estimated homography.
Fig. 9. An example of projector pose recovery. Projector poses
recovered using bHsc;0 are also shown.
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be determined from a set of the images obtained by the
camera, up to a transformation with four degrees of
freedom. We have also shown that the transformation
corresponds to arbitrariness in choosing a two-dimensional
coordinate system on the screen surface. Based on these
theoretical results, we have derived a noniterative algo-
rithm that can directly provide solutions for two or more
images. The performance of the proposed method has been
confirmed by several experiments.
APPENDIX A
ESTIMATING THE BEAM DIRECTIONS GIVEN THE
SCREEN-CAMERA HOMOGRAPHY
In the main body of the paper, we have considered the
problem of estimating the screen-camera homography Hsc
given the projector-camera homography Hpc. It was
assumed that, in the case of the laser projectors, the
direction of each beam was given and, in the case of the
nonlaser light projectors, the projectors were calibrated. We
may consider a different situation: The screen-camera
homography is already given, while the direction of each
beam is unknown, or the projector is uncalibrated. If the
system has a single projector that moves in space, it is
possible to determine these unknowns.
As in the previous problem, we can observe only the
images taken by the camera. In this case, we do not know the
beam direction M and, thus, cannot directly compute Hpc.
Instead, we compute the camera-camera homography be-
tween two different projector poses. Let Hci;j be this
homography:Hci;j  HpcjH1pci . This matrix can be computed
given two images corresponding to the two projector poses.
From the equation Hpc / HscHps, this is rewritten as
Hci;j / ðHscHpsjÞðHscHpsiÞ1. Using the relation Hps / KR
and moving the two Hscs to the left-hand side, this can be
further rewritten asH1sc Hci;jHsc / KjRjR>i K1i . For the sake
of simplicity,wedefineHi;j  H1sc Hci;jHsc. In this case,Hsc is
givenand, thus,Hi;j canbecomputed.Rewriting theequation
one more time we have
Hi;jKi / KjRjR> ¼ KjðRjR>Þ: ð16Þ
Thus, similarly to the previous problem, we are to find Ki
that enables the above factorization, where all but Hi;j are
unknown.
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Fig. 13. The setup for a distortion correction experiment. From left to
right, a PC, a data projector connected to it, a white wall used as the
screen, and a USB camera connected to the PC. Fig. 14. (a) The original image and (b) the corrected image.
Fig. 12. Results of the six-DOF pose estimation. From top to bottom, the images taken by the camera, the pose of the projector estimated from the
images (the small cone indicates the projector and the quadrilateral shows the area on the screen surface corresponding to the viewing area of the
camera image), and the images of the scene taken by another video camera from a different point. Each column corresponds to the same time
instant. The projector is in the right hand of the person throughout the sequence.
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Interestingly, unlike the previous problem, the factoriza-
tion form of (16) is the same as the problem of camera
autocalibration. Thus, this can be solved easier. As shown in
Lemma 3.2, in order for the left-hand side of (16) to be
factorized as the right-hand side, V  Hi;jKi needs to
satisfy (6) and (7). Let hk be each column vector of Hi;j, i.e.,
Hi;j ¼ ½h1;h2;h3. Then, the resulting conditions can be
represented as follows:
f3g3ðx2 þ y2 þ z2Þ
 ðf1g3 þ f3g1Þx ðf2g3 þ f3g2Þy ¼ f1g1  f2g2
ðf23  g23Þðx2 þ y2 þ z2Þ
 2ðf1f3  g1g3Þx 2ðf2f3  g2g3Þy ¼ f21  g21  f22 þ g22;
where f ¼ ½f1; f2; f3  h1  h3, g ¼ ½g1; g2; g3  h2  h3,
and ðx; y; zÞ is the projector position encoded in Ki. These
are linear polynomial equations with respect to three
unknowns x, y, and 	  x2 þ y2 þ z2. Thus, if we have one
more pose, say l and Hil, we can determine these
unknowns. When we have more poses, we could determine
them in a least square sense. As a result, the position ðx; y; zÞ
of the ith projector pose can be determined up to the sign of
z. Once the projector position of the first pose is determined,
M, the direction of each beam, can be computed as a vector
connecting the projector position recovered and the screen
coordinates m of the beam. Or, the internal parameters of
the projectors can be computed. No information about the
rotation component is available here, but this is natural
since there is rotational ambiguity in choosing the projector
coordinate system. Note that, unlike the previous problem,
the above method cannot be applied to the case of multiple
projectors, since the camera-camera homography Hci;j
between poses is used here, which assumes the same image
is projected at different poses.
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