We investigate whether the pseudo-intents of a given formal context can efficiently be enumerated. We show that they cannot be enumerated in a specified lexicographic order with polynomial delay unless p = np. Furthermore we show that if the restriction on the order of enumeration is removed, then the problem becomes at least as hard as enumerating minimal transversals of a given hypergraph. We introduce the notion of minimal pseudo-intents and show that recognizing minimal pseudo-intents is polynomial. Despite their less complicated nature, surprisingly it turns out that minimal pseudo-intents cannot be enumerated in output-polynomial time unless p = np.
Introduction
Formal Concept Analysis (FCA) [16] is a field of applied mathematics with its roots in order theory, in particular the theory of complete lattices. FCA emerged in the 1980s from efforts to restructure lattice theory with the purpose of providing a lattice-theoretic formalization of the notions of a concept and a conceptual hierarchy [42, 43] . Since then it has proven successful in various fields including data analysis, machine learning and knowledge acquisition. Given a set of data consisting of objects and some of the properties of these objects, FCA builds an ordered set that reveals the inherent hierarchical structure and the implicit dependencies that occur between the properties of these objects.
In FCA, data is represented in a binary matrix called a formal context. A formal context is a simple way of specifying which objects have which attributes. Given a formal context, one way to analyze the data in this formal context is to compute (a canonical base of) the implications between its attributes. Implications between attributes are dependencies of the form "every object that has the attributes m i1 , . . . , m ik also has the attributes m j1 , . . . , m jl ". A formal context can have many implications, more precisely exponentially many in its size. Moreover, a big fraction of these implications are redundant, i.e., they can be derived from other implications. Therefore, one is interested in computing a non-redundant set of implications from which all implications of the formal context can be derived. In [20] Duquenne and Guigues give the definition of such an implicational base, which is called the Duquenne-Guigues Base of a formal context. The Duquenne-Guigues Base is not only non-redundant, but it is also of minimum cardinality, i.e., it contains the mininum number of implications that generate all implications. The Duquenne-Guigues Base of a formal context consists of the implications whose left hand sides are the so-called pseudo-intents of this formal context. Therefore, it is of crucial importance to efficiently enumerate pseudo-intents. Kuznetsov shows in [29] that the number of pseudo-intents can be exponential in the size of the formal context. Given this fact, it is clearly not possible to enumerate them in polynomial time. Therefore it makes sense to analyze this problem using the criteria introduced for measuring performance of enumeration problems [24] . Existing algorithms for enumerating pseudo-intents are not efficient w.r.t. these criteria. The most well-known algorithm next-closure introduced by Ganter in [14, 15] , besides pseudo-intents always generates the so-called concept intents as well, which can be exponentially more than the pseudo-intents. That is, the runtime of the algorithm is not bounded by a polynomial in the size of the output, i.e, it is not output-polynomial. Similarly, the time complexity of the attribute incremental algorithm introduced in [35] also depends on both the number of pseudo-intents and the number of concept intents. In the light of our current knowledge, it is not clear whether pseudo-intents can efficiently be enumerated.
The present work aims to answer this question. In Section 4 we investigate whether pseudo-intents can be enumerated in a specified lexicographic order with polynomial delay, i.e., with at most polynomial time between every pseudointent. It turns out that the first pseudo-intent can be computed in polynomial time, however, it is not possible to enumerate all of them with polynomial delay, unless p = np. In Section 5 we remove the restriction on the order of enumeration and investigate whether it is possible to enumerate pseudo-intents in output polynomial time, i.e, time polynomial in the size of the input formal context and the number of pseudo-intents of this formal context. We show that in this setting enumerating pseudo-intents is at least as hard as enumerating the minimal transversals of a hypergraph, which is a prominent open problem. However, whether it is possible to enumerate them in output polynomial time or not, remains open. In Section 6 we restrict our attention to pseudo-intents that we call minimal pseudo-intents, which are pseudo-intents that do not contain another pseudo-intent. We show that minimal pseudo-intents can be recognized in polynomial time, however surprisingly they cannot be enumerated in outputpolynomial time (unless p = np) despite their less complicated nature. Some of our results have already appeared in [38, 4] . 
Preliminaries

Formal Concept Analysis
In FCA, one represents data in the form of a formal context, which in its simplest form is a way of specifying which objects have which attributes: Definition 1 (Formal context). A formal context is a triple K = (G, M, I), where G is a set of objects, M is a set of attributes, and I ⊆ G × M is a relation that associates each object g with the attributes satisfied by g. In order to express that an object g is in relation I with an attribute m, we write gIm.
A formal context is visualized as a cross table, where the rows represent the objects, and the columns represent the attributes of the context. A cross in column m of row g means that object g has attribute m, and the absence of a cross means that g does not have attribute m. In the present work we consider only formal contexts with finite attribute sets. Example 2 demonstrates a formal context about quadrilaterals and some of their properties. In the following we are going to refer to a formal context only as context for short.
Example 2. Table 1 demonstrates a context about quadrilaterals and their attributes concave, square, rectangle, 4 equal sides, and parallelogram. The objects of the context are depicted in Figure 1 . For instance the object 3 has the attributes rectangle and parallelogram, but it does not have the attributes concave, square and 4 equal sides.
Given a context, one can ask for the set of objects sharing a common set of attributes, or dually the set of attributes that are possessed by a common set of objects. These operations are called derivation operations.
Definition 3 (Derivation operator). Let K = (G, M, I) be a context. For a set of objects A ⊆ G, we define the set of attributes that all objects in A have in common as A := {m ∈ M | ∀g ∈ A. gIm}. Similarly, for a set of attributes B ⊆ M , we define the set of objects that have all attributes in B as B := {g ∈ G | ∀m ∈ B. gIm}.
, it is easy to see that
As an easy consequence of this, one obtains that double application of the derivation operator, i.e. (·) , yields a closure operator on both G and M . Using this closure operator one can describe a "natural clustering" between the objects and the attributes of a context. (A, B) where A ⊆ G, B ⊆ M such that A = B and B = A. A is called the extent, and B is called the intent of (A, B).
In the following instead of formal concept we will say concept for short. For every set A ⊆ G, A is an intent of some concept since (A , A ) is always a concept. A is the smallest extent containing A. Consequently a set A ⊆ G is an extent if and only if A = A . The same applies to intents. The intersection of any number of extents (respectively intents) is always an extent (intent). Hence the set of all extents forms a closure system on G, and the set of all intents forms a closure system on M [16] .
Given a set of data as a context, the most common method to analyze it is to find (a canonical base of) the implications between the attributes of this context. Implications between attributes are dependencies that hold in a given context. Definition 5 (Implication between attributes). Let K = (G, M, I) be a context. An implication between the attributes in M is a pair of sets L, R ⊆ M , written as L → R. An implication L → R holds in K if every object of K that has all of the attributes in L also has all of the attributes in R, i.e., if L ⊆ R . We denote the set of all implications that hold in K by Imp(K), and call it the implicational theory of K.
A set of implications induces its own closure operator which is defined as follows:
Definition 6 (Implicational closure). Let L be a set of implications. For a set P ⊆ M , the implicational closure of P under L, denoted by L(P ), is the smallest subset Q of M such that P ⊆ Q, and L → R ∈ L and L ⊆ Q imply R ⊆ Q. It is easy to see that L(·) is indeed a closure operator.
From the view point of logic, computing the implicational closure is just computing consequences in propositional Horn logic. In fact, the notions we have just defined can easily be reformulated in propositional logic. To this purpose, we view the attributes as propositional variables. An implication L → R can then be expressed by the formula φ L→R := r∈R ( ∈L → r). Let Γ L be the set of formulae corresponding to the set of implications L. Then L(P ) = {b ∈ M | Γ L ∪{ p∈P p} |= b}, where |= stands for classical propositional consequence. Since the formulae in Γ L are Horn formulae, the implication closure L(B) can be computed in time linear in the sizes of L and B using methods for deciding satisfiability of sets of propositional Horn clauses [5] . Alternatively, these formulae can be viewed as expressing functional dependencies in a relational database, and thus the linearity result can also be obtained by using methods for deriving new functional dependencies from the given ones [33] .
Definition 7 (Implication base). The implication L → R is said to follow from a set of implications J if R ⊆ J (L). The set of implications J is called complete for a set of implications L if every implication in L follows from J . It is called sound for L if every implication that follows from J is contained in L. A set of implications J is called a base for a set of implications L if it is both sound and complete for L, and no strict subset of J satisfies this property.
For a given context K = (G, M, I), and a set of implications J , if J is sound and complete for Imp(K) then the two closure operators that we have introduced until now coincide, i.e., B = J (B) for all B ⊆ M . Consequently, given a base J for Imp(K), any question of the form "B 1 → B 2 ∈ Imp(K)?" can be answered in time linear in the size of J ∪ {B 1 → B 2 } since it is equivalent to asking whether B 2 ⊆ B 1 = J (B 1 ).
The implicational theory of a context can be large. More precisely it can be exponentially large in the size of the given context [29] . Thus, one is interested in "small" bases generating the implicational theory. There may exist different implicational bases for a given context, not necessarily all of them with minimum cardinality. A base J of Imp(K) is called a minimum base if no other base of Imp(K) has cardinality less than the cardinality of J . In [20] Duquenne and Guigues have defined such a base for contexts with a finite set of attributes. It is called the Duquenne-Guigues Base or the stem base of a context. The definition is based on the notion of a pseudo-intent:
) if P = P and Q P holds for every pseudo-intent Q P . Equivalently, a set P ⊆ M is called a pseudo-intent if P = P , it is a quasiintent, and for every quasi-intent Q P , Q P holds, where a quasi-intent is defined as a set Q ⊆ M that satisfies R ⊆ Q or R = Q for any R ⊆ Q.
The Duquenne-Guigues Base of a context K consists of the implications that have the pseudo-intents of K as left hand sides.
Definition 9 (Duquenne-Guigues Base). The Duquenne-Guigues Base of a context K is the set of implications {P → P | P a pseudo-intent of K}.
It has been shown in [20] that the Duquenne-Guigues Base is sound, complete and it is of minimum cardinality, i.e., it is a minimum base.
Example 10. For instance the Duquenne-Guigues-Base of the context K q in Example 2 consists of the following 5 implications: {concave, parallelogram} → {square, rectangle, 4 equal sides} {square} → {rectangle, 4 equal sides, parallelogram} {rectangle} → {parallelogram} {4 equal sides} → {parallelogram} {rectangle, 4 equal sides, parallelogram} → {square}
The pseudo-intents of a context have the following property that we are often going to make use of in the coming proofs.
Proposition 11. Let K = (G, M, I) be a formal context and U ⊆ M a set of attributes. If U is not closed with respect to (·) then there is a pseudo-intent P ⊆ U such that P ⊆ U .
Proof. In the case where there is a pseudo-intent Q U such that Q ⊆ U the claim holds trivially. We examine the remaining case where every pseudo-intent Q that is strictly contained in U satisfies Q ⊆ U . Since U is not closed with respect to (·) it holds in particular that U = Q for every pseudo-intent Q U . Hence Q U holds for every pseudo-intent Q U . Therefore U is itself a pseudo-intent by Definition 8. We have thus shown that U is a pseudo-intent that satisfies U ⊆ U and U ⊆ U , i. e. the original claim holds for P = U .
Complexity of Enumeration Problems
As already mentioned in Section 1, the main problem that we consider in the present work is the problem of enumerating the pseudo-intents of a given context. For analyzing this problem we are often going to refer to notions from computational complexity theory [17, 36] , especially to notions about the complexity of enumeration problems which were introduced in [24] .
In complexity theory we are sometimes interested not only in deciding whether a problem has a solution or not, but also in enumerating all solutions of this problem. We call such problems enumeration problems. For analyzing the complexity of enumeration problems where the number of solutions can be exponential in the size of the input, one needs appropriate measures. One such measure is the notion of polynomial delay [24] . We say that an algorithm that enumerates all solutions of an enumeration problem runs with polynomial delay if the time until the first solution is generated, and thereafter the time between every two consecutive solutions is bounded by a polynomial in the size of the input. An example of such an algorithm is the one given in [40] that enumerates all maximal independent sets of a graph with polynomial delay.
Another measure of performance for enumeration algorithms is to take into account not only the size of the input, but also the size of the output. We say that an algorithm runs in output polynomial time (or polynomial total time) [24] if it outputs all solutions in time polynomial in the size of the input and the output. Clearly, every polynomial delay algorithm is also an output polynomial algorithm, i.e., the notion of polynomial delay is stronger than the notion of output polynomial. An output polynomial algorithm runs in polynomial time (in the size of the input) if the problem has only polynomially many solutions.
A more complicated situation is when the solutions are required to be output in some prespecified order such as a lexicographic order. Obviously, this makes sense only in the case of polynomial delay; since if we are only interested in an output polynomial algorithm, then we can generate all solutions, sort them, and output them in the required order. A good example of such a polynomial delay algorithm is the one introduced in [24] that generates maximal independent sets of a graph in lexicographic order with polynomial delay.
Hypergraphs
In the coming sections while analyzing our problem of enumerating pseudointents, we are going to point out its close relation to a well-known enumeration problem in another field of mathematics, namely hypergraph theory. Therefore, we briefly recall basic notions from hypergraphs here. Hypergraph theory [2] is a field of discrete mathematics with many important applications in both theoretical and applied computer science. In its simplest form a hypergraph is a generalization of a graph, where edges can connect any number of vertices.
Definition 12.
A hypergraph H = (V, E) is a pair consisting of a set of vertices V = {v i | 1 ≤ i ≤ n}, and a set of (hyper)edges
Note that in the literature, e.g. [2] , the edge set E, as well as the edges E j are sometimes required to be non-empty. Moreover, every node is required to occur in an edge, i.e., E∈E E = V . For the sake of convenience with respect to the problems considered in the later sections, in the present work we adopt these requirements.
Definition 13. A set of vertices W ⊆ V is called a transversal of H if it intersects every edge of H, i.e., ∀E ∈ E. E ∩ W = ∅. A transversal is called minimal if no proper subset of it is a transversal. The set of all minimal transversals of H constitutes another hypergraph on V called the transversal hypergraph of H, which is denoted by T r(H).
Outside hypergraph theory, a hypergraph is just a collection of sets, a transversal is called a hitting set, and a minimal transversal is called a minimal hitting set. In graphs, a transversal is called a vertex cover, and a minimal transversal is called a minimal vertex cover. The minimal vertex covers of a graph can be efficiently computed. In [40, 32] it has been shown that maximal independent sets of a graph, which are nothing but complements of minimal vertex covers, can be enumerated with polynomial delay. In [24] this result has been further improved, and it has been shown that maximal independent sets can be enumerated with polynomial delay even if they are required to be output in a specified lexicographic order. The problem is more challenging in the hypergraphs setting. Computing minimal transversals, i.e., generating T r(H), is a prominent open problem:
Problem: transversal enumeration (trans-enum) Input: A hypergraph H = (V, E) on a finite set V . Output: The edges of the transversal hypergraph T r(H).
The well-known decision problem associated to this computation problem is defined as follows:
Computational complexity of this problem has now been extensively studied [7, 8, 13, 10, 27, 26, 11, 12] , and many important problems from various fields of computer science have been shown to be computationally equivalent to this problem. Some of these problems are: from relational databases the problem fd-relation equivalence, which is checking whether a given set of functional dependencies that is in Boyce-Codd Normal Form is a cover of a given relation instance [8] , the problem additional key for relation instances, which is the problem of checking whether an additional key exists for a given relation instance and a set of minimal keys thereof [8] , and from logic the problem monotone boolean duality, which is checking whether two monotone Boolean functions given by their irredundant disjunctive normal forms are mutually dual [13] . Other equivalent problems from artificial intelligence can be found in [9, 25] , problems from data mining can be found in [21] , and a comprehensive survey on related problems from various fields of computer science can be found in [22] . trans-hyp is known to be in conp, however whether it is conp-hard or whether it is solvable in polynomial time has now been open for more than 20 years. Similarly, it is an open problem whether trans-enum can be solved in output-polynomial time. It is known that if trans-hyp turns out to be conp-complete then, unless p = np, trans-enum cannot be solved in outputpolynomial time. In a landmark paper [13] Fredman and Khachiyan proved that monotone boolean duality, and thus trans-hyp, can be solved in n o(log n) time, which implies that these problems are most likely not conp-hard.
In the following we say that a decision problem Π is trans-hyp-hard if trans-hyp can be reduced to Π by a standard polynomial transformation. We say that Π is trans-hyp-complete if it is trans-hyp-hard and Π can be reduced to trans-hyp by a polynomial transformation.
Related Work and Previous Results
Pseudo-intents and computational problems related to them have attracted major interest in the FCA community [14, 6, 41, 29, 30, 23, 37, 35, 31, 38, 39, 15, 1] since their introduction in [20] . Due to the key role they play in FCA, it is of crucial importance to enumerate pseudo-intents efficiently. It is well known that the number of pseudo-intents of a context K = (G, M, I) can be exponential in in the size of the attribute set, i.e., |M |. This is for instance the case when object intents are precisely all possible subsets of M with cardinality |M |/2. However, in this case both the number of objects, i.e, |G|, and the size of the incidence relation, i.e., |I| are also exponential in |M |. Thus the number of pseudo-intents is polynomial in |I|. For a long time it was not known whether the number of pseudo-intents can also be exponential in |I|. In [29] Kuznetsov has shown that this can be the case. He has given an example of a context where the number of pseudo-intents is exponential in the size of the incidence relation. Moreover, he has also shown that determining the number of pseudo-intents is a #p-hard problem, i.e., it is intractable. Given the fact that the number of pseudo-intents can be exponential in the size of the context, it is clearly not possible to enumerate all pseudo-intents in time polynomial in the size of the input context. Therefore it makes sense to analyze the problem using the measures introduced in Section 2.2.
For enumerating pseudo-intents the most well-known algorithm is the nextclosure algorithm [14, 15] by Ganter. Originally, the algorithm is designed to enumerate all closed sets of a given closure operator. It is not specifically tailored for enumerating pseudo-intents. Given a closure operator, it enumerates all closed sets in a particular lexicographic order called the lectic order : Definition 14 (Lectic order). Let M = {m 1 , . . . , m n } and fix some linear order m 1 < m 2 < · · · < m n on M . This order imposes a linear order on the power set of M , called the lectic order, which is also denoted by <, and is defined as:
Obviously, < extends the strict subset order, i.e., A B implies A < B, and thus ∅ is the smallest and M is the largest set w.r.t. <.
In Section 2.1 we have mentioned that the set of all intents of a context forms a closure system on M , and the set of all extents forms a closure system on G. Given the closure operator (·) on the attribute set M (respectively on the object set G) of a context K = (G, M, I) the next-closure algorithm enumerates all concept intents (respectively extents) of K in the lectic order. Moreover, the algorithm is efficient since it has polynomial delay in the size of K.
In addition to introducing the next-closure algorithm, in [14, 15] Ganter has also shown that the intents of a context together with its pseudo-intents form another closure system. By using this property and the next-closure algorithm, one can easily enumerate the intents and the pseudo-intents of a context. The only thing needed is the closure operator for this new closure system. In order to find the pseudo-intents, whenever the algorithm generates a new closed set, one checks whether it is an intent. If this is not the case, then it is a pseudointent. Recall that checking whether a given set A ⊆ M is an intent can easily be done in polynomial time by checking whether A = A holds. This way we can enumerate all pseudo-intents. However, note that this is not an efficient method for enumerating pseudo-intents. It is well-known that a context can have exponentially many intents. Thus for such a context the algorithm might have to generate exponentially many intents between two consecutive pseudointents, i.e., it is not polynomial delay. Even worse, as seen in Example 15, the number of intents of a context can be exponential in the number of its pseudointents. Thus the runtime of the algorithm is not bounded by a polynomial in the number of pseudo-intents, i.e., it is not even output-polynomial.
, where M n = {1, . . . , n} and all subsets of M n with cardinality n − 2 are object intents. Thus the context has n(n − 1)/2 objects, and n attributes. The pseudo-intents of K n are exactly those sets of cardinality n − 1, because they are not closed and all sets of cardinality less than n − 1 are closed i.e., they are intents. That is there are 2 n − n − 1 intents, while there are only n pseudo-intents. The case for n = 4 is shown in Table 2 .
One other well-known algorithm for enumerating pseudo-intents is the attributeincremental algorithm introduced by Obiedkov and Duquenne in [35] . As in the case of the next-closure algorithm, the runtime of this algorithm depends not only on the number of pseudo-intents, but also on the number of intents. That is this algorithm is not output-polynomial either.
A number of special cases of the problem have been considered in the literature as well. In [23] Janssen and Nourine have shown that for the case where the concept lattice is meet-semidistributive, there are at most polynomially many pseudo-intents, and they can be enumerated in polynomial time. For the case where the concept lattice is modular, Wild has shown in [41] that an optimal base, i.e., a base that not only contains the minimum number of implications, but also contains the minimum number of attributes, can be computed in polynomial time. In [6] Duquenne has shown that for locally distributive lattices a minimum cardinality base can be computed in polynomial time.
Apart from enumerating them, various other computational aspects of pseudointents have been considered in the literature. In [18] Gély et. al. have investigated possible reasons why the number of pseudo-intents can be exponential in the size of the given context. They have shown that in some cases the exponential blow-up arises from the so-called P-clone attributes, which are attributes that can be exchanged to give new pseudo-intents. Moreover, they have introduced an operation that can be used to have a compact representation of pseudo-intents by using the P-clone attributes. In [34] Medina et. al. have presented efficient algorithms for detecting whether two given attributes are clone attributes. In [19] Gély and Nourine have worked on closure systems that have the same set of non-unit pseudo-intents, i.e., pseudo-intents that have cardinality bigger than one. They have given a polynomial algorithm that computes the meet-irreducible elements of a minimal closure system that preserves the implications whose left hand sides are pseudo-intents of this type. In [3] Colomb and Nourine have pointed out the relation between k-conformal hypergraphs and the keys of of a context, where a key means a set of attributes that is not contained in any object intent. They have also shown that the problem of deciding whether a key of size larger than a given number is np-complete.
One other important problem on pseudo-intents is of course recognizing them, i.e., deciding whether a given set is a pseudo-intent of a given context. In [30, 31] Kuznetsov and Obiedkov have shown that this problem is in conp. The lower bound of this problem has been open for a long time, i.e., it was not known whether it is conp-hard, or polynomial time solvable. Recently in [1] Babin and Kuznetsov have shown that it is conp-hard.
1 In [37] Rudolph has presented a worst case exponential algorithm for this problem, and given an optimization based on reduced contexts.
Complexity of Enumerating Pseudo-Intents in a Specified Order
In the present section we investigate whether it is possible to efficiently enumerate pseudo-intents in the lectic order with polynomial delay like in the case of intents. Clearly, in order to be able to do this, we need to be able to compute the lectically first pseudo-intent in polynomial time. We start with analyzing the complexity of this problem.
Complexity of Computing the Lectically First Pseudo-Intent
Our problem is formally defined as follows:
The pseudo-intent that is the first one w.r.t. the lectic order induced by the given linear order.
As we shall see next, first-pi can be solved in polynomial time. Our algorithm is based on the following property:
Lemma 16. Let S ⊆ M be a set of attributes. S contains a pseudo-intent iff S or one of the sets S \ {m}, where m ∈ S, is not closed. print K has no pseudo-intents 12: else 13: return S n 14: end if
Proof. (⇒) Assume that all the sets S \ {m}, m ∈ S, and S itself are closed. All strict subsets of S can be written as the intersection of sets of the form S \ {m}. The intersection of closed sets is closed and therefore no strict subset of S can be a pseudo-intent. Since S is closed S cannot be a pseudo-intent itself. This contradicts the assumption that S contains a pseudo-intent. Therefore, at least one of the sets S or S \ {m}, m ∈ S, must be closed.
(⇐) Let U be a set of attributes that is not closed. Proposition 11 shows in particular that every set that is not closed contains a pseudo-intent. Hence, S must contain a pseudo-intent.
Recall that checking whether a set is closed can be performed in O(|G||M |) time. Therefore checking whether S contains a pseudo-intent can be done in O(|G||M ||S|) time. Algorithm 1 is based on Lemma 16.
Lemma 17 (Correctness of Algorithm 1). Let K = (G, M, I) and a linear order m 1 < . . . < m n on M be given. Algorithm 1 terminates after a polynomial number of steps, and upon termination returns lectically the first pseudo-intent of K if it has any. Proof. Termination is clear since n is finite. Let P be lectically the first pseudointent. We show by induction that after the i-th iteration of the for-loop it holds that P ∩ {m 1 , . . . , m i } = S i ∩ {m 1 , . . . , m i } and P ⊆ S i . This statement is true for i = 0 (P ∩ ∅ = S 0 ∩ ∅). Assume that P ∩ {m 1 , . . . , m i−1 } = S i−1 ∩ {m 1 , . . . , m i−1 } and P ⊆ S i−1 . We need to show that m i / ∈ P if and only if S i−1 \ {m i } contains a pseudo-intent.
(⇐) Let Q be a pseudo-intent that is contained in S i−1 \ {m i }. If P = Q, obviously P does not contain m i . If P < Q, the smallest attribute that distinguishes P and Q must be in Q. Thus P cannot contain m i .
(⇒) If S i−1 \ {m i } does not contain a pseudo-intent then in particular P ⊆ S i−1 \ {m i }. Since P ⊆ S i−1 , it follows that m i ∈ P . Therefore upon termination, i. e. after the n-th iteration of the for-loop it holds that
The for-loop iterates at most n times. Since checking whether a set S i−1 \ {m i } contains a pseudo-intent can be done in O(|G||M ||S i−1 \ {m i }|) time, the whole algorithm terminates in O(|G||M | 3 ) time.
The result is encouraging, but as we shall see next in Section 4.2 unfortunately it does not mean that pseudo-intents can efficiently be enumerated in the lectic order. After computing the first one, we cannot efficiently compute the subsequent ones.
Complexity of Enumeration in the Lectic Order
In the present section we investigate the complexity of computing the subsequent pseudo-intents after computing lectically the first one. In order to analyze this computation problem, we consider the following decision problem.
Problem: Lectically first-n pseudo-intents (first-n-pi) Input: A formal context K = (G, M, I) and pseudo-intents P 1 , . . . , P n . Question: Are P 1 , . . . , P n lectically the first n pseudo-intents of K?
As we shall see later, if this problem is not decidable in polynomial time, then pseudo-intents cannot be enumerated in the lectic order with polynomial delay. We first show that this problem is in conp.
Proposition 18. P 1 ,. . . , P n are not lectically the first n pseudo-intents of K iff there is a set Q ⊆ M such that 1. Q is lectically smaller than P j for some j ∈ {1, . . . , n}, and 2. Q is not closed, and 3. for all i ∈ {1, . . . , n} either P i ⊆ Q or P i ⊆ Q.
Proof. (⇐) Since Q is not closed, by Proposition 11 there is a pseudo-intent P of K such that P ⊆ Q but P ⊆ Q. Because of 3 it holds that P / ∈ {P 1 , . . . , P n }. P is lectically smaller than P j because Q is lectically smaller than P j and P ⊆ Q. Thus P 1 , . . . , P n are not the lectically smallest pseudo-intents of K.
(⇒) Let P be a pseudo-intent that is lectically smaller than P j , for some j ∈ {1, . . . , n} but not contained in {P 1 , . . . , P n }. Then Q = P satisfies the three conditions 1 to 3.
Lemma 19 (Containment in conp)
. first-n-pi is in conp.
Proof. Whether a set Q ⊆ M satisfies conditions 1 to 3 in Proposition 18 can be checked in time polynomial in the size of K and P 1 , . . . , P n . In order to decide whether P 1 , . . . , P n are not lectically the first n pseudo-intents of K one can non-deterministically guess a subset Q ⊆ M and then check in polynomial time whether it satisfies the conditions 1 to 3. Hence the dual problem is in np and thus first-n-pi is in conp.
Next we show that first-n-pi is conp-hard. For showing hardness, we give a reduction from the well-known conp-hard problem validity [36] . The validity problem asks whether a given Boolean formula in DNF is valid, i.e., it evaluates to true for every truth assignment. Recall that validity is closely related to satisfiability, which is the problem of checking whether a given CNF Boolean formula is satisfiable. A CNF formula ϕ is unsatisfiable if and only if ¬ϕ is valid, which implies that validity is conp-hard.
Problem: validity
In order to prove that first-n-pi is at least as hard as validity, we use the following construction: Let an instance of validity be given with the DNF formula
) and x ir ∈ {p 1 , . . . , p m }∪{¬p 1 , . . . , ¬p m } for all i ∈ {1, . . . , k} and all r ∈ {1, . . . , l i }. From f we construct a formal context K f = (G, M, I) as follows: We define the set of attributes M = {α 1 , . . . , α m , t 1 , . . . , t m , f 1 , . . . f m }, and order the elements of M as
In order to define the object intents, for every i ∈ {1, . . . , k} we define a set
Furthermore for every i ∈ {1, . . . , k} and every j ∈ {1, . . . , m} we define two sets F ij and T ij as T ij = A i \ {f j , α j }, and F ij = A i \ {t j , α j }. Using these we define the set of objects as G = {u 1 , . . . , u 2m } ∪ {g Tij | i ∈ {1, . . . , k}, j ∈ {1, . . . , m}} ∪ {g Fij | i ∈ {1, . . . , k}, j ∈ {1, . . . , m}}. The relation I is defined so that every object g Tij has all the attributes that are contained in the set T ij and analogously for g Fij . Every singleton set {t j } or {f j } occurs as the intent of some object u r . More formally, we define:
. . , k}, j ∈ {1, . . . , m}, x ∈ T ij }. Table 3 demonstrates the context K f . Note that K f has 2mk + 2m objects and 3m attributes, so its size is O(m 2 k + m 2 ). Finally we define the sets P 1 , . . . , P m as: P j = {t j , f j } for j ∈ {1, . . . , m}.
The construction may look complicated at first glance. The basic ideas underlying the construction are as follows:
• Any assignment of truth values φ corresponds naturally to a subset of {t 1 , f 1 , . . . , t m , f m }, namely the set • If φ makes D i true then S φ is a subset of A i .
• If S φ is a subset of some set A i then S φ is closed.
To prove that first-n-pi is at least as hard as validity, we need to show two things. First, we need to show that K f and P 1 , . . . , P m indeed constitute an instance of first-n-pi and second, we need to show that f is valid if and only if P 1 , . . . , P m are lectically the first m pseudo-intents of K f .
Lemma 20. K f and P 1 , . . . , P m constitute an instance of first-n-pi.
Proof. We have to show that P j , j ∈ {1, . . . , m}, are pseudo-intents of K f . Note that all strict subsets of P j are closed in K f (this is because all singleton subsets {t j } and {f j } are object intents of some u r ). To see that α j ∈ P j and thus P j = P j consider the sets A i for i ∈ {1, . . . , k}. If P j = {t j , f j } ⊆ A i then by definition of A i , p j does not occur in D i . Therefore α j ∈ A i . Let s ∈ {1, . . . , m} be an index of some set T is . If P j ⊆ T is then P j ⊆ A i and j = s. Then α j ∈ A i holds and because j = s it follows that α j ∈ T is = A i \ {f s , α s }. Analogously α j ∈ F is if P j ⊆ F is . Therefore all objects that have all attributes from P j also have α j as an attribute, and thus α j ∈ P j holds. Therefore P j = P j holds. Hence P j is a pseudo-intent. Hence K f and P 1 , . . . , P m indeed constitute an instance of first-n-pi.
Next we show that K f has a pseudo-intent that is lectically smaller than P 1 if and only if f is not valid. For this we first show some auxiliary lemmas. Let φ be an assignment that maps all variables p j to a truth value in {true, false}. Let S φ be defined as in equation 4.2.1. Note that S φ contains exactly one element of {t j , f j } for every j ∈ {1, . . . , m}.
Lemma 21. There is some i ∈ {1, . . . , k} for which S φ ⊆ A i if and only if f (φ(p 1 ), . . . , φ(p m )) = true.
Proof. (⇒) Let φ be such that S φ ⊆ A i . Then by definition of A i it holds that f j ∈ S φ , and thus φ(p j ) = true, for all p j that occur as positive literals in D i (we have removed f j from A i ). Analogously, φ(p j ) = false for all p j that occur as negative literals. Hence all literals in D i evaluate to true and therefore both D i and the whole formula evaluate to true.
(⇐) Now let φ be an assignment that makes f true. Since f is in DNF it evaluates to true iff at least one of the k implicants evaluates to true. Let D i for some i ∈ {1, . . . , k} be an implicant that evaluates to true. Then φ(p j ) = true for all p j that occur as positive literals in D i and φ(p j ) = false for all p j that occur as negative literals in D i . By definition of A i and S φ this implies S φ ⊆ A i .
Lemma 22. If S φ ⊆ A i then S φ can be written as
Proof. We denote the right hand side of the above equation by R. By definition S φ does not contain f j if φ(p j ) = true. Thus S φ ⊆ A i − {f j , α j } = T ij for all j ∈ {1, . . . , m} for which φ(p j ) = true. Likewise, S φ ⊆ A i − {t j , α j } = F ij for all j ∈ {1, . . . , m} for which φ(p j ) = false. Thus S φ ⊆ R. To prove the other inclusion consider some x ∈ R. For every j ∈ {1, . . . , m} it holds that α j ∈ F ij and α j ∈ T ij . If φ(p j ) = true then R ⊆ T ij , otherwise R ⊆ F ij . So in either case α j ∈ R. Therefore x = α j holds for all j ∈ {1, . . . , m}. Assume that x = t j for some j. Then φ(p j ) = true must hold, for otherwise R would be a subset of F ij which does not contain t j . Now φ(p j ) = true implies x = t j ∈ S φ . The case x = f j for some j can be treated analogously. Thus for every x ∈ R it holds that x ∈ S φ and thus R ⊆ S φ . Hence S φ = R.
Lemma 23. f is valid if and only if for all assignments
Proof. (⇐) Assume that there is an assignment φ that makes f false. From Lemma 21 it follows that S φ ⊆ A i for all i ∈ {1, . . . , k}. But then no object in G has all the attributes in S φ because every object intent is either a singleton set or a subset of some A i . Therefore S φ = M and thus S φ is not closed. This contradicts the assumption, and thus f must be valid.
(⇒) Assume that there is some φ for which S φ is not closed. We know that the intersection of closed sets is also closed. This implies in particular that S φ cannot be written as the intersection of object intents. From Lemma 22 it follows that S φ ⊆ A i for all i ∈ {1, . . . , k}. But then Lemma 21 shows that φ makes f false. This is a contradiction to the assumption that f is valid. Therefore S φ must be closed for all φ.
Lemma 24. P 1 , . . . , P m are lectically the smallest pseudo-intents of K f if and only if for all assignments φ the set S φ is closed in K f .
Proof. (⇒) Assume that some S φ is not closed. By Proposition 11 there is a pseudo-intent P ⊆ S φ . The definition of S φ shows that α j / ∈ P and {t j , f j } ⊆ P for all j ∈ {1, . . . , m}. Therefore, the smallest attribute that distinguishes P and P 1 must be either t 1 or f 1 ; both are in P 1 . Thus, P is lectically smaller than P 1 . Also P must be different from all the P j because S φ does not include any of the P j . This is a contradiction to the assumption that P 1 , . . . , P m are the lectically smallest pseudo-intents of K.
(⇐) Let Q ⊆ M be a set of attributes that is lectically smaller than P 1 . Then Q cannot contain any α j because otherwise Q would be lectically larger than P 1 . Therefore Q must be a subset of {t 1 , f 1 , . . . , t m , f m }. Case 1: There is some j ∈ {1, . . . , m} such that P j ⊆ Q. Then α j ∈ P j \ Q and thus P j ⊆ Q. Therefore either Q is equal to P j or Q is not a pseudo-intent. Case 2: For all j ∈ {1, . . . , m} it holds that P j ⊆ Q. Define
Both φ t and φ f are well-defined since Q cannot contain both t j and f j for any j. With φ t and φ f defined as above it holds that Q = S φt ∩ S φ f . Since all S φ are closed the intersection of S φt and S φ f must also be closed. Therefore Q cannot be a pseudo-intent.
Theorem 25 (Hardness of first-n-pi). first-n-pi is conp-hard.
Proof. From Lemma 23 and Lemma 24 it follows that P 1 ,. . . ,P m are lectically the first pseudo-intents of K f if and only if f is valid. Since the reduction we have given can be done in polynomial time, and validity is conp-hard, it follows that first-n-pi is conp-hard.
The following is an immediate consequence of Lemma 19 and Theorem 25.
Corollary 26. first-n-pi is conp-complete.
What consequence does Theorem 25 have for enumerating pseudo-intents in a given lectic order? In order to understand this, assume that there is an algorithm A that given a context enumerates its pseudo-intents in the lectic order and with polynomial delay. This means that there is a polynomial p(|G|, |M |) such that the delay between the computation of two consequent pseudo-intents is bounded by p(|G|, |M |).
In order to solve first-n-pi for an input context K = (G, M, I) and the sets P 1 , . . . , P n , one can construct a new algorithm A that works as follows: A lets A run for time n · p(|G|, |M |). Upon termination, A outputs lectically the first n pseudo-intents of K. A compares the output of A with P 1 , . . . , P n and returns yes if they are equal, and no otherwise. The runtime of A is bounded by n · p(|G|, |M |), i.e., polynomial in the size of the input. This means that if we had an algorithm that enumerates the pseudo-intents of a given context in the lectic order with polynomial delay, then using this algorithm we could solve the conp-hard problem first-n-pi in polynomial time.
Theorem 27. Unless p = np, pseudo-intents cannot be enumerated in the lectic order with polynomial delay.
It turns out that unlike concept intents, pseudo-intents cannot be efficiently enumerated in the lectic order. Having this result, the next question if of course what happens if we remove the restriction on the order of the output. Does the problem become easier if we do not require them to be output in the lectic order? We try to answer these questions as next.
Complexity of Enumerating Pseudo-Intents without Order
In the present section we investigate whether pseudo-intents can be enumerated in output-polynomial time. Our problem is defined as:
The set of pseudo-intents of K.
In order to investigate its complexity, we formalize two decision problems, and analyze their complexities in the next sections.
Checking the existence of an additional pseudo-intent
Our first decision problem is to decide for a given context and a given set of pseudo-intents of it, whether there is an additional pseudo-intent. As we will see, it has crucial importance for determining the complexity of pie.
Problem: additional pseudo-intent (api) Input: A formal context K = (G, M, I), and a set P of pseudo-intents of K, i.e., P ⊆ {P | P ⊆ M, P pseudo-intent of K}. Question: Is there an additional pseudo-intent, i.e., Q ⊆ M s.t. Q is a pseudointent of K and Q ∈ P? Proposition 28 below says that if this problem cannot be decided in polynomial time then, unless p = np, pie cannot be solved in output polynomial time. Its proof is based on a generic argument that for instance can be found in [28, 38] . Therefore we are not going to give its proof here.
Proposition 28. If api cannot be decided in polynomial time, then unless p = np, pie cannot be solved in output-polynomial time.
The proposition shows that determining the complexity of api is indeed crucial for determining the complexity of pie. We can decide api by using the algorithm in [30] . We first non-deterministically guess a Q ⊆ M , then using this algorithm check whether Q is a pseudo-intent. However, this gives us an np algorithm with a conp oracle, i.e., its complexity would be np conp , since the algorithm in [30] is a conp algorithm. As we will see next, it is actually possible to decide api in np.
Proposition 29. api is in np.
Proof. Given an instance of api with the input K and P, construct the set of implications L = {P → P | P ∈ P} and non-deterministically guess a set Q ⊆ M . We can verify in polynomial time that Q → Q does not follow from L, i.e., there is a pseudo-intent that is not in P.
In the following we investigate the lower complexity bound for this problem. We show that it is at least as hard as the complement of a prominent open problem on hypergraphs. However, whether api is np-hard remains unfortunately open.
We first need to introduce some more notions from hypergraphs. A hypergraph H = (V, E) is called saturated [8] if every subset of V is contained in at least one of the edges of H, or it contains at least one edge of H, i.e., for every W ⊆ V , W ⊆ E holds, or E ⊆ W holds for some E ∈ E. It has been shown in [8] that checking whether a hypergraph is saturated is conp-complete. There, a special case of the problem where the given hypergraph is restricted to be simple, has also been considered. A hypergraph is called simple if no edge contains another edge.
It is not difficult to see that this problem is in conp. However, up to now there has neither been a proof that it is conp-hard, nor a proof that it is in p. It has been shown in [8] that this problem is under polynomial transformations computationally equivalent to trans-hyp. In the following we show that api is at least as hard as the complement of simple-h-sat:
Proof. Let an instance of simple-h-sat be given by the simple hypergraph H = (V, E) where E = {E 1 , . . . , E n }. From H we construct the context K H = (G, M, I) where M = V , and G and I are defined as follows: For every E i , 1 ≤ i ≤ n, we create the following objects: For every D E i such that |D| = |E i | − 1, we create an object with the intent D. E i has |E i |-many such subsets. We denote these objects by g ij where 1 ≤ i ≤ n and 1 ≤ j ≤ |E i |. In total, G contains n i=1 |E i | objects. We construct P by just taking the edges of H, i.e, P = {E 1 , . . . , E n }. Obviously, both K H and P can be constructed in time polynomial in the size of H.
Note that K H has the following property: Since H is simple, no edge is contained in another edge, and obviously not in a strict subset of another edge. Then, for every i ∈ {1, . . . , n}, E i = ∅ and E i = M holds. That is E i is not closed. Moreover every strict subset D E i can be written as the intersection of concept intents of the form {g ij } . Hence all strict subsets of an edge E i are closed. Thus, the edges E i are pseudo-intents of K H , which means that K H and P indeed form an instance of api. We claim that H is not saturated if and only if K H has an additional pseudo-intent.
(⇒) Assume H is not saturated. Then, there exists a W ⊆ V such that for every i ∈ {1, . . . , n}, W ⊆ E i holds and E i ⊆ W holds. Assume without loss of generality that W is minimal with respect to the property W ⊆ E i for every 1 ≤ i ≤ n. Since W is not contained in any E i , and obviously not contained in any strict subset of any E i , W = ∅ and W = M . That is W is not closed. Take any X W . Since W is minimal, X ⊆ E i holds for some 1 ≤ i ≤ n. We know that E i ⊆ W , then X = E i cannot hold, thus X satisfies X E i . Since all strict subsets of E i are closed, X is closed. We have shown that W is not closed but all its strict subsets are closed, thus W is a pseudo-intent. Moreover, it is an additional pseudo-intent since W = E j , for all 1 ≤ j ≤ n.
(⇐) Assume K H has an additional pseudo-intent, i.e., a pseudo-intent Q such that Q = E i for every 1 ≤ i ≤ n. Since strict subsets of E i are closed, Q cannot be a strict subset of any E i . Thus Q ⊆ E i for every 1 ≤ i ≤ n. Moreover, by definition Q contains the closure of strictly smaller pseudo-intents. We know that for every 1 ≤ i ≤ n, E i is a pseudo-intent, and E i = M . Since Q does not strictly contain M , it cannot strictly contain any E i either. Together with Q = E i , this implies that E i ⊆ Q. We have shown that there exists a Q ⊆ V such that Q ⊆ E i and E i ⊆ Q for every 1 ≤ i ≤ n, thus H is not saturated.
The following is an immediate consequence of Theorem 30 above and Theorem 4.12 in [8] :
Corollary 31. api is cotrans-hyp-hard.
Recognizing the set of pseudo-intents
The second decision problem we consider for analyzing pie is deciding whether a given set of pseudo-intents is precisely the set of all pseudo-intents of a given context.
Problem: pseudo-intents (pis)
Input: A formal context K = (G, M, I), and a set P ⊆ P(M ). Question: Is P precisely the set of pseudo-intents of K?
As in the case of api, determining the complexity of pis is important for determining the complexity of pie.
Proposition 32. If pis cannot be decided in polynomial time, then unless p = np, pie cannot be solved in output-polynomial time.
The proof of Proposition 32 is based on the same generic argument as the proof of Proposition 28. Therefore we here we leave out the proof which can be found in [38] .
Proposition 33. pis is in conp.
Proof. Given an instance with the input K = (G, M, I) and P, an algorithm that decides pis for this instance first checks whether the elements of P are pseudo-intents of K. If it encounters an element that is not a pseudo-intent, it terminates and returns no. If every P ∈ P is a pseudo-intent, then it continues as in the algorithm in the proof of Proposition 29. The algorithm constructs the set of implications L = {P → P |P ∈ P} and non-deterministically guesses a set Q ⊆ M . Obviously the implication Q → Q holds in K, thus if L is a base for K then Q → Q follows from L. Then the algorithm verifies that this is not the case.
It is not difficult to see that this is a conp algorithm. In the first step the algorithm performs polynomially-many checks each of which can be done in conp by using the algorithm in [30] . In the second step the algorithm nondeterministically guesses a Q and in polynomial time verifies that Q → Q does not follow from L, which means that L is not a base, which implies that P is not the set of all pseudo-intents of K. This step can be performed in conp as well, thus the whole algorithm is a conp algorithm.
For the lower bound of pis, we just use our result on the lower bound of api. In fact it is not difficult to see that pis is at least as hard as the complement of api. We take an instance of api and create an instance of pis just by taking the same context and the set of pseudo-intents as the set of subsets of M . This set is precisely the set of pseudo-intents if and only if there is no additional pseudo-intent. Thus pis is coapi-hard. Since we have shown in Corollary 31 that api is cotrans-hyp-hard, it follows that pis is trans-hyp-hard.
Corollary 34. pis is trans-hyp-hard.
Recognizing and Enumerating Minimal Pseudo-Intents
In the present section we restrict our attention to the pseudo-intents that we call minimal pseudo-intents, and analyze the complexity of recognizing and enumerating them. We say that P is a minimal pseudo-intent of K if P is a pseudo-intent of K and P does not contain any other pseudo-intent of K. An equivalent definition is the following.
Definition 35 (Minimal Pseudo-Intent). A minimal pseudo-intent of a context is a set P ⊆ M such that
• P is not closed, and
• every strict subset S ⊂ P is closed.
Minimal pseudo-intents play an important role in implicational bases. They occur as premises not only in the Duquenne-Guigues Base, but also in all other bases of a formal context. In order to see this assume that L is an implicational base for the context K, P is a minimal pseudo-intent of K, and L contains no implication with the premise P . Since all strict subsets of P are closed, there can be no implication C → D in L such that C ⊆ P and D ⊆ P . But then P → P does not follow from L, and thus L is not complete, which contradicts our initial assumption that L is an implicational base for K.
Lemma 36. If L is an implication base of a given context K = (G, M, I) and P is a minimal pseudo-intent of K, then L contains an implication P → D where D ⊆ M .
Recognizing Minimal Pseudo-Intents
As we have already mentioned in Section 3, the best known algorithm for recognizing pseudo-intents runs in conp [30, 31] . In the following we show that for minimal pseudo-intents the problem is solvable in polynomial time. Our algorithm is based on the following simple property.
Lemma 37. All strict subsets of a set P are closed if and only if all sets P \{m}, where m ∈ P , are closed.
Proof. Assume that all sets of the form P \ {m}, where m ∈ P , are closed. Take a proper subset S P . S can be written as the intersection S = m∈P \S (P \ {m}). Since the intersection of closed sets is itself closed, S must be closed. The other direction of the claim is trivial.
Lemma 37 enables us to recognize a minimal pseudo-intent without testing all of its proper subsets for closedness. In order to check whether a given set P is a minimal pseudo-intent it suffices to check whether the subsets P \ {m}, where m ∈ P , are closed, and P itself is not closed. Since this requires only polynomially many closedness tests and each such test is polynomial, the whole test can be done in polynomial time.
Enumerating Minimal Pseudo-Intents without Order
In Section 5 we have shown that enumerating pseudo-intents of a context without order is at least as hard as enumerating minimal transversals of a hypergraph. In the present section we investigate the complexity of this enumeration problem for minimal pseudo-intents. Interestingly, it turns out that this problem is not solvable in output polynomial time unless p = np.
Like in Section 5, we define a decision problem associated to the enumeration problem we are going to investigate.
Problem: All minimal pseudo-intents (all-mpi) Input: A formal context K = (G, M, I) and a set of minimal pseudo-intents P. Question: Is P the set of all minimal pseudo-intents of K?
It turns out that this problem is conp-complete.
Theorem 38. all-mpi is conp-complete.
Proof. We prove that the problem is in conp. By Lemma 37 we know that testing whether a set Q ⊆ M is a minimal pseudo-intent can be done in polynomial time. In order to decide whether P contains all minimal pseudo-intents of K, one can non-deterministically guess a set Q ⊆ M such that Q / ∈ P and then check in polynomial time whether it is a minimal pseudo-intent. Thus the dual problem of all-mpi can be decided in non-deterministic polynomial time. Therefore all-mpi is in conp.
For showing hardness we use the same construction as in the proof of Theorem 25. Given an instance of validity with the propositional formula f in DNF, we construct the same context K f shown in Table 3 . Additionally, we construct P = {P 1 , . . . , P 2m } by defining P 1 = {t 1 , f 1 }, . . . , P m = {t m , f m }, P m+1 = {α 1 }, . . . , P 2m = {α m }. In the proof of Theorem 25 we have already shown that P 1 ,. . . ,P m are minimal pseudo-intents. Let g ∈ G be an object and let j ∈ {1, . . . , m}. By construction of K f the attribute α j is contained in g if and only if {t j , f j } ⊆ g . Therefore {t j , f j } is contained in {α j } , i.e., {α j } is not closed. Since the only proper subset of a set {α j }, namely the empty set, is closed in K f , P m+1 = {α 1 },. . . , P 2m = {α m } are minimal pseudo-intents. K f and P constructed this way indeed form an instance of all-mpi. We claim that P contains all minimal pseudo-intents of K f if and only if f is valid. Using Lemma 23 we can reformulate this claim to the following: P 1 ,. . . ,P 2m are all minimal pseudo-intents of K iff for all assignments φ the set S φ is closed in K.
(⇒) Assume that some S φ is not closed. Then S φ must contain a minimal pseudo-intent P ⊆ S φ . The definition of S φ (equation 4.2.1) shows that S φ does not contain α j , and it contains either t j or f j but not both, for all j ∈ {1, . . . , m}. Thus S φ does not contain any of the P 1 ,. . . , P 2m . Therefore the minimal pseudointent P must be an additional minimal pseudo-intent. This contradicts the assumption that S φ is not closed, and therefore S φ must be closed.
(⇐) Assume that there is an additional minimal pseudo-intent Q ⊆ M i. e. Q is a minimal pseudo-intent such that Q = P i for all j ∈ {1, . . . , 2m}. If Q contains some α j then Q cannot be a minimal pseudo-intent. Therefore Q is a subset of {t 1 , f 1 , . . . , t m , f m }. If Q contains {t 1 , f 1 } then Q cannot be a minimal pseudo-intent either. Hence the smallest attribute that distinguishes Q and P 1 = {t 1 , f 1 } is contained in P 1 , i. e. Q is lectically smaller than P 1 . This contradicts Lemma 24, which states that such a pseudo-intent Q cannot exist if all sets S φ are closed.
We have now shown that P 1 ,. . . ,P 2m are all minimal pseudo-intents of K f iff for all assignments φ the set S φ is closed in K f . Together with Lemma 23 this implies that P 1 , . . . , P 2m are all minimal pseudo-intents of K f iff f is valid, and thus all-mpi is conp-hard.
Theorem 38 implies that our original enumeration problem, namely enumerating minimal pseudo-intents, cannot be solved in output polynomial time. The proof of this claim is based on the general argument used also in the proof of Proposition 28.
Corollary 39. The set of all minimal pseudo-intents of a context K cannot be computed in output-polynomial time unless p = np.
At first glance one might think that this result also holds for enumerating all pseudo-intents, and not only the minimal ones. However, a closer look reveals that this is unfortunately not the case. It would be the case if the total number of pseudo-intents of a context were bounded by a polynomial in the number of its minimal pseudo-intents. Currently we do not know whether this holds but we conjecture it does not. It is definitely an interesting point to investigate in the future.
Computing the Lectically Last Minimal Pseudo-Intent
We have seen that it is possible to find the lectically first pseudo-intent in polynomial time. Since the lectic order extends the subset order, the lectically first pseudo-intent of a context is also the lectically first minimal pseudo-intent of a context. A related problem is finding the lectically last pseudo-intent. We cannot say anything about the complexity of this problem for pseudo-intents in general. However, we can modify the context from Table 3 to yield a reduction for the corresponding problem for minimal pseudo-intents, or more precisely the decision version of it:
Problem: Lectically last minimal pseudo-intent (last-mpi) Input: A formal context K = (G, M, I) and a pseudo-intent P . Question: Is P the lectically last minimal pseudo-intent of K?
It is not hard to see that last-mpi is in conp. One can non-deterministically guess a set of attributes A ⊆ M and check in polynomial time whether A is lectically larger than P , and by using Lemma 37 whether it is a minimal pseudo-intent. We shall see that last-mpi is closely related to the following decision problem.
Problem: Element of a minimal pseudo-intent (∈-mpi) Input: A formal context K = (G, M, I) and an attribute a ∈ M . Question: Is there a minimal pseudo-intent P of K such that a ∈ P ? ∈-mpi can be decided in non-deterministic polynomial time. One can nondeterministically guess a set of attributes A ⊆ M and check whether a ∈ A holds and A is a minimal pseudo-intent.
Lemma 40. last-mpi is in conp and ∈-mpi is in np.
In order to show hardness for these two related problems, we again use a reduction from validity. Let f be a formula
) and x ir ∈ {p 1 , . . . , p m } ∪ {¬p 1 , . . . , ¬p m } for all i ∈ {1, . . . , k} and all r ∈ {1, . . . , l i }. We construct a context K * f = (G, M * , I * ) (Table 4 ) which is obtained from K f = (G, M, I) ( Table 3 ) by adding attributes x and y to M and adding objects g T0j and g F0j for all j ∈ {1, . . . , m}. The incidence relation I * of K * f is obtained from I by adding the pairs (x, g Tij ) and (x, g Fij ) for all i ∈ {1, . . . , k} and j ∈ {1, . . . , m}. For all j ∈ {1, . . . , m} the 
Proposition 41. Let φ be any assignment of truth values to the propositional variables p 1 , . . . , p m , and S φ be defined as in equation 4.2.1. Then all subsets R ⊆ S φ are closed in K * f . Furthermore, for all i ∈ {1, . . . , k} and for every set
Proof. R can be written as Therefore both R and {x} ∪ Q can be written as the intersection of concept intents and therefore they are closed.
Lemma 42. K * f has a minimal pseudo-intent that contains x iff f is not valid.
Proof. (⇐) If f is not valid then there is a truth assignment φ that makes f false. Then by Lemma 21, S φ ⊆ A i holds for all i ∈ {1, . . . , k}. Let Q be a minimal subset of S φ such that Q ⊆ A i still holds for all i ∈ {1, . . . , k}. Define P = {x} ∪ Q. P is not closed (it is not contained in any concept intent), but every strict subset of P is closed because of Proposition 41 . Therefore P is a minimal pseudo-intent that contains x.
(⇒) Using the same arguments as in the proofs of Lemma 20 and Lemma 38 we can show that {t 1 , f 1 }, . . . , {t m , f m } and {α 1 }, . . . , {α m } are minimal pseudo-intents. Furthermore, it holds that {y} = M * and ∅ = ∅. Therefore {y} is a minimal pseudo-intent, too. If K * f has a minimal pseudo-intent P that contains x then by definition P does not contain another pseudo-intent. Thus P = {x} ∪ Q, where Q ⊆ S φ for some assignment φ. Since P is a minimal pseudo-intent it cannot be closed. By Proposition 41 this implies that Q is not a subset of A i for 1 ≤ i ≤ k. Thus for all 1 ≤ i ≤ k it holds that S ⊆ A i . It follows from Lemma 21 that S φ makes f false, i.e., f is not valid.
We need the following proposition for completing the proof of hardness of last-mpi.
Corollary 43. Let the order on the attributes be x < y < α 1 < · · · < α m < t 1 < f 1 < · · · < t m < f m . {y} is the lectically greatest minimal pseudo-intent of K * f iff f is valid.
Proof. {y} is the lectically greatest minimal pseudo-intent iff there is no minimal pseudo-intent that contains {x}. The rest follows from Lemma 42.
Theorem 44. last-mpi is conp-complete and ∈-mpi is np-complete.
Proof. Hardness of ∈-mpi follows from Lemma 42, and hardness of last-mpi follows from Lemma 42 and Corollary 43. Together with Lemma 40 this shows completeness for ∈-mpi and last-mpi.
Concluding Remarks and Future Work
We have investigated the computational complexity of the problem of enumerating the pseudo-intents of a given formal context, which we have called pie. We have first considered enumeration in a specified lexicographic order, and shown that lexicograhically the first pseudo-intent can be computed in polynomial time (Algorithm 1). In order to investigate whether the remaining ones can efficiently be enumerated, we have formulated a decision problem, namely first-n-pi, which is the problem of checking whether n given pseudo-intents are lexicographically the first n ones. It turned out that this problem is conpcomplete (Corollary 26), which implies that unless p = np all pseudo-intents of a context cannot be enumerated in lexicographic order with polynomial delay (Theorem 27).
Later we have removed the restriction on the order of output, and investigated whether in this setting the problem can be solved in output polynomial time. To this purpose we have formulated two decision problems, namely api and pis, whose complexity is crucial for determining the complexity of pie. We have shown that api is in np (Proposition 29), and pis is in conp (Proposition 33). However we were not able to find matching lower bounds for these problems. We could show that api is cosimple-h-sat-hard (Theorem 30), and pis is trans-hyp-hard (Corollary 34). Some interesting consequences of these results can be summed up as follows:
• If any of the problems api, or pis turns out to be intractable, then unless p = np, there cannot be an algorithm that solves pie in output polynomial time (Proposition 28, Proposition 32).
• Showing that any of the problems api or pis is polynomial implies that the open problems trans-hyp and simple-h-sat are also polynomial (Theorem 30, Corollary 34, [8] ).
• Even if trans-hyp and simple-h-sat turn out to be polynomial, api and pis can still be intractable, thus it can still be the case that pie is not solvable in output polynomial time.
• Even if api and pis turn out to be polynomial, it can still be the case that pie is not solvable in output polynomial time since Propositions 28 and 32 show only the other direction of the claim.
As future work in this direction, we are going to work on determining the exact complexity of the problems api and pis. For api, we are going to investigate whether the hardness result [8] on hypergraph saturation for arbitrary graphs carries over to api on arbitrary formal contexts. For pis, we are going to investigate the types of formal context where pis and trans-hyp (and thus pie and trans-enum) become computationally equivalent problems, and find out whether this type of formal contexts are natural in some applications, and how often they occur in practice.
In the present work we have also introduced the notion of a minimal pseudointent, which is a minimal pseudo-intent that does not contain any other pseudointents. We have shown that minimal pseudo-intents can be recognized in polynomial time (Section 6.1). In order to investigate whether minimal pseudointents can efficiently be enumerated, we have formulated a decision problem, namely all-mpi, which is the problem of checking whether a given set of minimal pseudo-intents are the set of all minimal pseudo-intents of a given context. Surprisingly it turned out that this problem is conp-complete (Theorem 38), which implies that unless p = np all minimal pseudo-intents of a context cannot be enumerated in output-polynomial time (Corollary 39). We have also shown that the problem of deciding whether a given pseudo-intent is lexicographically the last minimal pseudo-intent, namely last-mpi, is conp-complete (Theorem 44).
