Abstract. A simple model for representing the hierarchical structure of information is proposed. This model, called the grammatical model, is based on trees that are generated by grammars; the grammars describe the hierarchy of the information represented by the trees. Two methods for querying in this data model are given. The first, called the grammatical algebra, is based on a set of primitive grammar-oriented operators, the second, called the grammatical calculus, on local transformations on the trees. The semantics of both is formally defined. Decidability issues regarding the grammatical calculus are investigated. Finally, the two querying methods are proved to be equally expressive.
1. Introduction. Until the mid-1980s much attention was paid to the relational database model (see, e.g., [17] , [18] , and [21] ). We were intrigued by its simplicity, both for modeling and manipulating data. Recently, however, we became aware of its drawbacks when trying to model data applications beyond the traditional business-oriented applications, such as CAD-CAM, office automation, and text-oriented and multimedia databases. Therefore, a great number of data models have been proposed as a possible successor of the relational model.
Semantic data models, such as ER [7] , FDM [19] , SDM [12] , Format [13] , and IFO [2] , provide a rich set of design tools for representing the complex interrelationships of data. These tools are typically variants of familiar aggregation, generalization, and set-formation constructs. Although query languages have been defined for some semantic data models, their main purpose is to provide database design tools that are more powerful than the modeling tools of the relational model. The logic-based models, such as Datalog [21] , LDM [16] , and LDL [4] , zero in on the limited expressiveness of data manipulation languages of the relational model, i.e., they generalize the relational calculus to express queries that can be specified recursively. Finally, there are the relational extensions of the standard relational model, such as RM/T [8] and the nested relational model [9] , [14] , [20] . These models try to strike a balance between the elegance of the relational model and the expressiveness of semantic data models. In other words, they are not as rich as the semantic models in their modeling power, but they provide simple yet powerful extensions of the relational model.
Although there exist significant differences between all these models, they share the property that they recognize as the most fundamental characteristic of data its hierarchical structure. On the other hand, however, it is not quite clear whether they can effectively model all data applications which exhibit a hierarchical nature. A good example are textbases 11 ], which in addition to having a hierarchical structure, are constructed out of rules that follow a grammatical structure. Grammatical structures are also implicitly present in, e.g., VERSO ], [5] , a variation of the nested relational model, where at some level data are structured as regular expressions.
It is the intention of this paper to use a simple and a well-known model as a unifying skeleton to describe the hierarchy in an information base as well as the grammatical structure Computer Science Department, Indiana University, Bloomington, Indiana 47405-4101. of texts. This model has been presented informally in 11 ]. It is called the grammatical model and is based on grammars introduced some 30 years ago to study the syntax of programming and formal languages (see, e.g., 10]). The grammatical model will benefit greatly from the clear understanding of the grammars and from their major importance for computer science. It seems natural to formalize a hierarchical structure by a tree. Therefore, we represent information as a tree which can be generated by a grammar. Each leaf of the tree represents an object, and the internal nodes represent the relationship between the objects. The grammar specifies the scheme, i.e., the overall structure between these relationships. In this way, the information about two employees (one manager and one worker) will be represented by the tree in Fig. 1 . Notice that production P1 specifies information as a list, which is used here to model a set. Production P2 specifies an employee as the aggregation of his/her name, salary, and type. Productions P3 and P4 define the type of an employee as either manager or worker, which is an example of generalization, or, alternatively viewed, an example of specialization. This example illustrates that the grammatical model allows for the three basic constructs of most data models (set-formation, generalization, and aggregation) in a uniform way. Finally notice production P7. The grammatical model allows, in a convenient way, for additional syntactic features; e.g., the terminal symbol "$" indicates that the salary is expressed in dollar amounts.
For hierarchically organized data, the tree structure of the grammatical model also has some advantages with respect to implementation. Contrary to the relational and the nested relational models, for example, the straightforward implementation of the grammatical model is feasible, yielding a physical representation that is fairly close to the conceptual representation.
Turning to the dynamical aspects of the grammatical model, we see that there are two obvious ways to express queries by transforming the trees. A first method consists of defining operators that locally transform the trees and the grammars. A second way consists of describing this transformation in a less procedural way, indicating the relationship between the given trees and the result trees. For reasons that are evident these methods are called the algebra and the calculus, respectively. They are proved to be equivalent. Although the calculus is the more natural of both methods, its formal semantics need a detailed description to handle all possible problems of cyclicity and ambiguity.
The paper is organized as follows. In 2, we give the basic definitions of the grammatical model. In 3, we define an algebra to query and manipulate information bases defined over the grammatical model. Section 4 introduces an alternative query mechanism called the grammatical calculus. The grammatical calculus is based on pattern-matching. Section 5 briefly discusses some decidability issues regarding the grammatical calculus. In 6, we show that the grammatical algebra and calculus are equivalent with respect to expressive power.
Finally, 7 proposes some directions for future research.
2. The grammatical model. Throughout this paper, we assume the reader is familiar with the basic terminology concerning trees (e.g., [3] ) and formal languages (e.g., [10] ). As stated in 1, we shall represent an information base as a tree, the structure of which is controlled by a formal grammar. We shall borrow the terms "scheme" and "instance" from the relational model and use the former to indicate the grammar and the latter to indicate the tree. DEFINITION 2.1. An information base scheme is a grammar (V, T, S, P) with V being a finite set of attributes;
T being a finite set of constants; S being a set of axioms, S _ _ _ V; P being a finite set of productions of the form A s where -AV, -s (V tO T)*, -each attribute appears at most once in s. Actual data will be represented in a tree the internal nodes of which are labeled by attributes. Note that we do not require the leaves to be labeled by constants; if a leaf is labeled by an attribute, this simply means there are no data known for that attribute. DEFINITION 2.2. Let (V, T, S, P) be an information base scheme. A dam-tree (D-tree) over is a tree whose nodes are labeled with elements of V tO T in such a way that each internal node is labeled by an attribute. The set of all D-trees over is denoted 79(U). The empty D-tree is denoted E.
In the upcoming sections, we shall frequently use some operations on D-trees, which will be denoted as in Definition if n is a node of D, chin(n) is the sequence of all its children, ehtrs(n) is the sequence of the subtrees of D whose roots are the children of n, and chln(n) is the sequence of the labels of all the children of n.
Finally, a D-tree over an information base scheme that is also a derivation tree will be called an information base instance. for each internal node n in D, the production lbl(n) chln(n) is in P. However, we might have considered strings as elements of some set, sufficiently large for our purposes, rather than as a sequence of characters. In the upcoming sections we shall not bother with this low-level representation, since this is not our main concern. From now on, we shall no longer write productions for attributes such as (String). With this in mind, the D-tree in Fig. 3 3. An algebra for transforming information bases. In this section, we propose an algebraic language for the manipulation of grammatically defined information bases that not only allows us to formulate queries, but also to apply more general transformations. Each operator is defined both on scheme and on instance level. Here we implicitly assume that only one information base instance is considered at a time.
The algebra we propose consists of eight basic operators, defined below. At the same time, we also define some derived operators, both as an illustration and because we need them further on.
First, we define three types of substitutions, which do not alter the structure of an information base instance, but only change (attribute) labels. (V', T, S', P') where -v'= VU{B}; -ifA S, thenS'--SU{B},elseS'=S; -Let P"= (P-{A s})tO {B -+ s}. Then P'= P"U {C slBs21C V', sis2 (V U T)*, and C --+ SlAS2 Finally, the child equality substitution E e [E --B E, E B E, B, D] applied to the last result yields the information base scheme "' (V', T, S', P'") with 
-S'-S-{A}; -Let P"= {B s lB V', s (V'U T)*, and B s 6 P}. Then P'-P"U {B SlS2 B V', sis2 (V'U T)*, and B --+ slAS2 P}. (V', T, S, P') where -V'--VU{D}; -P'= PU{A--+sBs2D}U{Ds Is E (V U T)* and C --+ s E P}. Since upward duplication is very similar to downward duplication, we omit an example. Using both downward and upward duplication, it is possible to simulate sidewise duplication, defined below. Parent substitution, child substitution, child equality substitution, node insertion, node deletion, downward duplication, upward duplication, and permutation define the grammatical algebra. Many other conceivable operators can be expressed in terms of these eight, meaning there is a sequence of instance-independent grammatical algebra operations that returns the same result at the instance level. In general, however, it is unavoidable that the scheme returned by the algebra sequence defines a larger language than the scheme returned by the original operator (although in Theorem 3.12, they are equal).
We already saw that sidewise duplication can be expressed in the grammatical algebra. We invite the reader to check our claim on a concrete instance. In general, step 2 must be carried out for each attribute in s3. In step 5, all the copied attributes must be arranged in the right order and all the constants in s3 inserted in the right place.
[3 Below, we give another example of a derived operator that will turn out to be very useful in the proof of our main result in 5. -Let P"= P U {B s1C1s2C2s3}. Then P' P" U {C --+ s4Bss C e V', $4S5 E (V U T)*, and C $4As5 E P"}.
Let n be a node in D with lbl(n) A and chin(n) sCs2C2s3. Let m be the child of n with label C1 and m2 be the child of n with label C2 and let D1 and D2 be the subtrees The reader may wonder why we have imposed the restriction C A and C2 : A.
Indeed, without this restriction, parent equality substitution would still be well defined. In the upcoming sections, however, we only need the restricted parent equality substitution, and, although Theorem We now return to the bibliographical Example 2.6 to illustrate on a more realistic information base how the grammatical algebra can be used to solve queries or to perform transformations. The transformation can be accomplished by consecutively performing the following operations:
Observe that the instance obtained in the above example can be considered as a representation of a flat relational database model relation in the grammatical model. Below, we show how unary relational algebra operators can be performed. Note that, in order to simulate union, difference, and join, we need binary operators on information bases. This is beyond the scope of the present paper, however. We now consider three typical examples of unary relational algebra operators:
The renaming of A to A' can be expressed as the child substitution Let R be an R-tree over and let n be an arbitrary node. If lbl(n) is an attribute or R is empty, then the completion nR is the D-tree defined by rt(nR) n and chltrs(n) R.
As mentioned, variables in a calculus expression represent rootless subtrees of the information base instance under consideration. From these variables, terms are built using concatenation and completion. As a consequence of Proposition 4.3, these terms in turn represent R-trees. The set of conditions in a calculus expression consists of declarations of variables by terms and of equations between variables and terms; the substitution clause consists of a variable and the term by which that variable has to substituted. Of course, the variables in the substitution clause have to occur in the set of conditions. Before formalizing the syntax of a grammatical calculus expression, we clarify the concept by an example. Another similar grammatical calculus expression that has the same effect on information bases over the scheme of Example 2.6 is the following:
In both expressions, the four declarations in the right-hand side specify a "pattern" in the 
Obviously, this is a hierarchical set of declarations. Its associated tree is shown in Fig. 17 and let (V, T, S, P) be an information base scheme to which this calculus expression is applied. Let ' (V', T', S', P') denote the resulting scheme. Then V' V U {D} and T' T since there are no other attributes or constants in the substitution clause not occurring in one of the declarations. Furthermore, S' S, since the attribute in the term defining the root variable is not altered. Finally, if A --+ BC 6 P, then P' P U {A D} U {D --+ s Cs6 P},elseP'=P.
Note that, for the sake of generality, the application of a calculus expression to an information base scheme can only result in adding new productions.
We now formally define the semantics of a grammatical calculus expression at the instance level. Although it is conceptually simple, as should be clear from the examples given thus far, the formalism itself is rather involved. This stems mainly from the fact that, when rearranging subtrees in applying a calculus expression, one must be able to describe how this rearrangement is "propagated" downward into these subtrees.
The evaluation of a calculus expression on a given information base instance can be described in two distinct stages.
1. First, the variables in an expression are "valuated" as rootless subtrees of the considered information base instance, satisfying the declarations and equations in that expression.
2. Then, the D-tree representing the information base instance is transformed according to these valuations and the transformation rule in the left-hand side of the expression.
The There are three valuations of 79 and E in D. For each such valuation f, the node n satisfying top(f (p)) (n) has been marked by a square in Fig. 8 . We leave it to the reader to check that these markings completely determine the corresponding valuations. For later use, we used dots to mark all nodes in Fig. 8 We start with the notion of E-transformation. When rearranging rootless subtrees of a given D-tree in applying a calculus expression, we must be able to describe how the rearrangement is "propagated" downward into these subtrees. Intuitively, the resulting tree will therefore have to be constructed "bottom-up." Thus we cannot just define the effect of a calculus expression on D-trees alone; we need to define the effect on all rootless subtrees as well. The effect of a calculus expression on a rootless subtree is context-sensitive, however. Therefore, we introduce the notion of E-transformation, which defines the effect of a calculus expression E on an R-tree R in the context of a D-tree D of which R is a rootless subtree. Fig. 8 , for each valuation f, the (unique) node in top(f (p)) is marked by a square and all nodes in top(f(ps)) are marked by dots (p is the root of the expression and P5 is the left-hand side of the substitution clause). The reader is invited to check that the result E (D) of applying the calculus expression E to the information base instance D indeed equals the instance of Fig. 19 .
Properties of the grammatical calculus. The definition of the grammatical calculus
given in the previous section raises several decidability issues. Since a full treatment of these decidability issues would go beyond the scope of the present article, we shall deal with these here only briefly, in a fairly informal manner.
The key construct of this section is that of a condition tree of a calculus expression, or more precisely, of the set of hierarchical declarations and equations of a calculus expression. We first define this notion for the case in which no equations are present. DEFINITION 5.1. Let (V, T, S, P) be an information base scheme, and let 79 be a hierarchical set of declarations.
The condition tree C(79) of 79 is constructed as follows. First, initialize C(79) to a tree consisting of one node labeled with the root of (79). Then Intuitively, the condition tree of an expression shows the pattern that must be present in an information base instance for the expression to have an action on that instance.
The notion of condition tree can be extended to Of course this most general unifier need not exist, e.g., because the two rootless subtrees involved are incompatible. Also, the unification process might result in an infinite tree. The latter case would occur if we tried to compute C(79 U {p2 p4}). During the unification process we would find that ,08 must be equated to an R-tree strictly containing ,08 as a rootless subtree, whence the resulting tree would be infinite. Finally, it is possible that the resulting tree is not a legal D-tree in the sense that it contains sibling nodes labeled by the same attribute, whence the tree cannot be considered as an information base instance over some scheme.
Each time the construction of a condition tree requires an impossible unification process or a unification process resulting in an infinite tree, or does not result in a legal D-tree, we say that that the condition tree is undefined. Obviously, this property is decidable. The undefinedness of a condition tree corresponds to the fact that any associated expression is not applicable to any information base instance.
Several decidability results regarding the grammatical calculus can be proved by using condition trees. The techniques employed in these proofs in essence come down to applying expressions to their own condition tree and are therefore reminiscent of similar techniques used in the relational model for conjunctive queries [6] , [2 ] .
The first decidability result is concerned with checking whether or not a calculus expression represents the identity. LEMMA 5.3. Let (V, T, S, P) be an information base scheme, and let E [,oj <---u 79 t.J ] be an expression over .T hen E represents the identity if and only if either the condition tree of E is undefined or E(C(E)) C(E).
Proof Obviously, if E represents the identity and the condition tree of E is defined, then Notice that/94 is of type 2 while/97 is of type 1.
Obviously, E (C(79Ug)) Ez(C(79Ug)), because these resulting trees are both obtained by substituting/95 by/94 in the tree of Fig. 22 . Nevertheless, E and E2 are not equivalent.
To see this, we replace the nodes in The purpose of this modification was substituting the tree rooted in the parent of P4 by its most general unifier with a copy of the entire condition tree.
Applying expression E2 to the tree in Fig. 23 In contrast, the application of E1 results in the substitution of P5 by A' where A' is obtained from A by applying E1 to the tree rooted in the parent of/94. This asymmetry is due to the fact that/94 is of type 2, while/97 is of type 1. The result of applying E1 to the tree in Fig. 23 is shown in Fig. 24 top.
In general, given an expression and its condition tree, one has two choices for each type 2 variable in the substitution tree: one can either leave the corresponding node or rootless subtree in the condition tree unchanged, or one can transform it in the sense of Example 5.5. This procedure leads to a number of trees that is potentially exponential in the number of type 2 variables in the substitution term.
call the set of legal D-trees thus obtained the set of representative instances of the given expression. Intuitively, the set of representative instances of a calculus expression is constructed in such a way that for every possible valuation of the expression's set of declarations and equations in a concrete information base instance, there is a representative instance whose transformation by the expression "models" the way in which the information base instance is transformed locally.
Therefore, we conjecture that equivalence of nonidentity expressions can be decided by considering all trees in their sets of representative instances and verifying whether both expressions yield the same results for all those trees.
Finally, the set of representative instances can also be used to decide whether or not the result of a calculus expression is always defined, independent of the information base instance to which the expression is applied. Now, the result of a calculus expression applied to a concrete information base instance can only be undefined if the resulting tree is no longer an given information base scheme is always defined. 6 . The equivalence between algebra and calculus. In 3, we presented the grammatical algebra as a query language for transforming information bases. In 4 and 5, we introduced and discussed grammatical calculus expressions. We can now consider the grammatical calculus as the language consisting of all finite sequences of calculus expressions. Note that, in contrast to the relational calculus, we cannot hope such a sequence will always be equivalent to a single expression, since in general there is no way to combine the various condition trees of the expressions in the sequence into one single condition tree that could be used to describe the net effect of the transformation. Since each grammatical algebra operation can be expressed by a single calculus expression, the grammatical calculus will nevertheless allow a more succinct representation of queries than the algebra.
In We also number the equations starting from n+ 1" ,5' {en+l e,,+t }. Since, obviously, a nontrivial equation involving pl can never be satisfied, we may assume, again without loss of generality, that p is not contained in an equation of Let J be an arbitrary set of nonnegative integers. For each B 6 V, we assume that B J denotes an attribute; similarly, for each a 6 T, we assume that a J denotes a constant. We also assume that Ni, 1, 2, 3 are attributes not in V. Finally, we also assume that N/J denotes an attribute. Informally speaking, the superscripts of the labels will be used to remember which variables can be valuated into which rootless subtrees. The N/are auxiliary attributes which will be used for copying information in D from one place to another in the tree.
The proof is basically a construction that consists of the following steps:
Step 1. Initialization. We index all node labels in D with the empty set. This is done by using parent substitution (for the attribute nodes) and permutation (for the constant nodes).
Step Note that 79' actually describes the structure of the condition tree C(79) (see Definition In our example, P0 is the only type 2 leaf node in (D) that has a declaration with an empty right-hand side. Consequently, an index 0 must be added to the D-labels of leaf nodes in the current instance: there are six such nodes. The other type 2 leaf nodes of (D) are /98,/99 and P3. Consequently, an index 8 must be added to all A-labels and indices 9 and 13 to all C-labels of nodes in the current instance. The result of these operations is shown in Fig. 25 . Note that, by the construction in the previous step, the current instance already satisfies all conditions (p) for which Pip is a leaf node in (79 '). By a downward iterative procedure, we now enforce the conditions (p) for which Pie is not a leaf node in (79 '). Thereto, we perform the following operation for those p m down to for which Pip is an internal node of (79 '). Step 3. Evaluation of all type 2 variables under the valuations of 79 in D. Once again, let Pi Dim be the type 2 variables in 79' (or, equivalently, in 79). We will relabel the nodes in the current instance in such a way that, for each p m, the superscript of the label of a node n contains the index ip if and only if there exists a valuation f of 79' in D with par(f (pip)) n (condition (p')).
Since we will need approximately the same procedure on several other occasions in the following parts of this proof, we will describe it in slightly more general terms than needed right now. Recalling that Pi P2, we can easily satisfy condition (1') by doing, in any order, until no further action is possible, the parent substitution Ezr[B I11 s, B {1'2}] for each B {1} --+ s with either B {! --+ s a production in the current scheme or B I1 an attribute in the current scheme and s e. 13 By an upward iterative procedure, we now enforce conditions (2')-(m'). Step 4 is the leftmost subtree of D of which the root is labeled A (see Fig. 29 ), then the rightmost occurrence of A in Fig. 30 is the duplicate of f(p3). Clearly, the leftmost occurrence of A in Fig. 30 contains g(P9) (which is empty) as well as the duplicate of g(P9). Hence the duplicate of f(Pl3) contains a copy of the duplicate of g(P9). However, the duplicate of f(P3) also contains a copy of g(p) (namely the duplicate of f(P3) itself). Such copies of duplicates do not cause problems later; in fact, we will need them in order to generate the correct result. Undesired copies of duplicates do not occur in our example, and, as a consequence, the operations described below will not alter the instance in Fig. 30 . An example in which undesired copies of duplicates do occur is given in the Appendix. There, it is also shown why these undesired copies of duplicates cause trouble.
We now remove undesired copies of duplicates as follows. 7 First, we remove all indices except the index from the superscripts of the node labels using the cleaning-up procedure in step 2.5 of this construction. Then, we reintroduce the other indices by repeating steps 3 and 4.
The way the auxiliary attributes N x are treated there prevents the indexing to be propagated downward through the parent nodes of duplicates.
Next, we will add an index 0 to the Nff corresponding to undesired copies of duplicates. The current instance of our example is now as shown in Fig. 3 1. Observe that the N/-labeled nodes always occur to the right of each of their siblings labeled by another symbol.
Step 6 Fig. 27 , namely that for which the corresponding A-node did not receive an index 15 in Fig. 32 , is eliminated.
Step 7 Thereto, it suffices to repeat steps 3 and 4 of the construction of this proof, starting from the current instance. In our example, the resulting instance is then as shown in Fig. 33 . Step 8 Observe that the N/J-labeled nodes always occur to the right of each of their siblings labeled by another symbol.
Step 9. Downward propagation of duplicates to the place where they have to be inserted. that case, all duplicates already have the same parent node as f(pj) =-f(p2), namely the A-labeled node n with top(f(pl)) (n).
Step 10. Fig. 19 . Finally note that all constructions in this proof were done at scheme level, i.e., they do not depend on the instance under consideration.
Hence the grammatical algebra and the grammatical calculus are equivalent. As Codd concluded for the relational model, this equivalence gives a naturalness to both languages. However, it still requires further investigation to find a precise language-independent characterization for the expressive power of the grammatical algebra and calculus.
7. Conclusions and future work. In this paper a simple model for representing the hierarchical structure in information is proposed. Two methods for querying in this data model are given and shown to be equivalent. The expressive power of these querying methods is not yet clear, however. In particular, it is not known how these methods are related to querying facilities in other data models, that can be simulated by the grammatical model. Furthermore, we are looking for a well-adapted interface that is integrated in a more general environment. It is remarkable that there seems to be no fundamental distinction between updating and querying in this model. Other aspects, such as transforming several given trees into one result tree, constraint checking, and implementation strategies, are under investigation.
Although it can be considered as an extension of the relational model, the grammatical model, because it is hierarchical in nature, is of course not suited for all database applications. 2Observe that, in the above production, either C B (B being the attribute in the declaration Pr (Bpj)...) or C is an auxiliary attribute.
In particular, the notion of "shared component" is difficult to express in a tree. It is therefore interesting to look for a characterization of the semantic expressiveness of the grammatical model. On the other hand, one could also look for "network-like" extensions of this model, using the theory of graph-grammars (e.g., [15] ).
Appendix. As promised in step 5.3 of the construction in the proof of Theorem 6.1, we shall now exhibit an example in which duplication yields undesired side effects.
Example. Consider If we apply the construction in the proof of Theorem 6.1 to the instance D up to step 4, i.e., until all valuations of 79 are determined and fully specified, we obtain the instance Now observe that the duplicate of f(P6) contains a "copy" of the duplicate of g(P6) as well as a "copy" of the duplicate of g(P8). Clearly, the duplicate of f(P6) does not contain a duplicate of g (p). If we now would try to apply step 5.4 of the construction in the proof of Theorem 6.1 straight away, we would have to move all duplicates (and hence also all copies of duplicates) two levels upward. We leave it to the reader to verify that, for p6, this would result in two nodes at the same level (more concrete, as children of the root) with the same attribute label N24, which would imply that the result is undefined, and this is obviously not what we want.
Clearly, a duplicate of g(p6) does not belong at that level. Luckily, the relabeling procedure of step 5.3 reevaluates the valuations of 7) in D and prevents them from being propagated downward through nodes labeled by auxiliary attributes. The result of the relabeling is shown in Fig. 39 . The undesired node with label N6 (as well as the undesired node with label N8 ) is now easily recognized from the fact that the label of its parent node no longer contains the index 6, and hence, by step 5.3, the undesired copy of the duplicate of g(p6) (as well as the undesired copy of the duplicate of g(P8)) will be deleted.
