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Abstract: Total removal of the larynx may be required to treat laryn-
geal cancer: speech is lost. This article shows that it may be possible to
restore speech by sensing movement of the remaining speech articula-
tors and use machine learning algorithms to derive a transformation to
convert this sensor data into an acoustic signal. The resulting “silent
speech,” which may be delivered in real time, is intelligible and sounds
natural. The identity of the speaker is recognisable. The sensing tech-
nique involves attaching small, unobtrusive magnets to the lips and
tongue and monitoring changes in the magnetic field induced by their
movement.
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1. The clinical need for silent speech
Laryngeal cancer accounts for 1% of all cancers,1 but has a 70% 5 year survival.2
Current methods for restoring speech include the electro-larynx, which produces an
unnatural, electronic voice, oesophageal (belching) speech, which is difficult to learn,
and fistula valve speech, which is considered to be the current gold standard. Valved
speech, however, requires regular hospital visits for valve replacement and produces a
masculine voice unpopular with female patients. All these methods sacrifice the
patient’s spoken identity. Laryngeal preservation would be preferable and treatment
with chemo-radiotherapy (CRT) has reduced the number of total laryngectomies,3,4
however, subsequent salvage surgery is more demanding and more subject to complica-
tions,5 making the use of speech valves more problematic.
2. Permanent magnet articulography
A range of techniques have been investigated which extract information about a user’s
speech in the absence of acoustic signals. These “silent speech” technologies include
electroencephalography (EEG), electromyography (EMG), ultrasound imaging of the
vocal tract, electromagnetic articulography (EMA), and electropalatography.6 All these
methods have limitations in reproducing speech accurately, and are invasive and
impractical outside the laboratory. As an alternative, our permanent magnet
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articulography (PMA) method has distinct advantages.7 PMA utilises a set of small
magnets attached to the speech articulators and a set of magnetic sensors that detect
changing field patterns as the articulators move. The magnetic field monitored at each
sensor is a composite, depending on the position and orientation of all of the magnetic
markers. This makes it difficult to determine the Cartesian position/orientation of the
magnets and so, instead, we treat the sensor signals as a nonlinear mapping of the
degrees of freedom of the articulators.
The current PMA system [Fig. 1(a)] consists of six magnets: four on the lips,
one on the tip of the tongue, and one on the blade of the tongue. For reasons of par-
ticipant comfort and safety, no markers are placed at the back of the tongue or on the
velum. For experimental purposes the markers are temporarily attached using adhesive
plasters and surgical adhesive (HistoacrylVR , Braun, Melsungen, Germany), although, in
patients, they will ultimately be implanted. The sensor system comprises three tri-axial
anisotropic magnetoresistive (AMR) sensors mounted on a bespoke wearable headset
[Fig. 1(b)]. A fourth tri-axial magnetic sensor is used to allow cancellation of the back-
ground field caused by the Earth’s magnetic field. Examples of speech and sensor sig-
nals for the sentence “I had been born with no organic chemical predisposition toward
alcohol” recorded by a male, non-impaired British subject are shown in Fig. 1(c).
3. Direct speech synthesis from articulator movement
The core component of our “direct synthesis” technique8–11 is a parametric transforma-
tion which maps sensor data into speech acoustics. In our current system, the parame-
ters of the transformation are learned from a “parallel dataset”—ideally around 30 min
of simultaneous recordings of articulatory and audio signals recorded by the same per-
son before the laryngectomy. As shown in Fig. 2, the PMA and audio signals in the
parallel dataset are initially pre-processed to reduce their redundancy and to represent
them as sequences of feature vectors which facilitate subsequent automatic learning
steps. The features extracted from the PMA data are fed as inputs to an artificial neu-
ral network, which is trained with the audio features as targets.
To model the mapping between the articulatory and speech features, we use
long short-term memory (LSTM) recurrent neural networks (RNNs),12,13 a type of
RNN which recently has achieved state-of-the-art performance in a variety of speech
applications such as automatic speech recognition14 and speech synthesis.15 An LSTM-
RNN is a type of neural network designed to model temporal sequences with long-term
dependencies, and is thus particularly suitable for solving sequence-to-sequence mapping
problems.
In the conversion stage, as illustrated in Fig. 2, the sequence of feature vectors
extracted from PMA data is propagated through the trained recurrent neural network
Fig. 1. (Color online) Permanent magnet articulography system. (a) Arrangement of magnetic markers on the
tongue and lips. Magnets sizes are: 5 mm long by 1 mm diameter (magnets 1–4), 4 mm long and 2 mm diameter
(magnet 5), and 1 mm long and 5 mm diameter (magnet 6). (b) Wearable sensor frame mounted on a pair of
spectacles with four tri-axial magnetic sensors: three to measure articulator movements and one as a reference
sensor to measure the Earth’s magnetic field. (c) Audio (top) and nine-channel sensor data (bottom) for the sen-
tence “I had been born with no organic chemical predisposition toward alcohol” recorded by a non-impaired
British male subject.
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to predict the speech features. Finally, from the sequence of predicted speech feature
vectors, a time-domain signal is reconstructed and played back through a loudspeaker.
Provided that the whole conversion process takes less than 250 ms (Ref. 16) we will be
able to restore the normal articulation-acoustic feedback loop and therefore the user
should be able to learn to improve the speech quality: like learning to play a musical
instrument. Furthermore, the speech being synthesised will resemble the user’s own
voice, since training is based on her/his own recordings.
The training procedure described above relies on the availability of parallel data
for each patient to train the neural networks. However, it may not always be possible to
record parallel data directly, either because the patient has already lost their voice, or
because of the short notice between diagnosis and laryngectomy prohibits arranging the
recording. In this case our plan is to make audio recordings before the operation and
then, after the PMA magnets have been implanted, obtain the sensor data by asking the
patient to mime to these recordings. A “donor” voice from another person, perhaps a
relative, could be used in the same way. Because the synchrony between modalities
(PMA and speech) is not guaranteed in this case, both streams have to be time-aligned
in order to obtain the parallel data.
4. Results
Before attempting to help laryngectomees, it was necessary to evaluate speech recon-
struction performance on data from normal speakers. We made simultaneous speech
and PMA data recordings for four non-impaired subjects: three men and one woman.
In each recording session, the participant was fitted with the magnets and PMA device
and parallel data were recorded for a given vocabulary. Here, the material is the
CMU Arctic corpus:17 sentences taken from novels and chosen for phonetic balance, a
standard task for speech synthesis. This material is difficult: the vocabulary is unlim-
ited and the sentences are meant to be read, not spoken. The amount of data recorded
by the subjects was: 420 sentences (21.62 min), 509 sentences (26.10 min), 519 sentences
(35 min), and 439 sentences (22.07 min) for the three men and the woman, respectively.
To extract the PMA and speech features, an analysis window spanning 25 ms
of data with 5 ms increment is used. Speech signals are parameterised to 32-
dimensional feature vectors using the STRAIGHT vocoder:18 25 Mel-frequency ceps-
tral coefficients19 (MFCCs) represent the spectral envelope and the seven remaining
parameters represent the excitation signal [5-band aperiodicity values, continuous fun-
damental frequency (F0) value on a logarithmic scale and binary voicing decision].
During synthesis, the vocal tract and excitation parameters estimated from the articula-
tory data are used to synthesise the final acoustic signal. PMA signals are first pre-
processed to remove the effects of the Earth’s magnetic field and involuntary head
movements on the captured articulatory data. Next, data frames are computed each
5 ms from segments spanning 25 ms of data. Principal component analysis (PCA) is
applied retaining the 99% of the total variance. Finally, both the PMA and speech fea-
tures are mean-and-variance normalised.
Two separate LSTM-RNN models are trained for each subject from her/his
parallel data: one for predicting the continuous speech features (MFCCs, five-band
aperiodicities and logF0 values) and other for the unvoiced/voiced decision. In both
cases, a RNN with four hidden layers with 128, 256, 256, and 128 LSTM units is
employed. During training, the network parameters are optimised with the stochastic
Fig. 2. Diagrams of the training and conversion phases of the direct synthesis technique. (a) In the training
phase, the parameters of a LSTM recurrent neural network are optimized to minimize the prediction error of
the speech features given the sequence of input feature vectors computed from the sensor data. (b) During con-
version, the learned recurrent neural network is used to transform input feature vectors into speech feature vec-
tors and, from them, a time-domain speech signal is finally synthesised.
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gradient descent technique using mini-batches of 50 sentences. The networks are
trained for 100 epochs or until the error computed over a validation set starts to rise.
A 10-fold cross-validation scheme is used to assess the system’s performance:
parallel data corresponding to 90% of the recorded sentences was used for training
purposes and the remaining 10% was used for evaluation. This was repeated ten times.
In each round, PMA data in the evaluation subset was processed by the recurrent neu-
ral networks trained in that round to predict the corresponding speech features. For
objective evaluation of speech reconstruction accuracy, we compare the speech features
predicted from PMA data with those extracted from the signals recorded by the sub-
jects. Mel-cepstral distortion20 (MCD) metric, a standard metric in speech coding and
synthesis, is used to evaluate the accuracy of MFCC estimation. In MCD, lower values
indicate better results. Roughly speaking, an MCD of four decibels (dB) is considered
to be high spectral accuracy, while 5.5 dB is moderate and usually tolerable.21 For the
voicing parameter we compute the error rate and, for voiced sounds, the correlation
between the actual and predicted logF0 values.
The results for the four subjects are shown in Fig. 3. In standard recurrent
neural networks, the output at each time instant is computed from the current and
past inputs. For voice reconstruction, the additional use of future input samples could
improve the system’s performance by taking into account more information about the
articulators’ dynamics, at the expense of introducing a certain delay. Provided this
delay is less than 250 ms (Ref. 16) it will not be noticed by the user. In Fig. 3, the per-
formance with varying delays is shown. Encouragingly, the best performance for spec-
tral estimation is obtained with delays between 50 and 100 ms.
Since PMA technology only captures information about the upper-part of the
vocal tract (lips and tongue, specifically), it is not surprising that the performance for
voicing prediction is limited: between 18% to 30% error rate. For F0 prediction, corre-
lation between the original and predicted F0 values is significantly better for the
woman than for the men. As discussed in Ref. 22, this may be due to the higher corre-
lation between F0 and the first two speech formants F1 and F2 (which are associated
with the shape of the mouth during articulation) for female speakers.
Prediction of the speech spectral parameters (represented here as MFCCs)
from PMA measurements compares favourably with other methods proposed in the lit-
erature for direct speech synthesis.8,9 LSTM-RNNs seem to be better able to model
long-term correlations; thus providing more accurate voice reconstruction. From Fig.
3, MCD results obtained for the men (5.736 0.008 dB, 5.606 0.007 dB and
4.896 0.011 dB, p< 0.05, with a delay of 50 ms) are slightly better than for the woman
(6.176 0.009 dB, p< 0.05, for delay of 50 ms). The results obtained for the third male
subject are particularly encouraging. He recorded more training data (35 min compared
to around 20 min for the other subjects, and took care to speak slowly (133 words per
minute compared to an average of 174 for the other speakers) and clearly. This
Fig. 3. Objective evaluation of speech reconstruction accuracy for the male and female subjects. Results are pre-
sented as a function of the delay corresponding to the future frames supplied to the RNN. Confidence intervals
are shown at the 95% level. (a) Average Mel-cepstral distortion (MCD) results in decibels showing the spectral
reconstruction accuracy (lower is better). (b) Pearson correlation between the original and predicted F0 values
(logarithmic scale) computed for the voiced speech segments (higher is better). (c) Percentage of errors for the
voicing parameter (lower is better).
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suggests that it may be possible for the users of our system to learn to apply compen-
satory strategies to improve speech intelligibility.
To determine the performance in speech reconstruction achieved by our sys-
tem for the speech sounds in English, we performed a second analysis in which the
MCD measure was independently computed for each phone. The distributions of
MCD results are represented as a boxplot chart, in Fig. 4.
To segment the speech signals into phones, we force-aligned word-level tran-
scriptions using an automatic speech recogniser adapted to the subject’s voice. The out-
put of the forced-alignment procedure is a phone-level transcription with timing informa-
tion. We used this information to segment the original and estimated speech signals and
compute the MCD measure for each phone. MCD results for phones with similar articu-
lation are grouped together according to the manner and place of articulation.23 There
are significant differences between the reconstruction quality obtained for different phone
categories. When considering the manner of articulation, the vowels and fricatives
(MCDs are 4.286 0.006 dB and 4.426 0.009 dB, p< 0.05, for the medians) are among
the best synthesised sounds while plosive, affricate and approximant consonants
(4.936 0.010 dB, 4.906 0.034 Db, and 4.966 0.015 dB, respectively, with p< 0.05) are,
on average, less well reconstructed due to their more complex articulation and dynamics.
When looking at the place of articulation, phones articulated at the middle and back of
the mouth (palatal, velar, and glottal consonants, whose MCD values for the medians
are, respectively, 5.066 0.050 dB, 5.406 0.023 Db, and 5.566 0.032 dB with p< 0.05)
are systematically less well reconstructed than the rest of the phones. This can be attrib-
uted to the limitations of the current PMA device for modelling those areas.8,24 In ongo-
ing work we are investigating ways to also capture information about articulator move-
ment in those areas.
Audio examples. The best way to get a feel for what our system can do is to
listen to some examples. We provide eight audio files Mm. 1–Mm. 8.
Mm. 1. Original sentence, “He was pressing beyond the limits of his vocabulary,” male
speaker 1. This is a file of type.wav (91 Kb).
Mm. 2. Original sentence, “My age, in years, is 22,” male speaker 2. This is a file of type.-
wav (91 Kb).
Mm. 3. Original sentence, “Do not you see I hate you,” male speaker 3. This is a file of
type.wav (83 Kb).
Mm. 4. Original sentence, “In a way, he’s my protege,” female speaker. This is a file of
type.wav (63 Kb).
Mm. 5. Synthesised sentence, “He was pressing beyond the limits of his vocabulary,” male
speaker 1. This is a file of type.wav (91 Kb).
Fig. 4. Detailed spectral reconstruction results for different phone categories. Each box represents the following
values of the distribution of MCD errors for each phone category: the main box represents the first quartile (lower
edge), the median (red segment inside the box), and third quartile (upper edge). The mean of each distribution is
represented as a small red square and the interquartile range (IQR) is IQR¼Q3-Q1, where Q1 and Q3 are the first
and third quartiles. Whiskers extend vertically from the boxes up to 1.5  IQR. 95% confidence intervals around
the medians are plotted with a notch in the box. (a) Average Mel-cepstral distortion results for all speakers when
considering the manner of articulation. (b) Average results when looking at the place of articulation of the phones.
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Mm. 6. Synthesised sentence, “My age, in years, is 22,” male speaker 2. This is a file of
type.wav (88 Kb).
Mm. 7. Synthesised sentence, “Do not you see I hate you,” male speaker 3. This is a file of
type.wav (83Kb).
Mm. 8. Synthesised sentence, “In a way, he’s my protege,” female speaker. This is a file of
type.wav (63 Kb).
Note that the synthesised “speech” is mostly intelligible and quite natural. The
individuality of the speaker is preserved; indeed, the “voice” is recognisable if the speaker
is someone you know. When listening to these examples, remember you do not have the
visual cues which are of considerable help in following a speaker. These will be available
when the device is deployed, because we can reconstruct speech in close to real time.
5. Conclusions
We have shown that state-of-the-art technology has the potential to be used, post lar-
yngectomy, to provide an unobtrusive voice prosthesis which produces a voice which
not only sounds natural but is recognizable as that of the patient.
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