We propose to use thought-provoking children's questions (TPCQs), namely Highlights BrainPlay questions, to drive artificial intelligence research. These questions are designed to stimulate thought and learning in children, and they can be used to do the same thing in AI systems. We introduce the TPCQ task, which consists of taking a TPCQ question as input and producing as output both (1) answers to the question and (2) learned generalizations. We discuss how BrainPlay questions stimulate learning. We analyze 244 BrainPlay questions, and we report statistics on question type, question class, answer cardinality, answer class, types of knowledge needed, and types of reasoning needed. We find that BrainPlay questions span many aspects of intelligence. We envision an AI system based on the society of mind (Minsky 1986; Minsky 2006) consisting of a multilevel architecture with diverse resources that run in parallel to jointly answer and learn from questions. Because the answers to BrainPlay questions and the generalizations learned from them are often highly open-ended, we suggest using human judges for evaluation.
Introduction
As artificial intelligence tasks like fact-based question answering (Ferrucci et al. 2013 ) and face recognition (Taigman et al. 2014 ) become mostly solved, there is a need for harder tasks. Consider the following questions from the children's magazine Highlights:
Why doesn't every key open every lock? Which is older, a tree or a leaf on the tree? Why aren't pants pockets as big as backpacks? If you tried very hard, would you be able to see through a brick wall? Although these questions are short and designed to be answered by young children, they are very hard for computers. The embarrassing fact is that answering and learning from these questions is way beyond the capabilities of existing AI systems. They are wide open.
We propose answering and learning from thoughtprovoking children's questions (TPCQs), which are available in the BrainPlay column of Highlights, as a task for driving AI research.
Task Definition 1 (TPCQ)
Given a thought-provoking children's question Q, produce
• one or more answers to the question A 1 , A 2 , . . .
• one or more learned generalizations L 1 , L 2 , . . .
Example:
Q: Name three animals that hatch from eggs. A 1 : birds A 2 : chickens A 3 : ducks A 4 : snakes L 1 : Animals with feathers hatch from eggs.
Learning doesn't only happen through real experiences and doesn't always require the addition of new knowledge. Learning also occurs through imagined experiences that make use of existing knowledge. You may have pieces of knowledge whose connections are not apparent until someone pushes you to notice them. This is what BrainPlay questions are designed to do.
In this paper, we discuss Highlights BrainPlay and present an analysis of BrainPlay questions. We find that the questions span many aspects of intelligence. To address them will require something on the order of Marvin Minsky's (1986; 2006) society of mind. We discuss an AI system based on the society of mind, and we provide an example of its application to a BrainPlay question.
Highlights BrainPlay
Highlights magazine was started in 1946 by Garry Cleveland Myers and Caroline Clark Myers. The magazine includes a BrainPlay column, called Headwork before November 2004, which contains "[q]uestions and activities for stimulating children from five to twelve to think and reason by working over in their heads what is already there, arriving at new ideas not learned from books" (Myers 1968) . In this paper, we use the term BrainPlay for both Headwork and BrainPlay questions.
For example, consider the following BrainPlay question:
In a room with a staircase leading to the second floor, how can you figure out the height of the first-floor ceiling? (Myers and Myers 1964) . Correct answers to the questions aren't provided.
Analysis of BrainPlay Questions
To get an idea of what we're up against, we performed an analysis of BrainPlay questions in the Highlights issues from January 2000 to December 2000. We started by segmenting each top-level question into one or more subquestions. For example, the top-level question
Would you rather wear a hood or a hat? Why? is segmented into a first question and a second question:
Would you rather wear a hood or a hat?
Why? Table 1 shows the composition of subquestions. Table 2 gives statistics on the length of subquestions. The first question tends to be the longest. The second and following questions typically ask for explanations for the answer to the first question, ask variations on the first question (often involving coreference), or follow up in some other way. For the remainder of the analysis, we considered only first questions.
We 
Question Type
Statistics on the question type are shown in List these in order of size: moon, bird, star, airplane. A number of questions involve personal experiences, preferences, and facts. The answers to these questions are person-dependent. How shall we deal with these? The first reaction might be simply to throw them out. But consider that a truly intelligent system will have its own personal experiences and preferences. These are essential aspects of intelligence. Therefore it would be a mistake to throw these questions out. Because there is no gold standard answer key for them, answers can be judged for plausibility by human judges.
Some questions request an action to be performed. Again, we could throw these out, but then we would be throwing out some of the most revealing questions. Instead, the system can perform the actions in a three-dimensional simulator (or in the world if the system has a body), and the results can be judged by humans.
Answer Cardinality
Statistics on how many answers are required by a question are shown in 
Answer Class
Statistics on the answer class are shown in 
Types of Knowledge Needed
Statistics on the types of knowledge needed to answer questions are shown in Table 7 . The percentages sum to more than 100 because each question is annotated with one or more types of knowledge. (Schank and Abelson 1977) . Name a game you can play alone. Would you rather receive a phone call or a letter?
Plans/Goals Goals and plans (Schank and Abelson 1977).
Why do people make New Year's resolutions? What are the benefits of working on a project with others?
Physics Physics.
Is it easier to throw or to catch a ball? Try to clap your hands behind your back.
Properties/Attributes Properties and attributes of people and things.
What kinds of hats are casual? How are a snake and an eel similar?
Human Body The human body.
Try to make your body into the shape of each letter in your name.
What do elbows and knees have in common?
Relations Database relations involving people or things. Whose phone numbers do you know by heart? Which is higher, clouds or the sun?
Interpersonal Relations
Interpersonal relations (Heider 1958) . If a friend lied to you, how could he or she regain your trust? List the top five things that you like to do with your friends.
Episodic Memory
Episodic memory (Tulving 1983; Hasselmo 2012) . Think of a fruit and a vegetable that begin with the letter p. Name three foods that are purple. Weather Weather.
Name three ways to have fun on a rainy day.
Where is the safest place to be during a thunderstorm? Letters The alphabet and letters.
Try to make your body into the shape of each letter in your name. Which letters of the alphabet can you draw using only curved lines? Taste Taste.
Name three foods that might cause you to make a face when you eat them. Smell Smell.
What is the best smell in spring?
Types of Reasoning Needed
Statistics on the types of reasoning needed to answer questions are shown in 
Database Retrieval Database retrieval.
Who is the tallest person you know? Name three animals that hatch from eggs.
Simulation Simulation of the course of events, not necessarily requiring physical or three-dimensional reasoning.
Is it easier to swallow a pill or a spoonful of medicine? Why might a bear with a cub be more dangerous than a bear by itself?
Planning Planning or generating a sequence of actions to achieve a goal (Ghallab, Nau, and Traverso 2004) . What might happen if televisions everywhere stopped working? Describe your favorite place to go for a walk.
Comparison Quantitative or qualitative comparison.
Who is the tallest person you know? What do elbows and knees have in common?
Episodic Memory Retrieving or recalling personal experiences from episodic memory.
Have you ever been so busy that you forgot to eat a meal? What mistakes have you made that you've learned from?
Visualization Visualization and imagery. How are a bird's wings different from a butterfly's wings? Of the stars, the moon, and the sun, which can be seen during the day?
3D Simulation Physical or three-dimensional simulation.
Try to clap your hands behind your back. Why don't we wear watches on our ankles?
Invention Inventing or creating something. Describe a toy that you would like to invent. Make up a word that means "so funny you can't stop laughing."
Arithmetic Arithmetic operations.
How many inches have you grown in the past year?
In what year will you be able to register to vote?
Correlation with Question Position
BrainPlay questions are presented in increasing order of difficulty (Myers and Myers 1964) . Therefore position provides a measure of question difficulty. Table 9 : Correlation with Question Position ious annotations with position is given in Table 9 . Only correlations with magnitude above 0.1 are shown. High positive correlations indicate high difficulty, whereas high negative correlations indicate low difficulty (for humans).
BrainPlay's Coverage of Intelligence
We can use the major sections of the fifth edition of The Cognitive Neurosciences (Gazzaniga and Mangun 2014) as a guide to the many areas of human intelligence. A rough correspondence between these sections and BrainPlay is shown in Table 10 . ("VI Memory" includes prediction and imagination.) We see that BrainPlay questions span many aspects of intelligence.
A Society of Mind for BrainPlay
To build an AI system that can answer BrainPlay questions will require something quite extensive, namely a society of mind consisting of a multilevel architecture and diverse set of resources (Minsky 2006; Sloman 2001) . The architecture will not be organized as a pipeline as in Watson (Ferrucci et al. 2013) , but rather as a set of resources that run in parallel (in multiple processes and threads) to jointly solve a problem. This will allow each resource to exploit the strengths of other resources just at the moment those strengths are needed. There won't be any single mechanism for machine learning; rather, mechanisms for learning will be incorporated into multiple resources.
The architecture will contain resources like the following:
• Mechanisms for panalogy or couplings among multiple representations (Minsky 2006) • Negative expertise and critics (Minsky 1994) • A mechanism for learning schemas (Drescher 1991) • Episodic memory (Tulving 1983) 
Schema Mechanism: An Example
A Drescher schema consists of a context, an action, and a result (Drescher 1991) . A schema represents that, if the action is performed in the context, then the result will hold. Drescher shows how schemas can be learned by a robot that (1) conducts real experiments in a microworld and (2) conducts imagined experiments by mentally simulating the microworld. The robot and microworld are themselves simulated (though they don't have to be), and the robot has a body, graspers, tactile sensors, and a visual system. By conducting real experiments in the microworld, the schema mechanism will learn the following:
• It sometimes rains outside.
• Rain destroys paper.
• Rain can cause wood to rot.
• Rain doesn't cause major damage to metal or stone.
To learn from the BrainPlay question Why are outdoor statues usually made of stone or metal and not of wood or paper?
the schema mechanism will conduct several imagined experiments in which a statue is made of stone, metal, wood, and paper. If the statue is made of stone or metal, the result is that there is no major damage to the statue. If the statue is made of wood or paper, the result is that the statue is damaged. A critic will recognize this negative consequence and the schema mechanism will learn the generalization If you don't want something to be damaged outside, then you should make it out of stone or metal, not wood or paper.
Related Work
Several other AI reasoning tasks have been proposed. In Aristo (Clark 2015), a multiple choice elementary school science exam question is taken as input, and an answer is produced as output. Whereas Aristo probes knowledge of fourth grade science, the BrainPlay/TPCQ task explores a larger body of children's knowledge.
In the bAbI tasks (Weston et al. 2015) , a simple story and question about the story are taken as input, and an answer is produced as output. The stories are generated using a simulator based on a simple world containing characters and objects. These tasks were designed to serve as a prerequisite to more complex tasks.
The MCTest dataset (Richardson, Burges, and Renshaw 2013) consists of short stories, multiple choice questions about the stories, and correct answers to the questions. The questions were designed such that answering them (1) requires information from two or more story sentences and (2) does not require a knowledge base.
In the recognizing textual entailment (RTE) task (Dagan et al. 2013) , a text T and a hypothesis H are taken as input, and a label T entails H, H contradicts T , or unknown is produced as output. RTE is quite general, and resources that recognize entailment could be used as resources for performing the TPCQ task. The Winograd schema (WS) challenge (Levesque, Davis, and Morgenstern 2012 ) is a variant of the RTE task more heavily focused on reasoning.
In the VQA task (Antol et al. 2015) , an image and a multiple choice or open-ended question about the image are taken as input, and an answer is produced as output. The VQA task often involves significant reasoning, like the TPCQ task. The Turing ++ questions on images will be used to assess computer models of intelligence at the Center for Brains, Minds and Machines. 
Conclusion
Highlights BrainPlay questions can be answered by young children. If today's artificial intelligence systems can't even answer these questions, how can we really say that they are intelligent? We believe that building systems that can answer and learn from BrainPlay questions will increase progress in artificial intelligence.
