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WEAKLY ARF RINGS
ELA CELIKBAS, OLGUR CELIKBAS, CA˘TA˘LIN CIUPERCA˘, NAOKI ENDO, SHIRO GOTO,
RYOTARO ISOBE, AND NAOYUKI MATSUOKA
Abstract. In this paper, we introduce and develop the theory of weakly Arf rings,
which is a generalization of Arf rings, initially defined by J. Lipman in 1971. We provide
characterizations of weakly Arf rings and study the relation between these rings, the
Arf rings, and the strict closedness of rings. Furthermore, we give various examples of
weakly Arf rings that come from idealizations, fiber products, determinantal rings, and
invariant subrings.
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1. Introduction
Arf rings, which we focus on in the present paper, trace back to the classification of
certain singular points of plane curves by C. Arf in 1949 (see, e.g., [10], [24], and [25]). In
1971, J. Lipman introduced the Arf rings by extracting the essence of the rings considered
by C. Arf. Using this notion, he proved that a one-dimensional complete Noetherian local
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domain A with an algebraically closed residue field of characteristic zero has minimal
multiplicity (i.e., the embedding dimension of A equals the multiplicity of A), provided
that A is saturated in the sense of O. Zariski [29]. The proof of this result depends on
the fact that such a saturated ring is an Arf ring. The notion of Arf rings is defined for
Noetherian semi-local rings A satisfying that every localization AM at a maximal ideal
M is Cohen-Macaulay and of dimension one. In [18, Theorem 2.2], the Arf rings are
characterized in terms of the stability of integrally closed open ideals as well as that all
the local rings infinitely near to A, i.e., the localizations of the blow-ups, having minimal
multiplicity. As J. Lipman mentioned in [18], the defining conditions of an Arf ring are
technical, but they are convenient to work with, and easy to state which we recall next.
Definition 1.1 ([2, 18]). Let A be a Noetherian semi-local ring such that AM is a one-
dimensional Cohen-Macaulay local ring for every M ∈ MaxA. Then A is called an Arf
ring if the following conditions hold:
(1) Every integrally closed ideal I in A that contains a non-zerodivisor has a principal
reduction, i.e., In+1 = aIn for some n ≥ 0 and a ∈ I.
(2) If x, y, z ∈ A such that x is a non-zerodivisor on A and y/x, z/x ∈ Q(A) are integral
over A, then yz/x ∈ A, where Q(A) denotes the total ring of fractions of A.
A typical example of an Arf ring is the ring with multiplicity at most two; see [18,
Example, page 664], [7, Proposition 2.8]. As the Arf property is preserved by the standard
procedures in ring theory, such as completion, localization, and faithfully flat extensions,
examples of Arf rings are abundant; see [18, Corollaries 2.5 and 2.7]. Assume for simplicity
that A is a one-dimensional complete Noetherian local domain with algebraically closed
field. As noted by J. Lipman in [18], among all the Arf rings between A and its integral
closure A, there is a smallest one, called the Arf closure. Since the Arf closure maintains
the multiplicity of A and commutes with quadratic transform, i.e., blowing-up of the
maximal ideal, the multiplicity sequence of A along the unique maximal ideal of A is the
same as that of the Arf closure. This fact leads to obtain a characterization of Arf rings
by means of the semigroup of values, which gives rise to the notion of Arf semigroups.
The value semigroup of the Arf closure appears as an Arf semigroup, i.e., a numerical
semigroup H satisfying the following condition:
If x, y, z ∈ H such that x ≤ y and x ≤ z, then y + z − x ∈ H .
In [3, 6, 28], the Arf property for numerical semigroups and algorithms to compute
the Arf closure of various rings, such as the coordinate rings of curves, were already
studied. Furthermore, V. Barucci and R. Fro¨berg [6] explored the question of when the
Arf semigroups are almost symmetric, and gave a characterization of them. Recently,
E. Celikbas, O. Celikbas, S. Goto, and N. Taniguchi (the fourth author of this paper)
generalized their results; see [7, Theorem 1.1, Corollary 1.2].
The theory of Arf rings is, so to speak, a prototype of the theory of one-dimensional
Cohen-Macaulay rings, and it has evolved into mostly the theory of numerical semigroups,
i.e., the theory of singularities of plane curves, and the study of Arf closures. Having said
that, the theory of Arf rings might develop also in ring theory and one still needs to
pursue the work of C. Arf and J. Lipman in the literature.
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The main purpose of this paper is to inspect the theory of Arf rings in detail, and
to attempt to motivate the interested readers to study in this direction. More precisely,
we are concerned with the question of what happens if we remove the condition (1) and
assume only the condition (2) in Definition 1.1. We call such a ring a weakly Arf ring.
Definition 1.2. A commutative ring A is said to be weakly Arf, provided that yz/x ∈ A
whenever x, y, z ∈ A such that x ∈ A is a non-zerodivisor on A and y/x, z/x ∈ Q(A) are
integral over A.
The difference between Arf and weakly Arf rings is determined by the existence of
principal reductions of integrally closed ideals. Thus, when (A,m) is a one-dimensional
Cohen-Macaulay local ring, these notions are equivalent if the residue class field A/m
of A is infinite, or if A is analytically irreducible, i.e., the m-adic completion Â of A is
an integral domain. In particular, these notions coincides for numerical semigroup rings.
However, Arf and weakly Arf rings are not equivalent in general as weakly Arf rings are
defined in a more general situation. Besides, as J. Lipman pointed out, there is an example
of a one-dimensional Cohen-Macaulay local ring which is weakly Arf, but not Arf; see [18,
page 661]. In the present paper, we delve into this example by giving two different proofs
(see Example 9.6, Corollary 10.5), and we construct other examples to study the theory
of Arf and weakly Arf rings.
The investigation of weakly Arf rings opens the door leading to the frontier of this new
topic and gives us new knowledge of Arf rings. For example, in Sections 5 and 6, we obtain
Arf rings arising from idealizations and fiber products. Besides, we provide an affirmative
answer for the conjecture of O. Zariski, which states the Arf closure coincides with the
strict closure; see Section 7. We also observe that Arf rings appear in determinantal rings
and invariant subrings, see Sections 11 and 12. In addition, Theorem 12.1 reveals that
the Arf property depends on the characteristic of the ring.
We now state our results more precisely, explaining how this paper is organized. In
Section 2, we begin with the basic properties of the algebra AI of A at an ideal I, which will
be needed throughout this paper. In contrast with Arf rings, we give a characterization
of weakly Arf rings in terms of the stability of the integral closure of a principal ideal.
Section 3 provides further properties of weakly Arf rings, including the fact that weakly
Arf property is inherited under cyclic purity maps. In particular, we give a partial answer
to the question of when the rings of invariants are weakly Arf; see Corollary 3.2.
In Section 4, we explore the strict closedness of rings in connection with Arf and weakly
Arf rings. Theorem 4.5 shows that, if A is a Noetherian ring which satisfies the Serre’s
(S2) condition, then A is strictly closed in its integral closure A if and only if A is weakly
Arf and AP is an Arf ring for every P ∈ SpecA with htAP = 1. Hence, if we additionally
assume that htAM ≥ 2 for every M ∈ MaxA, the strict closedness coincides with the
weakly Arf property; see Corollary 4.6. As an application of Theorem 4.5, we prove the
following.
Theorem 1.3 (Corollary 4.12). Let A be a Noetherian integral domain. Suppose that A
satisfies the Serre’s (S2) condition and A contains an infinite field. Then A is weakly Arf
if and only if so is the polynomial ring A[X1, X2, . . . , Xn] for every n ≥ 1.
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In Sections 5 and 6, we study the question of when idealizations and fiber products
are weakly Arf and Arf rings, which allows us to enrich the theory and produce concrete
examples of such rings. The main results of these sections are stated as follows.
Theorem 1.4 (Theorem 5.2). Let R be a Noetherian ring, and let M be a finitely gen-
erated torsion-free R-module. Then the idealization A = R⋉M of M over R is a weakly
Arf ring if and only if R is a weakly Arf ring and M is an R-module.
Theorem 1.5 (Theorem 6.2). Let (R,m), (S, n) be Noetherian local rings with a common
residue class field k = R/m = S/n. Suppose that depthR > 0 and depthS > 0. Then the
fiber product A = R×k S of R and S over k is a weakly Arf ring if and only if so are the
components R and S.
In Section 7, we give a modification of Arf closures, called weakly Arf closures, to
investigate weakly Arf rings in accordance with our situation. We prove in Theorem 4.4
that the Arf property implies the strict closedness of the ring without assuming that the
ring contains a field. This generalizes [18, Theorem 4.6], and hence the strict closure
coincides with the Arf closure, which gives a complete answer for the conjecture posed by
O. Zariski; see [18, page 651].
Theorem 1.6 (Corollary 7.8). Let A be a Noetherian semi-local ring such that AM is a
one-dimensional Cohen-Macaulay local ring for every M ∈ MaxA. Suppose that A is a
finitely generated A-module. Then the Arf closure of A coincides with the strict closure
of A in A.
As an application of weakly Arf closures, in Section 8, we are concerned with core
subalgebras of the polynomial ring k[t] with one indeterminate t over a field k. The class
of core subalgebras includes the semigroup rings k[H ] of a numerical semigroup H .
Section 9 is devoted to study the weakly Arf property for the algebra AI of an ideal
I. For a Noetherian ring A, MaxΛ(A) denotes the set of all the maximal elements in the
set of all proper ideals that are the integral closure of a principal ideal generated by a
non-zerodivisor on A with respect to inclusion. By computing the set MaxΛ(A), we give
an example of a weakly Arf ring which is not Arf; see Example 9.6. Notice that, if A is not
integrally closed, there exists M ∈ MaxΛ(A) such that µA(M) ≥ 2; see Proposition 9.7.
Here, we denote by µA(N) the number of elements in a minimal system of generators of an
A-module N . By using this phenomenon, we define A1 to be A, if A is integrally closed.
Otherwise, if A 6= A, we define A1 = A
M =
⋃
n≥0 [M
n :Mn], where M ∈ MaxΛ(A) such
that µA(M) ≥ 2. Set A0 = A, and for each n ≥ 1, define recursively An = (An−1)1.
Hence, we have a chain of rings
A = A0 ⊆ A1 ⊆ · · · ⊆ An ⊆ · · · ⊆ A
by the algebras AM , where M ∈ MaxΛ(A); see Definition 9.9. The main result of Section
9 is the following, which extends the condition (i)⇔ (iii) as in [18, Theorem 2.2].
Theorem 1.7 (Theorem 9.11). Let A be a Noetherian ring, and consider the following
conditions:
(1) A is a weakly Arf ring.
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(2) For every M ∈ MaxΛ(A), M : M is a weakly Arf ring and M2 = aM for some
a ∈M .
(3) For every chain A = A0 ⊆ A1 ⊆ · · · ⊆ An ⊆ · · · ⊆ A obtained from Definition 9.9,
An is a weakly Arf ring for every n ≥ 0.
(4) For every chain A = A0 ⊆ A1 ⊆ · · · ⊆ An ⊆ · · · ⊆ A obtained from Definition 9.9,
and for every n ≥ 0 and N ∈ MaxΛ(An), N
2 = bN for some b ∈ N .
Then the implications (1)⇔ (2)⇔ (3)⇒ (4) hold. If dimA = 1, or Ap is quasi-unmixed
for every p ∈ SpecA, the implication (4)⇒ (1) holds.
In Section 10, we study Example 9.6 in detail, and determine all the integrally closed
ideals that contain a non-zerodivisor and give our second proof for this example. Fur-
thermore, we provide other examples of weakly Arf rings that are not Arf. Inspired by
Corollary 3.2, we note that some of the invariant subrings could be weakly Arf. In Sec-
tion 11, we explore the weakly Arf property for the rings of invariant acting on subgroups
of GL2(k), where k is a prime field of characteristic 2. Invariant subrings may appear
as determinantal rings. Therefore, in view of Section 11, it seems worth studying when
determinantal rings are weakly Arf; we do this in Section 12. Theorem 12.1 guarantees
that the Arf property depends on the characteristic of the ring.
In Section 13, we investigate the strict closedness and the Arf property of rings in
connection with the direct summands, and we finally prove the following.
Theorem 1.8 (Corollary 13.16). Let R be a Noetherian semi-local ring such that RM is a
one-dimensional Cohen-Macaulay local ring for every M ∈ MaxR. Suppose that R is an
Arf ring. Then, for every finite subgroup G of AutR such that the order of G is invertible
in R, RG is an Arf ring.
Throughout this paper, unless otherwise specified, let A be an arbitrary commutative
ring, let W (A) be the set of non-zerodivisors on A, and let FA be the set of open ideals in
A, i.e., the ideals of A that contain a non-zerodivisor on A. For an ideal I in A, we denote
by I the integral closure of I in A. We set Λ(A) = {(x) | x ∈ W (A)}. For A-submodules
X and Y of the total ring of fractions Q(A), we set X : Y = {a ∈ Q(A) | aY ⊆ X}.
For an A-moduleM , ℓA(M) denotes the length ofM and µA(M) stands for the number
of elements of a minimal system of generators for M . When A is a Noetherian local ring
with maximal ideal m, for each m-primary ideal I in A, let e0I(A) denote the multiplicity
of A with respect to I. We also denote e(A) = e0m(A).
2. Basic properties of weakly Arf rings
In this section we give the definitions and some basic properties of the Arf and weakly
Arf rings. For an arbitrary commutative ring A, let W (A) be the set of non-zerodivisors
on A. We denote by FA the set of ideals in A which contain a non-zerodivisor on A.
For each I ∈ FA, there is a filtration of endomorphism algebras as follows:
A ⊆ I : I ⊆ I2 : I2 ⊆ · · · ⊆ In : In ⊆ · · · ⊆ Q(A).
Set AI =
⋃
n≥0 [I
n : In] . The ring AI , an intermediate ring between A and Q(A), coincides
with the blow-up of A at I when A is Noetherian and of dimension one. For each n > 0,
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note that In ∈ FA and A
I = AI
n
. When A is Noetherian and I contains a principal
reduction, AI is a module-finite extension over A, and A ⊆ AI ⊆ A where A denotes the
integral closure of A in Q(A). In particular, for a Noetherian semi-local ring A such that
AM is a one-dimensional Cohen-Macaulay local ring for every M ∈ MaxA, all the blow-
ups AI of A at I ∈ FA are finitely generated A-modules and A ⊆ A
I ⊆ A, because there
exists an integer n > 0 such that In contains a reduction; see [18, Proof of Proposition
1.1]. Notice that, if a ∈ I is a reduction of I, i.e., Ir+1 = aIr for some r ≥ 0, then one
has:
AI = A
[
I
a
]
=
Ir
ar
, where
I
a
=
{x
a
∣∣∣ x ∈ I} ⊆ Q(A).
Moreover, if a ∈ I is a reduction of I, then AI = In : In for every n ≥ r. Hence, the
reduction number redQ(I) of I with respect to Q = (a), the minimum integer r ≥ 0
satisfying the equality Ir+1 = QIr, is equal to the minimum integer n ≥ 0 such that
AI = In : In. Therefore, redQ(I) does not depend on the choice of a principal reduction
Q = (a) of I.
An ideal I ∈ FA is called stable in A, if A
I = I : I, or, equivalently, IAI = I. Moreover,
an ideal I ∈ FA is stable if and only if I
2 = aI for some a ∈ I. See [18, Lemma 1.8] for
the proof of this fact.
Before stating the definition of the weakly Arf rings, we recall the notion of Arf rings.
Definition 2.1 ([2, 18]). Let A be a Noetherian semi-local ring such that AM is a one-
dimensional Cohen-Macaulay local ring for every M ∈ MaxA. Then A is said to be an
Arf ring, if the following conditions are satisfied:
(1) If I ∈ FA is an integrally closed ideal in A, then I has a principal reduction.
(2) If x, y, z ∈ A such that x ∈ W (A) and y/x, z/x ∈ A, then yz/x ∈ A.
A Noetherian local ring A with multiplicity at most two is Arf; see [18, Example, page
664], [7, Proposition 2.8]. Numerical semigroup rings provide numerous examples of Arf
rings. Indeed, let k[[t]] be the formal power series ring over a field k. For an integer
n ≥ 2, A = k[[tn, tn+1, . . . , t2n−1]] is an Arf ring; see [7, Example 4.7]. Idealizations and
fiber products also produce Arf rings; see Section 6. For example, let A = k[[x, y, z]]/(x3−
yz, y2 − zx, z2 − x2y), where k[[x, y, z]] denotes the formal power series ring over a field
k. Both the idealization A ⋉ m ∼= k[[x, y, z, u, v, w]]/I and the fiber product A ×k A ∼=
k[[x, y, z, u, v, w]]/J are Arf rings by Theorems 5.12 and 6.10, since A is Arf and mA = m,
where m is the maximal ideal of A and
I = (u, v, w)2 + (yu− xv, zu− yv, yv − xw) + (x3 − yz, y2 − zx, z2 − yx2)
+ (x2u− zv, zv − yw, x2v − zw)
J = (x3 − yz, y2 − zx, z2 − yx2) + (u3 − vw, v2 − wu,w2 − u2v)
+ (x, y, z) · (u, v, w).
Arf rings show up in many other places such as invariant subrings and determinantal rings
as well; see Sections 11 and 12. Furthermore, let us here mention that the Arf property
depends on the characteristic of the rings; see Theorem 12.1.
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In what follows we present a weaker version of this concept in commutative rings that
are not necessarily Noetherian semi-local. In the rest of this section, we present several
basic properties and characterizations of this new class of rings.
Definition 2.2. Let A be an arbitrary commutative ring. We say that A is a weakly Arf
ring, if x, y, z ∈ A such that x ∈ W (A) and y/x, z/x ∈ A, then yz/x ∈ A.
Every Arf ring is weakly Arf. The difference between Arf and weakly Arf rings is
only the existence of reductions of integrally closed ideals. Thus, for a one-dimensional
Cohen-Macaulay local ring A with maximal ideal m, these notions are equivalent if the
residue class field A/m of A is infinite, or if A is analytically irreducible, i.e., the m-adic
completion Â of A is an integral domain. However, we will show in Sections 9 and 10 that
weakly Arf rings are not necessarily Arf even though the local rings are Cohen-Macaulay
and of dimension one; see Example 9.6 and Remark 10.7.
Every integrally closed ring is a weakly Arf ring; hence so is every ring whose total ring
of fractions coincides with the ring itself (e.g., Noetherian local ring A with depthA = 0).
Next we give a list of some of the examples of weakly Arf rings that follow from the results
proved later; see Examples 2.7, 9.6, 9.15, Corollaries 3.2, 4.12, 5.6, and Theorems 6.10,
11.1.
Example 2.3. Let k be a field.
(1) Let k[s, t] be the polynomial ring over k. Then, for each ℓ ≥ 1, A = k[s, t2, t2ℓ+1] is a
weakly Arf ring.
(2) Let S = k[t] be the polynomial ring over k. Then, for each ℓ ≥ 2, A = k[tℓ + tℓ+1] +
tℓ+2S is a weakly Arf ring.
(3) Let A be an integral domain and let G be a finite subgroup of AutA. Suppose that
the order of G is invertible in A. If A is a weakly Arf ring, then so is the invariant
subring AG.
(4) Let A be a Noetherian integral domain with the Serre’s (S2) condition, containing an
infinite field. Then A is a weakly Arf ring if and only if so is the polynomial ring
A[X1, X2, . . . , Xn] for every n ≥ 1.
(5) Let S = k[t] be the polynomial ring over k and set R = k[t2, t2ℓ+1] (ℓ ≥ 1). Then the
idealization A = R⋉ S⊕n is a weakly Arf ring for every n ≥ 0.
(6) Let (R,m) be a Noetherian local ring. Then R is a weakly Arf ring if and only if so
is the fiber product A = R ×R/m R.
(7) Let k[X, Y, Z] be the polynomial ring over k. Then A = k[X, Y, Z]/I2(X Y
2 Z
0 Z Y ) is a
weakly Arf ring, where I2(M) denotes the ideal of k[X, Y, Z] generated by 2×2-minors
of a matrix M .
(8) Let k[[X, Y ]] be the formal power series ring over k and set A = k[[X, Y ]]/(XY (X +
Y )). If k is a prime field of characteristic 2, then A is a weakly Arf ring, but not an
Arf ring.
We now explore basic properties of weakly Arf rings. We begin with the following,
which corresponds to the equivalence (i)⇔ (ii) of [18, Theorem 2.2] for Arf rings.
Theorem 2.4. Consider the following conditions:
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(1) A is a weakly Arf ring.
(2) For every I ∈ Λ(A), there exists a ∈ I such that I2 = aI.
Then the implication (1)⇒ (2) holds and the converse holds if A is Noetherian.
Proof. (1)⇒ (2) Let I ∈ Λ(A). We write I = (a) for some a ∈ W (A). For each y, z ∈ I,
we have y, z ∈ aA, because (a) = aA ∩ A. This shows y/a, z/a ∈ A, and we get yz ∈ aA
as A is weakly Arf. Write yz = aw for some w ∈ A. Then, since
w
a
=
y
a
·
z
a
∈ A,
we have w ∈ aA ∩ A = (a) = I. Therefore, I2 = aI, as desired.
(2) ⇒ (1) Suppose that A is Noetherian. Let x, y, z ∈ A such that x ∈ W (A) and
y/x, z/x ∈ A. Set I = (x). Then, by our hypothesis, we can choose a ∈ I such that
I2 = aI, that is, AI = I : I. Remember that the reduction number does not depend
on the choice of principal reductions of I. Thus, since A is Noetherian, the ideal (x) is
a reduction of I; hence I2 = xI. As y/x, z/x ∈ A, we have y, z ∈ xA ∩ A = (x) = I.
Therefore, yz ∈ I2 = xI ⊆ xA, which completes the proof. 
We now consider the question of how the weakly Arf property is inherited under local-
izations. For a commutative ring A, we set X1(A) = {P ∈ SpecA | depthAP ≤ 1}.
Lemma 2.5. Let A be a Noetherian ring. Then one has the equality⋂
P∈X1(A)
AP = A in Q(A).
Proof. In the ring Q(A), we consider A as a subring of AP for every P ∈ X1(A); hence
A ⊆
⋂
P∈X1(A)
AP . Conversely, let x ∈
⋂
P∈X1(A)
AP and assume that x 6∈ A. We write
x = b/a, where a, b ∈ A such that a ∈ W (A). Then, since x 6∈ A, we see that (a) :A b ( A.
Let P ∈ AssA(A/[(a) :A b]). We then have P ∈ AssA(A/(a)), because the homothety map
b̂ : A/[(a) :A b] → A/(a) is injective. Hence depthAP (AP/aAP ) = 0, so that P ∈ X1(A).
Notice that depthAP = 1, because a ∈ A is a non-zerodivisor on A. In particular, x ∈ AP .
Choose c ∈ A and s ∈ A \ P such that
x =
b
a
=
c
s
in AP .
Thus, there exists u ∈ A \ P such that u(bs − ac) = 0, namely, us ∈ (a) :A b ⊆ P .
Consequently, because u /∈ P , we conclude that s ∈ P , which gives a contradiction.
Hence
⋂
P∈X1(A)
AP = A, as claimed. 
Recall that, for a Noetherian ring A and n ∈ Z, we say that A satisfies the Serre’s (Sn)
condition, if depthAP ≥ min{n, dimAP} for all P ∈ SpecA. We then have the following.
Theorem 2.6. Let A be a Noetherian ring. Consider the following conditions:
(1) A is a weakly Arf ring.
(2) S−1A is a weakly Arf ring for every multiplicatively closed subset S of A.
(3) AP is a weakly Arf ring for every P ∈ X1(A).
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Then the implications (2) ⇒ (3) ⇒ (1) hold. If A satisfies (S1), then the implication
(1)⇒ (2) holds.
Proof. (2)⇒ (3) This is obvious.
(3) ⇒ (1) Let x, y, z ∈ A such that x ∈ W (A) and y/x, z/x ∈ A. We will show that
yz ∈ xA. Indeed, for each P ∈ X1(A), we have yz ∈ xAP , since AP is weakly Arf and
y/x, z/x ∈ (A)P = AP . Therefore, by Lemma 2.5,
yz ∈
⋂
P∈X1(A)
x · AP = x ·
⋂
P∈X1(A)
AP = xA.
Hence A is a weakly Arf ring.
(1)⇒ (2) The proof is based on [18, Lemma 4.10, part (ii), page 679]. We assume that A
satisfies (S1). Let x, y, z ∈ S
−1A with x ∈ W (S−1A) such that y/x, z/x ∈ S−1A = S−1A.
Without loss of generality, we may assume that
x =
a
1
, y =
b
1
, z =
c
1
where a, b, c ∈ A and a ∈ W (A). In fact, since x is regular in S−1A, we may choose a
to be a regular element of A. To see this, let K be the kernel of the map A → S−1A.
Let P1, . . . , Pn be all the associated prime ideals of A; by our assumptions, they are all
minimal prime ideals of A. Note that (a) +K 6⊆ Pi for every 1 ≤ i ≤ n. It then follows
that there exists k ∈ K such that a+ k does not belong to any of the ideals Pi, i.e., a+ k
is a regular element of A. Since x = a/1 = (a+ k)/1 in S−1A, we may replace a by a+ k
and assume that a ∈ W (A). Now, because
y
x
=
b
a
,
z
x
=
c
a
∈ S−1A,
there exist s, t ∈ S such that sy/x = sb/a ∈ A and tz/x = tc/a ∈ A. Since A is a weakly
Arf ring and a ∈ W (A), it follows that (st)bc ∈ aA, and therefore
st
1
· yz =
st
1
·
bc
1
∈
a
1
·(S−1A) = x(S−1A)
which yields yz ∈ x(S−1A). Hence S−1A is a weakly Arf ring. 
Next we give an example that illustrates Theorem 2.6. Recall, for a Noetherian local
ring A, we denote by e(A) the multiplicity of A.
Example 2.7. Let B = k[s, t] be the polynomial ring over a field k, and let A =
k[s, t2, t2ℓ+1] (ℓ ≥ 1). Then A is a two-dimensional Cohen-Macaulay ring and A is a
weakly Arf ring.
Proof. Since B is a module-finite extension over the ring A, we have dimA = 2. In
addition, A is a Cohen-Macaulay ring, since A ∼= k[X, Y, Z]/(X2ℓ+1 − Y 2). To show that
A is weakly Arf, by Theorem 2.6, it is enough to show that AP is weakly Arf for every
P ∈ X1(A). In fact, for each P ∈ X1(A), the definition ensures that depthAP ≤ 1. We
may assume that depthAP = 1, as the local ring AP with depthAP = 0 is always weakly
Arf. Note that AP is a one-dimensional Cohen-Macaulay local ring with e(AP ) ≤ 2 and
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BP = AP is a DVR. In particular, AP is an Arf ring by [7, Proposition 2.8]. Hence, AP
is a weakly Arf ring, as well. 
The following corollary is a direct consequence of Theorem 2.6 which gives a sufficient
condition for the ring to be weakly Arf; see also [7, Proposition 2.8].
Corollary 2.8. Let A be a Noetherian ring. Suppose that A satisfies (S2) and e(AP ) ≤ 2
for every P ∈ SpecA with htAP ≤ 1. Then A is a weakly Arf ring.
Proof. For every P ∈ X1(A), AP is Cohen-Macaulay, as A satisfies (S2). We may assume
dimAP = 1. The assumption shows that AP is an Arf ring by [7, Proposition 2.8].
Therefore, A is a weakly Arf ring. 
Closing this section, let us discuss the weakly Arf property in terms of the algebra AI
of the ideal I ∈ Λ(A). To do this, we need some auxiliaries. We will revisit the algebras
AI in Section 9.
Lemma 2.9. Suppose that the ideal (a) is integrally closed for every a ∈ W (A). Then A
is integrally closed.
Proof. Let x ∈ A and write x = b/a with b ∈ A and a ∈ W (A). Since b ∈ aA∩A = (a) =
(a), we have x ∈ A. Hence A is integrally closed. 
Proposition 2.10. Let A be a Noetherian ring and assume that A is a weakly Arf ring.
For each a ∈ W (A), we set I = (a) and B = AI . Then the following assertions hold.
(1) B = AI is Noetherian and weakly Arf.
(2) B = A if and only if I = (a).
Proof. First notice that B is Noetherian since B is a module-finite extension over A.
As I ∈ Λ(A), we have I2 = aI by Theorem 2.4. Hence B = AI = I : I. Moreover,
B = A
[
I
a
]
= I
a
in Q(A). Thus we get B = A if and only if I = (a) which proves the
assertion (2). Although the assertion (1) immediately follows from Proposition 9.1, we
now give a brief proof of this statement here. Let α, β, γ ∈ B such that α ∈ W (B) and
β/α, γ/α ∈ B. Since B = I
a
, we can write
α =
x
a
, β =
y
a
, γ =
z
a
together with x, y, z ∈ I. Note that x ∈ W (A). Since β/α = y/x, γ/α = z/x in B = A
and A is weakly Arf, we get yz ∈ xA. We set J = (x). Then y, z ∈ xA ∩ A = J and
J2 = xJ , because J ∈ Λ(A) and red(x)(J) does not depend on the choice of reductions
(x) of J . Hence there exists i ∈ J so that yz = xi. Therefore
βγ
α
=
yz
ax
=
i
a
∈
J
a
⊆
I
a
=
I
a
= B
which shows B is a weakly Arf ring. 
We are now ready to prove the last result of this section. For an A-module M , we
denote by ℓA(M) the length of M as an A-module.
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Theorem 2.11. Let A be a Noetherian ring. Suppose that A is a finitely generated A-
module and 0 < ℓA(A/A) < ∞. If A is a weakly Arf ring, then there exist subrings
A0, A1, . . . , Aℓ of Q(A) satisfying the following conditions:
(1) A = A0 ( A1 ( · · · ( Aℓ = A,
(2) Ai = (Ai−1)
Ii−1, and Ii−1 = ai−1Ai−1 for some ai−1 ∈ W (Ai−1).
Proof. Let n = ℓA(A/A) > 0. Since A is not integrally closed, by Lemma 2.9, we can
choose a ∈ W (A) such that I = (a) is not integrally closed. Proposition 2.10 guarantees
that AI = I : I is Noetherian, weakly Arf, and A ( AI ⊆ A. Notice that A1 = A is
a module-finite extension over A1 and ℓA1(A1/A1) ≤ ℓA(A/A1) < n. Thus, by repeating
this procedure, we get the required subrings A0, A1, . . . , Aℓ of Q(A). 
3. Further properties of weakly Arf rings
The purpose of this section is to develop the theory of weakly Arf rings. Let us begin
with the following, which plays an important role in our discussion.
Proposition 3.1. Let ϕ : A→ B be a homomorphism of rings. Suppose that aB∩A = (a)
and ϕ(a) ∈ W (B) for every a ∈ W (A). If B is a weakly Arf ring, then so is A.
Proof. Let x, y, z ∈ A such that x ∈ W (A) and y/x, z/x ∈ A. The map ϕ : A → B
naturally extends to a map ϕ : Q(A) → Q(B) of the total rings of fractions, because
ϕ(a) ∈ W (B) for every a ∈ W (A). Since B is weakly Arf, we get ϕ(x) ∈ W (B), and
ϕ(y/x), ϕ(z/x) ∈ B. Thus we conclude that ϕ(yz) = ϕ(y)ϕ(z) ∈ ϕ(x)B = xB. This
implies yz ∈ xB ∩ A = (x). Therefore A is a weakly Arf ring. 
We summarize some consequences of Proposition 3.1.
Corollary 3.2. The following assertions hold.
(1) Let A be an integral domain and let R ⊆ A be a subring of A such that R is a direct
summand of A as an R-module. If A is a weakly Arf ring, then so is R.
(2) Let A be an integral domain and let G be a finite subgroup of AutA. Suppose that the
order of G is invertible in A. If A is a weakly Arf ring, then so is R = AG.
(3) Let ϕ : R→ A be a faithfully flat homomorphism of rings. If A is a weakly Arf ring,
then so is R.
(4) Let n > 0 and let A = R[X1, X2, . . . , Xn] be the polynomial ring over a ring R. If A
is a weakly Arf ring, then so is R.
(5) Let M be a torsion-free module over a commutative ring R. If the idealization A =
R⋉M is a weakly Arf ring, then so is R.
We now examine the weakly Arf property in terms of the completion.
Proposition 3.3. Let (A,m) be a one-dimensional Noetherian local ring. Then the fol-
lowing conditions are equivalent.
(1) A is a weakly Arf ring.
(2) The m-adic completion Â of A is a weakly Arf ring.
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Proof. (2)⇒ (1) This follows from Corollary 3.2 (3).
(1)⇒ (2) Let J ∈ Λ(Â). We write J = (α), where α ∈ W (Â). We may assume that α
is not a unit in Â. Hence, J is an m̂-primary ideal of Â. We are now going to show that
J is stable, that is, J2 = αJ . To do this, let I = J ∩ A. Then I is an m-primary ideal of
A and J = IÂ. Moreover, since
IÂ ⊆ IÂ ⊆ IÂ = J = J = IÂ,
we obtain IÂ = IÂ. Thus I is integrally closed in A, because Â is faithfully flat over A.
Set Q = αÂ and q = Q ∩ A. Then qÂ = Q, so that µA(q) = 1, namely, q = aA for some
a ∈ A. Hence Q = αÂ = qÂ = aÂ. In this case, one can show I = aA. Indeed, let us
consider the equalities
IÂ = J = (α) = αÂ = aÂ = aA · Â
where the last equality follows from Remark 3.4 below. Again, since Â is faithfully flat
over A, we get I = aA. Remember that α forms a non-zerodivisor on Â. It follows that
a is a non-zerodivisor on A. Thus, I ∈ Λ(A) and hence I2 = xI for some x ∈ I (use
Theorem 2.4). In particular, I2 = aI. Consequently, the equalities
J2 = (IÂ)2 = a(IÂ) = α(IÂ) = αJ
yield that Â is a weakly Arf ring. This completes the proof. 
In the proof of Proposition 3.3, we use the following fact.
Remark 3.4. Let (A,m) be a Noetherian local ring, let a be an m-primary ideal of A.
Then aÂ = aÂ.
Proof. Let J = aÂ. Then J is an m̂-primary ideal of Â and aÂ ⊆ J . Since aÂ is a
reduction of J , we choose an integer n ≥ 0 satisfying Jn+1 = (aÂ)Jn. Let I = J ∩ A.
Then I is an m-primary ideal of A and J = IÂ. The equality In+1Â = (aIn)Â implies
In+1 = aIn, that is, a is a reduction of I. Hence I ⊆ a, so that J = IÂ ⊆ aÂ, as
desired. 
By Corollary 3.2 (3), the implication (2) ⇒ (1) in Proposition 3.3 holds if A is a
Noetherian local ring of arbitrary dimension. However, the implication (1) ⇒ (2) does
not hold in the case dimR ≥ 2.
Remark 3.5. Let C[[t, s]] be the formal power series ring over the field C and set R =
C[[t4, t5, t6, s]]. Then, since R is an isolated complete intersection singularity with dimR =
2, by [20], we can choose a UFD A such that R ∼= Â. Note that A is a weakly Arf ring,
because it is a normal domain. If Â is weakly Arf, then the faithfully flat homomorphism
S = C[[t4, t5, t6]]→ R ∼= Â guarantees that S is weakly Arf. Hence S is an Arf ring. This
is impossible, because S does not have minimal multiplicity.
The following example shows that, for a weakly Arf ring A, the ring A/(x) is not
necessarily weakly Arf for a general non-zerodivisor x on A, and vice versa.
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Example 3.6. Let U = k[X, Y, Z] be the polynomial ring over a field k. Then the
following hold.
(1) U/(X3 − Z2) is a weakly Arf ring.
(2) U/(X3 − Z2, Y 2 −XZ) is not a weakly Arf ring.
Proof. Let t denote an indeterminate over k. Note that we have U/(X3−Z2) ∼= k[t2, t3, Y ].
By Example 2.7, U/(X3 − Z2) is a weakly Arf ring. However, U/(X3 − Z2, Y 2 −XZ) ∼=
k[t4, t5, t6] is not weakly Arf, because (t4) is a reduction of m, but m2 6= t4m, where
m = (t4, t5, t6). 
In addition, let k[[t]] be the formal power series ring over a field k and consider the ring
A = k[[t4, t5, t6]]. Then A is not weakly Arf since A is not an Arf ring and every open
ideal of A has a principal reduction. On the other hand, as depthA/(x) = 0, A/(x) is a
weakly Arf ring for every x ∈ W (A).
The next proposition plays a crucial role in our arguments; for example, in the proofs
of Example 9.6 and Corollary 10.6 in Sections 9 and 10.
Proposition 3.7. Let {Ai}i∈Λ (Λ 6= ∅) be a family of commutative rings and let A =∏
i∈ΛAi. Then A is a weakly Arf ring if and only if so is Ai for every i ∈ Λ.
Proof. Notice that, for each a = (ai)i∈Λ ∈ A, we have a ∈ W (A) if and only if ai ∈ W (Ai)
for every i ∈ Λ. Then Q(A) =
∏
i∈ΛQ(Ai) and A ⊆
∏
i∈ΛAi. For each i ∈ Λ and
x ∈ Q(Ai), we define x˜ ∈ Q(A) as follows:
(x˜)j =
{
x (j = i)
1 (j 6= i)
in Q(Aj) for each j ∈ Λ.
Hence, if x ∈ Ai, then x˜ ∈ A, because x˜ = x+ α, where
(x)j =
{
x (j = i)
0 (j 6= i)
and αj =
{
0 (j = i)
1 (j 6= i)
for each j ∈ Λ.
We now assume that A is a weakly Arf ring. Fix i ∈ Λ. Let x, y, z ∈ Ai such that
x ∈ W (Ai) and y/x, z/x ∈ Ai. One can show that x˜ ∈ W (A) and y˜/x˜, z˜/x˜ ∈ A. Hence,
y˜ · z˜ ∈ x˜A, which yields yz ∈ xAi. Therefore Ai is a weakly Arf ring. Conversely,
suppose that Ai is weakly Arf for every i ∈ Λ. Let a, b, c ∈ A such that a ∈ W (A) and
b/a, c/a ∈ A. Write a = (ai)i∈Λ, b = (bi)i∈Λ, and c = (ci)i∈Λ, where ai, bi, ci ∈ Ai. For
each i ∈ Λ, passing to the i-th projection p : Q(R)→ Q(Ri), x 7→ xi, we see that
bi
ai
,
ci
ai
∈ Ai.
This gives bici ∈ aiAi. Therefore, bc ∈ aA, and hence A is a weakly Arf ring. 
If Λ is a finite set, then A =
∏
i∈ΛAi. However, the next example shows that the
equality is false in general.
Example 3.8. Let B = k[t] be the polynomial ring over a field k. For each n > 0, we set
An = k[t
n, tn+1]. Then A (
∏
n>0An, where A =
∏
n>0An.
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Proof. For each n > 0, we set xn = t and x = (xn) ∈ Q(A). Then, since An = B, we have
x ∈
∏
n>0An. Suppose that x ∈ A. Then there exists an integral equation
xℓ + c1x
ℓ−1 + · · ·+ cℓ = 0
where ℓ > 0 and ci ∈ A for all 1 ≤ i ≤ ℓ. For each n > 0, in An we have
tℓ + [c1]nt
ℓ−1 + · · ·+ [cℓ]n =
[
xℓ + c1x
ℓ−1 + · · ·+ cℓ
]
n
= 0,
which implies [ci]n 6= 0 for some 1 ≤ i ≤ ℓ. As [ci]n ∈ An, we see that i ∈ Hn, where
Hn = 〈n, n + 1〉 denotes the numerical semigroup generated by n and n + 1. Therefore,
n ≤ i ≤ ℓ which gives a contradiction. Hence, x /∈ R, as desired. 
In this paper we will frequently refer to the examples arising from the idealizations and
the amalgamated duplications. Let A be a commutative ring and let I be an arbitrary
ideal of A. For an element α ∈ R, we set R(α) = A⊕ I as an additive group and define
the multiplication on R(α) by
(a, x) · (b, y) = (ab, ay + bx+ α(xy))
for (a, x), (b, y) ∈ R(α). If α = 0, then R(0) = A⋉ I is called the idealization I over A,
which is introduced by M. Nagata ([19, Page 2]), and, if α = 1, then R(1) = A ⊲⊳ I is called
the amalgamated duplication of A along I in [9]. Notice that the amalgamated duplication
A ⊲⊳ I behaves very much the same way as the idealization A⋉ I (see e.g., [8, 9, 11, 26]).
Moreover, the amalgamated duplication contains the fiber product of the two copies of
the natural homomorphism A → A/I via the identification: A ⊲⊳ I ∼= A ×A/I A, where
(a, i) 7→ (a, a + i). Later we will deal with the idealizations and the fiber products; see
Sections 5, 6, and 14.
Furthermore, we have an isomorphism A ⊲⊳ A ∼= A × A of rings. As a special case of
the amalgamated duplications, we immediately get the following.
Corollary 3.9. A ⊲⊳ A is a weakly Arf ring if and only if so is A.
4. Strict closures and polynomial extensions
We start this section by recalling the definition of the strict closure of a ring introduced
by J. Lipman [18]. For a commutative ring A, we define
A∗ =
{
x ∈ A | x⊗ 1 = 1⊗ x in A⊗A A
}
⊆ A
which forms a subring of A, containing A. The ring A∗ is called the strict closure of A in
A, and we say that A is strictly closed in A, if the equality A = A∗ holds.
We begin with the following.
Lemma 4.1. Let A be a Noetherian ring. If A satisfies (S1), then (S
−1A)∗ = S−1A∗ in
Q(S−1A) for every multiplicatively closed subset S of A.
Proof. Since A satisfies (S1), every associated prime ideal of A is minimal prime, so that
S−1Q(A) = Q(S−1A). Remember that S−1A = S−1A. Let ξ ∈ S−1A and write ξ = x/s
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where x ∈ A, s ∈ S. We identify ξ = x/s with (1/s) ⊗ x via the natural isomorphism
S−1A ∼= S−1A⊗A A. We also have the canonical isomorphisms
S−1A⊗S−1A S
−1A ∼= (S−1A⊗A A)⊗S−1A (S
−1A⊗A A) ∼= S
−1A⊗A (A⊗A A),
whence the elements ξ ⊗ 1 and 1 ⊗ ξ in S−1A ⊗S−1A S
−1A correspond to the elements
(1/s) [1⊗ (x⊗ 1)] and (1/s) [1⊗ (1⊗ x)] in S−1A⊗A (A⊗A A), respectively. Therefore
ξ ∈ (S−1A)∗ if and only if 1⊗ (x⊗ 1) = 1⊗ (1⊗ x) in S−1A⊗A (A⊗A A).
The latter condition is equivalent to saying that there exists t ∈ S such that t · (x⊗ 1) =
t · (1 ⊗ x) in A ⊗A A, i.e., tx ∈ A
∗. It then follows that ξ ∈ (S−1A)∗ if and only if
ξ = x/s ∈ S−1A∗, as desired. 
Recall that, for a commutative ring A, we set X1(A) = {P ∈ SpecA | depthAP ≤ 1};
see Section 2. The following ensures that the strict closedness is a local condition.
Proposition 4.2. Let A be a Noetherian ring. Suppose that A satisfies (S1). Then the
following conditions are equivalent.
(1) A is strictly closed in A.
(2) AP is strictly closed in AP for every P ∈ X1(A).
Proof. By Lemma 4.1, we only prove the implication (2) ⇒ (1). Suppose the contrary,
i.e., we assume that A ( A∗. Choose P ∈ AssA(A
∗/A) and write P = A :A x for some
x ∈ A∗. By setting x = b/a with a ∈ W (A) and b ∈ A, we then have P = (a) :A b
and the homothety map b̂ : A/P → A/(a) is injective. Since P ∈ AssA(A/(a)), we have
depthAP (AP/aAP ) = 0. This implies depthAP = 1. In particular, P ∈ X1(A), and hence
AP is strictly closed. Therefore, because x/1 ∈ (AP )
∗ = AP , we can write x/1 = y/s with
y ∈ A, s ∈ A \P , so there exists t ∈ A \P such that t(sx) = ty ∈ A. This implies ts ∈ P ,
which is a contradiction. Hence A is strictly closed in A. 
The relation between Arf rings and the rings that are strictly closed in their integral
closure was explored in [18, Section 4]. More precisely, for a Noetherian semi-local ring A
such that AM is a one-dimensional Cohen-Macaulay local ring for every M ∈ MaxA, J.
Lipman proved that, if A is strictly closed in A, then A is an Arf ring, and the converse
holds if A contains a field; see [18, Proposition 4.5, Theorem 4.6].
Let us first emphasize that the Arf property implies the strict closedness of the ring
without assuming that the ring contains a field. Indeed, to show [18, Theorem 4.6], J.
Lipman only used the assumption that the ring contains a field in the proof of [18, Lemma
4.7]. We prove that this lemma also holds in the case where the ring does not contain a
field.
Lemma 4.3. Let (A,m) be a one-dimensional Cohen-Macaulay local ring. Suppose that
m2 = zm for some z ∈ m. Set A1 = A
m = mz−1. Let A1 ⊆ C ⊆ A be an intermediate
ring such that C is a finitely generated A-module and let α : C ⊗A C → C ⊗A1 C be an
A-algebra map such that α(x⊗ y) = x⊗ y for every x, y ∈ C. Then Kerα = (0) :C⊗AC z.
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Proof. Notice that Kerα = (x⊗ 1− 1⊗ x | x ∈ A1). This implies Kerα ⊆ (0) :C⊗AC z, as
x ∈ A1 and A1 = mz
−1. Let us make sure of the opposite inclusion. Let n = µR(C) and
choose a minimal free presentation
A⊕ℓ
ϕ
→ A⊕n
ε
→ C → 0
of C as an A-module, where ℓ ≥ 0. This induces an exact sequence
C ⊗A A
⊕ℓ C⊗ϕ−→ C ⊗A A
⊕n C⊗ε−→ C ⊗A C −→ 0
of A-modules. Note that if C is a free A-module, then n = 1 and C = A = A1. Hence, we
may assume that C is not A-free, i.e., ℓ > 0. Let {fj}1≤j≤ℓ and {ei}1≤i≤n be the standard
bases of A⊕ℓ and A⊕n, respectively. Let us write ϕ = [aij ]1≤i≤n,1≤j≤ℓ, where aij ∈ m.
Thus, for each 1 ≤ j ≤ ℓ, we have
ϕ(fj) =
n∑
i=1
aijei.
Let ξ ∈ C ⊗A C such that ξz = 0. We write ξ =
∑n
i=1 ci(1 ⊗ bi), where ci ∈ C and
bi = ε(ei). Since ξz =
∑n
i=1(zci)(1⊗ bi) = 0, we can choose η ∈ C ⊗A A
⊕ℓ such that
(C ⊗ ϕ)(η) =
n∑
i=1
(zci)(1⊗ ei).
Let us write η =
∑ℓ
j=1 dj(1⊗ fj) with dj ∈ C. As C ⊗A A
⊕ℓ ∼= C⊕ℓ, the equalities
n∑
i=1
(zci)(1⊗ei) =
ℓ∑
j=1
dj(1⊗ϕ(fj)) =
ℓ∑
j=1
dj
[
1⊗
(
n∑
i=1
aijei
)]
=
n∑
i=1
(
ℓ∑
j=1
aijdj
)
(1⊗ei)
yield that
zci =
ℓ∑
j=1
aijdj
for every 1 ≤ i ≤ n. Hence, in C ⊗A C, we have
ξ =
n∑
i=1
ci(1⊗ bi) =
n∑
i=1
(
ℓ∑
j=1
aijdj
)
(1⊗ bi) =
ℓ∑
j=1
(
n∑
i=1
bijdj
)
(1⊗ bi)
where bij = aijz
−1 ∈ mz−1 = A1. Therefore, in C ⊗A1 C, we obtain
α(ξ) =
ℓ∑
j=1
(
n∑
i=1
(dj ⊗ bijbi)
)
=
ℓ∑
j=1
[
dj ⊗
(
n∑
i=1
bijbi
)]
= 0
where the last equality comes from the fact that
n∑
i=1
bijbi =
1
z
(
n∑
i=1
aijbi
)
=
1
z
ε(ϕ(fj)) = 0.
This completes the proof. 
Consequently we have the following.
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Theorem 4.4 (cf. [18, Proposition 4.5, Theorem 4.6]). Let A be a Noetherian semi-local
ring such that AM is a one-dimensional Cohen-Macaulay local ring for every M ∈ MaxA.
Then A is strictly closed in A if and only if A is an Arf ring.
In our more general context, the following still holds.
Theorem 4.5. Let A be a Noetherian ring. Suppose that A satisfies (S2). Then the
following conditions are equivalent.
(1) A is strictly closed in A.
(2) A is a weakly Arf ring and AP is an Arf ring for every P ∈ SpecA with htAP = 1.
Proof. (1) ⇒ (2) Let x, y, z ∈ A with x ∈ W (A) such that y/x, z/x ∈ A. In the ring
A⊗A A, we have
yz
x
⊗ 1 =
y
x
⊗
(
x ·
z
x
)
=
(y
x
· x
)
⊗
z
x
= 1⊗
yz
x
.
If A is strictly closed, then yz/x ∈ A. Hence A is a weakly Arf ring. Let us make sure
of the Arf property for the local ring AP . For each P ∈ SpecA with htAP = 1, AP is
strictly closed; see Proposition 4.2. Hence, by [18, Proposition 4.5], we conclude that AP
is an Arf ring.
(2)⇒ (1) By Proposition 4.2, it is enough to show that AP is strictly closed for every
P ∈ X1(A). As P ∈ X1(A), we have depthAP ≤ 1. If depthAP = 0, then it coincides
with its total ring of fractions. This yields that AP is strictly closed. We assume that
depthAP = 1. Then, because A satisfies (S2), we see that AP is a Cohen-Macaulay local
ring with dimAP = 1. Hence, by Theorem 4.4, AP is strictly closed. This completes the
proof. 
Recall that, for a given one-dimensional Cohen-Macaulay local ring (A,m), if A is an
Arf ring, then A is weakly Arf. The converse holds if every integrally closed m-primary
ideal I in A contains a principal reduction, i.e., there exists a ∈ I such that (a) is a
reduction of I (see Definitions 2.1 and 2.2). In particular, the notions of Arf ring and
weakly Arf ring coincide, if the ring possesses an infinite residue class field. Hence we get
the following.
Corollary 4.6. Let A be a Noetherian ring. Suppose that A satisfies (S2) and one of the
following conditions:
(1) A contains an infinite field.
(2) htAM ≥ 2 for every M ∈ MaxA.
Then A is strictly closed in A if and only if A is a weakly Arf ring, or, equivalently AP
is an Arf ring for every P ∈ SpecA with htAP = 1.
Proof. By Theorem 4.5, it is enough to show that A is weakly Arf if and only if AP is an
Arf ring for every P ∈ SpecA with htAP = 1. Recall that the weakly Arf property of
A and that of AP for every P ∈ X1(A) coincide; see Theorem 2.6. Hence the assertion
follows, if A contains an infinite field. Suppose now that htAM ≥ 2 for every M ∈ MaxA
and that A is a weakly Arf ring. Let P ∈ SpecA with htAP = 1. Choose a maximal
ideal M in A such that P ( M . Then dimA/P ≥ 1 and hence the cardinality of
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is infinite. Thus AP is a one-dimensional Cohen-Macaulay local ring with infinite residue
class field and that is weakly Arf. Hence AP is an Arf ring. 
In Corollary 4.6, we cannot remove the assumption that htAM ≥ 2 for everyM ∈ MaxA
unless A contains an infinite field as we show in the following.
Remark 4.7. For i = 1, 2, let Ai be a Cohen-Macaulay local ring with dimAi = i. Then
A = A1 × A2 is a Cohen-Macaulay ring with dimA = 2. If A1 and A2 are weakly Arf
rings, then so is A; see Proposition 3.7. Moreover, the strict closedness of A leads us to
obtain that both A1 and A2 are strictly closed in A1 and A1, respectively. Therefore, if
A1 is not strictly closed, then A cannot be strictly closed in A even if A2 is strictly closed.
Corollary 4.8. Let (A,m) be a Noetherian local ring with dimA ≥ 2. Suppose that A
satisfies (S2). Then A is strictly closed in A if and only if A is a weakly Arf ring.
In the rest of this section, we explore the weakly Arf property for polynomial extensions.
Lemma 4.9. Let Q(A)[X ] be the polynomial ring over Q(A) and set B = A[X ]. Suppose
that B ⊆ Q(A)[X ] (e.g., A is an integral domain). Then B∗ = (A∗)[X ]. Therefore, B is
strictly closed in B if and only if A is strictly closed in A.
Proof. Since W (A) ⊆ W (B), we may consider Q(A) ⊆ Q(B). As B ⊆ Q(A)[X ] ⊆ Q(B),
Q(B) coincides with the total ring of fractions of Q(A)[X ]. By [5, (5.12) Proposition], we
see that B = A[X ], so we then have the canonical isomorphisms
B ⊗B B = A[X ]⊗A[X] A[X ] ∼= (A[X ]⊗A A)⊗A[X] (A[X ]⊗A A)
∼= A[X ]⊗A (A⊗A A) ∼= (A⊗A A)[X ].
Then the element αXn ⊗ βXℓ in B ⊗B B corresponds to X
n+ℓ⊗ (α⊗ β) in (A⊗A A)[X ]
via the above isomorphisms, where α, β ∈ A and n, ℓ ≥ 0. Let ξ ∈ B. We write
ξ =
∑ℓ
i=1 αiX
i with αi ∈ A. Then
ξ ∈ B∗ if and only if
∑ℓ
i=1X
i ⊗ (αi ⊗ 1) =
∑ℓ
i=1X
i ⊗ (1⊗ αi),
which is equivalent to saying that αi ⊗ 1 = 1 ⊗ αi for all 1 ≤ i ≤ ℓ, i.e., αi ∈ A
∗. Hence
B∗ = (A∗)[X ], as desired. 
Corollary 4.10. Let A be an integral domain. If A is strictly closed in A, then the
polynomial ring A[X1, X2, . . . , Xn, . . .] is a weakly Arf ring.
Proof. Let T = A[X1, X2, . . . , Xn, . . .] be the polynomial ring over A. Let x, y, z ∈ T
such that x 6= 0 and y/x, z/x ∈ T . Choose an integer n ≫ 0 such that x, y, z ∈ Tn and
y/x, z/x ∈ Tn, where Tn = A[X1, X2, . . . , Xn]. By Lemma 4.9, Tn is strictly closed, and
hence it is weakly Arf. Hence yz ∈ xTn ⊆ xT , so that T is a weakly Arf ring. 
By Corollary 3.2 (4), if the polynomial ring A[X ] over a commutative ring A is weakly
Arf, then so is A. For the converse, we have the following.
Theorem 4.11. Let A be a Noetherian ring. Suppose that A satisfies (S2), the polynomial
ring Q(A)[X ] is integrally closed (e.g., A is an integral domain), and one of the following
conditions:
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(1) A contains an infinite field.
(2) htAM ≥ 2 for every M ∈ MaxA.
Then A is a weakly Arf ring if and only if so is A[X ].
Proof. By Corollary 4.6, A is weakly Arf if and only if it is strictly closed in A. We set
B = A[X ]. Then B ⊆ Q(A)[X ]. Hence the assertion follows from Lemma 4.9. 
To sum up this kind of arguments, we finally get the following.
Corollary 4.12. Let A be a Noetherian integral domain. Suppose that A satisfies (S2)
and one of the following conditions:
(1) A contains an infinite field.
(2) htAM ≥ 2 for every M ∈ MaxA.
Then A is a weakly Arf ring if and only if so is the polynomial ring A[X1, X2, . . . , Xn] for
every n ≥ 1.
As we show next, the ‘only if’ part of Theorem 4.11 is false in general.
Proposition 4.13. Let (A,m) be an Artinian local ring and let B = A[X ] be the poly-
nomial ring over A. Then B is a weakly Arf ring if and only if m2 = (0). Hence, if
m2 6= (0), then B is not a weakly Arf ring, but A is weakly Arf.
Proof. Let f ∈ W (B). Set I = fB. Then one has mB ⊆ I, as m is nilpotent. We set
C = B/mB ∼= (A/m)[X ]. Because fB is a reduction of I, we then have
IC ⊆ fC = fC
whence IC = fC. Therefore, I = fB + mB. Since I2 = fI + m2B, we get I2 = fI
provided m2 = (0). Hence B is a weakly Arf ring. Conversely, suppose that B is weakly
Arf. Then, by taking f = X and applying the above argument, we get I2 = XI + m2B.
Since I ∈ Λ(B), Theorem 2.4 shows that I2 = XI. Hence m2 ⊆ XI, i.e., m2 = (0). 
As an application of Theorem 4.11, we obtain the following results related to the core
subalgebras in the polynomial ring. We will use Proposition 4.14 in Section 8.
Proposition 4.14. Let S = k[t] be the polynomial ring over a field k and let k ⊆ R ⊆ S
be an intermediate ring such that tnS ⊆ R for some n > 0. Then R is a weakly Arf ring
if and only if Rm is an Arf ring, where m = tS ∩R ∈ MaxR.
Proof. We denote by N = tS the maximal ideal of S. Since Rm ⊆ Sm = SN and every
ideal of Rm contains a principal reduction, Rm is an Arf ring if and only if Rm is weakly
Arf. Hence, if R is a weakly Arf ring, then the local ring Rm is Arf; see Theorem 2.6.
Conversely, if Rm is an Arf ring, then it is strictly closed by [18, Theorem 4.6]. Note
that, for each P ∈ SpecR such that P 6= m, we have RP is regular. Indeed, if P 6= m,
then R : S 6⊆ P , because R : S contains tnS. Hence RP = SP , so that it is regular with
dimRP ≤ 1. Therefore, if Rm is an Arf ring, then by Proposition 4.2 we conclude that R
is strictly closed; hence R is weakly Arf. This completes the proof. 
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We will occasionally refer to the examples arising from numerical semigroup rings. Let
0 < a1, a2, . . . , aℓ ∈ Z (ℓ > 0) be positive integers such that GCD(a1, a2, . . . , aℓ) = 1. We
set
H = 〈a1, a2, . . . , aℓ〉 =
{
ℓ∑
i=1
ciai | 0 ≤ ci ∈ Z for all 1 ≤ i ≤ ℓ
}
and call it the numerical semigroup generated by {ai}1≤i≤ℓ. Let S = k[t] be the polynomial
ring over a field k. We set R = k[H ] = k[ta1 , ta2 , . . . , taℓ ] in S and call it the semigroup
ring of H over k. The ring R is a one-dimensional Cohen-Macaulay domain with R = S
and m = (ta1 , ta2 , . . . , taℓ) = tS ∩ R ∈ MaxR.
With this notation, we end this section with the following.
Corollary 4.15. Let S = k[t] be the polynomial ring over an infinite field k. Let R =
k[H ] be the semigroup ring of a numerical semigroup H. If Rm is an Arf ring, then the
polynomial ring R[X1, X2, . . . , Xn] is a weakly Arf ring for every n > 0, where m = tS∩R.
5. Arf and weakly Arf rings arising from idealizations
In this section, we study the problem of when the idealizations A = R⋉M of torsion-
free modules M over Noetherian rings R are Arf and weakly Arf. The main goal is to
enrich the theory by showing that Definition 2.2 gives concrete examples of weakly Arf
rings. Throughout this section, let R be a Noetherian ring, and let M be a finitely
generated torsion-free R-module. Let A = R⋉M be the idealization of M over R. Thus
A = R ⊕M is considered as an R-module and the multiplication in A is given by
(a, x) · (b, y) = (ab, bx+ ay)
for each (a, x), (b, y) ∈ A; see also Section 3. Note that it follows that A is Noetherian
and a = (0)×M is an ideal of A with a2 = (0). Hence, when (R,m) is a local ring, then
so is A = R⋉M with the maximal ideal m×M since R ∼= (R⋉M)/a.
In this section, we consider M as an R-submodule of L = Q(R) ⊗R M , since M is
torsion-free. Notice that Q(A) = Q(R)⋉ L and A = R⋉ L.
Lemma 5.1. M is an R-module if and only if (a) ·M = aM for every a ∈ W (R).
Proof. Suppose thatM is an R-module. For each a ∈ W (R), we have (a) = aR∩R ⊆ aR.
Hence (a)·M ⊆ aR·M = aM . In particular (a)·M = aM . Conversely, let x ∈ R. We write
x = b/a with a ∈ W (R) and b ∈ R. Then b ∈ aR ∩ R = (a). Hence bM ⊆ (a)M = aM ,
which implies xM ⊆M . Therefore, M is an R-module. 
We are now ready to prove the following, which describes a characterization of the
weakly Arf property of the idealization A = R⋉M .
Theorem 5.2. The following conditions are equivalent.
(1) A = R⋉M is a weakly Arf ring.
(2) R is a weakly Arf ring and (a) ·M = aM for every a ∈ W (R).
(3) R is a weakly Arf ring and M is an R-module.
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Proof. (2)⇔ (3) This follows from Lemma 5.1.
(1) ⇒ (2) Let a ∈ W (R). Set I = (a). Then, since α = (a, 0) is a non-zerodivisor on
A, we get J = αA ∈ Λ(A). Hence, by Theorem 2.4, J2 = αJ = (a, 0)J = aJ , so that
J = aA. Therefore we have the equalities
J = aA = aA ∩A = (aR× aL) ∩ A = (aR ∩ R)×M = I ×M
whence J2 = I2 × IM and aJ = aI × aM . Consequently, I2 = aI and IM = aM . In
particular, R is a weakly Arf ring.
(2)⇒ (1) Let α ∈ W (A). We write α = (a, b), where a ∈ R and b ∈M . Then, because
α ∈ A is a unit in Q(A), so is a ∈ R in Q(R), i.e., a ∈ W (R). Let J = αA. As the
element (0, b) is nilpotent, we have J = (a, 0) = aA. Hence, by setting I = (a), we obtain
J = aA = aA ∩A = (aR× aL) ∩ A = (aR ∩R)×M = I ×M.
Thus, J2 = I2× IM = aI × aM = aJ , where the second equality comes from the weakly
Arf property for R and our hypothesis. Hence, J2 = aJ = αJ , because red(α)(J) =
red(a)(J) = 1. This implies A is a weakly Arf ring. 
As a consequence of Theorem 5.2, we have the following corollaries.
Corollary 5.3. R⋉ R is a weakly Arf ring if and only if R is integrally closed.
Notice that, if M is a torsion-free R-module, then it is torsion-free as an R-module.
Corollary 5.4. Let N be a finitely generated torsion-free R-module. Then the following
conditions are equivalent.
(1) A = R⋉N is a weakly Arf ring.
(2) R is a weakly Arf ring.
Hence, if L is a fractional ideal of R, then A = R ⋉ L is a weakly Arf ring if and only
if so is R. In particular, we have the following.
Corollary 5.5. A = R⋉ (R : R) is a weakly Arf ring if and only if so is R.
For a given numerical semigroup H , the integral closure of the semigroup ring k[H ] over
a field k coincides with the polynomial ring with one variable; see the discussion before
Corollary 4.15. Hence, by Corollaries 5.4 and 5.5, one can construct numerous examples
of weakly Arf rings obtained from k[H ].
Corollary 5.6. Let (R,m) be a Noetherian local domain and let M be a finitely generated
torsion-free R-module. Suppose that R is a weakly Arf ring and R is a DVR. Then the
following conditions are equivalent.
(1) A = R⋉M is a weakly Arf ring.
(2) M ∼= R
⊕n
as an R-module for some n ≥ 0.
Proof. Notice that depthR > 0 and depthRM > 0. Hence the condition (1) is equivalent
to the condition that M is an R-module, i.e., M is R-free. 
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Example 5.7. Let S = k[[t]] be the formal power series ring over a field k. We set
R = k[[t2, t3]]. Then A = R ⋉ S⊕n is a weakly Arf ring for every n ≥ 0. In addition,
R⋉ (t2, t3) is a weakly Arf ring, because (t2, t3) = t2S ∼= S as an R-module.
An almost Gorenstein ring is one of the generalizations of a Gorenstein ring, defined
by a certain embedding of the rings into their canonical modules. Initially, the theory
was established by V. Barucci and R. Fro¨berg [6] in the case where the local rings are
analytically unramified of dimension one. However, since the notion given by [6] was
not flexible for the analysis of analytically ramified case, in 2013, S. Goto, N. Matsuoka
and T. T. Phuong [14] extended the notion over one-dimensional Cohen-Macaulay local
rings. Two years later, in 2015, S. Goto, R. Takahashi, and N. Taniguchi [15] gave the
definition for the almost Gorenstein rings of arbitrary dimension, by using the notion of
Ulrich modules. The reader may consult [6, 14, 15] for basic properties of such rings.
Recently, E. Celikbas, O. Celikbas, S. Goto, and N. Taniguchi [7] explored the question
of when the Arf rings are almost Gorenstein. In particular, a criterion for the idealization
R⋉m to be almost Gorenstein Arf ring is given in [7, Corollary 4.11].
Let us now investigate what happens if the idealization R⋉m is an Arf ring.
Corollary 5.8. Let (R,m) be a one-dimensional Cohen-Macaulay local ring, possessing
an infinite residue class field. If R ⋉ m is an Arf ring, then R is an almost Gorenstein
Arf ring, and m : m is a Gorenstein ring.
Proof. Suppose that R ⋉ m is an Arf ring. Then R ⋉ m is weakly Arf; so we obtain the
condition that R is weakly Arf and mR = m. Then R is a module-finite extension over
R, because R = m : m is the endomorphism algebra of m. Hence, the m-adic completion
R̂ of R is reduced. By [14, Proposition 2.7, Corollary 2.8], we choose an R-submodule
K of R such that R ⊆ K ⊆ R and K ∼= KR as an R-module, where KR denotes the
canonical module of R. As mK ⊆ m, we conclude that R is an almost Gorenstein ring
([14, Theorem 3.11]). Since R has an infinite residue class field, it is Arf; hence R has
minimal multiplicity. Thus m2 = am for some a ∈ m. The Gorenstein property for the
algebra m : m follows from [14, Theorem 5.1]. This completes the proof. 
Inspired by Corollary 5.8, in what follows, we study the Arf rings obtained by idealiza-
tion more generally. We denote by A = R ⋉M the idealization of M over R. Consider
the canonical ring homomorphisms ϕ : R→ A, a 7→ (a, 0), p : A→ R, (a, b) 7→ a.
Lemma 5.9. The following assertions hold true.
(1) Let I be an ideal of R and set L = I×M . Then L is an ideal of A, and L is integrally
closed in A if and only if I is integrally closed in R.
(2) Conversely, let L be an ideal of A. Then L is integrally closed in A if and only if
there exists an integrally closed ideal I in R such that L = I ×M . When this is the
case, one has I = ϕ−1(L).
Proof. (1) Notice that L is an R-submodule of A. For each α ∈ A, ℓ ∈ L, we write
α = (a, x) and ℓ = (i, y) with a ∈ R, i ∈ I, x, y ∈ M . Then
αℓ = (a, x)(i, y) = (ai, ay + ix) ∈ L
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which yields that L is an ideal of A. Suppose that L is integrally closed in A. Then, for
every b ∈ I, we get (b, 0) ∈ IA ⊆ L = L. Hence, b ∈ I, i.e., I is an integrally closed ideal
in R. On the other hand, we assume that I is integrally closed. For every α = (a, x) ∈ L,
via the projection p : A → R, we obtain a ∈ LR = I = I. Therefore, α ∈ I ×M = L,
whence L is integrally closed.
(2) Let us make sure of the ‘only if’ part. Since L is integrally closed, it contains
(0)×M . Let I = ϕ−1(L). Then, it is straightforward to check that L = I ×M . Hence,
by (1), we conclude that I is integrally closed. 
Let us note the following.
Lemma 5.10. For each f = (a, x) ∈ A, the following assertions hold true.
(1) f ∈ W (A) if and only if a ∈ W (R).
(2) (f) = (a, 0)A in A.
Proof. (1) Suppose that f ∈ W (A) and a 6∈ W (R). Choose p ∈ AssR such that a ∈ p.
Let P = p×M . We then have an isomorphism
AP ∼= Rp ⋉Mp
as an Rp-algebra, which implies P ∈ AssA. This is impossible, because f ∈ P . Hence
a ∈ W (R). Conversely, we assume that f /∈ W (A) and a ∈ W (R). Take P ∈ AssA
such that f ∈ P . Let us write P = p × M with p ∈ SpecR. Then a ∈ p. Since
a ∈ W (R) and M is torsion-free, we see that a is a non-zerodivisor on M . Therefore we
get depthRp Mp > 0, whence depthAP > 0. This makes a contradiction.
(2) This follows from the fact that (0, x) is nilpotent. 
We then have the following.
Proposition 5.11. Λ(A) = {I ×M | I ∈ Λ(R)}.
Proof. Let I ∈ Λ(R) and write I = (a) with a ∈ W (R). We consider L = I × M .
By Lemma 5.9 (1), L is an integrally closed ideal in A. Let f = (a, 0) ∈ L. Then
f is a non-zerodivisor on A and (0) × M ⊆ fA ⊆ L = L. Moreover, we have that
I × (0) ⊆ IA ⊆ aA = fA. Hence, L = I ×M ⊆ fA ⊆ L, i.e., L = fA ∈ Λ(A).
Conversely, let L ∈ Λ(A). Since L is integrally closed, we can choose an integrally
closed ideal I in R such that L = I ×M and I = ϕ−1(L). Let f ∈ W (A) such that
L = fA. Write f = (a, x) where a ∈ I, x ∈M . Then, by Lemma 5.10, we get L = (a, 0)A
and a ∈ W (R). Hence I = (a) ∈ Λ(R), which gives a desired equality. 
Similarly for the weakly Arf property, we have the following.
Theorem 5.12. The following conditions are equivalent.
(1) A = R⋉M is an Arf ring.
(2) R is an Arf ring and (a) ·M = aM for every a ∈ W (R).
(3) R is an Arf ring and M is an R-module.
Proof. Since R is Noetherian and M is finitely generated as an R-module, A = R ⋉M
is a Noetherian ring with dimA = dimR. Notice that A is semi-local if and only if so
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is R. Moreover we have MaxA = {m × M | m ∈ MaxR}, and for each m ∈ MaxR,
the equality dimAn = dimRm holds, where n = m×M . Hence, An is a one-dimensional
Cohen-Macaulay local ring if and only if so is Rm.
(2)⇔ (3) This follows from Lemma 5.1.
(1) ⇒ (3) Suppose that A is an Arf ring. For each integrally closed ideal I ∈ FR in
R, we set L = I ×M . Then L ∈ FA is an integrally closed ideal in A, so that L
2 = fL
for some f ∈ L. By setting f = (a, x) ∈ W (A) with a ∈ I, x ∈ M , we have a ∈ W (R)
and L = fA = (a, 0)A. Hence (a, 0) is a reduction of L, so that L2 = aL. Therefore
I2 = aI and IM = aM . In particular, R is an Arf ring. We are now going to prove that
M is an R-module. Let ϕ ∈ R and write ϕ = x/a where x ∈ R and a ∈ W (R). Then
x = aϕ ∈ aR ∩ R = (a). We set I = (a) and L = I ×M . Then L is the integral closure
of (a, 0)A. Applying the above argument, we get IM = aM , whence aϕM ⊆ aM . Thus,
ϕM ⊆ M , i.e., R ·M =M .
(3)⇒ (1) We assume that R is an Arf ring and R ·M =M . Let L ∈ FA be an integrally
closed ideal of A. Choose an integrally closed ideal I in R such that L = I ×M . We see
that I contains a non-zerodivisor on R. The Arf property of R insists that I2 = aI for
some a ∈ I. Hence a ∈ W (R) and I = (a). By setting f = (a, 0) ∈ L, we obtain
L2 = I2 × IM and fL = aI × aM .
Since IM ⊆ (aR)M = aM , we have IM = aM . Hence L2 = fL, i.e., A is an Arf ring. 
Corollary 5.13. Let N be a finitely generated torsion-free R-module. Then the following
conditions are equivalent.
(1) A = R⋉N is an Arf ring.
(2) R is an Arf ring.
6. Arf and weakly Arf rings arising from fiber products
In this section we investigate the Arf and weakly Arf properties of local rings obtained
from fiber products. First, we recall the definition and basic properties of fiber products.
Let R, S, and T be arbitrary commutative rings, and let f : R → T and g : S → T be
the homomorphism of rings. The fiber product R×T S of R and S over T with respect to
f and g is the set
A := R×T S = {(a, b) ∈ R× S | f(a) = g(b)}
which forms a subring of B = R× S. We then have a commutative diagram
R
f
❄
❄❄
❄❄
❄❄
❄
A
p2
❅
❅❅
❅❅
❅❅
❅
p1
??⑦⑦⑦⑦⑦⑦⑦⑦
T
S
g
??⑧⑧⑧⑧⑧⑧⑧⑧
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of rings, where p1 : A → R, (x, y) 7→ x and p2 : A → S, (x, y) 7→ y stand for the
projections. Hence we get an exact sequence
0 −→ A
i
−→ B
ϕ
−→ T
of A-modules, where ϕ =
[
f
−g
]
. The map ϕ is surjective if either f or g is surjective.
Moreover, if both f and g are surjective, then T is cyclic as an A-module, so that B is a
module-finite extension over A. Therefore we have the following (see e.g., [1]).
Lemma 6.1. Suppose that f : R → T and g : S → T are surjective. Then the following
assertions hold true.
(1) A is a Noetherian ring if and only if R and S are Noetherian rings.
(2) (A, J) is a local ring if and only if (R,m) and (S, n) are local rings. When this is the
case, J = (m× n) ∩ A.
(3) If (R,m) and (S, n) are Cohen-Macaulay local rings with dimR = dimS = d > 0 and
depth T ≥ d− 1, then (A, J) is a Cohen-Macaulay local ring and dimA = d.
With this notation the first main result in this section is stated as follows.
Theorem 6.2. Let (R,m) and (S, n) be Noetherian local rings with a common residue
class field k = R/m = S/n. Suppose that depthR > 0 and depthS > 0. Then the
following conditions are equivalent.
(1) A = R×k S is a weakly Arf ring.
(2) R and S are weakly Arf rings.
Proof. Notice that depthA > 0. We denote by J = m× n the maximal ideal of A. Since
B = R × S is a module-finite birational extension over A, we get Q(A) = Q(R)× Q(S)
and A = R× S as well.
(2) ⇒ (1) Let K ∈ Λ(A). We choose α ∈ W (A) such that K = (α). May assume
α ∈ J = m× n. Let us write α = (x, y) with x ∈ m and y ∈ n. Since α ∈ W (A), we have
x ∈ W (R) and y ∈ W (S). Set I1 = (x) in R and I2 = (y) in S. Then
K = (α) = αA ∩A =
[
(x, y)(R× S) ∩B
]
∩ A =
[
(xR ∩ R)× (yS ∩ S)
]
∩ A = I1 × I2
where the last equality follows from the fact that I1 × I2 ⊆ m× n = J ⊆ A. Since R and
S are weakly Arf, by Theorem 2.4, we get I21 = xI1 and I
2
2 = yI2. This yields
K2 = I21 × I
2
2 = (xI1)× (yI2) = (x, y)(I1 × I2) = αK
so that A is a weakly Arf ring.
(1)⇒ (2) Let I1 ∈ Λ(R). Set I1 = (x) with x ∈ W (R). We may assume x ∈ m. Hence
I1 ⊆ m. As depthS > 0, we can choose y ∈ n such that y ∈ W (S). We put α = (x, y).
Then α ∈ W (A). Let K = (α) be the integral closure of the ideal (α) in A. The weakly
Arf property for A leads us to obtain K2 = αK. As in the proof of (2) ⇒ (1), we have
K = αA = I1 × (y). Hence the equalities K
2 = I21 × ((y))
2 and αK = (xI1) × (y(y))
induce I21 = xI1. Therefore R is weakly Arf. Similarly S is a weakly Arf ring. 
When R = S, we can remove the condition depthR > 0. For an integer i, an ideal I
and a moduleM over a Noetherian ring R, we denote by HiI(M) the i-th local cohomology
module of M with respect to I.
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Corollary 6.3. Let (R,m) be a Noetherian local ring. Then A = R×R/m R is weakly Arf
if and only if so is R.
Proof. By Theorem 6.2, we may assume depthR = 0, i.e, R is a weakly Arf ring. To
prove depthA = 0, we assume depthA > 0. Then H0J(A) = (0), where J = m × m. The
exact sequence 0→ A→ B → R/m→ 0 of A-modules gives rise to a sequence
0→ H0J(A)→ H
0
m(R)×H
0
m(R)→ R/m.
This makes a contradiction, because H0m(R) 6= (0). Hence depthA = 0. Therefore A is a
weakly Arf ring. 
Hence we have the following.
Corollary 6.4. Let (R,m) be a Noetherian local ring. If R is a weakly Arf ring, then so
is R×R/m R ×R/m · · · ×R/m R.
Let us now explore the gluing which is a special kind of fiber products.
Theorem 6.5. Let S be a Noetherian semi-local ring. Suppose that S is integrally closed
and it contains a field k. Let J be an ideal of S and assume the following conditions:
(1) J ⊆ J(S),
(2) J ∩W(S) 6= ∅, and
(3) dimk S/J <∞,
where J(S) denotes the Jacobson radical of S. Then R = k + J is a weakly Arf ring.
Proof. Notice that S is a module-finite extension over R. Indeed, because of the condition
(3), we see that ℓR(S/J) <∞. It then follows S/J is a finitely generated R-module. The
natural surjection S/J → S/R guarantees that S/R is a finitely generated R-module,
whence so is S. Therefore, R is a Noetherian ring with dimR = dimS. In addition,
we claim that R is a local ring with maximal ideal J . In fact, note that J ∈ MaxR.
The condition (1) ensures J ⊆ M for every M ∈ MaxS, so that J ⊆ M ∩ R. Hence
J =M ∩R, as claimed. By the condition (2), we obtain Q(R) = Q(S) and hence S = R.
Let I ∈ Λ(R). Set I = (a) for some a ∈ W (R). We may assume that a ∈ R is not a unit
in R, i.e., a ∈ J . Then (a) = aR ∩R = aS, because aS ⊆ J ⊆ R. Therefore
I2 = (aS)2 = a(aS) = aI.
Hence R is a weakly Arf ring. 
Let us note some examples.
Example 6.6. Let k[[X, Y ]] be the formal power series ring over a field k. We consider
S = k[[X4, X3Y,X2Y 2, XY 3, Y 4]] and J = (X4, X3Y,XY 3, Y 4). Then R = k + J is a
weakly Arf ring.
Example 6.7. Let S = k[[X1, X2, . . . , Xd, Y1, Y2, . . . , Yd]] (d ≥ 1) be the formal power
series ring over a field k and J = (X1, X2, . . . , Xd) ∩ (Y1, Y2, . . . , Yd). Then R = S/J is a
weakly Arf ring.
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Next we explore the Arf property for the fiber products. In what follows, let (R,m),
(S, n) be Noetherian local rings with a common residue class field k = R/m = S/n. As in
Theorem 6.2, we assume that depthR > 0 and depthS > 0. We set A = R ×k S ⊆ B =
R× S.
To state the second main result, let us begin with the following.
Lemma 6.8. Let I be a proper ideal of R and let J be a proper ideal of S. We set
K = I × J which forms an ideal of A. Then K is integrally closed in A if and only if I
and J are integrally closed in R and S, respectively.
Proof. Note that K ⊆ m× n ( A and K is an ideal of B, so K is an ideal of A. If I and
J are integrally closed, then so is K in B. Hence, K is integrally closed in A. Conversely,
we assume K = K in A. Let us choose x ∈ I. Then x ∈ m, so that (x, 0) ∈ m× n ⊆ A.
Hence (x, 0) ∈ I × J = K = K, which implies x ∈ I. Therefore, I is integrally closed in
R. Similarly, we have J = J in S, as desired. 
We apply Lemma 6.8 to get the following.
Corollary 6.9. Let K be a proper ideal of A. Then K is integrally closed in A if and
only if there exist a proper integrally closed ideal I of R and a proper integrally closed
ideal J of S such that K = I × J .
Proof. We only prove the ‘only if’ part. Suppose that K is integrally closed in A. Then
K = K = KA ∩ A. Since A = R × S, we choose ideals I1 and J1 in R and S satisfying
KA = I1 × J1. Therefore
K = (I1 × J1) ∩ A = [(I1 × J1) ∩ B] ∩ A
= [(I1 ∩R)× (J1 ∩ S)] ∩A
= (I1 ∩ R)× (J1 ∩ S)
where the last equality follows from the fact that I1 and J1 are proper ideals in R and S,
respectively. By setting I = I1∩R and J = J1∩S, we have K = I ×J , and the assertion
follows from Lemma 6.8. 
We are now ready to prove the second main result in this section.
Theorem 6.10. Let (R,m), (S, n) be Noetherian local rings with a common residue class
field k = R/m = S/n. Suppose that depthR > 0, depthS > 0, and dimR = dimS = 1.
Then the following conditions are equivalent.
(1) A = R×k S is an Arf ring.
(2) R and S are Arf rings.
Proof. Suppose that A is Arf. Let I be an integrally closed proper ideal in R such that
I ∈ FR, i.e., it contains a non-zerodivisor on R. We set K = I × n. Then K is integrally
closed in A, so that it is stable, i.e., K2 = αK for some α ∈ K. Write α = (x, y) with
x ∈ I and y ∈ n. We then have I2 = xI. Hence R is an Arf ring. Similarly, S is Arf. On
the other hand, suppose that both R and S are Arf rings. Let K ∈ FA be an integrally
closed proper ideal in A. By Corollary 6.9, we may choose integrally closed ideals I in R
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and J in S such that K = I × J . Since I and J are stable, K is also stable. Hence A is
an Arf ring. 
Closing this section, let us note an example of a weakly Arf ring obtained from the
amalgamated duplication. Let R be a commutative ring and I ∈ FR. We set A = R ⊲⊳ I
the amalgamated duplication of R with respect to I. Notice that Q(A) = Q(R) ⊲⊳ Q(R)
and A = R ⊲⊳ R.
With this notation we have the following.
Proposition 6.11. Suppose that I is an ideal of R. Then A = R ⊲⊳ I is weakly Arf if
and only if so is R.
Proof. Since R is a direct summand of A as an R-module, by Corollary 3.2 (1), if A
is weakly Arf, then so is R. Conversely, we assume that R is a weakly Arf ring. Let
α, β, γ ∈ A such that α ∈ W (A) and β/α, γ/α ∈ A. Write α = (a, x), β/α = (b, y), and
γ/α = (c, z), where a ∈ R, x ∈ I, and b, c, y, z ∈ R. Then
β = (a, x)(b, y) = (ab, ay + xb+ xy), γ = (a, x)(c, z) = (ac, az + xc+ xz)
so that ay, az ∈ I, because I is an ideal of R. As ab, ac ∈ aR, the weakly Arf property of
R guarantees that abc = (ab · ac)/a ∈ R. Hence
βγ
α
= α(b, y)(c, z) = (a, x)(bc, bz + yc+ yz)
= (abc, abz + ayc+ ayz + xbc + xbz + xyc+ xyz) ∈ A
which shows that A is a weakly Arf ring. 
Corollary 6.12. Let R be a Noetherian ring. Suppose that R is a module-finite extension
over R. For each f ∈ W (R) ∩ (R : R), we set I = fR. Then A = R ⊲⊳ I is weakly Arf if
and only if so is R.
7. Weakly Arf closures
As proved by J. Lipman in [18], among all the Arf rings between the ring and its integral
closure, there is a smallest one, which is called the Arf closure. The reader may refer to
[18] for basic properties. In this section we slightly modify the closure, to investigated
weakly Arf rings, in accordance with our situation.
For a while, until Proposition 7.3, let A denote a Noetherian ring. We define YA to be
the set of all weakly Arf rings B such that B is an intermediate ring between A and A
and is a module-finite extension over the ring A. Suppose that YA 6= ∅. Notice that this
assumption is automatically satisfied if A is a module-finite extension over A. However,
the set YA could be non-empty, even though A is not finitely generated, as we show next.
Remark 7.1. Let S = k[[t]] be the formal power series ring over a field k, R0 = k[[t
4, t5, t6]]
and R1 = k[[t
4, t5, t6, t7]] be semigroup rings. We consider the idealizations A = R0 ⋉ S
and B = R1⋉S. Then A = S⋉Q(S) is not finitely generated as an A-module. However,
B is a module-finite extension over A and is a weakly Arf ring; see Corollary 5.6.
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Inspired by Lipman’s construction of the Arf closures, we set
A1 = A
[
IAI | I ∈ Λ(A)
]
⊆ Q(A)
which forms a subring of Q(A), containing A. We then have A1 ⊆ B for every B ∈ YA.
Indeed, for each I ∈ Λ(A), we choose a ∈ W (A) such that I = (a). Let B ∈ YA. Set
J = aB. By Theorem 2.4, we have J2 = aJ , because J ∈ Λ(B). Hence, BJ = B
[
J
a
]
= J
a
and BJ ⊇ A
[
I
a
]
= AI , so that IAI ⊆ IBJ ⊆ JBJ = J ⊆ B. Thus A1 ⊆ B, as claimed.
In particular, A1 is Noetherian.
Definition 7.2. For each n ≥ 0, we define recursively
An =
{
A (n = 0),
[An−1]1 (n > 0).
Then, for each B ∈ YA, we have a chain
A = A0 ⊆ A1 ⊆ · · · ⊆ An ⊆ · · · ⊆ B
of rings. Set Arf(A) =
⋃
n≥0An. Notice that Arf(A) coincides with the Arf closure when
A is a Noetherian semi-local ring such that every localization of A at maximal ideal M is
a one-dimensional Cohen-Macaulay local ring and A is a finitely generated A-module.
We then have the following. Compare with [18, Proposition-Definition 3.1].
Proposition 7.3. Let A be a Noetherian ring. Suppose that YA 6= ∅ (e.g., A is a finitely
generated A-module). Then Arf(A) is a weakly Arf ring, and Arf(A) ⊆ B for every
B ∈ YA.
Proof. Let B ∈ YA. As A ⊆ Arf(A) ⊆ B, the ring Arf(A) is a finitely generated A-
module and Arf(A) = An for sufficiently large n. Let I ∈ Λ(An). We write I = xAn
for some x ∈ W (An). Then I (An)
I ⊆ An+1 = An. For each y ∈ (An)
I , we have
xy ∈ xAn ∩ An = xAn = I, because An = (An)
I . Hence x (An)
I ⊆ I. On the other hand,
because xAn is a reduction of I, we obtain
(An)
I = (An)
[
I
x
]
⊇
I
x
which yields I ⊆ x (An)
I . It follows that I (An)
I = x (An)
I . Therefore, I (An)
I ⊆ I, i.e.,
I (An)
I = I. Thus I is stable, and hence Arf(A) = An is a weakly Arf ring. 
Although the Arf closures behave well and play one of the central roles in Lipman’s
paper, the notion is defined in a bit restricted situation. In the following, we define the
closure in a more relaxed situation.
In what follows, let A denote an arbitrary commutative ring. We consider
A1 = A
[yz
x
∣∣∣ x ∈ W (A), y, z ∈ A such that y
x
,
z
x
∈ A
]
in Q(A).
Then A ⊆ A1 ⊆ A is an intermediate ring between A and A.
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Definition 7.4. For each n ≥ 0, we define recursively
An =
{
A (n = 0),
[An−1]1 (n > 0).
Notice that, for each n ≥ 0, Q(An) = Q(A), An = A, and we have a chain
A = A0 ⊆ A1 ⊆ · · · ⊆ An ⊆ · · · ⊆ A
of rings. Set Aa =
⋃
n≥0An and call it the weakly Arf closure of A.
Proposition 7.5. The following assertions hold true.
(1) Aa is a weakly Arf ring.
(2) For every intermediate ring A ⊆ B ⊆ A such that B is weakly Arf, one has Aa ⊆ B.
In particular, Aa ⊆ A∗.
Proof. (1) Let x, y, z ∈ Aa such that x ∈ W (Aa) and y/x, z/x ∈ Aa. For large n≫ 0, we
have x, y, z ∈ An, whence x ∈ W (An) and y/x, z/x ∈ An. Hence yz/x ∈ An+1 ⊆ A
a, so
that Aa is a weakly Arf ring.
(2) Firstly, we will check that An ⊆ B for every n ≥ 0. Suppose n > 0 and the assertion
holds for n − 1. Let x, y, z ∈ An−1 such that x ∈ W (An−1) and y/x, z/x ∈ An−1. Since
An−1 ⊆ B, we have x, y, z ∈ B. Because Q(B) = Q(A), we have x ∈ W (B). Moreover,
y/x, z/x ∈ B = A, which yields that yz/x ∈ B. Therefore An = (An−1)1 ⊆ B. 
Hence we have the following.
Corollary 7.6. Suppose that A is Noetherian and YA 6= ∅ (e.g., A is a finitely generated
A-module). Then Arf(A) = Aa.
Corollary 7.7. Let A be a Noetherian ring. Suppose that A is a finitely generated A-
module and one of the following conditions:
(1) A contains an infinite field.
(2) htAM ≥ 2 for every M ∈ MaxA.
If Aa satisfies (S2), then one has A
a = A∗.
Proof. Notice that Aa is Noetherian and weakly Arf. If A contains an infinite field, then
so does Aa. On the other hand, if we assume htAM ≥ 2 for every M ∈ MaxA, then
htAaN ≥ 2 for every N ∈ MaxA
a. Indeed, let N ∈ MaxAa and set M = N ∩ A. By [18,
Theorem 4.2], we then have
dim(Ra)N = dimRM
which yields htAaN ≥ 2. Then, by Corollary 4.6, A
a is strictly closed in Aa. Hence
Aa = (Aa)∗ ⊇ A∗. Thus Aa = A∗, as desired. 
Finally we reach the goal of this section, which gives an affirmative answer for the
conjecture posed by O. Zariski; see [18, page 651].
Corollary 7.8. Let A be a Noetherian semi-local ring such that AM is a one-dimensional
Cohen-Macaulay local ring for every M ∈ MaxA. Suppose that A is a finitely generated
A-module. Then the Arf closure of A coincides with the strict closure of A in A.
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Proof. Since Arf(A) is an Arf ring, it is strictly closed in A by Theorem 4.5. Hence the
assertion follows from Proposition 7.5. 
8. Core subalgebras of the polynomial ring
In this section, we study the weakly Arf property and the weakly Arf closure for certain
subalgebras of the polynomial ring with one indeterminate over a field k. The class
of subalgebras discussed in this section includes the semigroup rings k[H ] of numerical
semigroups H .
Throughout this section, let S = k[t] denote the polynomial ring over a field k, and
let R be a k-subalgebra of S. We say that R is a core of S, if tnS ⊆ R for some integer
n > 0. If R is a core of S, then
k[tn, tn+1, . . . , t2n−1] ⊆ R ⊆ S,
and a given k-subalgebra R of S is a core if and only if R ⊇ k[H ] for some numerical
semigroup H . Thus, once R is a core of S, R is a finitely generated k-algebra of dimension
one, and S is a birational module-finite extension of R with tnS ⊆ R : S. Although typical
examples of cores are the semigroup rings k[H ] of numerical semigroups H , cores of S do
not necessarily arise from the semigroup rings k[H ] in general. Let us note the simplest
example.
Example 8.1. Let R = k[t2+ t3] + t4S. Then R 6= k[H ] for any numerical semigroup H .
The goal of this section is to prove the following.
Theorem 8.2. The following assertions hold true.
(1) Ra = R∗.
(2) The following conditions are equivalent.
(a) R is a weakly Arf ring.
(b) R is strictly closed in R.
(c) Rm is an Arf ring, where m = tS ∩ R.
(3) If R is a weakly Arf ring, then the polynomial ring T = R[X1, X2, . . . , Xn] is strictly
closed for every n > 0. In particular, T is a weakly Arf ring.
Proof. (1) Since R ⊆ Ra ⊆ R∗ ⊆ R, we obtain Ra is a core of S. By Proposition 7.5, Ra
is a weakly Arf ring, so is the local ring (Ra)M , where M = tS ∩ R
a ∈ MaxRa. Besides,
every ideal in (Ra)M has a principal reduction. This implies (R
a)M is an Arf ring. Let
P ∈ SpecRa such that P 6= M and htRaP = 1. Then (R
a)P is a DVR (see the proof
of Proposition 4.14). By Theorem 4.5, we conclude that Ra is strictly closed. Hence
Ra = (Ra)∗ ⊇ R∗, so that Ra = R∗.
(2) If R is strictly closed in R, then R is a weakly Arf ring. The latter condition is
equivalent to saying that Rm is Arf; see Proposition 4.14. If R is a weakly Arf ring, then
by Proposition 7.5 (2), we get R ⊆ R∗ = Ra ⊆ R. Hence R is strictly closed in R.
(3) This follows from Lemma 4.9 and the fact that R is an integral domain. 
Let us note one example.
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Example 8.3. Let n ≥ 3 and R = k[tn, tn+1, . . . , t2n−1]. Then R is a weakly Arf ring.
Hence R = (k[tn, tn+1, . . . , t2n−2])
∗
.
Proof. Let V = k[[t]] denote the formal power series ring over k. The semigroup ring
A = k[[tn, tn+1, . . . , t2n−1]] is an Arf ring. See [7, Example 4.7] for the proof. In particular,
A is a weakly Arf ring. Since A is given by the mRm-adic completion of the local ring Rm,
by Proposition 3.3 (or Corollary 3.2 (3)), Rm is weakly Arf, where m = tS∩R. Thus, R is
also a weakly Arf ring, so that it is strictly closed in R. Consider T = k[tn, tn+1, . . . , t2n−2]
in S = k[t]. Then the local ring Tn is not an Arf ring, where n = tS ∩ T . Hence T is not
strictly closed in T . Therefore, by Theorem 8.2, we conclude that T ( T ∗ = T a ⊆ R∗ = R.
This shows R = T a = T ∗, since ℓT (R/T ) = 1. This completes the proof. 
9. Characterization in terms of the algebras AI
As J. Lipman proved in [18], the ring A is Arf if and only if all local rings infinitely
near to A, i.e., the localizations of the blowing-ups of A, have minimal multiplicity. See
[18, Theorem 2.2] for details. In this section, we investigate a characterization of weakly
Arf rings in terms of the algebras AI of I in Λ(A).
Proposition 9.1. Let I ⊆ A be an ideal of A. Suppose that I = (a) and I2 = aI for
some a ∈ I ∩W (A). Set B = I : I (= AI). Then the following conditions are equivalent.
(1) B is a weakly Arf ring.
(2) If x ∈ I ∩W (A), y, z ∈ A such that y/x, z/x ∈ A, then yz/x ∈ A.
Proof. Since I2 = aI, we have
A ⊆ B = I : I =
I
a
⊆ A.
Hence B is a birational extension of A and B = A.
(2)⇒ (1) Let α, β, γ ∈ B such that α ∈ W (B) and β/α, γ/α ∈ B. Write α = x/a, β =
y/a, and γ = z/a, where x, y, z ∈ I. Then x ∈ W (A) and
y
x
=
β
α
,
z
x
=
γ
α
∈ B = A.
It then follows yz ∈ xA. Since yz/x = x · (yz/x2) ∈ xA ∩ A = (x) ⊆ I = I, we get
βγ
α
=
yz
ax
=
yz/x
a
∈
I
a
= B
and hence B is a weakly Arf ring.
(1) ⇒ (2) Let x, y, z ∈ A such that x ∈ I ∩ W (A) and y/x, z/x ∈ A. Then y, z ∈
xA ∩ A = (x) ⊆ I = I. Hence x/a, y/a, z/a ∈ B. Since x/a ∈ W (B), the weakly Arf
property for B implies yz/ax ∈ B, so that yz ∈ xI ⊆ xA. This completes the proof. 
As a direct consequence, we have the following.
Corollary 9.2. A is a weakly Arf ring if and only if AI is a weakly Arf ring for every
I ∈ Λ(A).
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Proof. Suppose that A is a weakly Arf ring. For each I ∈ Λ(A), if we write I = (a) for
some a ∈ W (A), then I2 = aI; see Theorem 2.4. In particular, I is stable, i.e., AI = I : I.
Hence, by Proposition 9.1, AI = I : I is a weakly Arf ring. The converse holds, because
A ∈ Λ(A). 
Corollary 9.3. For each a ∈ W (A), we set I = (a). Then the following conditions are
equivalent.
(1) I2 = aI and B = I : I is a weakly Arf ring.
(2) For each b ∈ I ∩W (A), J2 = bJ and J : J is a weakly Arf ring, where J = (b).
Proof. (1)⇒ (2) Let b ∈ I be a non-zerodivisor on A. We set J = (b). For each y, z ∈ J ,
we have y/b, z/b ∈ A, because J = (b) ⊆ bA. Hence yz/b ∈ A by Proposition 9.1. Thus
yz
b
= b ·
yz
b2
∈ bA ∩ A = J.
This yields yz ∈ bJ . Therefore, J2 = bJ . Let us make sure of the weakly Arf property
for J : J . Let x, y, z ∈ A such that x ∈ J ∩W (A) and y/x, z/x ∈ A. Since x ∈ I ∩W (A)
and B is weakly Arf, we obtain yz/x ∈ A. Again, by Proposition 9.1, we see that J : J
is a weakly Arf ring.
(2)⇒ (1) If we choose b = a, then the implication holds. 
Notation 9.4. We now define Γ(A) to be the set of all the proper ideals I in Λ(A). We
denote by MaxΛ(A) the set of all the maximal elements in Γ(A) with respect to inclusion.
Hence we have the following.
Corollary 9.5. Consider the following conditions:
(1) A is a weakly Arf ring.
(2) If M ∈ MaxΛ(A), then M : M is a weakly Arf ring and M2 = aM , M = (a) for
some a ∈M ∩W (A).
Then the implication (1)⇒ (2) holds and the converse holds if A is Noetherian.
Proof. By Corollary 9.2, we only prove the implication (2)⇒ (1). We are now assuming
that A is Noetherian. Let I ∈ Λ(A). We write I = (a) for some a ∈ W (A). We will show
that I2 = aI. Indeed, firstly we may assume that I is a proper ideal of A, i.e., I ∈ Γ(A).
As A is Noetherian, we may choose an ideal M ∈ MaxΛ(A) such that I ⊆ M . Hence,
M : M is a weakly Arf ring and M2 = bM , M = (b) for some b ∈M ∩W (A). As I ⊆ M ,
we have a ∈ M ∩W (A), whence I2 = aI by Corollary 9.3. Therefore, A is a weakly Arf
ring, as desired. 
We explore one example.
Example 9.6. Let k[[X, Y ]] be the formal power series ring over the field k = Z/(2). We
consider A = k[[X, Y ]]/(XY (X + Y )). Then MaxΛ(A) = {(x, y2), (x2, y), (x + y, xy)},
where x, y denote the images of X, Y in A, respectively. Hence, A is a weakly Arf ring,
but not an Arf ring.
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Proof. We denote by m = (x, y) the maximal ideal of A. Let us consider the ideals
I1 = (x, y
2), I2 = (x
2, y), and I3 = (x + y, xy). Then I1 = (x) + m
2 = (x) ⊕ ((x + y)y),
I2 = (y)+m
2 = (x(x+ y))⊕ (y), and I3 = (x+ y)+m
2 = (x+ y)⊕ (xy). Hence, we have
the isomorphisms
I1 : I1 ∼= EndA(I1) ∼= A/((x+ y)y)× A/(x)
I2 : I2 ∼= EndA(I2) ∼= A/(y)× A/(x(x+ y))
I3 : I3 ∼= EndA(I3) ∼= A/(x+ y)× A/(xy)
of A-algebras, where EndA(I) denotes the endomorphism algebra of an ideal I in A. The
rings A/(x), A/(y), and A/(x+y) are DVRs. Moreover, the multiplicities of A/((x+y)y),
A/(x(x+y)), and A/(xy) are two; hence they are Arf rings by [7, Proposition 2.8]. Hence,
by Proposition 3.7, Ii : Ii is a weakly Arf ring for every 1 ≤ i ≤ 3.
It is straightforward to check that I21 = (x+y
2)I1, I
2
2 = (x
2+y)I2, and I
2
3 = (x+y+xy)I3.
Notice that Ii ∩ W (A) 6= ∅ for every 1 ≤ i ≤ 3. Since A is reduced, we get A ∼=
A/(x) × A/(y) × A/(x + y) which is a principal ideal ring. This implies the equalities
Ii = Ii ·A∩A = IiA∩A. It follows that Ii is integrally closed in A for every 1 ≤ i ≤ 3. As
k = Z/(2), the maximal ideal m does not have a principal reduction (see e.g., [27, Example
8.3.2], [16, (14.5)]). Hence m 6∈ Λ(A), so that Ii ∈ MaxΛ(A), because ℓA(A/Ii) = 2. We
then have the following.
Claim. For each I ∈ Γ(A), I ⊆ Ii for some 1 ≤ i ≤ 3.
Proof of Claim. Let f ∈ W (A). We set I = (f). Then f ∈ m, so that f = xα + yβ for
some α, β ∈ A. As m2 ⊆ Ii, we may assume f 6∈ m
2. Hence, without loss of generality,
we may also assume that α = 1 + ξ with ξ ∈ m. If β ∈ m, then f ∈ I1. Suppose β 6∈ m.
Then β ≡ 1 mod m. By setting β = 1 + η for some η ∈ m, we have
f = x+ y + xξ + yη ∈ (x+ y) +m2 = I3.
Therefore, I = (f) ⊆ Ii = Ii for some 1 ≤ i ≤ 3. 
Hence, we conclude that MaxΛ(A) = {Ii | 1 ≤ i ≤ 3}. In particular, by Corollary 9.5,
A is a weakly Arf ring. However, because m is not stable, the ring A is not Arf. 
In what follows, we assume that A is a Noetherian ring. Notice that MaxΛ(A) = ∅
if and only if A = Q(A). Moreover, we have the following, which plays a key in our
arguments.
Proposition 9.7. The following conditions are equivalent.
(1) A is integrally closed.
(2) If M ∈ MaxΛ(A), then µA(M) = 1.
To prove Proposition 9.7, we need some auxiliaries.
Lemma 9.8. Let a, b ∈ W (A) such that (a) ⊆ (b) = (b). We write a = bc with c ∈ W (A)
and set I = (a), J = (c). Then the following assertions hold true.
(1) I = bJ ⊆ J .
(2) I = J if and only if b is an unit in A.
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(3) I2 = aI if and only if J2 = cJ .
Proof. (1) We have I = (a) = (b)(c) ⊇ (b) · (c) = bJ . For each x ∈ I, let us write x = bϕ
where ϕ ∈ A. Since I = (a) = aA ∩A, we choose y ∈ A such that x = ay. Hence
bϕ = x = ay = (bc)y = b(cy).
This shows ϕ = cy ∈ cA ∩ A = J . Therefore I = bJ ⊆ J , as desired.
(2) If b is a unit in A, then J = bJ . Hence I = J . Conversely, suppose that I = J .
Then bJ = J . We can choose ξ ∈ (b) satisfying (1−ξ)J = (0). In particular, (1−ξ)a = 0.
This shows b is a unit in A.
(3) This follows from the fact that I2 = b2J2 and aI = (b2c)J = b2(cJ). 
We are now ready to prove Proposition 9.7
Proof of Proposition 9.7. (1) ⇒ (2) Suppose that A is integrally closed. Let I ∈ Λ(A).
Set I = (a) for some a ∈ W (A). Then I = aA ∩ A = aA. In particular, µA(M) = 1 for
every M ∈ MaxΛ(A).
(2) ⇒ (1) By Lemma 2.9, we will show that the ideal (a) is integrally closed in A for
every a ∈ W (A). Indeed, let us consider the set
S =
{
(a)
∣∣∣ a ∈ W (A), (a) ( (a)}
and assume that S 6= ∅. As A is Noetherian, we may choose a maximal element I in S
with respect to inclusion. Let us write I = (a) for some a ∈ W (A). Then I is a proper
ideal in A, so there exists M ∈ MaxΛ(A) such that I ⊆ M . Let b ∈ W (A) such that
M = (b). Since µA(M) = 1, we obtain M = (b). Therefore
I = (a) ⊆ (b) = (b).
Let us choose c ∈ W (A) such that a = bc. Set J = (c). If the ideal (c) is integrally closed,
i.e., J = (c), then I = bJ = (bc) = (a). This contradicts the assumption that I ∈ S.
Hence J 6= (c), so J = (c) ∈ S. The maximality for I ensures that I = J . Hence b is a
unit in A, which makes a contradiction, because M = (b). Consequently, the ideal (a) in
A is integrally closed for every a ∈ W (A), as wanted. 
Hence, by Proposition 9.7, there exists M ∈ MaxΛ(A) such that µA(M) ≥ 2, provided
A is not integrally closed. By using this phenomenon, we define the chain of rings between
A and A.
Definition 9.9. We define A1 to be A if A is integrally closed. Otherwise, if A 6= A, we
define A1 = A
M , where M ∈ MaxΛ(A) such that µA(M) ≥ 2. Set A0 = A, and for each
n ≥ 1, define recursively An = (An−1)1.
By definition, we then have a chain of rings
A = A0 ⊆ A1 ⊆ · · · ⊆ An ⊆ · · · ⊆ A
by the algebras AM , where M ∈ MaxΛ(A). Let us remark here that A1 = A
M depends on
the choice of M ∈ MaxΛ(A), if A is not integrally closed; see Example 9.15. Hence, the
above chain is not uniquely determined in general. However, if the ring A satisfies certain
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conditions (e.g., A is a numerical semigroup ring), then the chain is uniquely determined,
as we show in Corollary 9.14.
Notice that, if A is not integrally closed, then A 6= A1. Indeed, choose M ∈ MaxΛ(A)
so that µA(M) ≥ 2 and A1 = A
M . We set M = (a) for some a ∈ W (A). Then, because
(a) is a reduction of M , we have
A1 = A
M = A
[
M
a
]
⊇
M
a
⊇ A.
If A = A1, then M = (a), which is impossible, because µA(M) ≥ 2. Hence, A 6= A1
provided A is not integrally closed.
Remark 9.10. For a fixed chain A = A0 ⊆ A1 ⊆ · · · ⊆ An ⊆ · · · ⊆ A, we see that A is
finitely generated as an A-module if and only if the chain is stable, i.e., An = An+1 for
some n ≥ 0, which is equivalent to saying that An = A for some n ≥ 0.
For a Noetherian local ring (A,m), we say that A is quasi-unmixed, if Min Â = Assh Â,
i.e., dim Â/Q = dimA for every Q ∈ Min Â, where Â denotes the m-adic completion of
A. The reader may consult [19, 21, 22, 23] for basic properties.
We also recall the notion of degree for modules. Let A be a Noetherian ring with
dimA > 0, X a finitely generated A-module such that aX = (0) for some a ∈ W (A). We
define
degAX =
∑
p∈H1(A)
ℓAp(Xp) ∈ Z
and call it the degree of X , where H1(A) = {p ∈ SpecA | dimAp = 1}.
With this notation, we have the following, which corresponds to (i) ⇔ (iii) of [18,
Theorem 2.2] for Arf rings.
Theorem 9.11. Let A be a Noetherian ring. Consider the following conditions:
(1) A is a weakly Arf ring.
(2) For every M ∈ MaxΛ(A), M : M is a weakly Arf ring and M2 = aM for some
a ∈M .
(3) For every chain A = A0 ⊆ A1 ⊆ · · · ⊆ An ⊆ · · · ⊆ A obtained from Definition 9.9,
An is a weakly Arf ring for every n ≥ 0.
(4) For every chain A = A0 ⊆ A1 ⊆ · · · ⊆ An ⊆ · · · ⊆ A obtained from Definition 9.9,
and for every n ≥ 0 and N ∈ MaxΛ(An), N
2 = bN for some b ∈ N .
Then the implications (1)⇔ (2)⇔ (3)⇒ (4) hold. If dimA = 1, or Ap is quasi-unmixed
for every p ∈ SpecA, the implication (4)⇒ (1) holds.
Proof. (1)⇔ (2), (1)⇒ (3) See Corollary 9.2 and Corollary 9.5.
(3)⇒ (1), (3)⇒ (4) Obvious.
(4)⇒ (1) May assume dimA > 0. We will show that, for every I ∈ Λ(A), there exists
a ∈ I such that I2 = aI. Suppose the contrary and take a counterexample I ∈ Λ(A)
such that ℓ = degAA/I is as small as possible. Let us now replace I with a maximal
element I ∈ Λ(A), satisfying I2 6= aI for every a ∈ I and ℓ = degAA/I. We then have
ℓ 6= 0 and I ( A. Let M ∈ MaxΛ(A) such that I ⊆ M and write I = (a), M = (b)
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with a, b ∈ W (A). Then we see that M 6= (b). In fact, suppose that M = (b). Then,
since (a) ⊆ (b) = (b), if we write a = bc with c ∈ W (A), then I = bJ , where J = (c). As
I2 6= aI, we have J2 6= cJ by Lemma 9.8. The canonical surjection A/I → A/J shows
ℓ ≥ degAA/J , and by the minimality of ℓ, we have ℓ = degAA/J . Hence, the maximality
for I guarantees that I = J , so that b is a unit in A. This makes a contradiction. Thus
M 6= (b), as claimed. Therefore, because µA(M) ≥ 2, we can choose A1 to be the algebra
AM . We set B = A1 = A
M and L = I
b
in Q(A). By [18, Lemma 2.3], we have L ∈ Λ(B)
and L = (a
b
). Look at the isomorphism B/L = M
b
/ I
b
∼= M/I as an A-module. We then
have an exact sequence
0→ B/L→ A/I → A/M → 0
of A-modules, which yields that degAB/L < degAA/I, because M 6= A.
Claim. If dimA = 1, or Ap is quasi-unmixed for every p ∈ SpecA, then
degB B/L ≤ degAB/L.
Let us note the following, which might be known, but we include a brief proof for the
sake of completeness.
Lemma 9.12. Suppose that Ap is quasi-unmixed for every p ∈ SpecA. Then, for every
intermediate ring B between A and A and for every P ∈ SpecB, we have
dimBP = dimAp
where p = P ∩A.
Proof. Notice that Bp is integral over Ap and Q(Ap) = Q(Bp). We may assume that
(A,m) is a local ring with p = m. Hence P ∈ MaxB. Set M = P and d = htBM . Choose
a maximal chain
P0 ( P1 ( · · · ( Pd =M
of prime ideals in B. By setting pi = Pi ∩ A, we have a chain
p0 ⊆ p1 ⊆ · · · ⊆ pd = m
of prime ideals in A. As P0 ∈ MinB, we get P0Q(B) = p0Q(A), which implies p0 ∈ MinA.
Note that B/P0 is a integral extension over A/p0 and
(0) ( P1/P0 ( P2/P1 ( · · · ( Pd/P0 = M/P0
is a maximal chain in SpecB/P0. Thus, by [19, (34.6) Theorem], we get
(0) ⊆ p1/p0 ⊆ p2/p1 ⊆ · · · ⊆ pd/p0 = m/p0
is a maximal chain in SpecA/p0, whence d = dimA/p0. Moreover, because A is quasi-
unmixed, we conclude that dimA = dimA/p0 + dimAp0 = d + 0 = d; see [19, (34.5)].
This completes the proof. 
We are now ready to prove the claim.
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Proof of Claim. Firstly, suppose that Ap is quasi-unmixed for every p ∈ SpecA. Then
degAB/L =
∑
p∈H1(A)
ℓAp(Bp/LBp)
≥
∑
p∈H1(A)
ℓBp(Bp/LBp)
=
∑
p∈H1(A)
∑
M∈MaxBp
ℓ(Bp)M ((Bp/LBp)M)
=
∑
p∈H1(A)
 ∑
Q∈H1(B), Q∩A=p
ℓBQ(BQ/LBQ)

=
∑
Q∈H1(B)
ℓBQ(BQ/LBQ)
= degB B/L
as wanted. If dimA = 1, then degAB/L = ℓA(B/L) ≤ ℓB(B/L) = degB B/L. 
Therefore, we have
degB B/L ≤ degAB/L < degAA/I = ℓ
and the minimality for ℓ guarantees that
L2 =
(a
b
)
L.
Hence I2 = aI, which makes a contradiction. Thus, for every I ∈ Λ(A), there exists a ∈ I
such that I2 = aI. Therefore, A is a weakly Arf ring. This completes the proof. 
In the rest of this section, let us discuss the problem of when the chains defined in
Definition 9.9 are uniquely determined. In what follows, let S = k[t] be the polynomial
ring over a field k, and let R be a core of S, i.e., k ⊆ R ⊆ S is an intermediate ring and
tcS ⊆ R for some c > 0. Then tcS = (tc) ∈ Λ(R) and (tc) ( R.
Let I ∈ Λ(R) such that I 6= R. Set I = (a) with a ∈ W (R). We now write IS = ϕS
where ϕ = tnf , n ≥ 0, f ∈ S, and f(0) = 1. Since I = IS∩R, we then have (0) 6= IS ( S,
and
I = ϕS ∩ R = (tnS ∩ R) ∩ (fS ∩R) = (tnS ∩R) · (fS ∩R).
See [12, Lemma 3.1] for the proof.
With this notation we have the following.
Proposition 9.13. The following assertions hold true.
(1) If n = 0, then I = (a) = (f).
(2) If n > 0 and R = k[H ], then I ⊆ tnS ∩ R ⊆ R+ = (te)
where H denotes a numerical semigroup, e = min(H \ {0}) stands for the multiplicity of
H, and R+ = tS ∩ R.
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Proof. (1) Suppose n = 0. Then I = fS ∩ R, f 6∈ k, and fS = IS = aS, so that f = xa
for some x ∈ k \ {0}. Thus f ∈ R and hence I = (f) = (a) by [12, Theorem 2.4 (2)].
(2) Since n > 0, we have I ⊂ tn ∩R. If R = k[H ] is a semigroup ring of H , then
tnS ∩ R ⊆ R ⊆ tS ∩ R = R+ = t
eS ∩R = (te)
as desired. In particular, I ⊆ R+ ∈ MaxΛ(R). 
Consequently, we have the following.
Corollary 9.14. Let R = k[H ] be the semigroup ring of a numerical semigroup H,
e = min(H \ {0}), and R+ = tS ∩R. Then the following assertions hold true.
(1) R+ = (te) ∈ MaxΛ(R), and µR(R+) = 1 if and only if e = 1.
(2) For every I ∈ MaxΛ(R), we have I = R+, or µR(I) = 1.
Therefore, if R is not integrally closed, i.e., µR(R+) ≥ 2, we have
R1 = R
R+ = R
[
R+
te
]
= k
[
te, ta1−e, ta2−e, . . . , taℓ−e
]
because (te) is a reduction of R+ = (t
a1 , ta2 , . . . , taℓ), where H = 〈a1, a2, . . . , aℓ〉 (ℓ > 0),
0 < a1, a2, . . . , aℓ ∈ Z such that gcd(a1, a2, . . . , aℓ) = 1. Hence, R1 is uniquely determined
by R and it forms a numerical semigroup ring. However, R1 is not necessarily unique in
general, which we will show in the following example.
For an m-primary ideal I in a Noetherian local ring (A,m), recall that e0I(A) denotes
the multiplicity of A with respect to I.
Example 9.15. Let ℓ ≥ 2 and R = k[tℓ + tℓ+1] + tℓ+2S in S = k[t]. We set M = tS ∩R.
Then R is a core of S and the following assertions hold true.
(1) tq 6∈ R for every 1 ≤ q ≤ ℓ+ 1.
(2) R : S = tℓ+2S and M 6∈ Λ(R).
(3) Let I = tℓ+2S. Then I ∈ MaxΛ(R), µR(I) > 1, and R1 = R
I = S.
(4) R is strictly closed in S = R.
(5) Let a = tℓ+tℓ+1 and I = (a). Then I ∈ MaxΛ(R), µR(I) > 1, and R1 = R
I = k[t2, t3].
Proof. Notice that R 6= k[H ] for any numerical semigroup H and tℓ+1 6∈ R.
(1) Suppose that tq ∈ R for some 1 ≤ q ≤ ℓ. Then
tq = c1(t
ℓ + tℓ+1) + c2(t
ℓ + tℓ+1)2 + · · ·+ cn(t
ℓ + tℓ+1)n + tℓ+2ξ
where ci ∈ k, n≫ 0, and ξ ∈ S. For each 2 ≤ i ≤ n, because ℓ+ 2 ≤ 2ℓ ≤ iℓ, we get
tq = c1t
ℓ + c1t
ℓ+1 + tℓ+2η
for some η ∈ S. Hence q = ℓ and c1 = 1, which make a contradiction. Therefore, t
q 6∈ R
for every 1 ≤ q ≤ ℓ+ 1.
(2) Let us write R : S = tqS, where 0 ≤ q ≤ ℓ+ 2. By (1), we have q = 0, or q = ℓ+ 2.
If q = 0, then R = S. This implies t ∈ R, which is absurd. Hence q = ℓ + 2, so that
R : S = tℓ+2S. Suppose that M ∈ Λ(R). Let us write M = (b), where 0 6= b ∈ R and b is
not a unit in R. Then, since MS = bS, we get tℓ = αb for some α ∈ k \ {0}. Thus tℓ ∈ R.
This is impossible. Hence, M 6∈ Λ(R), as claimed.
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(3) We set c = ℓ + 2 and I = tcS. Then I = tc. Since I 6= (tc), we have µR(I) > 1.
In particular, I ( R. Choose J ∈ MaxΛ(R) such that I ⊆ J . By setting J = (b) with
b ∈ R \ k, we then have
tc = tℓ+2 ∈ J ⊆ bS.
Choose ξ ∈ S such that tℓ+2 = bξ. We may assume b = tq for some 1 ≤ q ≤ ℓ + 2. Since
tq = b ∈ R, we get q = ℓ + 2. Hence I = J ∈ MaxΛ(R). Moreover, because (tc) is a
reduction of I, we conclude that
R1 = R
I = R
[
I
tc
]
= S
as desired.
(4) Let a = tℓ + tℓ+1 and f = 1 + t. We set N = tS and consider A = RM ⊆ V = SN .
Since M = (a) + tℓ+2S, we have MS = tℓ((f, t2)S) = tℓS. Let m = MA and n = NV .
Then mV = tℓV = aV which shows that Q = aA is a reduction of m. Hence
e0m(A) = e
0
Q(A) = ℓA(V/QV ) = ℓA(V/mV ) = ℓA(V/t
ℓV ) = ℓ.
We then have V =
∑ℓ−1
i=0 At
i. Let a = tℓ+2V . Since m = Q + a, we have m2 = Qm + a2.
Now, because a2 = t2ℓ+4V , a = tℓf , and f is a unit in V , we get
a2
a
=
a2
tℓ
= tℓ+4V ⊆ m
whence a2 ⊆ Qm. Therefore m2 = Qm, which yields that
B = Am =
m
a
=
Q+ a
a
= A+ t2V = k + t2V
and the Jacobson ideal J of B is t2V . Hence BJ = V . Consequently A is an Arf ring by
[18, Theorem 2.2]. Therefore R = R∗.
(5) Let a = tℓ + tℓ+1 and f = 1 + t. Set I = (a). Then I 6= R and I ∈ Λ(R). Since
IS = aS, we have that
I = aS ∩ R = (tℓS ∩ R)·(fS ∩ R) = MK.
where K = fS ∩ R ∈ MaxR. Let J ∈ MaxΛ(R) such that I ⊆ J . We write J = (b),
where b ∈ R \ k. Since a ∈ J ⊆ bS, we can write a = bξ for some ξ ∈ S. Hence
b = α·tq1·(1 + t)q2
where α ∈ k \ {0}, 0 ≤ q1 ≤ ℓ, and q2 ∈ {0, 1}. If q2 = 0, then t
q1 ∈ R. Thus q1 = 0 by
the assertion (1), so that b ∈ k. This is impossible. Therefore, q2 = 1. If q1 = 0, then
f ∈ R. Hence t ∈ R, a contradiction. Thus q1 > 0 and
J = (tq1S ∩R)·(fS ∩R) =MK = I
which shows I ∈ MaxΛ(R). In particular, I2 = aI, because R is weakly Arf. Moreover,
because at2 ∈ aS ∩ R = (a) = I and t2 6∈ R, we obtain that I = (a) 6= (a). Hence
µR(I) > 1. Because R
I = I : I and tℓ+2S ⊆ R, it is straightforward to check that
t2, t3 ∈ RI = I : I. Hence k[t2, t3] ⊆ RI . If RI = S, then t ∈ RI . Thus tℓ+1 + tℓ+2 = at ∈
IRI ⊆ I ⊆ R. As tℓ+2 ∈ R, we have tℓ+1 ∈ R. This is impossible. Therefore RI = k[t2, t3],
as desired. 
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10. Arf rings versus weakly Arf rings
By definition, when A is a Cohen-Macaulay local ring with dimA = 1 possessing an
infinite residue class field, the ring A is Arf if and only if it is weakly Arf. However, as
we have shown in Example 9.6, a weakly Arf ring is not necessarily Arf. In this section
we delve into this example.
Theorem 10.1. Let (A,m) be a reduced Noetherian local ring. Suppose that the following
conditions hold, where AssA = {P1, P2, . . . , Pn} (n > 1).
(1) Pi + Pj = m for every 1 ≤ i, j ≤ n such that i 6= j.
(2) A/Pi is integrally closed for every 1 ≤ i ≤ n.
(3) A contains a field k such that the composite map k → A→ A/m is bijective.
Then A∗ = k +mA. In particular, A/A∗ is a vector space over A/m.
Proof. Since A is reduced, we have an injection
A
ϕ
→ A = A/P1 ×A/P2 × · · · ×A/Pn, a 7→ (a, a, . . . , a).
For each 1 ≤ i ≤ n, we set ei = (0, . . . , 0, 1, 0, . . . , 0) ∈ A. We then have
A =
n∑
i=1
Aei =
n⊕
i=1
Aei
whence
A⊗A A =
∑
i,j
A(ei ⊗ ej) =
⊕
i,j
A(ei ⊗ ej).
Let α ∈ A and write α = (a1, a2, . . . , an) with ai ∈ A, we have
α⊗ 1 =
∑
i,j
ai(ei ⊗ ej), 1⊗ α =
∑
i,j
aj(ei ⊗ ej)
so that α ⊗ 1 = 1 ⊗ α if and only if ai(ei ⊗ ej) = aj(ei ⊗ ej) for every 1 ≤ i, j ≤ n in
Aei ⊗A Aej . The latter condition is equivalent to ai ≡ aj mod m for every 1 ≤ i, j ≤ n
such that i 6= j, because Aei⊗AAej = A/Pi⊗AA/Pj ∼= A/m. That is, a1 ≡ a2 ≡ · · · ≡ an
mod m. Therefore, since k ∼= A/m, we conclude that A∗ = k + mA. In particular
m(A/A∗) = (0). 
As a corollary, we get the following.
Corollary 10.2. Under the same hypothesis as in Theorem 10.1, A is strictly closed in
A if and only if mA = m. When this is the case, A is an Arf ring, provided that A is a
Cohen-Macaulay local ring with dimA = 1.
Proof. Notice that A∗ = k + mA. Hence A = A∗ if and only if mA ⊆ A, i.e., mA = m.
This condition is equivalent to m : m = A. If dimA = 1 and A is Cohen-Macaulay, then
A is an Arf ring, because
(
A
)
M
is a DVR for every M ∈ MaxA and A is only the blow-up
of A; see [18, Theorem 2.2]. 
Let us revisit Example 9.6.
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Example 10.3. Let B = k[[X, Y ]] be the formal power series ring over a field k and set
A = B/(XY (X + Y )). Then we have the following.
(1) A is a Cohen-Macaulay local ring with dimA = 1,
(2) A is reduced, and
(3) AssA = {(x), (y), (x+ y)}, where x, y denote the images of X, Y in A, respectively.
Hence, A∗ = k +mA.
Moreover, we have the following, which gives another proof for the fact that a weakly
Arf ring A is not necessarily Arf, even though A is a one-dimensional Cohen-Macaulay
local ring.
Theorem 10.4. Let B = k[[X, Y ]] be the formal power series ring over a field k and set
A = B/(XY (X + Y )). Then, for every integrally closed m-primary ideal I of A, we have
I = m, or I2 = aI for some a ∈ I, where m denotes the maximal ideal of A.
Proof. Let x, y be the images of X , Y in A, respectively. Suppose the contrary. We choose
an integrally closed m-primary ideal I ∈ FA such that I 6= m, and I
2 6= aI for every a ∈ I.
We then have I ( m, µA(I) ≥ 2, and I = IA ∩ A. First, we prove the following.
Claim. A : A = m2.
Proof. Remember that A = A/(x)×A/(y)×A/(x+y). For each α ∈ A, we have αA ⊆ A
if and only if there exist a, b, c ∈ A such that
α− a ∈ (x), a ∈ (y) ∩ (x+ y) = (y(x+ y)),
α− b ∈ (y), b ∈ (x) ∩ (x+ y) = (x(x+ y)),
α− c ∈ (x+ y), and c ∈ (x) ∩ (y) = (xy).
The latter condition is equivalent to α ∈ (x, y2)∩(y, x2)∩(xy, x+y) = m2, as claimed. 
Hence I 6⊆ m2. Indeed, if I ⊆ m2, then IA ⊆ A. Since A is a principal ideal ring, there
exists α ∈ I such that I = IA = αA. Thus
I2 = (αA)2 = α(αA) = αI
which makes a contradiction. Therefore I 6⊆ m2. Choose f ∈ I \m2 such that f ∈ W (A).
Then f ∈ m \ m2, so that I/(f) is a non-zero ideal in an Artinian local ring A/(f) and
m/(f) is principal. Therefore, µA(I) = 2. By setting f = xα+ yβ with α, β ∈ A, because
f 6∈ m2, we may assume α 6∈ m. Set f ′ = x+βα−1y. Since fA = f ′A, we may also assume
that f = x+ βy for some β ∈ A. Remember that (x) ∈ AssA and f is a non-zerodivisor
on A. This implies f 6∈ (x), and hence β 6∈ (x). Therefore, because A/(x) is a DVR with
maximal ideal m/(x) = (y), we have
β = τ · yℓ in A/(x)
where τ ∈ A is a unit in A and ℓ ≥ 0. Hence β = τyℓ + xη for some η ∈ A. This yields
the equalities
f = x+ βy = x+ (τyℓ + xη)y = x(1 + yη) + τyℓ = (1 + yη)(x+ τ ′yℓ+1)
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where τ ′ = τ(1 + yη)−1 ∈ A. If we set f ′ = x + τ ′yℓ+1, then fA = f ′A. Hence, without
loss of generality, we may assume
f = x+ εyℓ for some ε 6∈ m, ℓ > 0.
As µA(I) = 2, let us write I = (f, ξ) for some ξ ∈ A. Again, because ξ is a non-zero
element in A/(f), we obtain
ξ = τ · yn in A/(f)
where τ ∈ A is a unit in A and n > 0. Thus I = (f, ξ) = (f, yn). Hence
I = (x+ εyℓ, yn), where ε ∈ A is a unit in A and ℓ, n > 0.
We now assume that n ≤ ℓ. Then I = (x, yn), so that I2 = (x2, xyn, y2n). Note that
n ≥ 2, because I 6= m. Since xyn = xy2 · yn−2 = −x2y · yn−2 ∈ (x2), we get I2 = (x2, y2n).
By [13, Theorem], I2 = aI for some a ∈ I (actually, I2 = (x+ yn)I). This is impossible.
Hence n > ℓ (≥ 1). Remember that I = IA∩A and A = A/(x)×A/(y)×A/(x+ y). We
then have
IA = (yℓ)⊕ (x)⊕ (y · (1− ε · yℓ−1))
so that, if ℓ > 1, then (1− ε · yℓ−1) is a unit in A/(x+ y) and
IA = (yℓ)⊕ (x)⊕ (y)
which forms a principal ideal in A generated by (yℓ, x, y) ∈ A. Hence, for α ∈ A, we have
α ∈ I if and only if
(α, α, α) = (yℓ, x, y) · (a, b, c) in A = A/(x)× A/(y)× A/(x+ y)
for some a, b, c ∈ A. The latter condition is equivalent to saying that
α ∈ (x, yℓ) ∩ (x, y) ∩ (x+ y, y) = (x, yℓ)
whence I = (x, yℓ). Hence I2 = (x2, xyℓ, y2ℓ), and because ℓ ≥ 2, we conclude that
I2 = (x2, y2ℓ). Therefore, by [13, Theorem], we get I2 = aI for some a ∈ I (in this case,
I2 = (x+ yℓ)I). This makes a contradiction. Thus ℓ = 1, and hence
I = (x+ εy, yn), where ε ∈ A is a unit in A, n > 1, and f = x+ εy ∈ W (A).
Now, we have
IA = (y)⊕ (x)⊕ ((ε− 1) · y, yn).
Because (x+ y) ∈ AssA and f ∈ W (A), we have f = (ε− 1) · y is a non-zero element in
A/(x+ y). In particular, ε− 1 6∈ (x+ y). If ε− 1 6∈ m, then
IA = (y)⊕ (x)⊕ (y).
By the same argument as above, we get I = (x, y) ∩ (x, y) ∩ (x + y, y) = m. This is
impossible. Hence ε − 1 ∈ m. Since A/(x + y) is a DVR with maximal ideal m/(x + y),
we can write
ε− 1 = τ · ym in A/(x+ y)
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where τ ∈ A is a unit in A and m > 0. Hence, ε − 1 = τym + (x + y)h for some h ∈ A.
Then ε = 1 + (x+ y)h+ τym. Hence, by setting τ ′ = τ(1 + yh)−1, we have
I = (x+ εy, yn) =
(
x+ y + (x+ y)yh+ τym+1, yn
)
=
(
(x+ y)(1 + yh) + τym+1, yn
)
=
(
(1 + yh)(x+ y + τ ′ym+1), yn
)
= (x+ y + τ ′ym+1, yn).
We now divide into two cases. If m+ 1 ≥ n, then I = (x+ y + τ ′ym+1, yn) = (x+ y, yn).
Otherwise, we assume that m+ 1 < n. Then
IA = (y)⊕ (x)⊕
(
f, yn
)
= (y)⊕ (x)⊕
(
τ · ym+1, yn
)
= (y)⊕ (x)⊕ (ym+1)
so that I = (x, y) ∩ (x, y) ∩ (x+ y, ym+1) = (x+ y, ym+1). Hence, in any case, we have
I = (x+ y, yn) for some n > 1.
Then, because xyn + yn+1 = (x+ y)2yn−1, we get
I2 =
(
(x+ y)2, xyn + yn+1, y2n
)
=
(
(x+ y)2, (x+ y)2yn−1, y2n
)
=
(
(x+ y)2, y2n
)
which yields I2 = aI for some a ∈ I (we can choose a = x+ y + yn, or use [13]). Finally
we found a contradiction. Hence, I = m, or I2 = aI for some a ∈ I. This completes the
proof. 
Hence, we have the following.
Corollary 10.5. If, under the same notation as in Theorem 10.4, |k| = 2, then A is
weakly Arf, but not an Arf ring.
Proof. Let I ∈ Λ(A) and assume that I 6= A. Since |k| = 2, by [27, Example 8.3.2] (or
[16, (14.5)]), we obtain that, for every f ∈ m, (f) is not a reduction of m. This implies
that m 6∈ Λ(A). Hence, I2 = aI for some a ∈ I by Theorem 10.4. That is, A is a weakly
Arf ring; see Theorem 2.4. Since e(A) = 3 and µA(m) = 2, the ring A does not have
minimal multiplicity. Therefore, A is not an Arf ring. 
Closing this section we prove the following.
Corollary 10.6. Let B = k[[X, Y ]] be the formal power series ring over a finite field k
and set A = B/(Y
∏
α∈k(X + αY )). Then A is a weakly Arf ring if and only if |k| = 2.
Proof. We only prove the ‘only if’ part. Assume that A is a weakly Arf ring. We set
Z =
∏
α∈k(X+αY ). We denote by x, y, z the images of X, Y, Z in A, respectively. Notice
that A = A/(y)×
∏
α∈k A/(x+ αy). Let I = (y, z). Then, by setting f = y + z, we have
I = (y, f). Hence, because yf = y2 + yz = y2, we obtain I2 = fI. Note that f ∈ I forms
a non-zerodivisor on A, and
IA = (xq)⊕ (y)⊕ · · · ⊕ (y) = (z)⊕ (y)⊕ · · · ⊕ (y) = fA
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where q denotes the cardinality of the field k. Since A is a principal ideal ring, we get
IA = I · A = IA. Hence
I = IA ∩ A = fA ∩A = (y, xq) = (y, z) = I
which shows I ∈ Λ(A), I = (f). Hence, by Corollary 9.2, I : I is a weakly Arf ring,
because I2 = fI. On the other hand, note that (0) :A y = (z), (0) :A z = (y), and
I = (y) ⊕ (z). Besides, HomA((y), (z)) = HomA((z), (y)) = (0). Therefore we have an
isomorphism
I : I ∼= EndA((y))× EndA((z)) ∼= A/(z)× A/(y)
of A-algebras. Hence, by Proposition 3.7, we get A/(z) is a weakly Arf ring. We set
C = B/(Z) ∼= A/(z). Then |MaxC| = q = |k|. Therefore, by [17, Hilfssatz 2], for each
J ∈ FC , there exists ξ ∈ J such that ξC = JC. In particular, if we take J to be the
maximal ideal of C, then J contains a parameter ideal Q = (ξ) as a reduction. Hence,
because J ∈ Λ(C) and C is weakly Arf, we conclude that C has minimal multiplicity.
Consequently, the multiplicity q = |k| is equal to the embedding dimension 2. That is,
|k| = q = 2, as desired. 
To sum up the arguments in this section, we record the following.
Remark 10.7. Let B = k[[X, Y ]] be the formal power series ring over a field k = Z/(2)
and set R = B/(XY (X + Y )). Let A be the one of the following rings:
(1) A = R ⋉M , where M is a finitely generated R-module which is torsion-free as an
R-module.
(2) A = R×R/m R, where m denotes the maximal ideal of R.
(3) A =
∏n
i=1R, where n > 0.
Then A is a weakly Arf ring, but not an Arf ring.
11. Examples arising from invariant subrings
Throughout this section, unless otherwise specified, let k be a field of characteristic
two, and let S = k[X, Y ] be the polynomial ring over k. Consider S to be a Z-graded ring
via the grading S0 = k and X, Y ∈ S1. Since ch k = 2, we obtain the general linear group
GL2(k) = {( 1 00 1 ) , (
1 0
1 1 ) , (
0 1
1 0 ) , (
1 1
0 1 ) , (
1 1
1 0 ) , (
0 1
1 1 )}
which is isomorphic to the symmetric group of degree 3. For each σ ∈ GL2(k), we define(
X1
Y1
)
= σ−1 (XY ) .
Then the element σ ∈ GL2(k) induces the k-automorphism σ̂ : S → S of S so that
σ̂(X) = X1 and σ̂(Y ) = Y1. This gives a group homomorphism
ρ : GL2(k)→ Autk(S)
and it assigns the map σ̂ to each σ ∈ GL2(k).
In this section, let us explore the invariant subring RG of R = k[X, Y ]/(XY (X + Y )),
where G is a subgroup of GL2(k). We denote by x, y the images of X, Y in R, respectively.
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For a matrix M with the entries in a ring R, let I2(M) be the ideal of R generated by
2× 2-minors of M .
Let H = 〈( 1 01 1 )〉 be a subgroup of GL2(k). This acts linearly on S. Since XY ·(X+Y ) ∈
SH , the cyclic group H also acts on R.
Theorem 11.1. The following assertions hold true.
(1) RH = k[x, xy + y2, xy2 + y3].
(2) RH ∼= k[X,A,B]/I2(X A
2 B
0 B A ) as a graded k-algebra, where k[X,A,B] denotes the poly-
nomial ring over the field k.
(3) RH is strictly closed in RH . In particular, RH is a weakly Arf ring.
Proof. (1) The homogeneous component Rn of R is spanned by
R0 = k, R1 = 〈x, y〉, and Rn = 〈x
n, xn−1y, yn〉.
because xn−1y = xn−2y2 = · · · = xyn−1 in R for every n ≥ 2. We denote by [[R]] =∑∞
n=0 dimk Rnλ
n ∈ Z[[λ]] the Hilbert series of R. Then
[[R]] =
1− λ3
(1− λ)2
=
1 + λ+ λ2
1− λ
= 1 + 2λ+ 3λ+ · · ·+ 3λn + · · ·
which shows that {xn, xn−1y, yn} is a k-basis of Rn (n ≥ 2). We are now computing the
homogeneous component of RH . Obviously,
(
RH
)
0
= k. Suppose that n = 1. For each
α ∈ R1, we can write α = ax + by, where a, b ∈ k. We then have α ∈ R
H if and only if
ax+ b(x+ y) = ax+ by, which implies a+ b = a. Hence b = 0, so that
(
RH
)
1
= 〈x〉. We
assume that n ≥ 2. Consider α ∈ Rn and write α = ax
n+ bxn−1y+ cyn, where a, b, c ∈ k.
Then, α ∈ RH if and only if
axn + bxn−1(x+ y) + c(x+ y)n = axn + bxn−1y + cyn
which is equivalent to
bxn + c
[
xn +
(
n
1
)
xn−1y + · · ·+
(
n
n− 1
)
xyn−1
]
= 0.
Hence (b + c)xn + c(2n − 2)xn−1y = 0, so that b + c = 0. Consequently, we conclude
that
(
RH
)
n
= 〈xn, xn−1y + yn〉. Therefore, RH is generated by x and {xn−1y + yn}n≥2
as a k-algebra. Besides, for n ≥ 4, let us write n = 2a + 3b with a, b ≥ 0. If a = 0
and b > 0, then yn + xn−1y = y3b + x3b−1y = (x2y + y3)b. If a > 0 and b = 0, then
yn + xn−1y = y2a + x2a−1y = (xy + y2)a. Finally if a, b > 0, then
yn + xn−1y = (y2a + x2a−1y)(y3b + x3b−1y) = (xy + y2)a · (x2y + y3)b.
Therefore, RH = k[x, xy + y2, x2y + y3], as desired.
(2) Note that dimRH = 1 and x2 + xy + y2 ∈ R is a non-zerodivisor on R. Hence RH
is a Cohen-Macaulay ring. Set a = xy + y2 and b = x2y + y3 in RH . Let
ψ : RH/(x2 + a)→ R/(x2 + a) ∼= k[X, Y ]/(X2 +XY + Y 2, X2Y +XY 2)
be the k-algebra map such that ψ(x) = X and ψ(y) = Y . Then {1, X,X2, X2Y } forms a
k-basis of Imψ, whence dimk R
H/(x2+ a) ≥ 4. On the other hand, let U = k[X,A,B] be
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the polynomial ring over k and consider the k-algebra map
ϕ : U → RH = k[x, a, b]
so that ϕ(X) = x, ϕ(A) = a, and ϕ(B) = b. Since xa = 0, xb = 0, and a3 = b2,
the map ϕ induces the surjection ϕ : U/(XA,XB,A3 − B2) → RH . Remember that
x2 + a = x2 + xy + y2 is a non-zerodivisor on R. By setting K = Kerϕ, we obtain the
exact sequence
0→ K/(X2 + A)K → U/(XA,XB,A3 − B2, X2 + A)→ RH/(x2 + a)→ 0
of U -modules. Notice that the mid term U/(XA,XB,A3 − B2, X2 + A) is isomorphic
to k[X,B]/(X3, XB,B2). By computing the dimension as a k-vector space, we conclude
that dimk R
H/(x2 + a) ≤ 4. Hence dimk R
H/(x2 + a) = 4 and we have an isomorphism
U/(XA,XB,A3 − B2, X2 + A) ∼= RH/(x2 + a).
This yields K/(X2 + A)K = (0), so that K = (0). Therefore we obtain the isomorphism
RH ∼= U/(XA,XB,A3 − B2) = k[X,A,B]/I2(X A
2 B
0 B A )
of graded k-algebras.
(3) This follows from Proposition 11.2 below. 
Proposition 11.2. Let k be an arbitrary field (not necessarily of characteristic two). Let
U = k[X, Y, Z] be the polynomial ring over k. Set R = U/I2(X Y
2 Z
0 Z Y ). Then R is strictly
closed in R. In particular, R is a weakly Arf ring.
Proof. We consider U as a Z-graded ring under the grading U0 = k, X ∈ U1, Y ∈ U2,
and Z ∈ U3. Set a = I2(X Y
2 Z
0 Z Y ) = (XY,XZ, Y
3 − Z2). Then a is a graded ideal of
U with htUa = 2. In particular, R is a Cohen-Macaulay ring with dimR = 1. Since
a = (X, Y 3 − Z2) ∩ (Y, Z), we then have an exact sequence
0→ R
ξ
→ U/(Y, Z)× U/(X, Y 3 − Z2)→ U/(X, Y, Z)→ 0
of U -modules. Note that U/(Y, Z) = k[x] is a DVR and U/(X, Y 3 − Z2) = k[y, z] ∼=
k[t2, t3] ⊆ k[t], where x, y, z denote the images in the corresponding rings and t is an
indeterminate over k. Let M = (x, y, z) ∈ MaxR, where x, y, z denotes, again, the
images in R. Then M2 = (x+ y)M and µR(M) = 3. Hence
RM =
M
x+ y
= R +
〈
x
x+ y
,
z
x+ y
〉
in Q(R)
because M = (x+ y, x, z). Since ξ(x) = (x, 0), ξ(z) = (0, z) = (0, t3), ξ(x+ y) = (x, y) =
(x, t2) via the identification U/(X, Y 3 − Z2) = k[y, z] = k[t2, t3], we obtain
x
x+ y
=
(
1
x
,
1
t2
)
· (x, 0) = (1, 0),
z
x+ y
=
(
1
x
,
1
t2
)
· (0, t3) = (0, t)
which yield that RM = 〈1, (1, 0), (0, t)〉. Since (0, 1) ∈ RM , we have
RM ⊇ R(1, 0) +R(0, 1) = k[x]× k[y, z] = k[x]× k[t2, t3].
Now, because k[t] = k[t2, t3] + k[t2, t3]t and (0, t) ∈ RM , we see that
RM ⊆ k[x]× k[t] = R
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whence RM = R. Therefore, RM is an Arf ring. Let N ∈ MaxU such that N ⊇ a and
N 6= (X, Y, Z). We then have either N ) (X, Y 3 − Z2) and N 6⊇ (Y, Z), or N ) (Y, Z)
and N 6⊇ (X, Y 3 − Z2). Hence the multiplicity of RN is at most 2, that is, RN is an Arf
ring. Therefore, R is strictly closed in R. 
In what follows, let G = 〈( 0 11 1 )〉 be the subgroup of GL2(k). Then, similarly for the
subgroup H of GL2(k), it acts linearly on S.
Theorem 11.3. The following assertions hold true.
(1) SG = k[X2 +XY + Y 2, XY (X + Y ), X3 +X2Y + Y 3].
(2) SG ∼= k[A,B,C]/(A3 − (B2 + BC + C2)) as a graded k-algebra, where k[A,B,C]
denotes the polynomial ring over the field k.
Proof. Set a = X2+XY +Y 2, b = XY (X +Y ) = X2Y +XY 2, and c = X3+X2Y +Y 3.
We then have a, b, c ∈ SG and a3 = b2 + bc + b2. Let R = k[a, b, c]. Then R ⊆ SG. Let
f(t) = (t−X)(t− (X + Y ))(t− Y ) = t3 − at + b ∈ S[t]
be the polynomial in S. Then f(X) = f(Y ) = 0, so that S is integral over R; hence
dimR = 2. Let U = k[A,B,C] be the polynomial ring over k, and consider U as a
Z-graded ring with the grading U0 = k, A ∈ U2, and B,C ∈ U3. Let
ϕ : U → R
be the k-algebra map so that ϕ(A) = a, ϕ(B) = b, and ϕ(C) = c. Then ϕ is a surjective,
graded homomorphism, and A3 − (B2 + BC + C2) ∈ Kerϕ. Hence we get a surjection
ϕ : U/(A3 − (B2 +BC + C2))→ R which induced by the map ϕ. Set L = Kerϕ. Hence
we get the exact sequence
0→ L/BL→ U/(A3 − (B2 +BC + C2), B)→ R/(b)→ 0
of U -modules. Notice that
U/(A3 − (B2 +BC + C2), B) ∼= k[A,C]/(A3 − C2) ∼= k[t2, t3] (⊆ k[t])
is an integral domain of dimension one, where t denotes an indeterminate over k. There-
fore, because dimR/(b) = 1, we have
U/(A3 − (B2 +BC + C2), B) ∼= R/(b)
which yields L/BL = (0). Hence L = (0). Finally we get the isomorphism
R ∼= U/(A3 − (B2 +BC + C2))
of graded k-algebras, and the Hilbert series [[R]] of R is given by
[[R]] =
1− λ6
(1− λ2)(1− λ3)(1− λ3)
=
1 + λ3
(1− λ2)(1− λ3)
.
Notice that SG is a Cohen-Macaulay ring, because the order of G is invertible in k. Since
a, b ∈ SG is a homogeneous system of parameters in SG, we have an isomorphism
SG/(a, b)SG ∼= [S/(a, b)S]
G .
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The k-basis of S/(a, b)S is {1, X, Y,X2, XY,X2Y }, which yields that [S/(a, b)S]G = k +
k · x2y, where x, y stand for the images of X, Y in S/(a, b)S. Hence [[SG/(a, b)SG]] =
[[[S/(a, b)S]G]] = 1 + λ3 so that
[[SG]] =
1 + λ3
(1− λ2)(1− λ3)
.
Therefore R = SG as desired. 
Consequently we reach the following.
Corollary 11.4. Let R = k[X, Y ]/(XY (X + Y )). Then the following assertions hold
true.
(1) RG ∼= k[t2, t3] as a graded k-algebra, where t denotes an indeterminate over k.
(2) RG is strictly closed in RG.
Proof. (1) This follows from [S/(b)S]G ∼= SG/bSG.
(2) Since RG ∼= k[t2, t3] and k[t2, t3] is a weakly Arf ring, RG is strictly closed by
Theorem 8.2. 
12. Examples arising from determinantal rings
The aim of this section is to prove Theorem 12.1, which shows that the Arf property
depends on the characteristic of the base ring. In what follows, let U = k[[X, Y, Z]] denote
the formal power series ring over a field k, and a = I2(X Y ZY Z X ). Recall that I2(M) is the
ideal of U generated by 2× 2-minors of a matrix M . Set
A = U/a = k[[x, y, z]]
where x, y, z stand for the images of X, Y, Z in A, respectively. Notice that A is a Cohen-
Macaulay local ring with dimA = 1.
Theorem 12.1. The following assertions hold true.
(1) If ch k = 3, then A is not an Arf ring.
(2) If ch k 6= 3 and there exists α ∈ k such that α 6= 1, α3 = 1, then A is an Arf ring.
Proof. Let m = (x, y, z) be the maximal ideal of A. Then m2 = xm = ym = zm. Hence
x, y, z ∈ W (A) and A has minimal multiplicity 3. Set t = y/x ∈ Q(A). We then have
t =
y
x
=
z
y
=
x
z
so that y = tx, z = ty, and x = tz. Hence t3 = 1 in Q(A). Let B = Am denote the
blow-up of A at m. Then, because m2 = xm, we have
B = Am =
m
x
=
〈
1, t, t2
〉
= A[t]
where the third equality follows from m = (x, tx, t2x).
(1) Suppose that ch k = 3. Set s = t − 1 ∈ B. Then s3 = 0 and B = A[s]. Let M be
the maximal ideal of B. We then have s ∈M and M ∩A = m. Hence
M ⊇ mB + sB = (x, tx, t2x, s)B = (x, s)B
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which implies the surjection A/m → B/(x, s)B 6= (0). Actually, it is bijection, and
hence B/(x, s)B is a field. Because of the surjection B/(x, s)B → B/M , we have the
isomorphisms
A/m ∼= B/(x, s)B ∼= B/M.
Thus, M = mB+sB = (x, s)B. Therefore, we obtain that B is a local ring with maximal
ideal M = (x, s)B and A/m ∼= B/M .
Let k[[X,S]] be the formal power series ring over k and ϕ : k[[X,S]] → B be the
k-algebra map defined by ϕ(X) = x and ϕ(S) = s. Then, ϕ is a surjective, graded ring
homomorphism, and S3 ∈ Kerϕ. Since B is a Cohen-Macaulay local ing with dimB = 1,
we get
Kerϕ = (Sn) for some 1 ≤ n ≤ 3.
If n 6= 3, then S2 ∈ Kerϕ. That is, s2 = 0 in B. Since 0 = s2 = t2+ t+1, by multiplying
x2, we have y2 + xy + x2 = 0 in A. Hence X2 +XY + Y 2 ∈ a, so that
X2 +XY + Y 2 = a(X2 − Y Z) + b(Y 2 −XZ) + c(Z2 −XY )
for some a, b, c ∈ k, which makes a contradiction, because a = 1 = 0. Therefore, n = 3
and we have the isomorphism
B ∼= k[[X,S]]/(S3)
of k-algebras. Hence, the blow-up B = Am does not have minimal multiplicity, so that A
is not an Arf ring by [18, Theorem 2.2].
(2) Suppose ch k 6= 3 and there exists α ∈ k such that α 6= 1 and α3 = 1. We consider
Λ = {α ∈ k | α3 = 1}. We then have |Λ| = 3, because the polynomial f(t) = t3 − 1 ∈ k[t]
does not have double root. For each α ∈ Λ, we define
Pα = (Y − αX,Z − α
2X) ⊆ U.
Then Pα + (X) = (X, Y, Z), which implies Y − αX,Z − α
2X,X is a regular system of
parameters in U . Since U/Pα is a DVR, Pα ∈ SpecU and htUPα = 2. Let k[[X ]] denotes
the formal power series ring over k and ϕ : U → k[[X ]] be the k-algebra map so that
ϕ(X) = X , ϕ(Y ) = αX , and ϕ(Z) = α2X . Then Kerϕ = Pα and a ⊆ Pα.
With this notation we have the following.
Claim.
⋂
α∈Λ Pα = a and, for each α, β ∈ Λ, Pα 6= Pβ if α 6= β.
Proof of Claim. If Pα = Pβ for some α, β ∈ Λ such that α 6= β. Then Y − αX, Y −
βX ∈ Pα. Hence (α − β)X ∈ Pα, it shows X ∈ Pα. Thus htUPα = 3, which makes a
contradiction. Hence {Pα}α∈Λ is distinct. Let us make sure of the first assertion. To do
this, for each α ∈ Λ, let
pα = (y − αx, z − α
2x) ⊆ A = U/a
which is an associated prime ideal of A, because pα ∈ MinA. Since {Pα}α∈Λ is distinct,
AssA ⊇ {pα | α ∈ Λ}, and |Λ| = 3, we have |AssA| ≥ 3. On the other hand, we get
3 = µA(m) = e
0
m(A) =
∑
p∈AssA
ℓAp(Ap) · e
0
m/p(A/p) ≥ |AssA| ≥ 3
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where the second equality follows from the fact that A has minimal multiplicity. This
shows |AssA| = 3 and hence AssA = {pα | α ∈ Λ}. Besides, for each p ∈ AssA, we have
that Ap is a field and A/p is a DVR. Consequently,
⋂
α∈Λ pα = (0) in A, and therefore⋂
α∈Λ Pα = a, as desired. 
In particular, by the above claim, A is a reduced ring, so that
A = U/Pα × U/Pβ × U/Pγ
where Λ = {α, β, γ}. We now consider A in A via the injection
A→ A = U/Pα × U/Pβ × U/Pγ = k[x]× k[x]× k[x]
where x denotes the images in the corresponding rings. Thus, we identify x ∈ A with
(x, x, x), y ∈ A with (αx, βx, γx), and z ∈ A with (α2x, β2x, γ2x). Hence
t =
y
x
= (α, β, γ) ∈ A
so that t− α = (α, β, γ)− (α, α, α) = (0, β − α, γ − α). Therefore
(t− α)A = (0)× U/Pβ × UPγ ( A.
Choose N ∈ MaxA such that (t− α)A ⊆ N . Since N ⊇ mA + (t− α)A, we obtain
M ⊇ mB = (t− α)B
where M = N ∩B. Now, since B = A[t] = A[t− α], we get A/m ∼= B/ [mB + (t− α)B].
Moreover, because B/ [mB + (t− α)B] → B/M is surjective, it is bijection. Hence
A/m ∼= B/M and M = mB + (t− α)B. For each α ∈ Λ, we set
Mα = mB + (t− α)B
which is a maximal ideal of B. Then {Mα}α∈Λ is distinct. Indeed, if Mα = Mβ for some
α, β ∈ Λ such that α 6= β. Because t − α, t − β ∈ Mα, we have 0 6= α − β ∈ Mα. This
is impossible. Hence, the element of {Mα}α∈Λ is distinct from each other. In particular,
|MaxB| ≥ 3. In the meantime, for eachM ∈ MaxB, we can choose N ∈ MaxA such that
N ∩B = M . Since |MaxA| = 3, we conclude that |MaxB| ≤ 3. Hence, |MaxB| = 3 and
MaxB = {Mα,Mβ,Mγ} (Here Λ = {α, β, γ}). Therefore, because B is complete (since
A = Â), we choose local rings B1, B2, and B3 such that
B ∼= B1 ×B2 × B3.
We then have the equalities
3 = e0m(A) = e
0
xA(A) = e
0
xA(B) = ℓA(B/XB) =
3∑
i=1
ℓA(Bi/XBi).
Hence ℓA(Bi/XBi) = 1 for every 1 ≤ i ≤ 3, which shows ℓBi(Bi/XBi) = 1. Therefore,
Bi is a DVR with maximal ideal XBi. Thus, B ∼= B1 × B2 × B3 is regular. Therefore
B = B = A, because Q(B) = Q(A). This implies that A is an Arf ring, since B has
minimal multiplicity and B = A. This completes the proof. 
Hence, the Arf property depends on the characteristic of the field k. Consequently we
have the following.
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Corollary 12.2. Suppose that k is an algebraically closed field. Then A is an Arf ring if
and only if ch k 6= 3.
In the rest of this section, let us consider R = k[X, Y, Z]/I2(X Y ZY Z X ). We denote by
x, y, z the images of X, Y, Z in R, respectively.
Corollary 12.3. Suppose that ch k 6= 3 and there exists α ∈ k such that α 6= 1, α3 = 1.
Then R is strictly closed in R.
Proof. Let U = k[X, Y, Z] be the polynomial ring over the field k and a = I2(X Y ZY Z X ).
Notice that R is Cohen-Macaulay and of dimension one. Thanks to Theorem 12.1 (2), it
is enough to show that, for every p ∈ MaxR such that p 6= (x, y, z), Rp is regular. To do
this, let P ∈ SpecU such that P ⊇ a and P 6= (X, Y, Z). Then X 6∈ P . Let us consider
U˜ = U
[
1
x
]
in Q(U). Then
U˜ = U
[
1
x
]
= k
[
X,
1
X
] [
Y
X
,
Z
X
]
= k˜[Y1, Z1]
is a polynomial ring over k˜, where k˜ = k
[
X, 1
X
]
, Y1 =
Y
X
, and Z1 =
Z
X
. Besides,
aU˜ = (1− Y1Z1, Y
2
1 − Z1, Z
2
1 − Y1). Hence we get the isomorphism
U˜/aU˜ ∼= k˜[Y1]/(Y
3
1 − 1, Y
4
1 − Y1)
∼= k˜[Y1]/(Y
3
1 − 1)
of k˜-algebras. We consider Λ = {α ∈ k | α3 = 1} and set Λ = {α, β, γ}. Because
Y 31 = (Y1 − α)(Y1 − β)(Y1 − γ) in k[Y1], we have the isomorphisms
U˜/aU˜ ∼= k˜[Y1]/(Y
3
1 − 1)
∼= k˜ ⊗k
(
k[Y1]/(Y
3
1 − 1)
)
∼= k˜ ⊗k (k[Y1]/(Y1 − α)× k[Y1]/(Y1 − β)× k[Y1]/(Y1 − γ))
∼= k˜ ⊗k (k × k × k)
∼= k˜ × k˜ × k˜
of k˜-algebras. As X 6∈ P , we conclude RP is regular. Hence R is strictly closed in R. 
13. Direct summands of weakly Arf rings
Some of the rings of invariants could be strictly closed in their integral closures; see
Theorem 11.1 and Corollary 11.4. In this section, we investigate this phenomenon.
For commutative rings A and B, we denote by B/A a ring extension, i.e., A is a subring
of B. Let T = W (A) be the set of all non-zerodivisors on A. We begin with the basic
definition.
Definition 13.1. We say that the extension B/A satisfied the condition (♯), if W (A) ⊆
W (B), and for every x ∈ Q(B), there exists t ∈ W (A) such that tx ∈ B.
In particular, if B/A satisfies (♯), then Q(B) = T−1B. For the converse, we have the
following lemmata.
Lemma 13.2. Suppose that B is an integral domain, and B is integral over A. Then the
extension B/A satisfies (♯).
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Proof. We have T ⊆ W (B). Hence B ⊆ T−1B ⊆ Q(B). Since T−1B is an integral
extension over Q(A) = T−1A, we obtain that T−1B is a field. Thus T−1B = Q(B), so
that B/A satisfies the condition (♯). 
Lemma 13.3. Let B be a Noetherian ring, which is integral over A. Suppose that the
following conditions:
(1) For every P ∈ AssB, P ∩ A ∈ AssA.
(2) Q(A) is an Artinian ring.
Then the extension B/A satisfies (♯).
Proof. Take a non-zerodivisor f ∈ T on A. If we assume that f ∈ P for some P ∈ AssB,
then f ∈ P ∩ A ∈ AssA. This makes a contradiction. Hence T ⊆ W (B), so that
B ⊆ T−1B ⊆ Q(B). Since T−1B is an integral extension over Q(A) = T−1A, T−1B is
an Artinian ring. For each f ∈ W (B), it is an unit in T−1B. Therefore T−1B = Q(B).
Hence B/A satisfies the condition (♯). 
With this notation we have the following.
Theorem 13.4. Suppose that B is integral over A, A is a direct summand of B as an
A-module, and the extension B/A satisfies (♯). If B is strictly closed in B, then so is A
in A. In particular, A is a weakly Arf ring.
Proof. Since A is a direct summand of B, we choose an A-linear map ρ : B → A such
that ρ(a) = a for each a ∈ A. The condition (♯) of B/A guarantees that Q(A) ⊆ Q(B).
Hence, A ⊆ B. We now consider a homomorphism ϕ : A ⊗A A → B ⊗B B of additive
groups such that ϕ(x⊗ y) = x⊗ y for each x, y ∈ A. Let x ∈ A∗. Then x ∈ A ⊆ B and
x⊗ 1 = 1⊗ x in B ⊗B B.
This implies x ∈ B∗ = B. As x ∈ Q(A) = T−1A, we write x = a/t where a ∈ A and
t ∈ T . Then a = ρ(a) = ρ(tx) = tρ(x), so that x = a/t = ρ(x) ∈ A. Therefore A is
strictly closed in A, as desired. 
Corollary 13.5. Let R be a commutative ring, and let G be a finite group whose order is
invertible. Suppose that the extension R/RG satisfies (♯), where RG denotes the invariant
subring of R. If R is strictly closed in R, then so is RG in RG. In particular, RG is a
weakly Arf ring.
Proof. Let n denote the order of G. Then an RG-linear map
ρ : R→ RG, a 7→
1
n
∑
σ∈G
σ(a)
gives a split monomorphism, so that RG is a direct summand of R as an RG-module.
Since the order of G is finite, R is integral over RG. Hence, the assertion follows from
Theorem 13.4. 
Consequently, by Lemma 13.2, we get the following.
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Corollary 13.6. Let R be an integral domain, and let G be a finite group with the order
of G is invertible in R. If R is strictly closed in R, then so is RG in RG. In particular,
RG is a weakly Arf ring.
Let us note one more consequence of Theorem 13.4.
Corollary 13.7. Suppose that B is integral over A, A is a direct summand of B as an
A-module, and B is a Noetherian ring. Moreover, we assume that for every P ∈ AssB,
P ∩A ∈ AssA and A satisfies (S1). If B is strictly closed in B, then so is A in A.
Proof. Since A is a direct summand of B, A is Noetherian. The total ring of fractions
Q(A) of A is Artinian, because MinA = AssA. By Lemma 13.3, the extension B/A
satisfies (♯). Hence, the assertion follows from Theorem 13.4. 
We now apply Corollary 13.7 to the idealization A = R ⋉M of a finitely generated
torsion-free module M over a Noetherian ring R.
Theorem 13.8. Let R be a Noetherian ring, and let M be a finitely generated R-module
such that M is torsion-free. Suppose that R satisfies (S1). If A = R⋉M is strictly closed
in A, then so is R in R.
Proof. For each P ∈ AssA, we choose p ∈ SpecR such that P = p ×M . We then have
an isomorphism
AP ∼= Rp ⋉Mp
of Rp-algebras. We will show that p ∈ AssR. Indeed, assume that p 6∈ AssR. Then,
because R satisfies (S1), p contains a non-zerodivisor on M . Hence a is a non-zerodivisor
on Mp. This makes a contradiction. Hence p ∈ AssR, as desired. 
In the rest of this section, unless otherwise specified, we maintain the following.
Setting 13.9. Let B be a Noetherian ring, and let A be an arbitrary subring of B. We
assume that B is integral over A and A is a direct summand of B as an A-module.
Definition 13.10. We say that B satisfies the condition (C), if the following conditions
are satisfied:
(1) d = dimB <∞, and
(2) For every maximal chain P0 ( P1 ( · · ·Pn in SpecB, we have n = d.
Notice that if B satisfies (C), then dimBM = dimB for every M ∈ MaxB.
Lemma 13.11. If B satisfies (C), then P ∩ A ∈ MinA for every P ∈ MinB.
Proof. For each P ∈ MinB, we choose a maximal ideal M in B such that P ⊆ M . Let
us consider a maximal chain
P = P0 ( P1 ( · · · ( Pn =M
of prime ideals in B starting from P , and ending to M . We then have n = dimB. Hence,
by setting m = M ∩ A, we see that dimA = dimB = n ≤ dimAm, so that dimAm = n.
In particular, P ∩ A ∈ MinA. 
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Hence we get the following.
Proposition 13.12. Suppose that B satisfies (C). For each n ∈ Z, if B satisfies (Sn)
condition, then so is A.
Proof. We may assume n > 0. Suppose that n = 1. We will show that MinA = AssA.
Indeed, let p ∈ AssA. Since p ∈ AssAB, we can take P ∈ AssB such that P ∩ A = p.
Remember that B satisfies (S1), i.e., MinB = AssB. By Lemma 13.11, we have p =
P ∩A ∈ MinA, so A satisfies (S1). Suppose that n ≥ 2 and the assertion holds for n− 1.
We assume that A does not satisfy (Sn) condition. Then there exists p ∈ SpecA such that
depthAp < min{n, dimAp}. Hence depthAp ≤ n − 1 and dimAp ≥ n. Since B satisfies
(Sn−1), so is A. Therefore, we have
depthAp ≥ min{n− 1, dimAp} = n− 1
which yields that depthAp = n− 1 > 0. Hence p 6∈ AssA. Now, because A satisfies (S1),
there exists f ∈ p such that f ∈ W (A). Then f ∈ W (B). The splitting monomorphism
A→ B gives rise to a split morphism
0→ A/fA→ B/fB
of A/fA-modules, which is also injective. Notice that B/fB is integral over A/fA and
B/fB satisfies the condition (C). In fact, because f ∈ W (B), dimB/fB = d− 1, where
d = dimB. We now take P1 ∈ MinB B/fB. Choose a maximal chain in SpecB from P1:
fB ⊆ P1 ( P2 ( · · · ( Pn.
Since f is a non-zerodivisor on B, we see that htBP1 = 1, whence P1 contains a minimal
prime P0. Thus n = d, which implies that B/fB satisfies the condition (C). By induction
arguments, A/fA satisfies (Sn−1) condition. Therefore
depth(A/fA)p ≥ min{n− 1, dim(A/fA)p}
which is absurd, because depthAp = n − 1 and dimAp ≥ n. Consequently, A satisfies
(Sn) condition. This completes the proof. 
We summarize some consequences.
Corollary 13.13. Suppose that B satisfies (C). If B is Cohen-Macaulay, then so is A.
Corollary 13.14. Suppose that B satisfies (C). Then the following assertions hold true.
(1) If B satisfies (S1) and B is strictly closed in B, then A is strictly closed in A.
(2) If B is a weakly Arf ring satisfying (S2) and BP is an Arf ring for every P ∈ SpecB
with htBP = 1, then A is a weakly Arf ring, and Ap is an Arf ring for every p ∈ SpecA
with htAp = 1.
Proof. (1) By Proposition 13.12, A satisfies (S1). Hence the assertion follows from Corol-
lary 13.7 and Lemma 13.11.
(2) Since A is a direct summand of B, we see that A is Noetherian. Besides, A satisfies
(S2) by Proposition 13.12. By Theorem 4.5, we conclude that B is strictly closed in B.
Therefore, by the assertion (1), A is strictly closed in A. Again, by Theorem 4.5, we get
the required assertions. 
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For a Noetherian semi-local ring B such that BM is a one-dimensional Cohen-Macaulay
local ring for every M ∈ MaxB, the ring B satisfies (C). Hence we have the following.
Theorem 13.15. Suppose that B is a Noetherian semi-local ring such that BM is a one-
dimensional Cohen-Macaulay local ring for every M ∈ MaxB. If B is an Arf ring, then
so is A.
Proof. To show A is an Arf ring, we need to confirm htAp = 1 for every p ∈ MaxA.
Suppose that there exists p ∈ MaxA such that htAp = 0. Then p ∈ AssA. We can choose
P ∈ AssB so that P ∩A = p. Since B is integral over A, we see that P ∈ MaxB. Hence,
by our assumption, htBP = 1 which makes a contradiction. Thus htAp ≥ 1 for every
p ∈ MaxA, whence htAp = 1. In particular, Ap is a one-dimensional Cohen-Macaulay
local ring for every p ∈ MaxA. Since B is an Arf ring, by Theorem 4.4, B is strictly
closed in B. Therefore, A is strictly closed in A, and hence A is an Arf ring. 
Finally we reach the goal of this section.
Corollary 13.16. Let R be a Noetherian semi-local ring such that RM is a one-
dimensional Cohen-Macaulay local ring for every M ∈ MaxR. Suppose that R is an
Arf ring. Then, for every finite subgroup G of AutR such that the order of G is invertible
in R, RG is an Arf ring.
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