Purpose: Recent Raman spectroscopy (RS) studies of radiation response involve subcellular (lmscale) sampling volumes and macroscopic doses as low as 0.005 Gy. These studies ignore the stochastic nature of radiation transport and energy deposition, which can lead to considerable microdosimetric "spread" (i.e., variation in energy deposition). The goal of this work is to use Monte Carlo (MC) simulations to investigate the microdosimetric spread across populations of microscopic targets relevant for RS studies of cellular radiation response. Methods: Simulation geometries involve populations of 1600 cells, with two sizes of sampling volumes (representative of recent RS studies) considered within each nucleus, as well as averaging over multiple sampling volumes in the same nucleus. To investigate variation in microdosimetric spread as a function of dose and target size, simple cubic voxel geometries are also considered. MC simulations are used to score energy imparted per unit mass (specific energy, z) in targets (nuclei, sampling volumes, and voxels), considering doses from a few mGy to several Gy. Three photon spectra are considered: 120 kVp x-ray, cobalt-60, and a 6 MV medical linac. Results: For lm-sized targets, there can be considerable variation in energy deposition across a population of targets: the specific energy distribution is skewed, a large fraction of targets receive no energy, and the standard deviation of the specific energy relative to the mean, r z =z, is considerable. These results vary with source energy and (macroscopic) dose: for 60 Co with cylindrical nuclei of 12.8 lm height and diameter, r z =z is 17% at 0.02 Gy, decreasing to 2% at 2 Gy. In contrast, for cylindrical sampling volumes with 1 lm diameter and 4 lm height, r z =z is 170% at 0.02 Gy and 18% at 2 Gy. Results of MC simulations involving cubic voxel geometries are fit to an equation relating the relative standard deviation of the specific energy to the target volume and dose; additionally, specific energy distributions are compared with normal distributions. Conclusions: Microdosimetric considerations are important for RS cellular radiation response studies, especially for low doses. The results of this work may motivate changes to current measurement and data analysis methods for RS experiments, and motivate future work comparing MC simulation results with RS measurements to advance understanding of radiation response.
INTRODUCTION
Raman spectroscopy (RS) involving lm-sized sampling volumes is a promising technique for investigating cellular responses to radiation, allowing consideration of subcellular components based on knowledge of different molecular vibration frequencies. This technique has been used to investigate radiation damage to plasma membranes of Chinese hamster cells, 1 and detect radiation-induced chemical and structural changes in DNA of mouse breast cancer cells. 2 Lakshmi et al. 3 irradiated the heads of mice, observing changes in Raman spectra not only for brain tissue, but also for leg muscle tissue. Harder et al. 4 pointed out the potential of RS for assessing radiosensitivity, demonstrating changes in glycogen accumulation (potentially indicative of hypoxic recovery) in nonsmall cell lung cancer (NSCLC) cells in response to 6 MV photon irradiation. Vidyasagar et al. 5 used RS to predict whether or not cervical tumor shrinkage will occur in response to radiotherapy. RS has also been used to evaluate radiation response in vitro in mammary epithelial cells, 6 oral cancer cells, 7 prostate tumor cells, 8 and breast and lung tumor cells. 9 The studies cited above involve doses of several Gray, relevant for radiotherapy, however, recent RS applications include investigation of cell response to low radiation doses ( < 1 Gy), relevant for diagnostic radiology or out-of-field radiation in radiotherapy (as well as radiation protection in general). Maguire et al. 10 demonstrated that RS is capable of detecting 60 Co radiation response in human lymphocytes for doses as low as 0.05 Gy; DNA damage predicted by changes in Raman spectra were confirmed by comparison with c-H2AX assay results. Allen et al. 11 irradiated human lens epithelial (HLE) cells with 120 kVp x-rays to doses as low as 0.01 Gy, finding that Raman band intensities for various proteins and nucleic acids in the nucleus exhibit nonlinear behavior as a function of dose below 0.5 Gy; they noted that the corresponding cell survival curve demonstrates a similar shape (indicative of a region of low-dose hypersensitivity followed by a region of radioresistance). Meade et al. 12 used RS to observe the same dose-response trends in human keratinocyte (HaCaT) cells exposed to 60 Co radiation, considering doses as low as 0.005 Gy (in addition to investigations of the bystander effect).
Despite the recent progress in applying RS to probe radiation response on microscopic (cellular) levels, studies have relied on the macroscopic dose to quantify the amount of energy deposited without considering the stochastic nature of radiation transport and energy deposition. Microdosimetry provides the theoretical framework for analysis of the microscopic distribution of energy deposition within irradiated matter. [13] [14] [15] It defines the specific energy, z, as the energy imparted per unit mass within a volume of interest or "target" -z is the stochastic analog of the absorbed dose, D, which is generally equal to the mean specific energy, z. For low doses and/or small targets, there can be considerable variation in specific energy deposited within a population of targets, characterized by the specific energy distribution, f (z,D) (which is a probability density function for a target receiving specific energy z), and the standard deviation of the specific energy, r z . 13 Variation in energy deposition on microscopic scales (microdosimetric "spread"), may lead to variation in biological response. 13, 14 This radiation-induced biological response is studied via analysis of the measured Raman signal. Thus, with studies employing lm-sized sampling volumes and a wide range of doses (as low as 0.005 Gy), microdosimetric considerations may be of importance for radiation response studies using RS. This provides the context and motivation for the current work. We investigate specific energy distributions using Monte Carlo (MC) simulation geometries relevant for RS cellular radiation response studies. Our study has two parts: in part 1, MC simulations are carried out within a multicellular model; two types of RS sampling volumes located within each cell nucleus are considered (motivated by recent studies). We investigate specific energy distributions for nuclei and sampling volumes. In part 2, we consider variation in energy deposition across a population of cubic voxels as a function of dose and target size, with the goal of presenting results over a wider range of target sizes than in part 1 as well as providing reference data for future RS experiments.
METHODS
MC simulations are carried out with EGSnrc (2017 release): user-code egs_chamber, 16, 17 along with the C++ class library, 18 is used to score specific energy in nuclei and sampling volumes in part 1, and in voxels in part 2. We use a version of egs_chamber that was previously modified to allow scoring energy deposition in multiple regions. 19 The transport cutoff and production threshold for the kinetic energy of electrons and photons is 1 keV. The XCOM photon cross-section 20 and the NRC bremsstrahlung cross-section 17 databases are used. Rayleigh scattering and electron impact ionization are turned on. Other transport parameters are set to default values. The high-resolution random number generator is used. Simulations are carried out on multicore clusters with CPUs of varying speeds; $ 4 9 10 7 histories are completed per hour per CPU, with each simulation requiring 15,000 to 57,000 CPU hours (each source energy constitutes a separate simulation).
This paragraph briefly describes some of the considerations and tests performed in applying EGSnrc/egs_chamber to score specific energy within lm-sized compartments. A 1 keV electron in water has a continuous slowing down approximation range (R CSDA ) of 0.04235 lm according to ICRU Report 90, 21 while more refined energy loss models taking into account shell corrections predict up to twice that value. 22 In either case, the range of a 1 keV electron is small relative to the smallest sampling volume dimension of 1 lm. Sensitivity to electron energy transport cutoff was investigated by repeating simulations with the cutoff increasing in 250 eV increments up to 2 keV, with overall agreement observed (i.e., convergence with electron cutoff; similar to results reported elsewhere considering energy deposition in lm-sized compartments). 23 EGSnrc employs a condensed history (CH) "class II" approach to model electron transport, 24, 25 switching to single-scattering mode when an electron is within 3 mean free paths of a boundary between regions; our results are insensitive to variations in this distance parameter ("Skin depth for BCA"). The selfconsistency of EGSnrc calculations in condensed history and single-scattering modes has been demonstrated in the literature. 26, 27 Recent work compared CH and track structure simulations (various MC codes) for lm-size targets with keV incident electrons, 28 demonstrating overall good agreement. EGSnrc/egs_chamber simulations of lm-scale tissue cavities containing gold-nanoparticles (gold spheres of 20 nm or 100 nm diameter) demonstrated agreement with independent PENELOPE calculations that modeled photons and electrons down to 100 eV. 23 EGSnrc/egs_chamber-computed cellular S-values (dose to nucleus or cytoplasm target per unit cumulated activity in the source region) demonstrate good agreement compared to other published works. 29 All the above support the application of EGSnrc/egs_chamber for the simulations presented within the current work.
Three incident photon spectra are considered: a 120 kVp x-ray spectrum, a 60 Co spectrum, and a 6 MV medical linac photon spectrum. The 120 kVp spectrum corresponds to an x-ray source with a tungsten target and 2 mm of aluminum filtration, and is obtained from the Siemens x-ray spectra simulation tool, 30 which can be accessed online (https://www. oem-xray-components.siemens.com/x-ray-spectra-simulation). The 60 Co photon spectrum is from Rogers et al. 31 The 6 MV photon spectrum is from Mohan et al. 32 A parallel photon beam with circular cross-section is oriented along the z-axis.
The multicellular model used in part 1 ( Fig. 1) is comprised of 1600 cells arranged in a 40 9 40 grid in the xyplane located at the center of a cubic phantom; all media are set to unit density water. Cells and nuclei are modeled as cylinders whose height and diameter are equal, with radii (denoted r cell and r nuc , respectively) from measurements of human stage III NSCLC cells carried out by Lee et al.: 33 r cell = 9.2 lm and r nuc = 6.4 lm. The minimum cell separation distance is 2.06 lm. 34 Two sizes of sampling volumes within the nucleus are considered: a "small" cylinder with 1 lm diameter and 4 lm height, 11 and a "large" rectangular prism measuring 2 9 5 9 10 lm 3 . 4 Nine of the small sampling volumes are located in the nucleus of each cell [ Fig. 1(a) ]; the small sampling volumes are arranged in a 3 9 3 grid in the xy-plane, with 3 lm separating the centers of adjacent sampling volumes (as in Allen et al. 11 ). Only a single large sampling volume is simulated at the center of each nucleus [ Fig. 1(b) ]. Specific energy is scored in the nucleus of each cell, and in all small and large sampling volumes. In addition to considering each small sampling volume independently, we also investigate the effect of averaging the specific energy across the nine sampling volumes located within each nucleus.
In part 2, a 40 9 40 grid of cubic voxels located in the xy-plane is considered. As with the multicellular model considered in part 1, voxels are located at the center of a cubic phantom, and all regions contain unit density water. Voxel side lengths of 1, 3, 5, 7, 9, and 11 lm are considered. Specific energy is scored in each voxel.
To balance the need for adequate buildup/scatter with simulation efficiency, cubic phantom side lengths and beam radii are chosen to vary depending on the incident photon spectrum. The phantom side length is roughly 6 times the (electron) R CSDA . Therefore, the cell or voxel populations, which are located at the centers of the phantoms, are at a depth of $ 3R CSDA . For the 120 kVp x-ray spectrum, the maximum energy of 120 keV is used to calculate R CSDA , and we round up to 1 cm. For the 60 Co and 6 MV spectra, the mean spectrum energies (1.25 and 2.02 MeV, respectively) are used. The beam radius is chosen to be 1/4 of the phantom side length. For 120 kVp, 60 Co and 6 MV, this corresponds to phantom side lengths of 1, 3 and 6 cm, respectively; beam radii are 0.25, 0.75 and 1.5 cm, respectively.
From the specific energies, z, scored via MC simulation in each population of targets (nuclei, sampling volumes, or voxels), we calculate the mean, z, standard deviation, r z , normalized distribution, f(z,D) (with
, and fraction of targets receiving no energy deposition, f z=0 . These quantities depend on the corresponding dose, D, to a macroscopic region that encompasses the targets where z is scored. In part 1, D is scored in a 820.5 9 820.5 9 18.5 lm 3 rectangular prism encompassing the cells. In part 2, D is the dose to the entire region where cubic voxels are located. Doses of up to 2 Gy are considered. MC simulations are split up across many CPUs. To obtain results for a particular dose D, results from different CPUs are added up, such that there is limited dose resolution. The actual dose is indicated in most cases; otherwise, an approximate value is given.
In part 2, specific energy distributions for cubic voxel are compared with normal distributions having the same mean and standard deviation, and the root mean square error is calculated as follows: 
where f i,normal and f i,MC are f(z,D) values according to the normal distribution (evaluated at the bin center) and MC simulation, respectively. N is the number of bins in the f(z,D) histogram; a bin width of 1 mGy is used to calculate the RMSE, with bins spanning the range within three standard deviations of the mean (the range will start at zero if the mean less three standard deviations is a negative number).
We also investigate the relationship between the microdosimetric spread (the relative standard deviation of the specific energy; r z =z), dose D in Gy, and target volume V in lm 3 using the following equation:
which is based on equations (2.19) and (A.12) from ICRU Report 36, 35 and is in agreement with Villegas et al. 36 . The curve_fit function from the optimize package of the SciPy library of the Python programming language (http:// www.python.org) is used to determine different C 1 and C 2 fit parameters for each incident photon spectrum. The fit is performed by combining data across all cubic voxel sizes, and across the full range of available doses (up to 2 Gy). The goodness of fit of Eq. (2) is evaluated via the RMSE; in this case, the sum in Eq. (1) is over the entire parameter space consisting of all target sizes, and available doses. The quantities f i,normal and f i,MC are replaced with ðr z =zÞ i;fit and ðr z =zÞ i;MC , which are the values (for scenario i) of r z =z according to Eq. (2) and MC simulation, respectively.
RESULTS

3.A. Part 1: Multicellular models
Specific energy distributions for different targets within multicellular models are presented in Fig. 2 for various incident photon spectra and dose levels. These distributions, as well as the microdosimetric spread, r z =z, and fraction of targets receiving no energy deposition, f z=0 (both indicated in the figure legend), vary considerably depending on whether the nucleus or different representative RS sampling volumes are considered the targets. In general, the distributions are observed to become narrower and less skewed for higher incident photon energies, higher doses, and for larger target sizes. Of all the f(z,D) shown in Fig. 2 , those for the nucleus (largest target volume, $ 1600 lm 3 ) are generally the least skewed with the smallest r z =z and f z=0 for a given dose and source spectrum. In contrast, the f(z,D) for the small sampling volume ( $ 3 lm 3 ) are the most skewed and have the largest r z =z and f z=0 for a given dose and source spectrum. Specific energy distributions (and corresponding values of r z =z and f z = 0 ) for the large sampling volume (100 lm
3 ) are comparable. The stochastic nature of radiation is especially apparent for lower doses, smaller target sizes and lower incident photon energies -see for example, Fig. 2(a) (120 kVp source, D ≃ 0.02 Gy), where r z =z ¼ 258% and f z=0 = 0.73 for the small sampling volume. In contrast, in Fig. 2 (i) (6 MV source, D ≃ 2 Gy), f(z,D) for the small sampling volume is still slightly skewed, and the relative standard deviation of the specific energy is 17%, although all of the targets receive some amount of energy in this case (i.e., f z=0 = 0). For the source energies and dose levels considered in Fig. 2 , the nuclear targets (the largest of the targets considered herein) always receive some amount of energy.
3.B. Part 2: Cubic voxel geometries
Results for cubic voxel geometries are presented in this section, considering results for a wider range of target sizes than in part 1, and providing reference data for researchers including fits to analytic expressions. Figure 3 demonstrates that the microdosimetric spread decreases with increasing dose and target size. At higher doses, more energy deposition events occur within each target. Similarly, for the same dose level, more energy deposition events will occur within a larger target. In both cases, the total specific energy is averaged over a larger number of events, resulting in less stochastic variation in specific energy. Figure 3 also demonstrates that the microdosimetric spread generally decreases with increasing photon energy. For all of the photon spectra considered herein, Compton scattering is the dominant photon interaction type. As incident photon energy increases, photons transfer an increasingly large fraction of their energy to Compton electrons, 37 resulting in longer range secondary electrons that have a higher probability of depositing energy among multiple targets, resulting in less variation in specific energy among targets.
Fit parameters for Eq. (2) are presented in Table I ; the fit is shown along with MC-calculated values of r z =z in Fig. 3 . RMSE values in Table I are similar across the three photon spectra considered herein. Additional numerical values of various quantities of interest are given in Table II to supplement the graphical data provided herein. Estimates of the microdosimetric spread obtained from Eq. (2) agree with MC results within 10% for the parameter space considered in Table II . Furthermore, for the target sizes investigated herein, the statistical uncertainty on D from MC simulations is much smaller than the microdosimetric spread, r z =z.
Specific energy distributions for cubic voxel geometries, and corresponding normal distributions having the same mean and standard deviation are presented in Fig. 4 for a subset of voxel sizes and a few doses. For low doses and smaller voxels, f(z,D) are skewed, with a considerable number of voxels receiving no energy deposition and considerable microdosimetric spread, in agreement with results from part 1. The RMSE for MC-calculated f(z,D) compared to the corresponding normal distribution (Table II) gives a relative measure of how well the corresponding normal distribution describes the MC-computed f(z,D) for different doses and voxel sizes, demonstrating improved agreement with increasing dose and volume; smaller RMSE values also correspond to smaller f z=0 and r z =z.
DISCUSSION
There are large differences in specific energy distributions, f(z,D), for different target volumes representative of sampling volumes used in recent RS studies (part 1, Fig. 2 ). These results demonstrate that f(z,D) differs considerably for single small sampling volumes, single large sampling volumes, and for the case where z is averaged across nine small sampling volumes located within the same nucleus; furthermore, these differ from f(z,D) for the nucleus. There are differences in the fraction of targets receiving no energy deposition, microdosimetric spread, as well as each distribution's skewness and/or shape. Thus, the choice of sampling volume and/or averaging technique may be of importance for RS studies. Building on these general observations based on MC results from part 1, estimates of microdosimetric spread for some example RS studies from the recent literature may be obtained using Eq. (2) with fit parameters from part 2 ( Table I) . Allen et al. 11 used RS sampling volumes equivalent to the small sampling regions considered herein, irradiating HLE cells using a 120 kVp x-ray spectrum and considering doses between 0.01 and 5 Gy. In this case, the microdosimetric spread is 403% at 0.01 Gy, decreasing to 18% at 5 Gy. However, Allen et al. averaged Raman spectra across the nine sampling volumes located within each nucleus/cytoplasm, leading to a reduction in r z =z (Fig. 2 ) to 175% and 8% at 0.01 and 5 Gy, respectively (taking the target volume V in Eq. (2) to be the total volume of the nine sampling volumes). Maguire et al. 10 used a 4 9 4 lm 2 RS sampling area for human lymphocyte cells irradiated with a 60 Co beam, considering doses of 0.05 and 0.5 Gy. Taking the third dimension of the sampling volume to be equal to the other two, r z =z ¼ 37% and 12%, for 0.05 and 0.5 Gy, respectively. Harder et al. 4 irradiated human NSCLC cells with a 6 MV linac photon beam, considering doses of 5 and 15 Gy, and using a 2 9 59 10 lm 3 sampling volume (equivalent to the large sampling volume considered in part 1). Since Harder et al. considered higher doses than the other two examples given in this paragraph, the relative standard deviation of the specific energy is smaller in this case: r z =z ¼ 3% and 2% for 5 and 15 Gy, respectively. These examples demonstrate considerable and varying microdosimetric spread depending on target/sampling volume (see also Fig. 3) . Furthermore, for lower doses and smaller targets/sampling volumes, specific energy distributions may be skewed with a large fraction of targets receiving no energy deposition (Fig. 4 and Table II) .
The considerable variation in energy deposition among microscopic targets for low doses and/or small sampling volumes demonstrated in Section 3 can motivate measurement and analysis approaches for future RS investigations. For example, researchers considering microscopic targets and low doses need to acquire a sufficient number of measurements to ensure that the distribution of measured values captures the true, underlying distribution. The measurement technique likely also depends on the identity of the target of interest, for example, the sampling region should ideally cover the nucleus if that is the target of interest; signal variation among RS measurements should ideally be representative of the true variation in radiation response among nuclei in the cell population or tissue sample. As another example, if a particular cell signaling pathway is of interest, then the relevant biological length scale of that pathway may determine the sampling volume. For high enough doses or large enough target sizes (see e.g., Figure 2(i), considering f(z,D) for the large sampling volumes), the microdosimetric spread is relatively small; however, a sufficiently large number of measurements is nonetheless needed to account for variation resulting from sources other than the stochastic nature of radiation (e.g., biological effects). Furthermore, discarding outliers 4,11 should be done with caution; outliers could be due to the stochastic nature of radiation transport and energy deposition, leading to corresponding variation in cell response.
The results of this work motivate future research comparing experimental RS measurements with MC simulation results. Such research would potentially lead to a better understanding of the magnitudes of the various contributions to the variation in radiation response throughout a population of biological targets. This application of RS has not yet been considered in the literature. In addition to the stochastic nature of radiation, biological response is also determined by, for example, variation in radiosensitivity with cell cycle (2) relating r z = z to the target volume and dose. Equation (2) is fit to the full range of cubic voxel sizes, and doses up to 2 Gy. The RMSE quantifies the differences between Eq. (2) and MC simulation results (see section 2). stage, 38 and bystander effects. 39 Furthermore, uncertainty in the experimental setup (e.g., the radiation source, and measurement equipment) can also contribute to variation in the RS signal. Future research could also include more sophisticated cell irradiation techniques: microbeam irradiation and fluorescent nuclear track detectors (FNTDs) are two examples of techniques that can eliminate some of the stochastic uncertainty associated with radiation transport and energy deposition. A better understanding of the role played by a particular organelle can be achieved with microbeam irradiation, which can be used to aim single particles toward subcellular targets with $ lm accuracy. 40 FNTD crystals are coated with cells, and crystal defects trap secondary electrons, allowing for reconstruction of particle tracks, which can be correlated with the radiation-induced damage to the cells. 41 Equation (2) (corresponding fit parameters given in Table I ) provides microdosimetric spread estimates that may be useful for researchers in the field of RS. Additionally, Table II provides numerical results for various quantities of interest. The results presented in this work also may be relevant for other radiation response or dosimetry studies using microscopic sampling regions; for example, lm-sized MOS-FET dosimeters have been developed for in vivo dosimetry. 42 As discussed above, MC-calculated values of the microdosimetric spread will underestimate the true variation due to uncertainty in the experimental setup; for radiation response studies, biological effects will also contribute to the variation. Furthermore, previous work 19 has demonstrated that randomly sampling cell and nucleus sizes from a normal distribution will lead to a larger microdosimetric spread than if the cells are modeled in a less realistic manner, with cell and nucleus sizes constant throughout the cell population, as in this work. Also, this work considers all-water simulation geometries. However, the use of representative, non-water media will affect f(z,D), especially for low (< 50 keV) incident photon energies. 19 As different sampling volumes or target shapes are employed in different parts of this study (cylinders and rectangular prisms in part 1; cubic voxels in part 2 for simplicity), additional simulations were carried out to assess sensitivity to target shape. To determine how cubic voxels relate to a more realistic cell shape such as a sphere, additional simulations were carried out comparing f(z,D) for spherical targets (radii between 2 and 8 lm) with f(z,D) for volume-matched or mean chord length-matched cubic targets. The mean chord length (MCL) for a convex cavity is calculated as 4V/S for volume V and surface area S. 43 For D = 10 mGy, considering 20 keV, 50 keV and 60 Co incident photons, volume-matched cubic voxels yielded f(z,D) in approximate agreement with f(z,D) for spherical targets, while the use of MCL-matched cubic voxels resulted in the microdosimetric spread being underestimated (results not shown). Thus, if MC simulations are carried out with a grid of cubic voxels (often more convenient to simulate than spheres), then voxel side length should be chosen to achieve a volume equal to that of the target of interest. There are various sources of uncertainty for our results. For a particular dose D, our MC simulations generate realizations of specific energy distributions for the target populations considered, and independent simulations (with different random number seeds) provide different realizations of these distributions; that is, with the same mean (z = D), the distributions and associated values for f z=0 and r z = z generally vary somewhat. Additional simulations were carried out to investigate variation in results between independent simulations, finding variations in the fit parameters for Eq. (2) of up to 20% with fitting to different sets of simulation results, although differences were often much less. These statistical fluctuations depend on the number of targets in a population, and are more pronounced at lower doses and for smaller targets when a considerable fraction of targets receive no energy.
Physics modeling choices and parameters may also present sources of uncertainty. Our simulation approach involved using EGSnrc, a class II condensed history MC code, to score specific energy within populations of lm-scale targets. Villegas et al. 36 used a different approach to estimate the microdosimetric spread. They used a modified version of PENELOPE to carry out track structure (TS) MC simulations to calculate the single track frequency distribution, f 1 (z), which was repeatedly convolved with itself to obtain the (multi-event) specific energy distribution at the desired dose level. Their initial work considered cubic voxel targets, but these results must be disregarded due to a critical bug in their MC transport code. 44 They later considered spherical targets, providing fit parameters to Eq. (2) for 125 I, 192 Ir and 1.25 MeV photons (with the latter approximating a 60 Co spectrum). 44 Comparison of r z =z calculated with our fit parameters (Table I , for cubic voxels) and those of Villegas et al. 44 (determined for spheres) generally differ by about $ 10% for 60 Co, likely due to differences in calculation approach, target geometries, scatter conditions, and source spectrum, as well as uncertainties in fit parameters. Recent work observed discrepancies between track structure and condensed history physics models as target diameter decreased below 1 lm (the smallest dimension considered herein) into the nanometer range. 45 Uncertainties in cross-section affect both CH and TS codes; for example, for electrons, crosssectional uncertainties are generally below 5% for kinetic energies above 1 keV, 20-50% between 0.1 and 1 keV and possibly larger for sub-0.1 keV energies. [46] [47] [48] 
CONCLUSIONS
The MC simulation results presented in this work demonstrate that there can be considerable variation in energy deposition (microdosimetric spread) throughout populations of lm-sized targets relevant for RS studies of cellular response to radiation. The microdosimetric spread is observed to increase with decreasing (macroscopic) absorbed dose, target size, and incident photon energy. Results highlight the importance of microdosimetric considerations (i.e., considering the stochastic nature of radiation transport and energy deposition) for RS and other studies using microscopic sampling volumes and low doses. Fit parameters for an equation relating the relative standard deviation of the specific energy to the target volume and macroscopic dose are presented for the three photon source spectra considered herein. Graphical and numerical results are also provided as a guide for researchers in the field of RS and beyond. The results of this work may motivate changes to current RS measurement and data analysis methods: for example, choice of number of measurements, size of sampling region, and signal averaging method. Results presented herein also motivate future research using both MC simulation and RS techniques as tools for investigating the various contributions to variation in radiation response throughout a population of biological targets.
