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A quadratic system means in this paper a two-dimensional autonomous 
system of differential equations 
x’ = I+, y ), Y’ = fax> Y)? (1) 
where P and Q are relatively prime real polynomials of degree at most 2 
which are not both linear. A survey of results concerning the phase por- 
traits of such systems has been given by Coppel [S] and more recently by 
Ye Yanqian (= Yeh Yen-Chien) [ 141. However, our knowledge is still far 
from complete. 
It would seem natural to study systems with the least number of critical 
points first. In the present work we determine completely the phase por- 
traits of quadratic systems with one finite critical point and one critical 
point at infinity. In fact we will establish the following result. 
THEOREM 1. Suppose the quadratic system (1) has exactly one finite 
critical point and one critical point at infinity. If the finite critical point is a 
focus, then the critical point at infinity is a saddle-node. Moreover, tf the 
focus is unstable (stable) and the separatrix leaves (enters) the critical point 
at infinity then the system (1) has a unique closed path, which is a stable 
(unstable) limit cycle. In every other case the system (1) has no closed paths. 
It will be shown that this result generalises recent work of Koditschek 
and Narendra [7], although the statement and proof are quite different. A 
generalization of [7] in another direction has been given by Chicone [3]. 
It is shown in [S] that a closed path of a quadratic system contains in its 
interior a unique critical point, which is a focus or centre. Consequently we 
begin by establishing a canonical form for quadratic systems with a focus 
or centre. The idea of this canonical form is certainly due to Yeh Yen- 
Chien [15], but he does not formulate his result in this way. The more 
general result claimed by Chicone and Tian [4] for quadratic systems with 
an elementary critical point of index + 1 is false; a counterexample is 
provided by the system x’ = x + y2, y’ = y. 
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PROPOSITION 2. A quadratic system (1) has a focus or centre at the 
origin tf and only tf it can be brought to the form 
x’=dx- y+lx’+mxy+ny* 
y’=x+ax*+bxy, 
(2) 
where - 2 < d c 2, by a non-singular linear transformation and a dilation of 
the time scale. 
The sufficiency of the condition is trivial. Suppose, then, that (1) has a 
focus or centre at the origin. It is sufficient to show that by a non-singular 
linear transformation we can bring (1) to the form 
x’=dx+ey+lx2+mxy+ny2 
y’ = fx + ax2 + bxy. 
(3) 
For, since the origin is a focus or centre, the determinant -ef of its linear 
part is positive, and the change of variables 5 = -gx/e, rl= y, z =gt, where 
g=(-ef)“*, b rings (3) to the form (2). 
Suppose first that Q(x, y) is a product of linear factors: 
Qk Y) = (ax + PY MY + k + EY 1. 
We must have LY # 0, since otherwise the line y = 0 would be a path. Thus 
the change of variables 5 = ax + fly, q = y is non-singular and brings the 
system (1) to the form (3). It is readily verified that if 
Q(x, y) = Ax + By + Cx* + Dxy + Ey2, 
where A and B are not both zero, then Q is a product of linear factors if 
and only if 
A2E-ABD+B2C=0. 
If Q is not a product of linear factors there exists a real number 1 such 
that P + AQ is a product of linear factors. In fact, if 
P(x, y) = Ax + By + Cx2 + Dxy + Ey2 
we take 1 to be a root of the cubic equation 
(A+LA)*(E+U)-(A+LA)(B+IB)(d+LD) 
+ (B + nB)2( C + X) = 0. 
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Suppose 
P + nQ = (ax + /?y)(r + 6x + Ey). 
We cannot have j.? = Ia, since otherwise the line x + 1y = 0 would be a path. 
Thus the change of variables < = ax+ /3y, q = x + 1y is non-singular and 
brings (1) to the form (3). This proves Proposition 2. 
If n #O the system (2) has a critical point at (0, l/n) as well as at the 
origin. Therefore, in order to prove Theorem 1 we may assume that the 
system (1) has the form 
x’=dx- y+Ix’+mxy 
y’=x+ux2+bxy, 
(4) 
where IdI < 2. 
A simple calculation shows that (4) has no finite critical point besides 
the origin if and only if one of the following conditions is satisfied: 
(0 a=b=O; 
(ii) b = 0, a = -m # 0, I # id; 
(iii)’ b#O, bl=am, m=a+bd; 
(iv)’ b # 0, (a-m + bd)’ < 4(b)- am). 
On the other hand, the system (4) has a unique critical point at infinity if 
and only if the equation a + (b - 1)~ - mu2 = 0 has no real root, i.e., if and 
only if one of the following conditions is satisfied: 
(i)” m = 0, b = I, a # 0; 
(ii)” (b -I)* + 4am < 0. 
It is easily seen that the only consistent combinations of these conditions 
are 
(i) b=O, a= -m, l#ad, 12<4a2; 
(ii) b=I#O,a#O,m=O, (a+bd)‘<4b2; 
(iii) b#O, (a-m+bd)2<4(bl-am), (b-l)*+4am<O. 
Moreover in all three cases it follows that a # 0, I # ad. By a change of 
variables x = t9<, y = O&q, t = EZ, where 19 = + 1, E = + 1, we may, and will, 
assume that u > 0, I > ad. This implies b > 0 in cases (ii) and (iii), and m < 0 
in cases (i) and (iii), since (a-m + bd)’ - 4(bl- am) = (a + m - bd)* - 
4b(l- ad). 
If the origin is a weak focus, i.e., if d = 0, then the first focal quantity 
(see, e.g., [ 111) w1 = Im - a(b + 21) is negative in all three cases. Hence the 
origin is a stable first order weak focus. In particular it is not a centre. 
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FIG. 1. Behavior at infinity. 
The unique critical point at infinity is situated at the extremities of the y- 
axis. To determine the behaviour of the system (4) in its neighbourhood we 
put u = x/y, z = l/y and obtain the system 
dz/ds = -zu( b + z + au) 
dv/ds = -z + mu + dzv - (b - 1) v2 - zv2 - av3, 
(5) 
where s = s z-i dt. Here the origin is not an elementary critical point, but 
the behaviour in its neighbourhood can be determined from Theorems 65 
and 67 of Andronov et al. [ 11. The conclusion in each of the cases (i)-(iii) 
is that the system (5) has a saddle-node at the origin, with one parabolic 
and two hyperbolic sectors. For the original system (4) the behaviour at 
infinity is as shown in Fig. 1. 
If the origin is unstable, i.e., if d > 0, then the separatrix which leaves 2 
must have a closed path as its positive limit set, by the PoincarbBendixson 
theorem. It remains to show that this closed path is unique, and that no 
closed path exists if d d 0. 
We consider first the case d = 0, for which some arguments of cerkas 
and %levii: [2] can be applied. Any closed path L of (4) surrounds the 
origin. Moreover, if a and b are not both zero, it cannot intersect the line 
1 + ax + by = 0. For, since the interior of L is convex [S], y’ = 0 at only 
two points of L and these lie on the y-axis. Also, if m # 0 then L cannot 
intersect the line x = l/m, since x’ = l/m* > 0 on this line. The characteristic 
exponent of L is 
h=ijboT [(b+2l)x+my]dt. 
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But, by (4) and Green’s theorem, 
where D is the interior of L. Hence 
hT=lm 
It follows that h c 0, since Im < 0 and a(b + 21) > 0 in all cases (i)-(iii). But 
this is a contradiction, since the origin and the nearest closed path 
surrounding it cannot both be stable. 
Our proof for d# 0 uses ideas from Neto [8]. Suppose (1) is an arbitrary 
quadratic system with a closed path L surrounding a critical point at the 
origin. By Tung’s lemma [S], the vector field has no point of contact in the 
interior of L with any ray through the origin. Moreover, it also has no 
point of contact on L itself, since the interior of L is convex. Thus x(2 # yP 
throughout an open set G containing L and the whole of its interior, except 
the origin. If we introduce polar coordinates x = r cos 19, y = r sin 0 the 
system (1) takes the form 
rr’=xP+ yQ 
r28’ = xQ - yP. 
Thus 8’#0 in G. 
Since the origin is a focus or centre, we may suppose that 
w, Y) = ax - BY + P,(x, Y) 
Q(x, Y) = Bx + a~ + Qz(x, Y), 
where p > 0 and P,, Q2 are homogeneous polynomials of degree 2. Then 
r’ = ar +f(O) r2 
0 = /? + g(d)r, 
where 
f(O) = cos BP,(cos 8, sin 0) + sin BQ,(cos 8, sin 0) 
g(8) = cos BQ,(cos 8, sin 0) -sin BP,(cos 8, sin 0) 
(6) 
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are homogeneous of degree 3 in cos 8, sin 8. The map 
is invertible in G, with inverse 
PP 
r=l-g(e)p. 
Changing to the variable p, we obtain from (6) 
dp/dt’ = A(B) p3 + B(8) p2 + Ap, 
where I = or/p and 
(7) 
A = (~~--f)g~ B= f -2Ag- g’. 
Evidently to distinct closed paths of (1) in G there correspond distinct 
positive solutions of (7) with period 271. The following lemma is proved by 
Neto [8] and also earlier by Pliss [ 10, Theorem 9.73. 
LEMMA 3. The differential equation 
&/de = ad@ p3 + al(@) p2 + a,(d) P + a,(O) 
has at most three solutions with period 2n if the coefficients ai are con- 
tinuous functions with period 2n and a,(8) is of constant sign, but not iden- 
tically zero. 
We now return to the particular case of quadratic systems (1) with one 
finite critical point and one critical point at infinity. The system (1) has no 
tinite critical point besides the origin if and only if the equations 
a+f(Qr=O, j?+g(Qr=O 
have no solution (r, 0). Then Ag - f vanishes only if g vanishes. The system 
(1) has a unique critical point at infinity if and only if g(8) has a unique 
real zero 8, (mod n). Since g is homogeneous of degree 3 in cos 8, sin 8 it 
must actually change sign at 8,,. Since Ag- f is also homogeneous of 
degree 3 in cos 8, sin 0 it vanishes for some real 8. Hence, by what has been 
said, it has the unique zero B0 (mod n), and it also must change sign at 8,. 
Consequently A(8) in (7) is of constant sign and not identically zero. 
Hence, by Lemma 3, Eq. (7) has at most three solutions with period 2n. 
But p = 0 is clearly a solution, and if p(8) is a solution then - ~(0 + Z) is 
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also a solution. Therefore (7) has at most one positive solution with period 
2x, and (1) has at most one closed path in G. 
This proves that (4) has at most one closed path, for arbitrary d. It now 
only remains to show that it has no closed path if d < 0. Suppose a closed 
path L existed for some d<O, and choose d so that d< d< 0. Since 
(P-P)Q=(d-&x2(1 +ax+by)>O on E, 
any path of (4) passing through a point of L must cross from the interior 
to the exterior of E. Hence both its positive and negative limit sets must be 
closed paths. But this contradicts what we have just proved. The proof of 
Theorem 1 is now complete. 
A comparison of our work with Theorem 2 of Koditschek and Naren- 
dra [7] shows that, after a change of variables, they are concerned with the 
system (4) in case (iii), under the restriction abd> 0 (or, with our nor- 
malisations, d > 0). This restriction has here been removed. We have con- 
sidered also cases (i) and (ii), which are exceptional analytically but not 
geometrically. Most importantly, however, we have shown that their results 
admit a simple geometrical interpretation and a clear proof. 
The systems which we have considered are examples of the bounded 
quadratic systems first studied by Dickson and Perko [6]. The number of 
limit cycles was not considered in [6], but has recently been determined in 
some cases by Yang [12,13] and Perko and Shii [9]. The present work 
thus also adds to our knowledge of bounded quadratic systems. 
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