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1. INTRODUCTION 
In this paper the time-optimal control problem for the system 
will be considered. 
i +f(x) = 11, U-1) 
In state variables the system is described by two first-order differential 
equations 
2, = x2 
2, = II -f(X1), 
U-2) 
The function f(x) satisfies the two conditions 
(i) f(x) is periodic with period 28 
(ii) f(x) is continuously differentiable on (-co, +a). 
Let B denote the maximum modulus of f(x), i.e., B = max, If(x 
A scalar control function u(t) satisfying the two conditions 
(i) u(t) is a piecewise continuous function of time, 
(ii) 1 u(t)1 < A for all t E (- 00, + co), where A is any given constant 
such that A > B, and the equal sign is only valid if If(x)1 is equal 
to A only at isolated points, 
will be called an admissible control. An optimal control function u will be 
a piecewise constant function satisfying 1 u 1 = A. 
The problem can be solved for two wide families of periodic functions. 
Two of the most interesting features of this problem are the maximum 
number of switchings needed and the presence of the indifference curves. 
* This research was sponsored by the National Aeronautics and Space Administra- 
tion under Research Grant NSG 133-61. 
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It can be shown that whatever the initial disturbance is, the number of 
switchings cannot be greater than two. Indifference curves are loci of initial 
states which can be brought to rest, in the same time, in two different ways: 
one after only one switching and the other after two switchings. It is worth 
stating that these indifference curves are also the locus of starting points, 
that is, points from where we can start a state trajectory but which can never 
be reached by a state-point trajectory. The appearance of indifference curves 
clearly indicates that for nonlinear systems, Pontryagin’s Maximum 
Principle, although it gives necessary conditions for optimal control, does 
not guarantee the uniqueness of the solution. 
The main result of this research is given by Theorem 6.2, in which the 
optimal control law is expressed as a function of the state variables. Singular 
controls cannot occur for the nonlinear system considered. 
Remark. From now on we will consider in detail only the cases for which 
A > B. In the Remark at the end of Section 6 it will be indicated how to 
extend the results to the special case A = B. 
2. GENERAL CONSIDERATIONS 
DEFINITION 2.1. If a unique control u*(t) can be found such that u*(t) 
is admissible and u*(t) forces the system (1.2) from (xi,, , xaa) to (0,O) in 
minimum time, then this control u*(t) is the optimal control. 
The Hamiltonian for the system (1.2) is 
WP, xv 4 =A% +p2u -Af(%> 
where the adjoint variables p1 and p, satisfy the equations 
Pl = P2w-/~x,)~ l52 = -P1* 
Eliminating pr from (2.2), we obtain 
. . 
P2 + &P2 = 0. 
Since f(xJ is continuously differentiable and x1(t) is continuous, it follows 
that df/dx, is a bounded continuous function of time. Then, using a com- 
parison theorem given in [I], it turns out that the solution of (2.3) is a 
continuous function of time with a finite number of isolated zeros on any 
finite interval of time. 
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Now, applying Pontryagin’s Maximum Principle [2] to our problem, we 
obtain 
u*(f) = A sgn pi(t), (2.4) 
where sgn p:(t) is defined by 
\+I ifp,*(t) > 0 
sgn pi(t) = ) -1 ifp,*(t) < 0. 
From (2.4) we know that the optimal control can attain only the constant 
values +A and --A. Therefore, we can integrate (1.2) and obtain 
where F(x,) is defined as 
F(x,) = j-:‘f(4 do, 
and k is an integration constant. 
DEFINITION 2.2. If u = +A(u = --A), the solution curves of (1.2) 
given by 
xS2/2 = +/lx, - F(x,) + k, [xX,2/2 = --Ax, - F(x,) + k,], (2.6) 
cover the entire plane exactly once. This family of curves will be called 
the P-system (N-system), its curves P-curves (N-curves), and the portions 
of its curves P-arcs (N-arcs). 
The P- and N-curves have the following properties: 
PROPERTY 2.1. For ,every e-curve (N-curve) xS2 is a nondecreasing 
(nonincreasing) function of x1 . 
PROPERTY 2.2. The P-curves (N-curves) whose crossing point with the 
x,-axis is in the interval [2&,2(n + 1) 01, are obtained by shifting the 
P-curves (N-curves) whose crossing point with the x,-axis is in the interval 
[0,28], by an amount of 2&J in the positive direction of the x,-axis. 
Let us see first that there is always at least one admissible control 
transferring the given initial state (x1,, xeo) to (0,O) in a finite time t, . 
Let us assume that the initial point is such that xl0 > 0 and xIO > 0, and 
consider the N-curve through the point (x1,, x2,,) and the P-curve through 
the point (0,O). Let (x,, , 28 x ) be the intersection point of both curves, and 
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let t, be the time spent from (x1,, xa,,) to (xl8 , xzs) to (0,O). Then, the function 
u”(t) defined as 
c(t) = 
i 
--A if t E [0, ta) 
+A if t E (h , hl, 
is an admissible control that transfers the initial state (xl0 , xzo) to (0,O) 
in the finite time t, = t, + r, . Notice that for any other initial state, a 
function l?(t) could be constructed in a similar way. 
Then, applying the results obtained by Filippov [3], we know that the 
optimal control exists within the class of bounded, measurable functions. 
For our problem we have shown that p:(t) is a continuous function of time 
with a finite number of isolated zeros in any finite interval of time, and also 
that u*(t) must satisfy (2.4). Th en, it follows that a u*(t) exists within the 
class of piecewise continuous functions (for details see [4]), that forces the 
system (1.2) from the initial state (xl0 , xzO) to the final state (0,O) in the 
least possible time. 
3. SOLUTION FOR THE ADJOINT VARIABLES 
In Section 2 we found that (2.4) is a necessary condition for the control 
u(t) to be optimal. If we were able to find pz(t) we would eventually get 
some useful information, such as the maximum number of switchings or 
the maximum interval of time in which pa(t) keeps a constant sign; then, 
we could study the problem in backwards time and apply any of the known 
sufficient conditions in order to get the switching curves and the optimal 
control law. However, due to the nature of the equations involved, one 
cannot hope to find pa as a function of t only. However, we can express pz 
as a function of the state variables and substitute into (2.4) in order to get 
the optimal control law. 
As a first step, we determine pz as a function of the state variables, along 
every P- and N-curve, for fixed initial values of the state variables and 
arbitrary initial values for the adjoint variables. 
Considering pa as a function of x1 and u as a constant, either +A or --A, 
Eq. (2.3) becomes 
x22 $p + [u -f(xx)] g + p P, = 0, 
la 
which is a second-order differential equation that haa the point M(xlm , 0), 
intersection point of the trajectory considered with the x,-axis, as its only 
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singular point. Excluding a neighborhood of M, the solution of (3.1) is 
given by 
where xa as a function of xi is given by (2.5). 
Equation (3.2) is the solution of (3.1) whenever we keep away from the 
xi-axis. However, we would like to know the solution of (3.1) everywhere 
because, in general, an optimal trajectory will cross the x,-axis. Obviously, 
two limiting cases have to be considered, depending on whether the initial 
or the final point is on the x,-axis. The process of obtaining the limiting 
values of pa and p, is a standard one, so we will only state the results obtained. 
If the initial point is on the x,-axis, i.e., if P,,(xi,, , xs,,) coincides with 
M(x,, , 0), we obtain 
1 P2 = x2 - 
PlO paI fi 
u -f&J + mu --fhnm~1 ~ hw2 
[ 
u 
- P2ob -fhn)l ,::, & - {2[u -,(x1$ - Xlrn)}3/2 d* * I I 
(3.3) 
p, = P,ok -fhn)l - P2kJ -f(%)l 
X2 (3.4) 
If the final point is on the x,-axis, i.e., if P(xi , x2) coincides with M, 
we obtain 
p2 = P10x20 fP,ob -f(x10)1 
u -“mm) . (3.5) 
PI = - p& [u -fhn)l - {PlO%?O +[u -fho)l P301 
1 
u 
x {2[u -,,xlm~;;~,o - x&)1/2 + [u -f(X1m)3 
s [ 
u 
+10 1 
x - 
qm x23(4 + {2[u -,(x1g7 - x&)3/2 d” * I t (3*6) 
4. A STUDY IN BACKWARDS TIME 
Since we are interested in the time-optimal control problem from any 
initial state to the origin of the state plane, it seems advisable to study the 
behavior of a typical trajectory in backwards time, starting at the origin of 
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the state plane. The study will be carried over until the second switching, 
for reasons which will become clearer in the next sections. A typical trajectory 
is sketched in Fig. 1, where, without loss of generality, we have assumed 
an initial value of u = +A for the control function. If instead of an initial 
value of u = +A, we take u = --A, the pattern of reasoning and the results 
obtained will be of the same nature, provided we take the corresponding 
equations. 
x2{ 
F(x& 
FIG. 1. Typical trajectory in backward time with only two switchings. 
Then, using Eqs. (3.3-3.6) in backwards time and taking an initial value 
of p,,, = l/[A -f(O)] for simplicity, the following results are obtained: 
(i) For every p,,, , the adjoint variable ps becomes zero at some point S 
on the zero trajectory, which corresponds to the first switching. 
(ii) During the interval SM, p, keeps a negative sign, i.e., on SM no 
switching can occur below the x,-axis. 
(iii) The value of p, at a point of the N-arc through the point M 
given by 
pz = x2 I- 42 [A +lf(x1,)]3’” 1 
1 
(Xlrn - x1,)1/2 + (Xlrn -! Xl)‘/2 1 
+ 1:: c- & - c&4 +rcxlmfic~lm - 4)3’2 du 1 
is 
= x0 I . G&1 , xlm). (4.1) 
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5. POSSIBLE SWITCHING CURVES 
Equation (4.1) shows that pa is a function of two variables xirn and .~i . 
The study of p, , for fixed xirn and variable x1 , is very important, since 
it will tell us if p2 keeps constant sign or changes sign along a trajectory, 
which in turn corresponds to the possibility of either not having or having 
a switching. The loci of all the points for which p, is zero, obtained by varying 
xlrn , are possible candidates for switching curves. 
In order for the reader to understand that the loci of the points for which 
pz is zero are only candidates for switching curves and not necessarily true 
switching curves, we will anticipate that, as shown in the next sections, 
the zero trajectories are optimal trajectories, which justifies the study of the 
trajectories in backwards time; also, the existence of the indifference curves 
will be shown, which will enable us to state that only a part of the loci of 
points for which pZ is zero does actually belong to the switching curves. 
From (4.1) it is clear that the zeros of p, are the same as the zeros of 
GR(xl , xi,,J. Therefore, the question to be investigated is the following: 
Given an xirn such that xlrn E [0, +a~), is there a value of xi < xlln for 
which GR(xl , xi,,J = 0 ? 
In Fig. 2 the definitions used in the rest of the section are illustrated. 
FIG. 2. Illustration of definitions used in Section 5. 
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DEFINITION 5.1. Let LYJ and pRRf be the points on the interval 
[228,2(i + 1) 01 defined in the following way 
f(G) = m=f(xd for x1 E [2;0,2(i + 1) 01 
fW) = minfbi) for x1 E [2ie, 2(i + 1) e]. 
We will now state some properties of the function GR(xl , x&. The proofs 
will be omitted and can be found in [4] and [A. 
PROPERTY 5.1. For fixed x1,,, the function GR(xl , qm) as a function of 
x1 satisfies the following three conditions 
(i) GR(xI , +,,) is always nonincreasing 
(ii) zly, Wxl , xlm) = --co 
(iii) --co -C .1~i1~ GR(xl, xlm) < co. 
1 
PROPERTY 5.2. If x1, = $, then G&(x1 , pRi) is always negative. This 
/3J, i e there is no switchm:. 
implies that p, keeps a constant negative sign along the trajectory through 
. . 
* *I 
PROPERTY 5.3. If .qm = cq$, there exists an aRj such that 
This implies that ps becomes zero at a point on the trajectory through 
cu,i, i > j, i.e., we have a switching. 
PROPERTY 5.4. In any interval [2iB, 2(i + 1) 01 such that 01~’ > cQ, 
there exist two points yRi and SRf such that 
Moreover, 
zl$a GR(xl , xlm) = 0 if xlm = yRi, SRi. 
1 
pi-,-’ < yRi < ciRi < s,i < &i. 
This implies that p, becomes zero at the point approached by the trajectories 
through yRi, SRi when x1 approaches -co, I.e., the switching occurs at 
this point. 
LEMMA 5.1. The locus in the state plane of all the points x1 for which 
GR(xl , xl,,,) = 0 is composed of a series of curves, each one being a cm&uous 
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curve with two points at in$nity, corresponding to values of xlm such that 
xl, E [yRi, SRi] for i > j. 
Proof. Follows from Properties 5.1, 5.2, 5.3 and 5.4. 
DEFINITION 5.2. Let Zxi be defined as 
2~~ = {(xl, 4 : GR(x~ , +n) = 0 for xlm E [YR~, sR"l} for i > j. 
Also, let pRi be the point on zRi such that the P-curve through pRi is tangent 
to z Ri; and let (pRi, 0) be the crossing point of the N-curve through pRi 
with the x,-axis. Then 
2; = {(x1, x2): (x1 , ~a) E zRi and xim E [pRi, SR”]} for i >, i 
zi, = {(X1 , xp): (X1 , Xa) E zRi and Xrln E [yRi, pRi)} for i > j. 
Remark. If rim E (-co, 01, we have analogous definitions that will be 
characterized by the subscript L instead of R. 
Thus, we have shown the existence of certain curves zRi and .ZLi which 
are possible candidates for switching curves, and our next task will be to 
decide which parts of them, if any, do actually belong to the switching curves. 
6. OPTIMAL CONTROL LAW 
Using the control law given by (2.4), and working the problem in backwards 
time from the origin of the state plane, we have found the loci of the points 
for which a second switching occurs. Then, if we want these loci to be possible 
candidates for true switching curves, when considering a trajectory in 
forward time, the switching before the last must occur on some part of the 
above loci, and the last switching must occur on one of the two zero 
trajectories; this will be true only if the zero trajectories are at the same 
time optimal trajectories. Therefore, the first part of this section will be 
concerned with the question of proving that the zero trajectories are also 
optimal trajectories. The second part of this section is concerned with the 
question of proving the existence of the indifference curves, and the question 
of deciding which parts of the possible switching curves, if any, are true 
switching curves, and which parts can be actually substituted by the 
indifference curves. By using the above results, the optimal control law is 
found as given by Theorem 6.2. 
DEFINITION 6.1. A solution of (1.2) where u is given by (2.4) will be 
a solution curve. A solution curve consists of a countable (possibly finite 
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or even vacuous) well-ordered sequence of alternating P- and N-arcs such 
that the initial point of the first arc is P,, , the terminal point of each arc 
is the initial point of the next, and u = +/I on the P-arcs and u = --A 
on the N-arcs. 
DEFINITION 6.2. A point on a solution curve which is both the terminal 
point of a P-arc and the initial point of an N-arc will be called a PN-corner. 
Likewise, an NP-corner is a point on a solution curve which is both the 
terminal point of an N-arc and the initial point of a P-arc. 
DEFINITION 6.3. A path from the initial point PO to the origin is a 
countable, well-ordered sequence of alternating P- and N-arcs such that 
(i) The sum of the time length of the arcs is finite 
(ii) The initial point of the first arc is P,, 
(iii) The terminal point of each arc is the initial point of the next one 
[iv) The terminal point of the last arc is the origin 
(v) Two arcs never intersect 
(4 u = +A on the P-arcs and u = -A on the N-arcs. 
In order to avoid a conflict between (iii) and (v), we assume that each arc 
contains its initial point but not its terminal point. A path from P,, can 
therefore almost be described as a curve which could occur as that part 
of a solution curve from PO which connects P,, with the origin; we say it 
can almost be described, because (v) need not hold for every solution curve; 
however, since we are looking for solutions curves of shortest time length, 
there is no loss of generality if we leave self-intersecting solutions out of 
consideration. 
DEFINITION 6.4. A path from P,, to the origin whose time length is not 
longer than that of any other path from PO will be called an optimal path 
from PO. Obviously, an optimal path from PO is the solution curve of least 
possible time length connecting P,, with the origin. 
DEFINITION 6.5. A path d will be called canonical if it does not contain 
either NP-corners above the x,-axis or PN-corners below it. When we say 
that a corner lies above or below the x-axis, we mean that nearby parts of 
the arcs meeting at the corner are above or below it; the corner itself, 
regarded as a point, may be on the x,-axis. 
LEMMA 6.1. Given uny path A from PO which is not canonical, one can 
find a canonical path from P,, whose time length is less than that of A. This 
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implies that in seeking an optimal path from a point, it is su#Gnt to consider 
only canonical paths from that point. The proof of the lemma can be found 
in [4] and [5]. Hence, from this point on all paths considered are therefore 
assumed to be canonical. 
DEFINITION 6.6. Let y+(‘y-) be the set of all states that can be brought 
to the origin, in positive time, by the control u = +A (u = --A). In a 
more precise way 
y+ = {(Xl , x*) : Xl > 0 and 
y- = {(Xl ) x2) : Xl < 0 and 
Also, by definition, I’ = y+ u y- . 
x2 = -{2[Ax, - F(Xl)]}“‘} 
x.2 = (2[--Ax, - F(xJ]}““}. 
DEFINITION 6.7. Let fla(l7,) be the set of all states to the right (left) 
of the r curve. In a more precise way 
ITa = {(xi , xa): if (x:, xa) E r, then xi > XT> 
lTL = {(x1 , xs): if (x1*, xs) E r, then xi < a$}. 
DEFINITION 6.8. Let f(q) = K + fi(xl), where fi(xl) is a periodic 
function with period 20 and such that 
J’ 
z(o'+l)e 
f&4 dx, = 0 for my i, 2ie 
and the constant K is given by 
Also, let F,(x,) be defined by 
(6.1) 
then, F,(x,) is a periodic function with period 20. 
Let us now consider the question of proving that the zero trajectories 
y+ and y- are also optimal trajectories. Let Q be a point on y+ (see Fig. 3). 
It is obvious that a general canonical path from Q to the origin can have 
any number of switchings. So, as a preliminary step, we are going to prove 
that y+. is optimal with respect to all canonical paths from Q to the origin 
that have only two switchings, and, once this is proved, it follows that y+ 
is optimal with respect to all possible paths. 
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Then, let A = QRMSO be a general canonical path from Q to the origin 
that has only two switchings. Notice that, since the system is nonlinear, it 
is not sufficient to prove that y+ is optimal only with respect to canonical 
paths in a neighborhood of ‘y+ , but it has to be proved with respect to all 
possible canonical paths. 
FIG. 3. First illustration for the proof that zero-trajectories are optimal paths. 
The most direct way of proving that y+ is optimal would be to write 
an expression for the time spent along the path A and showing that its 
absolute minimum occurs when A coincides with y+ ; however, this turns 
out to be almost impossible due to the complicated algebra involved. 
Therefore, the procedure we have followed consists of showing that certain 
parts of the path QO take less time than the corresponding parts of the 
path A, so that when we add all those parts we obtain the desired result. 
Then let N be the point on y+ such that x,, = xl,,, and P be the point on 
the P-curve through R such that xIp = xIp. Since it is obvious that 
T(QR) > T(PR), it will b e only necessary to prove that T(QO) < T(PRMSO); 
this is achieved by showing that between the time spent along the parts 
QN and NO of QO and the time spent along the corresponding parts PM 
and MS0 of PRMSO there exists the following relations: 
(9 dQN) < +‘M) 
(ii) 7(NO) < v-(MSO). 
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The proofs of the above relations can be found in [4] and [.5]. From these 
relations and the obvious one T(PR) < r(QR), it follows that 
T(QO) -=L w, (6.2) 
which proves that y+ is optimal with respect to all canonical paths from Q 
to the origin that have only two switchings. 
These proofs are obtained with some restrictions. Initially, we had con- 
sidered A any given constant such that A > B, and f(x) a general contin- 
uously differentiable periodic function. From now on, and in order to be 
able to prove the above relation (i), we restrict ourselves to the cases in 
which the constant A is such that 
A>B+2/KI, (6.3) 
where the equal sign is only valid if K # 0. (The case with the equal sign 
and K = 0 will be considered in the Remark at the end of Section 6.) 
Also, from now on, we will consider only the following two groups of periodic 
functions: 
(1) Periodic functions which are at the same time antisymmetric 
(2) Periodic functions that, without being antisymmetric, satisfy the 
above relation (ii). Notice that for this group of periodic functions, 
we need to check if the above relation (ii) is satisfied only for values 
of xlnl such that xlrn E [0, 20), since if this is true it follows from 
Property 2.2 that it will also be true for any value of xlrn . 
THEOREM 6.1. Let Q be any point on y+ . Then the optimal path from 
Q to the origin is obtained by following the y+ curve into the origin. 
Proof. In Section 2 it was shown that the optimal control from Q to 
the origin exists within the class of piecewise continuous functions. Then 
we have to show that the time spent along y+ is smaller than the time spent 
along any general canonical path from Q to the origin. So, see Fig. 4, let d, 
be the path from Q following the y+ curve into the origin, and d, be any 
general canonical path from Q into the origin. Assuming that the control 
sequence is {--A,..., f-4) the total number of switchings is odd, say 
(2n - 1). Then d, is composed of 2n P- and N-arcs, the first one being 
the N-arc through Q and the last one being the part of y+ starting at SPn-r . 
Since A, is a canonical path, the switching points Si are such that, 
Sm--1 E Y+ 
s,i-l E lir, 9 i = 1, 2,..., (n - 1) 
s,i E 17,) i = 1, 2 ,..., (n - 1). 
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NOW, let Mi , i = I,2 ,..., (2n - 2) be the intersection point of the (i + 1)th 
arc with the x,-axis; let PaiPI , i = 1, 2 ,..., (n - 1) be the intersection point 
of the (2i)th arc with y- ; and let Nai , i = 1,2,..., (n - 2) be the intersection 
point of the (2i + l)th arc with y+ . 
From Eq. (6.2) we get 
4W) < $XFS’~O) (6.4) 
T(P,~-~O) < T(P,,-&,M,,N,iO), i = 1, 2,..., (n - 1) (6.5) 
~(Nzio) -=c ~(N~iS4i+lICzsi+lPsiflO), i = 1, 2,..., (n - 2). (6.6) 
Adding (6.4), (6.5), and (6.6), and doing the necessary simplifications, we 
get ~(.4,) < I, which proves the theorem. 
FIG. 4. Second illustration for the proof that zero-trajectories are optimal paths. 
Now, once we have proven that the zero trajectories are also optimal 
trajectories, the loci of possible switching points found in Section 5 can 
be considered as candidates for true switching curves. Then, considering 
canonical paths from an initial point to the origin that have only two 
switchings, and using the results given by Lemmas 6.2 and 6.3 we will be 
able to show in Lemma 6.4 the existence of indifference curves, and also to 
decide which parts of the loci found in Section 5 are really true switching 
curves and which parts can be substituted by the indifference curves. The 
proofs of the following two lemmas can be found in [4] and [.5]. 
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LEMMA 6.2. Let P,, be any point in 17, , and AR be the canonical path 
which is obtained by following the P-curve through P, until a point F, then 
following the N-curve through F until y+ and jinally by following y+ into the 
origin. When considering P, as Jixed and F as variable, one obtains 
LEMMA 6.3. Let F(x,, , xZf) be the point on the N-curve through M(x,, , 0) 
such that GR(xIr , xlm) = 0 and let M’(x;, , 0) be such that xirn = xlm + 28. 
Then, the point F’(x;, , xif) on the N-curve through M’, for which 
GR(xif , xim) = 0 is such that xim - xir < xIm - Xlf 
LEMMA 6.4. Let P,, be any point in l7, . Let Fk.,and Fi, be the intersection 
points of the P-curve through P, with Zi. and .Z’i, respectively (see Fig. 2). 
Let A, be the canonical path, not necessarily satisfying Pontryagin’s Maximum 
Principle, which is obtained by following the P-curve through PO until the 
point FR , then following the N-curve through FR until y+ and$nally by following 
y+ into the origin, and let Ai, and Ai, be the canonical paths corresponding 
to Fi. and Fi, (see Fig. 5). Then 
(i) ~(0;~) > T(A~ ) for i > j a 
(ii) T(A~+I) > T(A~ ) for i > j a (I 
(iii) ~(Ak:l) > T(AxJ for i > j 
(iv) On every interval (Fi, , Fitl) there exists a point pz such that 
T(@ = I. 
Proof. Since P,, is a fixed point, G R (x If , xIm) will be essentially a function 
of Xlf ; from its definition, we know that Ga(xlf , xIm) is positive if FR belongs 
to the interval (Fi, , Fia), it is negative if FR belongs to (Fi. , pi:‘), and it 
is zero if FR = F& or FR = Fk, , this being true for any i > j. 
On the other hand, considering ~(41) as a function of xlf , from Lemma 6.2 
we know that the slope of the function T(A~) has a sign oppossite to that of 
GR(xIf , xr,,J. So, T(AR) will be a decreasing function of FR if FR belongs to 
(P’& , Z$J, an increasing function of FR if FR belongs to (Fio , pi:‘), and 
will have a relative extremum if FR = Fk II or FR = Fi, , since for these 
points the derivative is zero. 
(i) Since T(AR) is a decreasing function on the interval (Fib , Fi.), it is 
obvious that T(AQ > ~(06~) for any i > j. 
(ii) From Lemma 6.3, we know that we can find a point Fi:’ in the 
interval (F& , Fy) which is the intersection point of the P-curve 
(iii) 
(iv) 
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through the point P, with the curve obtained by a shifting of 28 
in the negative direction of the x,-axis of the N-curve through the 
point F”,. . ‘+l Moreover, it is obvious that +~‘) > ~(dk:‘). On the 
other hand, since ~(4~) is an increasing flnction of FR in the 
interval (F$.. , F$ we have that I > 7(dio). Therefore, it 
follows that 7(&t’) > +li:r) > ~(di.). 
The proof follows the same pattern as that of part (ii). 
We know that ~(4~) is increasing in (Fi, , Fitl) and decreasing in 
(Fk:l,FikZ), and from part (ii) we also know that +lit’) > +lkS). 
Hence, i”t is obvious that there exists a point Fi:’ in the interval 
(Fi., P$) for which ~(di:‘) = +lit’). 
FIG. 5. Illustration for the proof of existence of the indifference curves. 
DEPINITION 6.9. Let Z& be defined, see Fig. 2, as 
Z; c = {F; 0 : if P,, = Fi there exists a Fi c 
E Zi 0 a 
such that $46 D ) = ~(0; )} for i > j. c 
In the same way, we can define .?Zi, as 
.?I$ c = {I;:. : if PO = Fi there exists a Fi G E 
E .Zi D a 
such that ~(di.) = T(AL )f for i > r. c 
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It is clear that Zi,(Zi,> meets the curve Zi,(Zi,) at the point pRi(pLi). 
DEFINITION 6.10. Let .ARi be defined as 
In the same way, we can define ALi as 
Al,i = {(x, , ~a): if (x1 , x;) E Zi, and (‘rr , ~5) E .Z& 
then xa E (x;, XI)} for i > r. 
Hence, we have established, as the main result of our research, the 
existence of certain switching and indifference curves, and the sufficiency 
of the control law u*(t) as given by the following theorem, 
THEOREM 6.2. The optimal control law u*(xl, x2) as a function of the 
state (x1 , x,) is given by 
u* = +A if (x, , 4 E y+ ” ( jJj 4”) ” pL - [ ( &Jv 4) ” ( gr s,)] 
u* = --A if (~r , x2) E y- ” ( u 4) ” j17, - [ ( u 4) ” (g q)] 1 
i>r i>j ./ 
l1* = ‘+A . 
1 
4 
--A 
If (x1 , X2) E ( u 3,) ” (,g q) . 
i>j ‘/ 
Proof. Let P,, be any initial point such that P,, E ARk. We are going 
to show that the optimal path from P, to the origin, whose existence was 
shown in Section 2, is the canonical path Ak = PpkMkSkO, see Fig. 6. 
Suppose that A” is not the optimal path from P,, . Let A’ be the true 
optimal path; it is clear that the number of switchings is even, say 2n, n > 1. 
Consider first the case n > 1. Whatever is the behavior of A’ we know, 
from the way the switching curves Z& were defined, that the last switching 
must occur at ‘y+ and the switching before the last must occur on some 
of the switching curves, say Z& ; then, the last part of A’ will be the path 
A,’ = NTMl’FrM*STO, where Nr is any point such that no switching occurs 
on NrM,rF’. From the principle of optimality, the path AIT, which is a 
subpath of Ar, should also be optimal; however, from the way ZI;, was 
defined, we know that there exists a canonical path A,l = NrSr70 such that 
~(d,‘) < ~(4~~); then, A,’ is not the optimal path from NT to the origin, 
and our assumption is false, that is, AT is not the optimal path from P, . 
MINIMUM TIME CONTROL OF A NONLINEAR SYSTEM 29 
Therefore, we must have n = 1, that is, the number of switchings is two. 
From Lemma 6.4, we know that of all the canonical paths from Ps to the 
origin, with no more than two switchings, dk is the optimal. Hence, the 
optimal path from PO to the origin is A”, as we wanted to show. 
Similar arguments can be used whenever the initial point I’,, belongs to 
any other region different from Ask, and the theorem is proved. 
‘+ 
FIG. 6. Illustration for the proof of the optimal control law. 
COROLLARY. The optimal number of switchings N as a function of the 
initial state is given by 
N = 0 if (xl0 , xzO) E r 
IV = 2if(x,, 9 30) E ( u 4) ” (,g 4q 
i>i ‘1 
5o5/41: -3 
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Remark. SPECIAL CASE: A = B. So far, we have shown that if A satisfies 
relation (6.3), where the equal sign is only valid if K # 0, the optimal 
control law as a function of the state variables is given by Theorem 6.2. 
Now, we will indicate, without giving the details, how to extend this result 
to the case in which A = B and \f( x )I is equal to A only at isolated points; 
this will correspond to having K = 0 and the equal sign in the condition (6.3). 
In this case, difficulties arise from the fact that the points on the x,-axis 
for which u =f(xr,,J are not only singular points of the equation (3.1) but 
also “critical” points* of the system (1.2). 
First we should point out that the values of p, and p, obtained in Section 3 
are valid except for those cases in which the point M(xl, , 0) coincides with 
a critical point. This means that Property 5.2 should be modified, if xim = jBRi 
corresponds to a critical point of the system (1.2) with u = --,4. This is 
easily done by showing Property 5.2 for xlm = /3ai & E instead of xlm = pRi. 
Once this is done, it follows that Property 5.4 holds in such a way that 
which shows that the interval [rRi, aRi] is inside the interval (&‘, /3xBRi) of 
two consecutive critical points. Hence, Lemma 5.1 also holds for this special 
case, and the existence of the possible switching curves is proved. 
Keeping in mind that the time needed to reach a critical point, in backwards 
time after only one switching, is infinite, it is very easy to show the existence 
of indifference curves (for this special case) which cross the x,-axis in such 
a way as to leave the critical points inside the ARi regions. This solves the 
difficulty that occurred when the initial point was a critical point (critical 
point for u = -A but not for u = +A), since now we can start the 
trajectory with an initial u = +A. 
Hence, Theorem 6.2 is also valid for the special case in which A = B 
and If(x)/ is equal to A only at isolated points. 
7. APPLICATIONS 
As an example of the first group of periodic functions considered in this 
paper, i.e., periodic functions which are at the same time antisymmetric, 
let us consider the case f(x) = sin x. Then Eq. (1.1) becomes 
2 + sin x = 24, (7.1) 
which represents a number of physical systems; for example, certain motions 
of a satellite in a circular orbit, and also a pendulum. 
* In a critical point (ds&.q) = 0 for x2 = 0. 
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In this particular case we have fl = 7~, K = 0 and B = 1. Since K = 0, 
relation (6.3) requires A > 1. On the other hand, since K = 0 and 1 sin x 1 
is equal to 1 only at isolated points, the remark at the end of the preceding 
section tells us that we can also consider the case A = 1. Hence, for this 
particular periodic function our results are applicable if A > 1. 
In order to get the switching curves we have to plot the right hand member 
of Eq. (4.1) equated to zero, which turns out to be rather complicated; 
the complications also appear when we try to plot the indifference curves. 
The easiest way to get those curves is by simulation on an analog computer, 
and running them in backwards time from the origin of the state plane. 
The equations that have to be simulated are (I .2), (2.2) and (2.4) in backwards 
time. 
Since sin x is an antisymmetric function, the switching and indifference 
curves in the region 17L will be antisymmetric to the corresponding curves 
in the region l7s . So, we will only find those curves in the region II, . 
Moreover, for obvious reasons, we have only determined the 2;. and ,Zi. 
curves; in this case i = r = 1. Figs. 7-9 show these curves for different 
values of A. Each of the Figs. 7a and b also show two sample trajectories 
starting at P, and Pz . The numbers on the Z& curves refer to the minimum 
settling time. 
Looking at the curves in Figs. 7-9, we see that when the value of A 
increases, the region AR1 becomes not only narrower but also shifted upwards 
and to the left; this will also happen to every region ARi. In the limit, when 
A + CO, all these regions &i will eventually become the void set, as it is 
to be expected, because in the limit our plant becomes merely E = U, and 
it is well known that for such a plant any initial disturbance in the region 
UR is brought to the origin of the state plane; in minimum time, after 
switching on the y+ curve. 
Comparison with the Linear Case 
So far, in the literature concerning optimization, whenever Eq. (7.1) 
appeared it was customary to linearize and to consider only small motions 
of the system. So, it seems worthwhile to indicate some of the differences 
encountered between the nonlinear problem represented by Eq. (7.1) and 
the linearized one represented by f + x = u. The minimum settling time 
for the linear equation was first treated by D. W. Bushaw [q. It is well 
known and some of his notation has been carried over to the treatment of 
the nonlinear case (e.g. P- and N-arcs, canonical path). 
The main differences encountered between the two problems are: 
(i) Different number of switchings needed to zero any initial disturbance. 
While in the linear case, the number of switch+ increases with the distance 
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(4 
(b) 
A=1.4 
FIG. 7(a) and (b). First switching and indifference curves and zero-trajectories for 
A = 1 (two sample trajectories are shown) and for A = 1.4. 
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FIG. 8. y- and first switching and indifference curves for A = 2.2. 
FIG. 9. y- and first switching and indifference curves for A = 3. 
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from the initial disturbance to the origin of the state plane, in the nonlinear 
case, the number of switchings cannot, in any case, be greater than two. 
(ii) The presence of the indifference curves .Zi, and Ei , which do not 
appear in the linear case. It is worth noting too, that these indifference 
curves are also the locus of starting points, that is, points from where we 
can start a trajectory but which can never be reached on a trajectory. 
(iii) Big differences in the time needed to zero an initial disturbance. 
In Figs, lo-19 this time is given as a function of the initial state variable x1,, , 
for different values of the other initial state variable xZO and the constant A. 
We notice that, in general, if xgO > 0 there are zones for which the nonlinear 
case allows a faster zeroing than the linear case, and other zones for which 
the zeroing is slower; also, if xZO < 0, the zeroing in the nonlinear case is, 
in general, faster than in the linear case. 
O0b-f : : k 
U-I 
5 6 7 s 
30 
FIG. 10. Minimum settling time vs xx0 . 
Something must be said about the origin of the corners appearing in 
the curves corresponding to the nonlinear case. Let xlC7 be the value of 
x2 , such that the straight line x2 = xBc,. is tangent to the Z;, curve. Then, 
if xZO > xZer we will have two corners in every interval [28,2(i + 1) e] 
corresponding to the intersection points of the straight line x2 = x2,, with 
the curves 2;. and .Z& ; on the other hand, if x2,, < xZcr we will have only 
one corner corresponding to the intersection point of x2 = x2,, with the y+ 
curve. 
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FIG. 11. Minimum settling time vs xl0 . 
FIG. 12. Minimum settling time vs xIo . 
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FIG. 13. Minimum settling time vs x1,, . 
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FIG. 14. Minimum settling time vs x1,, 
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FIG. 15. Minimum settling time vs xX0. 
FIG. 16. Minimum settling time vs xl0 . 
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FIG. 17. Minimum settling time vs xl0 . 
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FIG. 18. Minimum settling time vs xIo. 
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FIG. 19. Minimum settling time vs xi0 . 
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