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ABSTRACT 
A method, c a l l e d  the  Eigensystem Real izat jon Algorithm (E! 5 developed 
f o r  modal parameter i d e n t i f i c a t i o n  and model reduction o f  dynamic systems frtm 
t e s t  data. A new approach i s  introduced i n  conjunction w i th  the  s ingular  value 
decomposition technique t o  der ive  the  basic fornrulatlon o f  mlnimun order 
rea l i za t i on  which i s  an extended version of the  Ho-Kalman algori thn. The basic 
?ormulation i s  then transformed i n t o  modal space for modal parameter i d m t i f i c a -  
t ion. Two accuracy i nd i ca to rs  a re  developed t o  quan t i t a t i ve l y  i d e n t i f y  t h e  
system modes and noise modes. Fbr i l l u s t r a t i o n  of the  algorithm, examples are 
shown using simulat ion data and experimental 'data f o r  a rectangular g r i d  struc- 
ture. 
I. INXCWCTION 
The s ta te  space model has rece 
analyses and design i n  recent cont ro l  
these areas, i n  par t i cu la r ,  i s  con t ro l  
design controls f o r  a dynamic system 
model which w i  11 adequately describe 
constructing a s ta te  space represent 
system real izat ion.  
ved considerable a t ten t i on  f o r  system 
and systems research programs One o f  
o f  la rge  space structures. I n  order t o  
i t  i s  nebessary t o  have a mathematical 
t he  system's motion. The process o f  
t i o n  from experimental data i s  ca l l ed  
b r i n g  the past two decades, numerws algorittmns f o r  the  construction o f  
s ta te  space representations o f  I f nea r  systems have appeared i n  t h e  contro l  
l i t e ra tu re .  Among the f i r s t  were the  works o f  G i l be r t  [l] and Kalman [Z], 
introducing the  important p r i nc ip les  o f  rea l i za t i on  theory i n  terms o f  t he  
concepts o f  control l a b i  1 i t y  and observabi 1 t y  . Both techniques use the  transfer 
funct ion matr 'x  t o  solve the  rea l i za t i on  problem. Ho and Kalman [3] approached 
t h i s  problem from a new viewpoint. They showed t h a t  the  minimum r e a l i z a t i o n  
prcblem i s  equivalent t o  a representation problem Invc lv ing  a sequence o f  rea l  
matrices known as Markov parameters (pulse response functions). By ninimum 
rea l i za t i on  i s  meant the  smallest state-space dimension among systems real ized 
t h a t  has the same input-output re la t ions  w i th in  a speci f ied degree o f  ac.curacy. 
Questions regarding the  minimum rea l i za t i on  from various types o f  input-output 
data and the  generation o f  minimum p a r t i a l  r e a l i z a t i o n  are studied by Tether 
[4), Silverman [5], and Rossen and Lapidus [ 6 ]  using Markov i - - -dwters.  Rossen 
and Lapidus [ 7 )  successfully appl ied Ho-Kalman [3] and Tether [4] methods t o  
chemical engineering systems. A c m o n  weakness o f  t he  above schemes i s  t h a t  
e f fec ts  o f  noise on the  data analysis were not evaluated. Zeiger and McEwen 
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IS] proposed a combin i t ion o f  t h e  Ho-Kalman a lgor i thm [3] w i t 4  t h e  s ingular  
value decomposition technique for. the  tmatment o f  noisy dato However, no 
theore t ica l  o r  numerical studies were reported i n  Reference [P1 unony fo l low-  
up developments along s im i la r  I tnes ,  Kung [9] presented anc a 1 gor i t hm .i n 
conjunct ion w i t h  the  s ingular  value deconposition techniqG:o ti' Incorporate the 
presence of  the  noi  se. Note t h a t  t h e  s ingu la r  value decorr!::#ai t i o n  techniqLe 
[lo-113 has been widely r e q n i z e d  as beiclg very ef fect 'vd and numerically 
stable. Although several techniques o f  niinimun r e a l i z a t i o n  are i rva i lab le i n  the  
l i t e r a t u r e ,  formal d i r e c t  app l i ca t ion  t o  the  modal parameter i d e n t i f i c a t i o n  f o r  
f l e x i b l e  s t ructures was not ye t  addressed. 
In  the  s t ructures f i e i u ,  t h e  f in i te-element technique i s  used almost 
exc1usivt:ly f o r  constructin: ana ly t i ca l  models. This approach i s  we'll estab- 
l i shed and normally provides a model accurate efiough f o r  s t ruc tu ra l  design 
purposes. Once the s t ruc tu re  i s  b u i l t ,  s t a t i c  and dynamic tes ts  are performed. 
These tes -  resu l t s  a re  used t o  r e f i n e  the  fi.nite-element model, which i s  then 
use4 for::final analyses. This t r a d i t i o n a l  approach t o  ana ly t i ca l  model devel- 
opment may no t  be accurate enough f o r  use i n  designing a v i b r a t i o n  cont ro l  
system f o r  f l e x i b l e  structures. Another approach i s  t o  rea l i ze  3 model d i r e c t l y  
from the  experimental resul ts ,  This requi res t h e  const ruct ion o f  a minimum- 
order model from the  t e s t  data t h a t  character izes the  dynamics o f  t h e  system 
a t  the selected contro l  and measurement posi t ions.  lhe present state-of- the-art  
i n  s t ruc tu ra l  modal t e s t i n g  and data analys is  i s  m e  o f  controversy about the  
best technique t o  use. Classical  t e s t  techniques, which may provide only good 
frequency and moderate mode shape accuracy, are of ten considered adequate f o r  
f i n i  te-element model v e r i f i c a t i o n  purpoces. On the  other  hand, advanced data 
ar,alysis techniques which o f f e r  s i g n i f i c a n t  reductions i n  t e s t  t ime and improved 
accuracy , have been ava i lab le  [12-163 but are not  ye t  f u l l y  used. For example, 
Ibrahim [13] presented a method based on s ta te  space f o r  t he  d i r e c t  i den t i f i ca -  
t i o n  o f  modal parameters from f r e e  responses. Recently, Void and Russell [161 
presented a method using frequency response funct ions and time domain analysis 
which can also i d e n t i f y  repeated eigenvalues. A comparison of Contemporary 
methods us inq data from tne  Ga l i leo  spacecraft t e s t  i s  provided by Chen r171. 
A1 though s t ruc tu ra l  dynamics tethniques are generally successful f o r  ground 
data, f u r the r  incorporat ion w i th  work from the contro ls  d i s c i p l i n e  i s  needed t 3  
solve modal parameter i den t i f i ca t i on /con t ro l  problem. For example, i t  i s  Known 
from contro l  theory [18] t ha t  a system wi th  repeated eigenvalues and Indepsndent 
mode shapes i s  no t  i d e n t i f i a b l e  by s i n g l e  i npu t  and s ing le  ouput. Methods 
which aliows only  one i n i t i a l  condi t ion ( input )  a t  a t ime [13], w i l l  miss 
repeated eigenvalues. Also, i f  the rea:ited system i s  not  o f  a minimum order 
and matr ix  invers ion i s  used f o r  construct fng an ovcrbfzed s t a t e  ma t r i x ,  
numerical e r ro rs  may become dominant. 
Under the i n t e r a c t i o n  o f  s t ruc tu re  and cont ro l  d isc ip l ines ,  the ob jec t ive  
o f  t h i s  paper i s  t o  introduce an Eigensystem Real izat ion Algorithm (ERP,) f o r  
modal parameter i d e n t i f i c a *  and model reduct ion f o r  dynamtcal systems from 
t e s t  data. lhe a lgo r i t hn  consists o f  two major par ts ,  nemely, basic formulation 
o f  the minimum order r e a l i z a t i o n  and modal parameter i den t i f i ca t i on .  I n  the  
sect ion o f  bas'lc formulation, t he  Hankel matr ix  which represents the  dFtS 
s t ruc ture  f o r  Ho-Kalman a l g o r i t h  i s  generalized t o  a l l o w  random d i s t r i b u t i o n  
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of Markov pdrameters generated by f ree decay reponses. A unique approach 
based on t h i s  generalized Hankel matrix i s  developed t o  extend the do-Kalmn 
a1 or t thn i n  combination w i th  the s i n y l a r  value decoaposition technique [lo- 
113. Through the use of the generalized Hankel matr ix ,  a l inear  model i s  real ized 
for dynamical system matching the input and output relationship. lhe real ized 
system model i s  then transformed i n t o  modal space f o r  modal parameter i d e n t i f i -  
cations. As part  o f  ERA, two accuracy indicators, namely, the modal amplitude 
coherence and the modal phase co l l i nea r i t y ,  are developed t o  quanti fy the 
system modes and noise modes. The degree o f  modal dxc i ta t ion and observation 
are evaluated. The ERA method thus forms the basis for  a rationa: choice o f  
model size determined by the singular values and accuracy indicators. 
Two examples are given t o  i l l u s t r a t e  the ERA method. The f i r s t  example 
uses simulated data from an assuned structure. The ef fect  of repeated eigenvalues 
on the parameter i den t i f i ca t i on  i s  shown. The second example uses experimental 
data f ra  I simple g r i d  structure. Conparison o f  the ERA resul ts  wi th  a f i n i t e  
element mdel  o f  the g r i d  i s  performed. Experimental resul ts f o r  a more complex 
structure--the G a l  i \eo spscecraft--are sham i n  Ref. [19]. 
11. BASIC FORMULATIONS 
A finite-dimensional, discrete time, l inear, t ime-invariant dynmical 
systein has the state-variable equations 
x(k+l) = Ar(k) t Bu(k) (1 1 
where x i s  an n dimensional state vector, u i s  an m dimensional control input, 
and y i s  an p dimensional output o r  measwernent vector. The integer k i s  the 
sample indicator. The t rans i t i on  matrix A characterizes the dynamics o f  the 
system. For f l e x i b l e  structures, i t  i s  a representation of mass, s t i f fness 
and damping properties. The problem o f  system real izat ion i s  then the follow- 
ing. Given the measurement functions y(k) ,  construct constant matrices [A, B, 
C] such tha t  the functions y are reproduced by the state-variable equations. 
With d i f f e ren t  sets of  inputs and outputs, several C?SBS can be obtained. lhe 
simplest case, namely, s i3g le input and single output, i s  t reated f i r s t  t o  
a l l o w  the  reader fami l iar  wl th notations f o r  the treatment o f  mult i- input and 
mu1 t i-output cases. 
Single input and single output 
For the system (1 ) w i th  f ree pul se-response ( o r  i q i  t i  al-state-response) , 
the time-domain descript ion i s  given by the function know1 as Markov parameter 
y(k)  - CAk-16 [or y(k)  - CAkx(O)] ( 3 )  
where x(0 )  i s  the system i n i t i z '  -0nditions and k i s  an integer. Note t h a t  the 
m a t r i x  6 i s  a collrmn vector (si..%ie input)  whereas the matrix C i s  a row vector 
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(s ing le output). br free in i t ia l -stateresponse, the m a t r i x  B only represents 
the i n f o m t i o n  of i n i t i a l  conditions rather than the  control influence matrix 
as shown i n  Eq.(l). The probles of system real izat ion i s  t o  construct matrices 
[A, B, C] i n  t e r m  of the measurement function y(k)  such that  the i den t i t i es  o f  
Eq.(3) hold. Now observe that  
Assume that t h i s  n th  order system has no repeated eigenvalues. mere exists 
a row vector C from observabil i ty theory (Ref. 18) such tha t  V has rank n. 
Consequently , rearrangi ng Eq . (4) becomes 
- 
y(  k+l ) = VAkB = VAV-ly( k) (6) 
Given the sequence of measurenent vectors T ( k t l ) ,  the generalized Hankel 
matrix H(k) i s  defined as 
: I ('I ,y(k+l) ,..., y(k+n-1) H(k-1) = G ( k )  I y(k+l)  ,..., y(k+n)l = ,y(k+2) ,..., y(k+n) ) ,y( k+n) , . . ,y( k+2n-2) 
It inrnediately follows from Eq.(6) that  
H(k) = VAV'lH(k-l) - VAkV-ltl(0) ( 8 )  
or from Eq. (4) tha t  
H(k) = VAk[B, AB,. Ak-161 - VAkW ( 9 )  
*here W i s  a con r ro l l ab i l i t y  matrix (Ref. 18). Again i f  the systf!m w i th  order 
.I has no repeated eigenvalues, there ex is ts  a c o l u n  vector 8 such tha t  Y has 
rank n. This means tha t  H(k) i s  inver t ib le  i f  the system i s  control lable and 
observable. Lett ing k = 1, Eq. (8) w i l l  then detemfne the state matrix A i n  
the following way 
VAV-1 = H(I)H-~(o) ( lo)  
To rigorously prove t h i s  result, define E as the column vector ET=[l,O,...,O]. 
The measurement function y(kt1) can then be wr i t ten by 
y(k+l )  = ETH(k)E = ETH(k)H-I(O)H(O)E - ET[H(l)H'1(O)]kH(O)E (11) 
wi th the a id  o f  Eqs. (8) and (10). Hence by €q. ( 3 ) ,  the t r i p l e  [H(l)H'1(0), 
H(O)E, ET] i s  a rea l izat ion i n  the sense that  i f  the t r i p l e  [A, 6, C] i n  the 
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system equations (1) an? (2) i s  replaced by the  [H(l)H'I(O), H(O)E, ET], the 
measurement functions y(k)  are reproduced as proved i n  Eq. (11). In other 
words, s ta te  var iable equations (1) and (2) are transformed t o  the fo l lowing 
q u a t  i ons 
- 
x(k+1) = H(l)W1(0)F(k) + H(O)Eu(k) (1 2) 
y(k)  - EG(k)  (1 3) 
where y( k) = V - l  x( k )  . (14) 
Let us summarize the case as fol lars. 
A finite-dimensional, d iscrete tine, 1 inear time invar iant  dynmical system 
with a s ingle input and a s ingle output i s  real izable i f  the state matrix A has 
no repeated eigenvalues, and the system i s  control lable and observable. 
Mu1 t i  -i nput and 9ul t i -output 
(o r  ini t ial-state-reponse) function knorm as Markov parameter 
The time-donrain descript ion f o r  t h i s  case i s  given by the pulse-response 
Y(k) = CAK'lS (or Y(k) - CAk[xl(0),x2(0),...,x,(0)]) (1 5) 
where x i (0 )  represents the 9th set o f  i n i t i a l  condit ion and k i s  an integer. 
Note tha t  8 i s  a nxm matrix and C i s  a pxn matrix. The problem o f  system 
real izat ion i s  that, given the functions Y(k), construct constant matrices [A, 
B, C] i n  terms o f  Y(k) such tha t  the i d e n t i t i e s  o f  Eq. (15) hold. The algorithm 
begins by forming the rxs block matr ix (generalized Hankel matrix) 
where ji(i=l,...,r-l) and ti(i-l,...,s-l) are a rb i t ra ry  integers. For the 
system w i th  init ial-state-response measurements, slatply . replace Hrs(k-1) by 
Hrs(k) It i s  easy t o  prove from Eq. (15) tha t  Eq. (9) also holds for  
t h i s  mult i- input and mrlt i-output case, 
where V r  and W s  are respectively the observabi 1 i t y  and control 1 abi 11 ty mat -ices 
i n  a yeneral sense. Note tha t  Vp and US are rectangular matrices with dimensions 
r p  x n and n x ms respectively. Assme tha t  there ex is t  a matrix H I  sat isfy ing 
the re la t i on  
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Ys#Vr = In ( 3 1  
where I,, i s  an ident i t y  ma t r i x  of order n. 
order p. E: CS. o~.".. and [h .  %..... o,,,I. I n  view of 4s. 
(16) and (18), the measurement function b(k+l) can be obtdned through ei ther 
of t w o  algorithms A1 and A2. lhe algorithm A 1  i s  
&f ine Op as a nu l l  m a t r i g  
Y(k+l) = EpTHrs(k)C = EpVpA T k i  YsH V # s h  
.. 
and the algorithm A2 i s  
Y (k+l) = E$,,( k) €, = E$PsH'VPkYsQ 
EpTVrY,CH'VrMS Ik 
= EpTH,S(O)CH'HrS(l )Ik% (20) 
Hps(O)~Hrs(O) * Vp#V$s Vrus Hrs(0) (21) 
Cience, by Eq.(15)D CHr (1)~'s H ( 0 )  +, $1 o r  C H ~ H  01, E, $ ~ ( o ) I  
i s  a realization. There f s  no dm62 tha t matr ix #plays a 'or ro le  i n  
solutions (19) and (20). m a t  i s  M? Observe that, fror Eqs. (17) and (18). 
Hx i s  a pseudo-inverse o f  Hrs(0) i n  a general sense. When the rank o f  Hrs(0) 
equals t o  the colmn nmber of  Hrr(0) , then H~=~[Hrs(0)]THrs(O)J'l~Hrs(O)]T. 
If the rank equal t o  the row nunber, then ~ l [H~s(0 ) ]T IHrs (O) [Hr~ (O)J  1 1 -1 . 
Ihe m a t r i x  Hrs(l)H 5) has been used i n  structural dynmlcs area t o  ident i fy 
system modes and frequencies.13 Both are special cases representing either 
single input or single output which can not real ize a system that has repeated 
eigenvalues, or  a noise-free system unless the system order i s  a p r i o r i  known. 
A general solution f o r  ## i s  given belm. 
For an nth order system, f i nd  the nonsingular matrices P and Q such 
that10,ll .. 
Hrs(O) = p w T  (22) 
where th.? rpxn m a t r i x  P and the nxrm matrix QT are isometric matrices ( a l l  the 
columns are orthonormal), leaving the stngular values of  HrS(0) i n  the diagonal 
m a t r i x  D with posi t ive elements [dl,d2,...,d 3.  The rank n o f  Hrs(0) 4s 
determined by test ing the singular values !or zero ( re la t ive t o  deslred 
accuracy)l2 uhlch w i l l  be described I n  the next section. k f h  
Hrs(O)= pOpf CPDICQTI * PdQT (23) 
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Each of the four 
Eq.{1?) wi th  k=O, 
- 
VrWs - 
Mult ip ly ing on the 
matrices [P&QT,Us,V:] has rank and row number n. By 
T i s  nonsingular because if U = USQ(QTQ)”= WsQ,  then TU= I by Eq. (25). Since 
TU = I = U T  far  nonsingular T ar,d ‘.I then 
Hy= [()][(P~Pd)-lP~] = [Q][o“PT] = QP$ i 27 )  
The dimension o f  matrices Q and Pa with rank n are respectively msxn and 
nxrp. To t h i s  end, sunmrize the case as f o l l w s .  
A finite-dimensional , discrete time, l inear time-invariant dynamical system 
with mult i - input and multi-output i s  real izable i n  terms o f  the measurement 
function i f  the system i s  control lable and observable. 
Note that  no res t r i c t i ons  on system eigenvalues are given f o r  t h i s  case. 
In other words, t h i s  technique can rea l ize a system with repeated eigesvalues. 
The system (1) wi th t h i s  rea l izat ion w i l l  be transformed i n t o  the fol lowing 





F Y(k) = EpX (k) 
where x(k)  = Vs#x(m. [lr 
~ ( k )  EpTHrs(O)T(k) (32) 
- 
x(k+l) = HtHr,(l)z(k) + E,u 
where x f k )  = Wsx(k) (33) 
The real izat ions (28)-(33) are not o f  minunrun order, since the dimension o f  ‘51 
i s  the number o f  e i t he r  columns or  rows o f  the matrix Hrs(0) which i s  larger 
than the order n o f  the state matrix A f o r  nul t t - input and multi-output cases. 
With the a i d  o f  Eqs.(l7), (18) and (27), a minimum order o f  rea!ization 
can De obtained from 
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where Eq.(23) has been used t o  obtain the l a s t  equality. This i s  t he  basic 
formulation o f  rea l i za t i on  fo r  ERA. 
The t r i p l e  [PxHrs(l)V, Q i s  a minimum real izat ion, since the 
o f  the s tate vector x. h e  sane 
solut ion i n  a d i f f e r e n t  form f o r  the case where j i = ti = i (i=l,...,r-l) can 
be obtained by conpletely d i f f e r e n t  approach as shown i n  Refs. [3 8 20). h e  
system (1) with t h i s  rea l izat ion i s  wr i t ten as 
order n o f  P$lrS(l$Q equals 
%(k+l) = PdHrs(l)Uz(k) + QT$p (35) 
y (k )  = ETP&k) 
where 
X(k) = U,QY(k) 
(36) 
(37) 
A simple exercise such as replacing Y(k+l) by Y(k) I n  Eqs.(lS), (20) and (34) 
shows that  a l l  the algorithms developed above are also t rue  f o r  the rea l izat ion 
o f  a system w i th  init ial-state-response. 
Examination of Eqs. (19), (20) and (34) reveals t h a t  a l g o r i t h s  ( A l )  and 
(A2) are special cases o f  ERA. A1 i s  formulated by inser t ing the i d e n t i t y  
matrix (18) i n t o  the r i g h t  hand side o f  the s tate matrix A as shown i n  Eq. 
(19). On the other hand, A2 i s  obtained by inser t ing the i d e n t i f y  matr!x (18) 
i n t o  the l e f t  hand side o f  the state matrix A as sham i n  Eq. (20). However 
the a igor i thn ERA i s  forned by inser t ing the i d e n t i t y  matrix (18) i n t o  both 
sides of the state matrix A as shown i n  Eq. (34). Because o f  the d i f f e ren t  
insert ion, A1 and A2 do not minimize the order o f  the state t rans i t i on  matrix. 
Mathematically, i f  the singular Val: 2 deconposition technique i s  not included 
i n  the c q u t a t i o n a l  procedures, A1 and A2 can not be numerically implemented, 
unless a cer ta in  degree o f  a r t i f i c i a l  noise and/or system noise are present. 
Noises tend t o  make up the rank deficiency o f  t he  generalized Hankel matrix 
Hrs(0) f o r  algorithns A 1  and A2. Since the degree of  noise presence i s  generally 
unknown, a lgor i th- r  A 1  and A2 are not recommended. 
I I I. MOWL PAR.WETER IDENTIFICATION AND MOOEL REDUCTION 
h e  presence o f  almost unavoidable noise and structural  nonl inear i ty 
introduces uncertainty about the rank o f  the generalized Hankel matrix and, 
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hence, about the dimension o f  resul t ing real izat ion. By employing the singular 
value decomposition (SVO) technique, the rank structure o f  the Hankel matrix 
can be quant i ta t ive ly  displayed. The Set o f  singular values can be used t o  
judge the distance of the m a t r i x  wi th  determined order t o  a lower-order one. 
Therefore, the structure of the generalized Hankel matr ix can be properly 
exploited t o  e f f i c i e n t l y  solve the rea l izat ion problem. These include an 
excel lent numerical performance, s t a b i l i t y  o f  the rea l izat ion and f l e x i b i l i t y  
i n  determining order-error t radeoff  . 
Assume that, by Eq. (22) 
If the m a t r i x  Hrs(0) has a rank n then a l l  the singular values di(i=n+l,...,N) 
should be zero. When singular values d (1-n+l,...,N) are not exactly zero but 
away from a n-rank matrix. However, there can be real  d i f f i c u l t i e s  i n  deter- 
mining a sap between the computed l a s t  n@nzero singular value and what should 
be ef fect ive ly  considered zero, when measurement noise i s  present. Possible 
sources o f  the noise can be at t r ibuted t o  the measurement signal, computer 
round-off and instrument imperfections. 
based on measurement errors incurred i n  estimating the elements o f  HrS(0) and/or 
round-off errors incurred i n  a previous computation t o  get them. If 6 i s  
chosen as "zero threshold" such t h a t  6 < dn, then the matrix Hrs(0) i s  
considered t o  have rank n. Unless information about the  cer ta in ty  o f  t h e  
measurement data are given, the nunber 6 i s  defined as a function o f  the 
precision l i m i t  i n  the computer machine. For example, 6 'dn/dl cannot exceed 
the precision l i m i t .  Further de ta i l s  are found i n  Ref. [ll]. 
A f t e r  the t e s t  o f  s i r  r l a r  values, assune tha t  the m a t r i x  [P$HrS(k)Q] has 
rank n. 
very.smal1, then one can easi ly recogn 1 ze tha t  the matrix Hrs(0) i s  not f a r  
Look a t  the singular value dn of  the matrix HrS(0). Choose a number 6 
Find the e i g e n v a h s  L and eigenvectors II, such tha t  
The modal damping rates and aanged natural frequencies are simply the real  and 
imaginary parts o f  s, a f t e r  transformation from the z- t o  the s- plane using 
the relat ionship 
where AT i s  the data sampling in terva l  and j i s  an integer. Note that  k i s  
generally chosen as 1 f o r  s impi ic i ty.  Although z and $ are i n  complex domain, 
con@utatlon o f  Eq.(40) can be performed i n  the rsa l  domain (Ref. 21) s i r c e  the 
state matrix real i zed fo r  most f l e x i b l e  structures has independent eigenvectors. 
S = [ ( lnz)  - + 2j11 ]/(kA.t) (41) 
1 .  
-1 T The t r i p l e  z, g Q Em, ] j s  obviously a minimum order o f  real iza- 
t i o n  s m l y  by observing Eq. ( E P J, i s  cal led Sensor modal displacements 
and g' t ' t  Q E,,, i n i t i a l  modal amplitudes.'T: quanti fy the system modes and noise 
modes, two indicators are developed as follows. 
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Modal Amplitude Coherence y 
If the infornet ion about the uncertaint ies o f  the measurement i s  minimum, 
the rank thus determined by the SVD beccnnes larger than the nmber o f  excited 
and observed system modes t o  represent the presence o f  noises i n  m a l  space. 
In modal parameter ident i f icat ion,  the ind icator  referred t o  as nodal amplitude 
coherence i s  developed t o  quant i tat ively dist inquish the  s y s t m  and noise 
modes. Based on the accuracy parmeter, t h e  degree o f  the modal exc i ta t ion 
( c o n t r o l l a b i l i t y )  i s  estimated. 
The modal amplitude coherence i s  done by calculat ing the coherence between 
each modal amplitude h is tory  and an idea one formed by extrapolat ing the i n i t i a l  
value of the h is tory  t o  l a t t e r  points using the i den t i f i ed  eigenvalue. Let 
the control input matrix ( i n i t i a l  condition) be expressed 
where * means transFclse and coaplex conjugate, and the 1 x m colmn vector b j  
corresponds t o  the  system eigenvalue s~(J=A,...,~) Consider the sequence 
which represents the ideal  modal amplitude i n  conplex domain Containing 
informations o f  the magnitude and phase angle with time step AT . W, define 
vectors q j  such tha t  
The complex vector qj represents the modal impll tude time h is tory  from the real  
measurement data obtained by the decmposition o f  ,ne Hankel matrix. Let y j  
be defined as the coherence parameter f o r  the j t h  mode, sat is fy ing the re la t i on  
where I I represents the absolute value. lhe parmeter y j  takes only the values 
between 0 and 1. Y -  + 1 as 1- + q j  indicates t h a t  the real lzed s y s t m  
eigenvalue S j  and the j n i t i a l  modal a w l i t u d e  b. are very close t o  the t rue  
values f o r  the j t h  mode o f  the system. On t i e  other.. hand, i f  y j  f s  far  
awdy from the value 1, the j t h  mode i s  a noise mode. However, t o  make a c lear 
cut between the system modes and noises requires fur ther  studies. obviously, 
the parameter y *  quant i f ies the degree t o  which the  modes were excited by 
a speci f ic  input, i.e. the degree o f  con t ro l l ab i l i t y .  
c 
Modal Phase Col l inear i ty p 
Ti? l i g h t l y  damped structure, normal mode behavior should be observed, An 
indicator referred t o  as the modal phase c o l l i n e a r i t y  i s  develo ed t o  measure 
imtginary pa r t  o f  the sensor nodal displacement (mode shape) f o r  each mode. 
Bwed OR the accuracy indicator, the degree o f  the modal observation I s  
estimated. & f i ne  
the strength o f  l i nea r  functional re lat ionship between the rea P par t  and the 
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where c . (j=1,2,. . . ,n) i s t h e  sensor modal displacement corresponding t o  the  
j t h  rea l i zed  mode. Let the  column vector o f  order p be 
LI 1 T  = [1,1,.. .,1] (47 1 
i n  which p i s  t he  number o f  sensors. Now compute t h e  fo l low ing  quan t i t i es  
f o r  t he  j t h  mode shape. 
- c j  = C J y P  
'rr = [Rea 1 ( c -Fj -1 ) ] T[ Rea 1 ( c j  -zjJ ) 1 
'ri = CReal(~~-~~J)]~[Imag(c~-~~J)] 
e = ( c i i  - ~ r r ) / z ~ r j  (52) 
0 = arctance + sgn(e) ( l  + e2)1/2] (53) 
where Real( ) and hag(  ) respect ive ly  ar5 the  rea l  pa r t  and imaginary pa r t  o f  
t h e  complex vector ( ), and sgn( ) i s  m e  s ign  o f  t he  scalar  ( ). The modal 
phase c o l l i n e a r i t y  u j  f o r  t he  j t h  mode i s  then defined as (Ref.22) 
pj = I c rp  + c r j  C2(e*+i)sinZ(e)-13/e l / ( C r r + c i i )  ; j=l,?, ..., n (54) 
Th is  i nd i ca to r  checks t h e  dev iat ion from 00 - 180" behavior f o r  components of 
j t h  i d e n t i f i e d  sensor modal displacement. The parameter pj takes only t h e  
values between 0 and 1. D j  + 1 ind icates t h a t  t he  accuracy of t h e  modal 
displacement i s  high. (31 t h e  other hand, i f  p -  i s  away from 1, t h e  j t h  mode 
i s  e i t he r  a noise mode o r  high damping i s  preseni. 
Model Reduction 
The dynamiczl system i s  composed o f  an interconnection o f  a l l  t he  ERA 
i d e n t i f i e d  modes. lhe accuracy ind ica tors  a l low one t o  determine the  degree o f  
ind iv idua l  mode par t ic ipat ion.  Model reduction can then be made by t runcat ing 
a l l  the  modes w i th  low accuracy indicators. The accuracy o f  the  complete modal 
decomposition process can be examined by conparing a reconstruction o f  Y(k)  
formed by Eq.(35) w i th  t h e  org ina l  f r e e  decay response$, using t h e  reduced 
model . 
I V .  SUMMARY OF ERA 
A f lowchart o f  the  procedures t o  be followed t o  use ERA i n  system model 
The computational steps are sunmarized i d e n t i f i c a t i o n  i s  presented i n  f igure  1. 
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as follows: 
1. Construct a block-Hankel matr ix HTS(0) by arranging the masurement 
data i n t o  i t s  rows with given r, s, ti (i = 1, 2,..., s-1) and ji (1 = 1, Z , . . . ,  
r-1), (Eq. 16). 
2. kconpose Hrs(0) using singular value decomposition (Eq. 23). 
3. 
4. 
k termine the order o f  the system by examining the singular values o f  
Construct a minimum-order rea l izat ion (A, 6, C) using a sh i f ted block- 
the Hankel matrix Hrs(0) (Eq. 38). 
Hankel matrix (Eq. 34;. 
5. Find eigensolutions o f  the real ized s tate matrix (Eq. 40) and conpute 
. . 6. Calculate the coherence parameter (Eq. 45) and the c o l l i n e a r l i t y  
the modal damping rates and frequencies. 
parameter (Eq. 54) t o  quanti fy system modes and noise modes. 
(Eq. 41). 
7. Dtermine the  reduced system model based on accuracy indicators, 
reconstruct function Y(k) (Eq. 35) and conpare wi th  measurement data. 
Note that  the determination o f  r, s, ti and ji i n  Step 1 above requires 
fur ther developnent. This determination i s  related t o  the choice o f  the 
measurement data t o  minimize the size o f  the Hankel matrix Hrs(0) wi th the rank 
unchanged. 
V. EXAMPLES: SlMUlATNN AND EXPERIMENT RESULTS. 
To i l l u s t r a t e  the ERA method, two examples are given. First, a numerical 
problem w i l l  be posed and solved f o r  an assuned structure w i th  d i s t i n c t  and 
repeated frequencies. Second, experimental data f o r  a simple, tbtO-dimenSiORal, 
g r i d  structure as shown i n  Fig. 2 i s  used and rea l i ted. . in  terms o f  a l i nea r  
system. Experimental resul ts  are compared with those predicted by a f i n i t e  
element model. 
Numerical Simulation 
Figure 2 shows a representation o f  a t yp i ca l  f l e x i b l e  structure. The 
dynamical equation f o r  t h i s  typ ica l  structure w i th  init ial-state-response i n  
terms o f  system modes i n  moda? space can be wr i t ten as: 
dg/dt A g ( 5 5 )  
Y = b  (56) 
where A i s  a canonical matrix with the diagonal blocks { A i ,  ..., Ak). 
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g i s  the generalized modal anplitude and C i s  the generalized sensor influence 
matrix. The quasi-diagonal matrix A j  (j=l,---,k) has the matrix form 
The complex values 6 j  - + I w j  are the eigenvalue o f  the frame structure. 
Given a model described as i n  Eq. (55), resu l t s  of some numerical simulation 
using the  ERA scheme can be surmarized i n  the sequel. Two cases will be given 
including systems w i th  and without repeated eigenvalues. The numerical t e s t  i s  
performed by tak ing as “data” y the  output values o f  the so lut ion of a model 
w i th  the form (55) whose parameters A, C and i n i t i a l  condi t ion g(to) are 
known. I n  the analysi s o f  physical systems, experimental methods generate the  
measurement da ta  y. It i s  then desired t o  realdze a system by using the data y 
and compare with the known model. 
Case I: A model wi th  d i s t i n c t  eigenvalues 
coef f iL ient  of the assuned structure are adjusted t o  give 
Assume that  parameters such as bending r i g i d i t y ,  mass density and damping 
; j - 1, 2, 3, 4 ,  5 
-0.Olxj J I  r-0.01 x j Aj = -j 
To i l l u s t r a t e  appl icat ions of  ERA i n  a s ingle input and single output case, A 
sensor i s  chosen and located t o  give 
(59) 
- c = [l,0,l,O,l,O,l,O,l,U3 
Let the i n i t i a l  condit ion f o r  f ree decay responses be 
y ’ ( to \ ,  = ~0,1,0.1.0.1.0.1.0.11 
Then the functions y w i th  a sample time in te rva l  0.05 second generated 
from the model (55) w i th  known parameters (58), (59) and (60) are used as 
measurement data f o r  the ERA procedure. 
Using jj = ti= i and r=s=90 i n  Eq. 16, the ERA rea l i za t i on  o f  a dynamical 
system i s  
. ’  
C = [U.709,2.529,-0.347,-1.706,0.814,-1 .183,-l.382,-0.276,\ .129,1.257] (61) 
gT( to)=[0.103 ,O .X i7  ,-0 .I 14,-0 .563,0.395 ,-0.574 ,-0.696 ,-0.139,0.396 ,O .44O] (62) 
and A t s  ident ica l  t o  tha t  shown i n  Zq. (58) wi th  the accuracy close t o  the 
precision l i m i t  o f  the computer. In the process f real izat ion,  the number 
6 =d,/dl as defined i n  Eq. (38) i s  set t o  be IO-’. The singular valaes of 
the generalized Hankel matrix HrS(0) are 
31 1 
0 = [49.86,44.84,33.69,27.64,23.69,21.04.13 . 57 .I 0.95.6.374.5 . 5083 (63) 
A l l  t he  values d -  (i =11,..., 90) which has the  number d - / d  less than loo1* 
are considered t d  be zero. The rank o f  the Hankel matriJHr:(0) i s  obviously 
ten which i s  i den t i ca l  t o  the order a p r i o r i  given i n  Eq.(58). lhe real ized 
s tate matr ix i s  a minimum order o f  10 and the eigensolutions are obtained from 
t h i s  10 x 10 matrix. A l l  the parameters f o r  modal amplitude coherence (Eq.45) 
and modal phase c o l l i n e a r i t y  (Eq. 54) are 100%. Although Eqs. (61) and (62) 
are a d i f f e r e n t  rea l i za t i on  from the system (59) and (60), they are equivalent 
i n  the sense t h a t  a un i tary  transformation and normalization w i l l  make them 
equal . 
By forming the matrices V i n  Eq. (5) and W i n  Eq. (9) wi th  the aids o f  
Eqs.(58)-(60). t he  reader can see t h a t  t h i s  rea l i za t i on  i s  cont ro l lab le and 
observable. 
Case 11: A model wi th  repeated eiqenvalues and independent e i g e n v e c + a  
.. 
Assume now tha t  the system model i s  represented by 
and 
-0.01 1.01 
- 0.01 1 
-0.Olxj 1 
A1- A2 = 
L 
w.0lxj j 1 
j =  3, 4, 5 % = 
Using the same process as l a s t  case, the ERA r e a l i z a t l o n  simply miss the repeated 
eigenvalue A i .  The resu l t  i s  expected since, by control  theory f o r  a l i n e a r  
system, s ing le input  o r  s ingle output does not make a system w i th  repeated 
eigenvalues and independent eigenvectors control  l ab1 e or observable. It can 
be v e r i f i e d  tha t  t he  matrices V i n  Eq. (5) and W i n  Eq. (9) formed by Eqs. 
(59). (60). (64) and (65) have rank 8. Mult i - input and mu\ti-output nust be 
used t o  rea l i ze  such a system. Let two  sensors be chosen and located such 
tha t  
and two i n i t i a l  conditions fa r  f ree decay responses 
Note that  the rows i n  Eqs. (66) and (67) are independent. For each i n i t i a l  
condition, a series o f  "measurement" funtLion y w i th  a sample time in te rva l  
0.05 second can be generated from the rmd,?l ( 5 5 )  where each y I n  t h i s  case i s  a 
vector wi th  two elements f o r  two d i f f e ren t  sensors. The f ree  decay function 
Y i n  Eq. j15) i s  then a 2 x 2 m a t r i x .  Using that  j i  ti = 1 and r - s = 45 
f o r  Eq. (16). the ERA rea l i za t i on  fo r  a dynamical system i s  then 
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C = 0.1 35,-1~686s~~155,-0,172,0.111 s-0.032,0.099,0.035,0.195s0.177 
L-O . 004 ,Ow 1 07 ,O. 1 42 s -O,d 1 36 s O .1 1 1 ,  -0.032, O .099 ,O .035, O. 1 95 ,O. 1 77 I- ] (68) 
] (69) -0.014,-0~457s3.840,-3.692,8.338,-2~4~~,8.9~.,3.1~1,2.81~,2~5~~ [ -0.051 , 0 092,3 -605, -3.508,8.338, -2.406,8 . 956 3 . 181 ,2.818 ,2 554 T 9 ( to )=  
where A i s  i den t i ca l  t o  t h a t  shown i n  Eqs.(64-65). The s ingu la r  values D are 
D = [7O.16,44.32,37.97,25.~5,11.18,9.050,7.950,3.873,0.127,0.026] (70) 
The s n e  e r r o r  window A l l  the  parameters f o r  modal 
amplitude coherence and modal phase c o l i n e a r i t y  are 100%. Again, Eqs. (68-69) 
and Eqs. (66-67) are equivalent i n  the sense t h a t  a un i ta ry  t ransformat ion and 
normal izat ion w i l l  make them equal. The reader can e a s i l y  v e r i f y  t h a t  t h i s  
r e a l i z a t i o n  i s  con t ro l l ab le  and observable. . . 
6=dn/dl as l a s t  i s  used. 
Sample Experiment61 Results 
A sample se t  o f  modal 1dent; f icat ion r e s u l t s  t h a t  have been obtained from 
laboratory ..est data using ERA are included i n  t b i s  section. The t e s t  a r t i c l e ,  
shown i n  Fig. 2, i s  a 7 f t  by 10 f t  f l e x i b l e  g r i d  s t ruc tu re  t h a t  w i l l  be used a t  
NASA Langl ey f o r  v i  b r a t i  on con: r o l  experimentatf on. It 1 s constructed o f  over- 
lapping aluminum Cars o f  1/4 in,  by 2 in. cross section, r i v e t e d  together a t  
one-foot in to rva ls .  Four r i v e ? s  are ussd a t  each j o i n t  t o  provide a t i g h t  
connection. The s t ruc tu re  i s  %-?ended from a s t i f f  overhead bean us ing two 
short  cables attached t o  t h e  top  hor izon ta l  member. The r e s u l t s  t o  be shown 
are from a prel iminary dynamics t e s t  o f  t he  gr id.  It was conducted by e x c i t i n g  
the s t ruc tu re  w i t h  an a i r j e t  and measurlng the  f r e e  v ib ra t i on  response using 
nine non-contacti ng prox imi ty  sensors. The response sensors were attached t o  
a s t i f f  f r a r e  located adjacent t o  the  g r i d  f o r  t he  measurement o f  out-of-plane 
motions. Eight d i f f e r e n t  e x c i t a t i o n  frequencies corresponding t o  resonant 
responses were used. The sampling r a t e  was 32 samples par second. 
The ERA analys is  was performed using a s ing le  matr ix  o f  data from a l l  
n ine response measurements and e igh t  i n i t i a l  conditions, Each response func- 
t i a n  Y as shown i n  Eq. (16) was thLs a 9 x 8 matrix. The hankel matr ix  Hrs 
of 72 rows by 400 columns was formed t o  perform the analysis. Table 1 provides 
5 comparison c f  t h e  ERA r e s u l t s  w i t h  ana ly t i ca l  p red ic t i on  from a NASTRRAN 
f in i te-e lement  wodel. The en t r i es  i n  t h e  center o f  t a b l e  a re  Corre la t ion 
coe f f i c i en ts  i n  percent between each ERA-identified mode shape and each NASTRAN 
mode shape. High co r re la t i on  values i n d i c c t e  good agreement between the  two 
shapes. The r e s u l t s  show reasonable agreement i n  both. f requencies and mode 
shapes, except f o r  t he  damping r e s u l t  o f  t he  f i r s t  mode. The main redson f o r  
the f f r s t  mode discrepancy i s  inadequate data length. Only 50 data points  were 
used which corresponds t o  less than one cyc le  of data f o r  the f i r s t  mode. The 
resu l t s  can be improved by using more data points.  Note t h a t  few high corre la-  
t i o n s  occur f o r  some modes w i t h  s i g n i f i c a n t l y  d i f f e r e n t  frequencies. This i s  
because only 9 sensors were used i n  comparison. More de ta i l ed  experimental 
resu l t s  f o r  a complex s t ruc tu re  are shcwn i n  Ref.[19]. 
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CONCLUDING REMARKS 
An Eiyensystem Realizat.ion 4lgori thm (ERA) i s  developed f o r  parameter 
i d e n t i f i c a t i o n  and model redvct ion f o r  djnamical sjstems. Twc developments 
are given i n  t h i s  paper. F i r s t ,  a new approach i s  developed t o  der ive the  
basic ERA formulation o f  minimum r e a l i z a t i o n  f o r  dynamical systems. As by- 
products o f  t h i s  approach, t w o  a l t e rna t i ve  less powerful algarithms, i d e n t i -  
f i e d  as A 1  a i d  A2, are derived. A special case o f  A1  Os shown t o  be equiva- 
l e n t  t o  an approach cu r ren t l y  i n  use i n  s t ruc tu ra l  dynamics. Second, accc- 
racy i nd i ca to rs  are developed t o  quant i f y  t h e  pa r t i pa t l op  of Systbll mcdes 
and noise modes i n  t h e  rea l i zed  system model. I n  other words, degrec o f  
c o n t r o l l a b i l i t y  and observab j l i t y  f o r  each par t i c ipa te0  mode i s  determined. 
A model reduction can then be made f o r  c o n t r o l l e r  deslcjn. 
important features o f  t h e  ERA algori thm are summarized as follows. 
(1) From t h e  computational staradpoint, t h e  a lgor i thm i s  a t t r x t i v e ,  since 
only simple numericdl operations are needed; ( 2 )  t h e  c m 3 t a t i o n a l  procedure 
i s  numerically stable; ( 3 )  t h e  s t ruc tu ra l  dynamics requirements f o r  Mwlal 
parameter i d e n t i f i c a t i o n  and the  cont ro l  design requirements f o r  a reduced 
s ta te  space model are sa t i s f i ed ;  (4) data from more than m e  t e s t  can be used 
simultaneously t a  e f f i c i e n t l y  i d e n t i f y  the  c losely  spzccsd eigcmvalues; (5) no 
rest r ic t i6 ; ;s  on nunber o f  measurements are imposed. 
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