Abstract-Data generated from microarray experiments often suffer from missing values. As most downstream analyses need full matrices as input, these missing values have to be estimated. Bayesian principal component analysis (BPCA) is a well-known microarray missing value estimation method, but its performance is not satisfactory on datasets with strong local similarity structure. A bicluster-based BPCA (bi-BPCA) method is proposed in this paper to fully exploit local structure of the matrix. In a bicluster, the most correlated genes and experimental conditions with the missing entry are identified, and BPCA is conducted on these biclusters to estimate the missing values. An automatic parameter learning scheme is also developed to obtain optimal parameters. Experimental results on four real microarray matrices indicate that bi-BPCA obtains the lowest normalized root-mean-square error on 82.14% of all missing rates.
I. INTRODUCTION

D
NA microarray technology is an effective tool in studying various biology processes such as cancer classification [1] , specific therapy identification [2] , drug mechanism investigation [3] , etc. By adopting microarray technology, the mRNA levels of thousands of genes under different experimental conditions can be investigated simultaneously. The data generated from microarray experiments are usually in the form of large matrices. Generally, a row in the matrix represents a gene, and a column represents an experimental condition. A typical microarray data contains about 1000-20 000 genes and 5-100 experimental conditions. However, missing values are inevitable due to limitations in microarray experiments such as spotting problems, background noise in the scanned image, and various other technical reasons [4] . Although the genes that contain missing values can be entirely ignored, or the missing values in the microarray can be replaced with simple numbers such as zero or the row's average, these simple methods have been proven to be of little help to the downstream analyses [5] , [6] . Another strategy is to repeat the experiment, but as an expensive method, it has been used in the validation of microarray analysis algorithms, rather than getting the missing values [7] .
Current microarray missing value estimation methods can be divided into four categories [6] : 1) global approach, 2) local approach, 3) hybrid approach, and 4) knowledge assisted approach. Well-known global approaches include singular value decomposition (SVD) [8] and Bayesian principal Component Analysis (BPCA) [9] . SVD estimates the missing value j in gene i by first regressing this gene against K eigengenes (i.e., a set of mutually orthogonal expression patterns that can be linearly combined to approximate the expression of all genes) and use the coefficients of the regression to reconstruct value j from a linear combination of the K eigengenes. BPCA estimates the target gene (i.e., a gene that contains missing values) by a linear combination of K principal axis vectors (see (1) in Section II), where the parameters are identified by a Bayesian estimation method. Local approach is a large category which includes many methods. The most well-studied method in this category is local least squares (LLS) [10] . LLS uses a multiple regression model to impute the missing values from K nearest neighbor (KNN) genes of the target gene. Due to the simplicity and effectiveness of LLS, various LLS-derived methods have been proposed, including iterated local least squares (iLLS) [11] , sequential local least squares [12] , weighted local least squares [13] , and iterative bicluster-based least squares (bi-iLS) [14] . Other famous local approaches include KNN [8] , least squares (LS) [15] , Gaussian mixture clustering [16] , and a recently proposed autoregressive model-based least-squares (ARLS) method [17] . Local approaches are superior than global approaches in the presence of data with dominant local similarity (in this case, the data are heterogeneous), but in the presence of more homogenous data, global approaches may perform better [6] . To choose the optimal estimation tool for different types of data, hybrid methods were proposed with the aim of capturing both global and local correlations in the data. LinCmb [18] and EMDI [19] are two typical hybrid methods. Both the two methods estimate the missing values by a combination of other estimation methods from global approaches and local approaches. In the knowledge assisted category, domain knowledge or external information is integrated into the estimation process. For example, projection onto convex sets (POCS) [20] is a typical knowledge assisted method which designs a series of convex sets, taking into consideration of the structure among genes, arrays and the biological phenomenon of synchronization loss in microarray experiments. POCS successively projects the solution onto these convex sets until reaching a point at the intersection of all convex sets.
Biclusters are coherent clusters consisting of correlated genes (rows) under correlated experimental conditions (columns). In this paper, these correlated experimental conditions are the columns that are correlated with the missing entry. The concept of biclustering was introduced early, but it did not become popular until 2000 when Cheng and Church applied it in the gene expression matrices [21] . Gan et al. introduced a geometrical biclustering method [22] , where biclusters embedded in a matrix can be regarded as points distributed on special linear structures in high-dimensional space, and the Hough transform is applied to find these linear patterns in the high-dimensional space so that biclusters can be recognized. Other biclustering methods are proposed based on distance measures [23] , probability models [24] , and hypergraph-based geometry [25] .
Recently, there have been studies about integrated framework of missing value estimation and bicluster analysis, such as bicluster-based impute (BIC) [26] and bi-iLS [14] . In BIC, the missing values are estimated by minimizing the coherence of subsets in gene expression matrix. Bi-iLS identifies biclusters for every individual missing value in the expression matrix, and applies iLLS to estimate the missing values in biclusters. In this study, we propose a local approach bicluster-based BPCA (bi-BPCA) to capture the local structure by biclustering, and estimate the missing values by imputing the missing values in biclusters using BPCA. The proposed method overcomes the shortcoming of BPCA that is incapable of handling local structure of the data, and can reduce the estimation error. The paper is organized as follows: Section II gives a brief review of the BPCA method. Section III introduces the bi-BPCA method. Then the proposed method is evaluated and compared with some existing methods in Section IV. Discussions about the proposed method are given in Section V. Finally, we conclude this paper in Section VI.
II. REVIEW OF BAYESIAN PRINCIPAL COMPONENT ANALYSIS
BPCA [9] regards that the D-dimensional microarray expression vector y can be represented as a linear combination of
where the coefficient x l is called a factor score and ε denotes the residual error. Principal axis vector w l = √ λ l u l , where λ l and u l are the lth eigenvalue and the corresponding eigenvector of the covariance matrix of the dataset Y , respectively. The principal axis vectors are separated into two parts as W = (W obs , W miss ), corresponding to the observed part and missing part, respectively. Factor scores x = (x 1 , x 2 , . . ., x K ) are obtained by minimizing the residual error of the observed part of the dataset Y :
and the missing values are estimated as follows:
In the aforementioned principal component regression model, W is unknown beforehand, but the factor scores x and the residual error ε are regarded to obey normal distributions in a probabilistic PCA model [27] :
where N K (μ, Σ) denotes a K-dimensional normal distribution whose mean and covariance are μ and Σ, respectively, τ is a scalar inverse variance of ε, and I k denotes a K×K identity matrix. BPCA assumes that only a part of the dataset Y , Y obs is observed, and the rest Y miss is missing. The posterior distribution of the parameter set θ ≡ {W , μ, τ} and Y miss is estimated by a variational Bayes algorithm [28] simultaneously.
There is only one parameter for the BPCA method, i.e., the number of principal axis vectors. The parameter is set to be D-1 by default, where D is the number of columns (experimental conditions) of the data matrix. An automatic relevance determination is used first to suppress redundant axes [9] .
Though W and Y miss are gained by a Bayesian estimation method, BPCA is essentially a linear regression in lowdimensional space of the microarray matrix, which is based on the global feature of the whole matrix. In that the local similarity structure is not utilized, the performance of BPCA deteriorates on datasets that exhibit strong local similarity structure [29] . To make the best use of the local similarity structure of the matrix, we propose the bi-BPCA method in next section.
III. BICLUSTER-BASED BPCA
Although the local similarity can be characterized easily by finding KNN of the target gene, as in LLS [10] , uncorrelated columns may also be included in the neighborhood, which affects the accuracy of the estimation. As a result, we adopt biclusters to handle the local similarity structure of the matrix, where only the most correlated rows and columns with the missing entry are chosen to estimate the missing value. The bi-BPCA method is described as follows:
Step 1: The incomplete matrix is estimated by BPCA, to get a complete matrix. The reason for getting an initial complete matrix is that when finding a bicluster for a missing entry in the next step, we need KNN of the target gene. When most genes contain missing values, the distances between the target gene and other genes cannot be measured. In LLS, to measure the distances between the target gene and other genes, the missing entries are initially filled with the average value of nonmissing entries in the row to which they belong. However, row-average is a poor reflection of the real structure of the dataset as it does not utilize the correlation structure of the data [7] , so we choose BPCA to get an initial complete matrix.
Step 2: Find a bicluster for every individual missing value. First, for every target gene, a set of KNN genes is identified from the initial complete matrix in the first step, according to the euclidean distances between the target gene and all the other genes. The genes that have the k shortest distances are chosen to be the KNN genes. The KNN genes (g s 1 , g s 2 , . . ., g sk )
T are stacked up and rearranged as follows:
. . .
where p is the number of missing values in the target gene, matrix B consists of the p columns in the k neighbor genes corresponding to the p missing positions of the target gene, and matrix A consists of the n − p columns in the k neighbor genes corresponding to the n − p nonmissing positions of the target gene.
In biclustering, we consider that every individual condition has its own correlation with other conditions. In other words, conditions i and j (1≤ i, j ≤ p, i = j) have different correlations with other n − p conditions. To take into account the correlation among the n−p different conditions for the p missing entries in the target gene, we introduce a matrix R in (7) as in bi-iLS [14] :
then a set of k neighbor genes for the jth missing value of the target gene is reselected from the complete matrix in Step 1. The distances between the target gene and other genes for the jth missing value are calculated by a weighted euclidean distance (8) as in [14] :
where 1≤ j ≤ p and g t denote the target gene, g s denotes one of the other genes in the matrix, and r j (v) denotes the (j, v)th element of matrix R. In (8), r j (v) serves as a weight for calculating the distance between g t and g s in the vth position. The genes corresponding to the k smallest weighted euclidean distances are chosen to be the reselected neighbor genes for the jth missing value. In this case, the selected genes are considered to be the most correlated genes with the jth missing value of the target gene. The most correlated experimental conditions also have to be selected from the most correlated genes, this is determined by the value of r j (v). If |r j (v)| ≥ T 0 r j,max , then the vth experimental condition is considered to be correlated with the jth missing value, where r j,max = max v ∈{1,2,...n−p} |r j (v)|, and T 0 is a preset threshold. After the uncorrelated genes and experimental conditions are removed, we get a subset A j . The rows and columns of A j are the most correlated genes and experimental conditions with the jth missing value of the target gene, respectively. The bicluster for the jth missing value is in this form:
where α j denotes the jth missing value of the target gene, b j is the column in α j 's position in the most correlated genes, w j denotes the nonmissing values in the most correlated locations with α j , and A j is the subset we found above. In a bicluster, the only unknown value is α j , which is the jth missing value of the target gene.
Step
There are two parameters in the bi-BPCA method, the number of nearest neighbors k and the value of the preset threshold T 0 . The two parameters are determined by estimating simulated missing entries in the complete set. The number of neighbors k is estimated first and then is used to determine T 0 . First, only the complete rows are chosen from the original matrix to get a complete matrix, then a number of entries are randomly removed based on the dataset's missing rate, and we obtain an artificial missing matrix. To determine the best k value, for every artificial target gene, we construct a series of subsets, these subsets consist of the target gene and its KNN, the range of k is from 1 to N − 1, where N is the number of rows in the simulated missing matrix. The N − 1 subsets are estimated by BPCA, and the missing entries in the artificial target gene have N − 1 sets of estimated values for the individual target gene. When all the artificial target genes are considered, there are N − 1 sets of estimated values for all the missing entries in the simulated missing matrix. As the real values of these artificial missing entries are actually known, the estimation error rates of the N − 1 sets can be calculated. The k value corresponding to the lowest error rate is chosen to be an optimal parameter. After k is determined, for every missing entry in the artificial missing matrix, a series of biclusters are constructed with different T 0 values. These biclusters are estimated by BPCA and the error rates are evaluated in a similar way to the determination of k. The optimal value of T 0 is then determined as the value corresponding to the lowest error rate.
IV. EXPERIMENTS AND RESULTS
For simplicity, we call the proposed bicluster-based BPCA method bi-BPCA. Bi-BPCA is evaluated on four real microarray datasets and compared with LLS [10] , BPCA [9] , and bi-iLS [14] . Some details of the four datasets are given in Table I .
The first dataset, Infection, comes from an infection time series study [30] , which can be downloaded from http://genomewww.stanford.edu/listeria/gut/. The second dataset, Ronen, consists of two time series of yeast in study [31] , which is available in http://ncbi.nlm.nih.gov/Projects/geo/query/acc.cgi?acc= GSE4158. The third dataset, Ogawa, is a nontime genome DNA microarray series from yeast [32] , it is downloaded from http: //smd.stanford.edu/cgi-bin//publication/viewPublication. pl?pub_no=68. The last dataset, Yoshi, composes both timecourse and nontime-course data, it belongs to a study of gene expression in yeast [33] and can be downloaded from http://www. stanford.edu/group/cyert/microarray.html. Note that dataset Infection was used to evaluate the performance of LS in [15] , Ronen and Ogawa were both used to test bi-iLS in [14] , and dataset Yoshi was also used in survey [5] to evaluate the performances of different methods.
The original datasets all contain missing values. To assess the error rates for the methods, we randomly remove a number of entries to obtain missing matrices at certain missing rates. As the real values of these entries are known, the estimation error can be calculated. The same testing method was also used in LLS [10] , BPCA [9] , bi-iLS [14] , and surveys [5] , [6] , [29] .
The accuracy of the estimation result is evaluated by normalized root-mean-square error (NRMSE):
where y j is the real value,ŷ j is the estimated value, and σ y is the standard deviation for the N actual values of the missing entries. A smaller NRMSE represents a higher accuracy. The same evaluation criterion is also employed in other papers [5] , [6] , [9] , [10] , [14] , [29] . All parameters of LLS and bi-iLS are obtained automatically by the methods' heuristic parameter selection strategy, and the iterations of bi-iLS are set to be ten because the NRMSE does not change much after ten iterations in our experiments. The only parameter of BPCA is set to be the default value, i.e., D − 1, where D is the number of columns (experimental conditions) of the data matrix. The parameters k and T 0 of the proposed bi-BPCA method are determined from estimating simulated missing entries as mentioned in Section III. As the proposed method includes the BPCA procedure, the parameter of the BPCA procedure is also set to be the default value. Fig. 1 shows the NRMSE against different missing rates (from 1% to 30%), on the four datasets: (a) Infection, (b) Ronen, (c) Ogawa, and (d) Yoshi. All the experiments are conducted five times to show the general estimation ability of the testing methods, and the NRMSE in Fig. 1 represents averaged values.
As can be seen from Fig. 1(a) , on dataset Infection, the NRMSE of bi-BPCA is lower than that of LLS, BPCA, and bi-iLS, from missing rates 1% to 25%. The NRMSE of bi-iLS is the second lowest when the missing rate is between 5% and 15%, but when the missing rate is higher than 20%, the NRMSE of bi-iLS increases dramatically. On dataset Ronen in Fig. 1(b) , the NRMSE of bi-BPCA is the lowest one from missing rates 10% to 30%. The NRMSE of bi-iLS is lower than that of LLS and BPCA when the missing rate is lower than 20%, which conforms to the experiment in [14] . On dataset Ogawa in Fig. 1(c) , the NRMSE of bi-BPCA is the lowest one at all missing rates. Bi-iLS still outperforms LLS and BPCA when the missing rate is low (below 20%), but shows high NRMSE when the missing rate is higher than 20%. On the last dataset Yoshi in Fig. 1(d) , the NRMSE of bi-BPCA is lower than all the other methods from missing rates 10% to 30%. Bi-iLS shows the lowest error rate at missing rates 1% and 5%, but when the missing rate increases, it is higher than that of bi-BPCA.
We can see from the four line graphs in Fig. 1 that bi-BPCA outperforms BPCA on 89.29% (25 out of 28) of all missing rates, which shows the advantage of adopting the bicluster scheme. The number of biclusters is the same with the number of missing values, and in a bicluster, the rows and columns that are uncorrelated with the missing entry are suppressed. The performance of bi-iLS deteriorates when the missing rate is high. This is probably due to the fact that bi-iLS identifies the KNN for the target gene in an initial complete matrix which is imputed by row-average. As the missing rate increases, the structure of the row-average imputed matrix is far from the real one, which affects the identification of biclusters. In that the proposed bi-BPCA method gets the initial complete matrix by BPCA, such deterioration can be avoided. However, the proposed bi-BPCA gets a relatively high NRMSE value at missing rates 1% and 5% on datasets Infection, Ronen, and Yoshi. This is because that the LLS-based methods (LLS and bi-iLS) use only complete rows to find neighbor genes when the missing rate is low (for LLS, if there are more than 400 complete rows in the missing matrix, it will not use the temporary full matrix that is filled by row-average) to highlight the original information of the matrix. Whereas for bi-BPCA, we are always using the temporary full matrix that is estimated by BPCA, these imputed values in the temporary full matrices still have large gaps between the true values.
Tables II-V provide the average NRMSE values and their standard deviations on dataset Infection, Ronen, Ogawa, and Yoshi, respectively, where the lowest NRMSE is denoted by a bold number. As can be seen from Tables II-V, among all 28 (7 × 4) missing rates, bi-BPCA obtains the lowest NRMSE in 23 missing rates, which accounts for 82.14% of all missing rates. The standard deviations of all the four methods are relatively small. For bi-BPCA, 92.86% (26 out of 28 missing rates) standard deviations are lower than 0.01, whereas for LLS, BPCA, and bi-iLS, this rate is 82.14% (23 out of 28 missing rates), 82.14% (23 out of 28 missing rates), and 89.29% (25 out of 28 missing rates), respectively.
Tables VI-IX show the average computation time and their standard deviations of the above four methods, on dataset Infection, Ronen, Ogawa, and Yoshi, respectively. The experiments are carried out using Matlab R2011b on a 64-bit Windows 7 computer with 3.4-GHz quad-core processor and 16-GB internal memory. Compared with LLS and BPCA, the computation time and standard deviations of bi-iLS and bi-BPCA are significantly larger, because both bi-iLS and bi-BPCA need to find a bicluster for every missing value. The search of parameters is also a high-computational task.
The computational time of bi-BPCA is comparable with that of bi-iLS on datasets Infection and Yoshi, but it is shorter than that of bi-iLS on datasets Ronen and Ogawa. When the computational time is long (in the presence of large matrices such as Infection and Ronen), the standard deviation of bi-BPCA's computational time is significantly larger than that of bi-iLS. [29] , the complexity of a dataset D can be represented by its entropy e(D): √ λ l , and λ i denotes the ith eigenvalue of the covariance matrix of D, and k is the rank of the covariance matrix. The entropy in (11) actually evaluates the data's complexity by mapping the data to a low-dimensional space. Low entropy indicates that the entries in the matrix are strongly correlated so that it can be reduced to a low-dimensional space, and high entropy indicates a data with strong local similarity substructure [29] . We plot entropies of biclusters, as well as entropy of the whole matrix. The entropy of the whole matrix is calculated only in the complete set to reflect the real structure of the dataset. To find biclusters of a matrix, 10% artificial missing entries are removed from the complete dataset. Fig. 2 shows the entropies of the four datasets: 1) Infection, 2) Ronen, 3) Ogawa, and 3) Yoshi.
As can be seen from Fig. 2(a) , for dataset Infection, all entropies of biclusters are larger than that of the whole matrix. Similarly, Fig. 2(b) and (d) demonstrates that for Ronen and Yoshi, more than 90% entropies of biclusters are larger than that of the whole matrix. Although high entropy reveals that the data cannot be easily mapped to a low-dimensional space, in this case, almost all principal axis vectors are used to construct the target gene in BPCA because the parameter k is set to D − 1 (see Section II). As a result, the increment of entropy has only trivial influence on the BPCA procedure. Actually, further SVD experiment in the next paragraph has shown that the "average" low-dimensional structure of biclusters is still similar to that of the whole matrix. Fig. 2(c) shows the entropy for dataset Ogawa. Here, 61.66% entropies of biclusters are smaller than that of the whole matrix. This reveals that in dataset Ogawa, the data can be more effectively mapped to a low-dimensional space in biclusters.
To further evaluate the low-dimensional structure of the whole dataset and biclusters, we compute SVD of the whole matrix and its biclusters. In Fig. 3 , the percentage of the ith singular value λ i / n j =1 λ j is plotted in the left y-axis, and the accumulated percentages from the first singular value to the ith one As shown in Fig. 3 , for datasets Infection, Ronen, and Yoshi, the distributions of average percentages and accumulated percentages of singular values in biclusters do not vary much from that of the whole matrix. This reveals that the "average" lowdimensional structure of biclusters is still similar to that of the whole matrix although the entropies of biclusters of the three datasets have increased. For dataset Ogawa, the average percentages of singular values of biclusters decline faster than the percentage of the whole matrix, especially in the first two positions. Also, the average accumulated percentages of singular values of biclusters in Ogawa are always larger than that of the whole matrix, from the first position to the second last one. This reveals that more energy is concentrated on the first few singular values in biclusters of Ogawa. Thus, in dataset Ogawa, the low-dimensional structure is enhanced in biclusters, which helps BPCA to get a higher accuracy. Fig. 3(a) , (b), and (d) reveals that in datasets Infection, Ronen, and Yoshi, the "average" low-dimensional structure of biclusters is not significantly changed from that of the whole matrix. Fig. 3(c) demonstrates that the low-dimensional structure is enhanced in biclusters of Ogawa. In addition to the fact that the local similarity structure is fully exploited in biclusters, it is not surprising that bi-BPCA obtains the lowest NRMSE in 82.14% missing rates on the four datasets. 
VI. CONCLUSION
In this bi-BPCA method, BPCA is conducted twice, first on the original missing matrix, and second on biclusters for every missing value. A bicluster consists of the most correlated genes and experimental conditions for the missing value, where the uncorrelated rows and columns are removed. The adoption of biclusters overcomes the drawback of handling insufficient local similarity of BPCA. An automatic parameter learning strategy is used to get optimal parameters for bi-BPCA.
Experimental results on four real microarray datasets have shown that bi-BPCA produces the lowest estimation error rates on 82.14% of the overall missing rates. Validation experiments have also revealed that the increment of entropies in biclusters has litter impact on the "average" low-dimensional structure of these biclusters. Furthermore, the low-dimensional structure is enhanced in biclusters on a test dataset Ogawa. The drawback of bi-BPCA lies in its computational cost. Although the computational time is comparable with that of bi-iLS, it is still significantly longer than that of LLS and BPCA. Thus, the biclusterbased methods, e.g., bi-iLS and bi-BPCA are especially useful on more powerful computers.
