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Erweiterungen von Dendrogrammatiken 
Von Wolj'l·am -M. Lippe 
Kurzja88ung. Dendrogrammatiken sind Grammatiken, die die Arbeitsweise der regulären 
kanonischen Systeme auf Baumstrukturen übertragen. Die Abarbeitung erfolgt hierbei 
von der Wurzel zu den Blättern (top-down). Es werden zwei Modifikationen vorgestellt . 
Ersetzt man die Arbeitsweise der regulären kanonischen Systeme durch die Arbeits-
weise der Stack-Systeme, so läßt sich zeigen, daß dies keine echte Erweiterung darstellt. 
Hängt das Übergangsverhalten nicht nw' von einem einzigen Knoten, sondern auch von 
dessen unmittelbarer Umgebung ab, so führt diese Erweiterung der Dendrogrammatiken 
zur Turingmaschine. 
1. Einleitung 
In der Automatentheorie wurden anfangs mathematische Modelle von Maschinen 
untersucht, die auf linearen Zeichenreihen arbeiten. Zu diesen Modellen gehären z. B. 
die Turingmaschinen, die linear beschränkten Automaten, die Stack-Automaten, die 
Kellerautomaten und die endlichen Automaten. 
Büchi [4] stellte fest, daß sich endliche Automaten als Algebren mit einstelligen 
Operatoren darstellcn lassen. Somit konnten viele algebraische Ergebnisse unmittel-
bar auf die endlichen Automaten angewendet werden. Als Verallgemeinenmg be-
trachteten Done?" [5] bzw. Thatche1' und Wright [12] Automaten, die sich als Algebren 
mit mehrstelligen Operatoren darstellen lassen. Dies führte zu Maschinen, die auf 
baumartigen Strukturen arbeiten. 
Zunächst wurden Modelle betrachtet, die einen Baum von den Blättern zur Wurzel 
hin (bottom-up) abarbeiten [3, 5]. Der erste, der eine top-down Arbeitsweise be-
trachtete, war Rabin [9]. Ausführliche Untersuchungen über solche Systeme wurden 
von Rounds [10] vorgenommen. 
Anwendung fanden baumverarbeitende Systeme vor allem auf dem Gebiet der 
Syntaxanalyse [11], der syntax-gesteuerten Übersetzung [7, 2], der Linguistik [1, 10], 
bei Untersuchungen über Programme mit Prozeduren [8] und auf dem Gebiet der 
Datenstrukturen und Informationssysteme. 
Die vorliegende Arbeit schließt an die Untersuchungen von Rounds an. Rounds 
hat das Prinzip der regulären kanonischen Systeme von Büchi derart auf BaulUstruk-
turen übertragen, daß die Abarbeitung des Eingabebaumes ausgehend von der Wur-
zel erfolgt. Eine Erweiterung des Prinzips der regulären kanonischen Systeme stellen 
die Stack-Systeme von Ginsbu1'g, Greibach und Ban'ison [6] dar. Im folgenden wird 
das Prinzip der Stack-Systeme auf Baumstrukturen übertragen. 
Abschnitt 2 beginnt mit der Definition von Baumstrukturen und der Definition 
der Dendrogrammatiken von Rounds. In Abschnitt 3 werden die baumerzeugenden 
Stack-Systeme und die regulären Baumsysteme eingeführt. Diese regulären Baum-
systeme stellen einen Spezialfall der Dendrogrammatiken dar. Es läßt sich zeigen, 
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daß sich jedes baumerzeugende Stack-System durch ein reguläres Baumsystem simu· 
lieren läßt. 
Als weitere Erweiterung der Dendrogrammatiken werden in Abschnitt 4 die Dendro. 
grammatiken 2. Stufe betrachtet. Das Übergangsverhalten von Dendrogrammatili:en 
2. Stufe hängt nicht nur vom momentanen Zustand und dem Symbol an der Wurzel 
des Eingabebaumes, sondern auch von den Symbolen an den Knoten direkt oberhalb 
der Wurzel ab. Es läßt sich zeigen, daß die Dendrogrammatiken 2. Stufe direkt zur 
Turingmaschine führen. 
2. Grundlegende Definitionen 
Sei N die Menge der natürlicl1enZahlen und No := Nu {O} . Sei ferner <~N X N 
die übliche Relation "kleiner als". Mit N+ bezeichnen wir das freie Monoid über N mit 
der Operation "." (Konkatenation) und dem neutralen Element 0. 
In N+ sei die Relation< gegeben durch 
A < B ~ 3x E N+: A . x = B . 
A und B heißen unvergleichbar genau dann falls A 1:: Bund B 1:: A. 
Definition 2.1. fI) heißt Baumbereich falls 
i) fI) ist eine endliche Teilmenge von N+. 
ii) B E fI) und A < B =? A E fI). 
iü) A . j E fI) und i < j =? A . i E fI) . 
Ein Beispiel zeigt Abb. 1. 
o ~" 1 2 3 ... 
/"" 1. 2 1.2 . . . Abb.l 
Die Elemente von fI) heißen Knoten. Den Knoten ° bezeichnen wir als Wurzel 
von fI) . Die Menge aller Blätte?· von fI) ist 
BfI):= {A IA E fI) 1\ (VB E fI)): A < B=? B = A} . 
Ein Baum wird nun definiert als eine Abbildung von einem Baumbereich in eine 
Symbolmenge. Da wir uns jedoch nur mit speziellen Bäumen befassen wollen, treffen 
wir zunächst die folgende 
Definition 2.2. Ein n1,O,rkie?·tes Alphabet ist ein Paar < ~'(, a) , wobei m eine endliche 
Symbolmenge und a eine Abbildung a : m -+ No ist. 
Sei 9:(" := a-1 (n). 
Definition 2.3. Ein Baum über <m, a) ist eine Funktion oe fI) -+ m, wobei ff) 
ein Baumbereich ist und a(IX(A) ) = max {i I i E No 1\ A. i E fI)}. 
Den Baumbereich eines gegebenen Baumes IX bezeichnen wir mit fI)(IX). Y (Ill,a) ist 
die Menge aller Bäume über {m, a}. 
Beispiel. Sei mo = {O, 1, a, y}, m1 = {sin, cos, -}, m2 = {+, .}, 9:( = 9:(0 u 
U 9:(1 U 9:(2 und a(x) = ° Vx E mo, a(x) = 1 Vx E 9:(1 und a(x) = 2 Vx E m2. Dann ist 
1. {(O, +), (1, sin), (2, .), (1 . 1, a), (2.1, cos), (2 . 2, a), (2.1.1, y)} ein Element 
(Baum) aus Y<m,a). 
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2. Dieser Baum läßt sich auch in der Form von Abb. 2 graphisch darstellen, bzw. 
unter Verwendung der Sonderzeichen ( ,) bzw. (,) als lineare Zeichenreihe 
3. + ( sin ( a) , . ( cos ( y ) , a» bzw. 
4. sin (a) + a . cos (y) schreiben. 
Alle vier Darstellungsformen sind eindeutig ineinander überführbar. Wir werden 
daher aus Gründen der Übersichtlichkeit in der weiteren Arbeit meistens die Dar-
stellungsformen 2 und 3 verwenden. 
Definition 2.4. Seien A, B, B' E ID, so daß B = A . B'. Dann ist B -:- A := B'. 
B -:- A ist nur definiert für A < B oder A = B. Es gilt B -:- 0 = B, A -:- A = 0 
und A . (B -:- A) = (A . B) -:- A = B. 
Definition 2.5. Sei ex E Y ( Ul . a) ' Eine Menge AT(ex) := {(A, x) IA E lD(ex), ex(A) = 
= x} heißt Anfangsbaum von ex falls gilt: (B . i, x) E AT(ex) ~ (B, x') E AT(ex) . 
Gilt für die Elemente eines Anfangsbaumes zusätzlich die Bedingung 
B.j E ID{AT(ex)) , j E N~ B. i E ID{AT(ex)) Vi E a(B) , 
so heißt der Anfangsbaum kompa,kt. 
Sei ex E Y(Ill.a) und A E lD(ex) . exlA := {(B, x) I (A. B, x) E ex} heißt Unterbaum 
von IX in A. 
IXIA~ := {(B, x) I (A. i. B, x) EIX, i E N fest} heißt i -ter unmittelbarer' Unter'baum 
von IX bzgL A. 
Mit U1 bezeichnen wir die Menge aller unmittelbaren Unterbäume von ex bzgL A. 
Definition 2.6. SeiA E lD(ex ) und IX , ß E Y(~I . a) .Dann heißtlX(A +- ß) := {(B, x) I 
(B, x) E ex und nicht A < B} u {(A .0, x) I (0, x) E ß} das Ergebnis der- Er-setzung 
des Unterbaumes exlA durch ß. 
Ein Baumsystem (Dendrogrammatik) erzeugt Bäume, bei denen ein oder mehrere 
Knoten zusätzlich mit einem Zustand versehen sind (Konfigurationen). Wir erweitern 
deswegen unsere bisherigen Definitionen: 
Sei ( ~, a) ein markiertes Alphabet und Q eine endliche Menge von Zuständen. Wir 
erweitern ~ zu ~Q := ~ u (~ X Q) und setzen a(q, a) = a(a) für alle a E ~, q E Q. 
Wir erhalten so das markierte Alphabet (~Q' a) . 
Definition 2.7. Eine Funktion IX : ID -+ ~Q heißt Baum über' (~, a) und Q, falls 0. ein Baumbereich ist und a(ex(A)) = max {i I i E No 1\ A . i EID}. Die Menge aller 
dieser Bäume sei Y ( UlQ.a) ' 
Zur Definition von Baumproduktionen benötigen wir noch die Erweiterung 
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Definition 2 .8. Sei X = {Xl' ''' ,Xn } eine endliche Menge von Variablen. Ein 
Baum über ( 121, a) , Q und X ist eine Funktion 
~: fI) -+ mQ U X U (Q X X) 
mit 
1. fI) ist Baumbereich 
2. A E BfI)=,>~(A) E 1210 u (Q X mol u X u (Q X X) 
30 A EI BfI)=,>~(A) E mU (Q X 91) und a(~(A)) = max {i I A. i E fI), i E No} 
Die Menge aller Bäume über ( 121, a) , Q und X bezeichnen wir mit c7'(2lQ,a)(X), 
Die Bedingung 3 bewirkt, daß die Variablen nur an den Blättern eines Baumes 
c7'(2lQ,a)(X) auftreten können. 
Mit Hilfe der obigen Definitionen lassen sich nun Dendrogrammatiken, genauer 
gesagt "top-down creative dendrogrammars", einführen, die erstmals von Rounds 
[10] betrachtet wurden. 
D efinition 2 . 9. Eine DendrogrammatikCJ:J ist ein 5-tupel (121, a) ,Q, S, F,II) mit 
i) ( m, a) ist ein markiertes Alphabet. 
ii) Q ist eine endliche Menge von Zuständen. 
iü) S ~ c7'(~IQ,a) , so daß für alle 8 ES gilt: 
8(0) E Q X 121 bzw. 8(A) EI Q X 121 für A =F 0 
ist eine endliche Menge von Anfangskonfigurationen. 
iv) F C Q ist die Menge der Endzustände. 
v) n ist eine endliche Menge von Baumproduktionen der Art 
(q, a) ( xl> ... ,xa(al) -+ ß, q E Q, a E 121 und ß E c7'(21Q,a) (xl> .. . ,xa(al) mit 
ß(A) E (Q X 121) u (Q X X) und ß(B) E (Q X 121) u (Q X X) 
='> A und B sind unvergleichbar. 
Die Wirkungsweise einer Dendrogral11l11atik ist gegeben durch 
Definition 2 . 10. Sei CJ:J = (121, a) , Q, S, F, n) eine Dendrogrammatik und 
~,~' E c7'(2lQ,a)' Dann wird~' aus~ di1'ekt erzeugt (~~ ~/), falls gilt: 
i) Cx besitzt einen Unterbaum ~/A mit ~/A(O) = (q, a), q E Q, a E 121 
ii) in n existiert eine Produktion 
(q, a) (Xl' .. . , Xa(al) -+ ß 
iii) ~' = ~(A +-- ß') , wobei ß' aus ß entstehen, in dem man jedes Xi in ß durch ~/A!, 
ersetzt. 
Gilt ~' E c7'(mF,a) , so heißt ~' Endkonfiguration. 
a y Abbo 3 
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Beispiel. Sei mo = {O, 1, a, y}, ml = {sin, cos, -}, m2 = {X, +} 
ili = mo u S).(l u m2. 
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Der Baum von Abb. 3 repräsentiert den Term sin(a X y + 1). Wir wollen nun die-
sen Term bzgl. y ableiten. Sei Q = {d, i} lmd F = {i}. Die Baumproduktionen unserer 
Dendrogrammatik sind 
(2) (d, 0) -> 0 Die Ableitung einer 
(1) (d, a) -> O} 
Variablen a =1= y ist 0 (3) (d, 1) -> 0 
(4) (d, y) -> 1 Die Ableitung der Variablen y ist 1 
(5) (d, sin) <Xl) -> X <d, Xl)' cos < (i, Xl)) } Kettenregel 
(6) (d, cos) , Xl) -> X «d, Xl)' - <sin «i, Xl) ) 
(7) (d, -) <Xl) -> - «d, Xl) 
(8) (d, +) <xo, Xl) -> +«d, xo), (d, Xl) Summenregel 
(9) (d, x) <xo, Xl) -> + <x«i, xo), (d, Xl)' x«d, xo), (i, Xl)) Produktregel 
Die Startkonfiguration ist in Abb. 4 dargestellt. Die Anwendung der Produktion (5) 
liefert Abb. 5. Die Anwendung der Produktion (8) liefert Abb. 6. Die Anwendung 
der Produktionen (3) und (9) liefert Abb. 7. Durch Anwendung der Produktionen (4) 
und (1) erhält man schließlich die in Abb. 8 dargestellte Endkonfiguration. Dieser 
Baum entspricht (mit i als "Identität") dem Term a . cos (a· y + 1) . 
Bzgl. der Eigenschaften von Dendrogrammatiken siehe [10]. 
3. Baumerzeugende Stacksysteme 
Die Dendrogrammatiken von Rounds sind im wesentlichen eine Übertragung der 
regulären kanonischen Systeme von Büchi [4] auf Bäume. Ein Unterschied zu den 
regulären kanonischen Systemen besteht in der Möglichkeit, mit einem Zustand die 
Spitze des "Stacks", d. h. die Wurzel des Baumes zu verlassen und in den "Stack" 
(Baum) hineinzulaufen. Die neu erreichte Position des Zustandes dient als "neue 
Stack-Spitze". Ein Zurücklaufen ist jedoch nicht möglich, so daß die Information 
oberhalb der "neuen Stack-Spitze" keinen Einfluß auf das weitere Verhalten des 
Systems besitzt (andernfalls wäre es sehr leicht, eine Turingmaschine zu simulieren). 
Eine Erweiterung der regulären kanonischen Systeme in dem Sinn, daß ein Zustand 
die Stack-Spitze verlassen und anschließend wieder zur Stack-Spitze zurückkehren 
kann, stellen die Stack-Systeme [6] dar. Auch hier darf eine Veränderung des Stack-
Inhaltes nur erfolgen, solange sich der Zustand an der Stack-Spitze befindet. Es 
besteht jedoch die Möglichkeit, mit dem Zustand die Stack-Spitze zu verlassen, den 
Inhalt des Stacks zu lesen, dementsprechend den Zustand zu verändern und mit dem 
neuen Zustand wieder zur Stack-Spitze zurückzukehren. Es besteht jedoch keine Mög-
lichlmit, den Inhalt im Stack zu verändern. Im folgenden soll eine Übertragung dieser 
Stack-Systeme auf Bäume betrachtet werden. Hierbei beschränken wir uns auf 
Systeme, bei denen jeweils nur ein einziger Knoten des Baumes mit einem Zustand ver-
sehen ist. 
Definition 3.1. Ein baume1'zeugendes Stack-System ~ übe?' <m, a) und Q ist ein 
5-tupel «m, a) , Q, S, F, n) mit 
i) <m, a) ist ein markiertes Alphabet 
ii) Q ist eine endliche Menge von Zuständen 
iii) S C Q X m ist eine endliche Menge von Anfangskonfigurationen 
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iv) F ~ Q ist eine Menge von Endzuständen 
v) n ist eine endliche Menge von Baumproduktionen der Arten 
(1) (q, a) ( Xl' ... , xo(a» -- (q ' , a') ( tl' ... , to(a'» 
mit q, q' E Q, a, a' E mund ti E Y (2l,O)(xv ... , xo(a»), 1 <i < a(a') 
(2) (q, a) ( xv··· , xo(a» -- (q', Xi) 
'mit q, q' E Q, a E mund 1 < i < a(a) 
(3) (q, a) (xv··· ,xo(a» -- a(xv ... , (q ' , Xi), ... ,xo(a» 
mit q, q' E Q, a E 91 und 1 < i < a(a) 
(4) a( xl , .. . , (q, Xi), ... , Xo(a» -- (q', a) ( Xv··· , xo(a» 
mit q, q' E Q, a E mund 1 < i < a(a) 
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Die Einschränkung, daß die Anfangskonfigurationen nur aus E lementen von 
Q X m bestehen, gegenüber der entsprechenden Definition bei Dendrogrammatiken 
ist unwesentlich, da durch eine geeignete Produktion im nächsten Schritt jede ge-
wünschte Anfangskonfiguration erzeugt werden kann. Diese EinschränkLlllg erfolgt 
nur um die späteren Beweise zu vereinfachen. 
Die Wirkungsweise eines baumerzeugenden Stack-Systems j8 ist gegeben durch : 
(1) Sei K E Y(2lQ,O) mitK(O) = (q, a), a (a) = n und u'k = (sv ··· ,so(a,»). Dann heißt 
E' E c7"( 2lQ, 0 ) unmittelbar aus K erzeugt (K ~ K'), falls gilt: 
m 
i) Es gibt in n eine Baumproduktion 
(q, a) ( xv ··· , xo(a» -- (q ' , a' ) ( tl' ... , to(a'» 
und es gilt : K'(O) = (q', a') und 
oder 
u'k = {ti I ti entsteht aus ti, indem alle Blätter (A, xI)' 1 <j < a(a), von 
ti durch SI ersetzt werden} 
ii) es gibt in n eine Baumproduktion 
(q, a) ( Xv ... , xo(a» -- (q', Xi) 
und es gilt: K'(O) = (q', K(i) ) und u'k. = U~ 
oder 
jji) es gibt in n eine Baumproduktion 
(q, a) ( xv ... , xo(a» -- a( xl' ... , (q', Xi)' .. . , xo(a» 
und es gilt : K'(O) = a, K ' IO!, = KIOl, für alle j =1= i, K'(i) = (q', K(i) ) und 
UE., = UE.. 
(2) Sei K E Y ( 2lQ, O) mit K(O) ~ Q X m und sei A E IJ)(K) mit K(A) = (q, a). Dann 
heißt K' E c7"( 2lQ,O) unmittelbar aus K erzeugt (K * K') falls gilt: es gibt in n eine 
Baumproduktion m 
(q, a) ( xv ... , xo(a» -- a( xl' ... , (q', Xi), ... Xo(a,» 
u~d .es gilt: K'(A) = a, K'(A . i) = (q', K(A . i)) und K ' (j) = K(j) für alle j E IJ)(K) 
illlt J =1= A und j =1= A . i. 
(3) Sei K E c7" (2rQ, 0 ) mit K (0) ~ Q X m und sei A E IJ)(K) mit K (A) = a und K (A . i) 
= (q, b), 1 < i < a(a) . Dann heißt K' E Y ( 2rQ,<1) unmittelbar aus K erzeugt (K ~K'), 
falls gilt : es gibt in n eine Baumproduktion 18 
a( xl' .. . , (q, Xi), ... ,Xo(a» -- (q ' , a) ( Xl' .. . ,Xo(a» 
~nd es gilt: K ' (A) = (q' , a), K'(A . i) = bund K ' (j) = K(j) für alle j E IJ)(K) mit 
J =l= A und j =1= A . i. 
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Die Menge aller Konfigurationen Sf(5S) ist gegeben durch 
1. S c Sf(5S) 
2. K E ~(5S) und K ::? K' =? K' E Sf(5S). 
m 
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Die obige Definition der Wirkungsweise eines baumerzeugenden Stack-Systems 
bewirkt, daß in allen Konfigurationen L von 5S stets nur ein einziges Element A E ID(K) 
mit K(A) E Q X m auftritt. 
+ 
Mit ::? bezeichnen wir die transitive Hülle und mit ::? die transitiv reflexive Hülle 
von ::? 
lB 
lB lB 
Seien K, K' zwei Konfigurationen von 5S. Wir schreiben K::? K', falls K' aus K 
lB,S 
nur durch Anwendungen von Baumproduktionen der Arten (3) und (4) hervorgeht. 
Sei 
und U~ = U~ = U~ , K(O) = (q, T(O)) , K'(O) = (q', T(O))} 
Lemma 3.1. Sei 5S = «91, a) , Q, S, F, n) ein baumerzeugendes Stack-System. 
Dann ist für beliebige q, q' E Q die Menge Sm (q, q') regulä1·1 ) und man kann effektiv einen 
endlichen Automaten konstruieren, de1' Sm(q, q') akzeptiert. 
Beweis. Sei für jedes T E Y<~, a> die Funktion YT: Q X Q -+ {O, I} definiert durch 
{ 
1, falls T E SlB(q, q') , 
YT(q, q') = 
o sonst. 
Da bei::? Übergängen nur Zustandsänderungen öintreten, ist YT für beliebige q, q' E Q 
m,s 
effektiv berechenbar. 
Seien T, T', T" E Y<~, a> mit YT' = Y~l"'; dann gilt für beliebiges l' E ID(T) 
YT(r+T') = YT(r+T") . 
Die Relation =, die durch 
T' = T"~ YT' = YT" 
gegeben ist, ist somit eine rechtsinvariante Äquivalenzrelation von endlichem Index. 
~~t IQI = n, so existieren n2 Paare (q, q'), d. h. die Anzahl der durch = erzeugten 
Aquivalenzklassen ist beschränkt durch 2"' . 
Somit gilt, daß 
Sm(q, q') = {T E Y<~,a>lYT(q, q') = 1} 
,die Vereinigung von endlich vielen durch == erzeugten Äquivalenzklassen ist. Nach 
[13] ist dann SlB(q, q') regulär, und nach [14] kann effektiv ein endlicher Automat 
konstruiert werden, der Sm(q, q') akzeptiert. 0 
Definition 3.2. Ein reguläres Baumsystem ffi ist ein baumerzeugendes Stack-
System, bei dem nur Produktionen der Arten (1) und (2) auftreten. 
1) Eine Menge M heißt regulär, falls ein deterministischer endlicher Automat e:x.;stiert, 
welcher M akzeptiert. 
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Die regulären Baumsysteme stellen einen Spezialiall der Dendrogrammatiken dar, 
da bei allen Konfigurationen ein Zustand stets nm an der Wurzel auftritt. 
Den Zusammenhang zwischen baumerzeugenden Stack-Systemen und regulären 
Baumsystemen zeigt das 
Th eorem 1. Zu jedem baume?'zeugenden Stack-System ~ = «m, a) , Q, S, F, n) 
läßt sich effektiv konst?'uie?'en: 
1. ein regulä?'es Bau?nsystem ~.H = «m', a') , Q, S', F, n') 
2. eine Funktion h von m' nach mund 
3. eine Abbildung H von Y<~IQ. a· ) nach Y<~IQ . a) 
so daß gilt: * 
Für alle (q, a) ES und fÜ1' alle 0(. E Y<~Q.a) mit 0(.(0) E Q X m existiert (q, a) ~ 0(. genau 
dann wenn es ein (q, a') E S' und ein 0(.' E Y<~Q. a· ) gibt mit )8 
i) h(a') = a, 
ii) H(O(.') = 0(., 
* iii) (q, a') ~ 0(.'. 
lR 
Beweis . Wir zeigen zunächst die Konstruktion von m. 
Die Menge m' ist gegeben durch 
m' := {(a, [a~l' ... , a~n], ... , [a~~a), ... , a~\~)]) I a E m 
und a~j E {O, I} , 1 <i,j < n, ° <l< a(a ), IQI = n} . 
Die Funktion h: m' --+ 2t ist gegeben durch 
h((a, [a~l' ... ,a~n] , ... , [a~~a,), ... ,af.~~) ] ) ) = a 
und die Funktion a' durch a'(a') = a(h(a')). 
Sei 
0(.' = {(A, a) I A E IJ)(O(.') und a E m' für A =1= ° bzw. 
ein Baum aus Y<~Q. a' ) ; dann wird definiert: 
H(O(.') = {(A, a') I a' = h(a) falls a E m' bzw. 
a' = (q , h(b)) falls a = (q, b)}. 
Die Menge der Startkonfigurationen von mist 
S' = {(O, (%, (a, [0, ... ,0]))) I (0, (qo, a) ) E S}. 
n' wird aus n wie folgt konstruiert: 
1) in n existiert eine Produktion 
a E Q X m für A = o} 
(q, a) <xl> ... , xa(a» --+ (q', b) <tl> ... , ta(b» . 
Dann besitzt n' für jedes Tupel (a, [a~l' ... , a~n], ... ) genau eine Produktion 
(q, (a, [a~l' ... ,a'~lI]' ... , [a~(f), ... ,af.\~)]) ) <xl> ... ,xa(a» 
--+ (q', b') < t~, .. , , t~(b» . 
Hierbei erhält man, beginnend lnit den Blättern, 
ß' : = b' < ti, '" ,t~(b» aus ß: = b< tl, ... , ta(!» ) 
durch den folgenden Algorithmus: 
a) lD(b '< t~, ... , t~(b») = lJ)(b <tl' ... , ta(b») 
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b) Ist A ein Blatt von D(ß), so gilt 
i) ß(A) = Xk =? ß'(A) = Xk , 1 < k < a(b), 
ii) ß(A) = a, a E 91 =? ß'(A) = (a, [0, ... , 0]) 
c) Ist ßIA = c<zv .. . , zo(e» ein Unterbaum von ß, 
ß(A) kein Blatt, dann gilt 
ß(A) = (c, [C~b ... c~,,], ... , [erie), ... , c~~f)]) 
mit 
falls zp(O) = Xk, 
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cfl' ... , er. .. := d~l' .. . , d~n, 
{ 
a}l' .. . , a~,,, 
falls zp(O) = (d, [drb ... , d~ .. ], .. . 
... , [drid), .. . , d~~)] ) 
(1 < P < a(c)) und 
r 1, falls in n eine ProduJdion 
(ql> e) <xv'" , xo(e» --. c<xv .. . , (qj" x lII ), .. . , xo(e» 
und eine Produktion 
C<XI , ... , (qj', x lII ), .. . , xo(e» --. (qj, c) <xv'" ,xo(e» existieren, 
o ' . C;j .= 
1, falls in n eine Produktion 
(ql> e) <xv'" ,xo(e» --. c( xl> .. . , (qj', x lII ), ... ,xo(e» 
und eine Produktion 
e( xv .. . , (qj", XII')' ... , xo(e» --. (qj, c) ( Xl' .. . , xo(e» 
existieren und z'" = Xk und a}j" = 1 ist, 
1, falls in n eine Produktion 
(qi> c) <Xl' ... ,Xo(e» --. C( XI , ... ,(qj', XIII)'''' ,xo(e» 
und eine Produktion 
c( xv ... ,(qj", x lII ), ... , xo(e» --. (qj, c) ( Xl' ... , xo(e» 
existieren und cr;-, = 1 ist, 
lo sonst . 
2) In n existiert eine Produktion 
(q, a) <xv '" ,xo(a» --. (q', x.) , 
Dann besitzt n' für jedes Tupel 
1 <1'< a(a). 
(a, [a~l' ... , a~ .. ], .. . , [aria), ... , a~~f)]) 
genau eine Produktion 
(q, (a, [a~l' .. , ,a~n], ... , [a1ia), .. . ,a~\f)]) ) ( xl> .. . ,xo(a» --. (q', xr) . 
3) Für jedes 
(a, [a~l' ''' ,a~n] , ... , [aria), .. . ,a~~)]) 
exi. tiert in n' zu jedem a~j mit a?j = 1 eine Produktion 
(qi> (a, [a~l' ... ,a?',nl , ... , [al'r, .. . ,a\~m ) ( Xl' ... ,Xo(a» --. 
(qj, (a, [a~lj ... , a~n], .. . , [al'r, ... , al~m ) ( Xl> .. . , Xo(a» . 
Der Beweis zu Theorem 1 ergibt sich nun unmittelbar aus den folgenden Lemmata. 
* Lemma 3.2. Zu jedem K E Y(~(Q,o> mit s ~ K, SES, und K(O) E Q X 91 existiert 
ein JC E Y <~(Q . 0'» mit den Eigenschaften 58 
* i) s' ~ K', s' ES', h(s') = S 
~l 
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jj) D(K) = IJ)(K') 
iii) H(K') = K 
iv) Für jedes A E D(K') mit 
K'(A) = (a, [a~b ... ,a~,,], ... , [a'ila ), ••• ,af,~~)]) , 
bzw. 
K'(A) = (q, (a, [a~l' ... ,a~,t1, .. . , [alla) , ... ,a~~f)])) , 
gilt : 
KjA E S<,a(qi> qj) IR a~j = I . 
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A=I=O, 
A =0, 
Beweis. Der Beweis erfolgt durch Induktion über die Länge einer Folge von Kon-
figurationen s = K o =? ... =? K". 
<,a <,a 
In.:luktionsanfang. Zu jedem (0, (qo, a)) ES wird in S' ein (0, (qo (a, [0, ... ,0]))) 
konstruiert. Die Eigenschaften i)-iv) sind somit erfüllt. 
Induktionsvoraussetzung. Sei s = K o =? .•. =? K n eine Folge von Konfigura-
<,a <,a 
tionen von jß und gelte für K n das obige Lemma. Sei ferner 
K;,(O) = ((q, a, [a~l' ... , a~,,], .. . , [aW, ... , a~~l])) . 
Induktionsschluß. (X) Wir betrachten eine Konfiguration K"+1 von jß, die aus 
Kn durch Anwendung einer Produktion 
(q, a) <xl> ... ,xa(a» --+ (q', xr ) , I < l' < a(a) , 
entsteht. Nach Induktionsvoraussetzung existiert eine Konfiguration K;, von ~ mit 
den Eigenschaften von Lemma 3.2. Wegen der Konstruktion von n' (Fall 2) existiert 
in n' eine Produktion 
(q, (a, [arb .. . ,a~,,], ... , [allu) , ... ,af,~~)]) ) <Xl' ... ,Xa(u» --+ (q', x r) . 
Somit gilt i) und wegen der Induktionsvoraussetzung auch ii), iii) und iv) . . 
ß) Wir betrachten eine KonfigurationKn+1 von ~, die aus K n durch Anwendung einer 
Produktion 
(q, a) <Xl' .. . , Xa(u» --+ (q', b) <tl> ... , ta(b» 
entsteht. 
Nach Induktionsvoraussetzung existiert eine Konfiguration K;, von ~ mit den 
Eigenschaften von Lemma 3.2. Wegen der Konstruktuion von n' (Fall I) existiert 
in 'Tl' eine Produktion 
(q, (a, [a~b ... , a~,t1, ... , [alla), ... , a~~~) ] ) ) <Xl' ... ,Xa(a» 
--+ (q', b') < t1, .. . , ta(b» . 
Somit gilt i) und da gemäß der Konstruktion 
auch ii). 
D(b< tl> ... , ta(u») = lJ)(b' < t~, ... , t~(b») 
Sei ß := b<tl , . • . , ta(b», ß' := b'<t~, .. . ,t~(b» und 
so gilt auch ß'(O) = Xk' Ist ß(O) = e, e E m, so gilt 
o E IJ)(ß), 0 =1= 0. Ist ß(O) = Xk, 
ß'(O) = (e, [e~l' .. . ,e~,,], .. . , [elle), ... ,e~~)]) 
d. h. h(ß'(O)) = ß(O) . Da ferner 
ß'(O) = (b, [b~l' ... , b~,,], ... , [bIlb), ... , b~~~)] ) , 
gilt iii) . 
Wegen der Induktionsvoraussetzung gilt die Eigenschaft iv) für K;, und somit 
auch für alle E lemente aus U~~, die die aktuellen Werte für die Variablen X~ darstellen. 
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Ist 0 E fI)(ß) ein Blatt mit ß(O) = C, C E m, so gilt 
ß'(c) = (c, [0, '" , 0]) . 
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Somit gilt die Eigenschaft iv) für alle Blätter von K~'+ 1 und für alle Knoten der 
Unterbäume von K;'+1' die durch das Ersetzen der Variablen Xi entstanden sind. 
Seien 0, 0 '. 1, .. . , 0 . a'(K~'+1(0)) E fI)(K;' +1) und gelte die Eigenschaft iv) für 
O. 1, ... , 0 . a'(K;'+1(0)). Sei ferner 
K;'+1(O) = (c, [C~1' ... ,c?,,], ... , [c~~c), .. . ,c~\~) ] ) 
oder 
K ;'+1(O) = (q, (c, [C~1' .. . ,c?,,], .. , , [c~~c), ... ,c~~c) ] ) ) . 
ach der Konstruktion von n' (Fall l.c) gilt C~j = 1 genau dann, falls es in n zwei 
Produktionen 
(ql, c) ( Xl' ... , Xa(c» -+ C( XI , ... , (qj', X",), .. . , Xa(c» 
und 
C( X1, ... , (qj', x"'), .,. , xa(c» -+ (qj' c) ( xl> ... , xa(c» 
gibt oder falls es in n zwei Produktionen 
(qi' c) ( xl> ... , xa(c) -+ c( xl> ... , (qj" x",), ... , xa(c» 
und 
C( Xl> ... , (qj", x",), .. , , Xa(c») ) -+ (ql' C) ( Xl> .. . , Xa(c» 
gibt und K".l/O . ?n E SI8(qj', qd ist . 
Somit gilt die Eigenschaft iv) für alle E lemente aus fI)(K;'+1) ' 
y) Wir betrachten eine Konfiguration K"+1 von ~ mit 
K" = K? ~ Ki, ~ ... ~ K;;,-1 ~ K~' = K"+1 . 
m,s m,s I8,S m,s 
Nach Induktionsvoraussetzung existiert eine Konfiguration K;, von~' mit den Eigen· 
schaften von Lemma 3.2. Sei K,,(O) = (qi' a), K,,+1(0) = (qj, a) und 
K;,(O) = (qi> (a, [a~1' .. . , a?,,] , ... , [a1(f) , ... ,a~~)])) 
mit aB = l. 
Wegen der Konstruktion von n' (Fall 3) existiert in n' eine Produktion 
(qi' (a, [a~1' ... , a?,,], ... , [a~t\ ... , a~\~)]))" ( xl> .. . ,xa(a» 
-+ (ql' (a, [a~1' ... ,a,~,,], .. . , [aj'la), ... , a~~~) ] ) ) ( Xl ' ... , Xa(a» . 
Somit gelten die Eigenschaften i)-iv). D 
* Lemma 3 . 3 . Zujede?nK' E J""(IlI~,a'> ?nit S ~ K', s' ES, existieTt einK E J""< ~(Q,a> mit 
den Eigenschaften 18' 
i) K(O) E Q X m 
* ii) s ~ K, S E S, h(s') = s 
18 
iii) fI)(K') = fI)(K) 
i v) FÜT jedes A E fI)(K) ?nit 
K'(A) = (a, [a~1' ... ,a?'/t], ... , [a~ia), ... ,a~~)]) , A=I=O, 
bzw. 
K'(O) = (q, (a, [a~1' .. . ,a?,,,] , ... , [a'{t), ... ,a~S~)]) ) 
gilt : 
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Beweis . Der Beweis erfolgt durch Induktion über die Länge einer Folge von Kon-
figurationen s' = K a =r ... =r K; •. 
)8' )8' 
Induktionsanfang . (0, (qo, (a, [0, .. . ,0]))) ist genau dann E lement von S', falls 
(0, (qo' a)) Element von S ist. Die Eigenschaften i)-v) sind somit erfüllt. 
Induktionsvoraussetzung . Sei s' = K a =r ... =r K;. eine Folge von Konfigura-
)8' )8' 
fionen von)8' und gelte für K;. das obige Lemma. Sei ferner K;. = (q, (a, [a~l' .. . , a~n] , 
... , [al~a), .. , , a~)~) ] )) . 
Induktionsschluß. IX) Wir betrachten eine Konfiguration K;.+l von )8 ' , die aus 
K;. durch Anwendung einer Produktion 
(q, (a, [a~l> .. . ,a?nJ, ... , [a~r), ... ,a~\~)] )) <Xl' ... ,Xa(a» -. (q', xr) 
entsteht. Nach der Induktionsvoraussetzung existiert eine Konfiguration K n von )8 
mit den Eigenschaften von Lemma 3.3. Die obige Produktion existiert jedoch nur 
dann in n', falls in n eine Produktion 
(q, a) <xv." , xa(a» -> (q', xr) 
existiert. Somit gelten i)-iv) . 
ß) Wir betrachten eine Konfiguration K;.+l von )8', die aus K;. durch Anwendung 
einer Produktion 
(qü (a, [a~l'.' ,a?'n], ... , [a1(f), .. . ,a~)~)] )) <Xl' .. . , Xa(a» 
-> (qj, b') <tl, ... , t~(b'» 
entsteht. 
Nach der Induktionsvoraussetzung existiert eine Konfiguration Knvon )8 mit den 
Eigenschaften von Lemma 3.3. Die obige Produktion existiert jedoch nur dann in n ' , 
falls entweder in n eine Produktion 
(qü a) <XV '" ,xa(a» -> (qj, b) <tl' ... , ta(b» 
existiert (Fall 1 der Konstruktion von n') oder falls a~j = 1 ist (Fall 3 der Konstruk-
tion von n'). 
1) In n existiert eine Produktion 
(q i ' a) <Xl' ... , Xa(a» -> (qj, b) <tl' ... , ta(b» . 
Da gemäß der Konstruktion 
lD(b'(tl , ... , t~(b») = lD(b<tl , ... , ta(b») , 
folgt unmittelbar i)-iii). 
Sei ß := b<tv ... ,ta(b», ß' := b'<tl , ... ,t~(b» und 0 E ID(ß') Ist ß'(O) = Xk, so gilt 
auch ß(O) = X/c' Ist 
ß'(O) = (c, [C~l' ... , c~n], ... , [cl~c), .. , , c~)f)]) , 
so gilt ß(O) = c. 
Wegen der Induktionsvoraussetzung gilt die Eigenschaft vi) für K n und somit auch 
für alle Elemente aus u'1:", die die aktuellen Werte für die Variablen Xi darstellen. 
Ist 0 E ID(ß') ein Blatt, so gilt stets ß'(O) = (c, [0, ... ,0]), d. h. 4 = ° für alle i,j. 
Somit gilt die Eigenschaft iv)für alle Blätter von K"+1 und für alle Knoten der Unter-
bäume von K"+l' die durch das Ersetzen der Variablen Xi entstanden sind. 
3 EIR. Bd. 16. Heft 1-3 
34 W.-M. Lippe 
Seien C, C .1, ... , C . a(KlI + I (C)) E UJ(K"+1) und gelte die Eigenschaft iv) für 
C . 1, ... , C. a(KIl + I (C) ). Sei ferner 
K;'+1(C) = (e, [e~l' ... ,e~1l1, ... , [eliel , ... ,e~~~l ]) 
bzw. 
K;'+1(O) = (q j,(e, [e~l ' ... , e~Il]' ... , [eiiel, .. . , e~~l ] ) ) . 
Nach der Konstruktion von n' (Fall l. c) gilt e?j = 1 genau dann 
i) wenn es in n zwei Produktionen 
(q i' e) ( Xl' ... , Xa(el ) -> e( x l , ... ,(qj', Xm), ... , Xa(el) 
und 
e< x v ... , (qj', Xm), .. · ,Xa(el ) -> (qj, e) <XV .. · ,Xu(el ) 
gibt oder 
ij) wenn es in n zwei Produktionen 
(qi' e) <xv '" , xa(el) -> e<xv ... , (qj', x m), ... , xa(el ) 
e( xl> ... , (qj", x m), ... , xa(cl) -> (qj, e) <Xl' ... , xa(cl) 
gibt und K" + l/C . ?n E SlS(qj', qr) ist, d . h. 
K1l+1/C E Sra(q;, qj) . 
Somit gilt die Eigenschaft iv) für alle C E UJ(KIl+1) ' 
2) Im Fall a~; = 1 entsteht K~+1 aus K~ durch die Anwendung der Produktion 
(qi' (a, [a~l' " '' a~,.), ... , [ai'ial , ... , a~\~l])) <Xl" '" Xa(al ) -> 
-> (qj, (a, [arl' ... , a~,,] , ... , [ai'~l, ... ,a~\fl] ) ) <Xl ' ... , Xa(al ) . 
Wegen der Induktionsvoraussetzung gilt KlO E S'.!J(qi, qi), d . h. es existiert eine Folge 
von Konfigurationen 
K" = K,~ ~ Ki, ~ .. . ~ K ;;' = K MI . 
ra ,s llJ,S lB,S 
Somit gelten i)-iv). 0 
4. Dendrogrammat.iken 2. St.ufe 
Betrachtet man reguläre kanonische Systeme, so lassen sich die Konfigurationen 
entsprechend Abb.9 skizzieren , d. h., das Übergangsverhalten des Systems ist ab-
hängig vom momentanen Zustand q und dem obersten Kellersymbol a. 
Erweitert man das Konzept entsprechend Abb. 10 (d. h., das Übergangsverhalten 
des Systems ist nun abhängig vom momentanen Zustand q und den beiden obersten 
Kellersymbolen a und b), so erhält man keine echte "Erweiterung", da sich alle mög-
lichen Paare (a, b) in ein einzelnes Symbol a' kodieren lassen . 
ql-------I 0 
.zustand 
Keller 
oberstes 
Kel/ersymbol . 0-{: 
Abb.9 Abb. 10 
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Wendet man eine solche Erweiterung auf Dendrogrammatiken an, so läßt sich 
jedoch zeigen, da ß man mit diesen Systemen eine Turingmaschine simulieren kann. 
Zum Beweis betrachten wir eine Turingmaschine, die auf einem einseit ig unend-
lichen Band arbeitet. 
Definition 4.1. Eine T uringma,8chine (TM) ist ein 5-t upel (91, Q, %' qe, n) mit 
i) ~ = {O, 1, §} 
ii) Q ist eine endliche Menge von Zuständen 
iii) qo E Q ist Anfangszustand 
iv) qe E Q ist Endzustand 
v) n ist eine endliche Menge von Produktionen der Arten 
q,a -> q',a, q,q' EQ, a E 21 
q, CL -> q', R, q, q' E Q, a E 2l 
a E {O, I} 
a,b E {O, I} 
q, a, -> q', L, 
q, a -> q', b, 
q, a -> q', ab , 
q, q' E Q, 
q, q' E Q, 
q, q' E Q, a E 91, b E {O, I } 
Abb.11 
?uslcmd 
q 
Lese / Schreibkopf 
einseitig 
unendlimes 
Bond 
Eine Konf igunbtion K(TM) einer Turingmaschine TM läßt sich entsprechend Abb. 11 
graphisch veranschaulichen. Die TM befindet sich in diesem Fall im Zustand q, die 
Banclinschrift ist die Zeichenreihe / 
§aOa1 • . • an mit a j E {O, I} 
und das momentan gelesene Zeichen ist ai. Diese Konfiguration läßt sich auch durch 
§aOa1 • • • ai-lqatai+ l ... an 
repräsentieren . 
Die Turingmaschine startet mit der Startkonfigurat ion qo §, d. h., die Bandinschrift 
besteht nur aus dem linken Randsym bol §. 
Sei 
§aOa1 • •• ai-lqata;+l ... an 
eine Konfiguration der Turingmaschine und gelte ai = 1. 2) 
1. Durch Anwendung einer Produktion 
q, 1 -> q', 1 
erhält man die unmittelbare Folgekonfiguration 
§aOa1 •• • ai-lq'atai +l ... an 
~) Der F all a i = 0 bzw. ai = § ergibt sich analog. 
3' 
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2. Durch Anwendung einer Produktion 
q, 1 -+ q', R 
erhält man die unmittelbare Folgekonfiguration 
3. Durch Anwendung einer Produktion 
q, 1 -+ q', L 
an =l= c 
erhält man die unmittelbare Folgekonfiguration 
§aOal .•. q'ai-laiai+ l ... an 
4. Durch Anwendung einer Produktion 
q, 1 -+ q', 0 
erhält man die unmittelbare Folgekonfiguration 
§aOal ... ai-lq'OaHl ... an 
5. Durch Anwendung eine"!' Produktion 
q, 1 -+ q', Ib 
erhält man die unmittelbare Folgekonfiguration 
§aOa1 .•. ai-lq'aibai+ l ... an 
W.- lVI. LiPPi 
Den Übergang von einer Konfiguration K(TM) von TM zu einer unmittelbaren 
Folgekonfiguration K'(TM) von TM bezeichnen wir mit 
K(TM =? K'(TM) . 
Ti\'I 
* Unter =? verstehen wir die transitive reflexive Hülle von =? 
TM TM 
ffi(TM) sei die Menge aller Konfigurationen von TM. 
Wir definieren nun Dendrogrammatiken 2. Stufe: 
Definition 4 . 2. Eine D endrogmmmatik 2. Stufe 3)2 ist. ein 5-tupel «m:, a) , Q, S,F, 
:n;) mit 
i) <9-{, a) ist ein markiertes Alphabet . 
ii) Q ist eine endliche Menge von Zuständen. 
iii) S ~ c7"(~(Q , a) mit S(O) E Q X m:, S(A) E m: für A =l= 0, ist eine endliche Menge von 
Anfangskonfigurationen. 
iv) F C Q ist eine endliche Menge von Endzuständen. 
v) :n; ist eine endliche Menge von Baumproduktionen IX -+ 1X' , IX, 1X' E c7"(Q(Q, a) (X), mil 
1. IX (O) E Q X m: 
IX(A) E m: u X, 1 < A < a(IX(O)) 
IX(A . B) EX, 1 < A < a(IX(O)), 
1 < B < a(IX(A) ), IX (A) ~ X 
2. ()(,/(O) E (Q X m:) u (Q X X) und 
IX'(O/) E (Q X m:) u (Q X X) 
~ 0 und 0 ' sind unvergleichbar. 
Erweiterungen von D endrogrammatiken 37 
Die Wirkungsweise einer Dendrogrammatik 2. Stufe entspricht der Wirkungsweise 
einer normalen Dendrogrammatik (s. Definition 2.10). Der Unterschied zwischen den 
beiden Grammatiken besteht lediglich darin, daß bei einer normalen Dendrogramma-
tik der Übergang von einer Konfiguration zu einer unmittelbaren Folgekonfiguration 
von einem einzelnen Knoten abhängt, während bei einer Dendrogrammatik 2. Stufe 
dieser Übergang sowohl von dem einzelnen Knoten, als auch von den unmittelbaren 
Folgeknoten abhängt. 
Th eorem 2. Zu jede?' Tu?'ingmaschine TM = (W, Q, qo' qe' n) läßt sich effektiv eine 
Dendrogrammatik 2. Stufe 2)2 = «W', a) , Q, S, F, n') und eine Abbildung 
f I lR(TM) - f ( wQ, u ) 
konstruieren, so daß gilt: * 
Zu j ecler Konfiguration K(TM) mit qo§ ~ K(TM) gibt es eine Konfigu?'ation K(:J)2) 
TM 
mit S ='T K(:J)2), f(qo§) = Sund f(K(TJ.11)) = K(2)2). 
:7) ' 
Beweis. 
Konstruktion von :J)2. - Wir setzen W' = ~( u {O', I', §'} und a(§) = 0, 
all) = a(O) = a(§') = 1 und a(O') = a(I') = 2. 
S besteht aus der Startkonfiguration (qe, §) und F = {qe}' 
Besitzt n eine Produktion 
q, a - q', a, 
so besitzt n' eine Produktion wie in Abb. 12. 
Besitzt n eine Produktion 
q, a - q', R, a E W, 
so besitzt n' für jedes c E W und jedes d E {O, I} eine Produktion wie in Abb. 13. 
Besitzt n eine Produktion 
q,a-q',L, a E {O,l} 
so besitzt n' für jedes c E W und jedes d E {O, I} eine Produktion wie in Abb. 14. 
Besitzt n eine Produktion 
q, a - q', b , a, b E {O, I} , 
so besitzt n' eine Produktion wie in Abb. 15. 
Besitzt n eine Produktion 
q,a-q',ab, a E W, bE{O,l} 
so besitzt n' eine Produktion wie in Abb. 16. 
Besitzt n eine Produktion 
q, § --> q', § 
so besitzt n' zwei Produktionen 
(q, §) - (q', §) und (q, §') - (q', §') 
I I 
Besitzt n eine Produktion 
q, § --> q', §b , bE {O, I} 
so besitzt n' zwei Produktionen 
(q, §) --> (q', §') und (q, §') 
I I 
b X I 
(q', §') 
I 
b 
I 
Xl 
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(q,a') (q ', a'). 
/'\ • / \ 
xI )(2 xI x2 Abb. 12 
(q, a') (q~ d') 
/ \ / \ 
c d .. 0 Xz 
I I I 
x, )(2 c 
I Abb.13 x, 
(q, 0 ') (q', c ') 
/ \ / \ 
c d x, a 
I I I 
x, Xz d 
I Abb.14 Xz 
( q , O ' ) 
/ \ 
(q',b ') 
- _. / \ 
x, x2 Abb,15 
(q, a ') (q; 0 ') 
/ \ • / \ 
X, x2 XI b I 
)(2 Abb. 16 
Die Abbildung f I ffi(TM) -> Y(Q(Q,a) ist gegeben durch 
mit j (q, I') für A =0 und aj = § 
(q, a~) für A =0 und aj =F § 
a i -1 für A = 1 
.x(A):= a i +1 für A = 2 l a<-J für A=l.l . ... . l '--v-' (j-1) - mal 
a Hj für A=2 . 1 ..... 1 
'----v---
(j -1) - mal 
bzw. 
f(q§) = (q, §) . 
Der Beweis von Theorem 2 ergibt sich durch vollständige Induktion über eine 
Folge von Konfigurationen 
Ko(TM) = qo§ ~ K1(TM) ~ .... ~ Km(TM) . 0 
TM TM TM 
Erweiterungen von D endrogrammatiken 39 
Literatur 
[1] Aho, A. r., J. D. Ullmann, Translations on a context-free grammar. Proc. ACM 
Symp. on Theory of Computing, 1969. 
[2] Aho, A. V., J. D. Ullman, Automaton analogs of syntax-directed tmnslation sche-
mata .. Proc. 9t h IEEE Ann. Symp. on Switching and Automata Theory, 1968. 
[3] Bmine?', W. S., Tree generating r egular systems . Inform. and control 14 (1969), 
217 - 231. 
[4] Büchi, J . R., Regular canonical systems. Arch . Math. Logik u. Grund!. 14 (1961), 
143-172. 
[5] Done1', J. E., Tree acceptors and some of t heir applieations . System D evelopment 
Corp., Scientific Report No. 8, 1967. 
[6] Ginsb7-(,1'g, S ., S. G1'eibach, 111. Ha1'1'ison, Stack Automata and Compiling. J.ACM 14 
(1967) 1,172-201. 
[7] Lewis, P. lVI ., R. E. Stea1'ns, Syutax directed transduction. J.ACM 15 (1968), 465 
to 488. 
[8] Lippe, W . 111., Über die Entscheidbarkeit der formalen Erreicbbarkeit von Proze-
duren bei monadischen Programm,eu. Diss. , Universität d es Saarlandes, Saarbrücken 
1975. 
[9] Rabin, 111.0., Mathematical Theory ou Automata. In: Math. Aspects of Computer 
Science; Proc. Symposia App!. Math. XIX (1967); pp. 173-175. 
[10] Rottnds, W. C., Mappings and Grammars on Trees . Math. Syst. Theory 4 (1972) 3, 
2'57 - 287. 
[11] Thatche1', J. W., Characterizing derivation trees of context-free grammars t hrough 
a genel'alization of finite automata theory. J . Comp. Syst. Sci . 1 (1967), 317 - 322. 
[12] Thatcher, J. W ., J. B. Wright, Generalized finite automata theory with an applica-
t ion to adecision problem of second-order logic. Math. Syst. Theory 2 (1968), 57 - 81. 
[13] Rabin, M. 0., D. Scott, Finite automata and their c1 ecision problems. IBM J. Res. 
Develop. 3 (1959), 114-125. 
[14] Walke1', R. J., An enumerative technique for a class of combinatorial problems. In: 
Combinatorial Analysis; Proc. Syrnposia in Appl. Math., Vol. 10; Amer . Math. Soc., 
1960; pp. 91-94. 
PeSIO.Ate 
,UeH)lJlOrpaMMaTFIl":H - :no perYJIHpHble J:..:aHOIHILIeCfnre cHcTeMbI, paOOTalOll\He B 
CTpYl\Typax B BHne nepeBa, HanpaBJIeHHOrO OT BepIllHHbI I\HFI3Y. PaccMaTplmaloTcll nBe 
MO)J.F1epFIRaUHH . Bnepßble 3aMeHlleTCll rrpuHUHII perYJIllpHbIX RaHOHI1QeCRI1X CHCTeM 
npHHuHIIOM CT3K-CHCTeM. IIOf\a3bIBaeTcH, 'ITO TalUIe CI1CTeMbi MorYT OblTb MOneJIHpo-
BaHbI HOpMaJIbHblMFI neHnporpaMMaTHRaMH. ECJIi'I <PYHRUHll rrepexona 3aBI-ICHT He 
TOJIbHO OT OnHoro Y3JIa, a TOiRe OT CblHOß Toro Y3JIa, TO rrOJIYLIaeM MauUlHY ' TbIopHHra. 
Abstmct 
Dendrogrammars a r e r egular canonical systems working on tree structures in a top-down 
manner. We consider two modifications. Firstly we replace the principles of the regular 
canonical systems by the principles of the stack-systems. In this case we can show that 
these systems can be simulated by normal dendrogrammars. On tbe other hand, if the 
transition function depends not only on one single node but also on the sons of this node we 
have a Turing machine. 
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