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MAGNITUDE HOMOLOGY OF METRIC SPACES AND ORDER
COMPLEXES
RYUKI KANETA AND MASAHIKO YOSHINAGA
ABSTRACT. Hepworth, Willerton, Leinster and Shulman introduced the
magnitude homology groups for enriched categories, in particular, for
metric spaces. The purpose of this paper is to describe the magnitude
homology group of a metric space in terms of order complexes of posets.
In a metric space, an interval (the set of points between two chosen
points) has a natural poset structure, which is called the interval poset.
Under additional assumptions on sizes of 4-cuts, we show that the mag-
nitude chain complex can be constructed using tensor products, direct
sums and degree shifts from order complexes of interval posets.
We give several applications. First, we show the vanishing of higher
magnitude homology groups for convex subsets of the Euclidean space.
Second, magnitude homology groups carry the information about the di-
ameter of a hole. Third, we construct a finite graph whose 3rd magnitude
homology group has torsion.
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1. INTRODUCTION
The magnitude for an enriched category was introduced by Leinster [5, 6]
as a generalization of the Euler characteristic of the nerve of a category. The
same notion for finite metric spaces was also studied in theoretical ecology
as a measure of biological diversity [12].
The magnitude homology groups, a “categorification” of magnitudes, for
finite graphs were defined by Hepworth and Willerton [2] and for general
setting by Leinster and Shulman [8] recently. The magnitude homology
groups for a finite metric space recover its magnitude as a divergent alter-
nating sum which coincide with the divergent series studied in [1].
The magnitude homology group HΣ,ℓn (X) of a metric space X is an
abelian group bigraded by a non-negative integer (degree) n and a non-
negative real number (grading) ℓ. Leinster and Shulman proved that magni-
tude homology groups detect several geometric properties of the space X .
Among others,X is Menger convex (see §2.1 for the definition) if and only
if HΣ,ℓ1 (X) = 0 for all ℓ > 0 [8, Corollary 7.6]. In particular, if X is a
closed subset of the Euclidean space RN , X is convex in the usual sense
if and only if HΣ,ℓ1 (X) = 0 for all ℓ > 0. They also posed number of
interesting open problems on magnitude homology of metric spaces [8, §8].
The purpose of this paper is to develop methods of computing magnitude
homology groups of metric spaces (under certain assumptions onX and ℓ).
We reduce the magnitude chain complex to the order complexes of interval
posets. Our reduction proceeds in the following three steps.
1. The magnitude chain complex is decomposed into a direct sum of
framed magnitude chain complexes. (§3)
2. The framed magnitude chain complex is decomposed into tensor
product of those of intervals. (§4.2)
3. The framed magnitude chain complex of an interval is isomorphic
(up to degree shift) to the order complex of the interval poset. (§4.3)
Then we give several applications based on the above description.
First, in §5.1, for a geodetic metric space, we show that the magnitude
homology HΣ,ℓn (X) is freely generated by certain frames (thin frames, see
Definition 5.1), which generalizes several results by Leinster and Shulman
[8, Corollary 7.6, Theorem 7.25]. As a result, convex subsets and open sub-
setsX of the Euclidean spaceRN (more generally, Menger convex geodetic
metric space with no 4-cuts) has HΣ,ℓn (X) = 0 for any n > 0 and ℓ > 0.
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Second, in §5.2, we show that the quantity
(1.1) sup
{
ℓ
n
∣∣∣∣n > 0, ℓ > 0, HΣ,ℓn (X) 6= 0}
carries certain geometric information about X . For example, ifX = RN r
U is the complement of an open convex subset U ⊂ RN , then the above
quantity is exactly equal to the diameter of U (Theorem 5.7).
Third, in §5.3, we show that the homology groups of the order complex of
a ranked poset P (of rank r ≥ 0) is embedded into the magnitude homology
group of the Hasse diagram of P̂ = P ⊔ {0̂, 1̂} with grading ℓ = r +
2. In particular, if P is the face poset of a triangulation of RP2, then the
magnitude homologyHΣ,43 (P̂ ) has a 2-torsion. This answers to the question
raised in [8, §8 (7)] and [2, §1.2.2].
After the completion of the present paper, we learned that Benoıˆt Jubin
has independently obtained similar descriptions for the magnitude homol-
ogy groups [3].
2. DEFINITION OF THE MAGNITUDE HOMOLOGY
2.1. Notions on metric spaces. Let (X, d) be a metric space. We begin
by fixing some terminology which are necessary to define the notion of
magnitude homology ([8]). We say that the point y ∈ X is between x and
z ∈ X if d(x, y) + d(y, z) = d(x, z), which is denoted by x  y  z.
Moreover, if x 6= y 6= z, we denote x ≺ y ≺ z.
The metric space (X, d) is said to be Menger convex if for any x 6= z
there exists a point y ∈ X with x ≺ y ≺ z.
We say that a tuple x = (x0, x1, . . . , xn) ∈ X
n+1 is a proper chain if
xi−1 6= xi for all i = 1, . . . , n. We call n the degree of x and define its
length by
|x| = d(x0, x1) + d(x1, x2) + · · ·+ d(xn−1, xn).
We denote by Pn(X) (respectively P
ℓ
n(X)) the set of all proper chains of
degree n (respectively, with length ℓ).
The following will be used frequently. Since it is straightforward, we
omit the proof.
Proposition 2.1. Let x = (x0, x1, . . . , xn) ∈ Pn(X). If |x| = d(x0, xn),
then
(2.1) d(xi, xj) = d(xi, xi+1) + · · ·+ d(xj−1, xj),
for any 0 ≤ i < j ≤ n. Furthermore, for any subsequence i0 < i1 < · · · <
im of {0, 1, 2, . . . , n}, we have
(2.2) d(xi0 , xim) = d(xi0 , xi1) + d(xi1 , xi2) + · · ·+ d(xim−1 , xim).
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Definition 2.2. (x0, x1, x2, x3) ∈ P3(X) is a 4-cut of X if x0 ≺ x1 ≺ x2,
x1 ≺ x2 ≺ x3 and d(x0, x3) < |(x0, x1, x2, x3)|.
We denote bymX ≥ 0 the infimum of lengths of 4-cuts, namely,
mX := inf{|(x0, x1, x2, x3)|; (x0, x1, x2, x3) is a 4-cut of X}.
In case X does not have 4-cuts, we supposemX = +∞.
t t
t tx0
x1 x2
x3
FIGURE 1. A 4-cut (x0, x1, x2, x3)
Example 2.3. (1) Let (X, d) be a metric space and Y ⊂ X be a sub-
space with restricted metric d|Y . ThenmX ≤ mY .
(2) The Euclidean space Rn does not have 4-cuts. Hence for any metric
subspaceX ⊂ Rn,mX = +∞.
(3) LetX = S1 be the circle of radius r with the geodesic metric. Then
mX = πr (which is the distance between antipodal points).
Lemma 2.4. Let n > 1 and x = (x0, x1, . . . , xn) ∈ Pn(X). Suppose that
xi−1 ≺ xi ≺ xi+1 for i = 1, . . . , n− 1 and |x| < mX . Then
(2.3) |x| = d(x0, xn).
Proof. We can prove by induction on n. The case n = 2 is trivial. If n = 3,
(2.3) holds because there does not exist 4-cut with length less thanmX .
Let n > 3. By inductive assumption, we have d(x0, xn−1) =
∑n−1
i=1 d(xi−1, xi).
Since (x0, xn−2, xn−1, xn) is not a 4-cut, (2.3) holds. 
2.2. Interval poset.
Definition 2.5. Let X be a metric space and a, b ∈ X . Denote the set of
points between a and b by
IX(a, b) := {x ∈ X | a ≺ x ≺ b}.
The set IX(a, b) carries a natural poset structure defined by
x ≤ y ⇐⇒ a ≺ x  y
for x, y ∈ IX(a, b). (Note that the above definition is equivalent to x  y ≺
b.) We call IX(a, b) the interval poset between a and b.
As [8, Definition 7.20], X is said to be geodetic if IX(a, b) is totally
ordered (or empty) for any a, b ∈ X .
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2.3. Magnitude homology in grading ℓ. Next we recall the definition of
the normalized chain complex Bℓ•(X) of X in grading ℓ.
Definition 2.6. ([8], Lemma 7.1.) Let ℓ ∈ R≥0. The chain complex
(Bℓ•(X), ∂•) is defined as follows.
Bℓn(X) =
⊕
x∈P ℓn(X)
Z · 〈x〉,
The boundary map ∂n is defined by ∂n =
∑n
i=0(−1)
i∂n,i, where the map
∂n,i discards xi if xi−1 ≺ xi ≺ xi+1. More precisely,
∂n,i(〈x0, · · · , xn〉) =
{
〈x0, · · · , x̂i, · · · , xn〉, xi−1 ≺ xi ≺ xi+1
0, otherwise,
where x̂i indicates that xi has been omitted. It is also denoted by xr {xi}.
The homologyHΣ,ℓn (X) := Hn(B
ℓ
•(X)) of the chain complex (B
ℓ
•(X), ∂•)
is called the magnitude homology group of X in grading ℓ ([8]).
Remark 2.7. From the definition, it is easily seen that HΣ,00 (X) = Z
⊕X ,
HΣ,ℓ0 (X) = 0 (for ℓ > 0), and H
Σ,0
n (X) = 0 (for n > 0). In the sequel, we
are mainly interested inHΣ,ℓn (X) for n ∈ Z>0 and ℓ ∈ R>0.
3. FRAMED MAGNITUDE HOMOLOGY
3.1. Frames.
Definition 3.1. Let x = (x0, x1, · · · , xn) ∈ Pn(X). We say that the i-th
point xi is a smooth point of x if 1 ≤ i ≤ n − 1 and xi−1 ≺ xi ≺ xi+1. If
otherwise, we say that xi a singular point of x.
The following is straightforward.
Proposition 3.2. Let x = (x0, . . . , xn) ∈ Pn(X).
(1) Let i ∈ {1, . . . , n− 1}. Then the following are equivalent.
– The i-th point xi is a smooth point of x.
– d(xi−1, xi+1) = d(xi−1, xi) + d(xi, xi+1).
– |xr {xi}| = |x|.
(2) Let i ∈ {0, 1, , . . . , n}. Then the following are equivalent.
– The i-th point xi is a singular point of x.
– i ∈ {0, n} or d(xi−1, xi+1) < d(xi−1, xi) + d(xi, xi+1).
– |xr {xi}| < |x|.
Definition 3.3. Letx = (x0, x1, · · · , xn) ∈ Pn(X). Suppose xi1 , xi2 , . . . , xim
are the list of all singular points of x. (Note that i1 = 0 and im = n.) Define
ϕ(x) by the chain consisting of singular points of x, namely,
ϕ(x) := (xi1 , xi2 , · · · , xim).
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We call ϕ(x) the frame of x.
x0 t
t
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☎
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☎
☎
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x1 t❞
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❅
❅
❅
❅
❅
❅
❅
❅
t❞
t❞
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✑
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✑
✑
✑
✑
✑
✑
t❞
txn
FIGURE 2. Singular points (black) and smooth points (white)
3.2. Geodesically simple chains.
Definition 3.4. Letx = (x0, . . . xn) ∈ Pn(X)withϕ(x) = (xi1 , xi2, · · · , xim).
We say that x is a geodesically simple chain if
|(xiα , xiα+1)| = |(xiα, xiα+1, . . . , xiα+1−1, xiα+1)|
for all α = 1, . . . , m − 1. In other words, x is geodesically simple if and
only if |ϕ(x)| = |x|.
The following is straightforward (using Lemma 2.4).
Proposition 3.5. A proper chain x ∈ Pn(X) is geodesically simple if either
• 1 ≤ n ≤ 2, or
• n ≥ 1 and |x| < mX .
When n = 3, x = (x0, x1, x2, x3) ∈ P3(X) with ϕ(x) = (x0, x3) is
geodesically simple if and only if it is not a 4-cut.
We shall see that the set of all geodesically simple chains form a subcom-
plex of Bℓ•(X) and that the boundary operator preserves the frames.
Proposition 3.6. Let x = (x0, . . . xn) ∈ Pn(X) be a geodesically simple
chain and J = {xj1 , . . . , xjp} be an arbitrary set of smooth points of x. Let
x
′ := xr {xj1 , . . . , xjp}. Then |x
′| = |x|.
Proof. Let {xi1 , . . . , xim} be the set of all singular points as above. Then
we have
|x| ≥ |x′|
≥ |(xi1 , . . . , xim)|.
By the assumption that x is a geodesically simple chain, the right hand side
is equal to |x|. Thus we have |x| = |x′|. 
MAGNITUDE HOMOLOGY 7
Proposition 3.7. Let x = (x0, . . . xn) ∈ Pn(X) be a geodesically simple
chain and xj be a smooth point of x. Then x
′ := xr{xj} is a geodesically
simple chain with ϕ(x′) = ϕ(x).
Proof. Let xk be a smooth point of x such that k 6= j. Proposition 3.6
implies that xk is a smooth point of x
′.
Let xiα be a singular point of x. Then
|xr {xiα, xj}| ≤ |xr {xiα}|
< |x|
= |xr {xj}|.
Hence xiα is a singular point of x
′. Thus we have ϕ(x′) = ϕ(x). Then
since |ϕ(x′)| = |ϕ(x)| = |x| = |x′|, x′ is geodesically simple. 
Remark 3.8. If there exists a 4-cut, the boundary operator does not preserve
the frame in general.
Definition 3.9. DefineBsimp,ℓn (X) to be the submodule ofB
ℓ
n(X) generated
by geodesically simple chains.
Definition 3.10. Let F ∈ Pm(X).
P Fn (X) := {x ∈ P
|F |
n (X) | ϕ(x) = F}.
Note that in case ϕ(F ) 6= F , P Fn (X) = ∅. If x ∈ P
F
n (X), then x is
geodesically simple. We also have P Fn (X) ⊂ P
|F |
n (X).
Definition 3.11. Let F ∈ Pm(X). Let n ≥ m and define B
F
n (X) by
BFn (X) =
⊕
x∈PFn (X)
Z · 〈x〉.
Clearly we have BFn (X) ⊂ B
simp,|F |
n (X), and moreover,
(3.1) Bsimp,ℓn (X) =
⊕
F∈P ℓ
≤n
(X)
BFn (X),
where P≤n(X) = P1(X)⊔P2(X)⊔· · ·⊔Pn(X). Proposition 3.6 and Propo-
sition 3.7 show that Bsimp,ℓ• (X) and B
F
• (X) form chain complexes. Thus
we can define the magnitude homology with geodesically simple chains by
Hsimp,ℓn (X) := Hn(B
simp,ℓ
• (X)),
and the framed magnitude homology with frame F by
HFn (X) := Hn(B
F
• (X)).
We have the following decomposition of magnitude homology in terms of
framed magnitude homology groups.
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Theorem 3.12. Let X be a metric space, n > 0 and ℓ > 0. Then,
(1)
Hsimp,ℓn (X) ≃
⊕
F∈P ℓ
≤n
(X)
HFn (X).
(2) If n = 1,
HΣ,ℓ1 (X) ≃
⊕
F∈P ℓ
1
(X)
HF1 (X).
(3) Let n > 0 and ℓ > 0. If ℓ < mX , then
HΣ,ℓn (X) ≃
⊕
F∈P ℓ
≤n
(X)
HFn (X).
Proof. (1) is clear from the direct sum decomposition of the chain complex
(3.1). It follows from Proposition 3.5 that Bℓn(X) = B
simp,ℓ
n (X) if either
n ≤ 2 or ℓ < mX . These induce (2) and (3). 
Remark 3.13. Theorem 3.12 (2) is just re-phrasing [8, Corollary 7.6].
4. INTERVAL DECOMPOSITIONS OF FRAMED MAGNITUDE HOMOLOGY
4.1. The order complex of a poset. We first recall the notion of the order
complex of a poset (see [10] for further details). Let P be a poset. Recall
that the order complex∆(P ) of P is a simplicial complex defined by
∆(P ) = {(x0, . . . , xn) | n ≥ 0, xi ∈ P, x0 < x1 < · · · < xn}.
Let C•(∆(P )) be the reduced chain complex of the order complex. More
precisely, define the module Cn(∆(P )) by
Cn(∆(P )) :=
{ ⊕
x0<···<xn
Z · 〈x0, · · · , xn〉, for n ≥ 0,
Z, for n = −1,
and the boundarymap ∂n : Cn(∆(P )) −→ Cn−1(∆(P )) by ∂n =
∑n
i=0(−1)
i∂n,i
for n ≥ 1, where the map ∂n,i discards xi,
∂n,i(〈x0, · · · , xn〉) = 〈x0, · · · , x̂i, · · · , xn〉.
The map ∂0 : C0(∆(P )) −→ Z is defined by ∂0(〈x〉) = 1 for all x ∈ X .
We denote the n-th homologyHn(C•(∆(P ))) by H˜n(P ).
Remark 4.1. We may suppose C−1(∆(P )) is a rank one free abelian group
Z · 〈∅〉 generated by the symbol 〈∅〉. The (−1)-st homology is
H˜−1(P ) =
{
Z, if P = ∅,
0, if P 6= ∅.
We will see that the 1-st magnitude homology HΣ,ℓ1 (X) is generated by
(−1)-st homology groups of interval posets.
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The following will be frequently used.
Proposition 4.2. Let P be a (non-empty) totally ordered poset. Then H˜n(P ) =
0 for all n ∈ Z.
Proof. If P is totally ordered, then ∆(P ) is a simplex. Therefore, all re-
duced homology groups vanish. 
4.2. Tensor product chain complexes. Next we settle some notations on
tensor products of chain complexes (([11, 2.7.1]). Let (C1• , ∂
1
•), (C
2
• , ∂
2
•), · · · , (C
m
• , ∂
m
• )
be chain complexes. The chain complex Tot⊕(C1• ⊗ · · · ⊗ C
m
• )• is defined
by
Tot⊕(C1• ⊗ · · · ⊗ C
m
• )n :=
⊕
i1+···+im=n
(
C1i1 ⊗ · · · ⊗ C
m
im
)
,
and the boundary map is defined by
∑
i1+···+im=n
∂i1,··· ,im, where
∂i1,··· ,im : C
1
i1
⊗ · · · ⊗ Cmim −→
⊕
j1+···+jm=n−1
C1j1 ⊗ · · · ⊗ C
m
jm
is defined by
∂i1,··· ,im :=
m⊕
h=1
(
(−1)i1+···+ih−1 idC1i1
⊗ · · · ⊗ ∂hih ⊗ · · · ⊗ idCmim
)
.
The chain complex Tot⊕(C1• ⊗ · · · ⊗ C
m
• )• is called tensor product chain
complex of (C1• , ∂
1
•), (C
2
• , ∂
2
•), · · · , (C
m
• , ∂
m
• ). The homologyHn(Tot
⊕(C1•⊗
· · ·⊗Cm• )•) is denoted byHn(C
1
• ⊗· · ·⊗C
m
• ). We also have the following
associativity.
Tot⊕(Tot⊕(C1•⊗C
2
• )•⊗C
3
• )• ≃ Tot
⊕(C1•⊗Tot
⊕(C2•⊗C
3
•)•)• ≃ Tot
⊕(C1•⊗C
2
•⊗C
3
• )•.
Theorem 4.3. ([11], Theorem 3.6.3 (Ku¨nneth formula for complexes)) If
C i• is a chain complex of free Z-modules, then
Hn(C
1
• ⊗ · · · ⊗ C
m+1
• ) ≃
⊕
p+q=n
Hp(C
1
• ⊗ · · · ⊗ C
m
• )⊗Hq(C
m+1
• )
⊕
⊕
p+q=n−1
Tor1(Hp(C
1
• ⊗ · · · ⊗ C
m
• ), Hq(C
m+1
• )).
Proof. By the associativity,
Hn(C
1
• ⊗ · · · ⊗ C
m+1
• ) ≃ Hn(Tot
⊕(C1• ⊗ · · · ⊗ C
m
• )• ⊗ C
m+1
• ).
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By Ku¨nneth formula,
Hn(C
1
• ⊗ · · · ⊗ C
m+1
• ) ≃Hn(Tot
⊕(C1• ⊗ · · · ⊗ C
m
• )• ⊗ C
m+1
• )
≃
⊕
p+q=n
Hp(C
1
• ⊗ · · · ⊗ C
m
• )⊗Hq(C
m+1
• )
⊕
⊕
p+q=n−1
Tor1(Hp(C
1
• ⊗ · · · ⊗ C
m
• ), Hq(C
m+1
• )).

4.3. The interval decomposition. Let F = (a, b) and |F | = ℓ. Suppose
x = (x0, · · · , xn) ∈ Pn(X) is a geodesically simple chain. Then ϕ(x) = F
if and only if x0 = a, xn = b and |x| = ℓ. It is also equivalent that x0 =
a, xn = b and x1, . . . , xn−1 ∈ IX(a, b) form a chain x1 < x2 < · · · < xn−1
(of length n−2) in the interval poset IX(a, b). By comparing the definitions
of boundary maps for magnitude chain complex (Definition 2.6) and that of
order complex, the map
〈x0, x1, . . . , xn−1, xn〉 7−→ 〈x1, . . . , xn−1〉
gives an isomorphism (up to sign of the boundary operators)
(4.1) BF• (X)
≃
−→ C•−2(∆(IX(a, b))),
of chain complexes. In what follows, we abbreviate C•(∆(IX(a, b))) as
C•(I(a, b)).
More generally, we have the following.
Theorem 4.4. Let F = (a0, · · · , am) ∈ Pm(X) and ℓ = |F |. Then
BF• (X) ≃ Tot
⊕(C•(I(a0, a1))⊗ · · · ⊗ C•(I(am−1, am)))•−2m,
as chain complexes (up to sign of boundary operators).
Proof. The homomorphism φn : B
F
n (X) → Tot
⊕(C•(I(a0, a1)) ⊗ · · · ⊗
C•(I(am−1, am)))n−2m is defined as follows (see Figure 3):
φ9(
s
a0
✂
✂
✂
s❝
s
a1
❏
❏
❏
s
s
s
❝
❝
❝
s
a2
s
s
❝
❝
s
a3
) = (
s
a0
✂
✂
✂
s❝
s
a1
)⊗ (
s
a1
❏
❏
❏
s
s
s
❝
❝
❝
s
a2
)⊗ (
s
a2
s
s
❝
❝
s
a3
)
∈ C0(I(a0, a1))⊗ C2(I(a1, a2))⊗ C1(I(a2, a3))
FIGURE 3. Definition of φn
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φn(〈a0, x
1
0, · · · , x
1
n1
, a1, x
2
0, · · · , x
2
n2
, a2, · · · am〉)
= 〈x10, · · · , x
1
n1
〉 ⊗ 〈x20, · · · , x
2
n2
〉 ⊗ · · · ⊗ 〈xm0 , · · · , x
m
nm
〉.
Then, φn is an isomorphism of Z-modules. Denote by ∂
Tot⊕
• the boundary
map of Tot⊕(C•(I(a0, a1))⊗ · · · ⊗ C•(I(am−1, am)))•.
(∂n1,··· ,nm ◦ φn)(〈a0, x
1
0, · · · , x
1
n1
, a1, x
2
0, · · · , x
2
n2
, a2, · · · am〉)
= ∂n1,··· ,nm(〈x
1
0, · · · , x
1
n1
〉 ⊗ 〈x20, · · · , x
2
n2
〉 ⊗ · · · ⊗ 〈xm0 , · · · , x
m
nm
〉)
=
m∑
h=1
(−1)n1+···+nh−1〈x10, · · · , x
1
n1
〉 ⊗ · · · ⊗ ∂nh(〈x
h
0 , · · · , x
h
nh
〉)⊗ · · · ⊗ 〈xm0 , · · · , x
m
nm
〉
=
m∑
h=1
(−1)n1+···+nh−1〈x10, · · · , x
1
n1
〉 ⊗ · · ·⊗(
nh∑
k=0
(−1)k〈xh0 , · · · , x
h
k−1, x
h
k+1, · · · , x
h
nh
〉
)
⊗ · · · ⊗ 〈xm0 , · · · , x
m
nm
〉
=
m∑
h=1
nh∑
k=0
(−1)n1+···+nh−1+k〈x10, · · · , x
1
n1
〉 ⊗ · · ·⊗
〈xh0 , · · · , x
h
k−1, x
h
k+1, · · · , x
h
nh
〉 ⊗ · · · ⊗ 〈xm0 , · · · , x
m
nm
〉.
Therefore,
(∂Tot
⊕
n−2m ◦ φn)(〈a0, x
1
0, · · · , x
1
n1
, a1, x
2
0, · · · , x
2
n2
, a2, · · ·am〉))
=
m∑
h=1
nh∑
k=0
(−1)n1+···+nh−1+k〈x10, · · · , x
1
n1
〉 ⊗ · · ·⊗
〈xh0 , · · · , x
h
k−1, x
h
k+1, · · · , x
h
nh
〉 ⊗ · · · ⊗ 〈xm0 , · · · , x
m
nm
〉.
Next,
(φn−1 ◦ ∂n)(〈a0, x
1
0, · · · , x
1
n1
, a1, x
2
0, · · · , x
2
n2
, a2, · · ·am〉)
= φn−1
(
m∑
h=1
(−1)(n1+2)+···+(nh−1+2)
nh∑
k=0
(−1)k+1〈a0, x
1
0, · · · , x
1
n1
, · · · , xhk−1, x
h
k+1, · · · am〉
)
=
m∑
h=1
(−1)n1+···+nh−1
nh∑
k=0
(−1)k+1φn−1(〈a0, x
1
0, · · · , x
1
n1
, · · · , xhk−1, x
h
k+1, · · ·am〉)
= −
m∑
h=1
nh∑
k=0
(−1)n1+···+nh−1+k〈x10, · · · , x
1
n1
〉 ⊗ · · ·⊗
〈xh0 , · · · , x
h
k−1, x
h
k+1, · · · , x
h
nh
〉 ⊗ · · · ⊗ 〈xm0 , · · · , x
m
nm
〉.
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Therefore, −(φn−1 ◦ ∂n) = ∂
Tot⊕
n−2m ◦ φn. Then,
(((−1)n−1φn−1) ◦ ∂n) = ∂
Tot⊕
n−2m ◦ ((−1)
nφn).
The equation shows that (−1)nφn is a chain map. By the isomorphism of φn
as Z-modules, it follows that (−1)nφn is isomorphism as chain complexes.
Therefore,
BF• (X) ≃ Tot
⊕(C•(I(a0, a1))⊗ · · · ⊗ C•(I(am−1, am)))•−2m
as chain complexes. 
Corollary 4.5. Let F = (a0, a1, . . . , am). Then
HFn (X) ≃ Hn−2m(Tot
⊕(C•(I(a0, a1))⊗ · · · ⊗ C•(I(am−1, am))).
Corollary 4.6. Let F = (a0, a1, . . . , am) and ℓ = |F |. Assume that there
exists an i ∈ {1, . . . , m} such that IX(ai−1, ai) is non-empty and totally
ordered. Then HFn (X) = 0 for any n ∈ Z.
Proof. SinceC•(IX(ai−1, ai)) isZ-free, acyclic, bounded below chain com-
plex, by Ku¨nneth formula,HFn (X) = 0 for any n ∈ Z. 
5. COMPUTATIONS OF MAGNITUDE HOMOLOGY GROUPS
We exhibit several computations of magnitude homology groups.
5.1. Geodetic metric spaces. LetX be a geodetic metric space. The mag-
nitude homology ofX with grading 0 < ℓ < mX can be precisely described
by using the following.
Definition 5.1. Let F = (a0, a1, . . . , am) ∈ Pm(X). F is a thin frame if
ϕ(F ) = F and IX(ai−1, ai) = ∅ for any i = 1, . . . , m.
The next result is a generalization of [8, Theorem 7.25].
Theorem 5.2. Let X be a geodetic space, and 0 < ℓ < mX . Then
HΣ,ℓn (X) ≃
⊕
F∈P ℓn(X) is a thin frame
Z · 〈F 〉
Proof. First apply Theorem 3.12 (3), and obtain a direct sum decomposition
intoHFn (X). If F is not a thin frame, by Corollary 4.6,H
F
n (X) = 0. Hence
we may assume F is a thin frame. Let F = (a0, . . . , am). By Corollary 4.5,
HFn (X) = Hn−2m((C•(I(a0, a1))⊗ · · · ⊗ C•(I(am−1, am)))•).
Since F is a thin frame, IX(ai−1, ai) = ∅ for all i = 1, . . . , m. Thus we
have
Hk((C•(I(a0, a1))⊗ · · · ⊗ C•(I(am−1, am)))•) =
{
Z, if k = −m
0, otherwise.
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Therefore, HFn (X) ≃ Z if and only if n = m (and otherwise H
F
n (X) =
0). 
Corollary 5.3. Let X ⊂ RN be a metric space with Euclidean metric.
(1) If X is a convex, thenHΣ,ℓn (X) = 0 for all n > 0 and ℓ > 0.
(2) If X is an open subset of RN , then HΣ,ℓn (X) = 0 for all n > 0 and
ℓ > 0.
Proof. In both cases, IX(a, b) 6= ∅ for any a 6= b. Thus there do not exist
thin frames. (Note thatmX =∞.) 
5.2. The diameter of a hole. Now we assume X is geodetic and has no
4-cuts (i.e. mX =∞).
Definition 5.4. Denote by hX ∈ R≥0 the sup of the distance d(a, b) of pairs
(a, b) which has not a point between them, namely,
hX := sup{d(a, b) | a, b ∈ X, a 6= b, IX(a, b) = ∅}.
If there is not a pair a 6= b such that IX(a, b) = ∅, we set hX = 0.
Example 5.5. Let DNr ⊂ R
N be a closed ball of radius r > 0. Let X =
R
N − Int(DNr ), where Int(D
N
r ) is the interior of the ball. Then hX = 2r,
which is the diameter of the hole.
Definition 5.6. Let k > 0. Define the vanishing threshold νk(X) ≥ 0 as
follows. If HΣ,ℓk (X) 6= 0 for some ℓ > 0, then
νk(X) := sup{ℓ | ℓ > 0, H
Σ,ℓ
k (X) 6= 0}.
If HΣ,ℓk (X) = 0 for any ℓ > 0, νk(X) := 0.
Theorem 5.7. Assume that X is geodetic and has no 4-cut. Let k > 0.
Then
(1) νk(X) = k · hX .
(2) H
Σ,νk(X)
k (X) 6= 0 if and only if there exist a, b ∈ X such that
d(a, b) = hX and IX(a, b) = ∅.
Proof. (1) We first prove that HΣ,ℓk (X) = 0 if ℓ > k · hX . By Theorem 5.2,
it is sufficient to show that there does not exist a thin frame of length ℓ. Let
F = (a0, · · · , ak) ∈ Pk(X) with |F | = ℓ. Since
d(a0, a1) + · · ·+ d(ak−1, ak) = ℓ > k · hX ,
there exists 1 ≤ i ≤ k such that d(ai−1, ai) > hX . By the definition of
hX , IX(ai−1, ai) 6= ∅. Hence by Corollary 4.6, H
F
k (X) = 0 and we have
νk(X) ≤ k · hX .
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Next we show νk(X) ≥ k · hX . Let ℓ < k · hX . Then by definition of
hX , there exist a, b ∈ X such that
ℓ
k
< d(a, b) ≤ hX with IX(a, b) = ∅. Set
ℓ′ = k · d(a, b) and
F =
{
(a, b, a, . . . , b) if k is odd,
(a, b, a, . . . , a) if k is even.
Then F is a thin frame of length ℓ′, and we have HFk (X) 6= 0. Therefore,
ℓ < ℓ′ ≤ νk(X), and we have νk(X) ≥ k · hX .
(2) The sufficiency is obvious from the proof of (1). For the rest, suppose
there do not exist a, b ∈ X such that d(a, b) = hX with I(a, b) = ∅. We
may assume k > 1. We shall prove that there do not exist a thin frame of
length νk(X). Let F = (a0, . . . , ak) be a frame with
|F | = d(a0, a1) + · · ·+ d(ak−1, ak) = νk(X).
By the assumption there exists an i with d(ai−1, ai) >
νk(X)
k
= hX (other-
wise, d(ai−1, ai) < hX for all i, and |F | turns out to be strictly less than
νk(X)). Since IX(ai−1, ai) 6= ∅, F can not be a thin frame. 
Remark 5.8. A related result was discussed [2, Proposition 10] for a metric
space defined by a graph.
Example 5.9. Let X = RN r Int(DNr ). Let ℓ > 0. Then
HΣ,ℓk (X) =
{
0 if ℓ > 2kr
6= 0 if ℓ ≤ 2kr.
Hence νk(X) = 2kr, and we have
2r =
νk(X)
k
= sup
{
ℓ
k
; ℓ > 0, HΣ,ℓk (X) 6= 0
}
.
5.3. Embedding of ranked poset homology. In §4.3, we have seen the
relation between order complex of posets and magnitude homology. In this
subsection, we see that order homology of a ranked poset can be embedded
into the magnitude homology group of certain metric spaces. In particular,
the homology group (with Z coefficients) of a compact C∞ manifold can be
realized as a submodule of a magnitude homology of a finite metric space.
The following is straightforward.
Lemma 5.10. Let x = (x0, . . . , xn) with n ≥ 2 and F = (a0, a1). Assume
|x| = |F | = ℓ. Then the following are equivalent.
(i) x0 = a0 and xn = a1.
(ii) x ∈ P Fn (X).
(iii) xr {xi} ∈ P
F
n−1(X) for any 1 ≤ i ≤ n− 1.
(iv) xr {xi} ∈ P
F
n−1(X) for some 1 ≤ i ≤ n− 1.
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Theorem 5.11. Let F = (a0, a1) with ℓ = |F | > 0. The natural map
HFn (X) −→ H
Σ,ℓ
n (X) is injective.
Proof. The set P ℓn(X) is a disjoint union of P
F
n (X) and P
ℓ
n(X)r P
F
n (X).
If x = (x0, . . . , xn) ∈ P
ℓ
n(X)r P
F
n (X), then by Lemma 5.10, xr {xi} /∈
P Fn−1(X) for any 1 ≤ i ≤ n− 1. Hence the decomposition induces a direct
sum decomposition of chain complex
Bℓ•(X) = B
F
• (X)⊕
⊕
x∈P ℓ•(X)rP
F
• (X)
Z · 〈x〉.
From this decomposition, it follows the injectivity of the embedding. 
Recall ([9, §3.1]) that a poset P is said to be a ranked poset if every
maximal chain of P has the same (finite) length. Denote by P̂ the poset
obtained from P by adjoining a 0̂ (the minimum) and 1̂ (the maximum).
Let P be a ranked poset. Consider the shortest path metric of the Hasse
diagram of P̂ . In other words, for a, b ∈ P̂ , d(a, b) is the minimum n such
that there exists a sequence a = x0, x1, . . . , xn = b with the property that
for each i either xi covers xi−1 or xi−1 covers xi. Then the interval poset
between 0̂ and 1̂ is
I
P̂
(0̂, 1̂) ≃ P
as posets. Theorem 5.11 enables us to conclude the following.
Corollary 5.12. (1) Let P be a ranked poset, ℓ = d(0̂, 1̂) in P̂ . Then
there exists an embedding of abelian groupsHn−2(∆(P )) →֒ H
Σ,ℓ
n (P̂ )
for n ≥ 1.
(2) Let M be a compact C∞-manifold. Then there exist a finite metric
spaceX and ℓ > 0 such thatHΣ,ℓn (X) contains a subgroup isomor-
phic to Hn−2(M,Z) for each n > 0.
(3) There exist a graph X and positive integers n, ℓ > 0 such that
HΣ,ℓn (X) has torsion.
Proof. (1) Take the frame F = (0̂, 1̂) in P̂ . Then apply Theorem 5.11.
(2) Choose a triangulation of M and denote by P the face poset. Then
the order complex of P is the barycentric subdivision of the original trian-
gulation ([4, §10.3.5]).
(3) TakeM = RP2. (In this case, n = 3 and ℓ = 4.) 
5.4. Circle with geodesic metric. Let S1 ⊂ R2 be the circumference with
radius r. Consider the metric defined by geodesics. For example, the dis-
tance between antipodal points is πr. It is easily seen thatmS1 = πr. Some
of the magnitude homology groups of S1 are computed as follows.
(1) If ℓ < πr and n > 0, then HΣ,ℓn (S
1) = 0.
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(2) If ℓ = πr, then
HΣ,ℓn (S
1) =
{
Z
S1, if n = 2
0, if n 6= 2, n > 0.
(3) If ℓ > πr and n = 1, 2, then
HΣ,ℓn (S
1) = 0.
(1) follows from Theorem 3.12 and Corollary 4.6. Let a, b ∈ S1. Denote by
Bℓ,a,bn (S
1) the submodule of Bℓn(S
1) generated by x = (x0, x1, . . . , xn) ∈
P ℓn(S
1) with x0 = a and xn = b. Then B
ℓ,a,b
• (S
1) is a subcomplex of
Bℓ•(S
1), and the homology groupHΣ,ℓn (S
1) is a direct sum of
⊕
a,bHn(B
ℓ,a,b
• (S
1)),
where a, b ∈ S1 (proved by arguments similar to the proof of Theorem
3.12,) If ℓ = πr and a, b are not antipodal, then the points x0, x1, . . . , xn
are contained in the interior of a semicircle. Then by Corollary 4.6, ho-
mology group Hn(B
ℓ,a,b
• (S
1)) vanishes. When a and b are antipodal (i. e.,
d(a, b) = πr), I(a, b) is a disjoint union of two totally ordered posets. The
reduced homology of the order complex of such a poset is Z at degree 0 and
vanishing otherwise. This concludes (2). We omit details for (3).
Remark 5.13. Several computations support the following. If πr < ℓ < 2πr
and n > 2, then HΣ,ℓn (S
1) 6= 0. However we do not have complete proof.
Acknowledgements. M. Y. was partially supported by JSPS KAKENHI
Grant Numbers JP15KK0144, JP16K13741. The authors thank Ye Liu,
Richard Hepworth and Benoıˆt Jubin for their comments on the previous
version.
REFERENCES
[1] C. Berger, T. Leinster, The Euler characteristic of a category as the sum of a diver-
gent series. Homology Homotopy Appl. 10 (2008), no. 1, 41-51.
[2] R. Hepworth, S. Willerton, Categorifying the magnitude of a graph. Homology Ho-
motopy Appl. 19 (2017), no. 2, 31-60.
[3] B. Jubin, On the magnitude homology of metric spaces. arXiv:1803.05062
[4] D. Kozlov, Combinatorial algebraic topology. Algorithms and Computation in
Mathematics, 21. Springer, Berlin, 2008. xx+389 pp.
[5] T. Leinster, The Euler characteristic of a category.Doc. Math. 13 (2008), 21-49.
[6] T. Leinster, The magnitude of metric spaces. Doc. Math. 18 (2013), 857-905.
[7] T. Leinster, M. Meckes, The magnitude of a metric space: from category theory to
geometric measure theory. In Nicola Gigli (ed.), Measure Theory in Non-Smooth
Spaces, de Gruyter Open, 2017. arXiv:1606.00095
[8] T. Leinster, M. Shulman, Magnitude homology of enriched categories and metric
spaces. arXiv:1711.00802v2
[9] R. Stanley, Enumerative combinatorics. Volume 1. Second edition. Cambridge Stud-
ies in Advanced Mathematics, 49. Cambridge University Press, Cambridge, 2012.
xiv+626 pp.
MAGNITUDE HOMOLOGY 17
[10] M. L. Wachs, Poset topology: tools and applications. Geometric combinatorics,
497-615, IAS/Park City Math.Ser., 13, Amer.Math.Soc., Providence, RI, 2007.
[11] C. A. Weibel, An introduction to homological algebra. Cambridge Studies in Ad-
vanced Mathematics, 38. Cambridge University Press, Cambridge, 1994. xiv+450
pp.
[12] A. R. Solow, S. Polasky, Measuring biological diversity. Environmental and Eco-
logical Statistics, 1 (1994) 95-107,
RYUKI KANETA, DEPARTMENT OF MATHEMATICS, HOKKAIDO UNIVERSITY, KITA
10, NISHI 8, KITA-KU, SAPPORO 060-0810, JAPAN.
E-mail address: s173008@math.sci.hokudai.ac.jp
MASAHIKO YOSHINAGA, DEPARTMENT OF MATHEMATICS, HOKKAIDO UNIVER-
SITY, KITA 10, NISHI 8, KITA-KU, SAPPORO 060-0810, JAPAN.
E-mail address: yoshinaga@math.sci.hokudai.ac.jp
