To obtain test probabilities based on empirical approximations to the distribution of a Studentized function of a mean we need the approximations to be accurate with su ciently high probability. In particular, when these test probabilities are small it is best to consider relative errors. Here we show that in the case of univariate standardized means and in the general case of tests based on smooth functions of means, the empirical approximations have asymptotically small relative errors on sets with probability di ering from 1 by an exponentially small quantity and that these error rates hold for moderately large deviations. In particular, for standardized deviations of order n 1=6 , the probabilities approximated are exponentially small with exponents of order n 1=3 and the corresponding relative errors tend to zero on sets whose complements have probabilities of the order of the probabilities being approximated.
Introduction
Consider samples taken from a distribution of a random variable X with EX = and var(X) = 2 . To obtain p-values for tests of hypothesis on when 2 is known we need to calculate P X ? a ! :
If a moment generating function of X exists then this tail probability can be approximated using saddlepoint methods. Under regularity conditions the following result holds for jaj < C: P X ? a ! = Q(a) 1 + O 1 n ; (1.1) where Q(a) will be de ned later. If the distribution, and so the cumulant generating function, of X is unknown, then we can attempt to approximate the tail probability by an empirical saddlepoint as in Jing, Feuerverger and Robinson (1994) , extending the idea rst proposed by Feuerverger (1989) . Here we consider a sample X 1 ; ; X n and use the sample mean X, the sample variance S 2 and the empirical cumulant generating function. Then the empirical saddlepoint approximation to the tail probability will be writtenQ(a).
In more general cases where X is a d-dimensional random vector, we consider a test statistic g( X) to test some hypothesis g( ) = 0, where the function g may depend on EX = and cov(X) = . To obtain p-values we need to calculate P(g( X) a). Again, if a moment generating function of X exists then this tail probability can be approximated using saddlepoint methods. For jaj < C we have P g( X) a = Q(a) 1 + O 1 n ; (1.2) where again Q(a) will be de ned later. Again the empirical saddlepoint approximation will be writtenQ(a).
In both these cases a bootstrap approximation to the probabilities could be used in place of the empirical saddlepoint. In fact, it can be seen that the empirical 1 saddlepoint is just the saddlepoint approximation to the bootstrap approximation. Saddlepoint approximations to the bootstrap were considered in Davison and Hinkley (1988) , Daniels and Young (1991) and DiCiccio, Martin and Young (1994) , in which papers there are a number of numerical illustrations of the accuracy of the saddlepoint approximation. It is of interest to consider the relative errors of these approximations.
In Jing, Feuerverger and Robinson (1994) , bounds in probability were found for the relative error of these approximations. Indeed it was shown that the relative error was O p ((1 + p na) 3 =n) for p na = o(n 1=3 ). However, it is of interest to give a rate of convergence for the probability that the relative error exceeds such a bound. It is of importance to know the relationship of this rate to the size of the tail area probability which is being approximated.
In the present paper we consider the standardized variable 0 < p na n , so the tail probability at the extreme of this interval is of order exp(?cn 2 ), for > 0 su ciently small. It is proved that for 0 < 1 3 we can choose 0 < 1 ? 3 and 0 < < minf 1 6 + 3 ; 2 g so that with probability 1 ? exp(?cn ), the empirical saddlepoint and the bootstrap approximations to the tail probability both have relative error bounded by a quantity of order (1+ p na) 3 n ?1+ . If is close to 1=3 and so and are close to 0, then the relative error is bounded by O((1+ p na) 3 n ?1 ) with probability of o(1) corresponding to the results of Jing, Feuerverger and Robinson (1994) . If = 1=6 we can take = 1=2 and arbitrarily close to 1=3. In this case the bound for the probability of the relative error exceeding O((1 + p na) 3 n ?1=2 ) matches the tail probability. For 1 6 < < 1 3 we cannot obtain a probability of the relative error exceeding the bound as small as the tail probability, while, for 0 < 1 6 , we can choose 0 < 1 ? 3 and take large enough to obtain smaller bounds on the relative errors with probability of the relative errors exceeding these bounds as small as the tail probability. In the limiting case with = 0, we can take and arbitrarily close to 0 achieving a relative error of almost n ?1 with small probability. This corresponds to the usual second order correctness of the absolute error. This is the equivalent in the relative error case of results such as that in Theorem 5.1 of Hall (1992) which is used to show that the probability of the bootstrap approximation having an absolute error of more than O(n ?1 ) is O(n ?1? ). Results of this type were considered for permutation tests in Albers, Bickel and van Zwet (1976) and Bickel and van Zwet (1978) . Hall (1990) considers large deviation results for the bootstrap but does not obtain bounds for the probability of relative errors as discussed here.
In Section 2 we give the notation and the main results on the empirical saddlepoint approximation in the form of two theorems, the rst giving the result for a univariate standardized mean and the second for the general case. A detailed proof is given for the rst case based on a technical lemma concerning rates for tilted cumulants, whose proof is deferred to Section 4. It is shown that the proof for the general case follows exactly the lines of that for the univariate case. In Section 3 we consider the bootstrap approximation by comparing it to the empirical saddlepoint. It is clear from this comparison that the critical errors in the bootstrap approximation are in the relative errors of the empirical saddlepoint to the true probabilities rather than in the relative errors of the bootstrap and the empirical saddlepoint. In Section 4 we obtain a number of new bounds for moments and cumulants which are of independent interest.
Main results
This section contains the main results concerning the relative error of the empirical saddlepoint approximation to the tail probabilities for the univariate standardized mean (Theorem 1), and for the multivariate case (Theorem 2) which covers the univariate Studentized mean as a special case. where t(a) is the value minimizing tx?K(t) for x = x(a) = + a. We will refer to this as the Barndor -Nielsen approximation following his r statistic in BarndorNielsen (1986) . Its derivation is in Jing, Feuerverger and Robinson (1994) and it is shown to be equivalent to the Lugannani-Rice approximation in Jensen (1992 We let x(a) denote the vector minimizing the second equation and t(a) the vector minimizing the rst for x = x(a). From Jing and Robinson (1994) , Theorem 3 and equations (4.2) and (4.4), we have
where, using x for x(a), t for t(a), I d for the d d identity matrix, and j j to denote a determinant,
because, in our case, H 0 (a) equals their Lagrangian multiplier . Related results appear in DiCiccio, Field and Fraser (1990) and Daniels and Young (1991) . The empirical saddlepoint approximationQ(a) is de ned in the same way, usinĝ K(t) instead of K(t),^ =K 0 (0) instead of , and^ =K 00 (0) instead of .
Positive constants like c, C and may di er from occurrence to occurrence.
Univariate results
Here we will prove the following result.
Theorem 1 The proof is based on inequalities for moments given by the following lemma, the proof of which, together with a number of preliminary results on moments, is given in Section 4.
Lemma 1 For any 0 < < 1, L 2 N, C > 0 and c > 0, there exist constants C 0 > 0 and 0 > 0, such that P(jK (k) Assume that the inequalities stated in Lemma 1 are satis ed; this is true with the desired probability. For application of the lemma the k s should be chosen appropriately small, in particular as an increasing sequence with 2 < 1=2. To bound di erences, likeŵ (a) ? w (a), between empirical quantities and their theoretical analogues we need rst to show that jt(a)j < c 0 n ? 1 2 for suitable c 0 > 0, so that we may choose such thatt(a) is within the range required for the inequalities in Lemma 1 to hold.
For any u such that jt(u)j < c 0 n ? 1 2 we then havê t 0 (u) =K 00 (0) 1=2 =K 00 (t(u)) = 1 + n 2 ? 1 2 + n ? 1 2 (2.13)
where is bounded by some constant, and we have used jK 00 (t(u)) ? K 00 (0)j < C 00 jt(u)j is of order n ? 1 2 . Recall thatt (0) and consider the three terms in the numerator of the last fraction one by one, and note that the factor a=w(a) in front gives rise only to an unimportant relative error compared to (log (a))=w(a). For each of the three terms the di erence between the empirical term and its theoretical counterpart is bounded by use of (2.17) or (2.18) in the same way as the bound for jŵ(a) ? w(a)j was obtained. For each of the three di erences the critical estimation error is for sup u fjĤ (3) (u) ? H (3) (u)jg which is of order n ?1=2+ 3 with the stated probability. Also, w(a)=a and log (a)=w(a) are bounded when a is bounded, so using these results in (2.12) we have the result.
Multivariate results
For the general case we have the following result which gives the same rates as for the univariate case.
Theorem 2 Assume that g( X; ; ) is three times continuously di erentiable in X, and that these derivatives, as well as g itself, are continuously di erentiable with 10 respect to and at the values corresponding to the distribution P of X Remark. Bounding the di erences of the partial derivatives in Lemma 2 is equivalent to bounding the norms of the di erences of the di erentials considered as multidimensional objects. Proof of Theorem 2: We start from the inequality (2.12) and continue as in the univariate case to the inequality (2.15) for which similar computations will give the same result as in the univariate case. In the sequel we concentrate on the alterations to the functions involved. Throughout the proof we assume that the event stated in Lemma 2 has occurred, which is the case with the desired probability. As in the univariate case it follows that H(0) = 0, H 0 (0) = 0, H 00 (0) = 1, w(0) = 0, w 0 (0) = 1, and (0) for some C 2 , where we have bounded the logarithmic di erence in terms of the di erence itself, using the fact that the derivative of the logarithmic function is bounded in a neighborhood of H 0 (a)=a. Thus, the crucial quantities are the suprema of di erences between the empirical and theoretical versions of the third derivative of the function H(a), and of the rst derivative of log G(a). By use of a Lagrange multiplier to derive the in mum in the de nition of H(a), it may be shown that
For the di erentiation of this expression we further need x 0 (a) = H 00 (a)fI d ? H 0 (a)K 00 (t)g 00 (x)g ?1 K 00 (t)g 0 (x); and to make it explicit also H 0 (a)g 0 (x) = t:
By di erentiation of the expression for H 00 (a) only up to third derivatives of K(t) and g(x) occur. All functions involved are bounded since the only matrices being inverted are the ones from the expression for H 00 (a), which tend to I d and 1, respectively, due to the assumptions on g(x) and the range of a. It follows that the di erence in (2.28) is bounded by the same rate as the K (3) (t) di erence, which is known from Lemma 2 to be n ?1=2+ 3 . For the log G(a) di erence the same arguments may be applied, also leading to the K (3) (t) di erence as the limiting quantity. A technical point here is that the rst derivative of the logarithm of the determinant of a matrix M is given by the rst order Taylor series approximation log jM + j = log jMj + trace(M ?1 ) + o(k k)
as k k ! 0. Since the determinant in equation (2.8) is of a matrix that tends to I d , the inverse arising by di erentiation causes no problem. Thus, Lemma 2 ensures that we get the same result as for the univariate case, since the di erences between empirical and theoretical third order derivatives of the cumulant generating function are of order n ?1=2+ 3 .
The bootstrap approximation
The empirical saddlepoint of the previous section is just the saddlepoint approximation to the bootstrap. In this section we show that an appropriate relative error for this approximation holds except in sets with exponentially small probability.
Notation and main result
Consider the notation of Section 2.1. Let Z 1 ; ; Z n be a bootstrap sample from X 1 ; ; X n . WriteQ whereP denotes the bootstrap probability conditional on X 1 ; ; X n . Then the empirical saddlepoint approximationQ(a) is just the saddlepoint approximation tõ Q(a).
13 Let E n be the set of values of X 1 ; ; X n such that K (4) (t)= K (2) (t)] 2 < C(1 + n ? 1 2 + 4 ); for jtj < 0 n ?1=2 ; (3.2) j exp(K(t + i ) ?K(t))j < 1 ? for < j j < ?n; jtj < 0 n ?1=2 : (3.3)
Then fX 1 ; ; X n g 2 E n implies jQ(a) ?Q(a)ĵ Q(a) < C n jK (4) (t(a))ĵ K (2) (t(a)) 2 + C 0 ! ; for jaj < n ?1=2 :
This result follows as a special case from Theorem 1 of Robinson et al (1990) after approximating the indirect Edgeworth approximation given there by the BarndorNielsen approximation as described in .
Theorem 3 Remark: If we choose as in Theorem 1, then for this result to be used in conjunction with the results of Theorem 1, we need to choose 4 as small as possible while keeping the conditions imposed in Theorem 1. Such a choice is always possible in such a way thatQ(a) can replaceQ(a) in Theorem 1 showing that the bootstrap has the same properties as the empirical saddlepoint. Proof of Theorem 3: Assume, as in the proof of Theorem 1 that the inequalities of Lemma 1 are satis ed, which is true with the desired probability and that the k s are chosen appropriately small as an increasing sequence with 2 < 1=2. Then to prove the theorem we rst need to choose , as in the proof of Theorem 1, so that t(a) is within the range required for the inequalities of Lemma 1 to hold, and then to note that for sucht(a), jK (4) (t(a))j=K (2) (t(a)) 2 < C(1 + n ? 1 2 + 4 ) (3.6) for jaj < n ? . Then it remains only to show that P(E n ) > 1 ? C 0 e ?cn :
(3.7)
First, let E 0 n and E 00 n be the sets on which (3.2) and (3.3) hold. Then from Lemma 1, P(E 0 n ) > 1 ? C 0 exp(?cn ) by the same methods as in the proof of Theorem 1.
To obtain such a result for E 00 n we proceed by a number of lemmas the proofs of which we defer to the next subsection.
Lemma 3 Under the assumption (3.5), if B ( ) = E(exp(i X)j jXj < B) then we can choose B su ciently large such that j B ( )j < 1 ? d=2 for all j j > .
Lemma 4 If N = P n j=1 I(jX j j < B) then for su ciently large B there is a constant c such that if E n = fN > n=2g then P(E n ) > 1 ? e ?cn .
Lemma 5 If^ B ( ) = P n j=1 exp(i X j )I(jX j j < B) P n j=1 I(jX j j < B) (3.8) and if E n = fj^ B ( ))j < 1 ? d=4; < j j < ?ng, then P(E n ) > 1 ? e ?cn :
(3.9)
Lemma 6 Suppose j^ B ( ))j = N ?1 n X j=1 e i X j I(jX j j < B) < 1 ? d=4 for all < j j < ?n:
Then given > 0 there exists > 0 such that for all real x and all < < ?n, j X j ? xj > (3.10)
for at least N of the j's. Thus E n \ E n E 00 n and the theorem follows from Lemmas 4 and 5. ? E exp(i X) 2(1 ? P(jXj < B)) and we can choose B to make this less than d=2.
Proofs of lemmas
Proof of Lemma 4: Take B such that P(jXj < B) 3=4, say. The result then follows immediately from Cram er's theorem applied to the sum of binary random variables. Proof of Lemma 5: To see this note that j^ B ( ) ? B ( )j = P n j=1 e i X j I(jX j j < B) P n j=1 I(jX j j < B) ? Ee i X I(jXj < B) EI(jXj < B)
n ?1 P n j=1 e i X j I(jX j j < B) ? Ee i X I(jXj < B) P(jXj < B) + n ?1 n X j=1 e i X j I(jX j j < B) n N ? 1 P(jXj < B) :
Let E be the set such that j^ B ( ) ? B ( )j < d=8; Let E 1n = fn ?1 P n j=1 jX j j < Kg, for K > EjX 1 j, then since X 1 has a moment generating function for t in an open interval containing 0, P(E 1n ) > 1 ? e ?c 0 n ; and in E 1n the right hand side of (3.13) is bounded by j ? 0 j2K d=8 if j ? 0 j d=(16K). Now choose 1 ; :::; L such that they are d=(32K) apart and centered in intervals I 1 ; :::; I L of length d=(32K) whose union covers ( ; Cn). Then L = O(n) so P(E 1n \ E 1 \ ::: \ E L ) > 1 ? e ?c 00 n :
Further 17 E n E 1n \ E 1 \ ::: \ E L ; so P(E n ) > 1 ? e ?cn :
Proof of Lemma 6: Otherwise, for some > 0 and any > 0 we can nd (1 ? )N of the j's with jX j j < B and j X j ? x ? 2k j for some integer k. So assuming without loss of generality that these are the rst ( 
Bounds for empirical moments and generating functions
The present section proves Lemma 1 and Lemma 2 and thereby provides a major part of the technical background for the proofs of the results in Section 2. Care must be taken to obtain the right rates of convergence in the bounds for the estimation error of moments of all orders, in particular in Lemma 7. Thus an application of Rosenthal's lemma (cf. Petrov, 1995, Section 2.3) instead of Lemma 7 would lead to a term of order (l + 1) n log n instead of l n log n in the exponent in 4.15, which would not su ce to prove the result.
In the multivariate case the problem of generalizing the univariate results is to establish the uniformity in the argument t of the empirical moment generating func-tion,m(t), since we cannot prove the simultaneous bound for the in nite sequence of mixed moments, analogous to Lemma 9 from the univariate case.
Univariate case
Throughout this section we let X 1 , . . . , X n be independent and identically distributed real random variables with moments m l for, at least, some integer values of l. The empirical moments are denoted
Lemma 7 Let l be a xed integer, p a xed even integer, and assume that jEX k i j ck! k ; k = 1; : : : ; lp; Proof: The proof of (4.2) is divided into three steps: rst the cumulants ofm l ?m l are bounded on the basis of (4.1); then the pth moment ofm l ? m l is bounded in terms of its cumulants, and nally a certain sum entering this expression is bounded.
The inequalities e ?k k k < k! k k ;
for any k 2 N, and k!=m! k k?m ;
for m < k, will be used frequently in the proof.
Step 1. Let k denote the kth cumulant ofm l ? m l . We now prove that from (4.1) we get j k j < n 1?k (lk)!~ k l ; 2 k p; which gives (4.4) when substituted into (4.5).
Step 2. Using the bounds just obtained for the cumulants, f k g, we continue to prove that Ejm l ? m l j p < p!~ p l l (l?1)p n ?p 2 p?2 G(n; p; m); Step 3. For the sum G(n; p; m) from (4.8) we now prove that G(n; p; m) < 1 2 pe p n np (l?1)p + (n=p) p=2 2 (l?1)p o (4.11) from which the result (4.2) follows immediately. To prove (4.11) observe rst that 1=m! < e m?m log m . Let u = m=p such that m log m = m log p + pu log u m log p ? pe ?1 ;
because the convex function u 7 ! u log u has a minimum equal to ?e ?1 at u = e ?1 for u > 0. Thus, G(n; p; m) < 1 ? e c 1 lr+n (l?1) logl e ?(1=2+ l ?l )n log n + e ?( l ? =2)n log n for suitable c 1 > 0. This proves the rst inequality of the lemma; the second follows easily. Lemma 2 trivially extends to a simultaneous bound for moments of order l = 1; : : : ; L by summing up the probabilities of failure for each l. The following lemma shows that a simultaneous bound holds for all moments, i.e. with L = 1. If > c 1 , the exponential factor expf?l( ? c 1 )n g will dominate the tail behavior of the sum, which will then behave like its leading term so that P L > 1 ? C 00 e L(c 1 ? )n +(log L)(L?1)n +L n ?r L n log n for some C 00 > 0. As n ! 1 the last term in the exponent becomes dominant, thus proving the result.
The rate constant l increases as l with l in Lemma 9. Thus, for higher order moments, Lemma 9 does not even prove convergence of the empirical moments with the given probability. However, the result is essentially the same as the one established in Lemma 8, which was not a simultaneous bound, and it is strong enough to obtain uniform bounds for the moment generating function and its derivatives as shown in the following lemma.
Lemma 10 Under the conditions of Lemma 9, for any C 0 > 0 and c > 0 there exist positive constants C 00 , C k , and , such that P jm (k) (t) ? m (k) (t)j < C k n ? 1 2 +d k ; k = 0; 1; : : : ; jtj < n ? > 1 ? C 00 e ?cn ; (4.19) where m (k) In the sequel we assume that the bounds for jm l (t)?m l (t)j obtained in Lemma 10
hold; this is true with the desired probability. Note that with the present choice of k s we get d k = k in Lemma 10.
Consider rst the case k = 0. For jtj < 0 n ? , jK(t) ? K(t)j = j logm(t) ? log m(t)j C 00 jm(t) ? m(t)j;
for some C 00 > 0, because m(t) converges uniformly to 1 in the range considered, and jm(t)?m(t)j converges uniformly to 0, because 1 < 1=2. Choosing C 0 in Lemma 10 su ciently small this proves the case k = 0. where L 2 N, v is xed with kvk = 1, and it is understood that the i j s may denote any of the coordinates. Note that Lemma 10 does not give this bound, because it only involves derivatives with respect to s, so other methods must be used. For notational convenience we take k = 2, i 1 = 1 and i 2 = 2 as an example. Let t = sv, and let m The rst sum only involves nitely many empirical mixed moments of X i1 , X i2 and v T X i , since m (l) any such moment may be written as a linear combination of moments of order l + 2 of all the univariate variables of the form u T X i with u T X i = X i1 X i2 v T X i v T X i with l + 2 vectors on the right hand side, see also Skovgaard (1990, Section 1.4 and equation (1.6) ). The number of vectors u arising in this way is 2 l+2 , their lengths do not exceed l + 2, and the coe cients are all f(l + 2)! 2 l+2 g ?1 in absolute value.
Hence, the estimation error for the mixed moments may be bounded as in Lemma 8 with their order l + 2 replacing l in the lemma, and the rst sum in (4.25) may be bounded as in the proof of Lemma 10 with a leading term of order n ?1=2+ 2 , or n ?1=2+ k for the more general case with a partial derivative of order k. where r is an even integer with r ? 2 < l + 2 r. Each of the three moments of the last expression is of order r and hence bounded in order of magnitude by maxf1; n ?1=2+ r g, using Lemma 8. Notice that we only use these bounds for the nite number of random variables consisting of the coordinates and v T X i , so a simultaneous bound applies with the desired probability. The second sum in (4.25) may now be bounded as in the proof of Lemma 9, because the bound for jm (l) 12 (0) ? m (l) 12 (0)j is of order n ?1=2+ r 1=r n ?1=2+ r 1=r n ?1=2+ r l=r = n ?1=2+ r (l+2)=r ;
or of order 1 for small values of r. Thus, the factor s l =l! ensures that the sum is nite and tends su ciently rapidly to zero to establish (4.24) for the special case with k = 2. Other cases are proved in exactly the same way.
29
We have now proved that (4.24) holds for any xed unit vector v and hence also simultaneous for any n m pre-selected unit vectors, for any m. To show that it then also holds with sv replaced by any t 2 R d within a range of the form ktk < n ? we rst note that the xed vectors may be chosen at equidistant angles such that t will be within a distance of order n ?m from a vector sv, where v is one of the pre-selected The transition of the estimation error for the moment generating function and its derivatives to that of the cumulant generating function and its derivatives follows the same lines as in the univariate case, for which this was the essential part of the proof of Lemma 1. We omit the details which involve notationally complicated relations between multivariate cumulants and moments; see for example, McCullagh (1987, Section 2.3). More terms occur in the expressions but only the orders matter, and they are given by the orders of the moments involved, exactly as in the univariate case.
