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Abstract
The AdS/CFT correspondence is one of the most important discoveries in theoretical physics in
recent years. It states that certain quantum mechanical theories can actually be described by
classical gravity in one higher dimension, in a spacetime called anti-de Sitter (AdS) space. This
means that to compute any measurable quantity in the quantum theory, we can instead do a
computation in classical general relativity, and vice versa. What makes this duality so useful is
that it relates theories with weak coupling to theories with strong coupling and thus provides a new
tool for tackling strongly coupled quantum field theories, which are notoriously difficult to handle
using conventional methods. Originally discovered in the context of string theory, this duality
has now found a wide range of applications, from condensed matter physics to high temperature
plasmas in quantum chromodynamics (QCD).
During the course of my PhD I have mostly studied time dependent processes, in particular
thermalization processes, in quantum field theories using the AdS/CFT correspondence. On the
gravity side, this is dual to dynamical formation of black holes from the collapse of matter fields.
By studying the gravitational collapse process in detail, we can then draw conclusions about the
dynamical formation of a thermal state in the dual quantum field theory. Certain quantum field
theories (such as QCD) enjoy a property called confinement, which in the case of QCD states that
quarks can not be isolated. Using mostly numerical methods, I have studied how confinement
affects thermalization in quantum field theories. We found that sometimes the system never
thermalizes and field theory observables undergo interesting quasiperiodic behaviour. In another
line of research, I have studied formation of black holes in three dimensions which due to the
simplified nature of three-dimensional gravity can be done using analytical methods. This has led to
the discovery of new solutions of three-dimensional gravity corresponding to the formation of black
holes without spherical symmetry, which can provide a deeper understanding of thermalization in
two-dimensional quantum field theories. In a third line of research, I have studied higher spin
gravity in three dimensions, an exotic extension of three-dimensional gravity which includes fields
with spin higher than two, and we outline a new method to construct black hole solutions carrying
higher spin charge.
i
Samenvatting
De AdS/CFT dualiteit is een van de belangrijkste ontdekkingen in de theoretische natuurkunde van
de laatste jaren. Ze zegt dat sommige kwantummechanische theoriee¨n kunnen worden beschreven
door klassieke zwaartekracht in een hogere dimensie, in een ruimtetijd genaamd anti-de Sitter
(AdS) ruimte. Dit betekent dat om een meetbare grootheid in de kwantumtheorie te berekenen,
we ook een berekening in de klassieke algemene relativiteitstheorie kunnen doen. Wat deze dualiteit
zo praktisch maakt is dat ze sterk gekoppelde theoriee¨n en zwak gekoppelde theoriee¨n relateert en
daarom een nieuw hulpmiddel biedt voor het behandelen van sterk gekoppelde kwantumveldenthe-
oriee¨n, die erg moeilijk met traditionele methoden te behandelen zijn. Hoewel ze oorspronkelijk
ontdekt werd in de context van snaartheorie, heeft deze dualiteit nu vele toepassingen gevonden,
van de fysica van gecondenseerde materie naar hoge-temperatuursplasma in kwantumchromody-
namica (QCD).
Tijdens mijn doctoraatsonderzoek heb ik tijdsafhankelijke processen, voornamelijk thermal-
isatieprocessen, in kwantumveldentheoriee¨n bestudeerd door de AdS/CFT dualiteit te gebruiken.
In de zwaartekrachtbeschrijving komt dit overeen met de vorming van zwarte gaten door het in-
storten van materievelden. Door de gravitationele ineenstorting in detail te bestuderen, kunnen
we conclusies trekken over de vorming van een thermische toestand in de kwantumveldentheorie.
Sommige kwantumveldentheoriee¨n (zoals QCD) hebben een eigenschap genaamd confinement, die
voor QCD betekent dat quarks niet ge¨ısoleerd kunnen worden. Door vooral numerieke methoden,
heb ik bestudeerd hoe confinement een invloed heeft op thermalisatieprocessen in kwantumvelden-
theoriee¨n. We hebben ontdekt dat in sommige gevallen het systeem nooit thermaliseert en de
observabelen in de kwantumveldentheorie quasiperiodiek gedrag ervaren. In een andere onderzoek-
slijn heb ik de vorming van zwarte gaten in drie dimensies bestudeerd, wat door de vereenvoudigde
aard van driedimensionale zwaartekracht mogelijk is met analytische methoden. Dit heeft geleid
tot de ontdekking van nieuwe oplossingen in driedimensionale zwaartekracht, corresponderend met
de vorming van zwarte gaten zonder sferische symmetrie, wat tot een dieper begrip kan leiden
van thermalisatieprocessen in tweedimensionale kwantumveldentheoriee¨n. In een derde onderzoek-
slijn, heb ik hogere-spin-zwaartekracht bestudeerd, een exotische uitbreiding van driedimensionale
zwaartekracht die velden met spin hoger dan twee bevatten, en heb ik nieuwe methoden gevonden
om zwarte gaten met hogere-spin-lading te construeren.
ii
Re´sume´
La correspondence AdS/CFT est parmi les de´couvertes les plus importantes dans la physique
the´orique des anne´es re´centes. Elle declare que quelques the´ories me´canique quantique peuvent
en fait eˆtre de´crites par la gravite´ classique dans une plus haute dimension, dans un espace-temps
qui s’appele l’espace anti-de Sitter (AdS). Cela signifie que, pour calculer une quantite´ mesurable
dans la theorie´ quantique, on peut plutoˆt utiliser la the´orie de la relativite´ ge´ne´rale, et vice versa.
Ce qui rend cette dualite´ si utile est qu’elle relie des the´ories ayant une interaction forte avec
les the´ories ayant une interaction faible. Par conse´quent, elle fournit un nouveau moyen pour
traiter les the´ories quantiques des champs fortement couple´es, qui sont difficiles a` resoudre avec
les me´thodes traditionelles. Bien que cette correspondence ait e´te´ de´couverte dans le cadre de
la the´orie des cordes, elle a trouve´ plusieurs applications dans differents domaines en physique,
par example en physique de la matie`re condense´e et dans des plasmas a` haute tempe´rature de la
chromodynamique quantique (QCD).
Au cours de mon doctorat, j’ai e´tudie´ des processus de´pendants du temps, en particulier des
processus thermalisation, dans des the´ories quantiques des champs en utilisant la correspondence
AdS/CFT. Du coˆte´ gravitationnel, ils sont de´crits par la formation d’un trou noir issu du collapsus
gravitationnel des champs de matie`re. En e´tudiant cette solution en de´tail on peut en tirer des
conclusions sur le processus de thermalisation dans la the´orie quantique. En particulierement, j’ai
utilise´ cette me´thode pour e´tudier des the´ories qui posse`dent une proprie´te´ appele´e confinement.
Cette proprie´te´ dit essentiellement que les quarks (ou d’autre particules elementaires) ne peuvent
pas eˆtre isole´s, et QCD est l’example le plus connu. Nous avons trouve´ que parfois le syste`me ne
thermalise pas et les observables peuvent subir des oscillations dans une e´chelle de temps longue.
Dans une autre ligne de recherche, j’ai e´tudie´ la formation des trous noirs en trois dimensions par
collision de particules ponctuelles. En raison de la nature simplifie´e de la gravite´ tridimensionnelle,
on peut l’e´tudier avec des me´thodes analytiques. Cette recherche a donne´ lieu a` la de´couverte de
nouvelles solutions de la gravite´ tridimensionelle qui correspondent a` la formation de trous noirs
sans syme´trie sphe´rique. Ces solutions peuvent donner plus de compre´hension a` thermalisation
dans des the´ories bidimensionnelles des champs conformes. Dans une troisieme ligne de recherche,
j’ai e´tudie´ la gravite´ de spin e´leve´ en trois dimensions, une extension exotique de la gravite´ qui
inclut des champs avec un spin supe´rieur a` deux, et nous avons trouve´ une nouvelle me´thode pour
construire les solutions des trous noirs qui posse`dent une charge de spin e´leve´.
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Introduction
One of the most important unsolved problems in theoretical physics is that of understanding how
the theory of gravity fits in with the formalism of quantum mechanics, a field known as quantum
gravity. They are both highly successful theories in their regimes of validity. Quantum mechanics,
and quantum field theory, has been remarkably successful in describing phenomena in condensed
matter physics, atomic physics, nuclear physics and high energy collisions like those in the Large
Hadron Collider (LHC). In particular, quantum field theory can explain three of the four fun-
damental forces: the strong, the weak and the electromagnetic force, and describes all measured
elementary particles in a framework known as the standard model. The common denominator is
that these phenomena all take place at very small length scales. General relativity deals with the
fourth fundamental force, gravity. It is also a remarkably successful theory, explaining deviations
from its predecessor Newtonian gravity to planetary motion and gravitational lensing, providing
accurate descriptions of large scale features of the universe and predicting the existence of gravita-
tional waves. The phenomena typically described by general relativity happen on very large length
scales.
However, at extremely high energies, or equivalently at extremely small length scales (approxi-
mately ∼ 10−35 meters, a length scale known as the Planck length), the quantum nature of gravity
is expected to become important. One of the most successful candidates for describing quantum
gravity is string theory, a theory which postulates that all elementary particles are composed of
small string-like objects. String theory has been very successful in putting all fundamental forces
on an equal footing and both general relativity (the theory of gravity) and gauge theories (which
are the basic building blocks of the standard model) follow naturally from the spectrum of these
quantum strings. However, there are still many outstanding problems, such as the lack of a funda-
mental definition of the theory (essentially only the perturbation theory is known), the prediction
of the existence of supersymmetry (a symmetry which has not been verified experimentally) and
the fact that we are not able to carry out experiments at the Planck scale and thus it is very hard
to verify or falsify the theory. The sheer number of different theories that can be constructed from
string theory (estimates range between 1010 and 10500 different four-dimensional theories obtained
from string theory) is also troubling since it reduces the predictive power of the theory and it seems
impossible to derive the parameters in the Standard Model without making additional assumptions.
However, in the late 1990s, a new surprising application of string theory was discovered [1]. By
considering different limits of string theory close to certain extended objects known as branes, a
remarkable duality between a string theory and a certain four dimensional supersymmetric Yang-
Mills theory could be derived. This duality, known as the AdS/CFT correspondence, has been the
focus of an intense research program over the last two decades. The name comes from the fact
that the string theory lives in a space known as anti-de Sitter (AdS) space, which is a solution
to Einstein’s equations with a negative cosmological constant, and the dual Yang-Mills theory is
a conformal field theory (CFT), meaning it enjoys (super) conformal invariance. One of the most
important features of this duality is the fact that it relates strong coupling on one side to weak
coupling on the other side which makes it useful since it may relate hard problems on one side
to easier problems on the other. The duality has been mostly used in the limit where the string
theory has weak coupling and high string tension, for which it reduces to classical (super) gravity.
This is then dual to a Yang-Mills theory in the strong coupling regime, which is famous for being
a very difficult regime to deal with using traditional methods in quantum field theory. After the
initial example by Maldacena, many other similar dualities have been conjectured.
vi
One of the most difficult questions to study in quantum field theory is that of dynamics and
time-dependent processes. In particular, at finite temperature it is not even clear how to formulate
time-dependent setups. However, these problems become conceptually very easy in view of the
AdS/CFT correspondence, where dynamics just amounts to solving the time-dependent Einstein’s
equations and dynamics at finite temperature corresponds to dynamical solutions including black
holes. In practice however, this is easier said than done since Einstein’s equations (being non-linear
partial differential equations) can be quite cumbersome to solve and one must often resort to so-
phisticated numerical tools to handle any problems that do not enjoy a large degree of symmetry.
The main focus of this thesis will be to study dynamical processes (in particular the formation of
black holes) in AdS, with applications to dynamics in quantum field theories. In particular, we
will study dynamics in confining field theories by using the AdS/CFT correspondence. Although
we will not make comparisons with experiments, this can have potential applications to quantum
chromodynamics (QCD), the theory for the strong nuclear force, since it is a confining theory at low
temperatures. We will also study black holes and black hole formation in three-dimensional gravity
theories with potential applications to dynamics in two-dimensional conformal field theories. The
discussions will mostly focus on constructing solutions corresponding to black hole formation in
AdS (and other asymptotically AdS spacetimes), but we will also relate our gravity computations
to field theory quantities by using the AdS/CFT correspondence.
The outline of the thesis is as follows. In Chapter 1 we review the AdS/CFT correspondence
and previous well known results, focusing on topics relevant for this thesis such as confining mod-
els and time dependence. This chapter barely contains any new results. In Chapter 2 we study
dynamics in confining field theories using holographic methods. This chapter is based on [2] and
[3]. In Chapter 3 we study black hole formation in three-dimensional gravity, focusing on the
interesting process where a black hole forms from collisions of pointlike particles. This chapter
is based on [4] and [5]. In Chapter 4 we study black holes (and other solutions) in an extension
of gravity known as higher spin gravity, which in our case will be a theory of gravity coupled to
a spin-3 field. This chapter is based on work in progress together with Andrea Campoleoni and
Xavier Bekaert. We end with some general conclusions in Chapter 5. The different chapters can
be read more or less independently and references between different chapters will be minor and
not crucial for understanding the content.
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Chapter 1
Aspects of the AdS/CFT
correspondence
The AdS/CFT correspondence is one of the most successful applications of string theory, and
arguably one of the most important discoveries in theoretical physics in recent years. It states
the equivalence of two very different physical theories, a gravitational theory and a quantum field
theory, and provides a framework for using one of them to make predictions about the other.
Moreover, the duality between the two theories is strong-weak, meaning that it relates the strong
coupling sector of one theory to the weak coupling sector of the other, and vice versa. This is
extremely useful, since this means in general that difficult calculations in one theory are mapped
to easy calculations in the other theory. In particular, it allows us to make statements about
strongly coupled quantum field theories by doing calculations in classical gravity.
To be more precise, the AdS/CFT correspondence relates (quantum) gravity in anti-de Sitter
(AdS) space in d + 1 dimensions, to a certain (conformal) field theories in d dimensions on the
boundary of AdS. The first example of such a duality was discovered by Juan Maldacena [1], and
related supergravity in AdS5 × S5 to a supersymmetric Yang-Mills theory in 3+1 dimensions.
Although the most well established examples of the correspondence include high degrees of su-
per and conformal symmetry, dualities between theories that break these symmetries have also
been constructed. Moreover, the duality is also often used to construct phenomenological models
to describe condensed matter systems or hydrodynamical processes, even though the theoretical
foundations of the applicability of the duality in these cases is less reliable.
We will in this section review the basics of the AdS/CFT correspondence, focusing on aspects
relevant for the other chapters in this thesis. We will first quickly review anti-de Sitter space and
conformal field theory. Then we will sketch the derivation of the first example of the duality. After
that we will explain how to relate the different quantities on the two sides of the duality. We will
then go to more specialized topics of relevance to this thesis, such as confining holographic models
as well as time dependence and black hole formation.
1.1 Anti-de Sitter space and black hole solutions
Anti-de Sitter (AdS) space is the maximally symmetric solution to Einstein’s equations with a cos-
mological constant. It can be defined, in d+1 dimensions, by an embedding in a d+2 dimenssional
space with two time coordinates, via the equation
−X21 −X22 +
d+2∑
i=3
X2i = −L2, (1.1)
where L is called the AdS radius. The resulting spacetime is a solution to Einstein’s equations
with cosmological constant given by
Λ = −d(d− 1)
2L2
. (1.2)
2
There are two important coordinate systems used to parametrize AdS, called respectively global
coordinates and Poincare´ coordinates. The global coordinate system, as the name suggests, covers
all of AdS, while Poincare´ coordinates only cover a submanifold called the Poincare´ patch. We will
review both coordinate systems below.
Another important family of solutions are spacetimes that are asymptotically AdS. This essen-
tially means that they have a boundary that looks like the boundary of AdS, although they are
not necessarily equivalent to AdS everywhere. Asymptotically AdS spacetimes are really the type
of spacetimes one considers in the AdS/CFT correspondence, not just pure AdS geometries. With
further abuse of notation, we will frequently refer to the boundary of an asymptotically AdS
boundary just as the AdS boundary, even though the spacetime is not equivalent to AdS globally.
A solution can be asymptotic to either global AdS or to Poincare´ AdS, and it will be obvious from
context which one is meant.
A notable example of asymptotically AdS spacetimes are AdS black branes and AdS black holes,
which we will also describe in this section. These are asymptotically AdS solutions which contain
a region which is causally disconnected from the boundary, and the boundary of this region is
referred to as the event horizon. We may have black hole solutions that are either asymptotically
Poincare´ AdS or asymptotically global AdS. The former are often referred to as black branes since
they are translationally invariant solutions (but note that sometimes they are also referred to as
just black holes), while the latter have event horizons enjoying spherical symmetry. For simplicity
we will here only look at static black holes without angular momentum. Note also that there
exists many other black hole solutions, for example black holes charged under some other gauge
field, which would then solve Einstein’s equations coupled to matter and not the vacuum Einstein
equations.
Black holes can be characterized in terms of the mass, or equivalently in terms of the temper-
ature. The concept of a temperature comes originally from the discovery by Stephen Hawking [6]
that black holes radiate with a spectrum equivalent to that of a black body (thus the temperature
is often referred to as the Hawking temperature). This computation is relatively involved and
requires the quantization of a field in curved spacetime. There is however a much easier way to
obtain the temperature of black holes. One simply considers the black hole in Euclidean signature
(replacing the time coordinate t via the relation τ = it), and enforces regularity at the horizon.
This will force the time coordinate τ to be periodic as τ ∼ τ + β (or otherwise there will be a
conical singularity at the horizon), and one simply identifies the temperature as T = 1/β. This
identification is even more natural from the interpretation of the AdS/CFT correspondence, where
it corresponds to looking at the boundary field theory in Euclidean signature, for which it is natural
that periodicity in Euclidean time should correspond to a thermal state.
Poincare´ coordinates
The Poincare´ coordinates are obtained by parametrizing AdS by
X1 =
L2
2r
(1 +
r2
L4
(L2 + ~x2 − t2)),
X2 =
r
L
t,
Xi =
r
L
xi, i ∈ {3, . . . , d+ 1},
Xd+2 =
L2
2r
(1− r
2
L4
(L2 − ~x2 + t2)). (1.3)
The metric takes the form
ds2 = − r
2
L2
dt2 +
L2
r2
dr2 +
r2
L2
d~x2, (1.4)
with the AdS boundary located at r →∞. The boundary takes the form Rd. Another convenient
choice of coordinates can be obtained by defining z = L2/r, for which the metric becomes
ds2 =
L2
z2
(−dt2 + dz2 + d~x2) , (1.5)
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for which the boundary is at z → 0. The AdS radius L in these coordinates plays no significant
role and can often be set to one. What we mean by this statement is that if we solve Einstein’s
equations (coupled to matter) with Poincare´ AdS as boundary condition for the metric, the AdS
radius can be scaled out by rescaling the metric (and rescaling eventual coupling constants for
the matter fields). Thus it is enough to solve the equations for L = 1 and then all solutions with
different L can be obtained from this result. This statement is not true for solutions with global
AdS as boundary condition.
The black brane solutions are black holes that extend in d − 1 dimensions and are asymptoti-
cally AdS. They also solve the vacuum Einstein equations with negative cosmological constant and
can described by the metric
ds2 = − r
2
L2
dt2(1− M
rd
) +
L2
r2
dr2(1− M
rd
)−1 +
r2
L2
d~x2, (1.6)
for a constant M . These solutions have an event horizon at r = M1/d, which is the reason why
they are called black branes. Note that we can now rescale our coordinates such that the black hole
horizon is equal to one, and thus in Poincare´ coordinates there does not exist any classification of
black branes as small or large (note that there is even no meaning in comparing the event horizon
to the AdS radius). An implication of this fact is that arbitrarily small spherically symmetric
time dependent perturbation of AdS will always result in the formation of a black brane. The
temperature can be computed by considering the metric around the horizon in Euclidean signature.
By defining ρ2 = (r − rh)drh/L2 the metric around the horizon takes the form
ds2 ≈ 4L
4
d2r2h
dρ2 + ρ2dτ2 + . . . . (1.7)
This is essentially the same as flat space in polar coordinates, has a conical singularity unless τ is
periodic with a specific periodicity. The periodicity β then gives the temperature as
T =
drh
4piL2
. (1.8)
Many interesting applications of the AdS/CFT correspondence are to translationally invariant
systems and thus asymptotically Poincare´ AdS spacetimes are most often used for applications
(such as to condensed matter systems or the quark gluon plasma). Will use these coordinates
when studying dynamics in confining holographic models in Chapter 2. On the other hand, if one
is interested in applications to field theories defined on a sphere, one should consider spacetimes
that asymptotes to global AdS as described next.
Global coordinates
The global coordinates are obtained by for instance the parametrization
X1 = L coshχ cos t,
X2 = L coshχ sin t,
Xi = Lxi sinhχ,
d+2∑
i=3
x2i = 1. (1.9)
The xi parametrize a sphere of dimension d − 1 with line element dΩ2d−1. The metric then takes
the form
ds2 = L2(− cosh2 χdt2 + dχ2 + sinh2 χdΩ2d−1). (1.10)
The (conformal) boundary, located at χ→∞, takes the form R× Sd−2. The time coordinate t is
now periodic with period 2pi, but to avoid closed timelike curves we can “unwrap” this coordinate
and AdS is usually defined as such. By defining the coordinate r = L sinhχ, the metric can be
written in the form
ds2 = −(1 + r
2
L2
)dt2 +
1
1 + r
2
L2
dr2 + r2dΩ2d−1. (1.11)
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Note also that for large r the metric approaches that of Poincare´ patch AdS. Contrary to the
Poincare´ coordinates, in global coordinates the AdS radius plays an important role and sets a
relevant length scale. Thus black hole solutions, which are now asymptotically global AdS, can be
classified as small or large, depending on how the size (event horizon) compares to the AdS radius
(recall that this is not possible for the AdS black branes). The black hole solutions have the metric
ds2 = −
(
1 +
r2
L2
− M
rd−2
)
dt2 +
1
1 + r
2
L2 − Mrd−2
dr2 + r2dΩ2d−1, (1.12)
with an event horizon located at the solution of 1 + r
2
L2 − Mrd−2 = 0. It is possible to obtain
the Poincare´ patch AdS black branes by sending r → ∞ while rescaling M appropriately. Note
also that an AdS black hole looks like a standard Schwarzschild black hole in flat space. The
temperature can be computed in exactly the same way as for the black brane. By considering the
metric close to the horizon rh, we obtain
ds2 ≈ (r − rh)
(
d
rh
L2
+ (d− 2) 1
rh
)
dτ2 +
1
(r − rh)
(
d rhL2 + (d− 2) 1rh
)dr2 + . . . , (1.13)
and by identifying the periodicity of τ that results in a smooth geometry without a conical singu-
larity, we obtain the temperature as
T =
d rhL2 + (d− 2) 1rh
4pi
. (1.14)
Note that this results in (1.8) when rh → ∞. It is interesting to note that there are qualitative
differences between small and large black holes in global AdS, for instance the temperature has a
minimum at rh = L
√
(d− 2)/d and thus small black holes will have a negative specific heat (defined
as the rate of change of the temperature as a function of the mass M). Interestingly, it has also
been shown that small black holes suffer from a so-called Gregory-Laflamme instability [7], if we
consider them as solutions of 10-dimensional supergravity [8, 9]. This is related to the so-called
correlated stability conjecture [10, 11], which states precisely that thermodynamic instabilities and
dynamical instabilities should be correlated (but there are counterexamples to this conjecture, see
for instance [12, 13, 14]). Dynamical instabilities of higher dimensional black holes is a whole
research in itself, and we will not comment further on this topic.
1.2 Conformal field theory
In this section we will briefly review some of the aspects of conformal field theory that will be
relevant for this thesis. Conformal symmetry is a symmetry that generalizes scale invariance.
More precisely, a theory possessing scale invariance is invariant if we rescale all our coordinates
as ~x → λ2~x. This would obviously rescale the metric of the theory as gµν → λ2gµν . A conformal
transformation on the other hand is a coordinate transformation that will rescale the metric by a
factor that depends on location, namely by
gµν(x)→ λ2(x)gµν(x). (1.15)
In particular, conformal transformations will preserve angles, and in two dimensions (in Euclidean
signature) they coincide with the holomorphic (analytic) maps in complex analysis. Conformal
invariance obviously implies scale invariance, and while the converse is not true in general, in
many cases scale invariance plus some additional information (for example unitarity and Lorentz
invariance) implies conformal invariance. The conformal group (for d > 2) is generated by the
generators
Mµν ≡ i(xµ∂ν − xν∂µ),
Pµ ≡ −i∂µ,
D ≡ −ixµ∂µ,
Kµ = i(x
2∂µ − 2xµxν∂ν). (1.16)
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Figure 1.1: A special conformal transformation in two dimensions.
where Mµν generate Lorentz transformations, Pµ generate translations, D generates dilatations
(scalings) and Kµ generates so-called special conformal transformations (which consists of an in-
version, followed by a translation and then an inversion again). An illustration of a special con-
formal transformation is shown in Figure 1.1 This group is isomorphic to SO(2, d) (in Euclidean
signature it would instead be isomorphic to SO(1, d+1)). In two dimensions, these generators only
generate a part of the total symmetry group. This subgroup is called the global subgroup since it
is formed by generators that are well-defined in the whole plane (including the point at infinity).
In two dimensions, the symmetry group is larger and consists of (two copies of) the Virasoro group
which is infinite dimensional. In Euclidean signature, we can formulate the theory in terms of two
complex coordinates z and z¯ and the conformal group in two dimensions coincides with the set
of holomorphic and antiholomorphic transformations z → f(z), z¯ → f¯(z¯). The infinite number of
generators of the Virasoro group are related to the expansion coefficients of the Laurent expansion
of the functions f and f¯ . The first hint for the AdS/CFT correspondence comes from matching the
symmetries on both sides, and for d > 2 the conformal symmetry group is exactly the same as the
isometry group of AdSd+1. For three-dimensional asymptotically AdS spaces, the isometry group
can be extended to an asymptotic symmetry group (the group of transformations that preserve
the asymptotic AdS3 form of the metric) which turns out to be exactly the same as the full confor-
mal symmetry group in two dimensions [15]. This will be explained in further detail in Section 4.1.1.
A conformal field theory (CFT) is a (quantum) field theory (QFT) that is invariant under confor-
mal transformations. Conformal field theory has numerous applications, not only in high energy
physics and string theory where for instance the two-dimensional worldsheet in string theory is
described by a CFT, but also in condensed matter systems close to phase transitions. CFTs are
often specified and studied by the set of operators present in the theory without necessarily refer-
ing to an action principle. The operators are then related to each other via the operator product
expansion (OPE), which dictates how the product of two fields behaves when they are brought
close to each other. Due to the high degree of symmetry, many questions have universal answers.
In particular, two- and three-point functions are almost completely fixed by conformal invariance.
For example, the two-point function of two operators O1 and O2 are given by
〈O1(x1)O2(x2)〉 = C δ∆1,∆2|x1 − x2|2∆1 , (1.17)
where C is an overall constant and ∆1 and ∆2 are the scaling dimensions of the operators. The
scaling dimension ∆ of an operator O is determined by its transformation under a dilatation (each
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operator will transform according to some representation of the conformal group which can then
be labeled by its eigenvalue under the dilatation operator). Under a scaling x′ = λx, the operator
transforms as
O′(x′) = λ−∆O(x). (1.18)
The scaling dimension of an operator will be related to the boundary behaviour of bulk fields in
the AdS/CFT correspondence.
In a CFT there is also an important class of operators called primary operators. They are defined
by the fact that they are annihilated by all lowering operators of the conformal algebra. Operators
obtained by acting with raising operators on a primary operator are known as descendants, and
any operator in a (unitary) CFT can then be formed as linear combinations of descendants and
primaries. In two dimensions, under a conformal transformation characterized by two functions f
and f¯ , a primary operator transforms as
O′(f(z), f¯(z¯)) = (f ′(z))−h(f¯ ′(z¯))−h¯O(z, z¯), (1.19)
where h and h¯ are called the conformal weights of the operator. Thus we see that the scaling
dimension is given by ∆ = h+ h¯, while s = h− h¯ is called the spin of the operator (since it is the
eigenvalue under a rotation).
In many examples of the AdS/CFT correspondence, the dual field theory has superconformal sym-
metry, which means that on top of conformal symmetry there is also supersymmetry, a symmetry
that mixes bosonic and fermionic degrees of freedom. This symmetry is a natural consequence
of the fact that all consistent string theories are supersymmetric and supersymmetry has been
proposed as a candidate for solving several problems in the standard model of particle physics
(although it has yet to be discovered in nature). We will not discuss supersymmetry in any detail
in this thesis.
1.3 Obtaining the duality from string theory
In this section we will review the original example of the AdS/CFT correspondence, which was first
discovered by Juan Maldacena [1, 16]. It states that type IIB superstring theory in AdS5 × S5 is
dual to N = 4 SU(N) SYM theory in 3+1 dimensions, in certain limits that we will clarify below.
N = 4 SU(N) SYM stands for a supersymmetric Yang-Mills theory with gauge group SU(N), in
four dimensions and with maximal supersymmetry. As the name suggests, it has four supercharges1
and supersymmetry completely determines the action of the theory. In the strongest version of
the correspondence, the duality holds for all parameters of the two theories. In a weaker version,
the duality only holds in the limit of large N (which corresponds to small string coupling gs). The
weakest version of the correspondence states that the two theories are equal for large N and large
’t Hooft coupling λ = g2YMN where gYM is the coupling of the gauge theory (this corresponds to
small string coupling gs and the high tension limit T ∼ 1/
√
`s → ∞). This is the version that is
most commonly used (and will be in this thesis) since the string theory side reduces to classical
gravity. The derivation of this duality relies on taking a certain low energy limit of string theory
in the presence of so-called Dp-branes, and we will review all relevant concepts below. There are
now many more examples of similar dualities derived by taking limits of different setups in string
theory. For more information about string theory in general, see for instance [17, 18, 19, 20, 21].
1.3.1 String theory
String theory is based on the idea that elementary particles are actually not pointlike particles, but
rather tiny vibrating strings. Quantizing the vibrations of the string then gives rise to a discrete
spectrum of vibrations, and these different modes will then correspond to different elementary par-
ticles (or different quantum fields) in the low energy effective description where the string theory
reduces to a field theory and the strings look pointlike. Replacing fundamental particles by strings
1There are four supercharges if we count the number of spinors, but the number of real supercharges (spinor
components) is 16.
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is motivated partly by the goal to reconcile quantum physics and the standard model with general
relativity, and one of the most successful aspects of string theory is that the graviton naturally
appears in the spectrum of string vibrations, along with other basic building blocks in the stan-
dard model such as spin-1/2 fermions and spin-1 vector bosons. The perturbative expansions in
Feynman diagrams in (Euclidean) quantum field theory are replaced in string theory as a sum over
different topologies of a string’s worldsheet, which is one of many examples where a concept in
quantum field theory or gravity attains a new interesting geometrical description in string theory.
The different worldsheet topologies are weighted by g−χs where gs is the string coupling constant
(determining the strength of interactions between strings) and χ is the Euler characteristic of the
worldsheet (related to the genus by χ = 2 − 2g). Thus the lowest order corresponds to a string
worldsheet with the topology of a sphere and the next order consists of worldsheets with the topol-
ogy of a torus. In the quantum field theory limit, the number of handles g corresponds to the
number of loops in the Feynman diagrams.
The dynamics of a (bosonic) string is governed by the Polyakov action
S =
T
2
∫
d2x
√−hhabgαβ∂aXα∂bXβ , (1.20)
where a, b are indices for the coordinates parametrizing the string’s two-dimensional worldsheet,
and Xα are the coordinates of the spacetime where the string propagates. The dynamical fields
living on the string worldsheet are the metric hab and the scalars X
α, and T = 1/2piα′ is a
parameter known as the string tension. The parameter α′ is the only dimensionful parameter in
string theory, and is often instead written in terms of the string length `s =
√
α′. By computing
the equations of motion and solving for hab, we obtain the Nambu-Goto action
S =
T
2
∫
d2x
√
−dethab, (1.21)
where hab = ∂aX
α∂bX
βgαβ is now the induced metric on the worldsheet. This action might look
more familiar since it just computes the area of the string’s worldsheet. Classically, these two
actions are the same, but at a quantum level this is no longer guaranteed and the Polyakov action
is preferred since it is much easier to quantize. Quantizing the Polyakov action then gives rise
to different quantum states of the string, which are interpreted as different elementary particles.
Note that these actions describe bosonic string theory, but for consistency one must add fermionic
coordinates to the worldsheet and such theories are referred to as super string theories. There are
currently five known consistent string theories, which all include some degrees of supersymmetry
and only exist in 10 dimensions (a bosonic string theory exists in 26 dimension but suffers from
an instability triggered by negative mass modes in the string spectrum). The particular string
theory that we will focus on, which is often used in model building in the context of AdS/CFT and
cosmology, is type IIB string theory. Another important property distinguishing different strings is
if they are open or closed. Open strings will have either Neumann or Dirichlet boundary conditions
at the endpoints of the string, and closed strings will have periodic boundary conditions, and they
result in different quantum fields (different particles) in the low energy effective description.
1.3.2 D-branes
Another important object in string theory are so-called Dp-branes, which are objects extending
in p (spatial) dimensions. The defining property of D-branes are that these are surfaces on which
the open strings can end. The open string will then have Dirichlet boundary conditions in the
directions perpendicular to the brane, and Neumann boundary conditions in the directions parallel
to the brane (in which the endpoints move freely). The open strings attached to the brane may
interact with closed strings which are not confined to the brane, for instance two open strings may
collide and merge to a single closed string which then is free to leave the world volume of the
brane. Equivalently, closed strings may be absorbed on the brane and decay into open strings.
We may also have open strings that stretch between different D-branes. The strong coupling low
energy description of Dp-branes is believed to be extended solitonic solutions in supergravity, called
extremal p-branes, which we will describe next.
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1.3.3 Relation to supergravity
The closed string spectrum consists of a set of massless and massive modes. All the massive modes
have a mass proportional to 1/
√
α′, and thus when taking the low energy limit, equivalent to tak-
ing α′ → 0, all massive modes will decouple and the effective theory thus corresponds only to the
massless part of the spectrum. When taking this limit, the strings (which are extended objects)
will reduce to pointlike objects and the effective theory one obtains from the five different consis-
tent string theories coincide exactly with the five known anomaly free supergravity theories in 10
dimensions. The extra fermionic fields will not be important in this thesis, but supersymmetry
also constrains the bosonic part of the supergravity action. Likewise, when taking the low energy
limit of open strings attached to a D-brane, we end up with a supersymmetric field theory living on
the brane. Moreover, if we consider a string propagating in a curved background, it can be shown
that the beta function vanishes if and only if the background satisfies the supergravity equations
of motion. The beta function must vanish for a theory with conformal symmetry, and since the
conformal symmetry on the worldsheet is interpreted as a gauge symmetry and thus has to hold
at the quantum level we conclude that the background must satisfy the supergravity equations of
motion for consistency.
For type IIB supergravity (in ten dimensions), which is the α′ → 0 limit of type IIB string theory,
the bosonic field content is the metric gµν , a scalar φ, an antisymmetric tensor Bµν and three gauge
potentials C(0), C
(2)
µν and C
(4)
µνρσ which are tensors of rank 0, 2 and 4 respectively. Supersymmetry
requires that C(4) is self dual, namely that F = ∗F where Fµνρσδ = ∂[µC(4)νρσδ]. There are natural
objects in supergravity that couple to these gauge potentials, known as black p-branes. These are
solutions of the supergravity equations of motion and are natural extensions of black holes that
extend in p spatial dimensions. A black p-brane can carry charge under a (p + 1)-form, and thus
in type IIB supergravity there are black 1-branes and 3-branes. This is analogous to the standard
electric charge for black holes in four dimensions. There is generically a bound on the charge in
terms of the mass of the black brane derived from enforcing absence of a naked singularity, and
black branes saturating this inequality are called extremal. One of the fundamental hypotheses
in string theory (and crucial for the derivation of the AdS/CFT correspondence) is that extremal
black p-branes in supergravity are the same as Dp-branes in string theory.
1.3.4 Obtaining the correspondence
We are now ready to sketch the derivation of the correspondence between N = 4 SYM and super-
gravity in AdS5 × S5. The starting point is a stack of N D3-branes in ten-dimensional type IIB
super string theory. By describing the low energy limit of this setup both from the point of view
of D3-branes in string theory, and from the point of view of extremal 3-branes in supergravity, one
may motivate the desired duality.
We thus start with the viewpoint of N D3-branes extending in the directions x1, x2, x3 as well
as time t, while the other transverse coordinates are y1, . . . , y6. The action of the full system can
be described as
S = Sbulk + Sbrane + Sint, (1.22)
where Sbulk is the action for the closed strings outside the brane, Sbrane is the action describing
the dynamics of the open strings on the branes (where an open string generically stretch between
different D-branes) and Sint is the interaction between the two. When taking the low energy limit,
α′ → 0, the bulk theory reduces to type IIB supergravity and the brane theory reduces to N = 4
SYM with gauge group SU(N). Moreover, for the interaction term we have Sint ∼ gsα′2 where
gs is the string coupling constant. Thus in the low energy limit the two theories decouple and we
obtain both ten-dimensional type IIB supergravity as well as the N = 4 SYM theory.
From the other point of view, the N D3-branes can be interpreted as an extremal 3-brane charged
under the potential C(4). The solution takes the form [22]
ds2 = H−1/2dx2‖ +H
1/2(dr2 + r2dΩ25), (1.23)
C
(4)
0123 = H, (1.24)
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H = 1 +
L4
r4
, L4 = 4pigsN(α
′)2. (1.25)
The low energy excitations of this background consist of two sectors. First of all, we have excitations
deep inside the throat, namely at small r. For an observer at r →∞, the energy E(r) of an object
at position r is seen as having energy E = H(r)−1/4E(r) ∼ rE(r)/L and thus goes to zero when
r → 0. Moreover, small excitations deep inside the throat will not be able to climb up from the
throat and are thus confined at small r and decoupled from the region at large r. The other sector
consists of large wavelength excitations at large length scales. They can be viewed as living in
ten-dimensional flat space since the wavelengths are too long to resolve the 3-brane, and thus do
not affect (and are not affected by) the dynamics of and inside the brane. Thus these two sectors
are completely decoupled and do not interact with each other, and we conclude that the low energy
dynamics from this point of view consists of supergravity deep inside the throat of the 3-brane as
well as ten-dimensional supergravity in flat space. Note also that r → 0 implies that H ∼ L4/r4,
thus the metric becomes
ds2 =
r2
L2
dx2‖ +
L2
r2
dr2 + L2dΩ25, (1.26)
which is that of AdS5 × S5 in Poincare´ coordinates where the radius of the five sphere as well as
the AdS radius are both equal to L.
Since both viewpoints include a sector with ten-dimensional supergravity, it is tempting to con-
clude that the other two theories are equal, namely that supergravity in AdS5 × S5 is equivalent
to N = 4 SYM in 3+1 dimensions with gauge group SU(N), when α′ → 0. Note that if we want
the gravity sector to be governed by classical supergravity, we need both gs → 0 (no quantum
corrections) and `s/L → 0 (such that the strings are approximately pointlike), which on the field
theory side translates into N →∞ (a large gauge group) and λ = g2YMN = gsN →∞ (strong cou-
pling). For a more in-depth analysis of the different limits we refer the reader to for instance [16, 23].
We have in this section very roughly sketched the original motivation for the correspondence,
but right now it is just a very vague statement and exactly how the quantities are related on the
two sides of the duality is still unclear. In the next section we will explain how to relate the gravity
quantities to the field theory observables, a prescription usually called the holographic dictionary,
which was developed after Maldacena’s original paper.
1.4 The dictionary and holographic renormalization
In this section we will explain the map between observables on the CFT side and quantities on
the gravity side. The program of identifying sources and expectation values of field theory ob-
servables in terms of bulk quantities, known as the holographic dictionary, involves a procedure
called holographic renormalization [24] which is necessary to render the observables finite. We will
first describe the general formalism and then illustrate the technique with a massless scalar field
coupled to gravity, which will be the main model we will use in the rest of the thesis.
The map between bulk and boundary quantities follows from the so called GKPW [25, 26] formula,
named after Gubser, Klebanov, Polyakov and Witten, which states that
Zsugra[J ] ≡
∫
Φ∼J
DΦ exp(−S[Φ]) = 〈exp
(
−
∫
∂AAdS
JO
)
〉 ≡ ZQFT [J ]. (1.27)
Here the left hand side is the supergravity partition function in anti-de Sitter space, and the right
hand side is the partition function of the dual QFT on the boundary of the asymptotically AdS
spacetime we are considering. Φ can be interpreted as denoting all relevant fields in the supergravity
theory (although we will simply treat it as a single field for simplicity), and Φ ∼ J means that
the boundary condition at the AdS boundary is given by the source J in a way that will be made
precise later. On the field theory side, J is a source coupled to an operator O which we say is
dual to Φ. This equality can be taken as the fundamental hypothesis underlying the AdS/CFT
correspondence, and in the strongest version of the duality this holds for arbitrary parameters
on both sides (in which the left hand side should really be replaced by the partition function of
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string theory). In the limit of small string coupling and large string tension, gs → 0 and `s << L
(corresponding to the large N and large λ limit in the dual field theory), the correspondence
reduces to an equivalence between the partition function of the QFT and the partition function of
supergravity in the saddle point approximation as
exp(−Son−shell[J ]) = 〈exp
(
−
∫
∂AAdS
JO
)
〉N→∞,λ→∞, (1.28)
where the right hand side is the QFT partition function in the large N and strong (’t Hooft)
coupling limits and the left hand side involves the on-shell supergravity action. This is the form
of the GKPW formula that we will use throughout this thesis, and is the form that is used in the
vast majority of applications of the AdS/CFT correspondence. By taking functional derivatives
of this relation we can compute expectation values of CFT observables by using techniques from
classical (super) gravity. We have in particular that correlators when the source is turned off can
be computed as
〈O(x)〉 ∼ δSon−shell
δJ(x)
|J=0. (1.29)
〈O(x1)O(x2)〉 ∼ δ
2Son−shell
δJ(x1)δJ(x2)
|J=0.
. . .
We will make the ∼ more precise later. We will now focus on the one-point functions and not
concern ourselves with higher order correlation functions. Higher order correlation functions are
more sensitive to the signature of spacetime and there are subleties in Lorentzian signature which
we do not want to get into (see for instance [27, 28, 29]). For one-point functions, the result is less
sensitive to these issues and we will use Lorentzian signature throughout.
Let us now make (1.29) more precise. First of all, the boundary behaviour of the fields Φ will
depend on the scaling dimension (see Section 1.2) of the dual operator in the form
Φ = Jzd−∆ + . . .+ Φ∆z∆ + . . . , (1.30)
where Jzd−∆ and Φ∆z∆ are the two independent modes and the metric (1.5) has been used for the
asymptotically AdS spacetime. This is what we meant by the boundary condition Φ ∼ J which
thus depends on the parameter ∆ which coincides with the scaling dimension of the operator O.
Moreover, the terms between J and Φ∆ will be local functions of J , while the terms after Φ∆ will
be functions of both J and Φ∆. As we will see later, Φ∆ will be related to the expectation value
of the operator O. Given the boundary condition J , Φ∆ can in principle be determined by solving
the full equations of motion in the bulk (i.e. not just the asymptotic expansion). Furthermore,
when evaluating the on-shell action, it will typically diverge and it is necessary to regularize it.
We will thus not integrate the radial coordinate all the way to the boundary, but stop at some
finite position z = . To cancel to divergence at → 0 we need to add counterterms that make the
action finite. We thus define a renormalized action by
Sren = S + Sct, (1.31)
where Sct includes the necessary counterterms and Sren on-shell is finite when  → 0. Moreover,
even though the metric does not define an induced metric on the boundary, it can define a boundary
metric up to a conformal transformation (which is known as a conformal structure). Thus we can
construct a metric for the boundary theory by gˆ
(0)
ij , which is the leading term in gˆij defined by
writing the metric in the form
ds2 =
L2
z2
(
dz2 + gˆijdx
idxj
)
. (1.32)
gˆ
(0)
ij is usually just flat Minkowski space. Thus the partition function should really read
ZQFT [J ] = 〈exp
(
−
∫
∂AAdS
√
−gˆ(0)JOddx
)
〉. (1.33)
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We now define our renormalized one-point functions as
〈O(x)〉 ≡ lim
→0
1√
|gˆ(0)|
δSren
δJ(x)
|J=J0 , (1.34)
where we have also included the possibility of having a non-zero source J0 turned on. Moreover,
we can rewrite this in a covariant way in terms of the field Φ as
〈O(x)〉 ≡ lim
→0
d−∆
1√
|gˆ(0)|
δSren
δΦ
|J=J0 , (1.35)
since Φ → d−∆J when  → 0. This renormalization procedure is reminiscent of the renor-
malization one does when computing QFT observables in perturbation theory. Sometimes these
counterterms are not uniquely determined from the requirement that the on-shell action is finite,
but instead there is room for adding finite counterterms which are not fixed by this requirement
but will still affect the boundary theory observables. In these cases there is a scheme dependence
in the boundary quantities and they are thus not uniquely defined. Typically this only happens
while the source is non-zero and when d is even. Often we will only study the boundary observables
after the source has been turned off and thus this sublety will not play a major role, but we will
demonstrate this phenomenon explicitly for a massless scalar with d = 4 below.
Another important concept are so-called holographic Ward identities. These are relations between
the sources and expectation values of operators in the boundary theory that can be obtained
purely from the asymptotic boundary expansion, and follow from the diffeomorphism invariance
of the bulk theory. These should be interpreted in the boundary theory as the traditional Ward
identities in QFT which are derived from global symmetries on the boundary. We will encounter
such relations in Chapter 2, although we will obtain them directly from the boundary expansion
of equations of motion instead of considering diffeomorphism invariance.
In the next two sections we will discuss how to obtain the boundary stress-energy tensor as well as
go through a very simple example to illustrate the holographic renormalization procedure, namely
that of a massless scalar field in the probe limit in four-dimensional AdS. In Chapter 2 we will
consider more complicated setups with less symmetry and beyond the probe limit.
1.4.1 The stress-energy tensor
The formula for the stress-energy tensor in the dual CFT is given by
〈Tij〉 ≡ lim
→0
2√
|gˆ(0)|
δSren
δgˆij,(0)
= lim
→0
2√|γ|
(
L

)d−2
δSren
δγij
, (1.36)
where γij is the induced metric at z =  and gˆ
(0)
ij is the boundary metric defines as the boundary
value of gˆij in equation (1.32). Sren is given by
Sren = SEH + SGHY + Sct, (1.37)
where SEH is the Einstein-Hilbert action given by
SEH =
1
2κ2
∫
M
dd+1x
√−g (R− 2Λ) , (1.38)
and SGHY is the Gibbons-Hawking-York term that must be present to render the variational prin-
ciple well defined[30]. It does not affect the equations of motion, but it will affect the holographic
renormalization at the boundary. It is given by
SGHY =
1
κ2
∫
∂M
ddx
√−hK, (1.39)
where K is the trace of the extrinsic curvature. Sct is the necessary counterterm action to render
the total renormalized action (and the field theory observables) finite. The counterterm action
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will depend on the dimension of the spacetime, and there is no closed form expression for general
dimension. The first few terms in the counterterm action are [31]
Sct = − 1
κ2
∫
z=
ddx
√−γ
(
d− 1
L
+
L
2(d− 2) Rˆ+
L3
2(d− 4)(d− 2)
(
RˆabRˆ
ab − d
4(d− 1) Rˆ
2
)
+ . . .
)
,
(1.40)
where . . . are higher order terms in the Ricci tensor Rˆab computed from the induced metric γab.
The number of terms in this expansion that should be included depends on the dimension of the
spacetime, and only terms up to the b(d + 1)/2c’th term should be included (in particular terms
with an overall coefficient 1/(d−k) are obviously not included for d = k). The stress-energy tensor
is then given by the formula
〈Tij〉 ≡ lim
→0
2√
|gˆ(0)|
δSren
δgˆij(0)
. (1.41)
The final expression for the stress-energy tensor in terms of the boundary expansion of the metric
is
〈Tij〉 = L
d−1d
16piG
gˆ
(d)
ij +Xij [gˆ
(0)
ij ], (1.42)
where Xij = 0 for odd d but otherwise is a complicated function of the boundary metric and its
derivatives. The explicit formula for Xij is scheme dependent and depends strongly on dimension
(see [32]). Here gˆ
(0)
ij and gˆ
(d)
ij are the 0th and dth order coefficients in the expansion of gˆij defined by
equation (1.32). However, if the boundary metric gˆij can be written as gˆij = ηij+z
dgˆ
(d)
ij +O(z
d+1),
namely if the boundary metric is the flat metric ηij and the intermediate terms in the expansion
vanish, the situation simplifies and Xij = 0 so that the result is
〈Tij〉 = L
d−1d
16piG
gˆ
(d)
ij . (1.43)
We want to emphasize that (1.43) is valid for odd d even when the boundary metric is not flat.
When there is no matter present, the criteria of having flat boundary metric is enough to guaran-
tee that the intermediate coefficients g
(n)
ij with 0 < n < d vanish. However, if there is additional
matter present, the intermediate terms can be non-zero and depend on the matter fields. At least
for the matter content we discuss in this thesis (a massless scalar field), it can be easily seen that
if the source is turned off, the matter part of the action will go to zero at the boundary and not
contribute to the stress-energy tensor. Thus the formula (1.43) holds also for the case when a
massless scalar with vanishing boundary source is present (this argument should hold for a large
class of matter actions but we will not discuss that further).
As an example, for the black brane metric (1.6), we obtain
〈Ttt〉 = (d− 1)〈Txixi〉 =
(d− 1)MLd−1
16piG
, (1.44)
so we see that M , which is usually called the mass of the black brane, is indeed proportional to
the energy density of the boundary theory. In the above equation we used xi to denote the spatial
coordinates in the boundary theory. The off-diagonal components vanish.
1.4.2 Example: Massless scalar field
As an illustrative example, we now consider a free massless scalar field in the probe limit of AdS.
We will consider the case of d = 3 in detail before quoting the general result in the absence of
sources, and we will restrict to the case where the scalar only depends on time and the radial
coordinate. In Section 2.2 we will study the full system (including backreaction) for both d = 3
and d = 4 and we refer to that section for a more in-depth analysis. The action for the scalar is
S =
1
2κ2
∫
dd+1x
√−g
(
−1
2
∂µφg
µν∂νφ
)
, (1.45)
13
where 2κ2 = 16piG where G is Newton’s constant. We will in this section only be concerned with
the matter part since we assume that the scalar field is in the probe limit (no backreaction to the
metric). The equation of motion for the scalar field in the background (1.5) is thus
φ = 1√−g ∂µ(
√−ggµν∂νφ) = z
2
L2
(−∂2t φ+ ∂2zφ− (d− 1)z−1∂zφ) = 0. (1.46)
The expansion close to the boundary is
φ(z, t) = J(t) + φ1(t)z + . . .+ φlz
d log z + φd(t)z
d + . . . . (1.47)
The first coefficient φ0 ≡ J as well as the coefficient φd are undetermined by the boundary expan-
sion. The term proportional to zd log z only exists for even d. Note that the scaling dimension ∆
is equal to d. Usually one specifies the source J and then computes the coefficient φd which will
essentially be the expectation value of the dual operator. Note that although φd is undetermined
by the boundary analysis, solving the full equations will generically determine φd in terms of J .
The other coefficients φi, i 6= 0, d are determined in terms of J and φd. For a massive scalar field
with mass m, we would have ∆ determined by the equation ∆(d−∆) = m2, and the field would
not go to a constant at the boundary (it would have the general behaviour given by (1.30)). We
will not discuss massive scalars in this thesis but refer to[24] for more information.
For d = 3 the boundary expansion reads
φ1 = 0, φ2 = −1
2
J¨ , (1.48)
with φ3 unconstrained. We can now evaluate the on-shell action (for the scalar field) with the
cutoff  in the z coordinate. For d = 3, after carrying out the z integral, we obtain that
S =
1
2κ2
∫
d3x
(
1
2
L2J˙2−1 + . . .
)
, (1.49)
where . . . are finite terms. As we can see, this action diverges when  → 0 so we must add
counterterms to the action. It turns out that it is enough to add a term of the form
Sct =
L
2κ2
∫
z=
d3x
√−γ 1
2
∂iφγ
ij∂jφ, (1.50)
where γij is the induced metric at z = . The resulting renormalized on-shell action, in the limit
→ 0, is then
Sren = S + Sct =
1
2κ2
[
−
∫
d4x
√−g 1
2
∂µφg
µν∂νφ+ L
∫
z=
d3x
√−γ 1
2
∂iφγ
ij∂jφ
]
. (1.51)
The variation of the renormalized on-shell action with respect to φ can now be evaluated, by using
the equations of motion and integration by parts, as
δSren,on−shell =
1
2κ2
∫
z=
d3x
(
δφ
√−ggzz∂zφ− Lδφ∂i(
√−γγij∂jφ)
)
=
1
2κ2
∫
z=
d3xδφ
(
3L2φ3 + . . .
)
(1.52)
which results in the 1-point function
〈O〉 = 3L
2
16piG
φ3. (1.53)
In practice, this complicated method of adding counterterms is only relevant when the source of
the field is non-zero, because all the extra contributions (including the contributions from the
finite counterterms) vanish when the source is turned off. Remember also that for even d the
contributions from finite counterterms are scheme dependent, so in these cases the result when the
source is turned on is ambiguous anyway. This is why we will not always carry out this procedure
14
and instead just consider boundary observables after the relevant time-dependent sources have been
turned off, which will be sufficient for answering many of the physical questions we are interested
in. The general result for a massless scalar field (also when including backreaction) for odd d, as
well as for even d in the absence of sources, is given by
〈O〉 = L
d−1d
16piG
φd. (1.54)
We will look at both d = 3 and d = 4 in more detail, including backreaction, in Section 2.2.
1.5 Confining holographic models
Since confining holographic models will play a prominent role in Chapter 2, we will here review the
basic properties of confining theories from a holographic viewpoint. The most well known example
of a confining quantum field theory is quantum chromodynamics (QCD), the theory of the strong
interaction in nuclear physics. The intuitive picture of confinement is that some elementary par-
ticles of the theory can not be separated by an arbitrary large distance (they are confined to stay
close to each other). In the case of QCD, these elementary particles are the quarks (and gluons),
and we will call them quarks from now on. It is instead more energetically favorable for the theory
to spontaneously create new quarks and form bound states. In other words, the potential energy
between a quark and an antiquark will grow indefinitely with distance and thus it would require an
infinite amount of energy to separate the two quarks. We will restrict the definition of confinement
to a linearly growing potential, although in principle the growth of the potential could have any
monotonic behaviour.
1.5.1 Confinement in field theory
Confinement can be defined in terms of the Wilson loop operator. Given a non-abelian gauge
theory, the Wilson loop is a gauge invariant observable. Moreover, the space of Wilson loops spans
the whole space of gauge invariant observables. The Wilson loop is defined as
W (C) = Tr
(
Pexp i
∮
C
Aµdx
µ
)
, (1.55)
where Tr is the trace, P means path-ordering, C is a closed loop and Aµ is the gauge field. If we
consider the field theory in Euclidean signature, and choose the curve C to be a rectangular loop
with length R in a spatial direction and length T in the time direction, the expectation value of
the Wilson loop can be related to the quark-antiquark potential V (R) of two stationary quarks
separated by a distance R as
W (C) = Tr
(
Pexp i
∮

Aµdx
µ
)
∼ e−TV (R). (1.56)
Thus wanting the quark-antiquark potential to grow linearly for large distance R is equivalent to
saying that the logarithm of the rectangular Wilson loop grows linearly with area.
1.5.2 Confinement in holography
The Wilson loop operator can be computed using the AdS/CFT correspondence by using an
extremal surface in the bulk (see [33] for a derivation and a more rigorous treatment). We first
define a two-dimensional surface A in the bulk spacetime, which is attached to the boundary such
that ∂A = C, where C is the Wilson loop on the boundary. The surface should also be a minimal
surface, meaning that it extremizes the Nambu-Goto action
S =
1
2piα′
∫
A
√
|det(hab)|, (1.57)
where hab is the induced metric on the worldsheet surface. The Wilson loop is then given by
the exponential of (minus) the Nambu-Goto action. Note that this action diverges and must be
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Figure 1.2: The quark-antiquark potential for a confining model (AdS Soliton) compared to that
of AdS. For the confining model the potential grows linearly for large separation, while for small
separation it coincides with that of AdS.
regularized. The divergence can be interpreted as coming from the rest mass of the two quarks,
which in this approximation is infinite (see [34] for more information on this point). We will thus
use the regularization scheme where we subtract the masses of two isolated quarks as computed in
AdS by two strings hanging straight into the bulk.
We will now present an argument for when a holographic model is confining. Consider an asymp-
totically AdS geometry with some radial coordinate r that goes to∞ at the boundary. Now assume
that the geometry ends at some coordinate r0, or in other words there is some impenetrable ob-
struction beyond which nothing can propagate. If we now consider a static string hanging down in
this geometry, for large boundary separation R, the string will fall along the obstruction at r = r0
and this will give a linear contribution to the potential. Thus for large separate R, for a diagonal
metric, we expect that the potential will grow as
V (R) ∼ R 1
2piα′
√
|gttgxx|, (1.58)
where x is the spatial direction of the rectangular Wilson loop and t is the time direction. This
can be shown by parametrizing the surface by the coordinates x and t and using (1.57). Note
that in a black brane background, the string would hang along the horizon, but gtt → 0 at the
horizon and thus the geometry is not confining, as expected. Before carrying out the actual com-
putations, let us first introduce two confining holographic models. The simplest confining model
one can think of is the so-called hard wall model. This spacetime is defined by just taking AdS (in
Poincare´ coordinates) and inserting a hard cutoff at some position zc. This is a quite ad hoc way
of obtaining the confining property and this model can not be embedded in string theory, thus one
can question how realistic the results can be. Moreover, the setup is not well defined unless some
boundary conditions are imposed on the hard wall. These boundary conditions would also affect
how one computes Wilson loops, and we will thus not consider this geometry in this section. In
Chapter 2 we will study dynamics in the hard wall model.
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Another confining model is the so-called AdS Soliton. It is given by the metric
ds2 =
r2
L2
(−f(r)dt2 + d~x2d−2) + f(r)−1dθ2 +
L2
r2
dr2, (1.59)
where f(r) = 1 − (r/r0)d. This metric can be obtained via a double Wick rotation from an AdS
black brane. It has a smooth cutoff at r = r0 and the geometry can be thought of as a cigar. To
avoid a conical singularity the coordinate θ must be periodic. This geometry can be embedded in
string theory [35], and no additional ad hoc boundary conditions have to be imposed at r = r0.
The field theory dual of this model is believed to be a non-supersymmetric SU(N) gauge theory at
strong coupling and large N . This duality can also be derived from string theory [35], and thus this
model has a much more solid theoretical foundation than for instance the hard wall model. We will
now briefly sketch how this duality can be derived for d = 6. One starts with M-theory, which is
a hypothetical (quantum) theory of which 11-dimensional supergravity is the classical low energy
limit. In M-theory there are objects known as M5-branes, whose existence are supported by for
instance 5-brane solutions of 11-dimensional supergravity. By considering the low energy limit of a
stack of M5-branes and using similar techniques as in Section 1.3, one can derive a duality between
a certain exotic six-dimensional supersymmetric theory with (2, 0) supersymmetry and M-theory
in AdS7 × S4 [1]. After compactifying first on a circle with supersymmetry preserving boundary
conditions (antiperiodic fermions), we obtain a five-dimensional supersymmetric Yang-Mills theory
which is dual to type IIA string theory on a background related to AdS6 × S4 by a Weyl trans-
formation [36] (the M5-branes in M-theory become D4-branes in type IIA string theory). After
this we compactify on another circle with radius R2 and with supersymmetry breaking boundary
conditions (periodic fermions). The breaking of supersymmetry results in the fermions attaining
masses of order ∼ 1/R2, and it is believed that also the scalars receive masses from quantum
corrections. Thus we are left with a pure non-supersymmetric SU(N) gauge theory, and the dual
spacetime can be written in the form (1.59) with d = 6.
We will now compute the quark-antiquark potential in this geometry and compare it to the result
of AdS. We will start directly with the AdS Soliton, and the result for AdS can then be obtained
by setting r0 =∞.
We will parametrize the surface A by t and the coordinate x, thus the action (1.57) becomes
S = 2T
∫ rc
rm
√
f(r)−1 +
r4
L4
(x′)2dr. (1.60)
where rm is the minimal value of r on the surface A and ′ denotes derivative with respect to r,
and we have for simplicity set 2piα′ = 1. We have also regularized the action by integrating up
to a maximal value rc instead of infinity. Since the action is independent of x, Noether’s theorem
gives that the canonical momentum px = ∂S/∂x
′ is constant, and from this we can solve for x′ as
(x′)2 =
(
L
r
)4
f(r)−1
1(
r
rm
)4
− 1
. (1.61)
The value of the action is then
S = 2T
∫ rc
rm
r2
r2m
√
f(r)
((
r
rm
)4
− 1
)dr. (1.62)
To obtain a finite answer when rc → ∞, we will subtract the action of two isolated quarks,
computed as two worldsheets that hang straight into the bulk in AdS. This might seem like an
arbitrary regularization scheme, but for our purposes of just illustrating the confining property it
is enough. The final regularized action is thus
Sreg = lim
rc→∞
(S − 2T
∫ rc
0
dr). (1.63)
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Figure 1.3: Illustration of the quark-antiquark potential computation in AdS/CFT for two differ-
ent boundary intervals, both in AdS and in the confining AdS Soliton model (1.59) with parameter
z0 = L
2/r0.
This will give us the Wilson loop as a function of rm. To obtain it as a function of R, we have to
invert the relation
R = 2
∫ ∞
rm
x′dr = 2
∫ ∞
rm
x′dr = 2
∫ ∞
rm
L2
r2
√
f(r)
((
r
rm
)4
− 1
)dr, (1.64)
which has to be done numerically. Let us now consider empty AdS, obtained by setting f(r)→ 1.
In this case we can compute R analytically as
R =
2L2
rm
∫ ∞
1
1
y2
√
y4 − 1dy =
2
√
piL2Γ( 34 )
rmΓ(
1
4 )
. (1.65)
It is also possible to compute Sreg, and we obtain the result
Sreg =2Trm
[∫ ∞
1
(
y2√
y4 − 1 − 1
)
dy − 1
]
= Trm
√
piΓ(− 14 )
2Γ( 14 )
=− T 8pi
3L2
Γ( 14 )
4R
, (1.66)
from which we see that the potential is behaving like a Coulomb potential. In Figure 1.2 we show
the behaviour of the quark-antiquark potential in AdS and in the AdS Soliton. We see indeed
that for small separations they concide, while for larger separations the potential grows linearly for
the AdS Soliton. The linear growth for large separation is independent of dimension and equal to
r20R/L
2. This can also be inferred analytically from (1.60) by considering a part of the worldsheet
that stretches along r = r0 with dr/dx = 0 which is expected to be the dominant contribution for
large R. An illustration of the dual picture of the quark-antiquark potential is shown in Figure
1.3.
18
1.6 Dynamics and holographic thermalization
In this section we will discuss dynamical processes in AdS/CFT, in particular the process of matter
collapsing to form a black hole after injecting energy at the boundary of AdS. Since a black hole
is dual to a thermal state in the field theory, the formation of a black hole solution in the bulk is
dual to a thermalization process on the boundary. Such a process is thus called a holographic ther-
malization process. We will now describe the particular mechanism for triggering a thermalization
process that we will focus on.
Consider a quantum field theory governed by some Lagrangian L, prepared in the vacuum state
|Ψ〉. We now couple the Lagrangian to a source J via some operator O, as L → L+JO. The source
is then turned on for a brief period of time J → J(t). The shape of J(t) will be that of a short
pulse (typically in the form of a gaussian function), and we will refer to this procedure as a quench.
Note that the source J is viewed as a classical parameter, or in other words it is a function taking
values in R, while O is a quantum mechanical operator. This procedure will put the system out of
equilibrium, and note also that the time dependent source breaks the time translation invariance of
the Lagrangian. Thus energy is not conserved, and a reasonable physical assumption is that energy
is injected into the system. The system will then undergo some non-trivial dynamical evolution,
but at some later time it will typically equilibrate to a static state. This static state, although
being a pure state, will generically behave like a thermal state with some temperature T . This fits
well with the intuition that if we inject energy into a physical system, the temperature will rise.
This equilibration process to a thermal state is what we call thermalization, and it can be probed
by looking at expectation values of different operators. This process is illustrated in Figure 1.4.
Now let us consider what this is dual to on the gravity side. The initial state will be some
static solution of Einstein’s equations (in the simplest example, it will just be AdS), which is dual
to the boundary vacuum state |Ψ〉. The operator O will be dual to some field φ in the bulk. As
an illustrative example, we can take a massless scalar field φ which is thus dual to a dimension d
operator on the boundary. According to the AdS/CFT dictionary, the asymptotic behaviour at
the boundary is given by
φ(t, z) = J(t) + . . .+ φdz
d + . . . , (1.67)
where φd is related to the vacuum expectation value of the dual operator O. Thus quenching
the source J coupled to the operator O is dual to perturbing the boundary condition of φ. This
perturbation will then propagate into the bulk with dynamics governed by Einstein’s equations
(plus the equations of motion for the matter fields). Thermalization of the dual field theory is then
dual to the statement that the field φ collapses to form a black hole, which happens in many sit-
uations. The temperature of the final state is then the Hawking temperature of the final black hole.
To model this process in full generality, one will usually have to solve Einstein’s equations nu-
merically. For setups with a large number of symmetries (namely where the fields only depend
on time and the radial bulk coordinate z), this is a relatively manageable problem since the full
dynamics is completely specified by the constraints of Einstein’s equations and the partial differen-
tial equations are only two-dimensional. However, for setups without translational symmetry, this
problem becomes much more difficult and requires much more sophisticated methods than what
we discuss in this thesis (see for instance [37, 38] for discussions on more advanced techniques in
numerical relativity). We will discuss numerical methods in Section 1.6.2. We will also discuss two
other special cases that allow us to make progress analytically. One is to consider a certain limit
where the source that is turned on is weak (or equivalently when the width of the source goes to
zero), for which one can make progress using perturbative methods. This also allows us to make
some progress also in the case without translational symmetry. The other is to consider the width
of the source being strictly equal to zero (namely a delta function in time), for which the matter
content in the bulk takes the form of an infinitesimally thin shell of matter.
1.6.1 Quasinormal modes of black holes
One concept that is very relevant for that of dynamics and black hole formation are the so-called
quasinormal modes of a black hole or black brane. These are the discrete frequencies one can
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Figure 1.4: Schematic illustration of how a thermalization process in a quantum field theory with
a gravity dual, after quenching some operator J , could look like. The upper panel shows the dual
gravity picture, where some matter field φ is sourced at the boundary and then collapses to a black
hole.
obtain by solving for an oscillating perturbation in a black brane background. Typically we would
thus assume that the metric (or in principle some other field) is perturbed as gµν = g
BH
µν +e
iωthµν
where hµν is a metric independent of time and  is a small parameter. One then solves the Einstein
equations for this perturbation by enforcing infalling boundary conditions at the horizon, and this
will result in a discrete set of complex frequencies ωi. Thus the perturbations will be oscillations
modulated with a decaying exponential. The physical mechanism for this decay is dissipation
resulting from energy falling behind the event horizon. Any small perturbation around a black
hole solution can then be expanded in a basis of the quasi normal modes, and for late times the
slowest decaying (lowest lying) quasi normal mode will be the most long lived (assuming a generic
perturbation which has a non-zero overlap with the lowest mode). Thus it is expected that the
decay of any perturbation on a black brane background will be governed by the lowest lying quasi
normal mode for late times, which can indeed be seen for the results of this section, as is illustrated
in for instance Figure 1.6. We will not compute the frequencies here but instead just quote the
result which was obtained in for instance [39]. For AdS black branes, the quasinormal modes are
always proportional to the temperature and the lowest values (of the imaginary part, which sets the
decay constant) are ω0 = 11.16T , ω0 = 8.63T , ω0 = 5.47T for d = 3, d = 4 and d = 6 respectively.
1.6.2 Numerical treatment
In this section we will use numerical methods to model black brane formation resulting from
quenching the boundary condition of a bulk field. We will only consider the case where the setup
depends only on time and the radial bulk coordinate. This is dual to a field theory setup which is
translationally invariant and only depends on time and the energy will be injected via a massless
scalar field minimally coupled to gravity. The initial state will be taken as empty AdS (but see
Chapter 2 where we will investigate what happens when the initial state is a confining solution).
The action we will consider is thus
S =
1
2κ2
∫
dd+1x
√−g
(
R− 2Λ− 1
2
(∂φ)2
)
. (1.68)
Here (∂φ)2 is shorthand notation for ∂µφg
µν∂νφ. The equations of motion are the Einstein’s
equations
Rµν − 1
2
Rgµν + Λgµν =
1
2
∂µφ∂νφ− 1
4
(∂φ)2gµν , (1.69)
and the wave equation for the scalar field
∂µ(
√−ggµν∂νφ) = 0. (1.70)
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The cosmological constant Λ is related to the AdS radius by Λ = −d(d−1)L2 . It can be shown that
by using our symmetry restrictions, the metric can be brought to the form
ds2 =
L2
z2
(
−f(z, t)e−2δdt2 + dz
2
f(z, t)
+ d~x2
)
, (1.71)
where f and δ are functions to be determined by the equations of motion. At the initial conditions,
where the metric equals that of AdS, we thus have f = 1 and δ = 0. Moreover, the metric (1.71)
has a residual gauge invariance corresponding a shift in δ by δ(z, t)→ δ(z, t)+p(t). We will fix this
gauge freedom by requiring that δ(0, t) = 0, so that t will coincide with the boundary time. We
will denote derivative with respect to z by ′ and use ˙ to denote derivative with respect to t. In some
applications of numerical holography it is more useful to use so-called infalling coordinates (see for
instance [38]), where one uses a infalling time coordinate v that parametrizes a null-direction such
that infalling lightrays move along constant v. However, for our setup where a black brane is form-
ing from a time dependent process in AdS, such coordinates are not as convenient as the type of
time coordinates we use here. This choice of coordinates are even more crucial in Chapter 2 where
there will be solutions including both ingoing and outgoing waves of matter and it would not make
any sense to single out only infalling waves by working in infalling coordinates. However, we will
use infalling coordinates in 1.6.3 where we study black brane formation using perturbative methods.
Defining Φ = φ′ and Π = eδφ˙/f , the equations of motion take the form
Φ˙ = (fe−δΠ)′, Π˙ = zd−1
(
fe−δΦ
zd−1
)′
, (1.72a)
f˙ =
z
d− 1f
2e−δΦΠ, δ′ =
z
2(d− 1)(Φ
2 + Π2), (1.72b)
f ′ = fδ′ +
d
z
(f − 1). (1.72c)
We will use (1.72a) and (1.72b) to evolve our system, while (1.72c) is a constraint. (1.72c) follows
from the other equations, and can thus be followed during the evolution to check the quality of the
numerics. Note the confusing double usage of the word “constraint equations”. From our point
of view, equations (1.72a) and (1.72b) are dynamical equations used to evolve our system in time,
while (1.72c) is a constraint equations which only constrains the initial data. However, from the
point of view of the Hamiltonian formulation (or commonly known as the ADM formalism[40, 41])
of general relativity, they are all constraint equations arising from diffeomorphism invariance of
the theory (recall that in Hamiltonian formulations of dynamical systems, each gauge symmetry
corresponds to a constraint on phase space). Note that the equations for the metric (1.72b) and
(1.72c) are all first order in time, so they can indeed be interpreted as constraints on the metric
components and the scalar field and their respective canonical momenta. The dynamical equations
in general relativity are generically second order in both space and time and will for instance be
relevant in Section 2.3 where we have less symmetry.
The dynamical evolution can now be triggered by quenching the source for the scalar, as ex-
plained in the beginning of this section. We will now for simplicity focus on the special case of
d = 3. The boundary expansion of the scalar field can be computed from the equations of motion
as
φ(z, t) = J − 1
2
J¨z2 + φ3z
3 +O(z4), (1.73)
where J(t) is the dynamical source. The boundary expansion of the metric coefficients are
f = 1− z2 J˙
2
4
+ z3f3 +O(z
4), (1.74)
δ =
J˙2
8
z2 +O(z4). (1.75)
φ3 and f3 are determined by solving the full non-linear equations, and are related to the vacuum
expectation value of the dual operator and the boundary stress energy tensor as
〈O〉 = 3L
2
16piG
φ3, 〈Ttt〉 = 2〈Txx〉 = 2〈Tyy〉 = L
2
8piG
f3. (1.76)
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This result follows from the holographic renormalization procedure explained in Section 1.4. The
formula for the stress-energy tensor (1.43) remains valid even when there is a massless scalar field
present, and the formula for the expectation value (1.53) computed in the probe limit is also still
valid. Even if it is easy to convince oneself that this is true, we will prove it explicitly in Section
2.2 when we consider both d = 3 and d = 4 in detail. For simplicity we will consider a source on
the form
J(t) = e−
t2
δt2 , (1.77)
which corresponds to a localized pulse with approximate width δt in time. Note that since we are
working with d = 3, there are no extra contributions from the source while it is turned on and we
can ignore the counterterms. We will do the full holographic renormalization for d = 3 and d = 4
in Section 2.2.
The equations of motion can be solved by discretizing the radial coordinate z, by replacing it
with a discrete set of points zi. The partial differential equations will then turn into a system
of ordinary differential equations in time for the functions f , Φ and Π evaluated at the points
zi. Derivatives with respect to z will be replaced by matrix multiplications, and we can use some
standard ODE library for evolving the functions f , Φ and Π. The function δ can be obtained at
every time step from (1.72c). Note that we could also have used equation (1.72c) to solve for f at
every time step, but it turns out that evolving f in time is more stable numerically.
There are two main methods for discretizing the radial direction. The simplest one is the finite dif-
ference method. In this method the grid points zi are located uniformly, meaning that zi+1−zi = h
for some small number h. For a generic function F , a derivative can then be approximated as
F ′(zi) ≈ F (zi−1)− F (zi)
2h
. (1.78)
This is called a second order symmetric finite difference scheme, as the order of the error is O(h2).
For more accurate results, one can use higher order schemes which use more points. For instance,
the fourth order symmetric scheme looks like
F ′(zi) ≈
1
12F (zi−2)− 23F (zi−1) + 23F (zi+1)− 112F (zi+2)
h
. (1.79)
The derivatives can then be formulated as matrix multiplications acting on the vector Fi ≡ F (zi).
Note that we have to restrict ourselves to a finite domain (0, zc) of z, and zc must be chosen
adequately large. The numerical scheme will then only work until any degrees of freedom has
propagated up to zc. In particular, if we want to study formation of black branes, we must make
sure that the event horizon of the final black brane is located inside the interval (0, zc).
The other numerical scheme that is widely used, and which we have used in this section, is called
the Chebyshev pseudospectral method, which is a method based on a set of orthogonal polynomials
called Chebyshev polynomials. To derive this scheme, consider a set of orthogonal polynomials
Pi(z) defined on the interval (0, zc). We can then expand a function f(z) as
f(x) ≈
N∑
i=0
CiPi(z), (1.80)
where the expansion has been truncated at order N . Derivatives are then easy to compute as
f ′(x) ≈
N∑
i=0
CiP
′
i (z). (1.81)
A spectral method would rely on reformulating the system as an algebraic equation for the coeffi-
cients Ci. However, for non-linear problems, this is not very convenient and the truncation in the
series may pose problems. What one does instead is define a grid of N + 1 points zi, and then
demand that the differential equation only holds on these zi points. It turns out that there exists
an optimal set of zi that minimizes the error, for our problems given by
zi =
1 + cos ipiN
2
. i = 0, . . . , N. (1.82)
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The derivatives, just like in the finite difference method, can then be formulated as a matrix acting
on the vector fi = f(zi) as f
′
i = D
j
i fj . For the Chebyshev pseudospectral method in our case it
takes the form
D ji =

2N2+1
3zc
i = j = 0,
−zj
zc(1−z2j ) 0 < i = j < N,
ci
cj
2(−1)i+j
zc(zi−zj) i 6= j,
− 2N2+13zc i = j = N,
(1.83)
where c0 = cN = 2 and ci = 1 otherwise. The Chebyshev pseudospectral method can be viewed as
a maximal order finite difference scheme and has an error that converges exponentially. However,
the fact that the differentiation matrix uses all points on the grid to compute the derivative at
one point can cause errors from one part to quickly propagate over the whole grid, and sometimes
a finite difference method can be more stable. Moreover, since the differentiation matrices are
not sparse, it may take longer time for a computer to evaluate the matrix multiplications (this is
however usually overcome by the fact that a pseudospectral grid uses much fewer grid points than a
finite difference scheme). Sometimes it may be difficult to impose the boundary conditions directly
at z = 0 and the diverging terms in the equations of motion may lead to numerical instabilities.
One can then for example introduce a small cutoff  and impose the boundary conditions at z = 
as was done in [42]. We have found that a different route is better, namely introducing a new
variable by Φ(z, t) = zΦ˜(z, t) and rewriting the equations of motion in terms of this varible. This
turns out to be more stable numerically and the boundary conditions can now be imposed exactly
at z = 0 by setting Φ˜(0, t) = −J¨(t).
In Figure 1.5 we show the typical evolution of the field theory observables for d = 3. The en-
ergy density goes to a constant and is then preserved in time (which is guaranteed by energy
conservation). The expectation value of the scalar operator has some non-trivial behaviour when
the source is turned on and then goes to zero. It typically goes to zero on a timescale set by the
lowest quasinormal mode of the final black brane but it is difficult to resolve this decay due to
numerical instabilities when the black brane forms.
In Chapter 2, we will use numerical techniques to study dynamics and holographic thermaliza-
tion in confining holographic models.
1.6.3 Weak field black hole formation
In this section we will describe black hole formation in the weak field regime (meaning the amplitude
of the source is small), where we can use perturbative methods to predict the time evolution. We
will again assume that the matter content we use to inject energy into the system is that of a
massless scalar field, with a source that is turned on during some small time δt. We will restrict
attention to the case of black hole formation in AdS4, although in principle the methods can
be extended at least to any even dimension. We will first describe black hole formation from
a homogeneous quench on the boundary, based mainly on [43], and then move on to study the
setup where the boundary source also depends on a spatial coordinate, based on [44] and some
unpublished results. We will for simplicity set L = 1.
Homogeneous black hole formation
We will work in infalling coordinates, which is a different gauge than what was used in Section
1.6.2. In these coordinates, the metric ansatz can be taken as
ds2 = −g(v, r)dv2 + 2dvdr + f(v, r)2(dx2 + dy2), (1.84)
and thus only depends on two free functions f(r, v) and g(r, v). In these coordinates, infalling
lightrays (meaning lightrays that start at the boundary of AdS) travel along trajectories of constant
v, which is why these coordinates are suitable for studying a massless scalar field coupled to gravity.
The equations of motion can be shown to take the form
∂r(f
2g∂rφ) + ∂v(f
2∂rφ) + ∂r(f
2∂vφ) = 0, (1.85)
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Figure 1.5: Evolution of field theory observables when a black hole forms after quenching AdS4.
The source is given by (1.77) with parameters  = 0.03 and δt = 0.1. The expectation values are
in units of L2/16piG.
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(∂rφ)
2 = −4∂
2
rf
f
,
∂r(fg∂rf + 2f∂vf) = 3f
2. (1.86)
The boundary conditions at r →∞ are
φ = J(v) +O(r−1), g = r2 +O(1), f = r +O(r−1), (1.87)
where  is a small parameter enforcing that the amplitude of the source is small. The source will
be turned on for a short period of time δt, and we will assume for simplicity that this window is
in 0 < t < δt. We will now solve the equations of motion perturbatively in , namely we expand
the fields as
f =
∑
i≥0
f2i
2i, g =
∑
i≥0
g2i
2i, φ =
∑
i≥0
φ2i+1
2i+1. (1.88)
At first order in , the equations of motion for the scalar field takes the form
∂r(r
4∂rφ1) + 2r∂r(r∂vφ1) = 0, (1.89)
which, with our boundary conditions, has the solution
φ1(v, r) = J(v) +
J˙(v)
r
. (1.90)
At second order in  there is a contribution to the metric. By solving (1.86) we obtain
f2 = − J˙
2
8r
, (1.91)
g2 = −3
4
J˙2 +
1
2r
J˙J¨ − 1
2r
∫ v
−∞
J¨2dt. (1.92)
Since we assume that the source J vanishes for t > δt, it can be seen that the metric for times
t > δt at this order takes the form of a black brane with mass given by
M = 2
1
2
∫ ∞
−∞
J¨2dt. (1.93)
At third order there is a correction to the scalar field, and the result is
φ3 =
1
8r3
∫ v
−∞
J˙
[
−
∫ t
−∞
J¨2dt′ + 3J˙ J¨
]
dt. (1.94)
Note that when the source is turned on, φ3 is not exactly equal to the vacuum expectation value
〈O〉 of the dual operator. There will be additional terms directly proportional to the source and its
derivatives, and 〈O〉 will in general be much larger than O(3), which could have been incorrectly
concluded from (1.94). However, for the dynamics after the source has been turned off, which we
will focus on in this section, 〈O〉 will be proportional to φ3.
We will not go to higher orders in . In [43], higher order contributions were computed and it
was discovered that the perturbation theory breaks down for late times, namely that higher or-
der terms dominate lower order terms. Such terms that invalidate perturbation theory are called
secular terms, and we will come back to this concept later. There are many ways to understand
why this happens. The intuitive picture is that after the quench a black brane has formed, which
is intrinsically a non-perturbative object. As soon as the black brane has formed, we could rescale
our coordinates such that the mass becomes order 1, thus it is invalid to treat the term g2 as
order 2 which we have done and it must be treated as a correction to g0. In other words, there
is no such thing as a “black brane with small mass”, thus any dynamics solved in the black brane
background must be manifestly non-perturbative. Another way to see it is to look close to the
horizon at r3 ∼ M , and we see that at this radial position g2 becomes of the same magnitude as
g0 and the perturbation theory is not well-defined for small values of r.
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Figure 1.6: Dynamics of a massless scalar field perturbation after a black brane has formed
from quenching the scalar, computed using the perturbative methods in this section. By fitting a
decaying exponential function to the maxima it is seen that the decay constant is 11.16T , which
is exactly the value of the lowest quasi normal mode of the black brane as quoted in [39].
The correct way to deal with this issue is to treat the mass of the black brane as an O(1) quantity,
and solve the long-time dynamics in a black brane background instead. Note that in the naive
perturbation theory, the term φ3 is constant for all times. This is another way to see that the per-
turbation theory should not be valid for late times since typically we would expect perturbations
to dissipate behind the horizon of the black brane. Since the naive perturbation theory is valid for
short times, we can use it as an initial condition. We thus use the profile (1.94) for φ3 as an initial
condition for the wave equation in a black brane background, which takes the form
∂r(r
4∂rφ) + 2r∂r(r∂vφ) = M(r∂
2
rφ+ ∂rφ), (1.95)
Solving this equation with the initial condition given by φ(v = δt, r) = 3φ3(v = δt, r) will turn
the constant φ3 term into an oscillating decaying function. This is shown in Figure 1.6. To solve
equation (1.95) numerically we first introduce the new variables z = M1/3/r and t = M1/3v and
rewrite (1.95) as
Iφ˙ =
1
z
φ′′(1− z3)− zφ′ − 2
z
φ′, (1.96)
where the operator I is
I = 2∂z
1
z
. (1.97)
Now ′ means derivative with respect to z and ˙ is derivative with respect to t, and the initial con-
dition will be φ ∼ z3. We can now discretize the radial direction with a standard finite difference
scheme, such that the derivatives become matrices D acting on the vectors φi(t) ≡ φ(t, zi). We
can then invert the matrix Iij corresponding to the discretized version of the operator I and write
the system as a set of coupled ordinary differential equations for the functions φi(t) which can
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then easily be solved by standard computing libraries. We can then read off the expectation value
of the operator corresponding to the field φ as the coefficient of z3 in a taylor expansion of φ at
the boundary, which is what we plot in Figure 1.6. Note that in the original paper [43] a different
numerical scheme was used to solve this equation.
This result can be cross checked with the quasi normal modes of the black brane. As explained
in Section 1.6.1, any small perturbation around a black brane can be decomposed in the quasi
normal modes of the black branes, and for late times the slowest decaying mode will be dominant.
The imaginary part of the lowest lying quasi normal mode for a black brane in four dimensions is
given in terms of the temperature as ω0 ≈ 11.16T , and by fitting a decaying exponential to the
numerical results obtained above we obtain that value (see Figure 1.6).
Inhomogeneous black hole formation
We will now consider a setup where the source we use to quench the system is not translationally
invariant. This section is based on [44] and some unpublished results (together with Ben Craps,
Tim De Jonckheere and Oleg Evnin) and can be skipped at a first reading unless the reader is
specifically interested in this topic.
We thus consider AdS4 quenched by a source that is not translationally invariant, but instead has
a dependence on an x-coordinate as J = J(t, x). The source will still be localized in time (meaning
that the pulse length δt is small compared to the inverse temperature of the formed black brane),
but now the amplitude at any given time will depend on x. In general this is a very hard problem to
solve. Even if we assume that the amplitude  is small, computing the coefficients in the amplitude
expansion at each order in  can not be done analytically. We will thus make another assumption,
namely that derivatives with respect to x are small, or in other words that the dependence in the x
direction is weak. We can then also do an expansion in gradients, which can be counted by introduc-
ing a formal derivative counting parameter x→ µx. We will denote the characteristic length scale
for the x-dependence as δx. µ can then either be viewed as a formal parameter that is set to one in
the end, or as a small parameter characterizing the length scale for the x-dependence as δx = 1/µ.
The metric ansatz must also be generalized such as to incorporate the broken translational invari-
ance in the x direction. One convenient choice, which was used in [44], is
ds2 = −gdv2 + 2dv(dr + kdx) + f2(eBdx2 + e−Bdy2), (1.98)
where f , g, k and B are all functions of r, v and x. All quantities are then expanded in a double
expansion in µ and  as
f =
∑
i,n≥0
f2i,n
2iµn, g =
∑
i≥0
g2i,n
2iµn, k =
∑
i≥0
k2i,n
2iµn, (1.99)
B =
∑
i≥0
B2i,n
2iµn, φ =
∑
i≥0
φ2i+1,n
2i+1µn. (1.100)
At zeroth order in the gradient expansion, the solution is just the same as in the homogeneous
case, but where all quantities are modulated with a dependence on x, namely
φ1,0(v, r, x) = J(v, x) +
J˙(v, x)
r
. (1.101)
f2,0(v, r, x) = − J˙
2(v, x)
8r
, (1.102)
g2,0(v, r, x) = −3
4
J˙2(v, x) +
1
2r
J˙(v, x)J¨(v, x)− 1
2r
∫ v
−∞
J¨2(t, x)dt. (1.103)
Thus after the source has been turned off, we can define an x-dependent local mass density M(x)
by
M(x) =
1
2
∫ ∞
−∞
J¨2(t, x)dt, (1.104)
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from which we can define a local temperature as T (x) = 34piM
1/3(x). At first order in the gradient
expansion we obtain a correction to the function k as
k2,1(v, r, x) =
1
2
J˙(v, x)J ′(v, x) +
1
3r
∫ v
−∞
dτ
[
−J˙(τ, x)J¨ ′(τ, x) +
∫ τ
−∞
dtJ¨ ′(t, x)J¨(t, x)
]
. (1.105)
We will not consider higher orders in neither the gradient expansion nor the amplitude expansion,
and refer to [44] for more details. Note that the first order correction in the gradient expansion
results in terms that grow with time and invalidate the perturbative expansion for times of order
v ∼ δx. Thus for late times these solutions are not valid. However, we have already seen in the
homogeneous case that the amplitude expansion already invalidates the results at a time scale of
order 1/T , which is assumed to be shorter than the time scale set by δx. However, these secular
terms are not expected to affect the long-time dynamics of the metric which we are interested in
here. As we saw in the homogeneous case, by renormalizing the mass of the black brane (namely
treating the mass term as an O(1) quantity) we can resum the secular terms showing up in the
scalar field. The result was that the scalar field decays very fast (fast compared to the time scale
δx which we are interested in), and for long time the dynamics of the scalar field is not expected
to affect the dynamics of the metric in any significant way.
Thus after the source has been turned off (v & δt), the metric functions can be written as
f2,0 = 0, g2,0 = −M(x)
r
, k2,1 =
1
r
(
K + (v − δt)1
3
M ′(x)
)
. (1.106)
From this point of view K and M are just integration constants that are fixed from the initial
conditions (which in turn are determined in terms of J by solving the full system including the
scalar field while the source is turned on). The formulas for M and K are given in terms of J by
equations (1.104) and (1.105), namely by
K =
1
3
∫ ∞
−∞
dτ
[
−J˙(τ, x)J¨ ′(v, x)− (τ − δt)J¨ ′(t, x)J¨(t, x)
]
, M(x) =
1
2
∫ ∞
−∞
J¨2(t, x)dt (1.107)
It can be shown from the linearized Einstein equations that k2,1 satisfies the equations
r2∂2rk2,1 − 2k2,1 = 0, 2∂vk2,1 − r∂r∂vk2,1 =
M ′(x)
r
, (1.108)
from which the solution (1.106) for k2,1 follows (note that we also impose the boundary condition
that k2,1 ∼ O(1/r)). The equations of motion for g2,1 resulting from the Einstein equations are
∂vg2,1 = 0, r∂rg2,1 + g2,1 = 0, (1.109)
from which we obtain g2,1 = 0, and it can be shown that f2,0 and f2,1 vanish. We will take this
metric, which is the form of the metric right after the source has been turned off, as initial con-
ditions for computing the long-time dynamics. The initial conditions can thus, at this order, be
specified by just the two functions M(x) and K(x) and we do not need to explicitly refer to J(x, t).
For higher order corrections there will of course be corrections that depend on J(x, t) (constructed
by taking integrals of expressions involving J(x, t) and its derivatives that are algebraically inde-
pendent of M(x) and K(x)). The second term in k2,1, which grows with time, is called a secular
term and is the reason why the perturbative expansion is not valid for late times. There exists a
standard technique for dealing with secular terms in perturbation theory, a resummation method
similar to the renormalization procedure one employs to deal with divergences in quantum field
theory [45]. One essentially absorbs the secular term into a lower order integration constant, by
making this lower order integration constant depend on time slowly. In other words, the pertur-
bative expansion is carried out around a slowly moving zeroth order solution instead around a
constant solution. To determine the exact time dependence of the integration constants, we solve
a set of differential equations arising from a self consistency requirement when absorbing the secu-
lar term into the integration constants (these differential equations are similar to the equation for
the running coupling constants in QFT, and we will refer to them as renormalization group (RG)
equations). For this method to be convenient, the secular term should have a form that is suitable
28
for being absorbed into the integration constants, otherwise the resulting RG equations might be
too complicated to be of any use. This method has been recently used to study instability in global
AdS[46, 47, 48] and see also [45] for other applications.
We thus generalize our setup to also include an integration constant in k2,0, the zeroth order
coefficient in the gradient expansion of k. Recall that the coefficient k2,1 was obtained by solving
equation (1.108). The integration constant in k2,0 we are looking for arises when we consider a
general solution to the homogeneous linearized equations, namely (1.108) with the source (the right
hand side) omitted. As can be shown from equations (1.108), the most general solution of k2,0
satisfying the boundary conditions takes the form
k2,0 =
C(x)
r
, (1.110)
for some x-dependent integration constant C(x). This homogeneous solution has exactly the right
r-dependence to absorb the secular term in k2,1. However, introducing this integration constant
in k2,0 results in a correction at the leading gradient expansion to the equations (1.109) for g2,1.
Now g2,1 must satisfy
∂vg2,1 = −3C
′(x)
2r
, r∂rg2,1 + g2,1 =
C ′(x)
2r2
, (1.111)
which has the solution
g2,1 = −C
′(x)
2r2
− (v − δt)3C
′(x)
2r
. (1.112)
which also includes a secular term. We thus also need to absorb this secular term into the integra-
tion constant in the zeroth order coefficient g2,0. We thus replace the mass M(x) by an integration
constant G(x). We will then renormalize G(x) and C(x) and replace them by renormalized inte-
gration constants GR(x, v) and CR(x, v). This renormalization is done by solving RG equations
and has the effect that the secular terms are absorbed into the renormalized integration constants
(there will however be a non-secular correction in B that we will not treat here). The initial con-
ditions are then imposed as GR(x, δt) = M(x) and CR(x, δt) = K(x).
Let us now carry out this procedure. The part of g and k including the secular terms and the
relevant homogeneous solutions are
gsec = −G(x)
r
− µ3vC
′(x)
2r
, (1.113)
ksec =
C(x)
r
+ µ
vG′(x)
3r
. (1.114)
The usual method [46, 45] for carrying out this renormalization method is to pick an arbitrary
parameter τ , and rewrite the time dependence in the secular terms as v = (v − τ) + τ . We then
define renormalized integration constants by
GR(x, τ) ≡ G(x) + τ 3
2
µC ′(x), CR(x, τ) ≡ C(x) + τ 1
3
µG′(x), (1.115)
which are such that the secular terms are cancelled exactly at time v = τ . Now we replace the
occurence of G and C at order µ by GR and CR (since they only differ by higher order terms),
and demand that the resulting expansion is independent of τ (by demanding that a derivative with
respect to τ vanishes). This results in the differential equations
∂τGR(x, τ) =
3C ′R(x, τ)
2
, (1.116)
∂τCR(x, τ) =
G′R(x, τ)
3
, (1.117)
which are the RG equations determining the behaviour of GR and CR. To obtain an optimal solu-
tion, which in some sense cancels the secular terms at every time v, we simply set τ = v. This last
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step is analogous to the step in QFT where one sets the renormalization scale equal to the energy
scale one is interested in. The intuitive explanation of this procedure is that we slowly update
our integration constants to eliminate the secular terms at all times. The differential equations we
obtained are equivalent to the wave equation (which can be seen by differentiating with respect to
τ and x). The solutions, with the initial conditions CR(x, δt) = K(x) and GR(x, δt) = M(x), are
GR(x, v) =
1
2
(M − 3√
2
K)(x− 1√
2
(v − δt)) + 1
2
(M +
3√
2
K)(x+
1√
2
(v − δt)). (1.118)
CR(x, v) = −1
2
(
√
2
3
M −K)(x− 1√
2
(v − δt)) + 1
2
(
√
2
3
M +K)(x+
1√
2
(v − δt)). (1.119)
We thus see that the inhomogeneities split up into right- and left-moving modes with the speed of
1/
√
2, which is the speed of sound in a conformal field theory in 2+1 dimensions (which is given in
general dimension n+1 by the formula 1/
√
n [49]). From this we can now obtain the stress-energy
tensor by the prescription outline in Section 1.4, and the energy density is given by
Ttt(x, t) =
1
8piG
CR(x, t). (1.120)
The pressures can also be computed, for which a non-secular correction to B must first be obtained,
but we will not do that here. The explicit formulas for the full stress-energy tensor in terms of
the boundary expansion can be found in [44]. The evolution of the energy density is illustrated in
Figure 1.7, for a source of the form
J(t, x) = e−t
2/δt2(1 + ae−x
2/δx2). (1.121)
As we see, right after the source has been turned off, the energy density has a profile corresponding
precisely to the energy profile of the source. This profile then splits up into right- and left-moving
modes (see [49, 50] for similar results).
One should be careful about the regime of validity of these solutions. When we absorbed the
higher order corrections into the lower order integration constants, the homogeneous solutions at
zeroth order solve the linearized homogeneous equations. These solutions are formally second order
in , but we know that these should really be treated as zeroth order quantities for the time scales
we are considering here (which are of the order δx  1/T ). Although the homogeneous solution
in g is still a solution at the non-linear level, the homogeneous solution for k is not. Thus it is
imperative that the deviations from a homogeneous background really are small. This means that
non only do we need small gradients, we also need to be able to define a background homogeneous
solution with non-zero local temperature such that the deviations from this solution are everywhere
small. For the particular source (1.121), we must have a  1. The conclusion is that the result
in this section is really just a way to obtain and solve the equations of linearized hydrodynamics
for small perturbations around a formed black brane with initial conditions given by equations
(1.102)-(1.105). This is the reason why there is no dissipation in Figure 1.7, i.e. the two modes
will move undisturbed for all times. When including higher order hydrodynamical corrections,
dissipation is expected to arise.
In this section we have obtained a solution for the formation of an inhomogeneous black brane
from quenching a boundary source, which is valid in certain limits. In Chapter 3, we will look at
a similar setup in three dimensions and show how to construct an exact solution of an inhomoge-
neous black hole being formed from a boundary source. In that example, the stress-energy tensor
will also split up into left- and right-moving modes, but contrary to the results in this section,
that is an exact result. The reason why there is no dissipation in that case is due to the enhanced
symmetry group in the two-dimensional conformal field theory on the boundary which results in
an infinite number of conserved charges.
1.6.4 AdS Vaidya spacetimes
Another analytical model, the Vaidya spacetime, describing black hole formation can be obtained
by assuming that the matter content is composed of pressureless spherically (or translationally)
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Figure 1.7: Stress-energy tensor after an inhomogeneous quench, in the limit where the amplitude
of the quench is small and the amplitude and gradients of the inhomogeneities are both small
compared to the background temperature. The energy density splits up into left- and right-moving
modes, as expected from intuition from linear hydrodynamics. In this approximation, dissipation
is not included and is expected to show up at higher orders. The boundary source is given by
(1.121) with parameters δt = 0.1, a = 0.2,  = 0.1 and δx = 100, and the energy density is given
in units of L2/16piG.
symmetric null dust. We will only consider the Vaidya spacetimes for formation of AdS black
holes, although flat space versions also exist and have been used to study black hole formation in
spacetimes more similar to our own. In global AdS, with AdS radius L = 1, the metric takes the
form
ds2 = −
(
r2 + 1− M(v)
rd−2
)
dv2 + 2dvdr + r2dΩ2d−1. (1.122)
Note that for constant M , this is just the black hole metric in global coordinates. For a time-
dependent mass M , this spacetime requires a non-zero stress-energy tensor of the form
8piGTvv =
d− 1
2rd−1
M ′(v), (1.123)
which corresponds to a continuous creation of spherically symmetric infalling lightlike matter from
the boundary of the spacetime at r →∞. We can define a similar toy model in Poincare´ coordinates
for the formation of a translationally invariant black brane, and the metric can be written in the
form
ds2 = −r2
(
1− M(v)
rd
)
dv2 + 2dvdr + r2d~x2d−1, (1.124)
with the stress-energy tensor again given by (1.123). This spacetime corresponds to a contin-
uous creation of translationally invariant infalling lightlike matter from the boundary. Via the
AdS/CFT correspondence, the infalling matter in both versions of the AdS Vaidya spacetime can
be interpreted as being created by a time dependent source in the dual CFT.
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A very useful special case of these spacetimes can be obtained by assuming that the matter content
is an infinitesimally thin shell. The mass profile then takes the form of a step function and such
spacetimes thus only depend on the final mass of the black hole. Studying thin shell spacetimes
can be useful since there is only one free parameter (the mass M), compared to if we assumed
some arbitrary profile for the infalling matter content (which would give us a continuous function
as a free parameter). In the boundary CFT these spacetimes are dual to thermalization processes
triggered by an instantaneous quench, and non-local observables in a thermalizing CFT have been
studied using these spacetimes [51, 52]. Note also that the translationally invariant Vaidya space-
time (1.124), for d = 3, can be obtained by taking the thin shell limit of the thermalization process
from a massless scalar field considered in Section 1.6.3, as can be seen from equations (1.91)-(1.93).
In Chapter 3, we will in particular show that the spherically symmetric Vaidya spacetime (1.122)
(and generalizations thereof), for d = 2, can be obtained from a limit of an infinite number of
pointlike particles falling in from the boundary.
1.6.5 Dynamics in global AdS
Dynamics in global AdS has been shown to exhibit much more complicated and interesting struc-
ture than Poincare´ patch AdS, and for instance it is very difficult to know if small perturbations
will result in black hole formation or not [53] (as opposed to in Poincare´ coordinates where a black
brane always forms for translationally invariant perturbations). This is related to the fact that
the AdS radius in global coordinates plays an important role and sets a scale to which one can
compare the injected energy, so that there can be qualitatively different solutions depending on
the energy of the perturbation. The typical behaviour is that the matter wave packet will fall
in to the center of AdS and bounce back to the boundary before a black hole has formed. The
wave packet then becomes more and more localized the more times it scatters at the origin and
after a number of bounces it is localized enough to collapse to a black hole. We will find similar
behaviour in Chapter 2 when we study dynamics in confining holographic models. Dynamics in
global AdS has also been studied perturbatively [47, 54, 55, 46, 56]. When solving the equations
of a scalar field coupled to gravity perturbatively there will be secular terms showing up in the
perturbative expansion, which can be resummed using the techniques we used in 1.6.3. This re-
summed perturbation theory reveals a lot of interesting features, such as hidden conservation laws
for the transfer of energy between the normal modes that can be related to the isometries of AdS.
Although these are very interesting research questions, we will not discuss them in this thesis. In
Chapter 3, we will however look at black hole formation in three-dimensional global AdS, but from
a different mechanism than what has been the focus of the above mentioned lines of research. In
three dimensions there is another interesting dynamical process that can result in formation of a
black hole [57], namely that of colliding pointlike particles (in three dimensions, pointlike particles
coincide with conical singularities, contrary to higher dimensions where a pointlike massive solution
of Einstein’s equations can not exist since it must necessarily be covered by an event horizon). It
turns out that one can consider collisions of pointlike particle where the initial particles merges into
one single resulting object. If the energy is low, the resulting object will just be another pointlike
particle, but if the energy is large enough the resulting object is instead a black hole.
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Chapter 2
Holographic thermalization in
confining theories
In this chapter we will study dynamical processes in confining theories using the AdS/CFT corre-
spondence. After some brief motivation for studying these processes we will then study in detail
dynamics in the hard wall model and in the AdS Soliton model which were both introduced in
Section 1.5. The setup will be similar to what we did in Section 1.6, except that we will use a
confining geometry as initial condition instead of AdS. We end with some general conclusions and
directions for future research. This chapter is based on the papers [2] and [3].
2.1 Introduction and motivation
One of the most successful applications of the AdS/CFT correspondence to real world systems,
has been the application to high temperature strongly coupled plasmas of SU(N) gauge theo-
ries, in particular to quantum chromodynamics (QCD). This is particularly relevant due to the
experimental discovery of the quark-gluon plasma (QGP), which is a high temperature state of
QCD where the quarks and gluons are deconfined. The essential idea for this application is to
first consider the supersymmetric N = 4 SU(N) SYM theory in four dimensions, which is one of
the sides in the original AdS/CFT duality. This theory is obviously very different from a (non-
supersymmetric) SU(N) gauge theory. However, if we put the theories at finite temperature, the
supersymmetry will be broken and in this state it is believed that the two theories are more sim-
ilar. Thus by studying the supersymmetric SU(N) gauge theory at finite temperature by using
the AdS/CFT correspondence we may be able to deduce qualitative behaviour for high temper-
ature non-supersymmetric gauge theories. For the particular application to real QCD, there is
another subtlety which is that the gauge theory is SU(3) while the only tractable version of the
AdS/CFT correspondence requires that the number of colors, N , is large. Thus for applications
to QCD we also rely on the approximation that 3  1. The validity of this approximation can
obviously be seriously questioned, but comparisons to experiments indicate that we are not too far
off. Moreover, one can argue that AdS/CFT applications to QCD are better motivated than in for
example several condensed matter applications where it is even difficult to identify any parameter
that corresponds to the parameter N in the AdS/CFT duality.
The AdS/CFT correspondence has been used to study many different properties of strongly coupled
plasmas at high temperature. One of the most famous result emanating from applying AdS/CFT
to strongly coupled plasmas concerns the value of the shear viscosity η, and it has been shown that
[58, 59] that it takes the
η
s
=
1
4pi
~
kB
, (2.1)
for a large class of field theories (namely those that have a gravity dual described by a black brane).
Here s is the entropy density. Comparing to experiments, this is of the same magnitude as what
has been measured in the quark-gluon plasma formed in particle colliders [60], and the AdS/CFT
description works better than perturbative QCD calculations providing more evidence that the
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quark-gluon plasma is strongly coupled. A more general result building on this, the famous so-
called fluid-gravity correspondence, showed that the long wavelength dynamics of a black brane
in AdS can be described by a hydrodynamics theory involving boundary variables [61]. Another
strong advantage of using AdS/CFT is that formulating non-perturbative dynamics at finite tem-
perature becomes tractable. Studying dynamics in a quantum field theory, especially at strong
coupling, is a very difficult task, and even formulating what one means with dynamics (away from
linear fluctuations) in a thermodynamical context at finite temperature is not straightforward.
In AdS/CFT, it all boils down to solving Einstein’s equations in the bulk and it thus becomes
conceptually trivial to formulate solution strategies for problems that would on the field theory
side require techniques from non-equilibrum statistical physics and time-dependent lattice gauge
theory. Many out-of-equilibrium problems of strongly coupled plasmas have been studied using
holography, see for instance [38, 62, 63, 64, 44]. The overall qualitative features, such as a fast
thermalization time and good agreement with hydrodynamics, agree with measurements of the
QGP.
The applications of AdS/CFT to QCD described above have been in the high temperature de-
confined phase, but it is also interesting to ask what happens in the confined phase. Corrections
from the confinement property of QCD can also be relevant in the deconfined phase near the phase
transition. With applications to dynamics of confining QCD in mind, we will in the remainder of
this chapter study dynamics in two confining theories, but we will keep the discussion at a formal
level and not compare with experiments or with real applications of QCD. The first model we will
study is the hard wall model. As mentioned in Section 1.5, this model is essentially AdS but with
a hard cutoff that has been put in by hand. This model can not be obtained from a string theory
embedding and thus it is not clear how realistic results obtained using such a model will be. It will
however will serve as a useful toy model to build some intuition of what behaviour we can expect
in more well founded confining models. The second example we will study is the AdS Soliton.
This model has a much more well defined theoretical motivation, and as we explained in Section
1.5 can be obtained by considering compactifications in string theory. This model also underlies
the Sakai-Sugimoto model [65, 66], which is an extension that adds quarks and chiral symmetry
breaking to try to capture more properties of QCD. In both models, the action will be that of a
massless scalar field coupled to gravity, given by
S =
1
16piG
∫
dd+1x
√−g
(
R− 2Λ− 1
2
(∂φ)2
)
+ SGYH , (2.2)
where SGYH is the necessary boundary term to render the variational principle well defined[30],
but which does not affect the equations of motion. This is the same action we used in Chapter 1.
The equations of motion following from this action are
Rµν − 1
2
Rgµν + Λgµν =
1
2
∂µφ∂νφ− 1
4
(∂φ)2gµν ,
∂µ(
√−ggµν∂νφ) = 0. (2.3)
The setup will be similar to the setup in Section 1.6, namely we will quench the boundary condition
J of the scalar field φ by giving a time dependence in the form of a short (Gaussian) pulse. This
corresponds to turning on a source in the boundary field theory coupled to the operator O that is
dual to the scalar field φ. For the AdS Soliton, we will also consider turning on a source coupled to
the boundary stress-energy tensor, which is equivalent to giving a time dependence to components
of the boundary metric. The most important question we will ask is whether or not turning on
a time dependent source on the boundary results in the formation of a black hole (dual to a
thermalization process on the boundary), as well as what the qualitative behaviour of the resulting
dynamics is both in the case of black hole formation but also in the case when no black hole forms.
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2.2 The hard wall model
In this section we will describe the process of holographic thermalization in the hard wall model.
As we have emphasized previously, this is a very crude model of a gravitational background that
enjoys the confining property. However, it will be a useful toy model to get some intuition for the
behaviour we might expect from more well established models and as we will see many features
will indeed also be present for the AdS Soliton.
2.2.1 Holographic setup
Our bulk setup is based on Einstein gravity in d + 1 dimensions with a negative cosmological
constant, minimally coupled to a massless scalar field φ. The action will be that of a massless
scalar field coupled to gravity given by (2.2). The metric ansatz will be the same as in 1.6.3 and
given by
ds2 =
L2
z2
(
−f(z, t)e−2δ(z,t)dt2 + dz
2
f(z, t)
+ d~x2
)
, (2.4)
where we fix the residual gauge freedom δ(z, t) 7→ δ(z, t)+p(t) by requiring the boundary condition
δ(0, t) = 0. At early times, we start from the AdS metric, f = 1 and φ = δ = 0, and then we
inject energy into the system by turning on the source J(t) ≡ φ(z = 0, t) for the scalar field φ.
The source will be a Gaussian of the form
J(t) = e−
t2
δt2 . (2.5)
Writing prime and dot for differentiation with respect to z and t, respectively, and introducing
Φ ≡ φ′ and Π ≡ eδφ˙/f , the equations of motion reduce to
Φ˙ =
(
fe−δΠ
)′
, (2.6a)
Π˙ =zd−1
(
fe−δΦ
zd−1
)′
, (2.6b)
f˙ =
z
d− 1f
2e−δΦΠ, (2.6c)
f ′ =
z
2(d− 1)f
(
Φ2 + Π2
)
+
d
z
(f − 1), (2.6d)
δ′ =
z
2(d− 1)
(
Φ2 + Π2
)
. (2.6e)
So far everything is the same as in Section 1.6.2 where we studied dynamics and black hole formation
in AdS. Now we introduce the hard wall by restricting the range of the z coordinate to 0 < z < z0,
where the location of the hard wall is inversely proportional to the confinement scale Λ of the
boundary theory, Λ ∼ 1/z0. The physical interpretation of the confinement scale is that the larger
it is, the sooner the linear behaviour of the quark-antiquark potential in Figure 1.2 kicks in (and
the linear potential grows faster). At the hard wall, we will mainly consider two possible boundary
conditions on the scalar field: Dirichlet boundary conditions φ|z=z0 = 0, corresponding to Π = 0,
or Neumann boundary conditions φ′|z=z0 = 0, corresponding to Φ = 0.
2.2.2 Boundary expansion and holographic renormalization
The boundary quantities can be extracted by using the holographic renormalization procedure
explained in Section 1.4. We will go through the procedure in detail here for the cases of d = 3
and d = 4. One has to evaluate the bulk action
S =
1
16piG
∫
M
dd+1x
√−g
(
R+
d(d− 1)
L
− 1
2
(∂φ)2
)
+
1
8piG
∫
∂M
ddx
√−γ K + Sct (2.7)
for the on-shell field solutions where the counterterm action Sct has been determined such that the
total action is finite. Here γij is the induced metric at the boundary ∂M and is used for raising
and lowering indices on ∂M (note that this is different from the boundary metric g(0)ij with respect
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to which the functional derivaties should be taken when computing the stress-energy tensor, and
the two are related by γij = L
2g
(0)
ij /z
2). The boundary theory expectation values are then given
by functional derivatives with respect to the sources.
The results for d = 3 can in principle be obtained from Section 1.4, but we will carry out the
procedure again explicitly for the full theory (both the scalar field and gravity). The boundary
expansion, which is the same as the one in Section 1.6.2, is
φ = J − 1
2
J¨z2 + φ3z
3 +O(z4), (2.8)
f = 1− z2 J˙
2
4
+ z3f3 +O(z
4), (2.9)
δ =
J˙2
8
z2 +O(z4). (2.10)
We will also here state the expansions of the extrinsic curvature Kij and its trace K, which are
z2Ktt = −L+L
8
J˙2z2+O(z4), z2Kxixi = L−
L
8
J˙2z2+
L
2
f3z
3+O(z4), K =
3
L
+
1
8L
J˙2z2+O(z4),
(2.11)
where xi denotes one of the two spatial coordinates. By evaluating the on-shell action, it can be
seen that the counterterms are given by
Sct =
1
16piG
∫
∂M
d3x
√−γ
(
− 4
L
− LRˆ+ L
2
(∂ˆφ)2
)
, (2.12)
where the hat signifies quantities evaluated using the induced metric γij at z = . Note that this
is just the same counterterm discussed in Section 1.4. The variation of the renormalized on-shell
action can now be written as
δSren,on−shell =
1
16piG
∫
z=
d3x
(√−γ(Kij −Kγij + 2
L
γij +
L
2
Rˆγij − LRˆij − L
4
(∂ˆφ)2γij
+
L
2
∂iφ∂jφ)δγ
ij + (
√−ggzz∂zφ− L∂i(
√−γγij∂jφ))δφ
)
, (2.13)
where some boundary terms have been ignored. The Ricci tensor and scalar will both vanish
identically (since the boundary metric is flat). By using the expansions of the extrinsic curvature,
the scalar fields and the metric components one can see that the divergent part cancels out (as
expected), and the result can be written as
δS =
L2
16piG
∫
z=
d3x
((
L2
2
)(
f3δγ
tt +
1
2
f3δγ
xx +
1
2
f3δγ
yy
)
+ 3φ3δφ+O()
)
. (2.14)
From this we obtain the expectation values as
〈O〉 = 3L
2
16piG
φ3, 〈Ttt〉 = 2〈Txixi〉 = −
L2
8piG
f3. (2.15)
The trace of the stress-energy tensor is identically zero, 〈Tr (Tµν)〉 = −〈Ttt〉 + 2〈Txixi〉 = 0. By
solving the equations of motion asymptotically near the boundary, one can deduce that f˙3(t) =
(3/2)J˙(t)φ3(t) which can also be obtained as a Ward identity as discussed in Section 1.4, and can
be reformulated in terms of the boundary expectation values and sources.
For d = 4 the situation is a bit more involved, since there will be finite contributions from the source
to the expectation values. We also have the sublety of having to deal with finite counterterms.
The expansion of the metric components and the scalar field reads
φ = J − J¨
4
z2 +
(
J˙2J¨
8
−
....
J
16
)
z4 log z + φ4z
4 + . . . , (2.16)
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f = 1− J˙
2
12
z2 +
(
J˙4
24
− J˙
...
J
12
+
J¨2
24
)
z4 log z + f4z
4 + . . . , (2.17)
δ =
J˙2
12
z2 +
(
J˙4
72
− J˙
...
J
48
+
J¨2
96
)
z4 + . . . . (2.18)
For the extrinsic curvatures we have
z2Ktt = −L+ L
24
J˙2z2 + L
(
J˙4
48
− J˙
...
J
24
+
J¨2
48
)
z4 log z + L
(
f4
2
+
25
1152
J˙4
)
z4 +O(z5),
z2Kxx = L− L
24
J˙2z2 + L
(
J˙4
48
− J˙
...
J
24
+
J¨2
48
)
z4 log z + L
(
f4
2
− 1
1152
J˙4
)
z4 +O(z5),
K =
4
L
+
1
12L
J˙2z2 +
1
L
(
J˙4
36
− J˙
...
J
24
+
J¨2
48
)
z4 +O(z5). (2.19)
It turns out that the counterterms are
Sct =
1
16piG
∫
∂M
d4x
√−γ
(
− 6
L
+
L
4
(∂ˆφ)2 + L3 log()
(
1
8
(ˆφ)2 + 1
24
(∂ˆφ)4 − 1
24
Rˆij∂iφ∂jφ
))
.
(2.20)
Note that even though Rˆij vanishes, its variation does not. These counterterms are not unique
and there is an ambiguity up to finite counterterms which we will parametrize as
S˜ct =
L3
16piG
∫
∂M
d4x
√−γ
(
α
8
(ˆφ)2 + β
24
(∂ˆφ)4 − σ
24
Rˆij∂iφ∂jφ
)
, (2.21)
with arbitrary constants α, β and σ. The variation of the renormalized on-shell action yields a
quite tedious result which can be written as
δSren,on−shell =
1
16piG
∫
z=
d4x
(√−γ [Kij −Kγij + 3
L
γij − L
8
(∂ˆφ)2γij +
L
4
∂iφ∂jφ
]
δγij
+
√−γL3 log()
[
− 1
16
γij(ˆφ)2 +
1
4
∂i∂jφˆφ− γij 1
48
(∂ˆφ)4 +
1
12
∂iφ∂jφ(∂ˆφ)
2
]
δγij
+
√−γL3 log()
[
1
8
γijγ
kl∂k(∂lφˆφ)− 1
4
∂i(∂jφˆφ)
]
δγij
+
√−γL3 log()
[
1
24
(
2∂k∂i(∂
kφ∂jφ)− ∂2(∂iφ∂jφ)− γij∂k∂l(∂kφ∂lφ)
)]
δγij
+
√−γL3
[
− α
16
γij(ˆφ)2 +
α
4
∂i∂jφˆφ− γij β
48
(∂ˆφ)4 +
β
12
∂iφ∂jφ(∂ˆφ)
2
]
δγij
+
√−γL3
[α
8
γijγ
kl∂k(∂lφˆφ)− α
4
∂i(∂jφˆφ)
]
δγij
+
√−γL3
[ σ
24
(
2∂k∂i(∂
kφ∂jφ)− ∂2(∂iφ∂jφ)− γij∂k∂l(∂kφ∂lφ)
)]
δγij
+ L3 log()
[
1
4
∂i∂j(γ
ij√−γˆφ)− 1
6
∂i(
√−γγij∂jφ(∂ˆφ)2)
]
δφ
+ L3
[
α
4
∂i∂j(γ
ij√−γˆφ)− β
6
∂i(
√−γγij∂jφ(∂ˆφ)2)
]
δφ
+
[√−ggzz∂zφ− L
2
∂i(
√−γγij∂jφ)
]
δφ
)
. (2.22)
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It can be checked explicitly by using the expansions (2.16)-(2.18) that all divergent terms cancel
(just as in the d = 3 case, the Ricci scalar and tensor vanish). The result can then be written as
δSren,on−shell =
L3
16piG
∫
z=
d4x
([
3
2
f4 +
(11− 24β)
384
J˙4 +
(2α− 1)
16
J˙
...
J − α
16
J¨2
](
z2
L2
)
δγtt
+
[
1
2
f4 +
(1− 8β)
384
J˙4 +
9α− 1
48
J¨2 +
6α− 1
48
J˙
...
J − σ
24
∂2t (J˙
2)
]
×(
z2
L2
)
(δγx1x1 + δγx2x2 + δγx3x3)
+
[
4φ4 +
(19− 24β)
48
J˙2J¨ − (3− 4α)
16
....
J
]
δφ+O()
)
. (2.23)
Thus we can identify the boundary field theory quantities as
〈O〉 = L
3
16piG
(
4φ4 +
(19− 24β)
48
J˙2J¨ − (3− 4α)
16
....
J
)
, (2.24)
〈Ttt〉 = L
3
16piG
(
−3f4 − (11− 24β)
192
J˙4 − (2α− 1)
8
J˙
...
J +
α
8
J¨2
)
, (2.25)
〈Txixi〉 =
L3
16piG
(
−f4 − (1− 8β)
192
J˙4 − 9α− 1
24
J¨2 − 6α− 1
24
J˙
...
J +
σ
12
∂2t (J˙
2)
)
, (2.26)
For simplicity we pick the scheme where 4α = 3 and 24β = 19 so that 〈O〉 simplifies. By solving
the equations of motion asymptotically near the boundary, one can deduce that
f˙4 =
4
3
J˙φ4 +
1
18
J˙3J¨ +
1
24
J¨
...
J − 1
48
J˙
....
J , (2.27)
which is the Ward identity and can be reformulated in terms of the boundary expectation values
and sources. Note that the trace of the stress-energy tensor is non-zero, signifying the breaking of
the conformal symmetry by the source J .
2.2.3 Numerical methods
To solve the system numerically, we discretized the equations in the bulk coordinate z using a
pseudospectral method based on Chebychev polynomials, see Section 1.6.2 for more details. It
will turn out that the trick to define a new variable by Φ(z, t) = zΦ˜(z, t) is crucial for long stable
evoution, in particular in the d = 4 case. Note that this does not affect the boundary conditions
at the hard wall, and Dirichlet boundary conditions are given by Φ˜|z=z0 = 0. We will also use our
rescaling freedom of the coordinates to set z0 = 1 and then restore it by dimensional arguments
afterwards.
2.2.4 The black hole phase and the scattering phase
If the energy is large enough, the situation is very similar to that of quenching AdS and a black
brane forms. This happens when the black hole horizon that would be formed in AdS is sufficiently
large, namely when the would be horizon zh satisfies zh . z0. This is only an intuitive argument
that becomes exact in the δt → 0 limit, and the details depends on the full dynamics and the
particular source profile used. If the source is not localized (if δt is not sufficiently small), the total
injected energy can not be computed analytically and depends on the full dynamics in the bulk.
Black hole formation is signalled by the formation of an apparent horizon, where the blackening
factor f vanishes. Since in the coordinate system (2.4) an apparent horizon is only reached at
infinite time, we declare that a black brane has been formed whenever the minimum of f goes
below a cutoff we choose to be 0.02. When a black brane forms, the evolution will typically just
look like that of pure AdS (see Figure 1.5), since the hard wall will be screened by formation of the
horizon. However, it is possible that if the injected energy is very close to the threshold (zh ∼ z0),
the dynamics might still be affected by the hard wall even though a black brane still forms. We
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Figure 2.1: Evolution of field theory observables for a scattering solution in d = 3 and Neumann
boundary conditions. The source is given by (2.5) with parameters  = 0.01 and δt = 0.1z0.
The expectation values are in units of L2/16piG. The dashed black line in the center panel is the
expectation from a weak field probe limit calculation as explained in Section 2.2.5.
will not look at this in more detail here, but we will discuss such critical behaviour more in the
AdS Soliton model.
If the energy is not large enough, a black brane will not form because the wave packet will reach
the hard wall before it has time to collapse (in other words, the black brane that would have
formed in AdS would have a horizon zh satisfying zh & z0). The wave packet will then bounce
on the hard wall and return to the boundary. This results in what we call scattering solutions,
where the matter bounces back and fourth between the hard wall and the AdS boundary, and the
system never equilibrates/thermalizes. Every time the matter bounces on the boundary, there is a
reaction in the boundary observables and thus the boundary observables will have a quasi periodic
behaviour. In Figure 2.1 we illustrate this behaviour with a short pulse with δt = 0.1z0,  = 0.01
and Dirichlet boundary conditions. As we can see, the expectation value of the scalar undergoes a
quasi periodic behaviour (even though the energy density goes to a constant).
In Figure 2.3 we show examples where the pulse width is of the same order of magnitude as
the confinement scale (location of the hard wall). We illustrate the evolution of the minimum of
the metric function f , as well as the evolution of the expectation value of the scalar field’s dual
operator, for d = 4 field theory dimensions, Neumann boundary conditions, δt = z0 and several
values of  (including both scattering solutions and black hole formation). Panel (g) shows the
formation of a black brane signalled by f going to zero. As we see, with increasing  and thus
increased backreaction, the oscillations of the scalar becomes more and more distorted.
One may also ask the question what exactly the energy density of the final state is as a func-
tion of the source amplitude  and the injection time δt. As we already mentioned, for small δt
the total energy can be computed analytically (see the next section), while for larger δt the whole
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Figure 2.2: Total injected energy as a function of  for d = 3 and Neumann boundary conditions.
The black stars mark the critical value for black hole formation. The scattering regime is on the
left of these markers and the black brane formation regime is on the right.
non-linear dynamics must be taken into account. Figure 2.2 shows that for fixed δt, the injected
energy increases as a function of . While for small δt the increase is gradual, for large δt the
injected energy density is very small in the scattering phase (as can be expected for a source that
is turned on and off almost adiabatically), but increases very sharply when the threshold for black
brane formation is crossed.
2.2.5 Weak field solution in the scattering phase
For very weak quenches in d = 3, it is possible to find the scattering solutions analytically. The
general solution of the Klein-Gordon equation for the scalar field is
φ(z, t) = A(t− z) + zA′(t− z) +B(t+ z)− zB′(t+ z), (2.28)
for two arbitrary functions of time A and B. A corresponds to infalling waves and B corresponds
to outgoing waves. In pure AdS our setup would require B = 0 and A would then be equal to
the boundary source J (as was done in Section 1.6.3). However, the presence of the hard wall will
force us to also consider outgoing waves resulting from the infalling wave bouncing on the wall.
By imposing the boundary condition φ(0, t) = J(t), we obtain that A(t) + B(t) = J(t) and thus
the solution reads
φ(z, t) = J(t− z) + zJ ′(t− z) +B(t+ z)−B(t− z)− z(B′(t+ z) +B′(t− z)), (2.29)
By imposing Neumann boundary conditions, we obtain the relation J ′(t−z0) = B′(t−z0)+B′(t−z0)
which has the solution
B(t) =
∞∑
m=1
J(t− 2z0m)(−1)m+1. (2.30)
The solution with Dirichlet boundary conditions is more complicated and we refer to [67] for more
details. From this it is then possible to extract the boundary field theory quantities. The full
40
solution thus takes the form
φ(z, t) =J(t− z) + zJ ′(t− z) +
∞∑
m=1
[
J(t+ z − 2mz0)− J(t− z − 2mz0)
− z(J ′(t+ z − 2mz0) + J ′(t− z − 2mz0))
]
(−1)m+1. (2.31)
From this the vacuum expectation value of the dual operator can be obtained as
〈O〉 = L
2
16piG
(
...
J (t)−
∞∑
m=1
(−1)m+1 ...J (t− 2mz0)
)
. (2.32)
This result is shown in Figure 2.1 compared to the numerical simulation.
2.2.6 The phase diagram
It is interesting to ask for what values of the parameters δt and  the system thermalizes. This
is of course a question that depends on the particular source involved and may not give universal
answers, but it is nevertheless an interesting question and as we will see there are several ana-
lytical checks. With phase diagram we specifically mean the separation between the parameter
space that results in the formation of a black brane and the parameter space that results in a
scattering solution. This depends on the boundary conditions (Neumann or Dirichlet) as well as
the dimension and is shown in Figure 2.4 for d = 3 and d = 4. In the limit of small and large δt,
analytic understanding can be obtained of the phase diagram which we will describe below.
Small δt behaviour
When δt  z0, the infalling matter approximately takes the form of a thin shell. As explained
earlier, a black brane will form in the hard wall model if the brane that would have formed in the
absence of the hard wall. Moreover, in the limit of small δt, it is possible to analytically compute
the total energy injected from the source. For d = 3, it is given by equation (1.93), and for the
profile (2.5) the mass is M =
√
9pi
8
2
δt3 . Since the event horizon is given by zh = M
−1/3, comparing
the event horizon zh with the location of the hard wall z0 we obtain that the critical value for  is
given by
c = (8/(9pi))
1/4
δt3/2z
−3/2
0 . (2.33)
For d = 4, the formula for the total injected energy is given by formula (B.14) in [43] and for our
source (2.5) the mass is then M = pi
2
3δt4 . The event horizon is then given by zh = M
−1/4 which
results in the critical  value
c = (3/pi)
1/2
δt2z−20 . (2.34)
These predictions are given by the blue dashed lines in Figure 2.4 and agree with the numerical
results.
Large δt behaviour
The regime where δt  z0 can also be treated analytically. This is in essence an adiabatic ap-
proximation, and we will thus neglect time derivatives in the equations of motion and consider
quasi-static solutions with f˙ = Π˙ = Φ˙. For Neumann boundary conditions we have Φ = 0 at the
hard wall. From equation (2.6b) we then find that Φ = Czd−1f−1eδ, where C is an integration con-
stant, and using the Neumann boundary condition we must have C = 0 and so Φ = 0 throughout
the bulk (which then also satisfies equation (2.6c) since f˙ = 0). Assuming the boundary conditions
Π(z = 0) = λ, (2.6a) now gives Π = f−1eδλ since f(z = 0) = 1 and δ(z = 0) = 0. Using these
solutions in (2.6d) and (2.6e), we obtain an ordinary differential equation (ODE), conveniently
written in terms of S ≡ fe−δ, as
S′ =
d
z
(
S − e− λ
2
2(d−1)
∫ z
0
z′S(z′)−2dz′
)
, (2.35)
where we have again used the boundary condition δ(z = 0) = 0. This ODE can be solved nu-
merically by scanning over possible boundary values of S at the hard wall. However, it turns out
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there is a critical λc such that for |λ| ≥ λc this ODE is not solvable anymore and this indicates
that the adiabatic approximation breaks down and a black brane must form instead. For d = 3
we have λc ≈ 1.47 and for d = 4 we have λc ≈ 1.85. Going back to our original setup, λ will be
(slowly) time-dependent and equal to the time derivative of the boundary condition of the scalar
field. Thus we draw the conclusion that for large injection times, a black hole is formed if we have
max{|J˙(t)|} ≥ λc. For the profile given in equation (2.5), we obtain the relation c = λc
√
eδt/
√
2.
The story is very similar for Dirichlet boundary conditions. In this case, we have Π = 0 at the hard
wall which then implies from (2.6a) that Π = 0 everywhere in the bulk (and also in this case, this
implies that (2.6c) is automatically satisfied). We can then solve (2.6b) to obtain Φ = αzd−1S−1,
where S = fe−δ and α is a constant, related to J by the requirement that φ = J +
∫ z
0
Φ(z′)dz′
should vanish on the hard wall. Following the same argument as for the Neumann boundary
condition, we obtain the ODE
S′ =
d
z
(
S − e− α
2
2(d−1)
∫ z
0
S(z′)−2z′2d−1dz′
)
. (2.36)
We can now numerically find critical parameters, Jc ≈ 1.53 for d = 3 and Jc ≈ 1.63 for d = 4,
such that for |J | > Jc no solution exists. For the profile (2.5), this leads to the critical amplitude
c = Jc. A technical comment here is that when solving the equation (2.36), boundary values
Shw of S on the hard wall and values of J are not in one-to-one correspondence, thus one must
be careful when scanning through the parameter space to find which values of J a solution exists.
Since the map from Shw to J is multivalued, if we naivelly just scan monotonically over values
of Shw until a solution does not exist anymore and thus finds a critical S
c
hw, the corresponding
value J(Schw) will not be the critical value for J . It is thus important to scan over the parameter
J and consider all solutions that satisfy this boundary condition, contrary to the case of Neumann
boundary conditions where it is perfectly fine (and slightly easier) to just scan over values of Shw.
The predictions in the adiabatic regime are shown in Figure 2.4 by the green dashed lines, and are
in excellent agreement with the numerical results.
2.2.7 Late time behaviour
One of the most interesting features of our results is the oscillating behaviour of 〈O〉 in the scat-
tering phase. If this behaviour persists for all times, it indicates that the out-of-equilibrium state
created by the energy injection never thermalizes. While analogous solutions have been found be-
fore for field theories in finite volume (dual to asymptotically global AdS spacetimes), this would
be the first such example in infinite volume. We have therefore investigated the behaviour of 〈O〉
in our scattering solutions for much later times than those displayed in Figure 2.3. In Figure 2.5 we
show that the oscillations seem to continue regularly for as long as we have followed the evolution.
For d = 3 and Neumann boundary conditions, the amplitude seems to undergo modulation on a
larger timescale. The timescale scales with  roughly like 1/2. This can be explained with the fact
that the spectrum of normal modes is resonant only for d = 3 and Neumann boundary conditions
as we will explain in 2.2.8.
There is actually a very simple argument why the scattering solutions can not equilibrate to a
static solution. First of all, the scattering solutions do not have large enough energy to form a
black brane with event horizon zh < z0 (which we will refer to as a large black brane). Thus the
only possible static solution one can imagine are what we will call small black branes, which are
solutions with a blackening factor f(z) corresponding to a black brane that has an event horizon
that is outside the physical part of the spacetime (namely with zh > z0). Such solution do not have
an event horizon in the physical part of the spacetime (and are thus not really black holes), but are
perfectly allowed by the static vacuum Einstein equations ((2.6c)-(2.6e) with all time derivatives
and matter fields set to zero). However, when we also consider the dynamical equations, a simple
argument shows that such solutions can not be formed dynamically. When the scalar field satisfies
either Neumann or Dirichlet boundary conditions, equation (2.6c) implies that f is constant at
the hard wall. Thus since the initial conditions have f = 1, we conclude that we must have f = 1
at the hard wall for all times. Since the small black branes have f < 1, we conclude that such
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Figure 2.3: Some examples of time evolution for d = 4 and different , fixed δt = 1 and Neumann
boundary conditions. Panels (a,c,e,g) show the evolution of the minimum of f , for three scattering
solutions ( = 0.1,  = 0.6 and  = 1) and black brane formation ( = 1.15), respectively. Panels
(b,d,f,h) contain the corresponding time evolution of the expectation values of the scalar operator
in the dual field theory. The last panel shows the profile of the scalar source.
solutions can not be formed dynamically. In fact, this conclusion also holds for much more general
boundary conditions of the form nµ∂µφ = z0
√
fφ′ = F (a) where F (a) is an arbitrary function. In
that case (2.6c) implies that at the location of the hard wall, we have
√
f =
1
2d− 2
∫ φ
0
F (φ′)dφ′ + C, (2.37)
where C is an arbitrary constant. Again, if initially we have f = 1 and φ = 0, then at late times
we cannot have f < 1 and φ = 0, as would have been the case for a small black brane. While
for these more general boundary conditions we cannot exclude that the system might approach
another static solution than a black brane (with some non-trivial profile for the scalar), we have
seen no hints of this in numerical simulations.
2.2.8 Weakly non-linear perturbation theory
In global AdS it is known that small perturbations may lead to instabilities[47, 46] on timescales
of order ∼ 1/2, which can be explained by resonances in the normal mode spectrum. Thus it is
interesting to see what can be said about the normal mode spectrum in the hard wall model, and
what cocnlusions can be drawn from it.
Thus let us consider a massless scalar field φ in the probe limit in the hard wall model. The
Klein-Gordon equation can be written as
φ¨− φ′′ + (d− 1)φ′/z = 0. (2.38)
To look for the normal modes, we assume that the scalar field takes the form sin(ωnt)fn(z), where
ωn are the different normal mode frequencies, which leads to the radial ODE
− ω2nfn − f ′′n + (d− 1)f ′n/z = 0, (2.39)
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Figure 2.4: Dynamical phase diagrams showing the critical parameters that separate the scat-
tering regime from the black brane regime. The different panels show different dimensions and
different boundary conditions, with panels (a,b,c,d) representing d=3 Neumann, d=3 Dirichlet,
d=4 Neumann and d=4 Dirichlet, respectively. The dots are the numerically computed critical
parameters for gravitational collapse. Above (below) the dots we have the black brane (scattering)
phase. The straight lines correspond to analytically computed asymptotic behaviours, as explained
in the text. Note the logarithmic scaling of the axes.
with the solutions
fn(z) = Az
d/2Jd/2(ωnz) +Bz
d/2Yd/2(ωnz), (2.40)
where A and B are integration constants and Jd/2 and Yd/2 are the Bessel functions of first and
second kind, respectively. At the boundary we impose normalizability, f(0) = 0, and thus B = 0.
Now for Dirichlet boundary conditions we want f(z0) = 0, and thus ωn = γ
d/2
n /z0 where γ
d/2
n are
the different zeroes of the Bessel function Jd/2. A frequency spectrum would typically be resonant
if some frequencies are integer multiples of other frequencies, and this does not seem to be the case
for the zeroes of the Bessel function. Thus the spectrum is not obviously resonant.
For Neumann boundary conditions, we instead want f ′n(ωnz) = 0. For d = 4 these frequen-
cies also do not have any simple analytical form and the spectrum is thus not expected to be
resonant. However, for d = 3, the situation is different. Using the recursive relation
2α
z
Jα(z) = Jα−1(z) + Jα+1(z), (2.41)
as well as J1/2(z) =
√
2/piz−1/2 sin z and J−1/2(z) =
√
2/piz−1/2 cos z we can compute J3/2 as
J3/2(z) =
√
2
pi
(z−3/2 sin z − z−1/2 cos z). (2.42)
By evaluating the derivative of fn, it can be shown that ωn = npi/z0. Thus the spectrum is
resonant, which explains the long time amplitude modulation shown in Figure 2.5 that showed up
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Figure 2.5: Long-time evolution and the envelop of 〈O〉 in the scattering phase for Neumann
(N) and Dirichlet (D) boundary conditions and d = 3, 4. Note that only for d = 3 and Neumann
boundary conditions is there an amplitude modulation showing up at a large timescale, which can
be explained by a resonant spectrum.
only for d = 3 and Neumann boundary conditions. Note also that the analytic result for J3/2 still
does not give a simple expression for the frequencies in the case of Dirichlet boundary conditions.
2.2.9 Summary
In this section we have studied time dependent processes in the hard wall model, a very simple
model of a confining holographic gauge theory. The main purpose of studying this model was to
build some intution of what features confining models might possess, what numerical tools we can
use and what analytical tests we can do to check the numerical results. This intuition will be
very useful when we go on to study dynamics in the AdS Soliton model and we will see that some
features, like the existence of scattering solutions and the qualitative form of the phase diagram,
will also be present in that case.
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2.3 The AdS Soliton model
In this section we will study dynamics in the AdS Soliton model. The AdS Soliton was introduced
in Section 1.5, and is also a solution to Einstein’s equation with negative cosmological constant
that is confining according to the critera in Section 1.5. As we explained there, this model can be
obtained from string theory and has a much more well understood field theory dual than the hard
wall model. We will study the same setup where we inject energy into the system via a massless
scalar field, and then we will study the response.
2.3.1 Holographic setup
The model we will consider is again a minimally coupled massless scalar field coupled to gravity.
However, instead of using the hard wall geometry as initial condition, we will start with the AdS
Soliton which we will now briefly review. The metric can be obtained by taking a Euclidean black
brane and Wick rotating one of the spatial coordinates, such the the resulting spacetime still has
Lorentzian signature. It can be described by the metric
ds2 =
L2
z2
−dt2 + dz2
1− zd
zd0
+ (1− z
d
zd0
)dθ2 + d~x2d−2
 . (2.43)
We will henceforth work in units with L = 1. The AdS boundary is located at z = 0 and the
confinement scale is set by z0 (which would correspond to the horizon if we Wick rotated back the
above to a black brane). Note that the θ coordinate is compact in order to avoid a conical singular-
ity, and this metric breaks rotational invariance between the ~x coordinates and the θ coordinate.
This will have the implication that in order to solve for the time-dependence of the metric, we will
need the second order dynamical Einstein equations. This should be contrasted with rotationally
invariant setups, for which the metric can be determined using first order constraint equations
alone (as was the case for pure AdS or the hard wall model).
We will for most of the time use the same procedure as before to quench the system, namely
by using the source J , which is the boundary value of φ (but we will also sometimes consider
quenching the metric components as explained below). Just like in our previous thermalization
setups, we will use a source on the form
J(t) = e−
t2
δt2 . (2.44)
After the source has been turned off, the system’s energy will have increased and the gravitational
bulk solution will have a nontrivial time dependence, governed by the action (2.2) and the equations
of motion (2.3). The main question is how this time-dependent solution behaves, in particular if
it collapses into a black brane solution or not. To avoid having to invoke the extra scalar field, we
will also consider quenching the metric, and compare this to the case of perturbing the scalar. We
can inject energy by turning on a short time dependence for ηθθ/ηxjxj , where η is the boundary
metric, which breaks the isotropy of the boundary metric between the θ and ~x coordinates in the
boundary theory (see (2.45) and (2.46)). This can also be interpreted as quenching the size of
the compactified dimension. In this case, only the gravitational mode will be turned on, and the
dynamics will be qualitatively different from the case where both the scalar and the metric modes
are turned on. In pure AdS (or the hard wall model), it is also possible to quench the metric
components but that would result in exactly the same dynamical system as quenching the scalar
(the equations of motion will be the same). In the AdS Soliton case the two setups are qualitatively
different, and quenching the metric can be done without breaking any more symmetries, which
would have been the case in pure AdS.
Now to solve the Einstein equations we need to choose specific coordinates, as we did for AdS
and the hard wall model. However, now we have less rotational symmetries and we must be more
careful when specifying our metric ansatz, which now must involve more free functions than in
the case of quenching AdS (even though our metric components will still only depend on time and
the radial bulk coordinate). We can constrain the form of the metric by using the symmetries of
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the problem and by suitable gauge transformations (diffeomorphisms), but otherwise the metric
will be completely general. Also, note in particular that due to parity invariance in the θ and ~x
coordinates, we can set all off-diagonal terms involving these coordinates to zero. We may then use
our gauge transformation to bring the metric to a diagonal form with three free functions. Note
that in the AdS and hard wall cases, and in many other setups in the literature which enjoy maxi-
mal rotational or translational symmetries [43, 42, 68], there will only be two free functions in the
metric, which are then completely determined by the constraint equations of Einstein’s equations.
We have found that the following ansatz is useful:
ds2 =
L2
z2
−h(z, t)2dt2 + f(z, t)2
1− zd
zd0
dz2 + (1− z
d
zd0
)e(d−2)b(z,t)dθ2 + e−b(z,t)d~x2d−2
 , (2.45)
with the initial conditions that f = 1, h = 1 and b = 0 before the injection. We will refer to the
boundary at z = 0 as the UV or AdS boundary and the point z = z0 as the IR. The coordinate θ
is periodic with period 4piz0/d to avoid a conical singularity at z0. This form of the metric has a
remaining gauge symmetry corresponding to rescaling of all coordinates. In the numerics, we will
use this to set z0 = 1, but for now we will keep z0 explicit. The coordinates in (2.45) are very
badly behaved at z = z0, however, so for numerics we will use a different ansatz, see Section 2.3.3
for more details.
We will usually inject energy into the system by quenching the scalar with the source (2.44),
but as we previously mentioned we will also do this by quenching the metric. We can do this via
the function b(z, t), namely we can assume a boundary profile on the form
b(0, t) = e−
t2
δt2 , (2.46)
without turning on the source for the scalar. We will thus either use this source for b and keep
φ = 0, or source the scalar as φ(0, t) = J(t) and keep b(0, t) = 0.
To decouple the equations of motion, it turns out to be convenient to define the following variables
Π = φ˙ fh , P = b˙
f
h ,
Φ = φ′, B = b′,
(2.47)
where ′ means derivative with respect to the z coordinate. This decoupling is similar to what we did
for pure AdS and essentially amounts to identifying the canonical momenta Π and P . Introducing
G(z) = 1− z
d
zd0
, (2.48)
the equations of motion following from the ansatz (2.45) can now be written as
f˙ =z1−2d
(d− 2)(d− 1)Gh
2(Gz−2(d−1))′
(PBz + 2P ) +
z2−2dΦΠGh
(Gz−2(d−1))′
+
d− 2
2
Ph, (2.49)
h′
h
=
1
z2(d−1)(Gz−2(d−1))′
(
(d− 1)(d− 2)
2
(P 2 +GB2 +
4GB
z
) +GΦ2 + Π2
)
+
+ (d− 2)B − f
′
f
, (2.50)
h′
h
=
2d(d− 1)(f2 − 1)
z2d(Gz−2(d−1))′
+
f ′
f
, (2.51)
P˙ =
1
d− 1
(
(Ge(d−1)b)′he−(d−1)b
fzd−1
)′
zd−1, (2.52)
Π˙ =
(
hGΦ
fzd−1
)′
zd−1, (2.53)
B˙ =
(
Ph
f
)′
, (2.54)
Φ˙ =
(
Πh
f
)′
. (2.55)
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Note that in this gauge, only derivatives of b appear in the equations of motion, so we do not need
to integrate at every time step to obtain b. This is the reason for the particular parametrization
in (2.45), which is a similar ansatz to what was used in for instance [63].
Evaluating equation (2.49) at the point z = z0, and using (2.47), we obtain
f˙z=z0 = (
d− 2
2
Ph)z=z0 = (
d− 2
2
b˙f)z=z0 , (2.56)
so that
fz=z0 = Ce
d−2
2 b|r=0 (2.57)
for some constant C. Since initially f = 1 and b = 0, we have that C = 1. Thus we can state this
result as (
fe−
d−2
2 b
)
z=z0
= 1, (2.58)
which will be crucial for the analysis in Section 2.3.6. This condition actually is the statement
that the regularity (absence of a conical singularity) at z = z0 is preserved in time. This can be
easily seen in the ansatz (2.75), which is used in the numerical analysis, and we refer the reader to
Section 2.3.3 for further discussion.
2.3.2 Boundary expansion and holographic renormalization
To compute field theory observables, we will again use the procedure known as holographic renor-
malization, which was explained in Section 1.4. As we have explained, this method requires one
to add counterterms to the action that render it finite before extracting the boundary observables
as functional derivatives with respect to boundary sources. These counterterms, which in odd
dimensions give finite contributions to the various one-point functions, must be evaluated explic-
itly for every dimension and quickly become quite involved for increasing dimension. In addition,
these contributions make the one-point functions scheme-dependent. However, when the source is
turned off, the first non-trivial term in the boundary expansion is of order zd and no counterterms
are needed. Since we will be interested in the evolution of the one-point functions after the source
has been turned off, we will therefore mostly ignore the counterterms. In even dimensions the
counterterms typically do not give finite contributions to the one-point functions even when the
source is nonzero and thus in this case the counterterms can be ignored, as we saw in particular
for d = 3 in Section 2.2.2. In the end of this section we will provide the full asymptotic boundary
expansion for d = 3.
The asymptotic behaviour of the various fields after the source has been turned off is given by
f =1 +
E
2(d− 1)z
d + . . . , (2.59)
h =1− E
2(d− 1)z
d + . . . , (2.60)
b =bdz
d + . . . , (2.61)
φ =φdz
d + . . . , (2.62)
where the zd coefficients of f and of h have been related by the equations of motion and E, bd and
φd are so far undetermined functions that will depend on the full non-linear dynamics in the bulk.
We will see later that E will be the total injected energy, while the coefficient φd is related to the
vacuum expectation value of the dual operator. We also have that E˙ = 0, which follows from the
equations of motion or from holographic Ward identities.
To identify the stress energy components at the boundary, we want to write the metric in the
Fefferman-Graham gauge
ds2 =
dζ2
ζ2
+
1
ζ2
gαβdx
αdxβ . (2.63)
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Doing this asymptotically, we can identify z = ζ − ζd+1 12d ( Ed−1 + 1zd0 ) + O(ζ
d+2), which gives us
the metric
ds2 =
dζ2
ζ2
− 1
ζ2
[(
1− (E − 1
zd0
)
ζd
d
+O(ζd+1)
)
dt2
+
(
1 + (
E
d− 1 +
1− d
zd0
)
ζd
d
+ (d− 2)bdζd +O(ζd+1)
)
dθ2
+
(
1 + (
E
d− 1 +
1
zd0
)
ζd
d
− bdζd +O(ζd+1)
)
d~x2
]
. (2.64)
Now it is easy to read off the non-zero stress energy components of the boundary field theory
following the formulas in Section 1.4 as
〈Ttt〉 = 1
16piG
(E − 1
zd0
), (2.65a)
〈Tθθ〉 = 1
16piG
(
E
d− 1 +
1− d
zd0
+ d(d− 2)bd), (2.65b)
〈Txx〉 = 1
16piG
(
E
d− 1 +
1
zd0
− dbd), (2.65c)
from which we see that E is indeed the total injected energy and − 1
zd0
is the initial AdS soliton
energy density (up to a factor that can be set to one by a convenient choice of units). Note also
that 〈Tµµ 〉 = 0, which is a consequence of conformal invariance and is in general not true while
sources are turned on. The vacuum expectation value of the scalar is
〈O〉 = d
16piG
φd. (2.66)
Note that taking the difference 〈Tθθ〉 − 〈Txx〉 cancels the total injected energy E and isolates the
dynamical mode b, which is why we will prefer to plot this quantity instead of the individual pres-
sure components.
Full boundary asymptotics for d = 3
We will now provide the complete asymptotic expansion for d = 3, including the time window when
the source is turned on. All figures that focus on this time window will be for d = 3 since in that
case the boundary expansion and holographic renormalization is simpler and the boundary field
theory quantities are not scheme dependent. To be completely general, we will also assume both
a source Jb for the function b and a source Jφ for the scalar field φ. The asymptotic expansions
for the various functions, following from the equations of motion, are then
f(z, t) = 1 +
1
8
(J˙2b + J˙
2
φ)z
2 +
E
4
z3 +O(z4), (2.67)
h(z, t) = 1− 1
4
(J˙2b + J˙
2
φ)z
2 − E
4
z3 +O(z4), (2.68)
b = Jb − 1
2
J¨bz
2 + b3z
3 +O(z4), (2.69)
φ = Jφ − 1
2
J¨φz
2 + φ3z
3 +O(z4). (2.70)
We also note the relation
3(2b3 − 1
z30
)J˙b + 6J˙φφ3 + 2E˙ = 0. (2.71)
When going to the Fefferman-Graham gauge, the intermediate z2 terms will not affect the z3 terms.
Moreover, as we mentioned in 1.4, in even dimensional AdS spaces the stress-energy tensor does
not get any extra contributions even when the boundary metric is not flat. It is also true that the
source for the scalar does not give any contributions to the stress-energy tensor (we saw this in
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Section 2.2.2, and it can be argued that it also holds in the AdS Soliton case). The formula for
the vacuum expectation value of the scalar is also unchanged, so we can use equations (2.65a) and
(2.66) for d = 3 even when the sources are on. The relation (2.71) can be written in the form
(〈Tθθ〉 − 〈Txx〉) J˙b + 2〈O〉J˙φ + 2〈T˙tt〉 = 0, (2.72)
which is a Ward identity which we also saw in Section 2.2.2, which can also be derived from dif-
feomorphism invariance in the bulk as we mentioned in Section 1.4.
The temperature of the black brane
As seen in (2.65), the energy density will be positive for energies E > 1/zd0 , and we expect that
black branes will form if this is the case. A black brane can be written as the metric
ds2 =
1
ξ2
−dt2(1− ξd
ξdh
) +
dξ2
1− ξd
ξdh
+ dθ2 + d~x2d−2
 . (2.73)
Note in particular that in the case of dynamically evolving from the AdS soliton background
into the black brane (2.73), isotropy between the ~x and θ coordinates must be restored. From
(2.65) this means that we must have bd =
1
(d−1)zd0
and this is indeed verified numerically. The
temperature of such a black brane, obtained by the standard procedure of requiring the absence of
a conical singularity for the Euclidean version of (2.73) (see Section 1.1), is given by T = d/4piξh.
Asymptotically, the radial coordinates ξ and ζ are related by ξ = ζ − ζd+1/2dξdh, from which, by
comparing with (2.64), we can obtain the temperature of the black brane as
T =
d
4piξh
=
d
4pi
[
E − 1
zd0
d− 1
]1/d
. (2.74)
2.3.3 Numerical methods
In this section we will list some important tricks that we had to employ to achieve stable numerical
evolution. It turns out that it is difficult to use the Chebyshev pseudospectral method, which was
used for the AdS and hard wall model, due to numerical instabilities. Instead we used a fourth
order finite difference method to discretize the radial direction, and then evolved the resulting
system of ordinary differential equations in time. We have as initial conditions f = 1, h = 1, b = 0
and φ = 0, corresponding to the AdS soliton geometry. The boundary conditions we impose in
the UV are f(0, t) = 1 and h(0, t) = 1 as well as φ(0, t) = J(t) and b(0, t) = 0 (b(0, t) = J(t)
and φ ≡ 0 if we quench the metric instead of the scalar), and the source is always taken as a
Gaussian J(t) = e−t
2/δt2 . In the IR, we do not have to impose any boundary conditions, since
regularity already follows from the equations of motion. However, there are some potential sources
for numerical instability and inaccuracy, the coordinate singularity in the IR and the AdS boundary
being two examples.
The coordinate singularity
The z coordinate ansatz (2.45) is very inconvenient in the IR. The reason is that at this point the
geometry looks locally like Minkowski space in cylindrical coordinates, with rotational invariance
in the (z, θ) plane. However, the relation to the radial coordinate in this locally flat space is
z = z0(1− r2), and thus dz = −2rz0dr. This means that a small grid spacing in z will be mapped
to a very large grid spacing in r (which is the natural coordinate around the point z = z0), so
a linearly spaced discretization in the z coordinate will become incredibly bad at this point. We
thus found it convenient to instead work with the coordinate r =
√
1− z/z0, and use the metric
ansatz
ds2 =
1
s(r)2
(−h(r, t)2dt2 + 4f(r, t)
2
dg(r)
dr2 + r2g(r)e(d−2)b(r,t)dθ˜2 + e−b(r,t)d~x2d−2), (2.75)
where s(r) = z0(1− r2) and g(r) = (1− (1− r2)d)/(z20r2d). The advantage of this parametrization
of the metric is that now g(r) is a finite slowly varying non-zero function and g(0) = 1/z20 . The
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new periodic coordinate θ˜ has period 4piz20/d
3/2. While the coordinate system (2.45) is convenient
to derive analytic results and to extract the boundary field theory observables, the coordinate
system (2.75) will be used for the numerical evolution. It is also clear in these coordinates, that
the regularity condition (absence of conical singularity) means that fe(d−2)b/2 remains constant in
time, which is exactly the statement (2.58). For completeness, we here list the equations of motion
resulting from the ansatz (2.75), which are
h′
h
=
r2
s2d−2( gr
2
s2d−2 )
′
(2(d− 1)(d− 2)
d
P 2 +
4
d
Π2 + gΦ2+ (2.76)
+
(d− 1)(d− 2)
2
gB2 +
2(d− 2)(d− 1)gBs′
s
)
+ (d− 2)B − f
′
f
,
P˙ =
d
4(d− 1)r
((
ge(d−1)br2
)′
he−(d−1)b
fsd−1r
)′
sd−1, (2.77)
f˙ =
(d− 2)(d− 1)gr2PhBs+ 2(d− 2)(d− 1)gr2Phs′ + 2gr2ΠΦhs
2( gr
2
s2d−2 )
′s2d−1
+
d− 2
2
Ph, (2.78)
h′
h
=
8(d− 1)(f2 − 1)r2
(r2gs−2(d−1))′s2d
+
f ′
f
, (2.79)
B˙ =
(
Ph
f
)′
, (2.80)
Π˙ =
d
4r
(
hgΦr
fsd−1
)′
sd−1, (2.81)
Φ˙ =(
Πh
f
)′, (2.82)
where s(r) = z0(1− r2) and g(r) = (1− (1− r2)d)/(z20r2d) and we have defined
P = b˙ fh , Π = φ˙
f
h ,
Φ = φ′, B = b′.
(2.83)
Note that ′ now indicates derivative with respect to r instead of z, and thus Φ and B are not the
same as in the rest of the text. The functions f , P , Π, Φ and B are then evolved in time, while
the function h is solved for at each time step using equation (2.77), and equation (2.79) is checked
for consistency during the time evolution.
There is also a convenient trick that can be employed to compute derivatives close to an ori-
gin of a polar coordinate grid. Usually if one were to employ finite differences close to a boundary,
one would have to resort to non-symmetric stencils which can induce instabilities or numerical
inaccuracies. However, at r = 0 we do not have a boundary, and we can imagine continuing r
past r = 0 to negative values and thus it is possible to still use central difference schemes when
computing derivatives close to r = 0. An equivalent way of reaching the same result is to use the
fact that all (scalar) functions must be even functions of r when computing the derivatives.
Radial discretization
We have found that high order finite difference discretization has worked well. However, to avoid
high frequency spurious oscillations, we have found that it is convenient to put different functions
on two different grids. To motivate this, consider first a function v(t, z) satisfying the free wave
equation v¨ = v′′. Defining V = v′ and P = v˙ we obtain
V˙ = P ′, P˙ = V ′, (2.84)
which should be compared to the equations of motion for the scalar field and the metric component
b. Now, if we discretize the z coordinate by {zj}nj=0, and consider the derivative approximation
(zj+1−zj)/∆z, this will compute an approximation to the derivative at the point (zj+zj+1)/2. We
thus see that it might be convenient to put V and P on two different grids, one on {zj}nj=0, and one
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one {xj}nj=0 where xj = (zj + zj+1)/2, to improve the accuracy of the derivative approximations.
If one were to use a central difference scheme, we find that it typically induces high frequency
noise. This high frequency noise is still present when using higher order central difference schemes,
but disappears when putting V and P on different grids (also when we use a higher order finite
difference scheme).
In our more complicated setup, the same reasoning holds for the free wave equation in AdS,
and we have found it very useful to employ the same trick even when including backreaction.
Thus we have put Φ and B on one grid, and Π, P and f on the other. Function values are then
interpolated to the other grid when necessary. This proves to result in very stable evolution and
the high frequency noise that is present when using central difference schemes with all functions on
the same grid disappears, although we do not have a theoretical explanation of this phenomenon.
Extracting boundary data
To extract the boundary data, we will have to compute quantities like (f(z) − f(0))/zd when
z → 0. This becomes increasingly difficult when the dimension increases, since we are taking the
ratio of two very small numbers. In particular for d = 6, there is high frequency noise which makes
it difficult to extract the observables. For the simulations of black hole formation (Figure 2.10),
we therefore found it appropriate to use a Savitzky-Golay [69] filter to get rid of this noise and to
make the boundary observables more smooth in time. The fact that the final result is insensitive
to grid spacing and that it agrees with the quasinormal modes of the formed black brane indicates
that the result after applying this filter can be trusted.
2.3.4 Phase diagram
As we have seen, when injecting energy into (the Poincare´ patch of) vacuum AdS, we always form a
black brane. However, since the energy density of the AdS soliton is negative, and any black brane
has positive energy density, there should be a threshold for black hole formation when injecting
energy into the AdS soliton. This is similar to the hard wall model, and we may ask what solutions
we expect if the energy is below the threshold. In the probe limit, the scalar field will just bounce
forever between the boundary and the IR, so one could ask if this behaviour will still remain when
turning on backreaction, or if the system will equilibrate into some other static solution after a
long time. In Section 2.3.6, we prove that the system cannot equilibrate into any static solution
(the proof is similar to that for the hard wall model but more involved). We will thus use the same
terminology as in the hard wall model and refer to these solutions as the “scattering phase”, and
the solutions that thermalize into black holes as the “black hole phase”. In Figure 2.6, we show the
separation between the two different phases, in terms of the parameters  and δt. For small δt we
have the relation  ∼ δtd/2, which is expected since the injected energy (which is the only parameter
associated to the shell in the thin shell limit) is expected to go like E ∼ 2/δtd[43, 68] (although
the overall factor will not be the same as in AdS). The shapes of the phase diagrams resemble
those found for the hard wall model (see Figure 2.4). In particular, for large δt we find numerically
the relation  ∼ δt, which is the same as in the hard wall model with Neumann boundary conditions.
Another interesting question, which we did not explore for the hard wall model, is if we can
find scattering solutions above the energy threshold. Intuitively, right above the threshold, a wave
packet should bounce before collapsing into a black brane due to the finite width of the wave packet,
and this is indeed what we find. Namely, right above the threshold when black brane formation
is possible (the energy density is positive), there is a region where solutions reflect many times
against the boundary without collapsing (although we are not able to say whether they eventually
collapse, due to numerical difficulties in following the solutions for a long time). We have also
found solutions that bounce a few times and then collapse into a black hole. In Figure 2.8 we plot
the number of scatterings before collapse, as a function of amplitude  for fixed δt = 0.24z0. We
see that when decreasing  the number of reflections against the boundary before collapse varies
between 0 and 3, and then for smaller  there is a large region where the solutions do not seem
to collapse. This is similar to what was found in global AdS [53], although in global AdS the
behaviour seems to be more regular and easier to understand.
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Figure 2.6: The separation between the black hole phase and the scattering phase. For small δt,
we see that  ∼ δtd/2, which is expected since the total injected energy is expected to go like
E ∼ 2/δtd [43]. For large δt, we find the relation  ∼ δt.
In Figure 2.7, we show the vacuum expectation value of the scalar operator and min{f/h} as
a function of time, for a solution that bounces twice before collapsing into a black hole. After two
reflections (identified by the sharp peaks in the vacuum expectation value) we see that min{f/h}
approaches zero, which indicates the formation of an apparent horizon. If the wave packet is very
close to collapsing to a black hole while it scatters in the IR, the wave packet usually becomes
very squeezed and comes out almost like a shock wave, resulting in the very sharp peaks in the
expectation value 〈O〉.
2.3.5 Black hole phase
In the black hole phase, the spacetime will collapse into a black brane, and a horizon will form. The
resulting solution will be an AdSd+1 black brane. This in particular means that isotropy between
the θ coordinate and the ~x coordinates will be restored, which implies from equation (2.65) that
bd =
1
(d−1)zd0
, and this is indeed verified numerically. Thus the pressure anisotropy 〈Tθθ−Txx〉 will
dynamically evolve from −d/16zd0piG to 0. A relevant question is what this isotropization process
looks like. In Figure 2.9, we show a typical evolution of the energy density, pressure anisotropy
and vacuum expectation value for the scalar for d = 3. The situation looks similar to that in
Section 1.5 in the sense that the energy density quickly goes to a constant (as dictated by energy
conservation) and the scalar vacuum expectation value is only significant while the source is on.
However, we now also have an isotropy in the boundary field theory pressure components which
goes to zero on a slower time scale.
As we explained in Section 1.6.1, the late-time dynamics should be decomposable into the quasi-
normal modes of the black brane, and thus field theory observables are expected to be governed
by the lowest quasinormal mode. Our numerics will not allow us to follow the evolution for very
long times after a black hole has formed, but long enough to see the quasinormal mode behaviour.
A standard way to illustrate this behaviour is to plot the logarithm of the absolute value of the
deviation of some observable from its final value, as in Figure 1.6. In Figure 2.10, a few exam-
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Figure 2.7: Example of a quench where the scalar wave packet reflects twice at the boundary
before collapsing into a black brane. Time is here in units of z0. The parameters are d = 3,
 = 0.06305472 and δt = 0.24z0. The left axis is for h/f and the right axis is for 〈O〉 in units of
1/(16piGzd0). Vanishing of h/f signals the formation of an apparent horizon.
ples of the deviation of the pressure difference 〈Tθθ〉 − 〈Txx〉 from 0 are shown. We see that, as
expected, the decay time is set by the lowest quasinormal mode, since the decay constants 10.97T
(for d = 3), 8.71T (for d = 4) and 5.66T (for d = 6) are in good agreement with the values for the
lowest quasinormal mode frequencies of AdS Schwarzschild black branes obtained in [39], namely
11.16T , 8.63T and 5.47T , respectively.
2.3.6 Scattering phase
In the scattering phase, the scalar field wave packet that falls from the boundary will bounce in the
deep IR and return to the boundary. When it reaches the boundary there will typically be some
excitation of the boundary observables. The wave packet then reflects from the boundary and the
scattering repeats. There will be a similar quasiperiodic behaviour in the metric, since due to the
broken rotational symmetry between the ~x and θ coordinates the metric has dynamical degrees of
freedom of its own. For all figures we have varied the grid spacing to make sure that the results
are not numerical artifacts.
In Figure 2.11, we show a typical scattering solution. As we can see, every time the scalar field
wave packet reaches the boundary, there is a bump in the expectation value, and this oscillation
goes on forever as far as we know. We can also see that the dynamical degrees of freedom in the
metric are excited, as expected, leading to non-trivial behaviour in the boundary pressure compo-
nents. This figure should be contrasted to its analog in the hard wall model, Figure 2.1.
One interesting feature is that the interpretation of the scattering solution as a localized wave
packet persists for very long times, even for solutions where the non-linearities play a significant
role. This is definitely not obvious since one could have imagined that the wave packet would
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Figure 2.8: Number of reflections at the boundary of the scalar field wave packet before black
brane formation, as a function of  for d = 3 and δt = 0.24z0. Note that for  smaller than 0.06304,
there is a parameter region where the injected energy density is above the black brane threshold,
but nevertheless the solutions seem to scatter for as long as we have been able to follow them.
This region is relatively large, since the threshold where the energy density becomes negative is
 ≈ 0.0607.
broaden and that at late times we would have seemingly random fluctuations, but instead we see
that the wave packet remains approximately localized for long times. However, the shape of the
wave packet can change with time due to the non-trivial dynamics of the full Einstein equations,
as is shown in Figure 2.12 where we compare a scattering solution close to the black hole threshold
with a probe limit computation.
In Figure 2.13 we show a typical long time scattering solution when the metric is quenched accord-
ing to equation (2.46). For late times, it looks like the pressure anisotropy develops increasingly
sharp features, which could suggest transfer of energy from low to high frequency modes and could
be the sign of an instability. If that is the case it would be reminiscent of what happens in global
AdS3 after a rotationally symmetric small-amplitude perturbation where transfer of energy to high
frequency modes was indeed interpreted as an instability of AdS3 [70]. To see if this persists for
smaller amplitudes, we repeat the analysis for a weaker source in Figure 2.14, and also in this case
it looks like (in the upper panel) that there are sharper and sharper features developing. If the
dynamical behaviour is similar to that in [70], namely resulting from secular terms showing up in
the perturbative expansion in the source, the transfer of energy to high frequency modes should
occur on a time scale that goes to infinity as 1/. However, the behaviour we see in Figure 2.14 is
independent of amplitude and lowering the amplitude further just rescales the y axis. Moreover,
while a Fourier analysis of 2.13 might indicate some transfer of energy to high frequency modes,
there is no hint of this in a Fourier analysis of Figure 2.14 and thus the sharper features for later
times have nothing to do with transfer of energy to higher frequencies. The Fourier spectrum of
2.14 is actually completely dominated by the normal modes (it has peaks at the normal mode
spectrum) with similar amplitudes for all times and thus the metric perturbations are just a com-
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Figure 2.9: Evolution of the difference in the pressure components, the vacuum expectation value
of the operator dual to the scalar field and the boundary energy density when a black hole forms
(in units of 1/(16piGzd0)). The parameters are  = 0.02 and δt = 0.1z0. The temperature of the
black brane in this example is T ≈ 0.15/z0.
pletely regular linear superposition of the normal modes. Of course we can not exclude that there
are instabilities showing up on longer time scales than what we have studied, but we do not expect
that to be the case due to the non-resonant spectrum of the normal modes (note that the spectrum
of scalar perturbations in AdS3 is resonant, which explains the instability in that case).
One important question is whether or not these scattering solutions will go on forever, or whether
the system will approach some static solution. We will now show that, if the injected energy
density is below the black brane threshold, the system can not equilibrate to a static solution.
Static solutions and non-thermalization
From equation (2.65) we see that we are not able to form a black brane if E < 1/zd0 . However, one
could imagine that there are other static solutions that the system can end up in. In this section
we will show that if E < 1/zd0 there are no static solutions that can be obtained through time
evolution. The argument is similar to the argument we gave for the hard wall model but much
more involved. To summarize the argument, the key information we get from the dynamical equa-
tions is the relation (2.58). This condition is essentially the requirement that the spacetime should
be regular at z = z0 (such that a conical singularity can not be formed at this point during time
evolution). We will then consider static solutions, by looking at the static equations of motion, and
show that any possible static solution is incompatible with (2.58). Actually, most of the solutions
have a completely different asymptotic behaviour at z = z0 and are trivially excluded. The only
solutions for which fe−
d−2
2 b goes to a constant, turn out to be the AdS soliton solutions. However,
as we will see, all AdS solitons except our initial condition soliton will have fe−
d−2
2 b approaching a
different constant than 1, violating (2.58), so if the injected energy is non-zero, no static solutions
can form. The intuitive picture is that we can not form any other AdS Soliton solutions since that
would require changing the periodicity of the compactified coordinate.
To investigate this we will start by considering a different coordinate system, such that the metric
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Figure 2.10: Log-lin plots of the absolute deviation from zero of the pressure differences in the
late time regime of some black hole collapse processes for various dimensions. Time is expressed
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d
0).
The decay constants 10.97T , 8.71T and 5.66T , where T is the temperature, are in good agreement
with the lowest quasinormal modes (11.16T , 8.63T and 5.47T , respectively) quoted in [39].
takes the form
ds2 =
1
zˆd
(−hˆ2dt2 + dzˆ2fˆ2 + dθ2e(d−2)bˆ + d~x2d−2e−bˆ). (2.85)
This can be obtained by the coordinate transformations and field redefinitions given by
b = bˆ− logGd−1 , z = zˆG
1
2(d−1) ,
fˆ2 = f
2
G(1−z G′
2(d−1)G )
2
, hˆ2 = h2G−
1
d−1 ,
(2.86)
where G(z) = 1− zd/zd0 and G′(z) = −dzd−1/zd0 . The zˆ coordinate now ranges from 0 to ∞. The
(static) equations of motion for such an ansatz are
hˆ′
hˆ
=
fˆ ′
fˆ
− d
zˆ
(fˆ2 − 1), (2.87)
hˆ′
hˆ
= − fˆ
′
fˆ
− d− 2
4
zˆBˆ2 − 1
2(d− 1) zˆΦˆ
2, (2.88)
(
Bˆhˆ
fˆ zˆd−1
)′ = 0, (2.89)
(
Φˆhˆ
fˆ zˆd−1
)′ = 0, (2.90)
where Bˆ = bˆ′, Φˆ = φ′ and prime now denotes derivative with respect to zˆ. We can integrate (2.89)
and (2.90) to obtain
Φˆ = Cφ
fˆ
hˆ
zˆd−1, (2.91)
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Figure 2.11: Evolution of the difference in the pressure components, the vacuum expectation value
of the operator dual to the scalar field and the boundary energy density in a scattering solution
(in units of 1/(16piGzd0)). The parameters are  = 0.01 and δt = 0.1z0.
Bˆ = Cb
fˆ
hˆ
zˆd−1. (2.92)
where Cb and Cφ are integration constants, tuning the UV behaviour. From (2.87) we have
fˆ/hˆ = e
∫ zˆ
0
d
zˆ′ (fˆ
2−1), so that we obtain the following formulas for Bˆ and Φˆ
Φˆ = Cφe
∫ zˆ
0
d
zˆ′ (fˆ
2−1)zˆd−1, (2.93)
Bˆ = Cbe
∫ zˆ
0
d
zˆ′ (fˆ
2−1)zˆd−1. (2.94)
By eliminating hˆ′/hˆ from (2.87) and (2.88) and substituting the expressions in (2.94) and (2.93)
for Bˆ and Φˆ we obtain that fˆ must satisfy
2
fˆ ′
fˆ
− d
zˆ
(fˆ2 − 1) = −d− 2
4
C2b zˆ
2d−1e
∫ zˆ
0
2d
zˆ′ (fˆ
2−1)dzˆ′ − 1
2(d− 1)C
2
φzˆ
2d−1e
∫ zˆ
0
2d
zˆ′ (fˆ
2−1)dzˆ′ . (2.95)
With the boundary expansion of f being f = 1 + E2(d−1)z
d + . . . (see (2.59)), we obtain the bound-
ary expansion of fˆ as fˆ = 1 +
(E−1/zd0 )
2(d−1) zˆ
d + . . .. We expect that black branes will form when
the total energy density is positive, which from (2.65) corresponds to E − 1/zd0 > 0. Here we
will now consider the case E < 1/zd0 (negative energy density) and show that any possible static
solutions with negative energy density cannot be obtained dynamically. We emphasize that some
solutions of (2.95) might have singular behaviours and should be excluded as relevant solutions
by other arguments, but we will not care about such issues here, and just directly show that any
static solutions, which must satisfy (2.95), cannot be formed dynamically with the AdS soliton
as initial condition. Recall the relation (2.58), which says that we must have fe−
d−2
2 b = 1 in the
IR when zˆ → ∞ or equivalently z → z0. The idea is now to show that all solutions obtained by
solving (2.95) are inconsistent with this requirement. We will use the notation ≈ to mean that
two quantities are equal asymptotically, while ∼ means that they are equal asymptotically up to
an overall constant.
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time is in units of z0. Note that this is already quite far into the non-linear regime since black hole
formation occurs around  ≈ 0.016.
To show this we will have to compute the IR asymptotic behaviour of the solutions (2.95). We first
note that the derivative fˆ ′ in (2.95) is negative if 0 < fˆ < 1. Since fˆ = 1 + (E − 1/zd0)zˆd/2(d −
1) + . . . < 1 close to the boundary, we obtain that fˆ < 1 for all zˆ.
It is also easy to see that fˆ cannot become negative (because (2.95) implies that if fˆ = 0 then
around that point fˆ ∼ zˆ−α for an α > 0 so fˆ can only go to zero asymptotically). Also, fˆ can not
asymptote to any other constant than zero. This can be seen by assuming that fˆ → c > 0, and
then (2.95) implies that fˆ ∼ e−αzˆβ for some α, β > 0 which is inconsistent with fˆ → c (unless if
Cφ = Cb = 0, in which case fˆ ∼ zˆ−α for α > 0, which is also inconsistent, or if fˆ ≡ 1). Since fˆ is
strictly decreasing, it thus follows that we must have fˆ → 0 when zˆ →∞. When zˆ →∞ we thus
have that
e
∫ zˆ
0
d
zˆ′ (fˆ
2−1)dzˆ′ ≈ C ′zˆ−2d (2.96)
for some constant C ′. For simplicity of notation we can thus redefine CbC ′ = Cb,IR and CφC ′ =
Cφ,IR. The asymptotic behaviour of bˆ is then
bˆ ≈ Cb,IR log zˆ. (2.97)
Equation (2.95) now becomes in the IR
2
fˆ ′
fˆ
≈ −
(
d− 2
4
C2b,IR +
1
2(d− 2)C
2
φ,IR + d
)
zˆ−1, (2.98)
from which we can obtain the asymptotic behaviour
fˆ ∼ zˆ− d−28 C2b,IR− 14(d−2)C2φ,IR− d2 . (2.99)
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Figure 2.13: The pressure difference after quenching the metric (in units of 1/(16piGzd0)), with
 = 0.008 and δt = 0.1z0 for d = 3. Time is in units of z0. We see signs of transfer to high
frequency modes for late times.
We must now compute the asymptotic relations between (f , b) and (fˆ , bˆ), by using the expressions
in (2.86). We have that zˆ ≈ z0G−1/(2(d−1)), which directly implies the asymptotic relations
b ≈ bˆ+ 2 log zˆ
z0
(2.100)
and
f ≈ d
2(d− 1) fˆ
(
zˆ
z0
)d−1
, (2.101)
which imply
fe−
d−2
2 b ≈ d
2(d− 1)
zˆ
z0
fˆ e−
d−2
2 bˆ. (2.102)
From the above relations and (2.97) and (2.99) we now obtain the asymptotic behaviour
b ≈ (Cb,IR + 2) log zˆ, (2.103)
f2 ∼ zˆ(2(d−1)− d−24 C2b,IR− 12(d−2)C2φ,IR−d), (2.104)
so that we finally obtain
fe−
d−2
2 b ∼ zˆ− d−22 (
Cb,IR
2 +1)
2− 1
4(d−2)C
2
φ,IR . (2.105)
We thus see that fe−
d−2
2 b will generically vanish in the IR, trivially violating the condition that
fe−
d−2
2 b → 1. The only way to have fe− d−22 b approach a constant in the IR, is when the power in
(2.105) vanishes. This only happens when Cφ,IR = 0 and Cb,IR = −2, which in particular implies
that the scalar identically vanishes. Only for these particular IR parameters will fe−
d−2
2 b go to a
constant. We will now show, however, that it will go to a constant different from 1.
To specify a solution in the bulk, it would be customary to specify the UV behaviour, mean-
ing that we specify E and Cb and then integrate to the IR, which should give a unique solution.
Specializing to Cb,IR = −2 should leave us a one parameter family of static solutions. Below we
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amplitudes, we find no significant transfer to high frequency modes.
will construct this one parameter family of solutions, which turns out to be all the AdS solitons.
An AdS soliton solution with a general confinement scale z1 can be given by the metric (2.45)
with b = 0 and f = h = 1 with z0 replaced by z1. After transforming to the metric (2.85), by using
the transformations in (2.86), we can obtain the asymptotic behaviour for fˆ and bˆ as bˆ ≈ −2 log zˆz1
and fˆ ≈ 2(d−1)d (z1/zˆ)d−1. We can now easily obtain from (2.102) that fe−
d−2
2 b → z1/z0. Thus, the
only possible solution that can be obtained is z1 = z0 which corresponds to our initial condition,
and which corresponds in the UV to E = 0.
To conclude, when the total energy density lies between that of the AdS soliton we use as ini-
tial condition and zero (the threshold for black brane formation), no static solutions exist that can
be obtained from dynamical evolution.
Long time amplitude modulation
For small-amplitude scattering solutions (small ), we observe an amplitude modulation in the
pressure anisotropy on a long time scale, see Figure 2.15. The relevant timescale is actually hard
to see for d = 6, for reasons we will explain below. The time scale can be seen to be independent of 
and δt as long as both parameters are sufficiently small. This is different from the 1/2 modulation
time scale observed in the hard wall model for the d = 3 with Neumann boundary conditions and
thus it does not seem to originate from the same mechanism (a resonant normal mode spectrum).
As we will now explain, in the present case the modulation is instead due a near-resonance between
a metric mode and the frequency of the bouncing scalar shell.
In the small  regime, the scalar field is of order O(). Thus the metric is of order O(2) and
the next order corrections to the scalar are of the order O(3). Working to order O(2), we can
therefore consider φ as a probe scalar acting as an external source on the metric. Since the scalar
φ bounces back and forth between the IR and the boundary, the source for the metric backreac-
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tion can be characterized by a frequency1 fφ. In the limit of small δt (the thin shell limit), this
frequency will be the same as for a lightlike particle (following lightlike geodesics) that bounces
between the boundary and the interior. In particular, for small δt the bounce frequency becomes
independent of δt.
However, the metric also has some intrinsic frequencies fi which are the normal mode frequen-
cies of small perturbations of the metric which we compute in the end of this section. Every
time the scalar wave packet crosses the spacetime it kicks the metric. It is useful to decompose
the metric fluctuation into its normal modes. If fφ = fj for some j, we would expect a reso-
nance, such that the amplitude of the j’th normal mode will increase linearly with time. But if
fφ ≈ fj , such that we are close to resonance, it would be natural to expect another time scale
showing up, namely T = 1/|fφ − fj |, and this time scale can then be compared to the time scale
of the amplitude modulation in the pressure anisotropy. The results are summarized in table 2.1,
and can be compared with the numerical results in Figure 2.15 and Figure 2.16. The latter fig-
ure shows the decomposition of b in its normal modes, where the decomposition is of the form
b(z, t) =
∑
n≥0 an(t)Qn(z). The functions Qn (corresponding to the nth normal mode with fre-
quency ωn) satisfy the equation (2.122) with ω = ωn, which constitutes a Sturm-Liouville problem
(which makes this decomposition possible), and they are normalized with respect to the inner prod-
uct
∫ z0
0
Qn(z)Qm(z)z
−(d−1)dz = δmn. Note that replacing the frequency of the scalar wave packet
by that of a lightlike thin shell still gives decent result, but using the true frequency is required
to get accurate results, especially for d = 5 (where the system is extremely close to resonance).
To summarize, the modulation can be traced back to a near resonance between the lowest normal
mode frequency of metric perturbations and the frequency of a bouncing scalar shell. As expected
from this picture, this type of modulation does not show up when we quench the metric instead
of the scalar field, as can be seen in Figure 2.14.
One can see from the numerics, however, that the metric perturbation consists not only of a
few normal modes: it has a slowly moving normal mode part and a rapidly moving wave packet
part. The wave packet part is in general smaller than the normal mode part. However, close
to the boundary, the wave packet part can still give large contributions to the boundary ob-
servables. The intuitive explanation is as follows. Close to the boundary a wave packet looks
typically like ψ((z − t)/δt), where ψ is some localized profile and δt is the width. Thus when
extracting the zd coefficient when computing the boundary observables, this will be proportional
to ∂dzψ((z − t)/δt) ∼ 1/δtd, while the derivatives of the normal modes are of O(1). We thus see
that for larger dimensions, the wave packet part is expected to become more important. These
are exactly the sharp peaks one can see in Figure 2.15, and indeed they become larger for larger
dimensions. For d = 6 they completely dominate and this is the reason why we cannot see the
modulation due to the first normal mode in the vacuum expectation value in d = 6. However,
it can still be seen in the normal mode decomposition in Figure 2.16, since here the contribution
from the wave packet part is still small.
Harmonic oscillator toy model
To develop a better understanding of the modulations we have just described, we now study a
sourced harmonic oscillator which is conceptually similar to our gravitational setup (in the small-
amplitude scattering phase) and which experiences a similar amplitude modulation phenomenon.
This toy model can be solved analytically and provides an analytical understanding of the long
time amplitude modulation that shows up when the system is near resonance.
Consider a harmonic oscillator with angular frequency ω, sourced by a sequence of local kicks
(modelled by delta functions) with period T . (We denote the frequency of the kicks by f = 1/T .)
The equation of motion is
x¨+ ω2x =
∑
n≥0
δ(t− nT ), (2.106)
subject to the initial condition that x(t) should vanish for t < 0. To compare with our gravitational
setup, x is the analogue of B (the metric backreaction), the delta functions are analogous to the
1Not to be confused with the metric component f from previous sections.
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Figure 2.15: The pressure anisotropy after a weak scalar perturbation with small  and δt = 0.1z0.
Time is measured in units of z0, and the vertical axis has been rescaled by 
2/δtd, which is the
expected dependence of the total energy of the system for small , δt. For d = 3, 4, 5 we see that the
amplitude undergoes an amplitude modulation on a much longer time scale which is in excellent
agreement with the result in table 2.1. For d = 6, the modulation due to the first normal mode
is hidden by the peaks from the bouncing wave packet part, however it is clearly visible in the
normal mode decomposition in Figure 2.16.
stress energy tensor for the scalar φ which sources the metric, the frequency f = 1/T is analogous
to the oscillation frequency fφ of φ, and ω is analogous to the lowest normal mode frequency of the
metric perturbations. We can solve (2.106) by performing a Laplace transform. For the Laplace
transformed field X we have
s2X(s) + ω2X(s) =
∑
n≥0
e−nTs ⇒ X(s) = 1
2iω
∑
n≥0
(
e−nTs
s− iω −
e−nTs
s+ iω
)
. (2.107)
It is now easy to do the inverse Laplace transform, to obtain
x(t) =
∑
n≥0
sin(ω(t− nT ))
ω
θ(t− nT ), (2.108)
where θ(t) is the Heaviside step function. By letting N = bt/T c (the largest integer less than or
equal to t/T ), we can write this as
ωx(t) =
N∑
n=0
sin(ω(t− nT )) = Im eiωt
N∑
n=0
e−iωnT = Im eiωt
1− e−iω(N+1)T
1− e−iωT , (2.109)
under the assumption that Tω 6≡ 0 (mod 2pi). Extracting the imaginary part and using some
trigonometric identities, we obtain
x(t) =
2 sin
[
ωT
2
]
sin
[
ω(t− NT2 )
]
sin
[
ωN+12 T
]
ω(1− cos [ωT ]) . (2.110)
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Figure 2.16: The metric function b decomposed in normal modes, after a weak scalar perturbation
with small  and δt = 0.1z0. Time is measured in units of z0. We see that, as expected, the lowest
mode is more excited than higher modes, and undergoes an amplitude modulation which agrees
with the result in Table 2.1.
If the system is almost at resonance, Tω ≈ 2pi, the middle factor in (2.110) will give rise to fast
oscillations, while the last factor gives rise to slow amplitude modulations. To see this, we write
f−ω/2pi =  f (so  is the difference between the source frequency and the oscillator frequency).
The third factor in (2.110) now becomes
sin
[
ω
N + 1
2
T
]
= sin [pi(1− T )(N + 1)] = ± sin [piT (N + 1)]
≈ ± sin [pi(t+ T )] , (2.111)
where in the last step we approximated N = bt/T c ≈ t/T , and we see that we indeed obtain
an overall amplitude modulation with period 1/. An example with ω = 1 and  = 0.05/2pi is
shown in Figure 2.17. Further, we note that it is the small denominator in (2.110) that causes a
near-resonant normal mode to dominate the other normal modes.
If Tω = 2pik, for some non-zero integer k, the summation of the geometric series in (2.109) yields
instead
x(t) =
N + 1
ω
sinωt ≈ t+ T
2pik
sinωt, (2.112)
which is a sine function with a (step-wise) increasing amplitude, as expected when we are at reso-
nance. This can also be obtained as a limit Tω → 2pik in (2.110).
This toy model provides a nice analytical example for why a near resonance should result in
an amplitude modulation, but it does of course not represent the full dynamics of our gravitational
setup. It would of course be more satisfactory to provide a more rigorous analytical calculation
for our gravitational problem and we will leave that interesting question as an open problem.
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d 3 4 5 6
z0f0 0.34195 0.37177 0.40151 0.43004
z0f 0.35682(19) 0.38190(36) 0.39944(16) 0.41263(43)
z0f
′ 0.3564 0.3807 0.3986 0.4117
T/z0 67.2(8) 98.7(35) 484(37) 57.4(14)
T ′/z0 69.2 111.9 344 54.5
Table 2.1: The lowest normal mode frequency f0, the oscillation frequency of the scalar wave
packet f for δt = 0.1z0, the oscillation frequency of a lightlike thin shell f
′ and the expected mod-
ulation times T = 1/|f0− f | and T ′ = 1/|f0− f ′| using f respectively f ′. Note that the frequency
of a thin shell is extremely close to the frequency of the bouncing scalar field. However, note also
that in AdS6 (d = 5) we are extremely close to resonance, and to get an accurate modulation
time we must use the true frequency of the scalar wave packet (compare with Figure 2.15 and
Figure 2.16). The estimated error comes from reading off the oscillation frequencies of the wave
packet from the numerical simulations, while the errors of f0 and f
′ are negligible.
Normal modes
Here we will explain how to compute the normal modes which we have used in this section to
explain the phenomena in the numerical simulations. Essentially the normal modes are solutions
of the linearized equations of motion (small perturbations around the AdS Soliton background)
that can be written as a product of a radial function and a harmonically oscillating function of
time. The allowed frequencies for such solutions will be a discrete set, which is expected to be the
case in confining theories.
To find such solutions, we assume that b = O(µ), for some small parameter µ, and that the
scalar field vanishes. We then solve the equations to linear order in µ. So letting f = 1 +µf1 + . . .,
h = 1 + µh1 + . . ., B = 1 + µB1 + . . . and P = 1 + µP1 + . . . we obtain
f˙1 = z
1−2d (d− 2)(d− 1)
(Gz−2(d−1))′
P1G+
d− 2
2
P1, (2.113)
P˙1 =
1
d− 1(G
′(h1 − f1)z−(d−1) + (d− 1)B1Gz−(d−1))′zd−1, (2.114)
h′1 = (d− 2)B1 − f ′1 + z1−2d
2(d− 2)(d− 1)GB1
(Gz−2(d−1))′
, (2.115)
B˙1 = P
′
1, (2.116)
h′1 =
4d(d− 1)f1
z2d(Gz−2(d−1))′
+ f ′1, (2.117)
where G(z) = 1 − zd/zd0 . To look for normal modes, we make the ansatz P1 = Q(z) cosωt. This
implies that B1 = Q
′(z) sinωt/ω, f1 = F (z) sinωt and h1 = H(z) sinωt, and the functions Q, F
and H satisfy the ordinary differential equations
ωF = z1−2d
(d− 2)(d− 1)
(Gz−2(d−1))′
QG+
d− 2
2
Q, (2.118)
−ωQ = 1
d− 1(G
′(H − F )z−(d−1) + (d− 1)Q
′G
ω
z−(d−1))′zd−1, (2.119)
H ′ = (d− 2)Q
′
ω
− F ′ + z1−2d 2(d− 2)(d− 1)GQ
′
ω(Gz−2(d−1))′
, (2.120)
H ′ =
4d(d− 1)F
z2d(Gz−2(d−1))′
+ F ′. (2.121)
Actually it is possible to extract from these equations a single ordinary differential equation for Q.
Since (G′(H −F )z−(d−1))′ = G′z−(d−1)(H ′−F ′), we can eliminate H ′−F ′ from equation (2.119)
by using equation (2.121), and then use (2.118) to eliminate the remaining F such that we end up
65
0 50 100 150 200 250 300 350 400
t
8
6
4
2
0
2
4
6
8
x
(t
)
Figure 2.17: Evolution of the sourced harmonic oscillator given by equation (2.106), close to
resonance with parameters ω = 1 and T = 2pi/1.05. We see that the result is a rapidly oscillating
solution with a long time modulation with period 2pi/0.05 ≈ 125.7.
d 3 4 5 6
z0ω0 2.14853 2.33587 2.52274 2.70203
z0ω1 4.790 5.517 6.200 6.854
z0ω2 7.116 8.069 8.925 9.719
Table 2.2: The lowest normal mode frequencies for metric perturbations in various dimensions.
The normal mode frequencies are inversely proportional to the confinement scale z0.
with
− ω2Q = G′ 4d
z2d(Gz−2(d−1))′
(
z1−2d
(d− 2)(d− 1)
(Gz−2(d−1))′
QG+
d− 2
2
Q
)
+
(
Q′G
zd−1
)′
zd−1, (2.122)
which is a second order ordinary differential equation for Q. Demanding regularity in the IR, the
only free parameter is ω (since we can set Q(z0) = 1 by an overall rescaling). Then demanding
that Q should be normalizable at the boundary (equivalent to Q(0) = 0), gives us a discrete set of
allowed frequencies ω. These are the frequencies of the normal modes, and can be seen in Table 2.2.
Although not very relevant for this work, it is interesting to note that the normal modes of the
scalar field satisfy (2.119) but with the first term in the RHS, which is proportional to Q, removed,
namely
− ω2Q =
(
Q′G
zd−1
)′
zd−1, (2.123)
if we assume that φ = Q cosωt. Given that the omitted term is proportional to Q, and therefore
combines with the LHS, the normal modes of the scalar and the metric fluctuations can be expected
to approach each other for large ω. In addition, we have observed numerically that the spectrum
becomes linear for large ω. Moreover, global AdS3 is actually identical to the AdS3 Soliton, which
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leads us to expect that (2.123) must give a linear spectrum for d = 2. Indeed, in this case if we
redefine Q = z2q and z2/z20 = (x+ 1)/2, we obtain the equation
(1− x2)q′′ + (1− 3x)q′ + (ω
2
4
− 1)q = 0, (2.124)
which is solved by the Jacobi polynomials q(x) = P
(α,β)
n (x) with α = 0, β = 1 and with ω = 2(n+1)
for n = 0, 1, 2, . . .. Note that the normal mode computation of the metric discussed in this section
is not well defined in three dimensions.
2.3.7 Summary
In this section we have studied extensively dynamics in the AdS Soliton model. We used mostly
numerical methods, but performed several checks on the numerics with analytic calculations. We
found similar behaviour as in the hard wall model, namely that a black brane forms when the energy
of the injected energy is large enough and otherwise we find perpetual scattering solutions (where
the matter bounces back and forth between the boundary and the interior). In the black hole phase
we find that the late-time dynamics is governed by the lowest quasinormal modes. In the scattering
phase we found a modulation of the amplitude in the boundary pressure anisotropy that can be
explained by a near resonance between the lowest normal mode frequency and the frequency of the
bouncing scalar field. Note that the origin of this amplitude modulation is completely different to
what was found in the hard wall model. We also provided an analytical proof that the scattering
solutions can not equilibrate.
67
2.4 Conclusions and outlook
In this chapter we have studied dynamical processes in two confining holographic models, the hard
wall model and the AdS Soliton, with the aim to try to say something about dynamics in confining
quantum field theories. We found that in both models, there is a threshold on the injected energy
below which a black hole solution does not form. In this phase we instead obtain a solution that is
eternally time dependent and corresponds to a field theory state that never thermalizes. In both
solutions we found in some cases long time amplitude modulations in boundary observables, al-
though arising from very different mechanisms in the two models. If these solutions mean anything
for real life systems such as the QGP, or if they are artifacts of the AdS/CFT correspondence, is
an interesting open question.
Our study only provides the very first steps to understanding time dependent processes in confining
holographic models and there are many interesting directions for future research. One interesting
venue would be to look at more “realistic” models, by which we mean dual gravity theories that
have been modified with additional matter content to further try to mimic the boundary theory
one is interested in. One popular method of constructing holographic duals is to use a scalar
field with a some non-trivial scalar potential, and then tune this potential such that the boundary
dual satisfies some desired properties. This is the basis of the model called improved holographic
QCD[71, 72], which reproduces the qualitative behaviour of many observables of QCD. In [68],
the authors studied a similar setup to what we studied in this chapter but where the model was a
simplified version of improved holographic QCD, where the scalar potential takes a much simpler
form. In this model the field theory observables do not agree as well with QCD observables, but
the model is still confining and the simpler boundary behaviour makes the model more tractable
for numerics. However, studying time dependence in the full improved holographic QCD model
still remains an open interesting problem. There are also interesting extensions of the AdS Soliton
model. One is the Sakai-Sugimoto model[65, 66], which implements quarks and chiral symmetry
breaking by adding probe branes to make it a more realistic holographic model of QCD. Another
interesting extension are holographic superconductors[73, 74, 75], which have been constructed
with the AdS Soliton as a basis with additional matter fields[76]. Studying time dependence in
such extensions would also be a interesting direction for future research.
There also remain many fundamental questions about the dynamics in the AdS Soliton (as well
as in the hard wall model, but there really is no reason to continue studying the hard wall model
instead of the AdS Soliton). For instance one can study time evolution of non-local quantities,
such as entanglement entropies. These can be computed as the (renormalized) area of extremal
surfaces in the bulk[77, 78]. Information about non-local observables would give much more infor-
mation about the dynamical evolution of the boundary field theory. Obtaining a better analytical
understanding of the results in this chapter would also be interesting. For instance, in the hard
wall model we had analytic control over the asymptotic behaviour of the phase diagram while in
the AdS Soliton model we were not as successful. Another interesting technique that has been used
recently is to consider gravity in a large D (dimension) expansion. This has been used to study
dynamics and instabilities of (higher dimensional) black holes[79], and it would be interesting to see
if such techniques can be applied to the AdS Soliton spacetime. In particular, the hard wall model
may be viewed as the AdS Soliton where the dimension goes to infinity, and understanding this
connection in detail (in particular which hard wall boundary condition corresponds to the large D
soliton) would be very interesting. The seemingly accidental near resonance between a bouncing
lightray and the lowest normal mode in the AdS Soliton (which is the underlying mechanism for
the long time amplitude modulation in the field theory observables) is also a mystery where more
analytic understanding is required.
Another interesting question is if the scattering solutions we encountered are stable versus spatial
inhomogeneities. One can imagine adding a spatial dependence to the source J(t) → J(t, x) and
then investigate if small such inhomogeneities result in unstable evolution. This is an interesting
question since that could mean that the very long lived scattering solutions are not physical as
the evolution would look very different if we did not enforce the translational symmetry. In par-
ticular, the questions about the long time amplitude modulation would become less relevant. This
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would be a very interesting future research direction but would require using more sophisticated
numerical relativity tools to deal with systems that depend on more than two variables.
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Chapter 3
Collisions of pointlike particles in
three-dimensional gravity
In this chapter we will study a very different process for forming black holes in anti-de Sitter space,
which only exists in three dimensions, namely that of formation of a black hole from a collision of
pointlike particles. In higher dimensional gravity theories, a pointlike object interacting classically
with gravity will be hidden by an event horizon and can thus not be considered pointlike (it will
instead be a black hole). However, in three dimensions, pointlike particles instead take the form of
conical singularities and are truly pointlike since they do not have an event horizon. Moreover, due
to the topological nature of gravity in three dimensions (absence of gravitational waves), pointlike
particle solutions can (in a sense that will be specified later) be superimposed and it is thus much
easier to construct solutions with many particles than it is for instance to construct solutions with
many black holes in higher dimensions. In this Chapter we will consider a process where two or
more pointlike particles collide at a single spacetime point in three-dimensional anti-de Sitter space.
This process is analogous to an inelastic collision of objects in Newtonian mechanics, and just as
in Newtonian mechanics additional information must be provided for the dynamics at the collision
point, for instance how many resulting objects there are after the collision. We will restrict to the
case where all objects merge to a single object, and for this case no more additional information is
needed. It turns out that for small energies, the resulting object is just another (massive) pointlike
particle while for energies above a certain threshold the resuling object is a black hole. We will
also consider the limit of an infinite number of colliding pointlike particles which can be used to
construct spacetimes consisting of a thin shell of matter collapsing to a black hole. The motivation
for studying the formation of black holes in three-dimensional anti-de Sitter space again comes
from the AdS/CFT correspondence and the fact that such processes are dual to the formation of
a thermal state in the boundary two-dimensional field theory. Some of the derivations are carried
out in detail in Appendix A, while for the most involved computations we just refer to calculations
done using a symbolic manipulation software. The new results in this chapter are based on the
papers [4] and [5].
3.1 Three-dimensional anti-de Sitter space
We will now again quickly review Anti-de Sitter space (AdS), but focusing on the special case
of three dimensions and features that are only present in that case. We remind the reader that
AdS can be constructed as an embedding in a higher dimensional Minkowski space with two
time directions, see Section 1.1. For three-dimensional AdS (AdS3), the ambient space is four-
dimensional Minkowski space with signature (−,−,+,+), and the embedding equation takes the
form
x23 + x
2
0 − x21 − x22 = L2, (3.1)
where L is the AdS radius, related to the cosmological constant by Λ = −1/L2. We will from now
on set L = 1 throughout this chapter. The ambient space has the metric
ds2 = dx21 + dx
2
2 − dx23 − dx20, (3.2)
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which induces a metric on the submanifold. To parametrize this manifold, one can use the coordi-
nates (t, χ, φ) defined by
x3 = coshχ cos t, x0 = coshχ sin t,
x1 = sinhχ cosφ, x2 = sinhχ sinφ,
(3.3)
where t is interpreted as a time coordinate, χ is a radial coordinate and φ is an angular coordinate.
The spacetime so defined has closed timelike curves, and to resolve this issue one “unwinds” the
time coordinate, effectively dropping the periodicity of t. The ranges of the coordinates are then
0 ≤ χ ≤ ∞, 0 ≤ φ < 2pi and −∞ < t < ∞. The boundary of AdS is located at χ → ∞ and we
will refer to the point χ = t = 0 as the origin. The metric is
ds2 = − cosh2 χdt2 + dχ2 + sinh2 χdφ2. (3.4)
For figures in this chapter, we will use a different parametrization of the radial coordinate, namely
u = tanh(χ/2) with 0 ≤ u ≤ 1. With this parametrization, the metric at constant time t takes
the form of a Poincare´ disc, where in particular spacelike geodesics take the form of circle sectors.
Explicitly we have
ds2 =
(
2
1− u2
)2
(du2 + u2dφ2)−
(
1 + u2
1− u2
)2
dt2. (3.5)
A very useful property of AdS3 is that it is locally
1 isomorphic to SL(2,R), the group mani-
fold of real 2 × 2 matrices with unit determinant. For the Lie algebra sl(2,R) we can define the
basis
γ0 =
(
0 1
−1 0
)
, γ1 =
(
0 1
1 0
)
, γ2 =
(
1 0
0 −1
)
, (3.6)
which together with the identity matrix 1 provides a basis for any 2 × 2 matrix. We can thus
expand an arbitrary 2×2 matrix x as x = x31 +xaγa, where raising and lowering indices are done
with the metric ηab = diag(−1, 1, 1) with the indices a, b taking values 0, 1, 2. The condition of unit
determinant yields the embedding equation (3.1) and the Killing metric coincides exactly with the
metric (3.1). The isometries of AdS3 can now be implemented by left and right multiplications as
x→ g−1xh, g, h ∈ SL(2,R). (3.7)
We will use this technique repeatedly to generate isometries of AdS3. Note that in the coordinates
(3.3), the matrix x takes the form
x = coshχ cos t+ coshχ sin tγ0 + sinhχ cosφγ1 + sinhχ sinφγ2
= coshχω(t) + sinhχγ(φ), (3.8)
where we have defined the convenient matrices
ω(α) = cosα+ sinαγ0, γ(α) = cosαγ1 + sinαγ2. (3.9)
3.1.1 Geodesics
We will now illustrate the power of the isomorphism of AdS3 and the group manifold SL(2,R)
by computing timelike and lightlike geodesics. Starting with the static geodesic located at χ = 0,
we can apply isometries of AdS3 to generate any timelike geodesic. The isometries we will use
(which result in radial timelike geodesics passing the origin) are generated using equation (3.7)
with g = h = u, where the group element u = e−
1
2 ζγ(ψ−pi/2) = cosh 12ζ − γ(ψ − pi/2) sinh 12ζ, and
γ is given by (3.9). Computing x˜ = u−1xu results in the equations
cos t˜ cosh χ˜ = cos t coshχ,
sin t˜ cosh χ˜ = coshχ sin t cosh ζ − sinhχ sinh ζ cos(φ− ψ),
sinh χ˜ cos φ˜ = − coshχ sinh ζ sin t cosψ + sinhχ(− sinψ sin(φ− ψ) + cosh ζ cosψ cos(φ− ψ)),
sinh χ˜ sin φ˜ = − coshχ sinh ζ sin t sinψ + sinhχ(cosh ζ cos(φ− ψ) sinψ + sin(φ− ψ) cosψ).
(3.10)
1SL(2,R) is isomorphic to AdS3 before unwinding the time coordinate. This will not be an issue for any of the
computations in this chapter.
71
It can now be shown that the static geodesic at χ = 0 transforms into the oscillating timelike
trajectory tanh χ˜ = − tanh ζ sin t˜ with φ˜ = ψ. Of course, (ψ, ζ) is the same transformation as
(ψ + pi, −ζ). Note also that, for tanh ζ sin t˜ > 0, we have χ˜ < 0. We can thus choose either to
allow for negative χ˜ or change the angle φ˜ by pi radians whenever tanh ζ sin t˜ > 0.
Note also that in the unprimed coordinates, the proper time τ of a stationary particle at the
origin χ = 0 is given by τ = t, and thus we can use this to express the trajectory of a moving
particle in terms of the proper time. By taking the ratio of the first and second equations in (3.10),
after setting χ = 0, we obtain
tan t˜ = tan τ cosh ζ. (3.11)
From the third equation after setting φ˜ = ψ we obtain
sinh χ˜ = − sin τ sinh ζ. (3.12)
We can also derive the useful relation
cosh χ˜ =
cos τ
cos t˜
=
√
cos2 τ + sin2 τ cosh2 ζ. (3.13)
Massless geodesics can be obtained by taking ζ →∞, and these take the form tanh χ˜ = − sin t˜.
3.2 Non-rotating pointlike particles in anti-de Sitter space
In three-dimensional anti-de Sitter space, a static pointlike particle will take the form of a conical
singularity at the origin of AdS3. We can easily construct it by cutting out a piece of geometry
(referred to as a wedge) and identifying the edges of this wedge by a rotation, as in Figure 3.1 (we
would like to remind the reader that all figures in this chapter, unless explicitly stated otherwise,
are in the coordinate system with metric (3.5)). The wedge is thus bordered by two surfaces w±
at constant angles φ±, such that φ+−φ− = 2ν is the deficit angle of the conical singularity. These
planes are thus mapped to each other by a rotation of angle 2ν which is described by the group
element ω(ν) = eγ0ν = cos ν + γ0 sin ν ∈ SL(2,R). In other words, we have ω(ν)w− = w+ω(ν).
The mass of a static particle is proportional to ν as we explain in Section 3.2.3. More generally,
if we have a particle moving along some geodesic, we can excise a piece of geometry that induces
a conical singularity along the world line of this particle, and the edges of this piece are then
identified by some non-trivial isometry of AdS3 that has the geodesic as fixed points. We will refer
to all such excised pieces of geometry, which induce some conical deficit along a geodesic, as wedges,
and for the special case of a static particle at the origin of AdS3 we will refer to them as static
wedges. The element in SL(2,R) that induces the isometry is called the holonomy of the particle.
In this section, we will construct moving pointlike particles by boosting the static particle, using
the isometry (3.10).
3.2.1 Moving particles
We will now start with a static particle as in Figure 3.1, with a wedge bordered by two surfaces w±
at angles φ±, and then boost this spacetime along a direction ψ (dashed line in Figure 3.1). The
new surfaces bordering the boosted wedge will be denoted by w˜±. The most common construction
of a moving pointlike particle would be to align the wedge such that the direction ψ is right in
between φ+ and φ−. We will refer to this parametrization as a symmetric wedge or symmetric
parametrization. However, this is just an arbitrary choice of coordinates, and it is possible to have
many other parametrizations (or in other words, many different types of wedges can be removed
which induce the same conical singularity at the trajectory of the particle). In our case, it will
be enough to consider a one-parameter family of wedges, which are obtained by boosting a static
wedge along an arbitrary direction ψ. To this end, we write φ± = ψ ± ν(1 ± p), such that a
symmetric wedge is obtained by setting p = 0 and the deficit angle is given by 2ν. When applying
the boost, we thus obtain a family of wedges parametrized by a continuous parameter p (note that
p has no real physical meaning, and is analogous to a choice of coordinates or choice of gauge,
but it will be a crucial ingredient when we consider colliding particles). By using (3.10), it can be
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Figure 3.1: A static particle in AdS3. A wedge has been removed, and the surfaces w− and w+
are identified by a rotation, resulting in a spacetime with a conical singularity with deficit angle
α. The wedge is not located symmetrically around φ = 0, so a boost in this direction will result in
a moving pointlike particle constructed by excising a wedge not located symmetrically around its
trajectory (see Figure 3.2).
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Figure 3.2: A moving massive particle, obtained by cutting out a wedge from AdS3. The wedge
in this example is not located symmetrically around the trajectory of the particle, meaning the
parameter p in equation (3.15) is non-zero.
shown that, after applying a boost with boost parameter ζ, the surfaces w˜± bordering the wedge
can be parametrized by
tanh χ˜ sin(−φ˜+ Γ± + ψ) = − tanh ζ sin Γ± sin t˜, (3.14)
where
tan Γ± = ± tan((1± p)ν) cosh ζ. (3.15)
These formulas can be derived by taking a linear combination of the last two equations in (3.10)
such that it becomes proportional to the second equation in (3.10) (see Appendix A.1 for a detailed
derivation). In these formulas it is again clear that (ψ, ζ) is equivalent to (ψ+pi, −ζ). The ambiguity
in Γ± is chosen such that |Γ± − (p ± 1)ν| < pi. If we insist on positive radial coordinate χ, the
ranges of the parameters for w± are
φ˜ ∈ (ψ, arcsin(tanh ζ sin Γ± sin t) + ψ + Γ±) (3.16)
for sin t˜ < 0, and
φ˜ ∈ (arcsin(tanh ζ sin Γ± sin t) + ψ + Γ±, ψ ± pi) (3.17)
for sin t˜ > 0. For sin t˜ = 0 we have φ˜ = ψ + Γ±. An illustration of a boosted particle with p 6= 0
(non-symmetric parametrization), obtained by boosting Figure 3.1 along ψ = pi with ζ = 1.5, is
shown in Figure 3.2.
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3.2.2 Holonomy
Let us now compute the holonomy of a boosted particle, meaning the group element h such that
w˜− = h−1w˜+h. For a static particle the holonomy was given by ω(ν) where ω is defined in
(3.9). In the new coordinate system, the new surfaces w˜± are given by w˜± = u−1w±u where
u = e−
1
2 ζγ(ψ−pi/2). Since w− = ω(ν)−1w+ω(ν), we obtain that w˜− and w˜+ are related by
w˜− = u−1ω(ν)−1uw˜+u−1ω(ν)u, (3.18)
and thus the holonomy is given by
h˜ = u−1ω(ν)u = cos ν + γ0 cosh ζ sin ν − sinh ζ sin νγ(ψ). (3.19)
Note moreover that we have the following relation
1
2
Tr(h) = cos ν, (3.20)
which can be used to obtain the deficit angle (the mass) of a particle moving along any geodesic.
3.2.3 The stress-energy tensor
In this section we will compute the stress-energy tensor of a pointlike particle. We will first compute
it for a static particle, and then obtain the stress-energy tensor for a moving particle by applying
a boost. For a static particle, the stress energy tensor takes the form
T ττ = T tt = mδ(2)(xµ). (3.21)
Recall that τ = t is the proper time at the origin of AdS3. δ
(2) is the standard two-dimensional
delta function at the center of AdS3 such that the area integral on a constant time slice is equal to
one. Assuming we have a conical singularity at the origin with conical deficit α, we want to relate
m and α. The Einstein equations take the form
Rµν − 1
2
Rgµν + Λgµν = 8piGTµν , (3.22)
where G is Newton’s constant in three dimensions. From this we can derive
R = 6Λ + 16piGmδ(2)(xµ), (3.23)
by taking the trace. Recall that we can choose a gauge where the lapse and shift functions of the
metric take any values. By thus choosing a gauge where the metric takes the form gtt = f(χ)
(where f(χ) is some regular function, for example equal to − cosh2 χ to coincide with that of
AdS3), gti = 0 and gij = γij(χ) it can be shown that for the two-dimensional Ricci scalar Rˆ[γij ] on
a constant time slice, we have Rˆ = 16piGmδ(2)(xµ)+(finite terms). Now consider a small disc D
of radius χ around the origin. The geodesic curvature around the edge of the disc is kg = cothχ.
Using the Gauss-Bonnet theorem, as χ→ 0, we obtain
2pi − α = lim
χ→0
∫ 2pi−α
0
kgds = 2piχ(D)− lim
χ→0
1
2
∫
D
(2)R = 2pi − 8piGm, (3.24)
and thus α = 8piGm, which is the same result as in [80]. Thus it may be appropriate to refer to
the deficit angle α as the mass of the particle. Note that we also used that the Euler characteristic
χ(D) of a disc is equal to one, as can be easily seen from Euler’s formula applied to a triangle.
We have seen that a moving pointlike particle can be obtained by applying a boost, and thus
we can now obtain the stress-energy tensor by applying the boost to the static stress-energy ten-
sor. The transformation will be given by (3.10) and we will again denote the coordinates in the
boosted coordinate system by (t˜, χ˜, φ˜) to distinguish them from the static coordinates (t, χ, φ). Re-
call that t coincides with the proper time of the static particle. Let us first figure out what the delta
function looks like in the new coordinates, which we will denote by δψ,ζ . The delta function will be
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taken to be proportional to δ(φ˜− ψ)δ(tanh χ˜+ sinh ζ sin t˜), such that it singles out the trajectory
tanh χ˜ = − sinh ζ sin t˜ and φ˜ = ψ. This formula is not well defined for a static particle due to the
conical singularity at the origin of AdS3 due to the polar coordinate nature of the coordinates we
are using. Note that since this is a two-dimensional delta function in a three-dimensional space,
the normalization must be such that
∫
δψ,δ = ∆τ , where ∆τ is the elapse in proper time along the
geodesic that is inside the domain of the integral (the domain can be taken as a very thin tube
covering a segment of the world line of the particle). By using equations (3.11) and (3.13) it can
be easily shown that
δψ,ζ ≡ δ(φ˜− ψ)δ(tanh χ˜+ tanh ζ sin t˜)
cosh χ˜ sinh χ˜ cosh ζ
, (3.25)
satisfies ∫
D
√−gδψ,ζdφ˜dχ˜dt˜ = ∆τ, (3.26)
where D is some region that covers ∆τ of proper time of the particle’s trajectory. The stress-energy
tensor is now given by Tµν = T ττ x˙µx˙ν . For the transformation of the stress-energy tensor, we
have the relations ˙˜χ = − sinh ζ cos t˜ and ˙˜t = cosh ζ/ cosh2 χ˜, which gives us finally
T t˜t˜ = m cosh
2 ζ
cosh4 χ˜
δψ,ζ ,
T χ˜t˜ = −m cosh ζ sinh ζ cos t˜
cosh2 χ˜
δψ,ζ ,
T χ˜χ˜ = m sinh2 ζ cos2 t˜δψ,ζ ,
(3.27)
while all other components vanish.
3.2.4 The massless limit
We can now use the result for the massive particle to obtain a moving massless particle. The
massless limit is obtained by letting ζ → ∞ and ν → 0, such that sinh ζ tan ν → E where E can
be interpreted as the energy of the particle. In this limit, the equations (3.14) and (3.15) reduce
to
tanh χ˜ sin(−φ˜+ Γ± + ψ) = − sin Γ± sin t˜, (3.28)
where
tan Γ± = (p± 1)E. (3.29)
The holonomy is
h = 1 + E(γ0 − γ(ψ)). (3.30)
These formulas are consistent with [57], where the special case of symmetric wedges (p = 0) was
used to study collisions of two massless particles.
Now let’s compute the stress-energy tensor for the massless particle. The delta function δψ,ζ
will become cosh ζδψ,ζ → δ(φ−ψ)δ(v)/ sinhχ where we have defined the infalling time coordinate
v = t+ arcsin(tanhχ) and used the relation coshχ = 1/ cos t on the shell. The delta function was
normalized with respect to proper time which is the reason why the normalization diverges in the
massless limit. It can now be easily shown that in these infalling coordinates, the only non-zero
component of the stress-energy tensor is
Tχχ =
E
4piG
δ(φ− ψ)δ(v)
cosh2 χ sinhχ
. (3.31)
3.3 The non-rotating BTZ black hole
In this section we will review the construction of the Banados-Teitelboim-Zanelli (BTZ) black hole
[81, 82] that will be useful for our purposes. We will restrict ourselves to the non-rotating case,
but see Chapter 4 for the rotating black hole. The BTZ black hole can be constructed by doing
an identification of points in AdS3, similar to that of a conical singularity. The identification will
76
w+
w−
t=−pi/4
w+
w−
t=0
w+
w−
t=pi/4
w+
w−
t=pi/2
w−
w+
t=3pi/4
w−
w+
t=5pi/4
Excised geometry Allowed spacetime
Figure 3.3: A massless particle moving through AdS3, with a symmetric wedge excised behind the
particle. The dark grey regions are removed parts of spacetime, the white regions are the allowed
spacetime and the light shaded region is just two patches of the allowed geometry overlapping each
other. The surfaces w+ and w− are identified by an isometry of AdS3. The particle is annihilated
at t = pi/2, and after the annihilation the spacetime is that of empty AdS3 written in unusual
coordinates (the spacetime after the annihilation is covered by two patches that have been boosted
in different directions and are glued together along the marked lines).
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now have a spacelike geodesic as fixed points, compared to when constructing a conical singularity
where the set of fixed points is a timelike geodesic. We will refer to this set of fixed points as the
singularity of the black hole. For our purposes, the singularity will be a general radial geodesic
passing through the origin of AdS3, but we will start by choosing the simple radial geodesic given
by φ = 0 and t = 0 and then apply a set of isometries to obtain a singularity given by a more
general spacelike geodesic. The isometry we will pick that leaves this geodesic invariant is given by
u = eµγ1 = coshµ+ γ1 sinhµ. We can now define a region of AdS3, bordered by two surfaces w±,
and then cut out everything outside this region and make sure that these two surfaces are identified
by the isometry as uw− = w+u. If we write the equations for w± as w± = coshχω(t) + sinhχγ(φ),
and we assume that the two surfaces w± are located symmetrically around the singularity, the
coordinates must satisfy
w± : tanhχ sinφ = ∓ sin t tanhµ. (3.32)
We restrict t to −pi ≤ t ≤ 0. An illustration of this spacetime is shown in Figure 3.4. We will also
be interested in surfaces w± that are not symmetric around the singularity. This can be obtained
by acting with an isometry of the form e−
1
2 ξγ1 for some parameter ξ. This group element also
has the singularity as fixed points. The surfaces w± transform as w± → e 12 ξγ1w±e− 12 ξγ1 and after
applying this isometry, the equations for the surfaces w± are instead
tanhχ sinφ = ∓ sin t tanh(µ± ξ). (3.33)
Points in this spacetime are still identified under the isometry u = eµγ1 . What we have so far is
a family of representations of the BTZ black hole where the singularity is given by the geodesic
(φ = 0, t = 0), parametrized by ξ while µ is related to the mass of the black hole. Note that
ξ has no physical meaning and only specifies our coordinate system, analogous to the parameter
p for the pointlike particles. However, we would like to have a general parametrization of the
black hole where the singularity is any radial spacelike geodesic (this is analogous to boosting the
pointlike particle). This can be obtained by applying the boost e
1
2 ζγ2 . This is the same type of
isometry that was used in Section 3.2 and will transform the singularity such that it now obeys
tanhχ = − sin t cosh ζ. After also applying a rotation such that the singularity is along an arbitrary
angle ψ, it can be shown that the surfaces now take the form
w± : tanhχ sin(−φ+ Γ± + ψ) = − sin Γ± coth ζ sin t, (3.34)
where
tan Γ± = ∓ tanh(µ± ξ) sinh ζ. (3.35)
This is very similar to the equations for the moving pointlike particle, equations (3.14) and (3.15),
except that we have coth ζ instead of tanh ζ (which indicates that the geodesic obtained by setting
φ = ψ is spacelike instead of timelike). An illustration of these coordinates is shown in Figure 3.5.
Note also that the parameter µ can be obtained from the trace of the holonomy via the relation
1
2
Tr(h) = coshµ, (3.36)
which is similar to equation (3.20) for a pointlike particle.
One way to see that the spacetime we have constructed is really a BTZ black hole is to do a
coordinate transformation such that we obtain one of the standard metrics of a black hole. One
convenient metric is given by
ds2 = −dt2(−M + ρ2) + dρ2 1−M + ρ2 + ρ
2dφ2, (3.37)
where M is called the mass of the hole. It turns out that we can do a coordinate transformation
such that the surfaces w± become simple circle sectors, but defined in a spacetime (3.37) with
M = 1. This coordinate transformation can be obtained by a different parametrization of the
embedding equation (3.1). We start by parametrizing
x0 = ρ cosh y, x2 = ρ sinh y, (3.38)
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Figure 3.4: The construction of the maximally extended BTZ black hole, by excising regions
defined by equation (3.32). The grey regions are removed parts of the spacetime, and the white
region is the allowed part. w+ and w− are identified, meaning that when we cross w± from the
white region, we are mapped to w∓. In this example we have µ = 1.2. The event horizon has been
computed using techniques explained in Section 3.5.3, and is defined as the boundary of the region
from which lightrays can not reach the AdS boundary. The black hole singularities coincide with
the horizontal lines at t = −pi and t = 0.
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Figure 3.5: The maximally extended BTZ black hole in the general coordinate system given by
excising the regions defined by equation (3.34). w+ and w− are identified, and the grey regions
are the removed parts of the spacetime. The spacetime begins at t = tmin = − arcsin(tanh ζ)− pi
and ends at t = tmax = arcsin(tanh ζ). The parameters in this example are µ = 1.8, ζ = 0.5 and
ξ = 1.1. The event horizon has been computed using techniques explained in Section 3.5.3, and is
defined as the boundary of the region from which lightrays can not reach the AdS boundary.
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where ρ ≥ 0. It can then be shown that the isometry u just acts as a translation by y → y − 2µ,
and thus the surfaces w±, given by (3.32), are just planes at constant values of y, bordering a
circle sector with opening angle 2µ. Note that this only parametrizes a subset which satisfies
|x0| > |x2|, but this inequality is always obeyed by the spacetime defined by (3.32). We also have
the restriction x0 ≥ 0 which is consistent with our choice −pi ≤ t ≤ 0. Our embedding equation
(3.1) has thus turned into
x23 − x21 = 1− ρ2. (3.39)
It is clear that, to continue, we must decide if ρ is larger or smaller than 1. For 0 ≤ ρ ≤ 1
(corresponding to |x3| ≥ |x1|), we have the parametrization
x1 =
√
1− ρ2 sinh(σ), x3 = −
√
1− ρ2 cosh(σ). (3.40)
For ρ ≥ 1 (|x3| ≤ |x1|), we can choose the parametrization
x1 =
√
ρ2 − 1 cosh(σ), x3 = −
√
ρ2 − 1 sinh(σ). (3.41)
They both lead to the metric
ds2 = −(−1 + ρ2)dσ2 + dρ
2
−1 + ρ2 + ρ
2dy2. (3.42)
which is indeed the BTZ black hole metric (3.37) with M = 1. Note that the two different
parametrizations above correspond to inside and outside the event horizon, respectively. More-
over, the parametrization restricts to the case where x3 ≤ 0 inside the horizon and x1 ≥ 0 outside
the horizon. By comparing to (3.3), we see that this corresponds to −pi/2 ≤ t ≤ 0 inside and
−pi/2 ≤ φ ≤ pi/2 outside. This means in particular that when we consider the spacetime defined
by (3.32) or (3.33) in these coordinates, only one of the two disconnected boundaries and only the
singularity at t = 0 are covered by these coordinates (see Figure 3.4). This is why the construction
in this section is called the maximally extended black hole, since it covers a larger spacetime than
the standard coordinates with metric (3.37). Moreover, in this coordinate system the surfaces
defined by (3.33) take the form of static circular sectors with opening angle 2µ. By identifying w+
and w− and then rescaling the coordinate y so that it has the standard range 2pi, it is then possible
to obtain a relation between µ and the mass M , namely M = µ2/pi2. However, let us consider
a more general setup where we instead have many such wedges, defined by wi±, where instead
of having wi− and w
i
+ being identified, we have that w
i
− is identified with w
i−1
+ . It is then clear
that the whole spacetime can be transformed to a set of circular sectors with metric (3.42), where
each circle sector is linked to the next one. This spacetime then has a total angle of α =
∑
i 2µi.
Rescaling the coordinates by y → αy/(2pi), σ → ασ/(2pi) and ρ→ 2piρ/α yields the metric
ds2 = −(−M + ρ2)dσ2 + dρ
2
−M + ρ2 + ρ
2dy2, (3.43)
which is just the standard metric of a BTZ black hole with mass M , and where M is given by
M = α2/(2pi)2 = (
∑
i µi)
2/pi2. Now y has the standard range from 0 to 2pi.
Another coordinate system that we will use, can be obtained by defining coshβ = ρ in (3.42).
This is only defined for ρ ≥ 1 and thus only covers the region outside the event horizon. The
metric (3.42) then takes the form
ds2 = − sinh2 βdσ2 + dβ2 + cosh2 βdy2, (3.44)
which is reminiscent of (3.4), which is why we will find this coordinate system convenient.
3.4 Collision of two particles
We will now consider the simplest example of colliding particles, namely that of two particles col-
liding to form a single object. The particles will always be assumed to be colliding head-on in the
center of AdS (t = 0, χ = 0) which implies that the particles are both created at the boundary at
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time t = −pi/2 and fall along radial geodesics. The first particle will fall in at the angle ψ1 = 0 and
the second particle at the angle ψ2 = pi. We will consider the more general case of two colliding
massive particles, and then later specialize to the simpler case of two colliding massless particles
which was first considered in [57]. The particles will thus be specified by their deficit angles (in
their respective rest frames) given by 2νi and boost parameters given by ζi, where i = 1, 2. It
should be pointed out that in the case of massless particles, it is possible to move to a center of
momentum frame such that both particles have the same energy. For massive particles however,
each particle has two independent parameters (the rest mass and the boost parameter), thus it
is not in general possible to move to a frame where ν1 = ν2 and ζ1 = ζ2. The best we can do is
to reduce the number of free parameters to three. We will later use this freedom to simplify the
computations, but for now we keep the parameters ζi and νi general.
The two particles will be constructed by excising a wedge, as explained in Section 3.2. Both
wedges will be located behind and symmetrically around each particle’s trajectory, meaning that
p1 = p2 = 0 (see equations (3.14) and (3.15)). This is a consequence of the reflection symmetry
in the φ = 0 plane, and we will see that in the general case for more particles and without any
symmetry restrictions, we will need to use general wedges with pi 6= 0. The first wedge is thus
bordered by two surfaces w±1 given by
tanhχ sin(−φ+ Γ1±) = − tanh ζ1 sin Γ1± sin t, (3.45)
where
tan Γ1± = ± tan ν1 cosh ζ1. (3.46)
The wedge of the second particle is bordered by two surfaces given by
tanhχ sin(−φ+ Γ2±) = tanh ζ2 sin Γ2± sin t, (3.47)
where
tan Γ2± = ± tan ν2 cosh ζ2. (3.48)
The holonomies of the particles are given by
h1 = cos ν1 + γ0 cosh ζ1 sin ν1 − sinh ζ1 sin ν1γ1,
h2 = cos ν2 + γ0 cosh ζ2 sin ν2 + sinh ζ2 sin ν2γ1. (3.49)
Past the collision, there is a natural way to continue this spacetime such that the two particles
merge and form one joint object, namely by identifying the intersection I1,2 between w
1
+ and w
2
−
and the intersection I2,1 between w
2
+ and w
1
− as the new joint object, see Figure 3.6. Note that,
due to the identifications of the wedges and the reflection symmetry in the φ = 0 plane, these
two intersections are really the same spacetime point. Thus the spacetime after the collision is
now composed of two separate patches, which are glued to each other via the isometries associated
to the particles. Let us call these two wedges of spacetime c1,2 and c2,1. c1,2 is bordered by the
surfaces w1,2− ≡ w1+ and w1,2+ ≡ w2−, while c2,1 is bordered by w2,1− ≡ w2+ and w2,1+ ≡ w1−. These
two wedges can now be identified as being part of either a conical singularity spacetime, or a black
hole spacetime, by matching the equations of these wedges to that of either (3.14) and (3.15), or
that of (3.34) and (3.29), respectively. The easiest way to see if we have formed a massive pointlike
particle (conical singularity) or a black hole, is to see if the resulting radial geodesics, meaning the
intersections I1,2 and I2,1, are timelike or spacelike. Let us first compute the intersection angles
φ1,2 and φ2,1. From (3.45) and (3.47) we easily find that the intersections are given by
tanφ1,2 = − tanφ2,1 = tan ν1 tan ν2
[
sinh ζ1 cosh ζ2 + sinh ζ2 cosh ζ1
sinh ζ2 tan ν2 − sinh ζ1 tan ν1
]
, (3.50)
with the conventions 0 ≤ φ1,2 ≤ pi and pi ≤ φ2,1 ≤ 2pi. Now let us focus on the wedge c1,2. We can
write w1,2± in the following way
w1,2+ : tanhχ sin(−φ+ φ1,2 + (Γ2− − φ1,2)) = −
tanh ζ2 sin Γ
2
−
sin(φ1,2 − Γ2−)
sin(Γ2− − φ1,2) sin t, (3.51)
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w1,2− : tanhχ sin(−φ+ φ1,2 + (Γ1+ − φ1,2)) = −
tanh ζ1 sin Γ
1
+
sin(Γ1+ − φ1,2)
sin(Γ1+ − φ1,2) sin t. (3.52)
By now comparing these equations to (3.15) or (3.34), we see that the parameters for the new
wedge c1,2 can be identified as Γ
1,2
+ = Γ
2
− − φ1,2, Γ1,2− = Γ1+ − φ1,2 and
tanh ζ1 sin Γ
1
+
sin(Γ1+ − φ1,2)
=
tanh ζ2 sin Γ
2
−
sin(φ1,2 − Γ2−)
≡
{
tanh ζ1,2, Pointlike particle
coth ζ1,2, Black hole
(3.53)
The definition of φ1,2 ensures that the above equality holds and an analogous computation can
be done for the wedge c2,1. Note that ζ1,2 will be negative, but this is not as issue and could in
principle be fixed by rotating the angle φ1,2 by pi. The mass of the resulting object (the parameter
ν for a pointlike particle or the parameter µ for a black hole) can also be obtained via the relations
(3.20) or (3.36), where the holonomy of the resulting object is the product of the incoming particles’
holonomies. The trace is given by
1
2
Tr(h1h2) = cos ν1 cos ν2 − cosh(ζ1 + ζ2) sin ν1 sin ν2, (3.54)
and black hole formation occurs when |Tr(h1h2)| > 2.
3.4.1 Collision of massive particles in the center of momentum frame
We will now use our coordinate freedom to pick a frame such that
tan ν1 sinh ζ1 = tan ν2 sinh ζ2 ≡ E, (3.55)
which we will interpret as the center of momentum frame of the collision process. This will simplify
the computations considerably. We will thus parametrize our setup with E, ζ1 and ζ2. In this case
we have that φ1,2 = pi/2, φ2,1 = 3pi/2 and (3.53) can be shown to be equal to −E.
Formation of a conical singularity
In the case of a formation of a conical singularity, we should use equation (3.15) to compute the
deficit angle. For the wedge c1,2, it states that
tan Γ1,2± = ± tan(ν1,2(1± p1,2)) cosh ζ1,2. (3.56)
The deficit angle for c2,1 will be the same, so the total deficit angle of the resulting conical singu-
larity in the restframe is then given by 2pi − 2ν1,2 − 2ν2,1 = 2pi − 4ν1,2. It is straightforward to
compute ν1,2 as being given by
tan(2ν1,2) = tan(ν1,2(1 + p1,2) + ν1,2(1− p1,2)) = E
√
1− E2
(
tanh ζ1 + tanh ζ2
E2 + (E2 − 1) tanh ζ1 tanh ζ2
)
.
(3.57)
For E > 1 this result is no longer valid, and instead a black hole will form. The collision of two
massless particles forming a massive particle is shown in Figure 3.7.
Formation of a black hole
In the case of a formation of a black hole, we should use equation (3.35) to compute the mass of
the black hole. It states that
tan Γ1,2± = ∓ tanh(µ1,2 ± ξ1,2) sinh ζ1,2. (3.58)
Here µ1,2 will determine the mass of the black hole (see Section 3.3) and we then obtain
tanh(2µ1,2) = tanh(µ1,2+ξ1,2+µ1,2−ξ1,2) = E
√
E2 − 1
(
tanh ζ1 + tanh ζ2
E2 + (E2 − 1) tanh ζ1 tanh ζ2
)
, (3.59)
which is only defined for E > 1. Another way to see that a black hole has really formed is to
directly compute the event horizon, which is also marked in Figure 3.6. It coincides with the
backwards lightcone of the last points of the wedges c1,2 and c2,1 and will be discussed in more
detail in Section 3.5.3.
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Figure 3.6: Collision of two particles with different rest masses in the center of momentum frame,
forming a black hole. The parameters are ν1 = 0.3, ν2 = 0.9 and E = 2. The event horizon has
been computed using techniques explained in Section 3.5.3, and is defined as the boundary of the
region from which lightrays can not reach the AdS boundary.
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Figure 3.7: Collision of two massless particles with equal energy forming a massive pointlike
particle. The particles fall along radial geodesics and the energies of the particles are given by E =
0.9. The light grey region in the last panel marks that we have two patches of geometry overlapping
each other. The two oscillating geodesics which are identified and represent the resulting massive
particle, will keep oscillating forever in this coordinate system.
3.4.2 Collision of massless particles in the center of momentum frame
The result for massless particles (with equal energies) is easily obtained from the massive particle
result by taking ζi → 0 and νi → 0 while keeping E fixed. This results in the relation E = cos ν1,2
and E = coshµ1,2 for formation of a pointlike particle and a black hole respectively, reproducing
the results in [57]. The holonomies of the two particles are
h1 = 1 + E(γ0 − γ1), h2 = 1 + E(γ0 + γ1), (3.60)
and the trace of the product of the two holonomies is
1
2
Tr(h1h2) = 1− 2E2, (3.61)
from which we can also obtain ν1,2 and µ1,2 via (3.20) and (3.36). The threshold for black hole
formation is E = 1. A collision of two massless particles forming a massive pointlike particle is
shown in Figure 3.7. Two massless pointlike particles (with equal energies) colliding to form a
black hole is shown in a 3d illustration on the front page of this thesis. Note that at the threshold
E = 1, the trace of the resulting holonomy is minus two instead of plus two. This property was
used incorrectly in [57] as a way to distinguish the extremal black hole from the massless pointlike
particles, but since the isometries act as x → hxh−1, two holonomies which only differ by a sign
are identical and can not be distinguished by this property.
3.4.3 A comment on symmetric wedges
In this section the wedges corresponding to each particle were located symmetrically behind the
particle. Will this also work for more general collision processes? The answer is generically no, and
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this can be seen already in the two-particle case. Let’s assume for example that the two particles
are not moving on exactly opposite angles, say ψ1 = 0 but ψ2 6= pi. We could then try to play
the same game, excising a symmetric wedge behind each particle, and then try to identify the
intersections I1,2 and I2,1 as a final joint object. The problem here is that, even though w
i
+ is
mapped to wi− by hi, the intersection I1,2 between w
1
+ and w
2
− will generically not be mapped to
the intersection I2,1 between w
1
− and w
2
+, and we can not identify this as a joint object (since it is
not the same spacetime point) and this coordinate system breaks down after the collision. To solve
this problem, one must allow for more general wedges, specified by the parameters pi according
to equation (3.14) and (3.15), and then adjust these parameters such that the intersections are
mapped to each other. For the two-particle case, this is not necessary since we can always make
a coordinate transformation where the particles collide head-on and the symmetric wedges are
applicable. For many particles this is not the case, and it is crucial to allow for more general
wedges to be able to construct consistent solutions for arbitrary initial conditions. We will explore
this in more detail in remainder of this chapter.
3.5 Collisions of many particles
In this section we will consider collisions of N particles, without any symmetry restrictions. This
means that each particle can fall in along an arbitrary angle ψi, and have any mass νi and any
boost parameter ζi (for the case of massless particles, this is replaced by an arbitrary energy Ei).
The particles will be constructed by starting with AdS3 and then excising a wedge behind each
particle as explained in Section 3.2. The only restrictions we will impose are that all particles
collide at one single point (t = 0, χ = 0) and that they join and form a single object. The wedges
associated to the particles will be bordered by surfaces denoted by wi±. After the collision, we will
identify the intersections Ii,i+1 of w
i
+ and w
i+1
− as the final object, and the wedge bordered by
these two surfaces will be denoted by ci,i+1. The intersection Ii,i+1 will move on a radial geodesic
at angle φi,i+1. The resulting allowed spacetime after the collision will thus consist of a set of
disconnected wedges, linked together via the holonomies of the incoming particles. An illustration
of various variables discussed in this section is shown in Figure 3.8. We will call the wedges of the
incoming wedges as initial wedges and the wedges after the collision as final wedges. Contrary to
the case of two colliding particles, to construct the collision process of N particles we will need
to use non-symmetric initial wedges for the particles, so we will thus associate a parameter pi
to each initial wedge quantifying how much it deviates from a symmetric wedge (see equation
(3.15) and (3.29)). The reason is that the intersections Ii,i+1 will not necessarily be mapped to
each other via the holonomies of the particles and can thus not always be identified as one and
the same point in spacetime. We will thus tune the parameters pi for the initial wedges such as
to make sure this is achieved. Only in the case of discrete rotational symmetry are symmetric
wedges enough. We will use this technique in the next sections to study both colliding massive
and massless particles. The computations for massive and massless particles are quite similar but
there are some important differences, and we will separate them into different sections which are
supposed to be as independent as possible. The massless case can of course also be obtained by
taking a limit of the massive case.
3.5.1 Massless particles
We will here consider the collision of N massless particles. Each particle is described by excising
a wedge behind it bordered by two surfaces wi± governed by (3.28) and (3.29), with parameters
ψi, Ei and pi, for i = 1, . . . , N and we identify N + 1 with 1. After the collision we will identify
the intersections Ii,i+1 of w
i
+ and w
i+1
− with the resulting joint object. For this to be consistent,
the intersection between wi+ and w
i+1
− must be mapped by the holonomy hi of particle i to the
intersection between wi−1+ and w
i
−. As we will see by tuning the parameters pi, associated to the
wedges, we can accomplish this.
The intersection of the surface Ii,i+1 of w
i
+ and w
i+1
− will be on a line of constant angle φi,i+1
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φi−1,i
ψi
φi,i+1
w i+
w i−
ψi+1
w i+1+
w i+1−
Figure 3.8: An illustration of the different parameters after the collision has occurred. The grey
regions are the removed parts of the spacetime. The particles fall in along the angles ψi, and the
wedge associated to particle i is bounded by wi±. The joint object then moves on angles φi,i+1,
which is the intersection of wi+ and w
i+1
− . Parameters with index i (for example Γ
i
±, pi and ei)
are associated to the (grey) wedge at angle ψi, while parameters with index i, i + 1 (for example
Γi,i+1± , ζi,i+1 and νi,i+1) are associated to the (white) wedge at angle φi,i+1. Note also that we will
sometimes instead use the notation wi,i+1− = w
i
+ and w
i,i+1
+ = w
i+1
− .
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(a radial geodesic), and is obtained from (3.28) as the solution of the equation
sin(φi,i+1 − Γ+i − ψi)
sin(φi,i+1 − Γ−i+1 − ψi+1)
=
sin Γ+i
sin Γ−i+1
. (3.62)
After the collision, we identify the intersections of the surfaces bounding two neighbouring wedges
as the new joint object formed in the collision. This is only consistent if these intersections are
mapped to each other by the isometries associated to the particles. Recall that the intersection
between wi+ and w
i+1
− be denoted by Ii,i+1 and let hi be the holonomy of particle i. We then must
have the condition
Ii−1,i = h−1i Ii,i+1hi, (3.63)
for all i. This gives us N conditions to fix the N parameters pi. The holonomies are here given by
hi = 1 + Ei(γ0 − γ(ψi)). (3.64)
Assume now that we know the angles φi−1,i for intersection Ii−1,i and φi,i+1 for intersection Ii,i+1,
and let us see how we can use this to fix the parameter pi for particle i. Since Ii−1,i is the
intersection between the plane with constant angle φi−1,i and the surface wi−, they satisfy the
equations
tanhχ sin(−φi−1,i + Γi− + ψi) = − sin Γi− sin t, (3.65)
where
tan Γi− = −(1− pi)Ei, (3.66)
and since Ii,i+1 is the intersection between φi,i+1 and w
i
+, we have the equations
tanhχ sin(−φi,i+1 + Γi+ + ψi) = − sin Γi+ sin t, (3.67)
where
tan Γi+ = (1 + pi)Ei. (3.68)
Our consistency condition now forces us to make sure that these two lines are mapped to each
other by the holonomy hi = 1 + Ei(γ0 − γ(ψi)), and by evaluating this (see Appendix A.2.1) we
obtain
pi =
tan(φi,i+1 − ψi) + tan(φi−1,i − ψi)
−2Ei tan(φi,i+1 − ψi) tan(φi−1,i − ψi) + tan(φi,i+1 − ψi)− tan(φi−1,i − ψi) . (3.69)
Equation (3.62) can be written as
−sin(φi,i+1−ψi) 1
Ei(1 + pi)
+cos(φi,i+1−ψi) = sin(φi,i+1−ψi+1) 1
Ei+1(1− pi+1)+cos(φi,i+1−ψi+1).
(3.70)
Equation (3.69) and equation (3.70) constitute 2N equations to solve for the 2N variables φi,i+1
and pi, for i = 1, . . . , N . Solving this will give a consistent slicing of the spacetime which can be
continued after the collision. However, except for the case of discrete rotational symmetry (for
which pi = 0), it seems difficult to find an analytic solution to these equations. We can solve this
numerically and we see as expected that there is a solution that is continuously connected to the
rotationally symmetric case. In Section 3.5.4 we will explain in detail how one can go about solving
these equations in practice for collisions of massive particles from which the massless case can easily
be obtained by taking a limit. In Figure 3.9 we illustrate this with the example of three particles,
located at angles ψi = (0, 2pi/3, 4pi/3) and with energies determined by Ei = (2,
1
2 ,
1
2 ). Numerically
solving (3.69) and (3.70) we obtain pi ≈ (0, 0.409,−0.409) and φi,i+1 ≈ (1.644, pi,−1.644). In this
figure it is clear that the wedges are not located symmetrically around the particles. Note also
that the surfaces wi± are not mapped to each other within constant time slices. This explains why
it seems like the spacetime disappears earlier in two of the wedges, but this is just a coordinate
artefact and the time t1 (when the first two wedges disappear) is mapped to time t2 (when the
last wedge disappears) by the holomies of particles two and three.
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ψ1
ψ2
ψ3
t=−pi/2 t=−pi/4 t=0
t=pi/8 t=t1 t=t2
Excised geometry
Allowed spacetime
Event horizon
Particles
Black hole singularity
Figure 3.9: Collision of three massless particles, falling radially on geodesics at angles ψi =
(0, 2pi/3, 4pi/3) and with Ei = (2,
1
2 ,
1
2 ). The grey areas constitute removed pieces. The resulting
object moves on spatial geodesics (marked by dashed lines), so a black hole has formed instead of a
massive particle. The dotted lines are the trajectories of the massless particles, and we see clearly
that the wedges for particle 2 and 3 are not located symmetrically behind the particles. Note
that lines corresponding to one grey wedge are not nessecarily mapped to each other on the same
time slice, which is why it is possible for some of the white wedges in the last panels to disappear
first at time t1 ≈ 0.61 (essentially, when jumping from one white area to another when going
around one particle, there might be a time shift, which would not be present for wedges that are
located symmetrically behind the particle as in the two-particle case). The last wedge disappears
at time t2 ≈ 0.82, but these two times are of course mapped to each other by the isometries of the
particles. The parameters specifying the wedges, obtained by numerically solving (3.69) and (3.70),
are pi ≈ (0, 0.409,−0.409), and the angles of the intersections are φi,i+1 ≈ (1.644, pi,−1.644).
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Geometry after the collision
To investigate the geometry after the collision, we would like to make a coordinate transformation
of the late time geometry such that it is either manifestly a massive pointlike particle or a black
hole. Just as in the two-particle case, this can be done by mapping the resulting wedges of allowed
geometry (for instance the white parts in the last panels in Figure 3.9), to either the equations
describing a boosted conical singularity (as described by equations (3.14) and (3.15)), or a boosted
BTZ black hole (as described by equations (3.34) and (3.35)). We thus have a set of new wedges
of allowed geometry, and we will denote the wedge bounded by wi+ and w
i+1
− by ci,i+1, which
thus moves along an angle φi,i+1. We will now rewrite the equations governing w
i
+ ≡ wi,i+1− and
wi+1− ≡ wi,i+1+ to make it manifest that they satisfy either equation (3.14) or (3.34) for some new
parameters Γi,i+1± and ζi,i+1. For w
i
+ we have the equation
tanhχ sin(−φ+ ψi + Γi+) = − sin Γi+ sin t
⇔
tanhχ sin(−φ˜+ (ψi + Γi+ − φi,i+1) + φi,i+1) = −
sin Γi+
sin(ψi + Γi+ − φi,i+1)
× sin(ψi + Γi+ − φi,i+1) sin t, (3.71)
and for wi+1− we have
tanhχ sin(−φ+ ψi+1 + Γi+1− ) = − sin Γi+1− sin t
⇔
tanhχ sin(−φ+ (ψi+1 + Γi+1− − φi,i+1) + φi,i+1) = −
sin Γi+1−
sin(ψi+1 + Γ
i+1
− − φi,i+1)
× sin(ψi+1 + Γi+1− − φi,i+1) sin t. (3.72)
Now the definition of φi,i+1 as the intersection of w
i
+ and w
i+1
− requires that
sin Γi+1−
sin(ψi+1 + Γ
i+1
− − φi,i+1)
=
sin Γi+
sin(ψi + Γi+ − φi,i+1)
≡
{
tanh ζi,i+1, Pointlike particle
coth ζi,i+1, Black hole
(3.73)
depending on whether the magnitude of this quantity is smaller or larger than one. Note that this
equation is consistent due to the definition of φi,i+1. We thus see, by comparing to either (3.14)
or (3.34), that the patch enclosed by these surfaces can indeed be interpreted as a boosted wedge
bounded by surfaces wi,i+1± satisfying the equations
tanhχ sin(−φ+ Γi,i+1± + φi,i+1) = −κ sin Γi,i+1± sin t, (3.74)
with
Γi,i+1− = ψi + Γ
i
+ − φi,i+1,
Γi,i+1+ = ψi+1 + Γ
i+1
− − φi,i+1. (3.75)
and
κ =
{
tanh ζi,i+1, Pointlike particle
coth ζi,i+1, Black hole
(3.76)
The mapping from the moving final wedges to the static wedges is illustrated in Figure 3.10.
For the pointlike particle case, in the coordinate system where this particle is stationary, this
patch is a circle segment. From equation (3.15) we can then read off that the parameters pi,i+1
and νi,i+1 associated to this circle segment are given implicitly by the equations
tan Γi,i+1± = ± tan ((1± pi,i+1)νi,i+1) cosh ζi,i+1, (3.77)
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such that the angle of this segment is 2νi,i+1. The total deficit angle is then 2pi−2
∑
i νi,i+1 (recall
that these segments now define the allowed geometry, and not the removed geometry, which is the
reason for why the deficit angle is not just 2
∑
i νi,i+1).
For the black hole we want to relate these parameters via equation (3.35) to the black hole mass
and the parameters µi,i+1 and ξi,i+1, and we find that
tan Γi,i+1± = ∓ tanh(µi,i+1 ± ξi,i+1) sinh ζi,i+1. (3.78)
The total mass of the black hole is then simply
M =
1
pi2
[∑
i
µi,i+1
]2
. (3.79)
Note that under the isometries hi corresponding to the massless particles, spacelike (timelike)
geodesics are mapped to spacelike (timelike) geodesics. This is why we know that (the absolute
value of) equation (3.73) is either larger than one for all i, or smaller than one for all i (or equal
to one in the extremal case, but we will not consider that in this thesis). This is built in the
construction of the consistency equations (3.69) and (3.70), although it seems difficult to prove it
directly from these equations.
Notice that the coordinate transformations to bring the metric to the static metric for a coni-
cal singularity or the Schwarschild metric for the black hole, will map the lightlike geodesics that
pass through the origin to new lightlike geodesics passing through the origin. Let L denote the
lightlike surface consisting of all possible lightlike geodesics which end at the origin and originate
at t = −pi/2. We can then do the coordinate transformations that bring every moving wedge to
a static wedge. These coordinate transformations will only be applied above the surface L. The
resulting spacetime will then be the static conical singularity metric, or the Schwarschild AdS black
hole metric, glued to empty AdS across the lightlike surface L. However, the surface L will only
have a non-zero stress-energy tensor on the location of the trajectories of the pointlike particles
which are inside this surface. We will explore this further in the next section when we investigate
the N →∞ limit.
The N →∞ limit
In this section we will consider what happens when we take the number of particles to infinity. For
N particles, the setup is described by N triples (Ei, ψi, pi). We will assume that in the limit, for
every φ and for every δφ, we can find sufficiently large N such that (φ, φ+ δφ) contains arbitrarily
many ψi. In such a limit, the setup is expected to degenerate into only a continuous energy
density function θ(φ). For simplicity we will assume that ψi = 2pii/N , such that ψi+1 − ψi ≡
dφ = 2pi/N , although the result will not depend on the precise way the limit is taken. For N  1,
we expect that we can approximate the Ei and pi by continuous functions. Thus, to obtain the
correct limit for the energy density, we define 2Ei = θ(ψi)dφ. It turns out that for large N we
have pi ∼ N and that φi,i+1 − ψi approaches a constant (which is generically not zero). We
will thus define continuous interpolating functions P (φ) and Φ(φ) such that Eipi = P (ψi) and
φi,i+1 − ψi = Φ(ψi). The equations (3.69) and (3.70) will in the N →∞ limit become differential
equations for P and Φ, with θ as a source. Using P (ψi+1) = P (ψi) + P
′(ψi)dφ + O(1/N2) and
Φ(ψi+1) = Φ(ψi) + Φ
′(ψi)dφ + O(1/N2), it is straightforward to deduce from (3.69) and (3.70),
that in the limit N →∞, P and Φ must satisfy the differential equations
P ′ tan Φ = (θ − P 2) tan Φ− P, (3.80a)
P (tan Φ)′ = θ tan Φ + (θ − 1)P tan2 Φ− P, (3.80b)
with periodic boundary conditions. Note that ′ denotes derivative with respect to φ. However,
when deriving the above equations, we had to use that |Ei|  |piEi|, which is in general valid
when N → ∞, but it is not valid if pi = 0 exactly. Or in other words, the derivation of (3.80a)
and (3.80b) is not valid in the rotationally symmetric case, since the limits N →∞ and the limit
θ → const. do not commute. In the rotationally symmetric case we instead have the solution
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P = 0 and Φ = 0. This seems to be a solution of (3.80a) and (3.80b) for any θ, but this is also
an artifact of the fact that the derivation of these equations is problematic in this case (of course
it is not a problem if P or Φ vanish at isolated points which generically will happen, it is only
problematic if P ≡ Φ ≡ 0 on a continuous interval which seems to only happen in the case of
rotational symmetry). In practice, it turns out to be easier to find the correct solutions of (3.80a)
and (3.80b) by directly solving (3.70) and (3.69) for some large N , but one can then verify that
these solutions indeed satisfy (3.80a) and (3.80b) up to O(1/N).
For future purposes we will need Γi,i+1± expressed in terms of P and Φ. From (3.75) we obtain
tan Γi,i+1− =
P − tan Φ
1 + tan ΦP
+
[
1
1 + P tan Φ
− P − tan Φ
(1 + tan ΦP )2
tan Φ
]
θ
2
dφ+O(
1
N2
), (3.81)
tan Γi,i+1+ =
P − tan Φ
1 + tan ΦP
+
[
−θ/2 + P ′ + 1 + tan2 Φ
1 + P tan Φ
−
− (P − tan Φ)((P
′ − θ/2) tan Φ− P − P tan2 Φ)
(1 + tan ΦP )2
]
dφ+O(
1
N2
), (3.82)
and thus
tan Γi,i+1+ − tan Γi,i+1− =
1
(1 + P tan Φ)2
(1 + tan2 Φ)(−θ + P ′ + 1 + P 2)dφ. (3.83)
We will now compute the metric of the spacetime explicitly. The spacetime will consist of two
patches of geometry separated by a lightlike surface L. The spacetime below L will be that of
AdS3 while the spacetime above L will be either that of a conical singularity or a black hole. Even
though the total spacetime is not rotationally symmetric, the spacetime above and below will be
written in rotationally symmetric coordinates and there will be a non-trivial angular dependent
mapping relating the coordinates below and above the shell. Finding this mapping will be the
main goal. We will separate the computations in two different sections, one for the formation of a
conical singularity and one for the black hole.
Formation of a conical singularity
In the case of the formation of a conical singularity, the resulting spacetime will in the limit be
that of a conical singularity geometry and empty AdS glued together across a lightlike surface,
denoted by L, which thus consists of all points which satisfy tanhχ = − sin t, −pi/2 ≤ t ≤ 0.
Above the shell we have the geometry of a massive pointlike particle, but so far it has been written
in quite cumbersome coordinates. We would like to describe it by the metric (3.4), but where φ
has the periodicity α, so that 2pi − α is the angular deficit. To go to this coordinate system, we
will first apply the coordinate transformation discussed in Section 3.5.1 to each wedge of allowed
geometry (the regions bounded by wi+ and w
i+1
− ). This brings us to a coordinate system consist-
ing of N static wedges, each denoted by cstatici,i+1 , with parameters (νi,i+1, φi,i+1, pi,i+1), with total
deficit angle 2pi − 2∑i νi,i+1. We will denote the coordinates above the shell by (χ˜, t˜, φ˜) and the
coordinates below the shell by (χ, t, φ). This geometry is valid above the surface L, and below L we
still have empty AdS3 in the coordinates (3.4) (recall that this coordinate transformation maps L
into itself). Now, by just pushing the wedges together and defining a continuous angular variable
φˆ, the geometry above the shell becomes the metric (3.4) with periodicity α = 2
∑
i νi,i+1. This is
illustrated in Figure 3.10. To obtain the relation between φˆ and φ when crossing the shell, note
that each time we cross cstatici,i+1 , φˆ will increase by 2νi,i+1. This means that, in the N → ∞ limit,
we can write φˆ = φˆ0 +
∑
0≤j≤i 2νj,j+1 + O(1/N) when φˆ ∈ cstatici,i+1 , where φˆ0 is an overall angular
shift (the approximate value of φˆ when φˆ ∈ cstatic0,1 ) which can be chosen to vanish.
Let us now define continuous interpolating functions Tˆ (ψi) ≡ pi,i+1νi,i+1 and Zˆ(ψi) ≡ ζi,i+1.
In the limit we would like to express the functions Zˆ and Tˆ in terms of P and Φ. From (3.73), by
taking the N →∞ limit, we can obtain Zˆ as
tanh Zˆ =
P
P cos Φ− sin Φ . (3.84)
92
From (3.75) and (3.77) we have in the limit N →∞ that
tan Tˆ cosh Zˆ =
P − tan Φ
1 + P tan Φ
, (3.85)
from which we can obtain Tˆ . Another useful relation (see Appendix A.2.2) is
cos Tˆ = cos Φ + P sin Φ. (3.86)
To obtain a relation between φˆ and φ, we first note that going to the subleading terms in equation
(3.77) we can obtain
tan Γi,i+1+ − tan Γi,i+1− = 2νi,i+1
cosh Zˆ
cos2 Tˆ
. (3.87)
Thus using this together with (3.83), we obtain (see Appendix A.2.2)
φˆ = φˆ0 +
∫ φ
0
1− cot ΦP
cosh Zˆ
dφ′. (3.88)
By using (3.84) to obtain Zˆ, this now gives us φˆ in terms of P and Φ, and thus indirectly in terms
of θ, which is the only physical parameter.
We are also interested in the relation between the radial coordinates when crossing the surface
L, namely we want to compute χ˜ = χ˜(φ, χ) on L. The mapping to the static coordinate system
(before we push the circle sectors together) is given by equations (3.10). Since lightlike geodesics
are mapped to lightlike geodesics, we thus obtain from (3.10) that
sinhχ = sinh χ˜(cosh Zˆ + sinh Zˆ cos(φi,i+1 − φ˜)). (3.89)
Note that any point on L at an angle φ ∈ (ψi, ψi+1) will be mapped to a point with angle
φ˜ ∈ (φi,i+1− (1− pi,i+1)νi,i+1, φi,i+1 + (1 + pi,i+1)νi,i+1) (by definition of νi,i+1 and pi,i+1). In the
limit, we thus have that ψi is mapped to φi,i+1 + Tˆ (ψi), thus we have from equation (3.89) that
the radial coordinates are related on L as
sinh χ˜ =
sinhχ
cosh Zˆ + sinh Zˆ cos Tˆ
=
sinhχ
∂φφˆ
. (3.90)
See Appendix A.2.2 for the second equality. The fact that this proportionality factor is the inverse
of the function relating the angles in (3.88), turns out to be a requirement for a well defined thin
shell spacetime.
We would now like to bring the geometry to an AdS3-Vaidya type of geometry. Let us first
define A = 1pi
∑
i νi,i+1 = φˆ(2pi), which thus is the total angle of the conical singularity divided by
2pi. We now want to find coordinate transformations such that the metric takes the form
ds2 = −f(r)dv2 + 2dvdr + r2dφ2 (3.91)
below and
ds¯2 = −f¯(r¯)dv¯2 + 2dv¯dr¯ + r¯2dφ¯2 (3.92)
above the shell. The lightlike boundary L between the two patches is given by v = v¯ = 0. We have
f = 1 + r2 (empty AdS3) and f¯ = A
2 + r¯2, and we want the periodicity of φ and φ¯ to be 2pi. To
do this, we first do the coordinate transformation sinhχ = r in the empty AdS3 part, and for the
conical singularity part we have sinh χ˜ = r¯/A, t˜ = At¯ and φˆ = Aφ¯. This gives us the metric of the
form
ds2 = −fdt2 + dr2/f + r2dφ2 (3.93)
both above and below the shell. From this we obtain the metric (3.91) by the standard coordinate
transformation to infalling coordinates, given by dv = dt+ dr/f . The relations between the radial
and angular coordinates when crossing the shell can now be written as
φ¯ = H(φ), (3.94)
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r¯ =
r
H ′(φ)
, (3.95)
where
1
H ′(φ)
=
A
cosh Zˆ(φ) + sinh Zˆ(φ) cos Tˆ (φ)
=
A cosh Zˆ(φ)
1− P (φ) cot Φ(φ) . (3.96)
The fact that the proportionaly factor relating the radial coordinates turns out to be exactly the
inverse of the derivative of the function relating the angular coordinates, is a necessary (and suf-
ficient) condition to have a well defined induced metric on the shell, which is important when
analyzing the junction conditions in Section 3.6.1, and can be seen as a non-trivial consistency
check. It should be mentioned that these thin shell solutions are probably unphysical, since the
thin shell limit of a thick shell composed of some dynamical matter (for example a scalar field) is
expected to scatter below the black hole threshold, and not form a conical singularity. Neverthe-
less, these solutions can be constructed formally.
It is instructive to look at the rotationally symmetric case, where θ = const., which should re-
duce to the standard AdS-Vaidya spacetime for a conical singularity. Thus we let Ei = E = tan ,
and we have Γi± = Γ± = ±, as well as νi,i+1 = ν = Adφ/2. Defining 2E = θdφ we obtain from
equation (3.73) that
tanh Zˆ =
θ
θ − 1 , (3.97)
and from (3.77) and (3.75) we obtain
1− θ = A cosh Zˆ. (3.98)
The condition that −1 ≤ tanh Zˆ ≤ 1 and θ ≥ 0 gives us that θ ≤ 1/2 which thus is the threshhold
for black hole formation. We can solve for A in terms of θ to obtain the simple relation
A =
√
1− 2θ. (3.99)
At the threshhold of black hole formation we have A → 0, meaning that the total angle of the
conical singularity approaches zero. The relation between r¯ and r can be obtained from equation
(3.95) and we obtain that in this case r¯ = r when crossing the shell, as expected. Note that the
mass M , if we write the metric in the form (3.37), is given by M = −A2.
Formation of a black hole
In the black hole case the situation is a little bit less intuitive than in the formation of a massive
particle. In this case, we would like to transform the metric after the shell into the form (3.37).
We proceed as in the pointlike particle case and first transform the wedges of allowed geometry
to wedges of the form (3.33), where the spacelike geodesics take the form of “straight” spacelike
geodesics in a constant timeslice. The coordinates at this stage will be denoted by (t˜, χ˜, φ˜). We
will then do a coordinate transformation that maps these wedges to static circular sectors cstatici,i+1 in
a black hole background with unit mass, equation (3.42), with parameters µi,i+1 and ξi,i+1. The
coordinates at this stage will be denoted by (σ, ρ, y). The total black hole will then be trivially
constructed by gluing together all these static wedges and defining a continuous angular coordinate
yˆ. Each of these final static wedges will have an opening angle 2µi,i+1 so that yˆ increases by 2µi,i+1
when crossing one such wedge. Thus yˆ = yˆ0 +
∑
0≤j≤i 2µj,j+1 +O(1/N) when yˆ ∈ cstatici,i+1 , where yˆ0
is an unimportant overall shift. Note that the spacetime still takes the form (3.42), a black hole
metric with unit mass, since yˆ takes values in (0, α) for some value α. The correct mass is obtained
by rescaling the angular coordinate to the standard range (0, 2pi).
Let us now define continuous interpolating functions Xˆ(ψi) ≡ ξi,i+1 and Zˆ(ψi) ≡ ζi,i+1. In
the limit we would like to express the functions Zˆ and Xˆ in terms of P and Φ. In the N → ∞
limit, we obtain from (3.73) that
coth Zˆ =
P
P cos Φ− sin Φ . (3.100)
From (3.78) and (3.75) we have in the limit N →∞ that
− tanh Xˆ sinh Zˆ = P − tan Φ
1 + P tan Φ
, (3.101)
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from which we can obtain Xˆ. Another useful relation (see Appendix (A.2.2)) is
cosh Xˆ = cos Φ + P sin Φ. (3.102)
Now from equation (3.78) we obtain in the N →∞ limit that
tan Γi,i+1+ − tan Γi,i+1− = −
2
cosh2 Xˆ
µi,i+1 sinh Zˆ, (3.103)
and just like in the massive particle case, we can use this result together with (3.83), to obtain the
relation between yˆ and φ when crossing the shell to be (see Appendix A.2.2)
yˆ(φ) = yˆ0 +
∫ φ
0
P cot Φ− 1
sinh Zˆ
dφ′. (3.104)
Now we want to figure out how the radial coordinate before the shell χ is related to the radial
coordinate ρ (where the metric takes the form (3.42)), so consider the wedge bounded by wi+ and
wi+1− . Let (χ˜, t˜, φ˜) be the coordinate system after the shell in which a wedge takes the form (3.33).
From (3.33) we obtain that lightlike geodesics with equation tanhχ = − sin t at angle ψi and ψi+1
are mapped to lightlike geodesics at an angle φ˜ given by sin φ˜ = ± tanh(µi,i+1± ξi,i+1) with the +
(−) for ψi+1 (ψi). In the limit, we thus obtain that all lightlike geodesics at an angle in (ψi, ψi+1)
are mapped to a lightlike geodesic at an angle φ˜ given by sin φ˜ = tanh ξi,i+1 = tanh Xˆ. Now, from
(3.10) we obtain that the radial coordinates χ and χ˜ are related by
sinh χ˜ =
sinhχ
cosh Zˆ + sinh Zˆ cos φ˜
=
sinhχ
cosh Zˆ + sinh Zˆ
cosh Xˆ
. (3.105)
Now, it is easy to see that the lightlike geodesics satisfy x21 + x
2
2 = x
2
0, and we can obtain ρ by
ρ2 = x20 − x22 = sinh2 χ cos φ˜2 =
sinh2 χ˜
cosh2 Xˆ
⇒ ρ = sinhχ
cosh Xˆ cosh Zˆ + sinh Zˆ
=
sinhχ
∂φyˆ
, (3.106)
where we have used the relations (3.38). See Appendix A.2.2 for the last equality. To make the
angular coordinate yˆ have period 2pi, we may rescale yˆ = φ¯
√
M , ρ = r¯/
√
M and t = t¯
√
M ,
where the mass is given by M = 1pi2 (
∑
i µi,i+1)
2
, which will give us exactly the metric (3.37). To
summarize, our resulting spacetime can be written as
ds2 = −f(r)dv2 + 2dvdr + r2dφ2 (3.107)
below the shell and
ds¯2 = −f¯(r¯)dv¯2 + 2dv¯dr¯ + r¯2dφ¯2 (3.108)
above the shell where f¯ = −M + r¯2 and f = 1 + r2. The coordinates are related on the shell as
φ¯ = H(φ), (3.109)
r¯ =
r
H ′(φ)
, (3.110)
where
1
H ′(φ)
=
√
M
cosh Xˆ cosh Zˆ + sinh Zˆ
=
√
M sinh Zˆ
P cot Φ− 1 . (3.111)
Let us again consider the case of rotational symmetry. We thus define 2Ei = 2E = θdφ where θ is
constant, and again we have Γi± = ±. We also have µi,i+1 = µ =
√
Mdφ/2, and we obtain from
(3.73) that
coth Zˆ =
θ
θ − 1 , (3.112)
and from (3.75) and (3.78) we obtain
θ − 1 =
√
M sinh Zˆ. (3.113)
We can solve for M as
M = 2θ − 1. (3.114)
We also obtain that r¯ = r when crossing the shell.
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(a)
ψ1
ψ2
ψ3
t <0
(b)
φ1,2
φ2,3
φ3,1
t >0
2ν1,2
2ν2,3
2ν3,1
(c)(d)
u(ζi,i+1,φi,i+1)
α
Excised geometry Allowed spacetime
Figure 3.10: An illustration of how the transformation of the final geometry to static coordinates is
carried out. The parameters are the same as in Figure 3.11. (a): The spacetime before the collision
takes place. (b): The spacetime after the collision has taken place, showing three final wedges of
allowed geometry. (c): To go from (b) to (c), we transform each wedge with the isometry ui,i+1
discussed in Section 3.2, with parameters ζ = ζi,i+1 and ψ = φi,i+1. This transforms each moving
wedge to static wedges with opening angle 2νi,i+1. (d): We finally push the wedges together to
form a more common parametrization of a conical singularity, and we can then define a continuous
angle φˆ covering the whole spacetime which takes values in the range (0, α) where α =
∑
i 2νi,i+1.
The coordinates can then be rescaled such that the metric takes the form (3.43). Note that we have
the same picture when a black hole forms, except that there is an extra coordinate transformation
between panel (b) and (c) and in panel (c) and (d) the metric is a BTZ black hole metric with
unit mass instead of AdS3.
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3.5.2 Massive particles
We will now consider the case of N colliding massive particles. The particles will be located on
radial geodesics along angles ψi, with boost parameters ζi and angular deficits (in the rest frame)
of 2νi, for i = 1, . . . , N and we identify 1 = N + 1. Each particle is constructed by excising a
wedge bordered by two surfaces wi± satisfying equations (3.14) and (3.15). Just as in the massless
case, we thus associate a parameter pi to each wedge which we will then tune to make sure that
the intersections Ii,i+1 of w
i
+ and w
i+1
− can be identified as the same point in spacetime and can
thus be interpreted as the final joint object formed in the collision.
The wedges are thus bordered by surfaces wi±, determined by the equations
tanhχ sin(−φ+ Γi± + ψi) = − tanh ζi sin Γi± sin t, (3.115)
where
tan Γi± = ± tan((1± pi)νi) cosh ζi. (3.116)
The intersection Ii,i+1 between w
i
+ and w
i+1
− is a radial geodesic at an angle φi,i+1 given by the
equation
tanh ζi sin Γ
i
+
sin(ψi + Γi+ − φi,i+1)
=
tanh ζi+1 sin Γ
i+1
−
sin(ψi+1 + Γ
i+1
− − φi,i+1)
. (3.117)
The parameters pi are determined by enforcing that the intersections Ii−1,i and Ii,i+1 are mapped
to each other by the isometry hi associated to particle i, namely that
Ii−1,i = h−1i Ii,i+1hi, (3.118)
for all i. This gives us N conditions to fix the N parameters pi. The holonomies are here given by
hi = cos νi + γ0 cosh ζi sin νi − sinh ζi sin νiγ(ψi). (3.119)
This computation is a bit involved, but results in the equation (see Appendix A.3.1)
tan(piνi) =
tan(φi,i+1 − ψi) + tan(φi−1,i − ψi)
cot νi(tan(φi,i+1 − ψi)− tan(φi−1,i − ψi))− 2 cosh ζi tan(φi,i+1 − ψi) tan(φi−1,i − ψi) .
(3.120)
We can reformulate (3.117) in terms of pi and νi by using (3.116), which gives the equation
− sin(φi,i+1 − ψi)
sinh ζi tan((1 + pi)νi)
+
cos(φi,i+1 − ψi)
tanh ζi
=
sin(φi,i+1 − ψi+1)
sinh ζi+1 tan((1− pi+1)νi+1) +
cos(φi,i+1 − ψi+1)
tanh ζi+1
.
(3.121)
We now have 2N equations for our 2N parameters pi and φi,i+1, and in practice it seems that this
system of equations can always be solved. Except in the rotationally symmetric case, the wedges
associated to the particles will be non-symmetric and the parameters are obtained numerically. In
Section 3.5.4 we will explain in detail how one can go about solving these equations in practice.
Several examples are shown in figures 3.11, 3.12 and 3.13. Note also that when taking the massless
limit νi → 0, ζi → ∞ while tan νi sinh ζi → Ei goes to a constant, we reproduce the expressions
(3.69) and (3.70).
Geometry after the collision
The geometry after the collision will be either a black hole or a pointlike particle, depending on
whether the intersections Ii,i+1 move on spacelike or timelike geodesics, respectively. We then
define parameters Γi,i+1± and ζi,i+1 such that the wedge ci,i+1 can be mapped either to the form
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(3.14) and (3.15) or to (3.34) and (3.35). By writing
tanhχ sin(−φ+ ψi+1 + Γi+1− ) = − tanh ζi+1 sin Γi+1− sin t
⇔
tanhχ sin(−φ+ φi,i+1 + (Γi+1− + ψi+1 − φi,i+1)) = −
tanh ζi+1 sin Γ
i+1
−
sin(Γi+1− + ψi+1 − φi,i+1)
× sin(Γi+1− + ψi+1 − φi,i+1) sin t,
(3.122)
for wi,i+1+ = w
i+1
− , and
tanhχ sin(−φ+ ψi + Γi+) = − tanh ζi sin Γi+ sin t
⇔
tanhχ sin(−φ+ φi,i+1 + (Γi+ + ψi − φi,i+1)) = −
tanh ζi sin Γ
i
+
sin(Γi+ + ψi − φi,i+1)
× sin(Γi+ + ψi − φi,i+1) sin t, (3.123)
for wi,i+1− = w
i
+, we can determine the new parameters Γ
i,i+1
± by
Γi,i+1− = ψi + Γ
i
+ − φi,i+1, (3.124)
Γi,i+1+ = ψi+1 + Γ
i+1
− − φi,i+1, (3.125)
and the parameter ζi,i+1 is determined by
tanh ζi sin Γ
i
+
sin(Γi+ + ψi − φi,i+1)
=
tanh ζi+1 sin Γ
i+1
−
sin(Γi+1− + ψi+1 − φi,i+1)
=
{
tanh ζi,i+1, Pointlike particle
coth ζi,i+1, Black hole
, (3.126)
depending on whether (the absolute value of) the above ratio is smaller or larger than 1. The
equality (3.126) is consistent due to the definition of φi,i+1. We are now interested in going to the
rest frame of each final wedge ci,i+1, such that they take the form of static wedges. In the case
of formation of a massive particle, these static wedges will be circle sectors in AdS3, while in the
case of formation of a black hole the static wedges will be circle sectors in the BTZ black hole
background with unit mass. The mapping from the moving final wedges to the static wedges is
illustrated in Figure 3.10. In the massless case, the trajectories of the particles were again mapped
to lightlike geodesics and thus the lightlike surfaces on which they are located is essentially mapped
to itself. For the massive particles, this is not the case and there will be a non-trivial transforma-
tion of the incoming particles’ trajectories which will make the computations later when we take
the N →∞ limit a bit more complicated.
In the case of the formation of a conical singularity, we want to map each final wedge ci,i+1
to a static wedge with parameters νi,i+1 and pi,i+1. From (3.15), we have the relation
tan Γi,i+1± = ± tan((1± pi,i+1)νi,i+1) cosh ζi,i+1, (3.127)
from which we can determine pi,i+1 and νi,i+1. The angle 2νi,i+1 is now the total angle of this
static wedge (instead of being the angular deficit). All these N wedges are then glued together by
the identifications, forming a conical singularity with total angle α =
∑
i 2νi,i+1. By rescaling the
coordinates, the spacetime can be written in the form (3.43), and we obtain that the parameter
M is given by M = −α2/(2pi)2. A full solution of three massive particles forming a new massive
particle is shown in Figure 3.11.
In the case of formation of a black hole, we want to map each final wedge ci,i+1 to a circle sector
in the black hole geometry, with parameters ξi,i+1 and µi,i+1. From equation (3.35), we have the
relation
tan Γi,i+1± = ∓ tanh(µi,i+1 ± ξi,i+1) sinh ζi,i+1, (3.128)
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t=−pi/2 t=−pi/4 t=0
t=pi/4 t=pi/2 t=3pi/4
Excised geometry
Allowed spacetime
Colliding particles
Resulting particle
Figure 3.11: Three colliding massive particles forming a new massive particle. The particles have
the same rest mass but particle 1 is released from a different radial position compared to the other
two (or in other words, it has a different boost parameter). The final wedges after the collision
together form a conical singularity spacetime, but where the wedges have been boosted, and they
will keep oscillating forever. Note also that, even though we have marked which surfaces are iden-
tified via the isometries, there will generically be an additional time shift under the identifications
(so curves on the same time slice are generically not mapped to each other). The parameters pi
which determine the orientation of the wedges have been obtained by solving equations (3.120)
and (3.121).
from which we can determine ξi,i+1 and µi,i+1. The total angle of such a circle sector is given by
2µi,i+1, but it is a wedge cut out from a black hole spacetime with metric (3.42) instead of the AdS3
metric. These N wedges are now glued together, forming a wedge with total angle α =
∑
i 2µi,i+1.
By rescaling the coordinates, we can write the spacetime in the form (3.43), and the parameter
M is obtained as M = α2/(2pi)2. Figures 3.12 and 3.13 show the formation of a black hole from a
collision of three and four particles, respectively.
The N →∞ limit
When taking the limit of an infinite number of particles, we will have νi → 0, while ζi and piνi
will go to constants. It is convenient to introduce continuous interpolating functions T (ψi) = piνi,
Z(ψi) = ζi and also Φ(ψi) = φi,i+1 − ψi which all approach some finite continuous functions
in the limit. We will also assume that the density of particles remains constant, namely that
2νi = dφρ(ψi), where dφ = ψi+1−ψi (for simplicity we will assume that the angles ψi are distributed
homogeneously around the boundary so that dφ = 2pi/N). Remember that 2νi, the deficit angle in
the restframe, is equal to the mass of the particle (in units where 8piG = 1). We will thus refer to ρ
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1
2
3
t=−pi/2 t=−pi/3 t=0
t=t1 t=t2 t=t3
Excised geometry
Allowed spacetime
Event horizon
Particles
Black hole singularity
Figure 3.12: Three colliding massive particles forming a BTZ black hole. In this example, there
are no symmetry restrictions, and we have ζi = (1, 1.5, 1.5) and νi = (0.4, 0.8, 0.4). The final three
wedges after the collision all disappear at different times t1, t2 and t3, but note that all these final
points are identified by the holonomies of the particles. The parameters pi which determine the
orientation of the wedges have been obtained by solving equations (3.120) and (3.121).
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α ψ1
ψ4
ψ2
ψ3
t=−pi/2 t=−pi/4 t=−pi/9
t=0 0<t<t1 t=t1
Excised geometry
Allowed spacetime
Event horizon
Particles
Black hole singularity
Particle trajectories
Figure 3.13: An example of four colliding particles, where they all have the same rest masses and
are released from the same radial position, but the rotational symmetry is broken by the angles
ψi. Specifically, we can parametrize the solution in terms of an angle α ≡ ψ2 − ψ1 = ψ4 − ψ3, and
then ψ3 − ψ2 = ψ1 − ψ4 = pi − α. In this particular example, we have α = 3pi/4. It is clear that
the wedges are not symmetric around the trajectories of the particles, and they “repel” each other
as the angle α increases. Note that in this example, two of the final spacelike geodesics connected
to the collision point go “backwards in time”, but this has no physical significance whatsoever.
The parameters pi which determine the orientation of the wedges have been obtained by solving
equations (3.120) and (3.121).
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as the rest mass density. Just as in the massless case, the discrete algebraic equations relating the
parameters νi, pi and ζi will become differential equations for the functions T , Φ and Z. By using
the relations T (ψi+1) = T (ψi) + T
′(ψi)dφ + O(1/N2), Φ(ψi+1) = Φ(ψi) + Φ′(ψi)dφ + O(1/N2)
and Z(ψi+1) = Z(ψi) +Z
′(ψi)dφ+O(1/N2) a straightforward calculation shows that the discrete
equations (3.120) and (3.121) then reduce to
tanT (tan Φ)′ = ρ tan Φ + ρ coshZ tan2 Φ tanT − tanT tan2 Φ− tanT, (3.129)
(tanT )′ sinhZ tan Φ + tanT coshZZ ′ tan Φ− tan2 TZ ′ =
ρ sinhZ
cos2 T
tan Φ− sinhZ tanT − sinhZ coshZ tan2 T tan Φ, (3.130)
where ′ denotes derivative with respect to φ. Just as in the massless case, T = Φ = 0 seems to
be a solution for all ρ, but this is just an artefact of the derivation not being valid in the strictly
homogeneous case since the two limits ρ → const. and N → ∞ do not commute. Note also that
in the massless limit, where ρ→ 0 and Z →∞, we should let tanT coshZ → P and ρ coshZ → θ,
which reduces the expressions to equations (3.80a) and (3.80b).
We will later be interested in computing νi,i+1 from (3.127) or µi,i+1 from (3.128), for large N .
This will require us to compute the difference tan Γi,i+1+ − tan Γi,i+1− to order 1/N (note that it
vanishes at zeroth order). A straightforward calculation shows that
tan Γi,i+1− =
tanT coshZ − tan Φ
1 + tan Φ tanT coshZ
+
(1 + tan2 Φ) coshZρdφ
2 cos2 T (1 + tan Φ tanT coshZ)2
+O(
1
N2
),
tan Γi,i+1+ =
tanT coshZ − tan Φ
1 + tan Φ tanT coshZ
+
+
(1 + tan2 Φ)(1 + tan2 T cosh2 Z + tanT sinhZZ ′ + coshZ(1 + tan2 T )(T ′ − ρ2 ))
(1 + tanT coshZ tan Φ)2
dφ
+O(
1
N2
). (3.131)
Thus we obtain
tan Γi,i+1+ − tan Γi,i+1− =
cos2 T (tanT coshZ)′ − coshZρ+ cos2 T + sin2 T cosh2 Z
(cosT cos Φ + sinT coshZ sin Φ)2
dφ+O(
1
N2
).
(3.132)
We will now compute explicitly the metric in the resulting thin shell spacetimes. The spacetime
will consist of two patches, separated by a timelike shell of matter denoted by L. The spacetime
outside the shell will either be that of a conical singularity or that of a BTZ black hole, and the
inside will just consist of empty AdS3. This shell will have a non-trivial embedding in the two
patches, specified by the function Z and the mass density ρ. This is different from the massless
shells in Section 3.5.1 where there was only one free function (the energy density θ) that specified
the properties of the shell. Note also that the shape of the massless shells is trivial to obtain
(since all the radial lightlike geodesics essentially look the same) while the shape of the massive
shells will be non-trivial (and look different viewed from above or from below the shell). We will
write the spacetimes inside and outside L in rotationally symmetric coordinates, even though the
total spacetime is not rotationally symmetric. The coordinate systems will then be discontinuous
when crossing L with a non-trivial and angle dependent mapping, and finding the map from the
coordinates inside to the coordinates outside is the main goal of this section, as well as computing
the induced metric on L. We will separate the two calculations into that of formation of a conical
singularity and that of formation of a black hole. Conceptually these two calculations are different,
as they will rely on applying timelike respectively spacelike isometries of AdS3, but the end result
will essentially be the same but with different signs of the mass. Although the case of formation
of a conical singularity is not very physical, the computations are easier to understand and more
intuitively visualized, thus it is recommended to understand it first before doing the black hole
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computation.
Formation of a conical singularity
In the case of the formation of a conical singularity, the resulting spacetime will in the limit be that
of a conical singularity geometry and empty AdS3 glued together across a timelike shell, denoted
by L, which (in the coordinates inside the shell) is given by the equation tanhχ = − tanhZ(φ) sin t.
For finite N , the geometry outside the shell consists of several moving wedges, and before we take
the N → ∞ limit, we will have to transform these wedges to a static geometry. The coordinates
after doing this transformation will be denoted by (t˜, χ˜, φ˜), and consist of several disconnected
(static) wedges, which are glued together via the isometries. The metric is still given by (3.4). We
will then “push the wedges together” and define a new continuous angular coordinate φˆ, see Figure
3.10 for an illustration. The metric is now still given by (3.4), but the angular variable takes values
in the range (0, α) (so that the angular deficit is 2pi − α). In the static coordinates, the wedge
labeled by (i, i+ 1) is a circle sector we will denote cstatici,i+1 , which has opening angle 2νi,i+1. Thus
when passing cstatici,i+1 , the angle φˆ will increase by 2νi,i+1. This means that, in the N →∞ limit, we
can write φˆ = φˆ0 +
∑
0≤j≤i 2νj,j+1 +O(1/N) when φˆ ∈ cstatici,i+1 , where φˆ0 is an overall angular shift
(the approximate value of φˆ when φˆ ∈ cstatic0,1 ). The total angleα is of course given by α =
∑
2νi,i+1.
Let us define Zˆ and Tˆ to be the continuous interpolating functions corresponding to ζi,i+1 and
pi,i+1νi,i+1. Then, by taking the limit in equation (3.126) we obtain
tanh Zˆ =
tanT sinhZ
tanT coshZ cos Φ− sin Φ , (3.133)
and from (3.127) and (3.131), we obtain
tan Tˆ cosh Zˆ =
tanT coshZ − tan Φ
1 + tan Φ tanT coshZ
. (3.134)
From this we can also derive the useful relation (see Appendix A.3.2)
cos Tˆ = cos Φ cosT + sin Φ sinT coshZ, (3.135)
and using this relation we can immediately derive from (3.133) and (3.134) that
sin Tˆ cosh Zˆ = sinT coshZ cos Φ− sin Φ cosT, (3.136)
sin Tˆ sinh Zˆ = sinT sinhZ. (3.137)
From (3.127), we can also compute
tan Γi,i+1+ − tan Γi,i+1− =
2 cosh Zˆ
cos2 Tˆ
νi,i+1 +O(
1
n2
). (3.138)
Now using (3.132), it can be proven that in the limit we have (see Appendix A.3.3)
φˆ = φˆ0 −
∫ φ
0
sin Tˆ
sin Φ
(
cosT − sinT
sinhZ
∂φZ
)
dφ. (3.139)
We will also be interested in the shape of the shell in the (χ˜, t˜, φ˜) coordinates, which will be
specified by a function Z˜. Note that Z˜ will depend non-trivially on Z and ρ, and this is what
makes the computations much more involved compared to the lightlike case (for the lightlike shells,
since the lightlike geodesics are invariant under the coordinate transformations that bring us to
the static coordinate system, the shape of the shell is essentially the same in both coordinate
systems). To determine this, let us first see how generic massive geodesics are mapped under the
coordinate transformation that brings us to the static coordinates. It will be useful to work in the
static coordinates (t˜, χ˜, φ˜) before we push the wedges together. Let us assume that some arbitrary
massive geodesic is given by the equation tanhχ = − tanh ξ sin t. The coordinate transformation
to go from the static coordinates is given by (3.10) with ψ = φi,i+1 and ζ = −ζi,i+1. This is
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mapped to a new geodesic given by tanh χ˜ = − tanh ξ˜ sin t˜ at some angle φ˜. From (3.10) we obtain
then that the radial coordinates are related as
sinhχ = sinh χ˜ tanh ξ
(
cosh ζi,i+1
tanh ξ˜
+ sinh ζi,i+1 cos(φi,i+1 − φ˜)
)
. (3.140)
To see how this coordinate transformation acts on the massive geodesics that the particles follow,
we can set ξ = ζi and ξ˜ = ζ˜i, and in the continuous limit these become Z respectively Z˜. The
embedding equation of the shell will then be tanhχ = − tanhZ sin t inside the shell, and tanh χ˜ =
− tanh Z˜ sin t˜ outside the shell. We also note that in the limit, we have φ˜− φi,i+1 → Tˆ , thus
sinhχ = sinh χ˜ tanhZ
(
cosh Zˆ
tanh Z˜
+ sinh Zˆ cos Tˆ
)
. (3.141)
To determine Z˜, we can use the relations (3.12) between the proper time and χ and χ˜, which read
sinhχ = − sinhZ sin τ, sinh χ˜ = − sinh Z˜ sin τ.
(3.142)
This yields
coshZ = cosh Z˜ cosh Zˆ + sinh Z˜ sinh Zˆ cos Tˆ . (3.143)
Analogously, it is also possible to obtain a similar relation by looking at the inverse transformation,
from which we instead obtain
cosh Z˜ = coshZ cosh Zˆ − sinhZ sinh Zˆ cos Φ. (3.144)
From the above equations, we can eliminate cosh Z˜, and then after using (3.135), (3.136) and
(3.137) we can derive the very simple relation
sinh Z˜
sinhZ
= − sin Φ
sin Tˆ
. (3.145)
This together with (3.142), implies a relation between χ˜ and χ when crossing the shell, namely
sinhχ = − sin Tˆ
sin Φ
sinh χ˜ =
∂φφˆ
cosT − sinTsinhZ ∂φZ
sinh χ˜. (3.146)
This equation is useful when comparing with the massless limit. We now know exactly how the
coordinates are related when crossing the shell, as well as the shape of the shell in both patches,
but it will also be of interest to compute the induced metric. A convenient time coordinate to use
for the intrinsic geometry on the shell is the proper time τ of the pointlike particles. As is shown
in Appendix A.3.4, the induced metric as seen from the patch inside the shell can be simplified to
the form
ds2 = −dτ2 + sin2 τ(sinh2 Z + (∂φZ)2)dφ2. (3.147)
Analogously, the induced metric outside the shell can be computed as
ds2 = −dτ2 + sin2 τ(sinh2 Z˜ + (∂φˆZ˜)2)dφˆ2. (3.148)
Note that φˆ still takes values in the range (0, α).
We will now move to the final coordinate system that is most suitable for thin shell spacetimes
and for applying junction conditions, namely the coordinate system where the metric inside the
shell takes the form
ds2 = −f(r)dt2 + dr
2
f(r)
+ r2dφ2, (3.149)
while the metric outside the shell is
ds¯2 = −f¯(r¯)dt¯2 + dr¯
2
f¯(r¯)
+ r¯2dφ¯2, (3.150)
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where we have defined f(r) = 1 + r2 and f¯(r¯) = −M + r¯2. These coordinates are convenient
since they take the same form for both the conical singularity case and the black hole case (note
that for the conical singularity spacetimes we currently consider, we have M < 0). Both angular
coordinates now take values in (0, 2pi), and the coordinate transformations that brings the metrics
to these forms are
r = sinhχ, r¯ =
√−M sinh χ˜,
φ¯ = φˆ√−M , t¯ =
t˜√−M ,
(3.151)
while t and φ remain the same and M is given by
M = −
( α
2pi
)2
, (3.152)
where we recall that (0, α) is the range of the variable φˆ. The embedding of the shell is now given
by
r√
f(r)
= − R√
f(R)
sin t, (3.153)
inside, and
r¯√
f¯(r¯)
= − R¯√
f¯(R¯)
sin(
√−Mt¯), (3.154)
outside, where we have defined sinhZ ≡ R and √−M sinh Z˜ ≡ R¯. In terms of the proper time,
the embedding of the shell is given by
r = −R sin τ, tan t = √f(R) tan τ (3.155)
inside the shell and
r¯ = −R¯ sin τ, tan(√−Mt¯) =
√
f¯(R¯)√−M tan τ (3.156)
outside. The induced metric is now given by
ds2 = −dτ2 + sin2 τh2dφ2 = −dτ2 + sin2 τ h¯2dφ¯2, (3.157)
where we have defined h2 ≡ R2 + (∂φR)2f(R) and h¯2 ≡ R¯2 +
(∂φ¯R¯)
2
f¯(R¯)
. It can be proven explicitly that
the induced metric is the same in both coordinate systems, or in other words that(
dφ¯
dφ
)2
=
h2
h¯2
. (3.158)
This is proved in Appendix A.3.5. This is a necessary condition that must be satisfied to have a
consistent geometry. An illustration of a thin shell colliding to form a conical singularity is shown
in Figure 3.14.
Defining R and R¯ (or equivalently h and h¯, or Z and Z˜) will determine the whole spacetime.
This will turn out to be a useful parametrization when analysing the geometry using the junc-
tion conditions where we will take the viewpoint that our thin shell spacetime is defined by the
two free functions R and R¯, from which the embedding of the shell and the energy density can
be derived. An interpretation in terms of pointlike particles is not necessary from that point of view.
Formation of a black hole
When a black hole forms we can no longer map the resulting wedges to circle sectors of AdS3,
essentially since the tip of a resulting wedge will now be a spacelike geodesic. Instead we must
map them to static patches of a BTZ black hole, as specified by equation (3.42). As explained
in Section 3.3, we do this in two steps. We first go to a coordinate system (t˜, χ˜, φ˜) where the
final geodesics are mapped to “straight” spacelike geodesics in a constant timeslice, such that the
wedges take the form (3.32). These wedges are still defined in a spacetime with the standard AdS3
metric (3.4). We will then do another coordinate transformation to a coordinate system (σ, ρ, y)
where the wedges are normal circle sectors, but where the metric takes the form (3.42), a BTZ
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t(a)
Inside the shell (AdS)
t
(b)
Outside the shell (conical singularity)
Figure 3.14: An illustration of a massive thin shell spacetime forming a conical singularity. Panel
(a) shows the embedding of the shell in a spacetime with the AdS metric, as seen from the inside
part of the shell. The allowed part of spacetime is inside the plotted surface, while everything
else should be discarded. The surface in (a) is then glued to the surface in (b) via a non-trivial
coordinate transformation. The surface in (b) is embedded in a spacetime with a conical singularity
at the origin, which is shown as the thick black line. The allowed part of the spacetime is outside
the plotted surface in (b) while the inside part should be discarded. The particular form of the
embedding inside the shell has been taken to be Z(φ) = 1 + 12 cos(3φ). To make the illustration
possible we are again using the compactification of the radial coordinate mentioned after equation
(3.4).
106
black hole with unit mass. We will then again “push the wedges together” and define a continuous
angular coordinate yˆ. Since these final static wedges (denoted by cstatici,i+1 ) will have an opening
angle of 2µi,i+1, the coordinate yˆ will increase by 2µi,i+1 when crossing one such wedge. Thus
yˆ = yˆ0 +
∑
0≤j≤i 2µj,j+1 +O(1/N) when yˆ ∈ cstatici,i+1 , where yˆ0 is an unimportant overall shift. Note
that the spacetime still takes the form (3.42), a black hole metric with unit mass, since yˆ takes
values in (0, α) for some value α. The correct mass is obtained by rescaling the angular coordinate
to the standard range (0, 2pi).
Since each final wedge is specified by two parameters ζi,i+1 and ξi,i+1 (analogous to the ζi,i+1
and pi,i+1νi,i+1 in the conical singularity computation), we will define continuous interpolating
functions Zˆ and Xˆ corresponding to these quantities. By then taking the limit in equation (3.126),
we obtain
coth Zˆ =
tanT sinhZ
tanT coshZ cos Φ− sin Φ , (3.159)
and from (3.128) and (3.131) we obtain
tanh Xˆ sinh Zˆ =
tan Φ− tanT coshZ
1 + tanT coshZ tan Φ
. (3.160)
From this the following useful relation can be derived (see Appendix A.3.2):
cosh Xˆ = cos Φ cosT + sin Φ sinT coshZ. (3.161)
From the above three relations it then follows that
sinh Xˆ sinh Zˆ = − sinT coshZ cos Φ + sin Φ cosT, (3.162)
sinh Xˆ cosh Zˆ = − sinT sinhZ. (3.163)
From (3.128) we have
tan Γi,i+1± = ∓
sinh Zˆ
cosh2 Xˆ
µi,i+1 +O(
1
N2
). (3.164)
The angular coordinate is now given by yˆ = yˆ0 +
∑
2µi,i+1 +O(1/N). By using (3.132), it can be
shown (see Appendix A.3.3) that in the limit we obtain
yˆ = yˆ0 −
∫ φ
0
sinh Xˆ
sin Φ
(
cosT − sinT
sinhZ
∂φZ
)
dφ. (3.165)
We will now obtain the relation between the radial coordinates as well as the embedding of the
shell. This is a bit more involved than obtaining yˆ, and requires a more thorough investigation
of the two mappings involved to bring us to the static wedges. This is the same set of coordinate
transformations that can be induced by going from (3.34) to (3.33) and then to a static circle
sector in the spacetime with metric (3.42) as explained in Section 3.3. We will thus first make a
coordinate transformation to bring the final wedges to the form (3.33), namely given by
sin φ˜ tanh χ˜ = ∓ sin t˜ tanh(µi,i+1 ± ξi,i+1). (3.166)
This is done by using a transformation of the form (3.10) with ζ = −ζi,i+1 and ψ = φi,i+1, as well
as a convenient rotation to bring the spacelike geodesic to the angle φ˜ = 0. We will now bring the
wedges to circle sectors in a black hole background with unit mass. However, since we will only be
interested in the spacetime outside the horizon, we will use the coordinates (σ, β, y) with metric
(3.44). Here, σ is a time coordinate, β is the radial coordinate, y is an angular coordinate, and
the circle sector has opening angle 2µi,i+1. Note that this only covers the spacetime outside the
horizon which is located at β = 0. As explained in Section 3.3, this metric can be obtained by the
embedding
x0 = − coshβ cosh y, x2 = coshβ sinh y,
x1 = sinhβ coshσ, x3 = sinhβ sinhσ,
(3.167)
and we will compute the coordinate transformation by comparing this embedding with (3.1).
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To determine the embedding of the shell in the patch outside the shell, we will have to see how
the massive geodesics, where the particles move, transform through the two coordinate transfor-
mations. The massive geodesics are given by tanhχ = − tanh ζi sin t, and are first mapped to a
geodesic on the form tanh χ˜ = − tanh ζ˜i sin t˜. Just as in the conical singularity situation, we can
obtain a relation between these two from (3.10). This results in
sinh χ˜ = sinhχ tanh ζ˜i
(
cosh ζi,i+1
tanh ζi
− sinh ζi,i+1 cos(φi,i+1 − ψi)
)
. (3.168)
In the limit, where we replace ζi by Z, ζ˜i by Z˜ and ζi,i+1 by Zˆ, and by using sinhχ = − sinhZ sin τ
and sinh χ˜ = − sinh Z˜ sin τ , this becomes
cosh Z˜ = coshZ cosh Zˆ − sinhZ sinh Zˆ cos Φ. (3.169)
We also note that the inverse transformation can be used to obtain
coshZ = cosh Z˜ cosh Zˆ + sinh Z˜ sinh Zˆ cos Φ˜, (3.170)
where Φ˜ is the continuous version of the angular location of the geodesic in the (t˜, χ˜, φ˜) coordinates.
By now using (3.161), (3.162), (3.163) and (3.169) we obtain the simple relation
cosh Z˜
sinhZ
= − sin Φ coth Xˆ. (3.171)
However, we are interested in the relation between the radial coordinate β in the (σ, β, y) coordinate
system, thus we will have to compare the embedding (3.167) with (3.3). Note first, that equation
(3.166), after taking the limit, together with tanh χ˜ = − tanh Z˜ sin t˜, implies the following relation:
sin Φ˜ =
tanh Xˆ
tanh Z˜
. (3.172)
Now note that the relation tanh χ˜ = − tanh Z˜ sin t˜, which defines the trajectory of the geodesics,
is equivalent to x21 + x
2
2 = tanh
2 Z˜x20 by comparing with the embedding (3.3). By using x0 =
coshβ cosh y and x2 = coshβ sinh y, as well as x1 = sinh χ˜ cos φ˜ and x2 = sinh χ˜ sin φ˜, we obtain
for the trajectory of the particles in the (σ, β, y) coordinates that
tanh2 Z˜ cosh2 β = x21 +
x22
cosh2 Z˜
= (cos2 Φ˜ +
sin2 Φ˜
cosh2 Z˜
) sinh2 χ˜
=
sinh2 χ˜
cosh2 Xˆ
=
sinh2 χ sinh2 Z˜
sinh2 Z cosh2 Xˆ
⇒ coshβ = − sin Φ
sinh Xˆ
sinhχ, (3.173)
where we also used (3.171) in the last equality. Thus if we define the “boost parameter” B such
that coshβ = − coshB sin τ , which specifies the embedding of the shell in the outside patch, we
obtain the relation
coshB
sinhZ
= − sin Φ
sinh Xˆ
, (3.174)
which is similar to what was obtained in the conical singularity case. We also want to know how
the time coordinate σ is related to β on the geodesic. By again using (3.167) in the relation
x21 + x
2
2 = tanh
2 Z˜x20, it is easy to show that
cothβ = cothB coshσ. (3.175)
Thus we see for instance, that the maximal distance β = B corresponds to σ = 0, and that σ →∞
when β approaches the horizon which is located at β = 0. This is expected to happen; shells
collapsing to a black hole, in “Schwarzschild like” coordinates (which we are using here), will not
cross the horizon and these coordinates do not describe the whole spacetime outside the shell (only
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the part that is outside the horizon). From this we can also obtain the relation between σ and the
proper time τ , which is
tanhσ = − cot τ
sinhB
, (3.176)
from which we also see that σ →∞ already at some finite value of τ < 0, as expected.
The induced metric can now also be derived (see Appendix A.3.4). The induced metric seen
from the coordinate patch inside the shell will be the same as computed in the conical singularity
case, namely given by
ds2 = −dτ2 + sin2 τ(sinh2 Z + (∂φZ)2)dφ2. (3.177)
Seen from the patch outside the shell, the induced metric is
ds2 = −dτ2 + sin2 τ(cosh2B + (∂yˆB)2)dyˆ2. (3.178)
We will now, just like in the conical singularity case, move to more conventional metrics decribing
a black hole, which are more convenient for using the junction formalism. The metric inside the
shell takes the form
ds2 = −f(r)dt2 + dr
2
f(r)
+ r2dφ2, (3.179)
while the metric outside the shell is
ds¯2 = −f¯(r¯)dt¯2 + dr¯
2
f¯(r¯)
+ r¯2dφ¯2, (3.180)
where we now have M > 0, and we have again defined f(r) = 1 + r2 and f¯(r¯) = −M + r¯2. The
coordinate transformation to go to these coordinates is now
r = sinhχ, r¯ =
√
M coshβ,
φ¯ = yˆ√
M
, t¯ = σ√
M
.
(3.181)
while t and φ remain the same and M is given by
M =
( α
2pi
)2
, (3.182)
where (0, α) was the range of the variable yˆ. The embedding of the shell is given by
r√
f(r)
= − R√
f(R)
sin t (3.183)
inside, and
r¯√
f¯(r¯)
=
R¯√
f¯(R¯)
cosh(
√
Mt¯) (3.184)
outside, where we have defined sinhZ ≡ R and √M coshB ≡ R¯. In terms of the proper time, the
embedding inside the shell is again given by
r = −R sin τ, tan t = √f(R) tan τ (3.185)
and the embedding outside the shell is given by
r¯ = −R¯ sin τ, coth(√Mt¯) = −
√
f¯(R¯)√
M
tan τ (3.186)
Note that the embedding of the t coordinate takes a different form compared to the conical sin-
gularity case, and thus we must be careful when applying the junction formalism. The induced
metric is now given by
ds2 = −dτ2 + sin2 τh2dφ2 = −dτ2 + sin2 τ h¯2dφ¯2, (3.187)
where we have defined h2 ≡ sinh2 Z + (∂φZ)2 = R2 + (∂φR)
2
f(R) and h¯
2 ≡ M cosh2B + (∂φ¯B)2 =
R¯2 +
(∂φ¯R¯)
2
f¯(R¯)
. Again we have the consistency condition dφ¯/dφ = h/h¯ which says that the induced
metric is the same in both patches (see Appendix A.3.5). In Figure 3.15 we show an illustration
of what a thin timelike shell collapsing to a black hole looks like.
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t(a)
Inside the shell (AdS)
t
(b)
Outside the shell (black hole)
Figure 3.15: Illustration of the massive thin shell spacetimes with an angle dependent embedding.
Panel (a) shows the embedding of the shell in a spacetime with the AdS metric, as seen from the
inside part of the shell. The allowed part of spacetime is inside the plotted surface, while everything
else should be removed. The surface in (a) is then glued to the surface in (b) via a non-trivial
coordinate transformation. The surface in (b) is embedded in a spacetime with the BTZ black
hole metric, and the allowed spacetime is now the part outside the plotted surface, while the inside
should be discarded. Note that in (b) we are using coordinates that only cover the region outside
the horizon, which is why the shell gets stuck at the horizon for late times. However, in (a) we
also cover parts of the spacetime inside the event horizon, and in particular the collision point of
the shell when it forms the singularity. The intersection of the horizon with the shell is seen as the
thick line in (a), which is mapped to infinite time in the spacetime in (b). When crossing the shell
inside the black line one is thus mapped to the inside of the black hole outside the shell, which
is not covered by the coordinates we are using. The particular form of the embedding inside the
shell has been taken to be Z(φ) = 1 + 12 cos(3φ). To make this illustration possible, the radial
coordinates have been compactified. For panel (a) it is the same compactification used in the rest
of the paper (as specified after equation (3.4)), and for the black hole spacetime in panel (b) the
radial coordinate r is defined in terms of β by r = tanh(s/2) where sinh s = coshβ.
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3.5.3 The event horizon
We will now discuss how to compute the event horizon when a black hole forms, which is marked
in all figures in this chapter that show the formation of a black hole. First let us call the last point,
before the spacetime disappears, the last boundary point, and we will denote the AdS3 manifold
where we are cutting out the wedges by M. Now, in M, this last boundary point is represented
by N points, which are identified by the holonomies of the particles. We will label these points
by Pi,i+1, which are the end points of the final wedges ci,i+1 of allowed spacetime (and also the
endpoints of the intersections Ii,i+1). Now consider the backward lightcones Li,i+1 in M, of these
N last points. We will now show that the restriction of these lightcones to the allowed spacetime
can be used to construct the event horizon. It is clear that, in the final wedge of allowed space
ci,i+1, points outside the lightcone Li,i+1 are causally disconnected from the last point Pi,i+1.
They are also causually disconnected from the whole boundary in wedge ci,i+1. One might ask
the question if lightrays from these points can somehow cross the bordering surfaces wi,i+1− = w
i
+
and wi,i+1+ = w
i+1
− of the wedge ci,i+1, enter another wedge, and then reach the boundary, and
therefore not be causally disconnected from the whole boundary. We will now show that this is
not possible. Let us denote the intersection between the surface wi,i+1± and Li,i+1 by I±i,i+1. We
will now show that the intersection I−i,i+1 is mapped to the intersection I
+
i−1,i via the holonomy hi,
and thus when crossing a final wedge’s bordering surfaces wi,i+1± from inside (outside) the wedge’s
lightcone, will always result in again ending up inside (outside) the neighbouring wedge’s lightcone.
This can be seen from the following three facts:
• The lightcone Li,i+1 is, by definition, composed of all lightlike geodesics ending on the point
Pi,i+1.
• The intersections I±i,i+1 between Li,i+1 and wi,i+1± are geodesics, since all these surfaces are
total geodesic surfaces.
• Since both the wedge ci,i+1, and the lightcone Li,i+1, end on the point Pi,i+1, the intersections
will also end on this point.
Thus, since the intersection I±i,i+1 is a geodesic, is located on Li,i+1, and end on Pi,i+1, it must be
a lightlike geodesic. Furthermore, since it is located on wi,i+1± , it is the unique lightlike geodesic
that lies on this two-dimensional surface and ends on Pi,i+1. Therefore, since the point Pi,i+1 is
identified with point Pi−1,i and Pi+1,i+2, and the surface w
i,i+1
− (w
i,i+1
+ ) is identified with w
i−1,i
+
(wi+1,i+2− ), the intersections I
−
i,i+1 (I
+
i,i+1), being the unique lightlike geodesics ending on Pi,i+1
and lying on wi,i+1− (w
i,i+1
+ ), must be mapped to I
+
i−1,i (I
−
i+1,i+2), the unique lightlike geodesics
lying on wi−1,i+ (w
i+1,i+2
− ) and ending on Pi−1,i (Pi+1,i+2). This gives a complete characterization
of the event horizon in the final wedges of the geometry (which would, if taking the thin shell
N → ∞ limit, correspond to the geometry outside the shell). When the event horizon is outside
the final wedges, it will be composed of piecewise geodesic surfaces of Li,i+1 such that the points
inside the event horizon are outside all the N lightcones Li,i+1. It seems difficult to find a nice
expression for the horizon in a general spacetime, let alone in the N → ∞ limit, and we will not
pursue that further in this thesis.
3.5.4 Numerical algorithm for constructing the solutions
In this section we will explain how to solve the discrete equations (3.120) and (3.121) in practice.
Although we will consider the equations for the massive particles, the procedure outlined here can
easily be modified to work with massless particles. Let us denote Φi ≡ φi,i+1 − ψi and Pi ≡ piνi.
The goal is thus to obtain solutions of (3.120) and (3.121) for Pi and Φi with periodic boundary
conditions (meaning PN+1 = P1 and ΦN+1 = Φ1). The equations (3.120) and (3.121) can be
reformulated as
Pi+1 = νi+1−arctan
(
sin(Φi + ψi − ψi+1)
sinh ζi+1 cos Φi
tanh ζi
− sinh ζi+1 sin Φisinh ζi tan(νi+Pi) − cos(Φi + ψi − ψi+1) cosh ζi+1
)
, (3.188)
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Φi+1 = arctan
(
tan(Φi + ψi − ψi+1)(tan νi+1 + tanPi+1)
tanPi+1 − 2 cosh ζi+1 tan(Φi + ψi − ψi+1) tanPi+1 tan νi+1 − tan νi+1
)
.
(3.189)
Note that now the equations are written such that they can be solved recursively: Given Φi and
Pi we can determine Pi+1, and then given Φi and Pi+1 we can compute Φi+1. However, we have
to make sure that the periodic boundary conditions ΦN+1 = Φ1 and PN+1 = P1 are satisfied. We
will start by considering some special cases where the problem has reflection symmetry in some
axis.
Axis of symmetry through one of the particles
We will first assume that there is a reflection symmetry that passes through particle 1. This implies
that the wedge for this particle is symmetric, i.e. P1 = 0, which will simplify the computation.
Assuming then that we know Φ1, we can from (3.188) compute P2. Thereafter we can use (3.189)
to compute Φ2. The algorithm can then be continued to obtain all values of Φi and Pi. When
we have moved one lap around the circle and come back to ψ1 however, the periodic boundary
conditions will generically not be satisfied for an arbitrary guess of Φ1. To obtain the correct value
of Φ1 we thus use a Newton-Raphson solver (or other root finding algorithms) to search for the
correct value of Φ1 such that the periodic boundary condition is satisfied. Note that this does
not obviously imply that the periodic boundary condition of Pi is satisfied, and indeed there are
sometimes spurious solutions where Φi is periodic but not Pi. Thus we must now choose the right
solution for Φi such that PN+1 = 0 and it seems that there will always exist such a solution. This
is the technique used for finding the parameters for Figure 3.11.
Axis of symmetry between two particles
The other possible case one can consider that has an axis of symmetry, is when the axis of symmetry
lies in between two particles, taken conveniently as particles N and 1. In this case, the symmetry
restriction will then instead determine the value of Φ0 ≡ φN,1 − ψN . Thus we start instead by
guessing the value of P1. From Φ0 and P1 we then compute Φ2, and then we can continue this
algorithm and compute all values of Pi and Φi recursively. We can then use a root finder to make
sure that Pi is continuous, but again we are not guaranteed that Φi is periodic. Thus we must
again choose the correct solution of P1 such that also ΦN = Φ0, and such a solution always seems
to exist. This is the method used to obtain the parameters in Figure 3.13.
No symmetry restrictions
In the case without any symmetry restrictions, the procedure is in practice more complicated
although conceptually the same. In that case we first have to guess both P1 and Φ1, recursively
construct all other Pi and Φi and then use a two-dimensional root finder to make sure that P1 =
PN+1 and Φ1 = ΦN+1. This is the method used when computing the parameters for Figure 3.12.
3.6 Thin shells and the junction formalism
In this section we will use the junction formalism for general relativity to analyze the thin shell
spacetimes that we have constructed by colliding an infinite number of pointlike particles. These
spacetimes are defined by the embedding equation of the shell and how the coordinate systems
are related across the shell. The junction formalism will then allow us to directly compute the
stress-energy tensor supporting this spacetime. This can then be compared with the energy density
of the pointlike particles (or more precisely, the stress-energy tensor one obtains by adding up the
stress-energy tensor of an infinite number of pointlike particles) and the matching of these two
calculations is a very important consistency check. We will again separate the computations for
the massless and the massive shells. For massive shells we can use the standard timelike junction
formalism [83, 84] of general relativity that is most widely used. For the massless shells, we have
to use the junction formalism for lightlike shells which is a bit more involved due to the degenerate
induced metric [85, 86]. However, even though the two junction formalisms seem quite different,
the final result of the stress-energy tensor for the massless shells can of course be obtained by
taking a massless limit of the massive shells.
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3.6.1 Massless shells
We will now use the thin shell formalism for lightlike shells, as outlined in [85, 86], to compute the
stress-energy tensor on the shell in the thin shell spacetimes that we compute from the collisions
of massless particles. Our starting point is thus a spacetime consisting of two patches, R and R¯,
separated by a null shell. The coordinates below the shell in R will be (v, r, φ) (v < 0) and the
coordinates above the shell in R¯ are (v, r¯, φ¯) (v > 0). The lightlike shell L is located at v = 0, and
the metrics are given by
ds2 = −fdv2 + 2drdv + r2dφ2, (3.190)
in R and
ds¯2 = −f¯dv2 + 2dr¯dv + r¯2dφ¯2, (3.191)
in R¯. We have defined f ≡ 1+r2 and f¯ ≡ −M+r2 (M < 0 for the creation of a conical singularity
and M > 0 for the creation of a black hole). The normal vectors n and n¯ of the shell, which satisfy
n · n = n¯ · n¯ = 0 and are orthogonal to the tangent space of the shell are given by
nµ = a(0,−1, 0), n¯µ = a¯(0,−1, 0), (3.192)
for some arbitrary a and a¯. These are determined solely in terms of the embedding of the null sur-
face, and do not say anything about the matter content of the shell (unlike the case with timelike
shells [83, 84]). Note that if all coordinates are continuous across the shell, this is just the standard
AdS3 Vaidya spacetime described in Section 1.6.4. However, for our thin shell spacetime there
is a non-trivial relation between the coordinates when crossing the shell, which reads φ¯ = H(φ)
and r¯ = r/H ′(φ) for some function H(φ), and as we will see, to be able to consistently define
an induced metric on the shell any of these two relations will imply the other. Note that these
relations are exactly what we obtained from the pointlike particle construction. We will fix a¯ in
terms of a by requiring that n and n¯, when projected onto the shell, is the same from each side
of the shell. We could then fix a to be say equal to one, but we will keep it through the whole
calculation and we will explicitly see in the end that the final result is independent of a.
The shell will be parametrized by two coordinates, and for convenience we will choose the co-
ordinates φ and r, such that the embedding in R is simple (but it will be more complicated in R¯).
The basis vectors of the tangent space on the shell are given by
eµr =
∂xµ
∂r
= (0, 1, 0), (3.193)
eµφ =
∂xµ
∂φ
= (0, 0, 1), (3.194)
in R, and in R¯ we have
e¯µr =
∂x¯α
∂r
= (0, 1/H ′(φ), 0), (3.195)
e¯µφ =
∂x¯α
∂φ
= (0,−H ′′(φ)r/(H ′(φ))2, H ′(φ)). (3.196)
The (degenerate) metric gab = e
α
ae
β
b gαβ = e¯
α
a e¯
β
b g¯αβ on the shell is then
ds2 = r2dφ2. (3.197)
The induced metric is the same from both sides of the shell since dφ¯dφ =
r
r¯ , which is the consistency
condition we mentioned earlier that must be satisfied for the spacetime to be well defined (such
that the junction formalism is applicable), which came out naturally from the pointlike particle
construction. Note that since the normal vector n is proportional to er, we will now fix a¯ = a/H
′(φ)
such that the proportionality factor is the same and n and n¯ are the “same” vector on each side
of the shell.
To determine the shell’s stress-energy tensor, we will follow the procedure in [85, 86]. Since the nor-
mal vectors for lightlike shells do not give any information about the gluing, the null shell formalism
requires that we define two transverse vectors N and N¯ given by the conditions Nαe
α
a = N¯αe¯
α
a and
113
N ·N = N¯ · N¯ , and such that N · n = N¯ · n¯ 6= 0. For convenience we choose N · n = N¯ · n¯ = −1,
and this completely determines N and N¯ up to shifts of tangent vectors. We will thus pick
Nµ =
1
a
(1, 0, 0), (3.198)
where we have used the freedom of tangential shifts to set the φ and r components of N to zero
(by convention N points away from R and into R¯, which would require a > 0). It then follows
that
N¯µ =
(
H ′
a
,
H ′
2a
f¯ − 1
2aH ′
f − (H
′′)2
2a(H ′)3
,
H ′′
ra
)
. (3.199)
Due to the degeneracy of the metric, the junction formalism relies on the so called generalized
extrinsic curvatures, which follow the same definition as the standard extrinsic curvatures but
with the normal vector replaced by an arbitrary vector. Thus the generalized extrinsic curvature
corresponding to an arbitrary vector v is defined by
Kab ≡ −vµeν(a)∇νeµ(b) = −vµ
(
∂2xµ
∂ξ(a)∂ξ(b)
+ Γµαβe
α
(a)e
β
(b)
)
, (3.200)
with a similar definition in R¯. To compute these we need the Christoffel symbols, which in R are
given by
Γvvv =
f ′
2 , Γ
v
φφ = −r, Γrvv = ff
′
2 ,
Γrvr = − f
′
2 , Γ
r
φφ = −rf, Γφrφ = 1r ,
(3.201)
with analogous formulas in R¯. The only non-zero extrinsic curvature component turns out to be
K¯φφ =
rf¯
2a(H ′)2
− rf
2a
+
rH ′′′
aH ′
− 3
2
r(H ′′)2
a(H ′)2
=− r
2a
(
M(H ′)2 + 1
)
+
rH ′′′
aH ′
− 3
2
r(H ′′)2
a(H ′)2
. (3.202)
To be consistent with the notation in [86], we now define γab ≡ 2(K¯ab −Kab), which thus has the
only non-zero component γφφ = 2K¯φφ. This object is the main ingredient when computing the
stress-energy tensor.
Intrinsic stress-energy tensor
The intrinsic stress-energy tensor Sab of the shell is uniquely determined by γab. However, to get
there, we will first define a method for raising indices in the geometry on the shell. Since the metric
is degenerate, we can not use it for this purpose, and instead indices are raised by a different tensor.
Following [86], to construct this tensor, we first decompose the normal vector in terms of the basis
(N, e) as
nα = `aeαa , (3.203)
from which we immediately see that
`r = −a, `φ = 0. (3.204)
Indices are now raised by the quantity gab∗ defined by
gac∗ gcb = δ
a
b + `
aeα(b)Nα =
(
0 0
0 1
)
. (3.205)
g∗ is not uniquely defined, but we can choose
gab∗ =
(
0 0
0 1r2
)
. (3.206)
The instrinsic stress-energy tensor of the shell is now given by
− 16piGSab = (gac∗ `b`d + `a`cgbd∗ − gab∗ `c`d − `a`bgcd∗ ) γcd, (3.207)
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from which we obtain the only non-zero component of the stress-energy tensor as
16piGSrr =
a2
r2
γφφ. (3.208)
Note that the result depends on the arbitrary normalization factor a (which is not even assumed
to be a constant). To obtain a result independent of this factor, we must compute the extrinsic
stress-energy tensor as it appears in the Einstein equations.
Extrinsic stress-energy tensor
The extrinsic stress-energy tensor of the shell, Sµν , is related to the intrinsic one by Sµν = Sijeµi e
ν
j ,
but we will compute it using the algorithm outlined in [85, 86]. We will for concreteness only
consider the form of the stress-energy tensor in the coordinates below the shell. We first need to
define a tensor γµν , whose projection onto the surface L is γij . It is easy to see that γµν is given by
γµν |µ=φ,ν=φ = γij |i=φ,j=φ while all other components vanish. The extrinsic stress-energy tensor is
then given by
− 16piGSµν = 2γ(µnν) − γnµnν − γ˜gµν , (3.209)
where γα = γαβnβ , γ˜ = γ
αnα and γ = γαβg
αβ . We see that γα = 0 and γ˜ = 0 while γ = γφφr
−2.
Thus we obtain that the only non-zero component of Sαβ is
16piGSrr =
a2
r2
γφφ. (3.210)
and we see indeed that we have Sµν = Sijeµi e
ν
j .
The full stress-energy tensor, as it shows up in the right hand side in the Einstein equations,
is now given by
Tµν = αSµνδ(F ), (3.211)
where F = 0 defines the shell and such that the normal vector is given by nµ =
1
α∂µF (which
defines α). Choosing F = v (and thus α = −1/a) we obtain the only non-zero component as
T rr =
1
16piGr
[
1 + (H ′)2M − 2H
′′′
H ′
+ 3
(H ′′)2
(H ′)2
]
δ(v)
=
1
16piGr
[
1 + (H ′)2M − 2{H,φ}] , (3.212)
where {F (x), x} is the Schwarzian derivative. This result is independent of the arbitrary normal-
ization a, as expected. The dependence on the normalization a in Sµν can thus be understood as
an ambiguity in the delta function for the stress-energy tensor as it appears in the right hand side
of Einstein’s equations.
Connection with colliding pointlike particles
So far we have defined our thin shell spacetime by the function H(φ). We will now assume that
this function is the result of a limit of solutions of colliding pointlike particles. In this case (see
Appendix A.2.3) we obtain the simple result
T rr =
θ(φ)
8piGr
δ(v). (3.213)
Recall that θ is the continuous distribution of the pointlike particles, namely such that 2Ei =
θ(ψi)dφ for large finite N in the limit. Thus the energy density computed by the thin shell
formalism is proportional to the energy distribution of the pointlike particles, which is expected
but is still a very non-trivial consistency check. We can also be more rigorous and compare
this result with adding up an infinite number of stress-energy tensor contributions for a massless
particle as given by (3.31). The shell is thus build by a large N number of particles with energies
2Ei = θ(ψi)dφ at angles ψi, each having a stress-energy tensor given by (3.31). Letting N → ∞
and replacing the sum by an integral over φ, and using the relation r = sinhχ, it is easy to see
that we again obtain exactly (3.213).
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3.6.2 Massive shells
In this section we will use the Israel junction formalism for timelike shells, as outlined in [83, 84], to
compute the stress-energy tensor of the timelike thin shell spacetimes that were constructed from an
infinite number of colliding massive particles. Conceptually this procedure is simpler than for the
lightlike shells since the induced metric is non-degenerate, but the calculations will be more tedious.
The starting point is now the two metrics
ds2 = −f(r)dt2 + dr
2
f(r)
+ r2dφ2, (3.214)
and
ds¯2 = −f¯(r¯)dt¯2 + dr¯
2
f¯(r¯)
+ r¯2dφ¯2, (3.215)
where the barred quantities are in R¯ (outside the shell) and non-barred quantities are in R (inside
the shell). We have also defined f = 1 + r2 and f¯ = −M + r¯2. For the formation of a conical
singularity (black hole), we have M < 0 (M > 0). The embedding of the shell, as was obtained
in the pointlike particle construction or can be obtained by just assuming that each point on the
shell follows a radial geodesic, is given inside the shell by
r√
f(r)
= − R√
f(R)
sin t, (3.216)
or in terms of the proper time τ by
r = −R sin τ, tan t = √f(R) tan τ. (3.217)
Outside the shell it is given by
r¯√
f¯(r¯)
=
R¯√
f¯(R¯)
×
{
cosh(
√
Mt¯), M > 0
sin(
√−Mt¯), M < 0 (3.218)
or in terms of the proper time τ by
r¯ = −R¯ sin τ,
{
coth(
√
Mt¯) = −
√
f¯(R¯)√
M
tan τ, M > 0
tan(
√−Mt¯) =
√
f¯(R¯)√−M tan τ, M < 0
(3.219)
for two arbitrary functions R and R¯, which we will here use to define these spacetimes (so at this
point, no reference to the other quantities that were defined or computed in the pointlike particle
construction is needed). These two functions, together with how the coordinates are related when
crossing the shell, completely specify the spacetime. The induced metric is
ds2 = −dτ2 + sin2 τh2dφ2 = −dτ2 + sin2 τ h¯2dφ¯2, (3.220)
where h2 = R2 +
(∂φR)
2
f(R) and h¯
2 = R¯2 +
(∂φ¯R¯)
2
f¯(R¯)
, and the angular coordinates when crossing the shell
are related by
dφ¯
dφ
=
h
h¯
, (3.221)
which must hold to make sure that the induced metric is the same from both sides (this is a
necessary condition that must be satisfied for the junction formalism to be applicable, and we also
showed that this follows in the pointlike particle construction). It might be convenient to specify
R¯ as a function of φ instead as of as a function of φ¯. In that case we can obtain h¯ in the following
way:
h¯2 = R¯2 +
(∂φ¯R¯)
2
f¯(R¯)
= R¯2 +
(∂φR¯)
2
f¯(R¯)
h¯2
h2
⇒ h¯ =
√
f¯(R¯)hR¯√
h2f¯(R¯)− (∂φR¯)2
(3.222)
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We will show later in this section that the stress-energy tensor, as computed from the junction
formalism, has no pressure, and that when computing R and R¯ from the pointlike particle con-
struction, the energy density coincides with the density of the pointlike particles, as expected.
By using φ as the angular coordinate in the intrinsic geometry of the shell, a basis for the tangent
vectors of the shell is given by
eµτ = u
µ ≡ x˙µ = (t˙, r˙, 0), e¯µτ = u¯µ ≡ ˙¯xµ = ( ˙¯t, ˙¯r, 0), (3.223)
eµφ ≡ ∂x
µ
∂φ = (∂φt, ∂φr, 1), e¯
µ
φ ≡ ∂x¯
µ
∂φ = (∂φt¯, ∂φr¯,
h
h¯
), (3.224)
where t˙ means derivative with respect to the proper time. Note that eτ and e¯τ also coincide with
the velocities of the shell. We can also use φ¯ as the angular coordinate on the shell, and in that
case we have
eµ
φ¯
= (∂φ¯t, ∂φ¯r,
h¯
h ) =
h¯
he
µ
φ, e¯
µ
φ¯
= (∂φ¯t¯, ∂φ¯r¯, 1) =
h¯
h e¯
µ
φ. (3.225)
From now on we will let ′ denote derivative with respect to φ. For completeness, we will list all first
and second derivatives of r, t, r¯ and t¯ with respect to φ and τ . These are obtained from equations
(3.216)-(3.219) and are as follows:
r˙ = −R cos τ, ˙¯r = R¯ cos τ, (3.226a)
r′ = −R′ sin τ, r¯′ = −R¯′ sin τ, (3.226b)
t˙ =
√
f(R)
f(r)
, ˙¯t =
√
f¯(R¯)
f¯(r¯)
, (3.226c)
t′ =
sin τ cos τRR′
f(r)
√
f(R)
, t¯′ =
sin τ cos τR¯R¯′
f¯(r¯)
√
f¯(R¯)
, (3.226d)
r¨ = R sin τ, ¨¯r = R¯ sin τ, (3.226e)
r′′ = −R′′ sin τ, r¯′′ = −R¯′′ sin τ, (3.226f)
t¨ = −
√
f(R)R2 sin(2τ)
f(r)2
, ¨¯t = −
√
f¯(R¯)R¯2 sin(2τ)
f¯(r¯)2
, (3.226g)
r˙′ = −R′ cos τ, t′′ = sin τ cos τ(−(RR
′)2 + (RR′′ + (R′)2)f(R))
f(r)
√
f(R)
3 , (3.226h)
˙¯r′ = −R¯′ cos τ, t¯′′ = sin τ cos τ(−(R¯R¯
′)2 + (R¯R¯′′ + (R¯′)2)f¯(R¯))
f¯(r¯)
√
f¯(R¯)
3 , (3.226i)
t˙′ =
RR′
f(r)
√
f(R)
, ˙¯t′ =
R¯R¯′
f¯(r¯)
√
f¯(R¯)
, (3.226j)
Note that these equations are only defined if R¯2 ≥M . This will always be the case when a conical
singularity forms. When a black hole forms, it only holds if R¯, which is the maximal radial position
of the shell, is outside the horizon (which we will always assume). The normal vectors n and n¯,
which will be spacelike, are defined by the normalization n · n = n¯ · n¯ = 1 and that they are
orthogonal to the tangent vectors of the shell. We will also adopt the standard convention that
the normal vectors point from the inside (the AdS3 part) to the outside. These conditions result
in the normal vectors
nµ =
R√
R2 + (R
′)2
f(R)
(
R cos τ,
√
f(R)
f(r)
,
R′√
f(R)
sin τ
)
(3.227)
and
n¯µ =
√√√√√R2 − (R¯′)2f¯(R¯) + (R′)2f(R)
R2 + (R
′)2
f(R)
(
R¯ cos τ,
√
f¯(R¯)
f¯(r¯)
,
R¯′√
f¯(R¯)
sin τ
)
. (3.228)
We will also need the extrinsic curvatures, which are defined by
Kij ≡ −nµ
(
∂2xµ
∂ξi∂ξj
+ Γµνρ
∂xν
∂ξi
∂xρ
∂ξj
)
. (3.229)
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The intrinsic stress-energy tensor Sij of the shell can now be computed from the junction conditions
[41, 83, 84] as
[Kij − γijK] = −8piGSij , (3.230)
where [X] = X¯ − X, γij is the induced metric and K is the trace of the extrinsic curvature.
For simplicity we will use the coordinate φ for describing the intrinsic geometry on the shell, but
it is possible to translate the results as a function of φ¯ by using the relation between φ¯ and φ.
Using (3.230) and our explicit form of the induced metric, (3.220), the stress-energy tensor is then
expressed in terms of the extrinsic curvatures as
8piGSττ = − K¯φφ −Kφφ
sin2 τ(R2 + (R
′)2
f(R) )
, (3.231)
8piGSτφ = 8piSφτ = −K¯τφ +Kτφ, (3.232)
8piGSφφ = − sin2 τ(R2 + (R
′)2
f(R)
)(K¯ττ −Kττ ). (3.233)
The Christoffel symbols computed from a metric of the form (3.214) are
Γttr =
f ′(r)
2f(r) , Γ
r
tt =
f ′(r)f(r)
2 , Γ
r
rr = − f
′(r)
2f(r) ,
Γrφφ = −rf(r), Γφrφ = 1r ,
(3.234)
with analogous expressions outside the shell. From this it is straightforward to compute the
extrinsic curvatures, and we obtain that
Kτφ = K¯τφ = Kττ = K¯ττ = 0, (3.235)
which implies that the only non-zero component of the stress-energy tensor is Sττ (the energy
density). In other words, the stress-energy tensor is diagonal (no momentum flux in the angular
direction) and has no pressure. This is consistent with the interpretation of the shell as composed
of pointlike particles falling in radially. The only non-trivial extrinsic curvatures are Kφφ and K¯φφ,
which are given by
Kφφ
sin τ
= −
R2
√
f −R
(
R′′√
f
− R√
f
3 (R′)2
)
+ 2 (R
′)2√
f
(R2 + (R
′)2
f )
1
2
(3.236)
and
K¯φφ
sin τ
=−
[(
R2 +
(R′)2
f
)2 √
f¯
R¯
−
(
R2 +
(R′)2
f
)
(R¯′)2√
f¯ R¯
+RR′
R¯′√
f¯
− (R2 + (R
′)2
f
)
(
R¯′′√
f¯
− R¯√
f¯
3 (R¯
′)2
)
+
(
R′′√
f
− R√
f
3 (R
′)2
)
R′√
f
R¯′√
f¯
]
× 1
(R2 + (R
′)2
f )
1
2 (R2 + (R
′)2
f − (R¯
′)2
f¯
)
1
2
. (3.237)
Here we are using a shorthand notation where f = f(R) and f¯ = f¯(R¯). We have written them
in terms of R¯ and R to be consistent with the rest of the notation in this section, but it should
be pointed out that the expressions take a simpler form when written in terms of the quantities
Z and Z¯ which are used in Section 3.5.2. An explicit expression where we have made the sub-
stitution R = sinhZ can be found in Appendix A.3.6. The calculation of these curvatures are a
bit lengthy but in principle straightforward, and can be done using symbolic manipulation soft-
wares. The only non-zero component of the stress-energy tensor, Sττ , is then obtained from (3.231).
So far we have not assumed that this spacetime is composed of pointlike particles, but instead
we took the metrics and the embedding of the shell, given by the functions R and R¯, as the defini-
tion. If we thus want a spacetime with a particular energy density and particular starting position
of the shell (which are the two physically reasonable quantities to parametrize such a spacetime
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with), we would have to tune R¯ such that Sττ equals a particular desired profile as a function of φ,
which would requiring solving a relatively complicated second order ordinary differential equation
with periodic boundary conditions. However, if we assume that the spacetime arises due to the
pointlike particle construction developed in this paper, R¯ can in principle be computed in terms
of ρ. It can be proven that (see Appendix A.3.6)√
f¯(R¯)
R¯
=
1
R
(coshZ cosT − cot Φ sinT ) , (3.238)
where T and Φ are the quantities introduced in Section 3.5.2. Thus to obtain R¯ in terms of ρ,
we first solve the differential equations (3.129) and (3.130) with periodic boundary conditions to
obtain T and Φ in terms of ρ, and then use equation (3.238). This looks quite involved and
nothing indicates that it is possible to express R¯ analytically in terms of ρ, but it can be proven
(see Appendix A.3.6) that the stress-energy tensor simplifies to the form
8piGSpoint−particlesττ = −
ρ
sin τ
√
R2 + (R
′)2
f(R)
. (3.239)
This result makes sense intuitively, since the denominator is just the length element on the shell,
and this thus represents the rest mass per unit length on the shell. However, we need to be
careful with such naive interpretations, since to really know what we are talking about we must
understand how Sij is related to the stress-energy tensor that shows up in the right hand side
in Einsteins equations. We can then compare the result to the stress-energy tensor of a pointlike
particle, equation (3.27), which we will do later in this section. Note also that the result is pos-
itive, since τ < 0. This pointlike particle limit can be used as a useful tool for finding thin shell
solutions with a particular energy profile, which seems to be easier than solving the differential
equation for R¯ arising from (3.231) directly. We also want to stress that even if ρ is more relevant
when specifying initial data, knowing R¯ is still crucial if we want to understand how the space-
time after the shell is linked to the spacetime before the shell and exactly how the shell is embedded.
Now the Einstein equations look like
Rµν − 1
2
Rgµν + Λgµν = 8piGTµν = 8piGαδ(F (xµ))Sµν , (3.240)
where F = 0 determines the embedding of the shell and α is a function to be determined. The
tensor Sµν is defined by the relation
Sµν = eµi e
ν
jS
ij . (3.241)
This ensures that Sij is the induced tensor of Sµν on the shell and that Sµνn
µ = 0. The parameter
α should be determined such that α
∫
δ(F )dn = 1, meaning that αδ(F ) has the standard delta-
function normalization when we integrate along the direction which is normal to the surface. By
expanding F in the normal direction around the shell, we thus see that α = |∂µFnµ|. F will be
chosen as
F = t+ arcsin
(
r
√
1 +R2
R
√
1 + r2
)
, (3.242)
by virtue of (3.216). This has the advantage that, in the lightlike limit where R → ∞, we have
F → t+ arctan(r) = v, where v is the standard infalling coordinate that is commonly used when
describing AdS3-Vaidya type spacetimes. Note that ∂µF ∝ nµ, and a straightforward computation
shows that
α =
√
R2 + (R
′)2
f(R)
R2 cos τ
. (3.243)
Since Sττ is the only non-zero component, the stress-energy tensor in the (t, r, φ) coordinates is
given by Sµν = eµτ e
ν
τS
ττ . By using the relations (3.217), (3.226a) and (3.226c) we obtain
8piGT tt = α f(R)f(r)2 δ(F (x
µ))Sττ ,
8piGT rt = −αR cos τ
√
f(R)
f(r) δ(F (x
µ))Sττ ,
8piGT rr = αR2 cos2 τδ(F (xµ))Sττ .
(3.244)
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If we use the relation (3.239) to relate Sττ to ρ, we obtain
8piGT ttpoint−particles = ρ
f(R)√
f(r)
5
Rr cos t
δ(F (xµ)),
8piGT rtpoint−particles = −ρ
√
f(R)
f(r)r δ(F (x
µ)),
8piGT rrpoint−particles = ρ
cos t
√
f(r)R
r δ(F (x
µ)),
(3.245)
where we also used the relations cos τ =
√
f(r) cos t and r = −R sin τ .
Comparing to the stress-energy tensor of a pointlike particle
We could also compute this stress-energy tensor by adding up the stress-energy tensor contributions
of an infinite number of massive pointlike particles, by using the expression (3.27) (just as we did
when we looked at massless shells). To build a thin shell, we place N particles with such a stress-
energy tensor at angles ψi = 2pii/N , with masses and boost parameter given by 8piGm = ρ(ψi)dφ
and ζi = Z(ψi), where dφ = 2pi/N . To translate to the quantities used in this section, we use the
relations sinhχ = r, coshχ =
√
f(r), sinhZ = R and coshZ =
√
f(R) to eliminate Z and χ. To
transform the delta function in (3.27) to the one used here, we use
δ(tanhχ+ tanh ζi sin t) =
√
1 +R2δ(F (xµ))
R cos t
. (3.246)
We thus obtain that such a particle at angle φ = ψi, with mass m = ρdφ/8piG, has stress-energy
tensor
8piGT tti = ρdφδ(φ− ψi)δ(F (xµ)) f(R)√
f(r)
5
Rr cos t
,
8piGTχti = −ρdφδ(φ− ψi)δ(F (xµ))
√
f(R)√
f(r)
3
r
,
8piGTχχi = ρdφδ(φ− ψi)δ(F (xµ)) cos tRr√f(r) ,
(3.247)
When taking the limit, we have
∑
i dφδ(ψi − φ)→ 1, and after transforming the tensor indices by
using ∂r/∂χ =
√
f(r), we again obtain (3.245). This is a very non-trivial consistency check on the
computations carried out in this chapter.
The massless limit
We will now take the massless limit, recovering the results in Section 3.6.1. Note that in the limit
of the massive shells, we really obtain a shell that bounces at the boundary instead of being created
at the boundary. However, from a physical perspective, the lightlike shells we studied in Section
3.5.1 are more interesting and we will thus only consider the part of the shell at t > 0. From an
AdS/CFT point of view, the massless shells that are created at the boundary are more interesting
since they correspond to an instantaneous quench in the dual field theory. The interpretation of
the massive shells is less clear. It can be easily shown that in the limit where R, R¯ → ∞, the
spacetime takes the form
ds2 = −fdv2 + 2dvdr + r2dφ2, v < 0,
ds2 = −f¯dv2 + 2dvdr¯ + r¯2dφ¯2, v > 0, (3.248)
where again f = 1+ r2 and f¯ = −M + r¯2. The relation between the coordinates when crossing the
shell follows from (3.139) and (3.146) in the conical singularity derivation, and (3.165) and (3.173)
in the black hole derivation, and takes the form
R
R¯
=
r
r¯
= H ′(φ), φ¯(φ) = H(φ), (3.249)
for some function H(φ), and we use ′ to denote derivative with respect to φ. This is the same
relation that was obtained in (3.5.1) and ensures that the induced metric is well defined.
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We can also reproduce the stress-energy for the massless shell from the result of the massive
shell. As we explained in Section 3.6.2, the stress-energy tensor that shows up in the Einstein
equations takes the form
16piGTµν = 16piGαδ(F (xµ))eµi e
ν
jS
ij . (3.250)
From (3.243) and (3.242) it is clear that in the limit R → ∞, we have α = 1/R + O(1/R2) and
F → v. Since the only non-zero component of S is Sττ , and v˙ → 0, we obtain in the limit that the
only component of the stress-energy tensor T is
T rr = δ(v) lim
R→∞
r˙2Sττ
R
, (3.251)
where Sττ is given by
16piGSττ = 2
K¯φφ −Kφφ
sin2 τ(R2 + (R
′)2
f(R) )
. (3.252)
The extrinsic curvatures Kφφ and K¯φφ are given by (3.236) and (3.237) Now we want to extract the
leading behaviour of Sττ when R→∞. Starting with the expressions for the extrinsic curvatures
given by (3.236) and (3.237), we eliminate τ via the relation sin τ = −r/R (see equation (3.217))
as well as express R¯ and its derivatives in terms of R and H ′ using (3.249). A straightforward
calculation results in
16piGSττ =
1
Rr
(
(1 +M(H ′)2) + 3
(
H ′′
H ′
)2
− 2H
′′′
H ′
)
+O(
1
R2
). (3.253)
Note that the leading behaviour in K¯φφ and Kφφ will cancel out, and thus it is the first subleading
quantities that are relevant. Now, since r˙ = −R cos τ , the stress-energy tensor in the Einstein
equations, given by (3.250), reads
16piGT rr =δ(v)
1
r
(
(1 +M(H ′)2) + 3
(
H ′′
H ′
)2
− 2H
′′′
H ′
)
=δ(v)
1
r
(
1 +M(H ′)2 − 2{H,φ}) . (3.254)
where {F (x), x} denotes the Schwarzian derivative. This result agrees with (3.212) obtained using
the junction formalism for massless shells directly.
3.6.3 The stress-energy tensor of the dual CFT
In the formulation of the thin shell spacetimes that we have presented so far, where the coordinates
are discontinuous across the shell, the lightlike shells will have discontinuous boundary coordinates.
This makes it difficult to make a connection with observables in the dual CFT. Inspired by this,
we will construct a new coordinate system that is continuous at the boundary. In other words, the
spacetime we have is not asymptotically AdS3 (since the boundary coordinates are not continuous)
and to make connection to dual CFT observables we should make a coordinate transformation that
brings the metric to the (asymptotically AdS3) Fefferman-Graham gauge, which in particular will
make the coordinates at the boundary continuous. This is achieved by applying a large diffeomor-
phism on the part of the spacetime which is after the shell. A large diffeomorphism (if applied to
the whole spacetime) will typically change the physical state, and this is why the final spacetime
after the shell should not really be interpreted as a pure BTZ black hole but rather a solution
which has non-trivial Virasoro charges turned on (boundary gravitons). Thus the spacetime after
the shell will now manifestly break rotational symmetry, and the breaking of rotational symmetry
is no longer encoded in discontinuities across the shell. We will only compute the first few terms
of this diffeomorphism, in an expansion close to the boundary, since obtaining the full coordinate
transformation is quite difficult. This is enough to compute the energy density modes (that are
dual to the stress-energy tensor in the dual CFT) in the resulting spacetime. Such a formula-
tion is more natural from an AdS/CFT point of view and much more suitable when computing
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AdS/CFT observables. It is also very likely that such “natural coordinates” also exist for the
massive shells. This is however expected to be more difficult since we do not have the discontinu-
ity of the coordinates at the boundary to guide us, and we will not pursue this further in this thesis.
To be able to read off the stress-energy tensor modes easily, we will try to find a coordinate trans-
formation that makes the coordinates continuous at the boundary as well as brings the metric for
v > 0 to the form
ds2 = dρ2 + T+(y+)dy
2
+ + T−(y−)dy
2
− − (e2ρ + T+(y+)T−(y−)e−2ρ)dy−dy+. (3.255)
As was pointed out in e.g. [87], all metrics of the form (3.255) solve Einstein’s equations for
arbitrary T±. According to the standard AdS3/CFT2 correspondence, the functions T±/8piG are
identified with the stress-energy tensor modes of the dual CFT (see for instance [88]). Let us first
try to get some intuition of what we expect from such a coordinate transformation. The relations
between the radial coordinates and angular coordinates when crossing the shell are r¯ = r/H ′(φ)
and φ¯ = H(φ), so this must be the boundary condition of the coordinate transformation on the
shell (v = 0) when r¯ →∞. In other words, if we try to define new coordinates r˜ and φ˜ that make
the coordinates continuous at the boundary, they must satisfy φ¯ = H(φ˜) and r¯ = r˜/H ′(φ˜) when
r¯ → ∞ and v = 0. Now if we require a flat boundary metric for all times v > 0, it can be easily
shown that this will imply that the coordinate transformation takes the form
φ¯± v = H(φ˜± v), (3.256)
r¯ = r˜/
√
H ′(v + φ˜)H ′(v − φ˜), (3.257)
when r¯ →∞. This will thus be our boundary conditions on our coordinate transformation for all
times v > 0.
To construct the full coordinate transformation that brings the metric to the form (3.255), we
will first do a change of coordinates such that the metric for v > 0 takes the form
ds2 = dρ21 +
M
4
(dx2+ + dx
2
−)− (e2ρ1 +
M2
16
e−2ρ1)dx−dx+. (3.258)
As can be easily verified, this is achieved by the following coordinate transformation.
t¯ = v +
1√
M
arccoth
(
1√
M
eρ1 +
√
M
4
e−ρ1
)
, r¯ = eρ1 +
M
4
e−ρ1 , (3.259)
and where x± = t¯ ± φ¯. For the region inside the horizon, arccoth is replaced by arctanh, and for
the case of formation of a conical singularity, we replace it by arctan and
√
M by
√−M . This step
is partially just going from our infalling coordinates back to our global time coordinates. Now we
will construct the rest of the coordinate transformation enforcing the boundary conditions (3.256)
and (3.257) that bring the metric to the form (3.255). By expanding the coordinate transformation
in an expansion close to the boundary, we obtain
x± =H(y±) + e−2ρ
H ′′(y∓)H ′(y±)
2H ′(y∓)
+ e−4ρ
[
(H ′′(y∓))2H ′′(y±)
8(H ′(y∓))2
+M
(H ′(y∓))2H ′′(y±)
8
]
+O(e−6ρ),
eρ1 =
eρ√
H ′(y−)H ′(y+)
− e−ρ H
′′(y−)H ′′(y+)
4
√
H ′(y−)H ′(y+)
3 +O(e
−3ρ), (3.260)
which is such that the metric takes the form
ds2 = dρ2 + T (y+)dy
2
+ + T (y−)dy
2
− − (e2ρ + T (y+)T (y−)e−2ρ)dy−dy+, (3.261)
which is a special case of (3.255) where T+(x) = T−(x) ≡ T (x). Of course, we only obtain (3.261)
up to higher orders in e−ρ, but since we know that (3.261) is a solution of Einstein’s equations,
we also know that the full coordinate transformation exists and can in principle be computed to
any order. Finite forms of such coordinate transformations have been obtained in the literature
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(see for instance [89] and references therein), but for our purposes this is enough, since we are
mainly interested in determining T± (however, to determine the full shape of the shell in the new
coordinates as well as the map between the coordinates when crossing the shell, knowledge of the
full transformation is required). The coordinate transformation (3.260) now implies that
T (x) =
M
4
(H ′(x))2 − H
′′′(x)
2H ′(x)
+
3
4
(H ′′(x))2
(H ′(x))2
=
M
4
(H ′(x))2 − 1
2
{H,x}, (3.262)
which looks very similar to the result we obtained for the stress-energy tensor of the massless shell,
equation (3.212). To be more precise, let us denote the stress-energy tensor modes in the dual CFT
by 8piGTCFT± (y±) = T (y±) and write 8piGT
rr
shell = δ(v)ρshell(φ)/r. By comparing with (3.212), we
thus obtain
TCFT± (φ) =
1
2
(ρshell(φ) +MAdS) . (3.263)
The interpretation is thus as follows: The shell has a certain angular dependent energy density,
directly determined by the angular dependence of the energy in the instantaneous quench in the
dual CFT that sourced the shell. This energy density then directly determines the stress-energy
tensor modes of the CFT after the quench such that the energy density of the CFT directly after
the instantaneous quench is equal to the energy distribution of the shell plus MAdS , the energy
density of AdS3. The energy density in the CFT will then attain a time dependence by splitting
up into the right- and left-moving modes TCFT+ (y+) and T
CFT
− (y−). Note also that the fact that
the energy density just splits up into left- and right-moving modes is expected from the conformal
symmetry of the boundary theory. As we discussed in 1.6.3 (and see in particular Figure 1.7),
similar behaviour is expected to occur in higher dimensions, but the two left- and right-moving
modes should then also be subject to dissipative effects. It is not clear how this analysis would
work for the massive shells, and we will leave that as an interesting open problem.
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3.7 Conclusions and outlook
In this chapter we have studied particle collisions in three-dimensional AdS. We constructed so-
lutions corresponding to an arbitrary number of pointlike particles (massive or massless) that all
collide at a single point in AdS3 and merge into a single object. The pointlike particles can be
constructed by excising a wedge (a piece of geometry) from AdS3. For setups with (discrete)
rotational symmetry these wedges can take the standard symmetric form, but for general setups
they are not symmetric and must be chosen in a very specific way for the spacetime to be con-
sistent. We also showed how to take the limit of an infinite number of particles. This resulted in
new solutions corresponding to a thin shell which collapses to form a black hole (or a pointlike
particle), where the shell in general is not rotationally symmetric. We also analyzed these thin
shell spacetimes using the well-known junction formalism of general relativity and found that the
stress-energy tensor computed in this way agrees with the stress-energy tensor of the pointlike
particles. We also computed the boundary stress-energy tensor for the massless shells, which are
dual to inhomogeneous energy injection in the boundary CFT. The solutions presented in this
chapter add several more examples of analytical models of the formation of a black hole, which
are in general quite hard to construct in general relativity. Moreover, the solutions here are the
first examples of solutions with thin shells collapsing to black holes that break rotational symmetry.
The solutions we found in this chapter illustrate the power of the cutting-and-gluing techniques
in three-dimensional gravity that we used, not only to construct solutions with pointlike objects
but also to construct solutions with continuous matter. Further investigating such methods for
more complicated setups is an interesting direction for future research. For example, one could
consider particles that do not move along radial geodesics but along some arbitrary geodesic in
AdS3. Using such techniques it should be possible to construct thin shell spacetimes sourced by
a boundary source that not only has an inhomogeneous energy profile, but also where the source
turns on at different times along the boundary. Black holes forming from pointlike particles collid-
ing in many stages (not only one collision point) can also be constructed if we allow the particles
to move along non-radial geodesics. Another interesting extension, which would also require par-
ticles on non-radial geodesics, would be to construct “thick” shells, namely solutions generalizing
the general AdS3 Vaidya spacetime (see equation (1.122)). Such solutions can probably also be
obtained by adding an infinite number of (inhomogeneous) thin shells. Other spacetimes that
could be constructed by allowing non-radial geodesics include shells with pressure, and for the
rotationally symmetric case such thin shell spacetimes exist (see for instance [90, 91]). All thin
shell spacetimes in this chapter are pressureless, and one could possibly add pressure by allowing
non-radial movement of the particles inside the shell.
Obtaining a deeper understanding of the CFT dual of the spacetimes we constructed in this
thesis is also a question of great importance, since it is not clear how physical the spacetimes we
have constructed are. For example, one could look at non-local quantities, such as entanglement
entropies. According to the Ryu-Takayanagi formula [77] and its time dependent generalization
[78], entanglement entropies in the dual CFT can be computed by extremizing surfaces in the
bulk. In AdS3 it reduces to studying spacelike geodesics and computing their lengths. This has
been done for the simpler case of a rotationally symmetric AdS3 Vaidya spacetime [52], as well
as for Poincare´ patch AdS Vaidya [51], and we expect that similar techniques will also work for
the non-rotationally symmetric thin shell spacetimes exhibited in this thesis (although the final
results may have to be computed numerically). The geodesics would be constructed by patching
together geodesics in empty AdS3 with geodesics in a black hole background and the gluing pro-
cedure will depend on the map between the coordinates across the shell. To obtain the final value
of the entropy, we would have to go to the continuous coordinate system constructed in 3.6.3 to
correctly regularize the geodesic length. Computing the thermalization of enganglement entropies
can also be done using CFT techniques, as was done for the rotationally symmetric thermalization
process (the dual of the AdS3 Vaidya spacetime) in [92] with perfect agreement with the gravity
computation. Generalizing this computation to the non-rotationally symmetric case and compar-
ing with gravity calculations using backgrounds obtained in this chapter would constitute another
non-trivial check on the AdS3/CFT2 correspondence.
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Studying collisions of charged particles is also an obvious extension. However, charging the par-
ticles under a normal U(1) gauge field will spoil the topological character of the theory, and the
cutting-and-gluing procedures will then not work. In Chapter 4, although mostly focused on higher
spin gravity, we will show how one can use the techniques in that chapter to construct a solution
with charged colliding particles, where the particles are charged under a U(1) Chern-Simons term
(such that the theory still has no propagating degrees of freedom). Extending the techniques in
Chapter 4 to construct solutions with colliding higher spin pointlike particles will be the focus
of future research projects and is indeed the main motivation for developing the methods in that
chapter.
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Chapter 4
Black holes in higher spin gravity
In this chapter we are going to step away from the main topic of this thesis, which has so far
been focused on dynamical solutions and formation of black holes. Instead, we will now consider
a theory called higher spin gravity, and we will focus on new ways to construct solutions in this
theory (in particular generalizations of black holes). Although dynamics will not be the main fo-
cus in this chapter, we hope that the constructions we develop will be useful for such applications
and will hopefully be the focus of future research. The idea is then that dynamical solutions in
three-dimensional higher spin theories can be useful toy models for studying dynamics in field
theories dual to such higher spin theories. We provide some hints to this by considering a simpler
setup with gravity coupled to a U(1) Chern-Simons field where it is possible to construct solutions
corresponding to the formation of a charged black hole from collisions of charged pointlike particles.
Higher spin gauge theories are theories containing at least one massless field that has spin 5/2
or higher. These are interesting from a theoretical point of view, but also because they are ex-
epected to arise in the tensionless limit of string theory [93]. Higher spin theories in anti-de Sitter
space are also interesting from the point of view of the AdS/CFT correspondence and several duali-
ties between field theories and higher spin (gravity) theories have been proposed [94, 95, 96, 97, 98].
In higher dimensions (four or more), higher spin theories are very non-trivial, and there are many
no-go theorems restricting what possible theories might exist (see for instance [99]). One of the
biggest obstacles is that a consistent interacting higher spin theory must typically include an in-
finite number of higher spin fields. Currently only one complete description of such a higher spin
theory is known, called Vasiliev theory after its discoverer [100, 101], and it must be defined in
anti-de Sitter space. Note furthermore that higher spin gauge theories enjoy a very large set of
gauge transformations which mix the higher spin fields and the metric essentially making standard
geometrical quantities (defined using the metric) gauge dependent.
An exception to the above rule, that a consistent higher spin theory interacting with gravity
must include an infinite tower of higher spin fields, occurs for certain topological theories in three
dimensions. These theories are natural generalizations of three-dimensional gravity and can be
formulated as a Chern-Simons theory with gauge group SL(N,R)×SL(N,R) and with some par-
ticular boundary conditions. Such a theory will generically include higher spin fields with spin up
to N coupled to gravity, although the exact content of the theory depends on the boundary condi-
tions we impose. These theories also support black hole solutions which are natural generalizations
of the BTZ black hole but which carry extra charges [102, 103, 104, 105]. Note that due to the
higher spin gauge transformations, the existence of a horizon is a gauge dependent statement and
thus higher spin black holes are defined by other means. In this thesis we will only consider such
three-dimensional topological theories, focusing on the case where N = 3, and our main goal will
be to explore a new method to define higher spin black holes that naturally generalizes the method
of identification of points which we used in Chapter 3 to construct black hole solutions and conical
singularities in three-dimensional gravity. Although we here only use these methods to construct
the most simple static solutions, the hope is that such methods can be used in future research to
construct more complicated dynamical situations such as the pointparticle collisions we studied in
Chapter 3. To this end, we will first review the Chern-Simons formulation of three-dimensional
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gravity as well as the method of identifying points in AdS3 (extending the method in Chapter 3
to rotating black holes and rotating conical singularities). Thereafter we will discuss higher spin
gravity in three dimensions, focusing on the case where we only have a spin-2 and a spin-3 field.
We will then discuss the standard construction of black hole solutions in these theories. We will
then proceed to our new results (based on unpublished work together with Andrea Campoleoni
and Xavier Bekaert), and show how these solutions can be obtained as orbifolds of a manifold
extending AdS3 (meaning that AdS3 is a submanifold of the extended manifold) generalizing the
construction of the BTZ black hole and conical singularities in three-dimensional gravity.
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4.1 Three-dimensional gravity and its Chern-Simons formu-
lation
Certain aspects of three-dimensional gravity were introduced in Chapter 3 where we studied black
hole formation from collisions of pointlike particles. That construction was possible due to the
fact that gravity in three dimensions does not have propagating degrees of freedom (no gravi-
tational waves). We will now explore a reformulation of three-dimensional gravity which makes
this fact manifest. It turns out that three-dimensional gravity with negative cosmological con-
stant1 can be formulated as a Chern-Simons theory with gauge group SO(2, 2) [106, 107]. Since
SO(2, 2) ∼=SL(2,R)×SL(2,R), we can also formulate it using two SL(2,R) Chern-Simons con-
nections. We will start with the SO(2, 2) theory, given by the action
ICS [A] =
k
2pi
∫
d3xtr
(
A ∧ dA+ 2
3
A ∧A ∧A
)
. (4.1)
Here k is called the Chern-Simons level and is related to the Newton constant in three dimensions
by k = L/4G where L is the AdS radius. We will henceforth set L = 1. Note also that tr just
stands for a non-degenerate invariant bilinear form on the Lie algebra and is in general not unique.
The Chern-Simons level k is important for the quantum theory, and has to be equal to an integer
to have a well defined path integral formulation, but for the classical theory (and our purposes) it
plays no role. The equations of motion are
dA+A ∧A = 0. (4.2)
These equations of motion are equivalent to Einstein’s field equations, and make it manifest that
three-dimensional gravity has no propagating degrees of freedom. The connection to the standard
variables in three-dimensional gravity is given by
A = ωaLa + e
aPa, (4.3)
where La and Pa are generators for SO(2, 2) with the commutation relations
[Pa, Pb] = 
c
ab Lc, (4.4)
[La, Pb] = 
c
ab Pc, (4.5)
[La, Lb] = 
c
ab Lc. (4.6)
Here ea = eaµdx
µ is the vielbein and ωa = ωaµdx
µ is the dualized spin connection defined in terms
of the standard spin connection ωab = ωabµ dx
µ by ωc = 12
cabωab. We can now decompose this
algebra into two copies of sl(2,R) as Y ±a =
1
2 (La ± Pa). The commutation relations are then
[Y +a , Y
−
b ] = 0, [Y
±
a , Y
±
b ] = 
c
ab Y
±
c . (4.7)
We now write the Y ±i in block diagonal form and use the same generators for the two copies as
Y +a =
(
Ta 0
0 0
)
, Y −a =
(
0 0
0 Ta
)
. (4.8)
Note that we use the convention 012 = 1. In terms of these new generators, the Chern-Simons
theory is reformulated using two SL(2,R) connections A±, and the action is
I = ICS [A+]− ICS [A−], (4.9)
where the tr will now just mean the standard trace on the SL(2,R) generators in some convenient
representation to be specified below. Note that the relative factor between the two terms ICS [A+]
and ICS [A−] depends on the choice of the non-degenerate bilinear form in (4.1). The (unintuitive)
choice taken here has a relative sign between the two SL(2,R) sectors such that the final action
1Gravity with vanishing or positive cosmological constant also have Chern-Simons formulations but with a
different gauge group.
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coincides with the Einstein-Hilbert action. The equations of motion are just the flatness condition
of both connections, namely
dA± +A± ∧A± = 0. (4.10)
The map between the gauge connections A± and the metric variables are now given by
Aa± = ω
a ± ea. (4.11)
Note that the metric is obtained by gµν = 2tr(eµeν) = e
a
µe
b
ν2tr(TaTb), where the Ta is the basis
we have chosen for the Lie algebra. This means that eaµ and ω
a
µ can only be identified with the
standard vielbein and spin connection in the gravity theory if 2tr(TaTb) = ηab = diag(−1, 1, 1).
This is true for the basis
T0 =
(
0 − 12
1
2 0
)
, T1 =
(
1
2 0
0 − 12
)
, T2 =
(
0 12
1
2 0
)
, (4.12)
which indeed also satisfies the commutation relations [Ta, Tb] = 
c
ab Tc.
Another common basis for the Lie algebra sl(2,R) is given by
L−1 =
(
0 0
1 0
)
, L0 =
( − 12 0
0 12
)
, L1 =
(
0 −1
0 0
)
, (4.13)
which satisfies the commutation relations [Li, Lj ] = (i − j)Li+j . The relations between the two
bases are
T0 = (L−1 + L1)/2, T1 = −L0, T2 = (L−1 − L1)/2. (4.14)
We will now prove that the Chern-Simons description in this section is equivalent to three-
dimensional gravity with a negative cosmological constant, by directly proving that the equations
(4.10) are equivalent to the Einstein equations. By using equation (4.11), and the commutation
relations for the basis Ti we obtain that (4.10) reduces to the two equations
∂µω
a
ν − ∂νωaµ + (ωbµωcν + ebµecν)abc = 0, (4.15)
∂µe
a
ν − ∂νeaµ + (ωbµecν + ebµωcν)abc = 0. (4.16)
We will now show that the second equation is equivalent to the zero torsion condition (which can
be used to algebraically solve ω in terms of e) and then the first equation is equivalent to the
Einstein equations with negative cosmological constant. By substituting ωa for ωab, the second
equation can be written as
(∂[µeν]a + e
d
[νωµ]ad)e
µ
b e
ν
c = 0. (4.17)
Now by adding two of the cyclic permutations of (a, b, c), and subtracting the other, we can then
solve for ωab as
2eµbωµac + ∂[µeν]ae
µ
b e
ν
c + ∂[µeν]ce
µ
ae
ν
b − ∂[µeν]beµc eνa = 0
⇒ ωabν = eνbeaρΓρνµ − eνb∂µeaν . (4.18)
This is the so called tetrad postulate (which states that the vielbein is covariantly conserved), but
note that in the Palatini formalism where ω is treated as an independent field this is not postulated
but instead follows from the action.
Now let us consider the first equation. We can define a curvature tensor in terms of the spin
connection by
R abµν ≡ ∂µω abν − ∂νω abµ + ω acµ ω bνc − ω acν ω bµc . (4.19)
This tensor, which is a function of ω, is related to the standard Riemann tensor as a function of
the Levi-Civita connection Γ, by
Rµνab(ω) = R
α
τµν(Γ)eaαe
τ
b , (4.20)
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if we assume the relation (4.18) between ω and Γ (see for instance [108]). Equation (4.15) can be
written as
∂µω
ab
ν − ∂νωabµ + ωaµωbν − ωbµωaν + eaµebν − ebµeaν = 0. (4.21)
It can now be shown, by using ωc = 12
cabωab, that ω
a
µω
b
ν − ωbµωaν = ω acµ ω bνc − ω acν ω bµc , and we
obtain
R abµν + e
a
µe
b
ν − ebµeaν = 0. (4.22)
Now we use (4.20) and contract this equation with ebσe
µ
a to obtain
Rµσµν + 2gσν = 0, (4.23)
which is the form of the Einstein equations with a cosmological constant Λ = −1, after the Ricci
scalar has been eliminated by taking a trace (known as the “trace reversed” form of the Einstein
equations). It should be pointed out that, at first sight, equation (4.22) for the full Riemann
tensor looks much stronger than the contracted equation (4.23) for the Ricci tensor and one may
wonder if some information is lost in this step. However, in three dimensions, the Riemann tensor
is completely determined in terms of the Ricci tensor, and the contraction from (4.22) to (4.23) is
thus actually invertible and these two equations are equivalent (but this would not be the case in
higher dimensions). It is also possible to directly prove that the action (4.9) is equivalent to the
Einstein-Hilbert action and it yields the relation
k =
L
4G
, (4.24)
where G is Newton’s constant in three dimensions and we have restored the AdS radius L.
4.1.1 Boundary conditions and asymptotic symmetry algebra
To specify the boundary conditions on the gauge fields A±, we will factor out the radial dependence
by writing A± = b−1± (χ)a
±b±(χ) where b± = e±χL0 . The boundary conditions can then be specified
in terms of a± as
a±φ = L±1 − (L± +O(e−χ))L∓1 +O(e−χ),
a±χ = O(1). (4.25)
at the boundary χ→∞ and L± is a function of φ and t. As was shown in [109], this is equivalent
to the standard Brown-Henneaux boundary conditions formulated using the metric formulation
in [15]. Actually, most of the solutions we will consider take this form exactly (not only at the
boundary) and with constant L(φ). Given these boundary conditions, solutions with different
L± will be interpreted as different physical states, and only gauge transformations that leave
these invariant are really true gauge transformations. Gauge transformations that change L± are
called large or improper gauge transformations and will change the physical state. The asymptotic
symmetry algebra is defined as the Poisson algebra obeyed by the charges which generate the
large gauge transformations (but leave the form of the boundary conditions (4.25) invariant).
Starting with a±φ , we thus want to apply a gauge transformation δa
±
φ = ∂φΛ
±+ [a±φ ,Λ
±], and then
determine the parameters Λ± that leave the asymptotic form (4.25) invariant. We start with the
ansatz Λ± = α−L−1 + α0L0 + α+L1, giving
δa±φ = α
′
−L−1 + α
′
0L0 + α
′
+L1 ± (α∓2L0 + L±1α0 + L± (α±2L0 + L∓1α0)) , (4.26)
where ′ is derivative with respect to φ. We want to absorb this into only a variation of L±, which
gives the equations
α′0 ± 2α∓ ± 2L±α± = 0,
α′± ± α0 = 0,
α′∓ ± L±α0 ≡ −δL±,
We can now let α± = ± to obtain the solution α0 = ∓′±, 2α∓ = ′′± − 2L±± and then read of
that L± will change as
δL± = 2′±L± −
1
2
′′′± + L′±±, (4.27)
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and the gauge parameter is
Λ± = ±L± ∓ ′±L0 +
1
2
(
′′± − 2L±±
)
L∓, (4.28)
Also requiring that the a±t component is mapped into itself will require that L and ±, namely
that they are only a function of t ± φ. The transformation of L± is the same as obtained for
the transformation of the stress energy tensor under a conformal transformation in a CFT, and
the boundary stress-energy tensor is given by T± = k2piL± [88]. We will now outline how we can
obtain the Virasoro algebra as a Poisson bracket algebra of the charges that generate the gauge
transformation that leaves the asymptotic boundary conditions invariant, by using the Regge-
Teitelboim method [110] (see also [111, 104, 112]). For simplicity we will now drop the ± index.
In Hamiltonian form, the Chern-Simons action can be written as
IH =
k
4pi
∫
dt
∫
d2xijgab(A˙
a
iA
b
j +A
a
tF
b
ij), (4.29)
where Fij = ∂iAj − ∂jAi + [Ai, Aj ] and these constraints generate the gauge transformations of
Ai. To be more specific, we can define G =
k
4pi 
ijFij and then the smeared gauge generators are
given by
G(Λ) =
∫
d2xtr(ΛG) +Q(Λ), (4.30)
which generate gauge transformations via the Poisson bracket δAi = {Ai, G(Λ)} = −∂iΛ− [Ai,Λ]
and where Q is a boundary term to make the functional derivatives of G well defined. The charges
Q, which are constants of motion, can be found to be
Q(Λ) = − k
2pi
∫
dφtr(AφΛ) = − k
2pi
∫
dφL, (4.31)
where we used the relations (4.25) and (4.28). We still require that Λ satisfies (4.28) such that the
boundary conditions are satisfied, meaning that even if L may change (in which case the gauge
transformation is improper and the physical state changes) the new solution must still belong to
the same space of functions. The charges satisfy δΛ1Q(Λ2) = {Q(Λ2), Q(Λ1)} and this can be used
to evaluate the algebra of the gauge transformations. By expanding L in Fourier modes as
L = 1
k
∑
n
Lneinφ, (4.32)
and letting 1 = e
−niφ and 2 = e−miφ, we obtain by using (4.27) that
i{Lm,Ln} = Lm+n(m− n) + k
2
δm+n,0m
3. (4.33)
We thus conclude that the asymptotic symmetry algebra of the boundary conditions (4.25) are
given by two copies of a Virasoro algebra with central charge c = 6k = 3L/2G (where we restored
the AdS radius L and used the relation (4.24)). This result was first obtained in [15] by using the
metric formulation.
4.1.2 Anti-de Sitter space in the Chern-Simons formulation
Recall that AdS3 can be defined by the metric
ds2 = dχ2 + sinh2 χdφ2 − cosh2 χdt2. (4.34)
Let us directly compute the gauge connections A±. We may factor (4.34) as
gµν = e
a
µe
b
νηab, (4.35)
where
eaµ = diag(coshχ,−1,− sinhχ). (4.36)
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Different signs in the components of the vielbein correspond to reversing the coordinates by
xµ → −xµ, and they are chosen such that the gauge connections we will later derive agree with
conventions in the previous literature. The spin connection can now be computed as
ωabµ =
1
2
eν[a
(
eb]ν,µ − eb]µ,ν + eb]σecµeνc,σ
)
. (4.37)
We can then compute the dualized spin connection ωc = 12
c
abω
ab which turns out to be given by
ω =
 0 0 coshχ0 0 0
− sinhχ 0 0
 , (4.38)
and thus the Chern-Simons connections A± = ω ± e are
A± =
 ± coshχ 0 coshχ0 ∓1 0
− sinhχ 0 ∓ sinhχ
 . (4.39)
In the matrix notation above, the vertical indices are the local Lorentz indices (lower case Latin
letters) or equivalently the Lie algebra indices corresponding to the basis Ta given by (4.12), and
the horizontal are the curved indices (Greek letters). The order of the coordinates is xµ = (t, χ, φ).
In terms of the basis La (as given by (4.13) or (4.14)), the gauge connections for AdS3 take the
form
A±φ =
1
2
(eχL±1 + e−χL∓1),
A±t = ±
1
2
(eχL±1 + e−χL∓1),
A±χ = ±L0. (4.40)
The metric can be restored by evaluating
gµν =
1
2
tr((A+µ −A−µ )(A+ν −A−ν )). (4.41)
Often in the literature, a different gauge is used where
A±φ = e
χL±1 − L±e−χL∓1,
A±t = ±(eχL±1 − L±e−χL∓1),
A±χ = ±L0, (4.42)
which also makes it manifest that AdS3 satisfies the boundary conditions (4.25) (it is actually
equal to (4.25) not only when χ → ∞, but for all χ. This will actually be true for all solu-
tions that we consider). To go to this gauge, one applies a gauge transformation of the form
A± → e∓L0 log 2A±e±L0 log 2, and we obtain that for AdS3 we have L± = −1/4.
4.1.3 Relation with AdS3 as the group manifold SL(2,R)
An interesting question to ask is if there is a connection between the fact that three-dimensional
gravity with negative cosmological constant can be formulated as an SL(2,R)×SL(2,R) Chern-
Simons theory and the fact that AdS3 is isomomorphic to the group manifold SL(2,R) which we
relied heavily upon in Chapter 3. We will now explicitly establish a connection between these two
pictures. Let us first write the gauge connections in terms of two group elements g±, such that
A±µ = g
−1
± ∂µg±. (4.43)
To find g±, consider the following matrix
F = eyT0exT1 . (4.44)
132
We have that F−1∂xF = T1. Now consider G ≡ F−1∂yF = e−xT1T0exT1 . We have
∂xG = e
−xT1 [T0, T1]exT1 = e−xT1T2exT1 (4.45)
∂2xG = e
−xT1 [T2, T1]exT1 = e−xT1T0exT1 = G (4.46)
This differential equation has the solution G = A coshx+B sinhx and by setting x = 0 to determine
the integration constants we obtain
G = T0 coshx+ T2 sinhx =
1
2
(exL−1 + e−xL1) (4.47)
From this we can deduce that
g± = e(±t+φ)T0e∓χT1 . (4.48)
Now to establish a connection to AdS3 viewed as the group manifold SL(2,R) we simply consider
the matrix G ≡ g+g−1− . This group element takes the form
G = e(t+φ)T0e−2χT1e(t−φ)T0 , (4.49)
which parametrizes a full SL(2,R) manifold (and is similar in structure to the parametrization in
Chapter 3 and [57]). Now consider Eµ defined by
Eµ =
1
2
G−1∂µG. (4.50)
In terms of g± we obtain
Eµ =
1
2
(G−1∂µg+g−1− −G−1g−g−1− ∂µg−g−1− ) =
1
2
g−(A+µ −A−µ )g−1− (4.51)
Thus we see that Eµ is not the same as eµ, but they are conjugate and the extra g− will cancel
when taking the trace of any product. An equivalent way of phrasing this is that Eµ and eµ are
related by a Lorentz transformations, since Lorentz transformations act as eµ → heµh−1. Thus in
particular we have for the Killing metric Kµν that
Kµν ≡ 2Tr(EµEν) = 2Tr(eµeν) = gµν . (4.52)
Thus we establish the connection between the Chern-Simons formulation and the SL(2,R) for-
mulation in the sense that the metric computed in the Chern-Simons formulation is the same as
the Killing metric on the SL(2,R) manifold. Of course this statement is true regardless of what
coordinates we choose, although other coordinates might only parametrize a patch of SL(2,R).
Moreover, the matrix G can be expanded as
G = cos t coshχ− 2 cosφ sinhχT1 + 2 coshχ sin tT0 − 2 sinφ sinhχT2, (4.53)
and thus corresponds to the embedding
x3 = coshχ cos t, x0 = coshχ sin t,
x1 = − sinhχ cosφ, x2 = − sinhχ sinφ, (4.54)
This should be contrasted with the parametrization (3.8) from which it differs only with a few
signs (however note that a different basis of 2×2 matrices is used in Chapter 3). Note also that
isometries of AdS3, when described as the group manifold SL(2,R), are implemented by left and
right multiplications as G → h+Gh−1− . These transformations are precisely equivalent to left
multiplications of g± as g± → h±g±, which in the Chern-Simons formulation are just interpreted
as redefinitions of g± which do not affect A±.
4.1.4 Identification of points in AdS
In this section we will describe how to create spinning pointlike particles and rotating BTZ black
holes by making identifications of points in AdS3. This will extend some of the results in Chapter
3, but we will now add angular momentum and emphasize the form of the solutions in terms of
the Chern-Simons connections.
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Spinning conical singularity
A spinning pointlike particle can be obtained by identifying points with an isometry that, on top
of the angular shift, also includes a shift in time. Let us construct this by excising a wedge between
two planes w− and w+ such that w− is mapped to w+ by a rotation clockwise of angle α. This
means that when crossing w−, our angular coordinate is mapped as φ→ φ−α. We will also allow
for a time shift t→ t+ τ and let us define x = τ/α. By defining a new time coordinate t′ = t+xφ,
the isometry acts trivially as φ→ φ− α. The metric then turns into
ds2 = r2dφ2 +
dr2
1 + r2
− (1 + r2)dt2
= r2dφ2 +
dr2
1 + r2
− (1 + r2)d(t′ − xφ)2
=
(
r2 − (1 + r2)x2) dφ2 + 2(1 + r2)xdφdt′ − (1 + r2)dt′2 + dr2
1 + r2
. (4.55)
This motivates us to introduce the new radial coordinate r2 − (1 + r2)x2 = ρ2 ⇒ r2 = ρ2+x21−x2 and
the dr2 term becomes
dr2
1 + r2
=
dρ2
ρ2 + 1 + x2 + x
2
ρ2
. (4.56)
The metric is now
ds2 = ρ2
(
dφ+
x(1 + ρ2)
(1− x2)ρ2 dt
′
)2
−
(
ρ2 + 1 + x2 +
x2
ρ2
)
dt′2
(1− x2)2 +
dρ2
ρ2 + 1 + x2 + x
2
ρ2
(4.57)
Defining a new angular coordinate by φ′ = φ + x1−x2 t
′ and then rescaling our time coordinate as
t′ → t′(1− x2) we have
ds2 = ρ2
(
dφ′ +
x
ρ2
dt′
)2
−
(
ρ2 + 1 + x2 +
x2
ρ2
)
dt′2 +
dρ2
ρ2 + 1 + x2 + x
2
ρ2
(4.58)
The range of φ′ is now 0 ≤ φ′ ≤ α. To make the range again from 0 to 2pi we first define β = α/2pi
and then rescale our coordinates as φ′ → βφ′, ρ→ ρ/β, t′ → βt′ to obtain (dropping the primes)
ds2 = ρ2
(
dφ+
xβ2
ρ2
dt
)2
−
(
ρ2 + (1 + x2)β2 +
x2β4
ρ2
)
dt2 +
dρ2
ρ2 + (1 + x2)β2 + x
2β4
ρ2
. (4.59)
This is identical to a spinning BTZ black hole with negative mass if we identify
M = −(1 + x2)β2 = −(α2 + τ2)/(2pi)2, (4.60)
J = 2xβ2 = 2τα/(2pi)2, (4.61)
which thus is interpreted as a spinning conical singularity.
This identification can also be described in terms of group actions on the SL(2,R) manifold.
In terms of the group element G parametrizing SL(2,R) (see equation (4.49)), the map φ→ φ−α,
t→ t+ τ can be written as
G→ h+Gh−1− , (4.62)
where h± = e(−α±τ)T0 . This can also be formulated in terms of right multiplications of g± as
g± → h±g± = e(−α±τ)T0g±.
The gauge connections corresponding to the metric (4.59) are
A±φ =
(α∓ τ)
4pi
(eχL±1 + L∓1e−χ),
A±t = ±
(α∓ τ)
4pi
(eχL±1 + L∓1e−χ),
A±χ = ±L0, (4.63)
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which can be obtained by just carrying out the coordinate transformations described above in
the metric formulation. To compare with previous results in the literature, we would like to do
a gauge transformation such that the leading first term becomes ∼ eχL±1. This can be done by
either shifting χ or by doing the following gauge transformation
A±φ →λ−1± A±φ λ± = eχL±1 + L∓1e−χ[
α∓ τ
4pi
]2
=eχL±1 − L∓1e−χM ± J
4
=eχL±1 − L∓1e−χL±, (4.64)
where λ = e∓ log[
α∓τ)
4pi ]L0 . The spacetime now manifestly obeys the boundary condition (4.25).
Note that the coordinate/gauge transformations in this section do now work for the special case
where α = ±τ which corresponds to extremal pointlike particles with |J | = −M .
BTZ black hole
The BTZ black hole can also be obtained by identifying points under an isometry of AdS3. The
easiest way to do this is to first introduce a different set of coordinates for AdS3 such that the
isometry becomes manifest. Recall that AdS3 is described by the embedding (3.1). Instead of the
parametrization (4.54), we can instead use
x2 = r sinhφ, x3 = −r coshφ, (4.65)
for x2 and x3.The other coordinates x1 and x3 can then, assuming |x1| ≥ |x0|, be parametrized as
x1 = −√r2 − 1 cosh t, x0 = √r2 − 1 sinh t, (4.66)
which covers the region where r > 1. For r < 1, we can instead choose
x1 = −√1− r2 sinh t, x0 = √1− r2 cosh t, (4.67)
by assuming that |x1| ≤ |x0|. The metric takes the form
ds2 =
1
r2 − 1dr
2 − (r2 − 1)dt2 + dφ2r2, (4.68)
which is the metric of a BTZ black hole. For r > 1, it is more convenient to work with the radial
coordinate χ defined by coshχ = r. Note that this parametrization is not exactly the same as was
used in Section 3.3, but corresponds essentially to swapping x3 and x0 (or more precisely, doing
a shift in t by pi/2 in the coordinates given by (3.3)). This is another unfortunate (but trivial)
difference in conventions arising from different conventions in the literature of the different research
areas.
We can now identify points under the isometry that acts as a shift φ → φ − α, t → t + τ .
By again introducing t′ = t+ xφ where x = τ/α we obtain the metric
ds2 =
(
r2 − (r2 − 1)x2) dφ2 + 2(r2 − 1)xdφdt′ − (r2 − 1)dt′2 + dr2
r2 − 1 . (4.69)
We can now introduce the radial coordinate ρ by r2 − (r2 − 1)x2 = ρ2 ⇒ r2 = ρ2−x21−x2 and the dr2
term becomes
dr2
−1 + r2 =
dρ2
ρ2 − 1− x2 + x2ρ2
. (4.70)
The metric is now
ds2 = ρ2
(
dφ+
x(ρ2 − 1)
(1− x2)ρ2 dt
′
)2
−
(
ρ2 − 1− x2 + x
2
ρ2
)
dt′2
(1− x2)2 +
dρ2
ρ2 − 1− x2 + x2ρ2
(4.71)
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Defining a new angular coordinate by φ′ = φ + x1−x2 t
′ and then rescaling our time coordinate as
t′ → t′(1− x2) we have
ds2 = ρ2
(
dφ′ − x
ρ2
dt′
)2
−
(
ρ2 − 1− x2 + x
2
ρ2
)
dt′2 +
dρ2
ρ2 − 1− x2 + x2ρ2
(4.72)
To make the range of φ′ again from 0 to 2pi we first define β = α/2pi and then rescale our coordinates
as φ′ → βφ′, ρ→ ρ/β, t′ → βt′ to obtain (dropping the primes)
ds2 = ρ2
(
dφ− xβ
2
ρ2
dt
)2
−
(
ρ2 − (1 + x2)β2 + x
2β4
ρ2
)
dt2 +
dρ2
ρ2 − (1 + x2)β2 + x2β4ρ2
. (4.73)
We can now identify the mass and angular momentum of the black hole as
M = (1 + x2)β2 = (α2 + τ2)/(2pi)2 (4.74)
J = −2xβ2 = −2τα/(2pi)2. (4.75)
The gauge connections in the “black hole” coordinates (4.65)-(4.67) take the form
A±t =±
1
2
(eχL±1 − e−χL∓1),
A±φ =
1
2
(eχL±1 − e−χL∓1),
A±χ =± L0. (4.76)
These can be written as A±µ = g
−1
± ∂µg± where
g± = e−(t±φ)T2e∓χT1 . (4.77)
The identifications then take the form g± → h±g± = e(±α−τ)T2g± and the group element G =
g+g
−1
− is
G = e−(t+φ)T2e−2χT1e(t−φ)T2 . (4.78)
Furthermore, by doing the above identifications and coordinate transformations, the gauge con-
nection for the BTZ black hole takes the form
A±t =±
α∓ τ
4pi
(eχL±1 − e−χL∓1),
A±φ =
α∓ τ
4pi
(eχL±1 − e−χL∓1),
A±χ =± L0. (4.79)
Just as in the case of a spinning pointlike particle, we can now do a gauge transformation to make
the coefficient of the leading term equal to one
A±φ →λ−1± A±φ λ± = eχL±1 − L∓1e−χ[
α∓ τ
4pi
]2
=eχL±1 − L∓1e−χM ± J
4
=eχL±1 − L∓1e−χL±, (4.80)
where λ = e∓ log[
α∓τ)
4pi ]L0 . The spacetime now manifestly obeys the boundary condition (4.25).
Note that the coordinate/gauge transformations in this section do now work for the special case
where α = ±τ which corresponds to extremal black holes with |J | = M .
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Eternal BTZ black hole
In the previous subsection we parametrized (a submanifold of) SL(2,R) by the group element
(4.78), however after doing the identification we only obtain the part of the BTZ black hole that
is outside the horizon. Note also that this group element parametrizes two disconnected patches
for χ ≥ 0 and χ ≤ 0, which will correspond to the two asymptotic regions of the eternal BTZ
black hole. The two regions are connected at χ = 0, but the manifold here degenerates to a
one-dimensional submanifold parametrized by φ only. However, the full boundary of the region is
much larger than this one-dimensional manifold. To obtain the full boundary of the submanifold
parametrized by (4.78), we can take the limit χ→ 0 and t→ ±∞ while keeping χet fixed. When
χ → 0 in this way, we do not obtain a one-dimensional submanifold, but rather obtain a two-
dimensional manifold which will conincide with the event horizon after the identification. If we
define a new coordinate by the limit χ cosh t→ λ, the group element (4.78) takes the form
G = e−φT2e−2λ(T1∓T0)e−φT2 , (4.81)
when t→ ±∞. We can now define another set of coordinates that connects to this two-dimensional
submanifold. Consider for example
G = e−(t+φ)T2e−2ρT0e(t−φ)T2 . (4.82)
By taking the limit ρ → 0 and t → ±∞ while ρ sinh t → −λ, we again obtain (4.81) and the
coordinates (4.82) are thus connected to (4.78) via the horizon given by (4.81). This can be
illustrated in the penrose diagram (for the static black hole) in Figure 4.1 (for the rotating black
hole, the singularity is replaced by the inner horizon and the spacetime can be extended further).
We can also define a natural coordinate system that covers all regions. This coordinate system is
similar to the well known Kruskal coordinate system. Note that the parametrizations (4.78) and
(4.82) can be rewritten using the formulas
e−tT2e−2ρT0etT2 = e−2ρ(cosh tT0−sinh tT1), e−tT2e−2χT1etT2 = e−2χ(cosh tT1−sinh tT0). (4.83)
This motivates us to instead use the parametrization
G = e−φT2e−2(λ1T1+λ0T0)e−φT2 , (4.84)
which then covers all regions in 4.1. We see that region I corresponds to λ1 > |λ0|, region II
corresponds to −λ0 > |λ1|, region III corresponds to −λ1 > |λ0| and region IV corresponds to
λ0 > |λ1|. Region II and IV also satisfy the constraint λ20 − λ21 < pi2/4. All regions are separated
by null surfaces.
Chemical potentials and Euclidean formulation
Black holes can also be defined in Euclidean signature where time has been Wick rotated by
t = −iτ . They are defined as spacetimes which have the topology of a solid torus, where the hori-
zon is located at the center of the torus. To have a smooth geometry (and a well defined variational
principle), one imposes that the torus has no conical singularity at the center (which is the horizon
in Lorentzian signature). This results in a constraint on the periodicity in Euclidean time. In the
Chern-Simons formulation, the gauge connections A± are replaced by one complex connection A
and the gauge group is replaced by SL(2,C). The regularity condition is phrased as the condi-
tion that the holonomy in Euclidean time should be trivial (namely that the integral of the gauge
connection along the closed loop in the Euclidean time direction should have trivial eigenvalues).
The time component of the gauge connection in Euclidean signature takes the form Aτ = −iξAφ,
and one can either choose to tune the periodicity of τ , or to fix the periodicity and instead tune ξ
[105]. The parameter ξ is the chemical potential and is in general complex. To absorb ξ into the
periodicity of τ , we start by assuming that the two coordinates φ and τ are periodic with period-
icity τ ∼ τ + 2pi and φ ∼ φ + 2pi. If we define new coordinates τ ′ = τα/2pi and φ′ = φ + τ`/2pi,
the coordinates are now instead identified under the identifications (τ ′, φ′) ∼ (τ ′, φ′ + 2pi) and
(τ ′, φ′) ∼ (τ ′ + α, φ′ + `). In terms of a single complex coordinate z = φ′ + iτ ′, the identification
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Figure 4.1: Penrose diagram for the eternal static BTZ black hole.
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takes the form z ∼ z + 2pi ∼ z + w, where w = ` + iα. This can be interpreted as changing the
modular parameter of the torus. It is easy to see that by choosing α = 2piReξ and ` = 2piImξ, we
can absorb the chemical potential ξ.
If we now Wick rotate back to Lorentzian signature, the two gauge connections A±t take the
form [105]
A±t = ±ξ±A±φ , (4.85)
for two real chemical potentials ξ±. This expression differs from (4.79) only with an overall factor.
However, in Lorentzian signature, we do not interpret the time coordinate as periodic, thus we
can now absorb ξ± completely without the cost of it showing up elsewhere in the periodicities of
the coordinates. This means that in Lorentzian signature the chemical potentials have no physical
meaning and can be gauged away. The specific coordinate transformation that absorbs ξ± is given
by t′ = (ξ+ + ξ−)t/2 and φ′ = φ+ (ξ+ − ξ−)t/2.
In our formulation of creating the black hole as an identification of points of AdS3, there is actu-
ally a much easier way to obtain the periodicity of the Euclidean time coordinate. The Euclidean
version of (4.78) reads
G = e−(−iτ+φ)T2e−2χT1e(−iτ−φ)T2 = coshφ coshχ−sin τ sinhχ2iT0−cos τ sinhχ2T1−sinhφ coshχ2T2.
(4.86)
In this formulation the Euclidean time coordinate τ is already automatically periodic and we do
not need to impose any additional conditions on the connections.
Classification of solutions
It is possible to classify what kind of different solutions can be obtained by identifying points in
AdS3. This is done by classifying the generators ξ± in sl(2,R), up to conjugation of matrices in
SL(2,R), that generate the isometries used to do the identification. It can be shown that the black
hole solutions and the conical singularity solutions belong to different classes, where the former
have ξ± with real eigenvalues and the latter have ξ± with imaginary eigenvalues. Identifications
where for example ξ+ has real eigenvalues and ξ− has imaginary eigenvalues (or vice versa) will
correspond to unphysical solutions where |J | > |M |. Degeneration of eigenvalues corrrespond to
extremal solutions. The details of this procedure can be found in Appendix B.1. This classification
was done previously in [82] by instead classifying generators in SO(2, 2) directly.
4.1.5 Summary
In this section we have considered some aspects of three-dimensional gravity in the Chern-Simons
formulation, paving the way for generalizations including higher spin fields. We also provided a
link between the Chern-Simons formulation and AdS3 viewed as the group manifold SL(2,R). We
then constructed rotating black holes and rotating conical singularities by identifying points in
AdS3 and showed how this process can be interpreted using the Chern-Simons language. Our goal
of the remainder of this chapter is to generalize the concepts in this section to gravity coupled to
higher spin fields.
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4.2 Gravity coupled to a U(1) charge
Before we look at the more complicated setup of gravity coupled to higher spin fields, we will first
consider gravity coupled to a U(1) Chern-Simons term and extend the orbifold techniques of pure
gravity to this case. We will show that it is possible to construct black holes and pointlike particles
charged under a U(1) Chern-Simons term aµ by doing identifications of points in an extended
manifold, namely M = N ×R where N is a submanifold of AdS3 (possible equal to AdS3 itself).
This example will work as a toy model before tackling the more non-trivial case of gravity coupled
to a spin-3 field.
Let us define g0(t, χ, φ) to be a group element in SL(2,R)×SL(2,R), such that A0µ = g−10 ∂µg0 is
a gauge connection for (a patch of) AdS3. ∂t and ∂φ are two commuting Killing vectors, meaning
essentially that Aµ is independent of t and φ. Typically we have in mind that g0 = g+ ⊕ g−,
where g± is either given by (4.48) and (t, χ, φ) parametrizes all of AdS3, or equal to (4.77) and
where (t, χ, φ) parametrizes a part of AdS3 which is natural for constructing the BTZ black hole.
The manifold covered by the coordinates (t, χ, φ) will be denoted by N . Thus doing identifi-
cations along an isometry spanned by ∂t and ∂φ will result in pointlike particle solutions or in
black hole solutions. Note that g0 can be written as a product of exponentials of generators of
SL(2,R)×SL(2,R)' SO(2, 2), which we will collectively denote by Qi, and Aµ = AiµQi is a linear
combination of these generators. To incorporate aµ on the same footing, we will define a new
generator K that satisfies [Qi,K]. We then define a group element g ∈SL(2,R)×SL(2,R)×R
that satisfies
g−1∂µg = AiµQi + aµK. (4.87)
For g = g0 we obviously have aµ = 0. With the aim to carry out identifications on an extended
manifold, we now extend our manifold with one extra coordinate θ, and define g as
g = eθKg0. (4.88)
For µ ∈ (t, χ, φ) nothing has changed and aµ = 0 and Aµ = A0µ, but if we also consider µ = θ
we see that Aθ = 0 but aθ = 1. This four dimensional manifold M = N × R which is covered
by the coordinates (t, φ, χ, θ), together with Aµ and aµ, will be our starting point for carrying out
identifications that can be interpreted as adding non-trivial U(1) charge.
As explained in Section 4.1.4, we can obtain new solutions (pointlike particles or black holes)
by doing identifications of points under an isometry spanned by the Killing vectors ∂t and ∂φ,
which amounts to a coordinate shift by for instance φ → φ − α, t → t + τ . Now let us add to
this an extra shift also in the extra θ coordinate, such that the total Killing vector is some linear
combination of ∂t, ∂φ and ∂θ. The map under which we do the identification, denoted by I, can
thus be described as
I :
φ→ φ− α
t→ t+ τ
θ → θ + q
(4.89)
The total manifold M/I is now no longer of the simple form N ×R, and it is no longer possible
to project down to the physical N ⊂AdS3 part by just ignoring the R part. However, the new
manifold can still be written as a product manifold. The coordinate transformation for which this
becomes manifest is very similar to the coordinate transformations used in Section 4.1.4. We thus
define new coordinates θ′ and t′ such that the map I only acts in the φ coordinate. This can be
done by for instance considering
t′ = t+ ταφ
θ′ = θ + qαφ
φ′ = φ
χ′ = χ
(4.90)
Now the map I acts trivially as just φ→ φ−α. The manifold can now be written asM = N ′×R,
where N ′ is covered by the coordinates (t′, φ′, χ′) (with the identification φ′ ∼ φ′−α) and R by θ′.
We can now again ignore the R part and consider Aµ′(t
′, φ′, χ′) and aµ′(t′, φ′, χ′) to be a solution
of three-dimensional gravity coupled to a U(1) Chern-Simons field (it is indeed easy to see that
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the resulting connections satisfy the flatness conditions). However, now we will have aµ′ 6= 0 for
µ′ ∈ (t′, φ′, χ′), and we have
aφ′ = aθ
∂θ
∂φ′
= − q
α
. (4.91)
Aµ can be computed using the exactly the same methods as in Section 4.1.4, and changing α
and τ will result in different values of the mass and angular momentum of the resulting conical
singularity or black hole. The difference in the present case is that the pointlike particle or black
hole solution have also aquired a U(1) charge given by
Q =
∫ α
0
aφ′dφ
′ = −q. (4.92)
Thus we see that this extra shift in the θ coordinate when identifying points in the extended
manifold can be interpreted as charging the solution under a U(1) Chern-Simons gauge field. In
Section 4 we will extend these methods to higher spin gravity, where the extended manifold will
be more non-trivial since in that case the extra generators will not commute with all generators of
AdS3.
4.2.1 Collisions of charged particles
The observation that adding a U(1) Chern-Simons charge can be interpreted as an identification
in an extended manifold can be very useful since some solutions that might not have managable
analytical expressions in terms of gauge connections or metrics can be easily formulated in terms of
identifications in the extended manifold. Examples of this include collisions of particles which we
explored in Chapter 3, and with the tools developed here such dynamical processes can be easily
generalized to include charged particles. Since isometries of AdS3 only act within the AdS3 part,
and do not touch the extended part of the manifold parametrized by the extra coordinate θ, it is
trivial to apply a boost to a static particle and obtain a moving one, and the charge will remain the
same. The case of two colliding particles is also easy to obtain. Note that charge conservation is
implemented by the fact that the total U(1) holonomy must be preserved: If we collide two particles
which have shifts in the extra coordinate of q1 and q2 when moving around their respective world
lines, there will be a shift q3 = q1 + q2 in θ when moving around the resulting object’s world
line. In general, it is trivial to add charge to any solution of three-dimensional gravity with any
number of pointlike particles, by just adding a shift in the extra coordinate θ when moving around
each particle’s world line such that charge conservation holds at every intersection. Of course,
formulating such solutions using metric variables and the three-dimensionsal manifold would be
very difficult, but this is already the case for the collisions without charge that we constructed in
Chapter 3.
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4.3 Higher spin gravity in three dimensions
As we mentioned in the introduction, there is a class of three-dimensional higher spin theories
that contain a finite number of fields. These theories are natural generalizations of the Chern-
Simons description of three-dimensional gravity, and also do not contain any propagating degrees
of freedom. They are obtained by generalizing the gauge group in the Chern-Simons formulation
of three-dimensional gravity as SL(2,R) × SL(2,R) → SL(N,R) × SL(N,R) for some integer
N ≥ 3. Typically, the field content will be that of a metric (spin-2 field) coupled to a num-
ber of fields with varying spins. The spins of the extra fields will depend on how we embed the
SL(2,R) into SL(N,R) and essentially corresponds to different ways of identifying the metric and
the gravity sector. Generically, the extra fields can have a spin greater or equal to 5/2 (which
is the definition of a higher spin field) but there are examples where the extra field content only
has fields with lower spin. We will only look at the special case where N = 3. In this case, there
are two inequivalent embeddings of SL(2,R) into SL(3,R), called the principal embedding and
the diagonal embedding, and the choice of embedding corresponds to choosing different boundary
conditions at the AdS boundary. The principal embedding can be interpreted as a theory with a
spin-3 field non-minimally coupled to a spin-2 field (metric), and we will focus almost exclusively
on this embedding. The diagonal embedding consists of a spin-2 field coupled to a scalar and two
(bosonic) spin-3/2 fields.
The theory is specified by the action
I[A+, A−] = ICS [A+]− ICS [A−], (4.93)
where
ICS [A] =
k
2pi
∫
d3xtr
(
A ∧ dA+ 2
3
A ∧A ∧A
)
, (4.94)
but now the gauge connections take values in SL(3,R). The equations of motion are again flatness
of the connections
dA± +A± ∧A± = 0. (4.95)
The Lie algebra sl(3,R) can then be described using 8 generators L±1, L0, W±2, W±1 and W0
which can be chosen as
L−1 =
 0 −√2 00 0 −√2
0 0 0
 , L0 =
 1 0 00 0 0
0 0 −1
 , L1 =
 0 0 0√2 0 0
0
√
2 0
 ,
W−1 =
 0 −√2 00 0 √2
0 0 0
 , W0 = 2
3
 1 0 00 −2 0
0 0 1
 , W1 =
 0 0 0√2 0 0
0 −√2 0
 ,
W−2 =
 0 0 40 0 0
0 0 0
 , W2 =
 0 0 00 0 0
4 0 0
 . (4.96)
The commutation relations are
[Li, Lj ] = (i− j)Li+j , (4.97)
[Li,Wm] = (2i−m)Wi+m, (4.98)
[Wm,Wn] = −1
3
(m− n)(2m2 + 2n2 −mn− 8)Lm+n. (4.99)
The Li generate the sl(2,R) algebra, and this choice corresponds to the principal embedding of
SL(2,R) in SL(3,R). If we had chosen the diagonal embedding we would have identified a differ-
ent set of three matrices to generate the group SL(2,R).
This theory is invariant under a much larger gauge group than in the pure gravity case, corre-
sponding to the gauge invariance of the two SL(3,R) Chern-Simons actions. These higher spin
gauge transformations mix the metric and the higher spin field, and thus geometrical quanti-
ties (such as distance, area and causality properties) defined using only the metric are no longer
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gauge invariant, and can thus not be considered sensible physical observables. The only really
gauge invariant observables are holonomies obtained by integrating the gauge connection along a
closed curve. There are also the surface charges at the boundary, which depend on the boundary
conditions we choose. These charges will be invariant (by definition) under proper gauge transfor-
mations, and thus if we only allow for such gauge transformations the surface charges also become
true physical observables.
4.3.1 Boundary conditions and asymptotic symmetries
There is a natural boundary condition which generalizes the Brown-Henneaux boundary condition
(4.25). Assuming the boundary is located at χ→∞, the boundary conditions can be specified as
a±φ = L±1 − (L± +O(e−χ))L∓1 − (W± +O(e−χ))W∓2,
a±χ = O(1), (4.100)
where L± andW± depend on φ and t. A± is then given in terms of a± as A± = b−1± (χ)(d+a±)b±(χ)
with b± = e±χL0 . We will refer to this procedure as “gauging away the radial dependence”, and
will often just use A± on the form (4.100) instead of a±. Here L± and W± are the asymptotic
charges. The asymptotic symmetry algebra is then obtained by considering gauge transformations
that leave the form of the boundary conditions invariant (although they might change the form of
L± and W±). Gauge transformations that change L± and W± are again called improper gauge
transformations while proper gauge transformations leave these charges invariant. These boundary
conditions are interesting since the asymptotic symmetry algebra of the charges satisfies the W3
algebra with the same central charge as in gravity, and thus naturally generalizes the gravity result
[113, 114]. Specifically, one defines
L = 1
k
∑
n
Lneinφ, W = 1
4k
∑
n
Wneinφ, (4.101)
one finds that the Ln and Wn satisfy the Poisson bracket algebra
i{Lm,Ln} = (m− n)Lm+n + k
2
δm+n,0m
3,
i{Lm,Wn} = (2m− n)Wm+n + k
2
δm+n,0m
3,
i{Wm,Wn} = 1
3
(m− n)(2m2 −mn+ 2n2)Lm+n + 16
3k
(m− n)Λm+n + k
6
m5δm+n,0m
3, (4.102)
where Λn =
∑
m Ln−mLm.
4.3.2 Higher spin black holes
Generalizations of the BTZ black hole solution in three-dimensional gravity have been constructed
in the literature [102, 103, 104, 105, 115] and we will mostly refer to the results in [105]. The
black hole solutions are usually defined in Euclidean signature, where we replace the two gauge
connections A± by a single complex connection A which now takes values in SL(3,C). The analytic
continuation rules are given by [105]
A+ = A, A− = −A†. (4.103)
The black hole solutions satisfy the boundary conditions (4.100) with constant L± and W± which
in Euclidean signature are replaced by two complex L and W. The gauge connections are written
in Euclidean signature as
Aφ = L1 − LL−1 −WW−2,
Aτ = −i
[
ξAφ + η
(
W2 + 8WL−1 + L2W−2 − 2LW0
)]
.
Aχ = L0. (4.104)
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where we have gauged away the radial χ dependence. The parameters η and ξ are the chemical
potentials, and are defined such that the the holonomy
∫ 2pi
0
Aτdτ in the compact Euclidean time
coordinate is trivial. This results in two cubic equations relating L and W to ξ and η. The precise
relation will not be relevant to us and we refer to [105] for more details. In Lorentzian signature,
the black hole solution is
A±φ = L±1 − L±L∓1 −W±W∓2,
A±t = ±
[
ξ±A±φ + η±
(
W±2 + 8W±L∓1 + (L±)2W∓2 − 2L±W0
)]
.
A±χ = L0. (4.105)
Recall that in pure gravity it was possible to absorb the chemical potential ξ± by a coordinate
transformation involving t and φ and they thus played no role in Lorentzian signature. However,
it is not immediately clear whether or not we can get rid of η±, but we will show later in Section
4.4.2 that we can indeed get rid of η± by applying a higher spin gauge transformation that can
be interpreted as a coordinate transformation in an extended manifold. This exact question was
asked in [116].
The black hole solutions also satisfy the following inequality:
W2± ≤
4
27
L3±, (4.106)
which in particular implies that L± ≥ 0. This inequality can be derived by imposing that the
entropy is real and we refer to [105] for a derivation along these lines. We will later prove this
inequality when we define the higher spin black holes by identifying points in SL(3,R), and is a
direct result of the particular conjugacy class to which the isometry we use to identify points belong
to (and this conjugacy class naturally generalizes the conjugacy class in gravity used to construct
the BTZ black hole). Note also that (4.106) generalizes the one for gravity where L± ≥ 0, which
could be reformulated in terms of the mass M and angular momentum J as M ≥ |J |. The conical
singularity solutions instead satisfy L± ≤ 0, which could be reformulated as M ≤ −|J |. Solutions
which had L+ ≥ 0 and L− ≤ 0 (or vice versa) were interpreted as unphysical solutions. By using
the method of identifying points in SL(3,R) to construct solutions of higher spin gravity, we will
see that there are also a class of solutions which can be interpreted as conical singularities with
higher spin charge. These solutions are natural generalizations of the normal conical singularities
in gravity and always violate inequality (4.106).
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4.4 Higher spin gravity solutions by identifying points in
SL(3,R)
The black hole solutions described in Section 4.3.2 are in many ways natural generalizations of the
black hole solutions in three-dimensional gravity to three-dimensional higher spin gravity. However,
the interpretation of them as black hole solutions relies on the formulation of gravity in the Chern-
Simons formulation, and thus it is not clear how to identify black hole solutions in the metric
formulation. In particular, we have seen in Section 4.1.4 that in three-dimensional gravity we can
construct black hole solutions (and pointlike particle solutions) by identifying points in AdS3. We
have also seen in Section 4.2 that these techniques can be extended to gravity coupled to a U(1)
Chern-Simons field by considering identifications in an extended manifold. We will in this section
show that similar techniques exist in higher spin gravity, where the identification of points also take
place in a manifold extending AdS3. The extended manifold will by definition be a submanifold of
SL(3,R) and the identifications will be natural extensions of the identifications done in AdS3. We
will first describe the general proposal and then illustrate the technique by explicitly constructing
higher spin black hole solutions and solutions that we will interpret as pointlike particles (or conical
singularities) with higher spin charge.
4.4.1 The general prescription
Let us now describe the method we will employ to construct our extended manifold, carry out our
identifications of points and then relate the resulting manifolds to solutions of three-dimensional
higher spin gravity. It will naturally extend the procedure for the case of gravity coupled to a U(1)
field. We will first describe how one proceeds to interpret an identification of points of SL(N,R),
taking N = 3 for simplicity, as a solution to a Chern-Simons theory, as well as comment on some
important subtleties, and then we will give a step by step procedure that can be used in practice.
The starting point is to pick an isometry I of SL(3,R) and form the quotient SL(3,R)/I.
To interpret this as a solution of a three-dimensional Chern-Simons theory we then pick out a
three-dimensional slice of this eight-dimensional manifold and construct the Chern-Simons con-
nections. Note that we are guaranteed that the flatness conditions are satisfied and different
slices will correspond to different gauges of the higher spin gauge transformations, but we are
not guaranteed that the Chern-Simons connections we then obtain satisfy the correct boundary
conditions. In this picture, gauge transformations correspond to coordinate transformations (and
frame rotations) on the full eight-dimensional manifold. However, a priori there is no way to
distinguish between permissible and non-permissible gauge transformations at this point (in the
sense that they preserve a given set of boundary conditions on the Chern-Simons connections).
Distinguishing between permissible and non-permissible gauge transformations would force us to
restrict our possible coordinates we are allowed to use to parametrize our SL(3,R) manifold, or
in other words imposing some criteria on the behaviour of the group element G parametrizing
the manifold. Note that the same issue exists for standard three-dimensional gravity defined as
a Chern-Simons theory. In three-dimensional gravity, we can define the BTZ black hole with-
out referring to boundary conditions or equations of motion, since we can just define it as a
manifold obtained via a specific quotient of SL(2,R). Indeed, the existence of an event hori-
zon is obviously independent of the equations of motion or what boundary condition we would
like to impose in the Chern-Simons formulation. The fact that the BTZ black hole satisfies
the Einstein’s equations can be seen as an unexpected bonus that we might deem important.
Let us now give a step-by-step procedure to obtain the higher spin generalization of a solution in
three-dimensional gravity. This procedure can be divided into the following steps:
1. Choose an embedding of SL(2,R) in SL(N,R), as well as an isometry ∂s of SL(2,R).
Identifications of points in SL(2,R) under this isometry should result in some desired solution
of three-dimensional gravity for which we want to construct our higher spin gravity analog.
We will focus on SL(3,R) where SL(2,R) is principally embedded.
2. Now choose n number of extra isometries ∂θi such that [∂θi , ∂s] = 0. We thus have that
n+2 can be at most equal to twice the rank of SL(N,R), and will correspond to the number
of non-trivial eigenvalues of the holonomy we will induce (in the principal embedding it is
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also equal to the number of charges for the appropriate boundary conditions but this is not
necessarily the case for other embeddings). The criteria that the isometries commute with ∂s
implies that any linear combination is also an isometry. We will denote the resulting manifold
spanned by SL(2,R) and (θ1, . . . , θn) by Y. For SL(3,R) we can only find two such extra
isometries and in this case we will denote them by ∂θ and ∂ψ.
3. Now form the quotient Y/I, by identifying points under the isometry I which is a linear
combination of ∂s and the ∂θi . What we mean by quotient here is that we pick out a cell,
a region spanned by surfaces that are mapped to each other by I, and then identify these
surfaces by I and ignore the rest of the manifold.
4. Now we want to project this manifold on a three-dimensional manifold without the extra
higher spin coordinates. This is easiest done by parametrizing our extended manifold by
coordinates along the extra isometries θi. By a linear coordinate transformation we can
obtain a coordinate along our chosen isometry, and thus the isometry I just acts trivially
along this coordinate. It is then trivial to perform the identification and then dropping
dependence on the other coordinates.
5. Now reconstruct g± and A± from the relation G = g+g−1− , where G is the group element
parametrizing the resulting manifold M1/I. Now A± will be gauge connections solving the
flatness condition of three-dimensional higher spin gravity endowed with some non-trivial
higher spin charge. However, it will still not necessarily satisfy the appropriate boundary
conditions and we will typically have to apply another gauge transformation (that would
be non-permissible from the Chern-Simons theory point of view). This just corresponds to
moving our three-dimensional slice on which our solution is defined, and could have been
done simultaneously with any of the above steps (in particular at the stage where we choose
our coordinates on the manifold). However, it is not until we interpret our manifold as a
solution of a Chern-Simons theory with prescribed boundary conditions that we know what
coordinate system we should have picked and it thus makes more logical sense to do this step
in the end.
We will illustrate this technique in detail for constructing a higher spin black hole and a higher
spin conical singularity in the SL(3,R)×SL(3,R) Chern-Simons theory. However, note that it is
not clear that at this point that the choice of embedding in this prescription has no meaning, and
since we allow for very general gauge transformations in the end one may be able to make this
choice redundant and map a solution obtained from a principally embedded gravity solution to a
diagonally embedded one.
Example: Higher spin pointlike particle
In this section, we will show how to do identifications of points in a manifold extending AdS3
following the prescription in 4.4.1, such as to create pointlike particles with higher spin charge.
We will focus on the principal embedding, thus the generators L0, L1 and L−1 in (4.96) will
correspond to the AdS3 part embedded in the larger manifold. The group element spanning the
SL(2,R) submanifold is again given by (4.49), namely
G0 = e
(t+φ)T0e−2χT1e(t−φ)T0 . (4.107)
The gauge connections are given by A±,0µ = g
−1
±,0∂µg±,0, where
g±,0 = e(±t+φ)T0e∓χT1 . (4.108)
We will now extend our manifold to more coordinates, where the extra coordinates should corre-
spond to isometries commuting with ∂φ and ∂t. We thus multiply g± from the left, namely we
define
g± ≡ e−(θ±ψ)Wˆ e(±t+φ)T0e∓χT1 . (4.109)
So far we could interpret θ and ψ as just some parameters parametrizing different forms of g±,
which do not affect At, Aφ and Aχ. However, if we treat θ and ψ as new coordinates and define
A±θ ≡ g−1± ∂θg± and A±ψ ≡ g−1± ∂ψg±, we obtain
A±θ = −e±χT1e−(±t+φ)T0Wˆe(±t+φ)T0e∓χT1 , (4.110)
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A±ψ = ±A±θ . (4.111)
For the extra coordinate directions to be isometries commuting with ∂φ and ∂t, it is enough that Wˆ
commutes with T0, and it can be seen that the only non-trivial matrix (up to an overall constant)
commuting with T0 is
Wˆ ≡ 2W0 +W2 +W−2, (4.112)
and from now on Wˆ will always refer to this matrix. Thus we obtain
A±θ = −2W0 − e±χT1(W2 +W−2)e∓χT1 . (4.113)
To simplify this expression, we use the same trick as when we computed G in the AdS case, namely
by computing the derivatives and solving the resulting ODE. We find that
∂χA
±
θ = ∓e±χT1([T1,W2] + [T1,W−2])e∓χT1 = ∓2e±χT1(W2 −W−2)e∓χT1 , (4.114)
and
∂2χA
±
θ = −4e±χT1(W2 +W−2)e∓χT1 = 4A±θ + 8W0. (4.115)
This has the solution
A±θ = −2W0 − (W2 +W−2) cosh 2χ∓ (W2 −W−2) sinh 2χ
= −2W0 −W2e±2χ −W−2e∓2χ, (4.116)
and then A±ψ is given by A
±
ψ = ±A±θ . Note also that the G = g+g−1− , which parametrizes the
extended manifold, is given by
G = e−(θ+ψ)Wˆ e(t+φ)T0e−2χT1e(t−φ)T0e(θ−ψ)Wˆ , (4.117)
and is clearly some submanifold of SL(3,R).
We will now use this extended manifold to construct a pointlike particle with higher spin charge by
identifying points under an isometry that is a linear combination of ∂φ, ∂t, ∂θ and ∂ψ. Equivalently,
just like the spinning pointlike particle can be constructed by excising a wedge and identifying the
sides by a rotation and a shift in the time coordinate, we can do the same here but also allowing
for a shift in the θ and ψ coordinates when crossing the wedge. The identification, denoted by I,
will thus be taken as
I :
φ→ φ− α,
t→ t+ τ,
θ → θ + q,
ψ → ψ + w.
(4.118)
This should be interpreted as φ having periodicity α, but when going around in the φ coordinate
there is a “twist” in the other coordinates. Just like in the U(1) example, we now introduce new
coordinates such that the isometry acts trivially and the manifold can be written as a product
manifold. We thus do a change of coordinates such that
t′ = t+ ταφ,
θ′ = θ + qαφ,
ψ′ = ψ + wαφ,
φ′ = 2piα φ,
χ′ = χ.
(4.119)
In these new coordinates the identification just acts as φ′ → φ′ − 2pi. Doing this coordinate
transformation, the A±φ′ will become
2piA±φ′ =αA
±
φ − (q ± w)A±θ − τA±t
=
α∓ τ
2
(e±χL1 + L−1e∓χ) + (q ± w)(2W0 +W2e±2χ +W−2e∓2χ). (4.120)
We also have
2piA±t′ = ±
α∓ τ
2
(e±χL1 + L−1e∓χ). (4.121)
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Note the asymmetry between A±φ′ and A
±
t′ which is not present in the pure gravity case. However,
note also that the coordinate transformation (4.118) is not unique and other choices will change A±t′ .
We can now compute the holonomy of the charged conical singularity, which is given by
H± =
∫ 2pi
0
A±φ′dφ
′. (4.122)
The eigenvalues of H± are
λ±i ∈
{
16
3
(q ± w),−8
3
(q ± w)− i(α∓ τ),−8
3
(q ± w) + i(α∓ τ)
}
. (4.123)
We see that in general we have induced a non-trivial holonomy. The special case of AdS where the
holonomy is trivial is given by q = w = τ = 0 and α = 2pi.
Example: Higher spin black hole
In this section we will apply the same technique to construct charged higher spin black holes. This
is done by identifying points under a different isometry that extends the spacelike isometry used
when constructing the standard BTZ black hole. Our starting point is now the matrix
G0 = e
−(t+φ)T2e−2χT1e(t−φ)T2 , (4.124)
which parametrizes a submanifold of SL(2,R). The φ and t directions are isometries and were used
in 4.1.4 to construct the BTZ black hole. The gauge connections are given by A±,0µ = g
−1
±,0∂µg±,0
where
g±,0 = e−(t±φ)T2e∓χT1 . (4.125)
Just like as in the case of the conical singularity, we now want to extend the manifold to two new
coordinates θ and ψ where ∂θ and ∂ψ commute with ∂φ and ∂t. We do this by multiplying g±,0
from the left and define
g± = e−(±ψ+θ)W¯ e−(t±φ)T2e∓χT1 , (4.126)
with W¯ commuting with T2. The matrix G = g+g
−1
− parametrizing the extended manifold takes
the form
G = e−(ψ+θ)W¯ e−(t+φ)T2e−2χT1e(t−φ)T2e(−ψ+θ)W¯ , (4.127)
which is a submanifold of SL(3,R). This does not have any effect on At, Aφ, Aχ, but if we treat
θ and ψ as new coordinates and define A±θ ≡ g−1± ∂θg± and A±ψ ≡ g−1± ∂ψg±, we obtain
A±θ = −e±χT1W¯e∓χT1 , (4.128)
A±ψ = ±A±θ . (4.129)
It can be seen that there is only one non-trivial matrix W¯ which commutes with T2, and up to an
overall constant it is given by
W¯ ≡ 2W0 −W2 −W−2. (4.130)
Thus we obtain
A±θ = −2W0 + e±χT1(W2 +W−2)e∓χT1 . (4.131)
Now let us simplify this expression. Note that
∂χA
±
θ = ±e±χT1([T1,W2] + [T1,W−2])e∓χT1 = ±2e±χT1(W2 −W−2)e∓χT1 , (4.132)
and that
∂2χA
±
θ = 4e
±χT1(W2 +W−2)e∓χT1 = 4A±θ + 8W0. (4.133)
This differential equation has the solution
A±θ = −2W0 + (W2 +W−2) cosh 2χ± (W2 −W−2) sinh 2χ
= −2W0 +W2e±2χ +W−2e∓2χ. (4.134)
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We will now do identifications of points in this extended manifold to construct a higher spin black
hole, extending the procedure for the BTZ black hole. The identification takes the same form as
in the conical singularity case (although the coordinates now have a different meaning), namely
we consider the map I defined by
I :
φ→ φ− α,
t→ t+ τ,
θ → θ + q,
ψ → ψ + w,
(4.135)
and just as in the conical singularity case, we introduce the new coordinates
t′ = t+ ταφ,
θ′ = θ + qαφ,
ψ′ = ψ + wαφ,
φ′ = 2piα φ,
χ′ = χ,
(4.136)
such that the action of I is purely in the φ′ coordinate as I : φ′ → φ′ − 2pi. We then obtain that
2piA±φ′ =
α∓ τ
2
(eχL±1 − L∓1e−χ) + (q ± w)(2W0 −W2e±2χ −W−2e∓2χ). (4.137)
We also have
2piA±t′ = ±
α∓ τ
2
(eχL±1 − L∓1e−χ). (4.138)
Again note that the coordinate transformation (4.136) is not unique, and other linear coordinate
transformations can result in different results for A±t .
We can now compute the holonomy around the φ′ circle. It is given by
H± =
∫ 2pi
0
A±φ′dφ
′. (4.139)
The eigenvalues of this matrix are given by
λ±i ∈
{
16
3
(q ± w),−8
3
(q ± w)− (α∓ τ),−8
3
(q ± w) + (α∓ τ)
}
. (4.140)
Note that compared to the conical singularity case, all eigenvalues are now real and the holonomy is
thus always non-trivial. In Section 4.4.2 we will relate the solutions obtained here to the standard
higher spin black hole solutions in the literature by writing them on the form (4.100).
Classification of solutions
The different solutions that can be constructed using this procedure can be classified by classifying
generators ξ± in sl(3,R) up to conjugations by matrices in SL(3,R). This is analogous to the
classifications of generators in sl(2,R) that we did for the gravity case. It can be shown that the
black hole solutions correspond to generators where ξ± has all real eigenvalues, while for the conical
singularity ξ± has two complex (conjugate) eigenvalues and one real. The inequality (4.106) can
then be derived by just using the properties of the eigenvalues, namely that they are all real and
that their sum is zero (the generators are traceless). Analogously, for the conical singularities we
can show that (4.106) is always violated by using that two eigenvalues are complex conjugates and
that the sum of all eigenvalues is zero. Solutions where for instance ξ+ has real eigenvalues and
ξ− has two complex eigenvalues will be interpreted as unphysical. The details of this classification
can be found in Appendix B.2.
4.4.2 Some further comments
Gauge transformation to highest weight gauge
We will not be interested in performing a gauge transformation such that the connections take the
form
A
′±
φ = L±1e
χ − L±L∓1e−χ −W±W∓2e−2χ. (4.141)
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This is the standard highest weight gauge used in the literature and manifestly obeys the boundary
condition (4.100). We thus want to map A±φ , given by either (4.120) or (4.137), to A
′±
φ given by
(4.141). To do this we will first factor out the radial dependence by writing
A±µ = b
−1
± (χ)a
±
µ b(χ) + b(χ)
−1∂µb(χ), (4.142)
and the same for the primed connection, and the gauge transformation can be formulated as a
transformation acting on a±µ as
a
′±
φ = P±a
±
φ P
−1
± = L±1 − L±L∓1 −W±W∓2. (4.143)
The precise form of P± depends on whether we are dealing with a conical singularity or a black
hole. In the case of the black hole, we have
a±φ =
α∓ τ
4pi
(L± − L∓) + q ± w
2pi
(2W0 −W2 −W−2). (4.144)
For simplicity we let σ± = q±wα∓τ and κ± =
α∓τ
4pi . It can then be shown that the gauge transformation
is given by P± = e∓ log κ±T1S±(σ±), where
S+(σ) =
(
1
1− 64σ2
)2/3  13 (3 + 64σ2) 49√2σ(−21 + 64σ2) 5129 σ2−8√2σ 13 (3 + 64σ2) − 83√2σ
0 −4√2σ 1
 , (4.145)
and
S−(σ) =
(
1
1− 64σ2
)2/3  1 4√2σ 08
3
√
2σ 13 (3 + 64σ
2) 8
√
2σ
512
9 σ
2 4
9
√
2σ(−21 + 64σ2) 13 (3 + 64σ2)
 . (4.146)
In the case of the conical singularity, we have
a±φ =
α∓ τ
4pi
(L± + L∓) +
q ± w
2pi
(2W0 +W2 +W−2). (4.147)
Again we define σ = q±wα∓τ . The gauge transformation is again written on the form P± =
e∓ log κ±T1S±(σ±), where now
S+(σ) =
(
1
1 + 64σ2
)2/3  13 (3− 64σ2) − 49√2σ(21 + 64σ2) 5129 σ28√2σ 13 (3− 64σ2) − 83√2σ
0 4
√
2σ 1
 , (4.148)
and
S−(σ) =
(
1
1 + 64σ2
)2/3  1 −4√2σ 08
3
√
2σ 13 (3− 64σ2) −8
√
2σ
512
9 σ
2 4
9
√
2σ(21 + 64σ2) 13 (3− 64σ2)
 . (4.149)
Computing L± and W±
Although the charges L± andW± can be read off after we performed the gauge transformations in
the previous subsection, it is easier to compute them by comparing invariants. We have tr(A±φ )
2 =
8L± and tr(A±φ )3 = −24W±. By comparing with traces of A±φ given by (4.120) and (4.137), we
obtain
LCS± =
1
16pi2
(
−(α∓ τ)2 + 64
3
(q ± w)2
)
, (4.150)
WCS± = −
1
108pi3
(q ± w) (9(α∓ τ)2 + 64(q ± w)2) , (4.151)
for the conical singularity and
LBH± =
1
16pi2
(
(α∓ τ)2 + 64
3
(q ± w)2
)
, (4.152)
WBH± =
1
108pi3
(q ± w) (9(α∓ τ)2 − 64(q ± w)2) , (4.153)
for the black hole.
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Interpretation of gauge transformations as shifts in coordinates
In the pure gravity case, the gauge transformation one has to do to bring the connections to
the highest weight gauge can be interpreted as just being shifts in the radial coordinate χ. In
the higher spin case, the gauge transformations can be interpreted as shifts in coordinates that
parametrize the additional regions of the SL(3,R) manifold. Recall that the connection to the
SL(3,R) manifold is via the group element G = g+g
−1
− . Here g± determines the gauge connections
A±µ via A
±
µ = g
−1
± ∂µg±. Let us write g± = h±(t, φ, θ, ψ)b±(χ) such that a
±
µ = h
−1
± ∂µh±. The group
element G, which parametrizes a submanifold of SL(3,R), is then given by
G = h+(t, φ, θ, ψ)b+(χ)b
−1
− (χ)h
−1
− (t, φ, θ, ψ). (4.154)
We can now extend this manifold to cover some larger submanifold of SL(3,R) by adding more
matrices in the middle. We can thus for example consider
G = h+(t, φ, θ, ψ)c
−1
+ (ρ)b+(χ)b
−1
− (χ)c−(ρ)h
−1
− (t, φ, θ, ψ), (4.155)
where now the coordinate ρ extends our manifold further. We can assume that c+(0) = c−(0) = 1
and thus ρ = 0 reduces to our previos manifold spanned by the coordinates t, φ, θ, ψ, χ. Note that
it is important that the h+ and h− remain on the sides since we still want the coordinates t, φ, θ
and ψ to be isometries. Now it is clear that changing ρ corresponds to right multiplications of h±
by c−1± , and thus corresponds to gauge transformations of a
±
µ . So the gauge transformations to go
to the highest weight gauge can be obtained by replacing c+ (c−) by either (4.145) ((4.146)) or
(4.148) ((4.149)), as well as doing a shift in χ. Thus we conclude that all gauge transformations
on a±µ that we have discussed can be interpreted as shifts in some coordinates on the SL(3,R)
manifold, naturally generalizing the case of pure three-dimensional gravity.
Chemical potentials for higher spin black holes
In Euclidean signature, where we Wick rotate t = −iτ , the two gauge connections A± are replaced
by a single complex gauge connection A taking values in sl(3,C). When defining a higher spin black
hole in Euclidean signature, we would also impose trivial holonomy in Euclidean time, meaning
that the integral of Aτ over the compact Euclidean time coordinate has a trivial holonomy matrix.
This is the natural generalization of the same condition one imposes in gravity and now forces
us to introduce two chemical potentials ξ and η in Aτ . After Wick rotating back to Lorentzian
signature, the expression for A±t analogous to (4.85) includes the Lorentzian chemical potentials
ξ± and η± and takes the form [105]
A
′±
t = ±
[
ξ±A
′±
φ + η±
(
W±2 + 8W±L∓1 + (L±)2W∓2 − 2L±W0
)]
. (4.156)
In the pure gravity case where we only have ξ±, this chemical potential can be absorbed into
a reparametrization of t and φ and thus has no physical meaning in Lorentzian signature. It is
clear that in the higher spin case, the chemical potentials ξ± and η± can not just be absorb by a
reparametrization of the coordinates t and φ. However, we will now show that they can indeed be
absorbed via a reparametrization including the extra coordinates θ and ψ. Recall the coordinate
transformation (4.136) that we did in order to render the identification of points trivial (such that
it only acted in the angular direction). Since the identification left the extra coordinates θ and ψ
untouched, it is a consistent procedure to truncate our manifold and only consider the coordinates
t, φ and χ. However, note that the coordinate transformation (4.136) is not unique, and is just one
arbitrary choice since we can add to the right hand side any combination of the coordinates that
is invariant under the identification I. One way to parametrize (a subset of) the possible (linear)
coordinate transformations, is to perform a new coordinate transformation given by
t′′ =
1
ct
t′, θ′′ = θ′ − cθ
ct
t′,
ψ′′ = ψ′ − cψ
ct
t′, φ′′ = φ′ − cφ
ct
t′,
χ′′ = χ′. (4.157)
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Note that the identification I would still act trivially as φ′′ → φ′′−α and thus all these coordinate
transformations are equally justified. This coordinate transformation has the effect that the gauge
connection for the new time coordinate t′′ takes the form
At′′ = ctAt′ + cφAφ′ + cθAθ′ + cψAψ′ , (4.158)
while the other gauge connections are left invariant. This gives us four free parameters in the
gauge connection At′′ that can be used to tune the four chemical potentials ξ± and η±. Of course
we could consider more general gauge transformations that also change A±θ′ and A
±
ψ′ but since we
are not interested in the form of these connections there is no reason to consider more general
coordinate transformations. For completeness we will write out the complete relation between the
ci and the chemical potentials. We will henceforth drop the
′′. After the identification of points,
the A±t can thus be written as
A±t = (cφ ± ct)
α∓ τ
2
(L±1 − L∓1) + cφ(q ± w)W¯ − (cθ ± cψ)W¯ . (4.159)
Now we would like to map this to the expression (4.156) including the chemical potentials ξ±
and η± to show that the chemical potentials can be obtained from a reparametrization of the
coordinates including the extended manifold. However, (4.156) is the expression for A
′±
t . We are
interested in the expression A±t , which can be obtained by applying the (inverse of the) gauge
transformation (4.143). Evaluating the gauge transformation (4.143) on the expression (4.156)
results in
A±t = ±ξ±
α∓ τ
2
(L±1 − L∓1)± ξ±(q ± w)W¯
± η±
(
−32(α∓ τ)(q ± w)
6
(L±1 − L∓1) + (16(q ± w)
2
3
− 1
4
)W¯
)
. (4.160)
To identify what reparametrization of the extra coordinates this corresponds to, we compare this
to (4.159). The coefficients ci are therefore related to the chemical potentials by
cφ(q ± w)− (cθ ± cψ) = ±ξ±(q ± w)± η±(16
3
(q ± w)2 − 1
4
),
cφ ± ct = ±ξ± ∓ η± 32
3
(q ± w). (4.161)
Another way to phrase this is that if we do the inverse of the transformation (4.157), we can absorb
the chemical potentials ξ± and η± into redefinitions of the coordinates on the extended manifold,
thus generalizing the result for pure gravity. This question, if the higher spin chemical potentials
could be absorbed in a coordinate transformation in some higher spin geometry, was posed as an
open problem in [116]. Note that the special case of gravity, where η± = q = w = 0, we have
cψ = cθ = 0, 2cφ = ξ+ − ξ− and 2ct = ξ+ + ξ− reproducing our previous result.
Let us now briefly discuss the same procedure in Euclidean signature. In this case, we can also
absorb the chemical potentials into the coordinates, but they will now show up by changing the
periodicity of the manifold. The gauge connection in Euclidean time reads [105]
A
′±
τ = −i
[
ξ (L1 − LL−1 −WW−2) + η
(
W2 + 8WL−1 + (L)2W−2 − 2LW0
)]
, (4.162)
obtained by setting t = −iτ and continuing A = A+ and A† = −A−. Recall that points on the
extended manifold are given by G in (4.127) and we can compute the metric on this extended
manifold by
ds2 =
1
8
tr
(
G−1dGG−1dG
)
=− sinh2 χdt2 + dχ2 + cosh2 χdφ2
+
(
64
3
+ 16 sinh2 2χ
)
dψ2 − 16 sinh2 2χdθ2. (4.163)
Note that both t and θ are timelike directions and we will use this as a motivation to also Wick
rotate θ = −iν (note that this is also consistent with the rule that we should identify A = A+ and
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A† = −A−). The Euclidean connections for the extra coordinates thus read (after we gauge away
the χ dependence)
A±θ = i(2W0 −W−2 −W2), Aψ = −2W0 +W−2 +W2. (4.164)
The fact that we have one complex and one real connection in the extra coordinate is crucial if
we want to absorb the complex chemical potentials ξ and η. Let us now assume that the chemical
potentials ξ and η are given such that the holonomy in the coordinate τ is trivial and that the
period of τ is 2pi (or in other words, the manifold is identified by τ ∼ τ +2pi as well as φ ∼ φ+2pi).
We can now perform a coordinate transformation of the form
τ ′ =
ατ
2pi
τ, ν′ = ν +
αν
2pi
τ,
ψ′ = ψ +
αψ
2pi
τ, φ′ = φ+
αφ
2pi
τ. (4.165)
This will transform Aτ and it is clear that the coefficients αi, just as in the Lorentzian case, can
be chosen such that we absorb the chemical potentials ξ and η. The identification on the manifold,
which originally read τ ∼ τ +α, now changes to (φ′, τ ′, ν′, ψ′) ∼ (φ′+αφ, τ ′+ατ , ν′+αν , ψ′+αψ).
We see that just as in the gravity case, the chemical potentials can be absorbed also in Euclidean
signature but at the price of changing the identification of the coordinates.
Just like in the BTZ black hole case, the smoothness conditions can also be seen to follow di-
rectly from the identification of points procedure. We can use the Euclidean version of (4.127),
which reads
G = e−(ψ−iν)W¯ e−(−iτ+φ)T2e−2χT1e(−iτ−φ)T2e−(ψ+iν)W¯ . (4.166)
The periodicity here of the coordinates τ and ν would automatically result in the smoothness
conditions obtained via the Chern-Simons formulation. The simplicity of this argument, of which
the details are left as an exercise for the reader, is another indicition that using the interpretation
of the higher spin black holes as an identification of points of the group manifold SL(3,R) or
SL(3,C) can be very useful.
Solution space
From the condition that the entropy of a higher spin black hole is real, the inequality (4.106)
on W± and L± can be obtained which in particular implies that L± ≥ 0. Interestingly, in the
black hole case, this inequality is always satisfied, showing that these solutions really correspond to
(the Lorentzian version of) the higher spin black hole solutions constructed in previous literature.
Moreover, if we define
R± ≡
27W2±
4L3±
=
256σ2±(9− 64σ2±)2
27(1 + 64σ2±)3
, (4.167)
it can be seen that every R± with 0 ≤ R± ≤ 1 are obtained for − 18 ≤ σ± ≤ 18 (which we will call
region A), and all these solutions can be brought to the form (4.141) using the gauge transforma-
tion discussed in Section 4.4.2. From this it is then clear from (4.152) and (4.153) that we can
obtain any values of L± and W± which satisfy these inequalities, and thus all possible higher spin
black holes can be constructed using this technique. However, there are two more regions where
we can obtain all possible values of R±, namely 18 ≤ |σ±| ≤ 38 (region B) and |σ±| ≥ 38 (region C),
see Figure 4.2. These regions are also gauge equivalent to the higher spin black hole solutions and
corresponds to different permutations of the eigenvalues of A±φ . This is made more precise in Ap-
pendix B.3. Thus the identifications of points will cover all higher spin black holes three times over.
In the construction of the conical defects, we have instead
R± ≡
27W2±
4L3±
=
256σ2±(9 + 64σ
2
±)
2
27(−1 + 64σ2±)3
. (4.168)
It can now be shown that even though we can obtain solutions which satisfy L± ≥ 0, they will
violate the inequality (4.106) and thus do not correspond to higher spin black hole solutions. In
153
−1 −3
8
−1
8
0 1
8
3
8
1
σ±
0
1
A BB CC
R±
Figure 4.2: Plot of R± for the black hole case as a function of σ±, as given by (4.167). All values
of R± with 0 ≤ R± ≤ 1 and with both positive and negative σ± can be obtained in each of the
regions A, B and C thus covering all higher spin black holes three times (not six times since we
assume that α± τ ≥ 0). For large |σ±|, R± approaches one.
154
−
√
3
8
0 √3
8
σ±
6
0
1
6
R±
Figure 4.3: Plot of R± as a function of σ± in the conical singularity case, as given by (4.168).
Note in particular that all possible values of R± ≤ 0 can be obtained when L± ≤ 0 (in the range
−√3/8 ≤ σ± ≤
√
3/8), and for L± ≥ 0 we can obtain all values of R± larger than one. Thus
these solutions cover exactly the solution space of L± and W± that is not covered by the higher
spin black hole solutions (except for solutions where the + quantities satisfy the inequality (4.106)
while the − quantities violate it, or vice versa).
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fact, it can be shown that the conical defect solutions cover the ranges of L± and W± that are not
covered by the higher spin black hole solutions2; any sign of L± with any negative value of R±, as
well as positive L± together with R± > 1. This is illustrated in Figure 4.3. Note also that in the
conical singularity case we have two complex eigenvalues and one real, thus we do not have the
same ambiguity when determining the matrix parameters in terms of the eigenvalues as we had in
the black hole case with three real eigenvalues and therefore each identification of points gives a
unique solution.
Global structure of the higher spin black hole
One of the more interesting applications of these techniques is that one can immediately obtain
the global structure of the solution, in particular go behind the horizon in the black hole case.
This is quite difficult to do in the Chern-Simons formulation where the focus is on the asymptotic
properties of the connections. In [117] a prescription for constructing Kruskal coordinates for the
higher spin black holes in the Chern-Simons formulation was proposed. However, their method
has a few drawbacks, for instance it relies on imposing regularity in Euclidean signature and then
analytically continue to Lorentzian signature. In the method of identification of points, the global
structure immediately follows from the global structure inherited from the SL(3,R) manifold. In
particular, instead of using the parametrization (4.117) for the submanifold of SL(3,R), we can
instead use one that naturally extends the paramtrization (4.84) for the eternal BTZ black hole,
namely one of the form
G = e−(θ+ψ)Wˆ e−φT2e−2(λ1T1+λ0T0)e−φT2e(θ−ψ)Wˆ , (4.169)
Such a parametrization then naturally generalizes the eternal BTZ black hole to the higher spin
case and we have obtained a very natural definition of the global structure of the higher spin black
hole, including the region inside the horizon and the two asymptotic boundaries. We will leave a
more detailed investigation of these ideas to future research.
4.4.3 Summary
In this section we have considered higher spin gravity in three dimensions, described as a Chern-
Simons theory with gauge group SL(N,R). We have proposed a new geometric method to define
higher spin black holes where the solutions are constructed by identifying points in a subman-
ifold of SL(3,R) that naturally extends AdS3. Applying this procedure to the SL(3,R) case,
we reproduced the higher spin black holes found in the literature and found solutions that are
interpreted as higher spin conical singularities. The solutions can be classified according to the
structure of the eigenvalues of the generators used to do the identification, just like one classifies
conical singularity and black holes in three-dimensional gravity. The inequality (4.106), which is
satisfied for the higher spin black holes and was originally proven by requiring that the entropy
(computed in the Euclidean formulation) is real, now follows naturally only from properties of the
eigenvalues of the generators. We also showed that the chemical potentials, which are necessary in
Euclidean signature to make the holonomy in Euclidean time trivial, can be absorbed completely
in reparametrizations of the coordinates in the extended manifold generalizing a similar procedure
for the BTZ black hole.
2Except the solutions where for instance the + quantities satisfy (4.106) while the − quantities do not, or vice
versa.
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4.5 Conclusions and outlook
In this chapter we have reviewed three-dimensional gravity in the Chern-Simons formulation and
we gave an explicit connection between the Chern-Simons formulation and the formulation of AdS3
as the group manifold SL(2,R). We then showed how (spinning) black holes and pointlike particles
can be constructed by identifying points in AdS3, and showed that the black holes and pointlike
particles belong to different classes of isometries which can be characterized by the eigenvalues of
their generators. We then showed that these ideas can be extended to gravity coupled to a U(1)
Chern-Simons field and outlined some ideas on how it can also be extended to gravity coupled
to higher spin fields provided that we extend our base manifold on which we carry out the iden-
tification procedure. We obtained agreement with previous literature on higher spin black holes
as constructed in the Chern-Simons formulation in Euclidean signature and showed, among other
things, that an inequality arising from requiring that the black hole entropy is real now arises
naturally from the identification method. However, more work certainly needs to be done to un-
derstand the global structure of these manifolds.
The investigation in this chapter is only the beginning of understanding this “higher spin geome-
try” and how it can be used to describe solutions of higher spin gravity. In particular, studying the
geometry of the extended manifold is a particularly interesting direction for future research. As we
have alluded to already, these methods provide a very natural tool to study global properties of so-
lutions to higher spin gravity which is not trivial to do in the Chern-Simons formulation. Moreover,
one can try to understand the causal structure of the extended manifold and then perhaps it would
be possible to define a generalization of an event horizon which would be another way to charac-
terize a higher spin black hole. Whether or not there is a generalization of the Bekenstein-Hawking
formula for computing the entropy as the area of some horizon is also an intriguing problem.
We also saw in this chapter that these methods provide a natural way to construct collisions
of particles that are charged under a U(1) Chern-Simons field. It would be interesting to see if
this can be generalized to the higher spin case. This is expected to be much more complicated
and would most likely involve extending the extended manifold even further to include the whole
SL(3,R) manifold.
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Chapter 5
Conclusions
In this thesis we have investigated some aspects of the AdS/CFT duality, with particular focus on
time-dependent effects and thermalization processes in quantum field theories. According to the
AdS/CFT correspondence, these processes can be modelled by time-dependent solutions of gravity
and formation of black holes in anti-de Sitter space. Such solutions can be obtained in different
ways, and we have used both numerical and analytical methods to find new solutions of Einstein’s
equations with negative cosmological constant corresponding to the dynamical formation of a black
hole.
In Chapter 2 we studied time-dependent processes in confining holographic models. These are
holographic theories dual to confining quantum field theories, and can have applications to dy-
namics in QCD (which is a confining theory). We studied in detail two holographic models, the
hard wall model and the AdS Soliton. We found that there are dynamical solutions that never
equilibrate (never result in black hole formation) and that observables in the dual field theory then
undergo eternal oscillations in time. Moreover, in both models we found that there are sometimes
long-time amplitude modulations of the oscillating field theory observables (although resulting
from different mechanisms in the two models). It is interesting that such a simple model as the
hard wall model can reproduce many qualitative features of top-down models such as the AdS
Soliton and one may ask what features are universal for all confining models. We conclude that
confining holographic models can result in interesting predictions of dynamical behaviour of field
theory quantities, and it would be interesting to understand how to explain this behaviour from
a field theory point of view and if similar behaviour can be seen in experiments. We hope that
future studies of dynamics in confining holographic models can shed some more light on these issues.
In Chapter 3 we studied black hole formation from a very different mechanism, namely that
of collisions of pointlike particles in three-dimensional gravity. We showed how to construct so-
lutions with an arbitrary number of pointlike particles colliding to form a single object (either
a new particle or a black hole). We also showed that we can take the limit of an infinite num-
ber of particles which resulted in solutions with a thin shell of matter collapsing to form a black
hole (or a conical singularity). In particular, the lightlike thin shell solutions (resulting from a
limit of colliding massless particles) are very relevant for the AdS/CFT correspondence since they
correspond to the time-dependent setup where a field theory is perturbed by an inhomogeneous
injection of energy and opens up possibilities for very non-trivial tests of the AdS/CFT corre-
spondence in time-dependent situations. The same constructions work for massive particles and
timelike shells, although in this case the interpretation using the AdS/CFT corresondence is less
clear. We conclude that these cutting-and-gluing techniques that we have used, where solutions
of three-dimensional gravity are constructed by excising regions in AdS3 and identifying the sides
of these regions, can be very useful for contructing solutions of gravity relevant for the AdS/CFT
correspondence (and in particular for time-dependent situations) and we hope to expand on these
methods in future work.
In Chapter 4 we explored new methods for constructing solutions (black holes and conical sin-
gularities) in three-dimensional higher spin gravity, an extension of gravity including higher spin
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fields. Focusing on the case of gravity coupled to a spin-3 field, we showed that we can construct
solutions by identifying points under an isometry in the group manifold SL(3,R). We showed that
some of these solutions can be mapped to so-called higher spin black holes, which are black holes
with a higher spin charge that have been studied previously in the literature. We also identified so-
lutions which can be interpreted as conical singularities with higher spin charge. These techniques
naturally generalize the analogous methods used in three-dimensional gravity to construct stan-
dard black holes and conical singularities. We also commented on collisions of particles charged
under a U(1) Chern-Simons field, and we believe that the techniques explored in this chapter
can be used to study collisions of higher spin particles and formation of higher spin black holes
(and perhaps other non-trivial time-dependent solutions in higher spin gravity). We leave this
interesting question for future research. We have only scratched the surface of these new methods
of constructing higher spin black holes and higher spin conical defects and we hope that we can
explore these techniques further in future research projects, in particular using these technniques
to better understand the global structure of higher spin black holes which is typically difficult in
the Chern-Simons formulation. Generalizing the results to gravity coupled to fields with arbitrary
high spin as well as to other topological theories in three dimensions is also an interesting future
direction.
In conclusion, holographic methods can be very useful for studying time-dependent effects in
strongly coupled field theories and even though many situations require numerical methods, ana-
lytical tools can still be used to find new non-trivial solutions in gravity that can be relevant for
the AdS/CFT correspondence. The techniques explored in this thesis can be used to study many
different time-dependent setups and we hope that they can in the future provide new non-trivial
tests of the AdS/CFT correspondence and hopefully even say something about phenomena in real
world systems.
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Appendix A
Computations related to Chapter
3
A.1 Shape of boosted wedges
In this appendix we derive equations (3.14) and (3.15), from equations (3.10). The last three
equations in (3.10) are
sin t˜ cosh χ˜ = coshχ sin t cosh ζ − sinhχ sinh ζ cos(φ− ψ), (A.1)
sinh χ˜ cos φ˜ = − coshχ sinh ζ sin t cosψ+sinhχ(− sinψ sin(φ−ψ)+cosh ζ cosψ cos(φ−ψ)), (A.2)
sinh χ˜ sin φ˜ = − coshχ sinh ζ sin t sinψ + sinhχ(cosψ sin(φ− ψ) + cosh ζ sinψ cos(φ− ψ)). (A.3)
We would like to take linear combinations of the two last equations and make them proportional
to the first one, thus we write sinA(A.2)+cosA(A.3)≡ K(A.1) for some parameters A and K to
be determined. Evaluating this we obtain
sinh χ˜ sin(φ˜+A) =− coshχ sin t sinh ζ sin(ψ +A) + sinhχ cos(ψ +A) sin(φ− ψ)+
+ sinhχ cosh ζ sin(ψ +A) cos(φ− ψ)
≡K (coshχ sin t cosh ζ − sinhχ sinh ζ cos(φ− ψ))
=K sin t˜ cosh χ˜ (A.4)
By comparing the coefficients of coshχ sin t and sinhχ we thus obtain the equation
cos(φ− ψ) tanh ζ = sinh−1 ζ cot(ψ +A) sin(φ− ψ) + coth ζ cos(φ− ψ)
⇒ tan(ψ +A) = tan(ψ − φ) cosh ζ, (A.5)
and K is then given as
K = − tanh ζ sin(ψ +A). (A.6)
Now we let φ = φ± = ψ ± (1± p)ν and Γ± ≡ −ψ −A, which gives
K = tanh ζ sin Γ±, (A.7)
and
tan Γ± = − cosh ζ tan(ψ − φ±) = ± cosh ζ tan((1± p)ν), (A.8)
which is equation (3.15). Equation (A.4) then reduces exactly to (3.14).
A.2 Equations relating to collisions of massless particles
A.2.1 Derivation of equation (3.69)
In this section we will outline how to derive equation (3.69), which is a consistency condition
imposed on the parameters of the wedges such that the geometry after the collision (of massless
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particles) is consistent. The massive case is dealt with in Appendix A.3.1. The goal is to find a
constraint that will make sure that the intersection Ii−1,i is mapped to Ii,i+1 via the holonomy hi
of particle i. Recall that Ii,i+1 is the intersection between the surface w
i
+ and w
i+1
− , and is a radial
geodesic at angle φi,i+1. We will assume that φi−1,i and φi,i+1 are known, and then determine pi
in terms of these angles. The holonomy hi is given by
hi = 1 + Ei(γ0 − cosψiγ1 − sinψiγ2). (A.9)
We parametrize the intersection Ii−1,i between wi− and w
i−1
+ as
Ii−1,i = cosh χ˜ sin t˜γ0 + sinh χ˜ cosφi−1,iγ1 + sinh χ˜ sinφi−1,iγ2 + cosh χ˜ cos t˜, (A.10)
and the intersection Ii,i+1 between w
i
+ and w
i+1
− as
Ii,i+1 = coshχ sin tγ0 + sinhχ cosφi,i+1γ1 + sinhχ sinφi,i+1γ2 + coshχ cos t. (A.11)
Computing h−1i Ii,i+1hi = Ii−1,i gives us the equations
sin t˜ cosh χ˜ =2E2i sin t coshχ+ 2E
2
i cos(φi,i+1 − ψi) sinhχ
− 2Ei sin(φi,i+1 − ψi) sinhχ+ sin t coshχ, (A.12a)
coshφi−1,i sinh χ˜ =− 2E2i sinψi sin(φi,i+1 − ψi) sinhχ− 2E2i sin t cosψi coshχ
− 2E2i cosφi,i+1 sinhχ+ 2Ei sinφi,i+1 sinhχ
+ 2Ei sinψi sin t coshχ+ cosφi,i+1 sinhχ, (A.12b)
sinφi−1,i sinh χ˜ =− 2E2i sinψi sin t coshχ− 2E2i sinψi cos(φi,i+1 − ψi) sinhχ
− 2Ei sin t cosψi coshχ− 2Ei cosφi,i+1 sinhχ+ sinφi,i+1 sinhχ, (A.12c)
cos t coshχ = cos t˜ cosh χ˜. (A.12d)
The above equations correspond to equating the coefficients of γ0, γ1, γ2 and 1, respectively. We
also have the following equations that must be satisfied
tanh χ˜ sin(−φi−1,i + Γi− + ψi) =− sin Γi− sin t˜, (A.13a)
tanhχ sin(−φi,i+1 + Γi+ + ψi) =− sin Γi+ sin t, (A.13b)
where
tan Γi± = ±(1± pi)Ei. (A.14)
The goal is now to find pi such that all these equations are satisfied. First, we can eliminate t˜ and
t in terms of χ˜ and χ, respectively, which only leaves us the coordinates χ and χ˜. Then we must
specify pi, such that, for every χ
1, we can find a χ˜ such that (A.12a)-(A.12d) are satisfied. Now
we use (A.13a) and (A.13b) to eliminate coshχ sin t in (A.12c), to obtain
sinh χ˜ =
−(Eipi cosφi,i+1 − Eipi cos(φi,i+1 − 2ψi)− pi sinφi,i+1 + sin(φi,i+1 − 2ψi)) sinhχ
(pi + 1) sinφi−1,i
.
(A.15)
Now it is convenient to substitute this into the linear combination (A.12b)−Ei(A.12c), from which
we can then solve for pi as
pi =
sin(φi,i+1 + φi−1,i − 2ψi)
−Ei cos(φi,i+1 − φi−1,i) + Ei cos(φi,i+1 + φi−1,i − 2ψi) + sin(φi,i+1 − φi−1,i) , (A.16)
which is equivalent to (3.120). To obtain this result we only used equations (A.12b) and (A.12c).
It is now possible to explicitly check that equation (A.12a) is satisfied, although the computations
are quite tedious. We then know that equation (A.12d) must be satisfied, because the equations
are not independent (or to be more precise, equations (A.12a)-(A.12c) imply via the embedding
equation (or condition of unit determinant) that cos t coshχ = ± cos t˜ cosh χ˜, and the condition to
have the plus sign just tells us in what range we have to pick t˜).
1That is, χ is a free variable, but there might be certain bounds for χ.
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A.2.2 Some more derivations
In this section we derive equations (3.86), (3.88), (3.90), (3.102), (3.104) and (3.106). Starting
with
φˆ′(φ) =
cos2 Tˆ (1 + tan2 Φ)
cosh Zˆ(1 + P tan Φ)2
(
− 2ρ+ P ′ + 1 + P 2
)
, (A.17)
which is easily obtained from (3.83) and (3.87), we first use equation (3.80a) to write this as
φˆ′(φ) =
cos2 Tˆ (1 + tan2 Φ)
cosh Zˆ(1 + P tan Φ)2
(1− cot ΦP ), (A.18)
From equation (3.84) we have
1
cosh2 Zˆ
= 1− tanh2 Zˆ = 1− P
2
(P cos Φ− sin Φ)2 , (A.19)
and we then obtain from (3.85) that
1
cos2 Tˆ
= 1 + tan2 Tˆ =1 +
(P − tan Φ)2
(1 + P tan Φ)2
1
cosh2 Zˆ
=1 +
−P 2 + (P cos Φ− sin Φ)2
(cos Φ + P sin Φ)2
=
1
(cos Φ + P sin Φ)2
. (A.20)
From this we immediately obtain
φˆ(φ) =
1− cot ΦP
cosh Zˆ
. (A.21)
We would now like to derive the second equality in equation (3.90). Since tanh Zˆ = PP cos Φ−sin Φ ,
we have sinh Zˆ cosh Zˆ = P (P cos Φ−sin Φ)−P 2+(P cos Φ−sin Φ)2 and cosh
2 Zˆ = (P cos Φ−sin Φ)
2
−P 2+(P cos Φ−sin Φ)2 , and we obtain
that
1
cosh Zˆ + sinh Zˆ cos Tˆ
= cosh Zˆ
−P 2 + (P cos Φ− sin Φ)2
(P cos Φ− sin Φ)2 + P (P cos Φ− sin Φ)(cos Φ + P sin Φ)
=
cosh Zˆ
1− P cot Φ . (A.22)
which proves (3.90), and where we also used cosQ = cos Φ + P sin Φ since it can be seen that
cos Φ + P sin Φ > 0.
For the black hole case, the situation is very similar. We then start with
yˆ(φ) = yˆ0 −
∫ φ
0
cosh2X(1 + tan2 Φ)
sinhZ(1 + P tan Φ)2
(
− θ + P ′ + 1 + P 2
)
dφ′, (A.23)
which is easily obtained from (3.83) and (3.103). This can now be simplified to
yˆ′(φ) = − cosh
2 Xˆ(1 + tan2 Φ)
sinh Zˆ(1 + P tan Φ)2
(1− cot ΦP ), (A.24)
by again using (3.80a). From equation (3.100) we have
1
sinh2 Zˆ
= coth2 Zˆ − 1 = P
2
(P cos Φ− sin Φ)2 − 1 (A.25)
162
and we then obtain from (3.101) that
1
cosh2 Xˆ
= 1− tanh2 Xˆ =1− (P − tan Φ)
2
(1 + P tan Φ)2
1
sinh2 Zˆ
=1− P
2 − (P cos Φ− sin Φ)2
(cos Φ + P sin Φ)2
=
1
(cos Φ + P sin Φ)2
. (A.26)
Equation (A.24) then becomes
yˆ′(φ) =
cot ΦP − 1
sinh Zˆ
. (A.27)
We now want to derive expression (3.106). Since coth Zˆ = PP cos Φ−sin Φ , we have sinh Zˆ cosh Zˆ =
P (P cos Φ−sin Φ)
P 2−(P cos Φ−sin Φ)2 and sinh
2 Zˆ = (P cos Φ−sin Φ)
2
P 2−(P cos Φ−sin Φ)2 , and we obtain that
1
cosh Xˆ cosh Zˆ + sinh Zˆ
= sinh Zˆ
P 2 − (P cos Φ− sin Φ)2
P (P cos Φ− sin Φ)(cos Φ + P sin Φ) + (P cos Φ− sin Φ)2
=
sinh Zˆ
P cot Φ− 1 , (A.28)
which proves (3.106), and where we have used that cosh Xˆ = P cos Φ + sin Φ since it can be seen
that P cos Φ + sin Φ > 0.
For an explanation of the inequalities P cos Φ+sin Φ > 0 and cos Φ+P sin Φ > 0, see the derivation
for the analogous inequalities for the massive case in Appendix A.3.2.
A.2.3 The stress-energy tensor for the shell
Let us for concreteness assume that a black hole has formed. The formation of a conical singularity
works similarly. We start by proving the following identity
G′
G
= P. (A.29)
From (3.111) and (3.100) it is possible to derive that
G =
√
M | sin Φ|√
P 2 sin2 Φ + 2P cos Φ sin Φ− sin2 Φ
. (A.30)
We now have
G′
G
=
P cos Φ(sin Φ)′ − PP ′ sin2 Φ− P ′ cos Φ sin Φ− P (cos Φ)′ sin Φ
P 2 sin2 Φ + 2P cos Φ sin Φ− sin2 Φ (A.31)
After using (sin Φ)′ cos Φ−(cos Φ)′ sin Φ = cos2 Φ(tan Φ)′, we can use equations (3.80a) and (3.80b)
to eliminate the derivatives, and this then reduces precisely to (A.29).
Now it is easy to prove (3.213). Using (A.30), (A.29), (G′/G)′ = G′′/G − (G′)2/G2 and the
differential equation (3.80a) we obtain from (3.202) that
16piGT rr =
1
r
[
1 +
M
G2
+ 2
(
G′
G
)′
+
(G′)2
G2
]
δ(v)
=
1
r
[
1 + P 2 + 2P cot Φ− 1 + 2P ′ + P 2] δ(v)
=
1
r
[
1 + P 2 + 2P cot Φ− 1 + 2(−P cot Φ + 2ρ− P 2) + P 2]
=
4ρ
r
. (A.32)
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A.3 Equations relating to collisions of massive particles
A.3.1 Derivation of equation (3.120)
In this section we will outline how to derive equation (3.120), which is a consistency condition
imposed on the parameters of the wedges such that the geometry after the collision is consistent.
The derivation here is for the massive particles, and is very similar to that of massless particles
done in Appendix A.2.1. The goal is to find a constraint that will make sure that the intersection
Ii−1,i is mapped to Ii,i+1 via the holonomy of particle i. Recall that Ii,i+1 is the intersection
between the surface wi+ and w
i+1
− , and is a radial geodesic at angle φi,i+1. We will assume that
φi−1,i and φi,i+1 are known, and then find a constraint on the value of pi in terms of these angles.
The holonomy of particle i is given by
hi = cos νi + sin νi cosh ζiγ0 − sin νi sinh ζi cosψiγ1 − sin νi sinh ζi sinψiγ2. (A.33)
Ii−1,i will be parametrized as
Ii−1,i = cosh χ˜ cos t˜+ cosh χ˜ sin t˜γ0 + sinh χ˜ cosφi−1,iγ1 + sinh χ˜ sinφi−1,iγ2, (A.34)
and Ii,i+1 as
Ii,i+1 = coshχ cos t+ coshχ sin tγ0 + sinhχ cosφi,i+1γ1 + sinhχ sinφi,i+1γ2. (A.35)
Now computing h−1i Ii,i+1hi = Ii−1,i, and extracting the coefficients of 1 and γi, gives the equations
cos t˜ cosh χ˜ = cos t coshχ, (A.36a)
sin t˜ cosh χ˜ =2 sin2 νi cosh ζi sinh ζi cos(φi,i+1 − ψi) sinhχ
− 2 sin νi cos νi sinh ζi sin(φi,i+1 − ψi) sinhχ
+ 2 sin2 νi sin t sinh
2 ζ coshχ+ sin t coshχ, (A.36b)
cosφi−1,i sinh χ˜ =− 2 sin2 νi sinψi sinh2 ζi sin(φi,i+1 − ψi) sinhχ
− 2 sin2 νi cosψi cosh ζi sinh ζi sin t coshχ
− 2 sin2 νi cosφi,i+1 cosh2 ζi sinhχ
+ 2 sin νi cos νi cosh ζi sinφi,i+1 sinhχ
+ 2 sin νi cos νi sinψi sinh ζi sin t coshχ+ cosφi,i+1 sinhχ, (A.36c)
sinφi−1,i sinh χ˜ =− 2 sin2 νi sinψi sinh2 ζi cos(φi,i+1 − ψi) sinhχ
− 2 sin2 νi sinψi sinh ζi cosh ζi sin t coshχ
− 2 sin νi cos νi sinh ζi cosψi sin t coshχ
− 2 sin νi cos νi cosφi,i+1 sinhχ cosh ζi
− 2 sin2 νi sinφi,i+1 sinhχ+ sinφi,i+1 sinhχ. (A.36d)
Since the intersections Ii−1,i and Ii,i+1 are located on wi− and w
i
+ respectively, we also have the
equations
tanh χ˜ sin(−φi−1,i + Γi− + ψi) = − tanh ζi sin Γi− sin t˜,
tanhχ sin(−φi,i+1 + Γi+ + ψi) = − tanh ζi sin Γi+ sin t, (A.37a)
where
tan Γi± = ± tan((1± pi)νi) cosh ζi. (A.38)
Now we will find a value of pi such that the above equations are solved. This can be done by first
solving for sinh χ˜ in (A.36d), and then substituting that into (A.36c). By also using (A.37a) to
eliminate coshχ and cosh χ˜, we can solve for pi as
tan(piνi) =
sin(φi−1,i + φi,i+1 − 2ψi) sin νi
sin νi cosh ζi cos(φi−1,i + φi,i+1 − 2ψi) + cos νi sin(φi,i+1 − φi−1,i)− cosh ζi sin νi cos(φi,i+1 − φi−1,i) ,
(A.39)
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which is equivalent to (3.120). It can now be checked explicitly that also (A.36b) is satisfied, and
then we know from the embedding equation (3.1) that (A.36a) must be satisfied as well (to be
more precise, from (3.1) we obtain that (A.36a) is satisfied up to a sign, and this sign determines
in what interval we choose t˜).
A.3.2 Derivation of equations (3.135) and (3.161)
We will start by deriving the relation
cos Tˆ = cosh Xˆ = cos Φ cosT + sin Φ sinT coshZ, (A.40)
where it is implicit that Tˆ and Xˆ are only defined in the case of a formation of a conical singularity
or a black hole, respectively. This follows from (3.133) and (3.134), since we have
1
cos2 Tˆ
= 1 + tan2 Tˆ = 1 +
(tanT coshZ − tan Φ)2
(1 + tan Φ tanT coshZ)2
1
cosh2 Zˆ
(A.41)
= 1 +
(tanT coshZ cos Φ− sin Φ)2 − tan2 T sinh2 Z
(cos Φ + sin Φ tanT coshZ)2
(A.42)
=
1 + tan2 T
(cos Φ + sin Φ tanT coshZ)2
(A.43)
=
1
(cos Φ cosT + sin Φ sinT coshZ)2
. (A.44)
(A.45)
Thus we can conclude that
cos Tˆ = ±(cos Φ cosT + sin Φ sinT coshZ). (A.46)
A very similar computation shows that in the case of a formation of a black hole, we have
cosh Xˆ = ±(cos Φ cosT + sin Φ sinT coshZ). (A.47)
The difficult part when deriving this relation is to determine the sign, and we will argue that we
should always pick the plus sign although we will not be completely rigorous. First of all, in the
homogeneous case where Φ = T = Tˆ = Xˆ = 0, we must have cos Tˆ = cos Xˆ = 1. In the inho-
mogeneous case, we will only be interested in solutions that can be continuously deformed to the
homogeneous case, and it is thus reasonable to expect that we should always choose the plus sign.
To make this argument a bit more solid, we will now argue that sin Φ and sinT will always have
the same sign. This would mean that the right hand side of (A.40) is always (strictly) positive,
and when continuously deforming a homogeneous solution to a non-homogeneous one, the plus
sign must be kept. The only caveat that remains is then for solutions where Φ or T would be very
large such that cos Φ or cosT can change sign, but we have plenty of numerical evidence that Φ
or T are never that large.
To see that Φ and T always have the same sign, we will start by looking at the differential
equations (3.129) and (3.130). It is easy to see that we have T (φ0) = 0 if and only if Φ(φ0) = 0, at
some point φ0. Moreover, it can be shown that generically T
′ and Φ′ are non-zero at these points,
and that we can only have T ′(φ0) = 0 if and only if Φ′(φ0) = 0. This indicates that T and Φ flip
signs at the same points. Now consider solutions that are small deviations from a homogeneous
solution (so that we only keep terms linear in tan Φ and tanT ). It can be easily shown that these
satisfy tanT/ tan Φ = ρ > 0. Thus for perturbative solutions, tan Φ and tanT always have the
same sign, and together with the fact that for non-perturbative solutions tan Φ and tanT flip sign
at the same points, one can easily convince oneself that Φ and T always have the same sign.
A.3.3 Derivation of equations (3.139) and (3.165)
In this section we will prove the mapping between the angular coordinates across the shell, equa-
tions (3.139) and (3.165). These are computed as the sum of the opening angles of the static
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wedges. Thus in the conical singularity case, we have
φˆ = φˆ0 +
∑
0≤i<j
2νi,i+1 +O(1/N), (A.48)
when φˆ is inside wedge cstaticj,j+1, while in the black hole case
2
φˆ = φˆ0 +
∑
0≤i<j
2µi,i+1, (A.49)
when φˆ is inside wedge cstaticj,j+1. Let us define (see equation (3.132))
∆Γ ≡ lim
n→∞
1
dφ
[
tan Γi,i+1+ − tan Γi,i+1−
]
=
cos2 T (tanT coshZ)′ − 2 coshZρ+ cos2 T + sin2 T cosh2 Z)
(cosT cos Φ + sinT coshZ sin Φ)2
, (A.50)
where ′ is derivative with respect to φ. By equating equation (3.132) with either (3.138) or (3.164)
we obtain in the limit that
φˆ = φˆ0 +
∫ φ
0
∆Γdφ1 ×
{ cos2 Tˆ
cosh Zˆ
, Pointlike particle
− cosh2 Xˆ
sinh Zˆ
, Black hole
(A.51)
After using (3.130) to substitute T ′ we obtain
∆Γ =
(cosT − sinTsinhZZ ′)(cosT − coshZ sinT cot Φ)
(cosT cos Φ + sinT coshZ sin Φ)2 cosh Zˆ
(A.52)
Now using equations (A.40) we obtain
φˆ = φˆ0 +
∫ φ
0
(cosT − sinTsinhZZ ′)(cosT − coshZ sinT cot Φ)
cosh Zˆ
dφ, (A.53)
in the case of formation of a conical singularity, and
φˆ = φˆ0 −
∫ φ
0
(cosT − sinTsinhZZ ′)(cosT − coshZ sinT cot Φ)
sinh Zˆ
dφ, (A.54)
in the case of formation of a black hole. φˆ is still increasing despite the suspicious sign, since Zˆ < 0.
We can simplify this even further by using equations (3.134) and (3.160) to get rid of Zˆ. This will
result in the equations (3.139) and (3.165).
A.3.4 Derivation of the induced metric
In this appendix we will prove equations (3.147) and (3.178), namely the form of the induced
metric on the shell for the collision process of massive particles, and we will start with the conical
singularity case. We will focus on the inside patch, the outside is completely analogous. Let us
restate the problem: We want to compute the induced metric on a surface given by the equation
tanhχ = − tanhZ(φ) sin t, (A.55)
in the spacetime with metric
ds2 = − cosh2 χdt2 + dχ2 + sinh2 χdφ2. (A.56)
We will use the proper time τ and the angular coordinate φ to parametrize the geometry on this
surface. We will restate some useful relations involving the proper time which are also found in
Section 3.1.1. They are
sinhχ = − sinhZ sin τ, (A.57)
2To be able to do the conical singularity and the black hole case simultaneously, we use φˆ to also denote the
quantity that was called yˆ in Section 3.5.2
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coshχ =
cos τ
cos t
=
√
cos2 τ + sin2 τ cosh2 Z, (A.58)
tan t = coshZ tan τ. (A.59)
The induced metric is computed as
ds2 = γττdτ
2 + 2γτφdτdφ+ γφφdφ
2, (A.60)
where
γττ = − cosh2 χt˙2 + χ˙2
γτφ = − cosh2 χt˙t′ + χ˙χ′
γφφ = − cosh2 χ(t′)2 + (χ′)2 + sinh2 χ
(A.61)
Here · is derivative with respect to τ and ′ is derivative with respect to φ. From (A.57), (A.58)
and (A.59) we can derive that
χ˙ = − sinhZ cos t, (A.62)
t˙ =
coshZ
cosh2 χ
, (A.63)
χ′ = −coshZ sin τ
coshχ
Z ′, (A.64)
t′ =
sinhZ sin τ cos t
coshχ
Z ′. (A.65)
What we want to show is thus γττ = −1, γτφ = 0 and γφφ = sin2 τ(sinh2 Z+ (∂φZ)2). The outside
patch works analogously.
γττ : We already know that γττ = −1 must hold, since we know that τ is the proper time, but
for completeness we will prove this explicitly here anyway. By using the relations (A.58), (A.62)
and (A.63) we obtain
γττ = − cosh2 χt˙2 + χ˙2 = −cosh
2 Z
cosh2 χ
+ sinh2 Z cos2 t
=
1
cosh2 χ
− cosh2 Z + sinh2 Z cos2 τ︸ ︷︷ ︸
=− cosh2 Z sin2 τ−cos2 τ

= −1. (A.66)
γφφ: It is also straightforward to compute γφφ. We obtain by using (A.57), (A.58), (A.64) and
(A.65) that
γφφ = − cosh2 χ(t′)2 + (χ′)2 + sinh2 χ
= sin2 τ
(
− sinh2 Z cos2 t(Z ′)2 + cosh
2 Z(Z ′)2
cosh2 χ
)
+ sinh2 χ
=
sin2 τ
cosh2 χ
(− sinh2 Z cos2 τ + cosh2 Z) (Z ′)2 + sin2 τ sinh2 Z
= sin2 τ(sinh2 Z + (Z ′)2). (A.67)
γτφ: From (A.62)-(A.65) it directly follows that γτφ = 0.
Now let us consider the black hole case. We thus consider a metric on the form
ds2 = − sinh2 βdσ2 + dβ2 + cosh2 βdy2. (A.68)
In this spacetime our shell is specified by a function B(y) by the equation cothβ = cothB coshσ
and we want to compute the induced metric on this shell. We use y and the proper time τ as our
intrinsic coordinates on the shell. The induced metric is computed as
ds2 = γττdτ
2 + 2γτφdτdy + γφφdy
2. (A.69)
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where
γττ = − sinh2 βσ˙2 + β˙2,
γτφ = − sinh2 βσ˙σ′ + β˙β′,
γφφ = − sinh2 β(σ′)2 + (β′)2 + cosh2 β.
(A.70)
Now ′ means derivative with respect to y. The equation for the shell can be described in terms of
the proper time by
coshβ = − coshB sin τ, (A.71)
sinhβ =
cos τ
sinhσ
=
√
sin2 τ sinh2B − cos2 τ , (A.72)
cothσ = − sinhB tan τ. (A.73)
The derivatives are
β˙ = − coshB sinhσ, (A.74)
σ˙ =
sinhB
sinh2 β
, (A.75)
β′ = − sinhB sin τ
sinhχ
B′, (A.76)
σ′ =
coshB sin τ sinhσ
sinhβ
B′. (A.77)
The computations are very similar to the conical singularity case.
γττ : By using the relations (A.72), (A.74) and (A.75) we obtain
γττ = − sinh2 βσ˙2 + β˙2 = − sinh
2B
sinh2 β
+ cosh2B sinh2 σ
=
1
sinh2 β
− sinh2B + cosh2B cos2 τ︸ ︷︷ ︸
=− sinh2 B sin2 τ+cos2 τ

= −1. (A.78)
γyy: It is also straightforward to compute γφφ. We obtain by using (A.71), (A.72), (A.76) and
(A.77) that
γyy = − sinh2 β(σ′)2 + (β′)2 + cosh2 β
= sin2 τ
(
− cosh2B sinh2 σ(B′)2 + sinh
2B(B′)2
sinh2 β
)
+ cosh2 β
=
sin2 τ
sinh2 β
(− cosh2B cos2 τ + sinh2B) (B′)2 + sin2 τ cosh2B
= sin2 τ(cosh2B + (B′)2). (A.79)
γτy: From (A.74)-(A.77) it directly follows that γτy = 0.
A.3.5 Consistency condition on the induced metric
In this section we will prove equation (3.158). This equation states that the relation between R
and R¯ (or equivalently between Z and Z˜ in the conical singularity case, and between Z and B in
the black hole case) is consistent with how φ is related to φ¯ when crossing the shell, in the sense
that the induced metric are the same in both patches. The (dφ¯2 part of the) metric outside the
shell can be written as
γ¯φ¯φ¯dφ¯
2 = (R¯2 +
(∂φ¯R)
2
f¯(R¯)
)dφ¯2 =
(
R¯2
(
dφ¯
dφ
)2
+
(∂φR)
2
f¯(R¯)
)
dφ2 ≡ γ¯φφdφ2. (A.80)
168
From the inside of the shell the (dφ2 part of the) induced metric is γφφdφ
2 = (sinh2 Z+(∂φZ)
2)dφ2,
and thus what we want to show is that γ¯φφ = γφφ.
We will start by proving the useful relation (3.238), namely that√
f¯(R¯)
R¯
=
1
sinhZ
(coshZ cosT − cot Φ sinT ) . (A.81)
Note also that the above left hand side is equal to coth Z˜ in the conical singularity case, and equal
to tanhB in the black hole case. In the conical singularity case, it can be obtained by starting
with equations (3.143) and (3.144). By solving for coth Z˜ we immediately obtain
coth Z˜
cos Tˆ
=
coshZ cosh Zˆ − sinhZ sinh Zˆ cos Φ
sinhZ cosh Zˆ cos Φ− sinh Zˆ coshZ . (A.82)
Now we can use (3.136) and (3.137) to eliminate Zˆ, and then using (3.135) to eliminate cos Tˆ , the
result (A.81) follows. In the case of a formation of a black hole the same relation can be proved.
By comparing the embedding equations (3.3) and (3.167) at the point τ = −pi/2 we can obtain
sinhB = sinh Z˜ cos Φ˜ and coshB cosh Xˆ = cosh Z˜. Now By using (3.169) and (3.170) we obtain
tanhB
cosh Xˆ
= tanh Z˜ cos Φ˜ =
cosh Zˆ sinhZ cos Φ− sinh Zˆ coshZ
coshZ cosh Zˆ − sinhZ sinh Zˆ cos Φ . (A.83)
We then use (3.161), (3.162) and (3.163) to eliminate Zˆ and Xˆ, and then equation (A.81) follows.
The next step is to obtain an expression for ∂φR. This can be obtained by taking the deriva-
tive of (A.81) with respect to φ. This yields
∂φR¯√
f¯(R¯)
(
1− f¯(R¯)
R¯2
)
=∂φT
1
sinhZ
(coshZ sinT + cosT cot Φ) + ∂φΦ
sinT
sinhZ sin2 Φ
+ ∂φZ
1
sinh2 Z
(− cosT + coshZ sinT cot Φ). (A.84)
Now we can use (3.129) and (3.130) to eliminate ∂φΦ and ∂φT , and (A.81) to substitute f¯/R¯
2.
After simplifying the result, we end up with the simple expression
∂φR¯√
f¯(R¯)
= ∂φZ cosT + sinhZ sinT. (A.85)
Now, equations (3.139) and (3.145), or (3.165) and (3.174), both imply that
dφ¯
dφ
=
1
R¯
(sinhZ cosT − sinT∂φZ) . (A.86)
The remainder of the proof is now straightforward. Starting with γ¯φφ, we obtain
γ¯φφ = R¯
2
(
dφ¯
dφ
)2
+
(∂φR)
2
f¯(R¯)
= (sinhZ cosT − sinT∂φZ)2 + (∂φZ cosT + sinhZ sinT )2
= sinh2 Z + (∂φZ)
2
= γφφ. (A.87)
This completes the proof that the induced metric is the same from both sides of the shell.
A.3.6 The stress-energy tensor for the shell
In this appendix we will outline how to prove equation (3.239), namely we will evaluate the ττ
component of the stress-energy tensor of the shell in the case where the shell is obtained as a limit
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of pointlike particles. Just as in Appendix A.3.5 we put the black hole and conical singularity on
the same footing by using R¯(φ) to characterize the shell in the outside patch, but we will now use
Z(φ) inside the shell to simplify some of the expressions. We will use ′ to denote derivatives with
respect to φ.
The energy density is then given by
8piGSττ = − K¯φφ −Kφφ
sin2 τ(R2 + (R
′)2
f(R) )
, (A.88)
The extrinsic curvatures Kφφ and K¯φφ inside respectively outside the shell are defined by (3.229),
and can be computed using some symbolic manipulation software. The result is
Kφφ
sin τ
= − sinh
2 Z coshZ − sinhZZ ′′ + 2 coshZ(Z ′)2
(sinh2 Z + (Z ′)2)
1
2
, (A.89)
and
K¯φφ
sin τ
=−
[
(sinh2 Z + (Z ′)2)2
√
f¯
R¯
− (sinh2 Z + (Z ′)2) (R¯
′)2√
f¯ R¯
+ sinhZ coshZZ ′
R¯′√
f¯
(A.90)
− (sinh2 Z + (Z ′)2)
(
R¯′′√
f¯
− R¯√
f¯
3 (R¯
′)2
)
+ Z ′Z ′′
R¯′√
f¯
]
(A.91)
× 1
(sinh2 Z + (Z ′)2)
1
2 (sinh2 Z + (Z ′)2 − (R¯′)2
f¯
)
1
2
, (A.92)
The goal is to write this in terms of ρ, by using the differential equations (3.129) and (3.130) to
eliminate the derivatives. From (A.85) we obtain that
R¯′′√
f¯
− R¯√
f¯
3 (R¯
′)2 = Z ′′ cosT + Z ′ coshZ sinT + T ′(sinhZ cosT − Z ′ sinT ). (A.93)
T ′ can be eliminated using (3.130), which states that
T ′ = ρ− sinT cosT cot Φ− coshZ sin2 T − Z
′ sinT
sinhZ
(coshZ cosT − sinT cot Φ). (A.94)
Note also that
√
sinh2 Z + (Z ′)2 − (R¯′)2
f¯
= sinhZ cosT − Z ′ sinT (see equation (A.87)). By using
(A.81), (A.85), (A.93) and (A.94) and then simplifying the expression using for example Mathe-
matica, we end up with the remarkably simple result
8piGSττ sin τ = − ρ√
sinh2 Z + (Z ′)2
, (A.95)
which is the same as (3.239) after the substitution sinhZ = R.
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Appendix B
Computations related to Chapter
4
B.1 Classification of solutions for gravity
In this section we will classify all one-parameter subgroups of SL(2,R)×SL(2,R) up to conjuga-
tion. This will in particular allow us to determine to which family of isometries pointlike particles
and BTZ black holes belong. This was also done in [82] by instead looking at the SO(2, 2).
B.1.1 Relations between SO(2, 2) and SL(2,R)× SL(2,R)
We will first restate in more detail the relations between SO(2, 2) and SL(2,R) × SL(2,R). We
define the generators of SO(2, 2) as
Jµν = xν∂µ − xµ∂ν . (B.1)
The commutation relations are
[Jµν , Jρσ] = ηνρJσµ + ηµσJρν + ηµρJνσ + ηνσJµρ. (B.2)
The metric is ηµν = diag(−,−,+,+). For further convenience we label these indices as 3, 0, 1, 2
and i, j, k now runs over only 0, 1, 2. Now we define Pi = J3i, Li =
1
2
jk
i Jjk. Using 
k
ijkmn =
ηinηjm − ηimηjn gives
[Pi, Pj ] = 
k
ijLk, (B.3)
[Li, Pj ] = 
k
ijPk, (B.4)
[Li, Lj ] = 
k
ijLk, (B.5)
Jij = −kijLk. (B.6)
Now we decompose this algebra into two copies of sl(2,R) as Y ±i =
1
2 (Li±Pi). The commutation
relations are now
[Y +i , Y
−
j ] = 0, (B.7)
[Y ±i , Y
±
j ] = 
k
ijY
±
k . (B.8)
Now considering a general generator on the form ωµνJ
µν we would like to write it on the form
ωi+Y
+
i + ω
i
−Y
−
i . We have
ωµνJ
µν = −2ω3iP i + ωij(−ijkLk) = −2ω3i(Y i+ − Y i−) + ωij(−ijk(Y +k + Y −k )) (B.9)
which gives
ω±k = ∓2ω3k − ωijijk (B.10)
Computing the inner products of these vectors gives
ωk±ω
±
k = −4ω3kω3k − 2ωijωij ∓ 4ωijijk ω3k. (B.11)
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The Casimir invariants are extracted as
I1 ≡ωµνωµν = −1
4
(ωk+ω
+
k + ω
k
−ω
−
k )
=− 1
2
(Tr(ωk+Tkω
l
+Tl) + Tr(ω
k
−Tkω
l
−Tl)), (B.12)
I2 ≡1
2
µνρσωµνωρσ =
1
4
(−ωk+ω+k + ωk−ω−k )
=
1
2
(−Tr(ωk+Tkωl+Tl) + Tr(ωk−Tkωl−Tl)). (B.13)
where we have chosen a basis Ti such that the Y
±
i can be written in block diagonal form as
Y +i =
(
Ti 0
0 0
)
, Y −i =
(
0 0
0 Ti
)
. (B.14)
Note that we use the convention 3012 = 012 = 1.
B.1.2 One-parameter subgroups in SL(2,R)×SL(2,R)
We will now interested in classifying one-parameter subgroups g(t) ∈ SL(2,R) × SL(2,R) under
conjugation, namely under the transformation g(t) → kg(t)k−1. This is equivalent to classifying
Lie algebra elements e ∈ sl(2, R) under conjugation in SL(2,R). This can either be done by looking
at the eigenvalues of e, or by looking at the vectors ωi where e = ω
iTi. The eigenvalues of a real
2× 2 traceless matrix satisfies the requirement that if λ is an eigenvalue, then both −λ and λ∗ are
eigenvalues. Thus given two copies of sl(2, R) with two generators e±, we have the following cases:
1. The eigenvalues λ+, −λ+, λ− and −λ− are all real.
2. The eigenvalues λ+, −λ+, λ− and −λ− are all imaginary.
3. The eigenvalues λ+, −λ+ are imaginary, λ− and −λ− are real.
4. The eigenvalues λ+, −λ+ are real, λ− and −λ− are imaginary.
We also have to be careful with the special cases when some eigenvalues are equal to zero. Note
also that imaginary eigenvalues would correspond to a timelike vector ωi and real eigenvalues
correspond to a spacelike ωi. In the cases where the eigenvalues are non-zero, the matrix can be
diagonalized, however it will be useful to write the matrix in a non-diagonal basis. If the eigenvalues
of a matrix e± are real, we will perform a conjugation (Lorentz transformation) such that it is
proportional to T2, and if the eigenvalues are imaginary we perform a conjugation (in SL(2,C))
such that it is proportional to T0. The basis Ti is again given by
T0 =
(
0 − 12
1
2 0
)
, T1 =
(
1
2 0
0 − 12
)
, T2 =
(
0 12
1
2 0
)
. (B.15)
Note that it is always possible to move to this basis, and two matrices that are both proportional
to either T0 or T2 will be conjugate to each other in SL(2,R) only if they are the same matrix.
Thus this will cover all diagonalizable matrices in SL(2,R) with non-vanishing eigenvalues.
Case 1:
In this case the generators can thus be written as e± = λ±T2, and thus ω±i = (0, 0, λ±). We then
obtain
ω10 = −λ+ + λ−
4
≡ λ1, ω23 = λ+ − λ−
4
≡ λ2. (B.16)
This gives the killing vector J = 2λ1J01 + 2λ2J32, and the Casimir invariants
I1 = −1
4
(λ2+ + λ
2
−) = −2(λ21 + λ22), I2 =
1
4
(λ2− − λ2+) = 4λ1λ2. (B.17)
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By comparing with [82], we see that this is what they call type Ib and corresponds to a standard
BTZ black hole (note that to do the comparison, we first have to do the relabeling (3, 0, 1, 2) →
(0, 1, 2, 3)). The notation using λ1 and λ2 are used to reproduce [82]. By comparing with Section
4.1.4, we see that we can identify λ1 = τ/2 and λ2 = α/2 and thus
I1 = −2pi2M, I2 = −2pi2J. (B.18)
These solutions satisfy M > |J |. This does not include the extremal case where M = |J |, because
it can not be brought to the standard form (4.73) (metric formulation) or (4.80) (Chern-Simons
formulation) since the coordinate/gauge transformations break down.
Case 2:
Here we go to a frame where e± = λ±T0, and thus ω±i = (λ±, 0, 0). We obtain
ω30 =
λ− − λ+
4
≡ b1, ω12 = −λ+ + λ−
4
≡ b2. (B.19)
The killing vector is J = b1J30 + b2J12 and the Casimir invariants become
I1 =
1
4
(λ2+ + λ
2
−) = 2(b
2
1 + b
2
2), I2 =
1
4
(λ2+ − λ2−) = 4b1b2. (B.20)
This is type Ic in [82] and corresponds to a (spinning) pointlike particle. The notation using b1
and b2 are used to reproduce [82]. By comparing to the results in Section 4.1.4 we obtain b2 = α/2
and b1 = −τ/2 and again we have the relations I1 = −2pi2M , I2 = −2pi2J . These solutions
satisfy −M > |J | and also in this case the extremal solutions −M = |J | is not included since the
coordinate/gauge transformations in Section 4.1.4 break down.
Case 3:
We will now assume that λ+ is imaginary and λ− is real. In that case we write ω+i = (λ+, 0, 0)
and ω−i = (0, 0, λ−). We obtain
ω30 = −λ+
4
≡ b, ω12 = −λ+
4
≡ b, ω32 = λ−
4
≡ a, ω01 = λ−
4
≡ a. (B.21)
The killing vector is then J = 2b(J12 + J30)− 2a(J01 + J32), and the Casimir invariants are
I1 =
1
4
λ2+ −
1
4
λ2− = 4(b
2 − a2), I2 = 1
4
λ2+ +
1
4
λ2− = 4(b
2 + a2) (B.22)
This is type Ia in [82]. By assuming that the relation (B.18) also holds in this case, we see that
these solutions obey −J > |M | and thus correspond to unphysical solutions that should be dis-
carded.
Case 4:
Here we instead have ω+i = (0, 0, λ+) and ω
−
i = (λ−, 0, 0) and
ω30 =
λ−
4
≡ b, ω12 = −λ−
4
≡ −b, ω32 = −λ+
4
≡ −a, ω01 = λ+
4
≡ a. (B.23)
The Killing vector is then J = 2b(−J12 + J30)− 2a(J01 − J32), and the Casimir invariants are
I1 = −1
4
λ2+ +
1
4
λ2− = 4(b
2 − a2), I2 = −1
4
λ2+ −
1
4
λ2− = −4(a2 + b2) (B.24)
This is also of type Ia, but was not listed explicitly in [82] since they actually classify subgroups of
O(2, 2) for which both type Ia are equivalent. Again by assuming that the relation (B.18) holds,
this solution satisfies J > |M | and should be discarded.
Two vanishing eigenvalues:
Now we look at the case where either the eigenvalues of e+ or the eigenvalues of e− vanish (but not
both). In that case, the matrix will not be diagonalizible and instead be nilpotent of order two.
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The corresponding vector ω±i will be a null vector. In two dimensions there are two inequivalent
nilpotent matrices, which in an approprate basis can be chosen as
µ
2
(
1 1
−1 −1
)
, (B.25)
where µ = ±1. This is not the standard off-diagonal form that is usually used for nilpotent matrices,
but we will choose this basis such as to reproduce results in [82]. We will start by considering
when e+ is nilpotent and when e− has real eigenvalues, which is equivalent to ω+i = (µ, µ, 0) and
ω−i = (0, 0, λ). A straightforward calculation gives us
ω30 = −µ
4
, ω12 = −µ
4
, ω20 =
µ
4
, ω31 = −µ
4
, ω32 =
λ
4
, ω01 =
λ
4
, (B.26)
which essentially reproduces type IIa in [82]. The Casimir invariants are
I1 = −λ
2
4
, I2 =
λ2
4
. (B.27)
This corresponds to an extremal black hole with M = −J . The other possibility where ω−i =
(µ, µ, 0) and ω+i = (0, 0, λ) yields
ω30 =
µ
4
, ω12 = −µ
4
, ω20 =
µ
4
, ω31 =
µ
4
, ω32 = −λ
4
, ω01 =
λ
4
, (B.28)
with Casimir invariants
I1 = −λ
2
4
, I2 = −λ
2
4
. (B.29)
This corresponds to an extremal black hole with M = J which also belongs to type IIa.
Now we consider the case where we have imaginary eigenvalues instead of real ones, starting
with ω−i = (µ, µ, 0) and ω
+
i = (λ, 0, 0). We obtain
ω20 =
µ
4
, ω31 =
µ
4
, ω30 =
µ− λ
4
, ω12 = −λ+ µ
4
, (B.30)
with Casimir invariants
I1 =
λ2
4
, I2 =
λ2
4
, (B.31)
corresponding to a spinning pointlike particle with M = J . This is type IIb in [82]. Choosing
instead ω+i = (µ, µ, 0) and ω
−
i = (λ, 0, 0) results in
ω20 =
µ
4
, ω31 = −µ
4
, ω30 =
λ− µ
4
, ω12 = −λ+ µ
4
. (B.32)
The Casimir invariants are now
I1 =
λ2
4
, I2 = −λ
2
4
, (B.33)
corresponding to a spinning pointlike particle with M = −J . This is also type IIb in [82].
Four vanishing eigenvalues:
Having all eigenvalues vanish corresponds to both ω+i and ω
−
i being null vectors. We thus choose
ω−i = (µ−, µ−, 0) and ω
+
i = (µ+, µ+, 0) where only the signs of µ± are relevant. This yields
ω31 =
µ− − µ+
4
, ω30 =
µ− − µ+
4
, ω20 =
µ− + µ+
4
, ω21 =
µ− + µ+
4
. (B.34)
This gives four inequivalent classes corresponding to all possible signs of µ± and includes type III
in [82]. The Casimir invariants both vanish and these solutions include extremal black holes with
zero mass and massless pointlike particles.
Note that obtaining the metric for the extremal cases would require parametrizing AdS3 with
a different coordinate system than what was used for the non-extremal cases, and we will not
explore that further here.
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B.2 Classification of solutions for SL(3,R)×SL(3,R) higher
spin gravity
We will now classify what kind of different solutions can be obtained by the technique of identifying
points discussed in this section. This is done by classifying one-parameter subgroups of SL(3,R)×
SL(3,R) which works similarly to that of SL(2,R)×SL(2,R) discussed in Section B.1. A matrix
e ∈ sl(3,R) has three eigenvalues λi, that satisfy
∑
λi = 0 and if λ is an eigenvalue, so is λ
∗. One
possibility is that the eigenvalues are all real. If we instead assume that one of them, say λ1, is
not real, then we must have λ2 = λ
∗
1 and then λ3 = −2Re(λ1). The basis Ti, that generates the
(principally embedded) SL(2,R) subgroup of SL(3,R), takes the form
T0 =
1
2
 0 −√2 0√2 0 −√2
0
√
2 0
 , T1 =
 −1 0 00 0 0
0 0 1
 , T2 = 1
2
 0 √2√2 0 √2
0
√
2 0
 (B.35)
We will again use the matrices Wˆ and W¯ , given by
Wˆ = 2W0 +W2 +W−2 =
 43 0 40 − 83 0
4 0 43
 , (B.36)
W¯ = 2W0 −W2 −W−2 =
 43 0 −40 − 83 0−4 0 43
 . (B.37)
(B.38)
A traceless matrix with three real eigenvalues can then be brought to the form aT2 + b
3
8W¯ where
λ1 = a − b, λ2 = −a − b, λ3 = 2b. Similarly, a matrix with two complex eigenvalues and one real
eigenvalue can be brought to aT0 + b
3
8Wˆ where λ1 = −b − ai, λ2 = −b + ai, λ3 = 2b. Moreover,
since these expressions can cover any set of three eigenvalues by tuning the parameters a and b,
they will parametrize all possible diagonalizable matrices in sl(3,R) up to conjugation. For two
generators e± we thus have the following cases:
1. The eigenvalues λ±i , are all real.
2. The eigenvalues λ±1 and λ
±
2 are complex with λ
±
1 = λ
±∗
2 , λ
±
3 = −2Re(λ±1 ) is real.
3. The eigenvalues λ+1 and λ
+
2 are complex with λ
+
1 = λ
+∗
2 , λ
+
3 = −2Re(λ+1 ) and λ−i are all
real.
4. The eigenvalues λ−1 and λ
−
2 are complex with λ
−
1 = λ
−∗
2 , λ
−
3 = −2Re(λ−1 ) and λ+i are all
real.
Again we must take extra care when two eigenvalues take the same value, in which case the matrix
may not be diagonalizable. Recall that a higher spin black hole is a solution that satisfies the
inequality
W±2 ≤ 4
27
L±3. (B.39)
W± and L± are defined from equation (4.100), after applying a gauge transformation to bring
it to that gauge. They can be computed in terms of the generators e± by Tr(e2±) = 8L± and
Tr(e3±) = −24W±.
Case 1:
For this case we write e± = a±T2 + b± 38W¯ and thus this corresponds to the black hole solutions
constructed in 4.4.1. We also know from 4.4.1 that L± andW± must satisfy the inequality (B.39).
However, the inequality (B.39) also follows naturally from the property that the eigenvalues are
real and that the matrices are traceless. For a traceless matrix with eigenvalues λ1, λ2, λ3 it can
be shown that
(λ21 + λ
2
2 + λ
2
3)
3 − 6(λ31 + λ32 + λ33)2 ≥ 0, (B.40)
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Since Tr(e2±) = λ
2
1± + λ
2
2± + λ
2
3± = 8L± and Tr(e3±) = λ31± + λ32± + λ33± = −24W± we can
reformulate the inequality (B.40) in terms of W± and L± and the inequality (B.39) follows. Since
we also have L± ≥ 0 these solutions correspond to the higher spin black holes. The inequality
(B.40) can be shown by substituting λ3 = −λ1 − λ2 after which the expression (B.40) can be
simplified to
2(λ1 − λ2)2(λ1 + 2λ2)2(2λ1 + λ2)2 ≥ 0. (B.41)
Equality thus holds only when either λ1 = λ2, λ3 = λ1 or when λ3 = λ2. Note that such solutions
do not correspond to extremal black holes since these solutions can not be brought to the highest
weight gauge (4.100) since the gauge transformations break down. Note that setting for instance
λ3 = 0 will give us the standard BTZ black hole in three-dimensional gravity but embedded in the
higher spin theory.
Case 2:
In this case we can write e± = aT0 +b 38Wˆ , and would correspond to the pointlike particle solutions
constructed in 4.4.1. The eigenvalues will be λ∗3± = λ2± = a± + b±i and λ1± = −2a±. Now it can
be shown that
(λ21± + λ
2
2± + λ
2
3±)
3 − 6(λ31± + λ32± + λ33±)2 ≤ 0, (B.42)
as can be shown by substituting the eigenvalues λi± for a± and b±, for which the expression takes
the form
− 8b2±(9a2± + b2±)2 ≤ 0. (B.43)
Again by using Tr(e2±) = λ
2
1± + λ
2
2± + λ
2
3± = 8L± and Tr(e3±) = λ31± + λ32± + λ33± = −24W± we
see that all these solutions violate (B.39). Since 8L± = −6a2± + 2b2±, there is no restriction on the
sign of this quantity. Note that setting λ1± = 0 will give us the conical singularity solutions in
three-dimensional gravity but embedded in the higher spin theory.
Case 3 and 4:
These cases are the analogs of the unphysical BTZ black holes where |J | > |M |. They could for
instance have W+ and L+ satisfying the bounds (B.39) and L± ≤ 0, while W− and L− could
violate them, or vice versa.
Degenerate eigenvalues:
It is clear that if two eigenvalues are equal, all eigenvalues must be real. Let us assume that the
eigenvalues of e+ degenerate, such that λ
+
2 = λ
+
3 and λ
+
1 = −2λ+2 . In this case, the matrix can
not necessarily be diagonalized, but must also include a nilpotent matrix of either order 1 or 2.
Thus we will have e+ = d+N where N is a nilpotent matrix (of order 1 or 2) and d is a diagonal
matrix with two eigenvalues equal, while e− is diagonalizable. This will correspond to L+ and
W+ saturating the bound (B.39) and is identified with an “extremal” solution analogous to the
extremal BTZ black holes (or conical singularities) in three-dimensional gravity where |M | = |J |.
An analogous extremal solution of course exists where we swap + and − and where instead L− and
W− saturate the bound (B.39). If both inequalities are saturated, we obtain an extremal solution
which is analogous to the extremal BTZ black hole with zero mass.
Extremal higher spin black holes were constructed in [115] by looking directly at the gauge con-
nections and it was argued that extremal higher spin black holes correspond to gauge connections
that can not be diagonalized (and thus include a nilpotent part). In fact, it is easy to see that
a classification in terms of the gauge connection would be equivalent to the classification of the
generators of isometries that we have used here since they both in essence classify the holonomy
matrix along the angular coordinate. For an isometry ξ± along a coordinate λ we have
A±λ = g±(0)
−1ξ±g±(0). (B.44)
It is clear from this equation that A±λ and ξ± will be of the same Jordan normal form and thus
classifications based on A±λ or on ξ± will be equivalent.
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B.3 Comments on permutation of eigenvalues of Aφ
Here we will elaborate on the degeneracy in the higher spin black hole case, namely the fact that
the identification of points covers all higher spin black hole solutions three times. Thus let us
consider a matrix U with eigenvalues {λ1, λ2, λ3}, that we want to write on the form
U = κ
(
1
2
(L±1 − L∓1) + σ(2W0 −W−2 −W2)
)
, (B.45)
where we can assume that κ > 0. This is the form on which A±φ is written after the identification
of points has been carried out. By computing the eigenvalues of a matrix on this form we obtain
that {λ1, λ2, λ3} = {− 83σ + κ,− 83σ − κ, 163 σ} as an equivalence between two sets. There are thus
three ways to obtain σ, namely σ3 = 3λ3/8|λ1 − λ2|, σ2 = 3λ2/8|λ3 − λ1| or σ1 = 3λ1/8|λ2 − λ3|
and each choice will give a σ in one of the three regions A = {|σ| < 1/8}, B = {1/8 < |σ| <
3/8} or C = {3/8 < |σ|} shown in Figure 4.2. We will now show explicitly that these three
choices correspond to the three regions. Let us assume for instance that σ3 ∈ A, namely that
|λ3|/|λ1 − λ2| = |λ1 + λ2|/|λ1 − λ2| < 1/3, which is equivalent to the inequality
2λ21 + 2λ
2
2 + 5λ1λ2 < 0. (B.46)
We then want to first prove that σ2, σ1 /∈ A, namely that |λ1|/|λ3 − λ2| = |λ1|/|2λ2 + λ1| > 1/3
(the case where we swap λ1 and λ2 follows analogously). This inequality is equivalent to 9λ
2
1 >
4λ22 + 4λ1λ2 + λ
2
1 which follows from
2λ21 − λ22 − λ1λ2 > 2λ21 − λ22 − λ1λ2 + (2λ21 + 2λ22 + 5λ1λ2) = (2λ1 + λ2)2 > 0. (B.47)
Next we want to show that for instance if σ1 ∈ B, then σ2 ∈ C. This is equivalent to first assuming
that |λ1|/|2λ2 + λ1| < 1, which is equivalent to the inequality λ22 + λ1λ2 > 0, and then proving
that λ21 + λ1λ2 < 0. This is easily proven by assuming that either λ1 < 0, λ2 > 0 or λ2 < 0, λ1 > 0
(since we know that λ1λ2 < 0 from (B.46)).
We can also explicitly compute the gauge transformation that changes κ and σ but leaves the
eigenvalues invariant. For instance, to transform U given by (B.45) to a new matrix U ′ = bUb−1
with parameters κ′ and σ′ but with the same eigenvalues, we can for instance pick
b = ±17
16
T0 +
17
16
T1 +
3
4
W0 ± 15
32
(W1 −W−1)− 7
64
W2 +
23
64
W−2. (B.48)
These two transformations will move the parameter σ from one of the regions to another (depending
on the above signs), and the new parameters are given by κ′ = ∓4κσ−κ/2 and κ′σ′ = ±4κ/3−σκ/2
(there are two more possible b that will give a different sign of κ′ but we will not list them here).
B.4 Relations with previous conventions
In [105] and other previous work, a different convention for the W± and L± was used. Let us
denote these quantities in [105] by W˜± and L˜±. Then the relation to the quantities in this paper
are
L˜± = k
2pi
L±, W˜± = 2k
pi
W±, (B.49)
where k is the Chern-Simons level.
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