In epidemiological and medical studies, covariate misclassification may occur when the observed categorical variables are not perfect measurements for an unobserved categorical latent predictor. It is well known that covariate measurement error in Cox regression may lead to biased estimation. Misclassification in covariates will cause bias, and adjustment for misclassification will be challenging when the gold standard variables are not available. In general, statistical modeling for misclassification is very different from that of the measurement error. In this paper, we investigate an approximate induced hazard estimator and propose an expected estimating equation estimator via an expectation-maximization algorithm to accommodate covariate misclassification when multiple surrogate variables are available. Finite sample performance is examined via simulation studies. The proposed method and other methods are applied to a human immunodeficiency virus clinical trial in which a few behavior variables from questionnaires are used as surrogates for a latent behavior variable.
INTRODUCTION
Failure time data arise frequently in epidemiological and biomedical studies. A common approach to analyzing these data is based on Cox (1972) regression model for censored survival data that specifies a proportional covariate effect on the hazard function. Large sample theory for the parameter estimates has been well developed when data on covariates are completely and accurately measured; see Andersen and Gill (1982) and Fleming and Harrington (1991) . However, data may be measured with errors, and hence statistical methods are needed to adjust for measurement errors. For categorical variables, misclassification occurs when data are not correctly collected or observed. Under this situation, multiple categorical variables are often obtained to serve as surrogate variables for the true unobserved latent covariate.
Expected estimating equations via EM
353 moderate or small, but it is not consistent. In Section 4, we propose a consistent estimator based on EEEs. The estimator can be implemented by using an EM algorithm. The large sample distribution is developed. The results of some Monte Carlo simulations are presented in Section 5 to evaluate the finite sample performance. In Section 6, we apply the methods to the VAX004 study described above. We provide concluding remarks in Section 7. Technical proofs are provided in the Web Appendix of supplementary material available at Biostatistics online.
REGRESSION MODELS
Let (T i , δ i ), i = 1, . . . , n, be the observed times and failure indicators for the ith study subject, where T i is the minimum of the failure time T 0 i and the censoring time C i . Let X i be a latent covariate that is not observed. If X i takes m + 1 categorical values, let X i be the vector of m binary dummy variables for X i . We consider Cox (1972) hazard regression
where λ 0 (·) 0 is an unspecified baseline hazard function, Z i is a vector of the covariates that is always observed (e.g. demographic information), and β = (β 1 , β 2 ) are the regression coefficients to be estimated.
Covariates X (or X ) and Z may be time-dependent. Suppose there are k surrogate variables that are available for X i , denoted by W i = (W i1 , . . . , W ik ). We assume that censoring time is independent of failure time given (X i , Z i , W i ). We use notation L(X ) to denote the likelihood function for any random variable X , and L(X | Y ) for the conditional likelihood of X given any random variable Y . We assume that X i has a finite support on {0, 1, . . . , m} such that L( for some unknown parameters α 0,x and α 1,x , for x = 1, . . . , m. Assume that the k surrogate variables W i j are conditionally independent given
Some similar latent class models were considered in Bandeen-Roche and others (1997), Roeder and others (1999) , and Huang and Bandeen-Roche (2004) .
AIH METHOD
The hazards function (2.1) cannot be applied directly to the estimating procedure since X is not available in our problem here. An idea to address the misclassification in covariates problem is to derive or approximate the hazards function given the observed data; namely the induced hazards function. Let N i (t) = I [T i t, δ i = 1] be the counting process, τ be the time limit, and let L(·) denote a likelihood function. By a Taylor series expansion, under the assumptions that:
(ii) β 1 is small; and (iii) the disease is rare, the induced relative risk could be approximated by the following: where Y (t) = I [T t] is the at-risk process. This indicates that replacing a latent X by E(X | Z, W ) will lead to an approximation approach. This approach can be considered as an AIH estimator. In the covariate measurement error literature, the idea of the AIH estimator is similar to the regression calibration approach (Carroll and others, 2006, Chapter 5) . Because the approximation in the above equation involves a rare disease assumption, which may be violated, the AIH estimator may be biased. In our problem, by (2.3), it can be easily seen that
In the above calculation, a few nuisance parameters will need to be estimated from the observed data, which will be described later. The AIH estimator can be obtained by standard software for proportional hazards regression by simply using covariates
, the nuisance parameters can be estimated by the method of moments, or the EEE approach (Wang and others, 2008) . We now describe how to find a set of EEEs for solving the nuisance parameters. First, we note that if X i , i = 1, . . . , n are available, then the likelihood-based estimating equation for p j,r,x is
where the conditional expectation can be calculated by using (3.1). In addition, there are nuisance parameters involved in η x (Z) = η x (Z, α), given in (2.2). If X i are observed, then the likelihood-based estimating
Rather than the EEE approach for the parameters involved in the covariate distribution, we may consider the method of moments as well. For example, we consider a simple situation when X is binary and there are three binary surrogate variables W i1 , W i2 , and W i3 available for X . If the probability function of X does not depend on Z , then there are seven nuisance parameters associated with the distribution of W given Z; namely, p j,r,x , where j = 1, 2, 3, x = 0, 1, r = 0, and α 0,1 . Let α * 0 be L(X = 1) = H (α 0,1 ). The first moment of W i j will lead to three estimating equations
. Using conditional independence, the moment of W i j and W i j for j < j would lead to three estimating equations, and (2, 3) . Finally, by calculating E(W i1 W i2 W i3 ), we will have the total of seven estimating equations for the seven nuisance parameters. Under this specific situation with three binary surrogates for one binary latent variable, it can be shown that the aforementioned method of moments is the same as the EEE estimator for the seven parameters involved in the covariate distribution; α * 0 , and p j,r,x , for j = 1, 2, 3, x = 0, 1, and r = 0. Nevertheless, the method of moments in general may be slightly less efficient than the EEE estimator. In some applications, investigators may be interested in the distribution of X given W j , for the jth surrogate, which can be further calculated based on the estimated α values.
EEES VIA EM
In this section, we propose an EEE estimator via an EM algorithm (Dempster and others, 1977) for the misclassified covariate problem. The basic idea is to estimate the regression parameters, baseline cumulative hazard function, along with other nuisance parameters iteratively. The full or partial likelihood function given (X, Z) cannot be used since the true X is not observed. By the surrogacy condition (A6) in Appendix, the likelihood function for the observed data
If 0 (t) and the distribution of (W , Z) do not involve β, then similar to Wang and others (2008) , it can be shown that
If X i is observed, and if T 0 i and C i are conditionally independent given (X i , Z i ), then the full data estimating score can be shown to be
Therefore, the induced score for β given all the observed data can be written as
The conditional expectation in (4.2) can be carried out by the use of (2.2) and (2.3) for L(X, W | Z), and noting that
Therefore, if 0 , α x and p j,x,r were all known, then the estimation of the regression coefficients can be obtained by solving (4.2). By maximizing the likelihood function
the maximum likelihood estimator of 0 (t) can be written aŝ
This estimator can be considered as an extension of Breslow (1974) estimator. Again, the conditional expectation in (4.4) can be carried out by using (4.3). We will need to estimate the vector of parameters,
Denote these nuisance parameters by γ .
The estimation of γ may be obtained by calculating the resulting conditional score which involves 0 and β. Similarly, the EEE for
Likewise, the induced estimating score for α x , x = 0, 1, . . . , m − 1 can be shown to be
From the arguments given above, the EEE estimator can be described by the following.
be starting values for β, 0 , and γ , respectively.
by (4.4), but with the conditional expectation being evaluated at (β (k) ,
(ii) updateβ
by solving (4.2), but with the conditional expectation being evaluated at (β (k) ,
(iii) updateγ (k+1) by solving (4.5) and (4.6), but with the conditional expectation being evaluated at (β (k) ,
The iterative procedure stops if convergence is achieved. Let (β 0 , 00 , γ 0 ) denote the true values of (β, 0 , γ ). Also, write = (β , 0 , γ ) and 0 = (β 0 , 00 , γ 0 ) . Let p be the dimension of β, q be the dimension of γ . In Web Lemma 1 of supplementary material available at Biostatistics online, we present that all the parameters given above are identifiable, and hence there is only one set of parameters that can have the same values of the likelihood function. The existence, consistency, and asymptotic distribution of EEE estimator can be summarized as the following result. Despite that the following result may look technical, the inference of the EEE estimator can follow similar approaches for estimating equations.
PROPOSITION 1 Under Conditions (A1)-(A10) in Appendix, the EEE estimator of (β, 0 , γ ) exists and satisfies (4.2), (4.4)-(4.6). In addition, almost surely,
) converges weakly to a tight Gaussian process with mean zero and covariance process given in the Web Appendix of supplementary material available at Biostatistics online.
The technical proof of Proposition 1 is given in the Web Appendix of supplementary material available at Biostatistics online, which is not directly needed in the inference of the EEE estimator. The likelihood scores (4.5) and (4.6) in Proposition 1 could be replaced by any unbiased estimating equations. We now discuss how to calculate the standard error of the EEE estimatorβ via sandwich estimation for variances. For a given β, write as (β), γ as γ (β), and (4.2) as U {β, (β), γ (β)} = 0. Letβ n be the EEE estimate of β, and let β n, j be the same asβ n but with the jth component being added by a small number d, such as n −1 . For given β n, j , let (β n, j ) and γ (β n, j ) be the associated EEE estimates. The derivatives of the profile estimating equation can be obtained by numerical differentiation that
Then the variance ofβ − β can be obtained by
where
. From our numerical experience, the numerical differentiation was not sensitive to the choice of the value of d (such as n −1 or n −2 ). Justification of numerical differentiation variance estimation was provided in Chen and Little (1999) in a different problem regarding missing covariates. The variance estimation in our problem can be verified similarly.
In Web Discussion A of supplementary material available at Biostatistics online, we discuss the potential issue of multiple roots regarding latent class analysis. Our approach in resolving this problem is to select a reasonable initial estimator. The AIH estimator could serve well as the initial estimator in this problem. In our simulation study below, we encountered about 0.5-3% of divergences when using EEE or the method of moments (Section 3) to estimate γ , but with fewer divergences when solving the EEE estimator for β (Section 4). In Web Discussion A of supplementary material available at Biostatistics online, we also discuss the situation when there are no covariates Z and p j,0,r = p j,1,r = · · · = p j,m,r . Under this situation, regularity condition (A8) in the Appendix does not hold, and the matrix of the derivatives of the estimating functions is singular. This is a situation when the surrogates provide no useful information for the inference, and the parameters are not identifiable.
SIMULATION STUDY
We conducted some Monte-Carlo simulations to evaluate small sample properties of the methods. In Tables 1 and 2 , the unobserved covariate X was binary such that pr(X = 0) = 0.40. The failure times were generated by the hazard function λ(t; X i ) = exp(β X i ), where β = ln(2) and ln(6), respectively. We took the median of the failure time of the cohort as the censoring time for each subject, such that the censoring percentage was 50%. Instead of observing X i , there were three conditionally independent surrogates generated assuming that p 1,1,1 = 0.90, p 1,0,0 = 0.80, p 2,1,1 = 0.70, p 2,0,0 = 0.80, p 3,1,1 = 0.80, and p 3,0,0 = 0.70. Sample sizes n = 500 and 1000 were considered. The true parameters and sample sizes n used in each simulation study are shown in the corresponding tables. We consider three methods for comparison. In addition to the AIH and EEE estimators, we also consider a naive estimator. The naive estimator was to replace an unobserved X i value by I [W i 0.5]. In the tables, the "biases" were calculated by taking the average ofβ − β from 500 replicates, "SD" denotes the sample standard deviation of the estimators, "mean(SE)" denotes the average of the estimated standard errors of the estimators. The 95% confidence interval coverage probabilities are also included.
The standard errors of the AIH estimator were obtained by a sandwich variance estimator where the vector of the estimating equations was obtained by stacking the estimating equation for β and γ . The AIH estimating equation for β was the usual Cox regression estimating equation but by replacing the unobserved X by E(X | W ), and the estimating equation for γ was based on the EEE estimator described in Section 3. The standard error estimation for the EEE estimator was obtained by the profile likelihood procedure described in Section 4. The relative risk parameter was moderate with β = ln(2). Other parameters, α * 0 = L(X = 1) = 0.40, p 1,1,1 = 0.90, p 1,0,0 = 0.70, p 2,1,1 = 0.70, p 2,0,0 = 0.90, p 3,1,1 = 0.80, p 3,0,0 = 0.70. The results were obtained from 500 replicates. When n = 500, 514 replicates were generated due to 14 divergences from AIH and 6 divergences from EEE. When n = 1000, 503 replicates were generated due to 3 divergences from AIH and 1 divergence from EEE.
From Table 1 , it was seen that the naive estimator had large biases than the AIH and the EEE estimators. The AIH estimator appeared to be a good approximated estimator, but the biases were larger than the EEE estimator. The EEE estimator had the smallest biases. It was seen that the standard errors of the EEE estimator were, in general, slightly larger than those of the naive and AIH estimators. This phenomenon is similar to what has been seen in the measurement error literature. It is due to the trade-off between bias and efficiency; see Web Discussion B of supplementary material available at Biostatistics online for more details. The relative risk parameters was large with β = ln(6). Other parameters, α * 0 = L(X = 1) = 0.40, p 1,1,1 = 0.90, p 1,0,0 = 0.70, p 2,1,1 = 0.70, p 2,0,0 = 0.90, p 3,1,1 = 0.80, p 3,0,0 = 0.70. The results were obtained from 500 replicates. When n = 500, 513 replicates were generated due to 13 divergences from AIH and 7 divergences from EEE. When n = 1000, 502 replicates were generated due to 2 divergences from AIH and 1 divergence from EEE.
The simulation setup of Table 2 was similar to that of Table 1 except that the relative risk parameter was increased to ln(6), representing a large relative risk situation. Comparing the results of Tables 1 and 2 , it was seen that the approximation approach, AIH estimator, had bigger biases and lower coverage probabilities under the large relative risk situation. The EEE estimator remained to be the most satisfactory estimator in terms of smallest biases and great coverage probabilities.
In Table 3 , we generated bivariate covariates (X, Z ), in which Z was available and not misclassified. Covariates X and Z were generated independently, which was a situation we often encounter, for example, Parameter β 1 is for covariate X , which is not available but there were three surrogate variables available. Parameter β 2 is for covariate Z that is measured without misclassification. The parameters for surrogate variables are when Z was the intervention group indicator in a randomized clinic trial. There were three surrogate variables available for the latent variable X . The failure times were generated by the hazard function
, where various (β 1 , β 2 ) values were given in the table. The censoring mechanism was similar to that for Tables 1 and 2 such that the censoring percentage was 50%. The estimates for the misclassification probabilities were not reported in Table 3 since they were similar to Tables 1  and 2 . It was seen that the AIH estimator performed well when the relative risk parameters were small, but its biases increased as the relative risk parameters were larger. The EEE estimator had great performance. Again, due to the trade-off between bias and efficiency, the standard errors of the EEE estimator were slightly larger than those from the AIH estimator.
The conditional independence of W given X assumed in the paper can be assessed by the likelihood ratio test, or the graphical method by Qu and others (1996) . In Table 4 , we conducted sensitivity of the performance of the methods on this assumption. The data were generated similarly to those in Table 1 , except that the surrogates were generated by L(
In this sensitivity analysis setting, we assumed that L(W i3 = 1 | X i = 1, W i2 ) = 0.8 − ξ + 2ξ W i2 for ξ = 0, 0.02, . . . , 0.1, respectively. The regression coefficient estimation was not much biased when the model violation was mild (ξ < 0.06). But, the bias could be unacceptable if the conditional independence was seriously violated. 
The naive estimator was to replace an unobserved X i value by I [W i 0.5]. The AIH estimator was based on the AIH method described in Section 3, and the EEE estimator was the proposed estimator described in Section 4. Three binary self-reported behaviors were indicators based on UAS, HIV-positive male partner, and poppers use.
DATA ANALYSIS
The VAX004 study was briefly introduced in Section 1. In our analysis, the goal was to evaluate the effects of the recombinant vaccine and risk behaviors on HIV infection. In a routine analysis, investigators may consider binary UAS indicator, binary HIV-positive male partner indicator, and poppers use as risk factors for HIV infection. However, these variables may contain self-reported misclassification errors. In addition, each variable can measure only a specific aspect of sex behavior. Therefore, it is reasonable to model the underlying sex behavior by a latent variable. In our analysis, we first excluded subjects who did not complete the behavior questions discussed above. As a result, the analysis was obtained from 5095 individuals who had completed all the questions regarding the three behavior surrogate variables. Among these subjects, there were 362 subjects who had an event during the study. There was about 57% of subjects had UAS, about 43% had HIV-positive male partners, and about 32% subjects who had poppers in the past.
We analyzed the data by the three methods discussed above, and the results are presented in Table 5 . The covariates of interest were the vaccine treatment and binary sex behavior. The naive estimator can be treated as an estimator using a binary behavior variable which was based on an unweighted mean of the three sex behaviors. All the three methods suggested that sex behavior had a significant effect on HIV infection. The lowest hazard ratio of <3 was obtained from the naive estimation, while the largest hazard ratio of about 9 was obtained the EEE estimate. The recombinant vaccine overall did not have a significant effect on time to infection based on any of the three methods. From the EEE estimates, it was seen that for the class of individuals with poor sex behavior, on average there was about 83% chance with UAS at baseline, 65% chance with at least an HIV-positive male partner, and about 63% individuals being poppers users. For the class of individuals with good behavior, on average there was about 49% chance with UAS at baseline, 37% chance with at least an HIV-positive male partner, and about 23% individuals being poppers users. From the EEE estimate, for either vaccine or placebo group, there were about 24% individuals being classified into the group with poor behavior.
DISCUSSION
We have developed the EEE estimator via an EM algorithm for Cox regression when a discrete covariate variable cannot be precisely measured, while multiple discrete surrogates are available. The EM algorithm is used to handle the large number of parameters involved in the maximization. Asymptotic variance estimation is based on the use of the information matrix of the profile likelihood. From our numerical studies, this approach is reliable and is more time efficient than bootstrap variance estimation. When the latent variable and surrogates are binary, the estimation of the distributions of the surrogates can provide the false-positive and false-negative error probabilities. The approach is applicable without the need of a validation subset.
The proposed estimator can be applied to the situation when a validation subset is available. The estimating procedures for β and 0 remain the same, but the covariate distribution estimation will be easier. Under the situation when an external validation set (Carroll and others, 2006 , Chapter 2) is available, estimation for p j,x,r and α x can be obtained by estimating equations similar to (4.5) and (4.6), except that the conditional expectation of X given the observed data needs to be replaced by the observed X . Under the situation when an internal validation set is available and if X is missing at random, so that the missing data mechanism depends on the observed data, then the estimating procedure discussed above for an external validation set remains valid. However, if the missing data mechanism is not ignorable, under which the missing data mechanism may depend on the missing data, then the estimating procedure will be more complicated since the missing data mechanism will need to be modeled as well. The situation with non-ignorable missing data mechanism is challenging, which in our opinion warrants further investigation.
One limitation of the EEE estimator in this paper is the conditional independence of the surrogate variables given the true unobserved latent covariate. Under this assumption, surrogates are related only through the true latent covariate. Although the assumption is a limitation, similar latent class modeling has been well applied in research such as social sciences. When there are a sufficient number of surrogate variables, it is possible to assume a more flexible distribution for the surrogates. On the other hand, sensitivity analyses can be conducted by assuming various conditional dependence assumptions. We are not aware of a novel approach that can avoid further computational complexity without imposing the conditional independence assumption.
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