Abstract. The semi-discrete central scheme and central upwind scheme use Runge-Kutta (RK) time discretization. We do the Lax-Wendroff (LW) type time discretization for both schemes. We perform numerical experiments for various problems including two dimensional Riemann problems for Burgers' equation and Euler equations. The results show that the LW time discretization is more efficient in CPU time than the RK time discretization while maintaining the same order of accuracy.
Introduction
The central scheme was introduced by Nessyahu and Tadmor in 1990 [9] . Since then, many works are done by using central scheme [3, 5, 6, 7] . The central scheme is very convenient because it doesn't require Riemann solvers. As an advanced version, the central upwind scheme was introduced by Kuganov et al. in 2001 [4] .
Since Liu et al. introduced the Weighted Essentially Non-Oscillatory(WENO) scheme, WENO became very popular for high-order computations [8] . Original WENO uses Runge-Kutta (RK) time discretization. Some works for WENO with Lax-Wendroff (LW) type time discretization were done instead of RK time discretization [10, 11, 12] .
The semi-discrete central scheme also uses the RK time discretization. In this paper, we do the LW type time discretization for central scheme and central upwind scheme. In Section 2, we show the Lax-Wendroff (LW) type time discretization for 1-D and 2-D scalar equations and systems. In Section 3, we briefly explain central scheme and central upwind scheme. In Section 4, we do numerical experiments for the various problems. We apply central scheme and central upwind scheme with LW and RK time discretizations for 1-D and 2-D linear advection equation, Burgers equation, Buckley-Leverett equation and Euler equations. We compare the errors and check the order of accuracy for both RK and LW time discretizations with smooth initial conditions. We also consider two dimensional Riemann problems for scalar equations and systems. For two dimensional Riemann problems, see [1, 2, 7, 13] for examples. To check the efficiency, we compare the CPU time of two-dimensional Riemann problems for both time discretizations. The conclusion follows in Section 5.
Lax-Wendroff type time discretization

One-dimensional scalar equations
Consider the initial value problem for the one-dimensional scalar conservation laws:
We explain the procedures for the LW type time discretization [12] . By a temporal Taylor expansion we obtain In this paper, we use 3rd order accuracy in time. So we need to approximate the first 3 time derivatives u ′ , u ′′ and u ′′′ . This procedure can be extended to any higher orders as desired.
Step 1. The reconstruction of the first derivative u ′ = −f (u) x is obtained by the second order central scheme.
Step 2. 
We apply the temporal Taylor expansion (1) with an m-dimensional vector u.
Step 2. The reconstruction of the second time derivative
where u i and u ′ i are the point values of u and u ′ at the point (x i , t n ) computed in Step 1 described above. We can use a simple central difference formula to approximate u ′′ at the point (x i , t n ).
Step 3. The reconstruction of the third time derivative 
Two-dimensional scalar equations
Consider the initial value problem for two-dimensional conservation laws:
By a temporal Taylor expansion we obtain
The first time derivative
y is approximated by the second order central scheme. The second order time derivative is
y , and the third order time derivative is
y is obtained by the second order central scheme.
Step 2. The reconstruction of the second time derivative 
Two-dimensional systems
Consider the initial value problem for the two-dimensional system of conservation laws: 
We apply the temporal Taylor expansion (2) with an m-dimensional vector u.
Step 1. The reconstruction of the first derivative u
where u i and u ′ i are the point values of u and u ′ at the point (x i , y i , t n ) computed in Step 1 described above. We can use a simple central difference formula to approximate u ′′ at the point (x i , y i , t n ).
Central scheme and central upwind scheme
We give a brief overview of central schemes [6] . Assume that we have already computed the piecewise-linear solution at time level t n , based on the cell averages u n j , and have reconstructed approximate derivatives (u x )
). We now turn to evolve it in time. To begin with, we estimate the local speed of propagation at the cell boundaries, x j+ 1 2 : the upper bound is denoted by a n j+ 1 2 and is given by (3) a n j+
are the correspondent left and right intermediate values of u at x j+ 1 2 , and
) is a curve in phase space connecting u − j+ 1 2 and u + j+ 1 2 via the Riemann fan.
We consider the domains . Given the reconstruction {p n j (x)}, we integrate over these domains and obtain the cell averages
and w n+1 j+
over the corresponding non-equal spatial cells.
To obtain the cell averages over the original grid of uniform,
], we consider the piecewise-linear construction over the nonuniform cells at t = t n ,
The construction of this scheme is completed by projectionw n+1 back onto the original grid, i.e., we compute the cell averages (9) at next time level. This leads to a fully discrete central scheme. We omit the details of messy computations and continue semidiscrete framework.
The time derivative of u j (t) is expressed with the help of (9) as
We derive the semi-discrete scheme
with the numerical flux
The intermediate values u
are given by (4). In two-dimensional case, the corresponding semi-discrete scheme for the system
∆y .
Here, the numerical fluxes are a straightforward generalization of the one dimensional numerical flux, 
which are expressed in terms of the intermediate values
and the local speeds, a x j+ (t), are computed, e.g., by (18)
We introduce the central upwind scheme [4] . We require a piecewise linear reconstruction of the form
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Here, (u x ) n j,k and (u y ) n j,k stand for an approximation to the derivatives u x (x j , y k , t n ) and u y (x j , y k , t n ), respectively. To ensure a nonoscillatory nature of the reconstruction, one needs to use a nonlinear limiter in the computation of these slopes. This can be done in many different ways. In this article, we have used van Leer's one-parameter family of the minmod limiters
where θ ∈ [1, 2] , and the multivariable minmod function is defined by
Given the piecewise linear polynomial we can compute the reconstructed values at the interfaces
These interfaces are moving with the corresponding speeds
where λ N and λ 1 denote the largest and the smallest eigenvalues of the Jacobians ∂f ∂u and ∂g ∂u , respectively. Using second-order midpoint rule to approximate the spatial integrals along the faces of side cells results in the second-order numerical fluxes (23)
and (24)
H y j,k+ 
Numerical experiments
Both central and central upwind schemes are second order accuracy in space. We apply 3rd order accuracy in time for both RK and LW time discretizations.
Numerical experiments in 1D Example 1. 1-D scalar (linear advection) equation: Consider the initial value problem
To compute the accuracy, we solve the linear advection equation with the smooth initial condition sin x. The solution is computed at time T = 1 and the CFL is 0.008. We use the L 1 norm to compute the errors. Table 1 shows the L 1 errors and orders of the central scheme with RK and LW time discretizations. The results demonstrate that the order of both methods are 2nd and their accuracies are comparable. 
Since Burgers' equation is nonlinear equation, the shock forms even though the initial condition is smooth. To check the accuracy, we compute the solution at T = 0.5/π before shock is formed. The numerical solutions by central scheme with RK and LW time discretizations are shown in Figure 1 (a) . Tables 2 and  3 show the errors and orders of central scheme and central upwind scheme with RK and LW time discretizations, respectively. As we see in linear advection equation case (Example 1), the results show that the order of both methods are 2nd and their accuracies are comparable. We also compute the solution by central scheme with RK and LW time discretizations at T = 1.5/π after shock is formed. This solution is shown in Figure 1 (b) . In this example, CFL is 0.00305 and the number of grids N is 80. Table 7 . For central scheme, LW time discretization shows 53.2% savings against RK time discretization. For central upwind scheme, the LW time discretization shows 58.6% savings against the RK time discretization. Example 6.3. We consider the 2-D Riemann problem for Burgers' equation with the initial conditions Table  8 . The LW time discretization shows 53.3% and 54.2% savings against the RK time discretization for central scheme and central upwind scheme, respectively. For this example, the CFL is 0.05 and N × N is 200 × 200. 
where ρ, u, v, p, and E are density, x velocity, y velocity, pressure, and total energy, respectively. The above system is closed by the equation of state, E = Table 9 . The LW time discretization shows 48.6% and 53.7% savings against the RK time discretization for central scheme and central upwind scheme, respectively. Table 10 . The LW time discretization shows 48.9% and 54.1% savings against the RK time discretization for central scheme and central upwind scheme, respectively. Table 11 . The LW time discretization shows 48.9% and 54.6% savings against the RK time discretization for central scheme and central upwind scheme, respectively.
Conclusions
We apply the Lax-Wendroff type (LW) time discretization for central scheme and central upwind scheme. We test for various examples including 1-D and 2-D linear and nonlinear scalar equations and nonlinear systems such as Euler equations. The results show that the LW time discretization maintains the same order in accuracy as the Runge-Kutta (RK) time discretization, but it saves much in CPU time. For central scheme, the LW time discretization shows 48.6− 53.3% savings against the RK time discretization. For central upwind scheme, the LW time discretization shows 53.7 − 58.6% savings against the RK time discretization. The LW time discretization is much more efficient in CPU time than the RK time discretization for central scheme and especially for central upwind scheme. We conclude that even though the LW time discretization is a little bit messier than RK, LW greatly reduces the CPU time for both central and central upwind scheme.
