This paper characterizes the forces that determine time-variation in expected international asset returns. We offer a number of innovations. By using the latent factor technique, we do not have to prespecify the sources of risk. We solve for the latent premiums and characterize their time-variation. We find evidence that the first factor premium resembles the expected return on the world market porfolio. However, the inclusion of this premium alone is not sufficient to explain the conditional variation in the returns. We find evidence of a second factor premium which is related to foreign exchange risk. Our sample includes new data on both international industry portfolios and international fixed income portfolios. We find that the two latent factor model performs better in explaining the conditional variation in asset returns than a prespecified two factor model. Finally, we show that differences in the risk loadings are important in accounting for the cross-sectional variation in the international returns.
INTRODUCTION
International asset pricing models of Solnik (1974 Solnik ( , 1983 , Stulz (1981) and Adler and Dumas (1983) provide a framework to determine why expected asset returns differ across countries. Differential expected returns, in these models, are linked to differences in exposures to global risk factors.
Given the null hypothesis of world market integration, asset pricing theories typically start with a representative world investor maximizing expected utility. First-order conditions imply an Euler equation which says that the conditionally expected product of the total asset return times the marginal rate of substitution is equal to a constant. Linearization of the Euler equation shows that expected returns are linearly related to risk. However, there are many possible choices in the specification of the risk factors.
In Stulz (1981) , expected returns are linear in a measure of world consumption risk. However, even in countries with the most sophisticated data collection procedures, consumption data suffers from a number of disadvantages 1 . As a result, it is problematic to estimate consumption risk of asset returns. Solnik (1974) develops an international version of the Sharpe (1964) and Lintner (1965) capital asset pricing model where national investors differ in their consumption baskets and care about returns measured in their domestic currency. Adler and Dumas (1983) extend this model by allowing for stochastic national inflation. This approach does not suffer from the disadvantages that follow the use of consumption data, but requires stronger assumptions on consumption tastes. In these models, the common risk factor is the return on a value-weighted world equity market portfolio, hedged against currency risk. Unfortunately, the amount of currency hedging that enters this common factor depends on the individuals' utility function and relative wealth, and is not directly observable. Given the absence of observable market weights for the currencies entering the common risk factor, this model is empirically equivalent to a multi-risk factor model with a world equity market portfolio factor and currency risk factors. Under very restrictive (and unrealistic) assumptions about exchange rate uncertainty, this model reduces to a single observable risk factor model. For example, if purchasing power parity holds exactly at every instant, Grauer, Litzenberger and Stehle (1976) have shown that the world equity market portfolio would be the sole international risk factor.
A third route involves the specification of multivariate linear proxy for marginal utility. This representation, follows the work of Merton (1973) , Ross (1976) and Solnik (1983) , and suggests that expected returns are determined by exposures to many sources of risk. One difficulty with this approach is the identification of the set of factors.
While the asset pricing theories link average returns to average risk, they can also be used to study the time-variation in expected returns. Harvey (1991a) , Solnik (1993) , Campbell and Hamao (1992) , Ferson and Harvey (1993) and Bansal, Hsieh and Viswanathan (1993) document that returns on many international equity portfolios are predictable. The asset pricing theories are required to explain both the changing cross-sectional differences in performance through time and the time-series predictability of the country equities.
Issues such as the integration of world capital markets and abnormal performance of any individual country cannot be answered without reference to an asset pricing theory. Indeed, there are a number of questions related to the asset pricing specification. How many factors are necessary to describe the time-variation in expected returns? What are the sources of risk? Can we characterize the time-variation in the reward per unit of sensitivity to the risk? Answers to these questions may help identify the most useful paradigm for international asset pricing. Identification of the forces that shape expected returns have immediate implications for dynamic portfolio strategies.
This paper uses the latent factors method developed by Hansen and Hodrick (1983) and Gibbons and Ferson (1985) to characterize conditionally expected international asset returns.
2 We apply this method to 18 country index returns as well as new data on 18 international industry portfolio returns and 8 bond portfolio returns. We offer important innovations. An advantage of the latent factor technique is that the researcher is not required to take a stand on the composition of the set of fundamental factors. In contrast to previous applications, our idea is to solve for the expected risk premiums from the latent factor estimation, characterize their timeseries variation and try to understand what predetermined factors account for their movements.
To recover the latent premiums and risk loadings, it is necessary to assume that the risk loadings are constant. However, this assumption may not be unreasonable given that we study diversified portfolios of stocks rather than single issues. Our results indicate that the first risk premium resembles the expected return on a world market portfolio. However, this premium is not sufficient to characterize the variation in expected returns. A second premium, which is more complex to characterize, is also important. For our bond sample, this premium is related to foreign exchange returns. Our results indicate that expected returns are adequately characterized by two latent factors. Diagnostics and comparisons reveal that the latent factor model has distinct advantages over a prespecified two factor model.
Finally, we examine the ability of the model to account for the crosssection as well as the time-series of expected asset returns. Using the two latent factor model and the 44 international portfolios, differences in risk loadings across portfolios has some ability to explain the cross-sectional variation in expected returns. These results suggest that the asset pricing framework provides a useful paradigm to explain differences in expected returns.
The paper is organized as follows. Section two provides the econometric methodology that we use to extract the expected factor premiums from the asset returns. The data are described in the third section. The empirical results are presented in the fourth section. Some concluding remarks are offered in the final section.
PRICING MODELS 2.1. Determinants of expected returns
Consider a general K-factor asset pricing model of the form:
E (R it |Z t−1 ) = λ 0 (Z t−1 ) + β i1 λ 1 (Z t−1 ) + · · · + β iK λ K (Z t−1 ) ,
i = 1, . . . , N, t = 1, . . . , T , where . R it = the return on asset i between period t − l and t, λ j (Z t−1 ) = the expected risk premium on the j-th latent factor, Z t−1 = the market-wide information available at t, an L × 1 vector, β i1 , . . . , β ik = the constant conditional betas of asset i, N + 1 = the number of assets (N > K), and T = the number of periods. Notice that the above K-factor model allows the conditional risk premiums, λ j (Z t−1 ) s, to vary over time as Z t−1 varies. The conditional betas, however, are assumed to be constant.
In terms of excess returns, the pricing relation (1) can be written:
i = 1, . . . , N, t = 1, . . . , T , where r it = R it − R 0t is the return on the i-th asset in excess of the return on the 0-th asset (the 0-th asset is arbitrarily ordered), and b ij = β ij − β i0 is the 'excess' conditional beta. To simplify the presentation, we write (2) in matrix form. Define r as a T × N matrix of N excess returns over T periods, Z is a T × L matrix of instrumental variables, λ(Z) is a T × K matrix of risk premiums on the K factors and B is a K × N matrix of excess conditional betas. The matrix form of the K-factor pricing theory (2) is:
To estimate the parameters, we assume the number of information variables is greater than the number of factors, i.e., L > K. Furthermore, we suppose throughout that λ(Z) and B have full column rank K. Otherwise, (3) will be reduced to a pricing model with the number of factors being less than K.
As in most studies, we assume that the expected returns are governed by the multivariate regression model:
where ε it 's are the disturbances which have zero means conditional on the instruments. Given the model (4), the pricing relationship (3) is valid if and only if the multivariate regression coefficient matrix Θ has rank K. In this case, we have:
where A is a L × K matrix of risk premium multipliers. Therefore, a test of (5) is a test of the factor pricing theory. As shown in section 2.2, both A and B can be estimated from (4) under the restriction (5) and asset pricing tests can then be constructed. Notice that the K factors (latent variables) are unknown as are the risk premium multipliers. However, our goal is not just to report tests of the models restrictions. We also estimate the risk premium multipliers, A, and the excess conditional betas, B. Neither of the estimates is unique, since given estimates A and B, any linear transformation of them, AC and C −1 B gives rise to the same Θ and so the same behavior of the excess asset returns, where C is any K ×K invertible matrix. However, the estimates of both A and B are determined up to a linear transformation. Furthermore, the estimation of Θ under the null is unique and the rank of Θ is uniquely determined.
To characterize the forces that determine the time-variation in the expected returns, we recover the risk premiums on the unknown factors, λ(Z). Following Zhou (1994) , consistent moment estimators of A can be analytically obtained, and hence λ(Z) can also be analytically estimated as follows.
Given an estimate of A,Â, we obtain from (3) and (4) an estimate of the risk premiums:
BecauseÂ is consistent, so is λ(Z). Hence, we are able to estimate λ(Z) and characterize the variation in the risk premiums.
Estimation and tests
We apply the generalized method of moments (GMM) procedure for the estimation and latent factors tests. The idea of this method is to use sample moment conditions to replace those of the model. Intuitively, given these moment conditions, the sample moments should be close to zero at the true parameters. As the GMM estimator is the solution that minimizes the weighted sample moments, it should be close to the true parameters. Indeed, as shown by Hansen (1982) , the GMM estimator is consistent, i.e., converges to the true parameters with probability one as sample size gets large. In our case, the model implies the following moment conditions:
where u t is the N × 1 vector of model residuals from (3), Z t−1 is the L × 1 vector of the instruments, ⊗ is the Kronecker product and h t an N L × 1 vector function of the residuals and instruments. Let g T be the sample mean of h t :
Hansen's (1982) GMM estimator is the solution of:
where W T is a positive definite N L × N L weighting matrix. However, under the null that the rank of Θ is K, the unknown model parameters enter the quadratic form in a nonlinear way. It is not obvious, in general, how to analytically solve the GMM optimization problem (9). Moreover, the numerical optimization of (9) is a nontrivial task. Fortunately, based on Zhou (1995) , we can solve the estimator analytically for a class of patterned weighting matrices:
The GMM estimator of is explicitly given by:
and E is the L × K matrix stacked by the standardized' eigenvectors (E E = I K ) corresponding to the K largest eigenvalues of the L×L matrix:
Furthermore, the minimum of Q is given by:
where
In practice, a consistent estimate of Θ is first analytically obtained as above by choosing the weighting matrix as the identity matrix. Then, a new weighting matrix can be computed:
and a new GMM estimator is obtained. Although both of the estimators are consistent, the latter is expected to be superior because the new weighting matrix will better capture the underlying model residual distribution.
In latent variables models, as shown in Hansen (1982) , a consistent estimator of the covariance matrix of the model residuals is given by:
Recall our discussion in section 2.1 that the parameter estimates of A and B are unique up to an non-singular linear transformation. To obtain unique estimates, we follow the usual normalization by assuming the first K × K matrix of B be the identity matrix, B = (I K , B 2 ). This is equivalent to choosing the first K assets as the reference assets [see Gibbon and Ferson (1985) ]. After this normalization, there are
Let D T be an N L × q matrix of the first order derivatives of g T with respect to the free parameters. Based on (13) and (14), we can construct a GMM test:
where V T is a diagonal matrix,
where M T is an N L × N L matrix, of which the i-th row is the standardized eigen-vector corresponding to the i-th largest eigenvalue of Ω T for i = 1, . . . , N L. As shown in Zhou (1994) , H z is asymptotically χ 2 distributed with degrees of freedom (L − K)(N − K). This is the test of the model's overidentifying restrictions. The major advantage of using H 1 instead of the conventional GMM test is that H z is analytically available. In addition, the H z test delivers the same inference as the conventional GMM test, i.e., generating the same p-values. 
Characterizing the variation in the premiums and diagnostics
With a set of prespecified variables, F , which axe likely candidates for the underlying factors in the economy, we can construct prespecified risk premiums by linearly projecting them on the information variables, Z. We investigate whether this set of variables is correlated with λ(Z), which are risk premiums on the latent factors. Since the estimation of A is only unique up to linear transformations, so are the estimated risk premiums λ(Z). We also report the canonical correlation of the estimated risk premiums and the collection of prespecified factor premiums.
The estimation of both the model with constant conditional risk and the model with time-varying risk implies a disturbance or a pricing error matrix:
Disturbances will be affected by the number of factors that we allow in the estimation. The model implies that the conditional mean of the disturbance is zero. One way to summarize the ability of the model to characterize the time variation in the expected returns is to study variance ratios. Let E M [r] denote the model expected returns in (17). Following Ferson and Harvey (1991) , we can compare the unconditional variance of these fitted returns to the unconditional variance of the fitted returns from the statistical pro-jection model in (4) (denote as E z [r]):
If this ratio is close to one, then the expected returns from the model are closely mimicking the expected returns from the statistical model. As a result, the model 'explains' the time-variation in the expected returns. We can also examine the variance of the part of the return that the model fails to explain. Let E M [u] denote the fitted values of projecting the model residuals in (17) on the instrumental variables. If the variance of these fitted values is large, then the model is doing a poor job of setting the conditional mean of the disturbances equal to zero. A second variance ratio measures the ratio of the variance of these fitted values to the variance of the expected returns from the statistical projection in (4):
If this ratio is close to zero, then the model pricing errors are not contributing to the predictable variation in the asset returns. These variance ratios are useful in determining not just how many premiums we need but the relative contribution of each additional premium.
4
We also consider an additional diagnostic. The model implies that both the conditional and unconditional means of the disturbance matrix are zero. The unconditional mean is the average pricing error (APE). A large average pricing error indicates that the average return is much larger than the expected return implied by the model. Harvey's (1991a) implementation of the conditional CAPM resulted in large pricing errors for some international equity portfolios. We examine how these pricing errors are affected by increasing the number of risk factors.
Finally, we develop an analytical Wald test to examine whether or not there is structural change in the latent variables model. Suppose that the change occurs after T 1 periods. Let T 2 be the rest of the periods, T 1 +T 2 = T . Intuitively, we would like to compare the parameter estimates over the two subperiods. If there are substantially differences between 'the parameter estimates, we can reject the null that there is no structural change. Following Andrews and Fair (1988) , a Wald test can be formed as follows:
whereθ 1 andθ 2 are the analytical GMM estimators in the two subperiods, and π 1T = T 1 /T and π 2T = T 2 /T . Let
then V 1 and V 2 , the estimators of the asymptotic covariances ofθ 1 and θ 2 , are V valued at the two subperiods, respectively. In the Wald test, structural change is assessed by the stability of the parameters over two subperiods. An alternative test may be developed that is based on the stability of the moments conditions over two subperiods. If there is no structural change, the sample moments in the second period should be close to zero even valued at the parameter estimator of the first period. This is the "predictive test" developed by Ghysels and Hall (1990) . One advantage of the predictive test over the Wald test is that it uses only one estimator, making it useful in situations where it is difficult to obtain GMM estimators. However, in our case we have analytical solutions, so it is trivial for us to obtainθ 1 andθ 2 . The predictive test has a much complex form when the weighting matrix is not the optimal one, so we will use only the Wald test to test the structural change in the latent variables model.
DATA 3.1. Sources
The equity data in this study are drawn from Morgan Stanley Capital International (MSCI). Monthly data on equity indices for 16 OECD countries, 5 Hong Kong and Singapore/Malaysia are available from December 1969 to September 1991. These indices are value weighted and are calculated with dividend reinvestment. The equity indices are calculated from approximately 1500 stock returns which represents 83% of the total market value of the world's stock markets [see Schmidt (1990) ]. Morgan Stanley also calculates a value-weighted world equity index which serves as the market portfolio. Returns are calculated in U.S. dollar terms .
The MSCI international indices are composed of stocks that broadly represent stock composition in the different countries. For example, Harvey (1991a) reports a 99.l% correlation between the MSCI U.S. excess return and the New York Stock Exchange value-weighted return calculated by the Center for Research in Security Prices (CRSP) at the University of Chicago. There is a 95% correlation between the MSCI Japanese excess return and the Nikkei 225 return. An important difference between the MSCI indices and other national indices such as CRSP is the exclusion of investment companies and foreign domiciled companies. These stocks are excluded to avoid double counting.
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We introduce global industry indices which are also from Morgan Stanley Capital International.
7 38 portfolios are available ranging from Aerospace and Military Technology to Wholesale and International Trade. As with the country portfolios, these indices are value weighted. In contrast to the country portfolios, the industry returns do not include dividends. However, later in the analysis we analyze an alternative set of industry portfolios that contain a dividend approximation based on an identical U.S. industry grouping.
We form 18 international industry portfolios from these 38 industries. Theseindustry portfolios, which are documented in figure 1, resemble the SIC groupings used in the industry portfolios in Breeden, Gibbons and Litzenberger (1989) .
8 The industry portfolios are formed by equally weighting the MSCI subindices in December 1969. This portfolio is held, without rebalancing, until the end of the sample. Returns are calculated as the capital gain portion of this portfolio return. This produces a value-weighted return on an initially (December 1969) equally weighted investment.
9
Our sample also includes bond returns from eight different countries: Canada, France, Germany, Japan, Netherlands, Switzerland, United Kingdom and United States. All of the bond indices, except for the U.S. index, are from Lombard Odier & Cie (1992) and are reported on a daily basis 6 There are disadvantages associated with the MSCI indices. First, the dividends included in the monthly return are 12-month moving averages. Second, there are no adjustments for cross-corporate ownership [see MacDonald (1989) , French and Poterba (1991) and Fedenia, Hodder and Triantis (1991) .
7 Industrial structure and international stock returns is examined in Roll (1992) , Heston, Rouwenhorst, Wessels (1992) and Heston and Rouwenhorst (1993) .
8 However, Breeden, Gibbons and Litzenberger (1989) use only 12 portfolios. We form 18 portfolios by breaking up the Basic Industries category into separate portfolios for Aerospace and Military Technology, Chemicals, Forest Products, and Metals and Mining. We separate the Finance/Real Estate into two portfolios. Similarly, we separate Business Service industries from Personal Service industries. Finally, we add the Communications industry. In addition, we did not use the MSCI Multi-industry portfolio.
9 The value weights in December 1969 where not available to us. This is the reason that we initially equal weighted the portfolio. However, this is not very important since we can arbitrarily select portfolios for asset pricing tests. Solnik (1993) ]. The U.S. bond index is from Ibbotson Associates. All eight bonds are available from January 1971 through September 1991. Since our study focusses on expected returns, it is important to correctly specify the information environment. The set of predetermined instrumental variables follows Harvey (1991a) and includes: the world market return calculated in U.S. dollars (from Morgan Stanley Capital International), a dummy variable for the month of January, an exchange rate return index, the Standard and Poor's 500 dividend yield (from Standard and Poor's), the yield on a one-month Eurodollar deposit, the yield spread between Moody's Baa and Aaa rated bonds (from Moody's) and the excess return on a three month bill (from CRSP). The exchange rate return is based on the trade-weighted 1O countries' foreign exchange returns for the U.S. dollar investor. The exchange rate return is determined by the change in the exchange rate plus a local 30-day Eurocurrency deposit. The variable is measured in excess of the 30-day Eurodollar rate. All of the instrumental variables are available through September 1991.
FIG. 1. Composition of the international industry portfolios
We use instrumental variables that are common to all assets for a number of reasons. We are interested in characterizing the common components of expected returns across all assets. In our framework, this variation is being driven solely by global risk premiums. In addition, the evidence that local information variables influence expected returns is weak. Harvey (1991a) finds that 2 of 17 countries are influenced by local information. Ferson and Harvey (1993) find that 7 of the 18 countries are influenced by local information. However, the median increase in explanatory power for these countries is only 3.1 percent. As a result, we focus on a common set of instrumental variables. Table 1 reports the means, standard deviations and autocorrelations of the asset returns, and the instrumental variables. Returns are presented in U.S. dollar terms. The sample contains 247 monthly observations extending from March 1971 through September 1991.
Summary statistics
The first panel of table 1 examines the country equity returns. The average country equity returns range from 10.4% per annum in Italy to 26.6% per annum for Hong Kong. However, the highest standard deviation is found for Hong Kong, 43.5% per annum. Significant first-order autocorrelation is detected for five country returns: Austria, Denmark, Italy, Norway, and Singapore/Malaysia. These are fairly small portfolios compared to the capitalization of the world index 10 and may reflect infrequent trading of the stocks in these portfolios.
The next panel examines the global industry returns. These returns (as provided by MSCI) only contain the capital appreciation part of the equity return. The average annualized returns range from 7.3% for the Utilities industry to 13.5% for the Aerospace and Military Technology grouping. There is a wide range of volatility from 15.1% for Utilities to 26.7% for Metals and Mining. On a relative basis, there is less autocorrelation in these index returns than the country indices. Only 3 of 18 industries exhibit firstorder autocorrelation coefficients that are greater than two standard errors from zero. This could reflect the fact that these portfolios are diversified over many markets.
The next panel presents the eight bond returns in U.S. dollar terms. The annualized returns range from 8.8% (Canada) to 14.1% (Japan). However, these returns are greatly affected by the foreign exchange rate conversion. The volatility extends from 11.2% (Canada) to 17.6% (United Kingdom). No significant first-order autocorrelations are detected for the bond returns.
A number of the instrumental variables show a high degree of persistence. High autocorrelation is expected for the dividend yield variable because it is constructed as a 12-term moving summation. The one-month Eurodollar rate and the Baa-Aaa yield spread also exhibit very high autocorrelation. The mean world market return over the sample is 12.8% with a standard deviation of 14.9%. Interestingly, the average return exceeds the average U.S. equity return and the standard deviation is less than the U.S. return indicating that the U.S. equity portfolio is unconditionally dominated by the world portfolio over our sample. Table 2 presents the results of linearly projecting the asset returns on the instrumental variables. The first panel considers the country index portfolios. The amount of variance explained for returns ranges from 2.1% for Italy to 12.2% for the United States. These results are consistent with those reported in Harvey (1991a) . The heteroskedasticity-consistent multivariate test of predictability provides convincing evidence against the null hypothesis of no predictability.
The test is based on the Pillai trace statistic. For a description, see Kirby (1997) . The amount of predictable variation in the industry portfolios is similar to the country index returns. Although, these industry portfolios are diversified across many different countries, each industry portfolio has a large U.S. component. Given that the instrumental variables are U.S. based, we expect to be able to predict these industry returns. Indeed, the statistical projection explains more than 8% of the variance in more than half of the industry portfolios. The highest R 2 is found for the Aerospace and Military Technology industry (14.2%) and the lowest is found for Textiles and Trade (5.6%). The multivariate test suggests that the null hypothesis of constant expected returns can be rejected at the 0.01% level.
The next panel examines the predictability of the fixed income returns. The statistical projection is able to account for on average 5% of the variance of the 8 countries' bond returns. The highest R 2 is found for the U.S. bond (7.9%) and the lowest for the U.K. bond (3.1%). Although the predictability of the bond returns is less than the equity returns, the multivariate test shows that the null hypothesis of no predictable variation is rejected at the 3.4% level. Figure 2 plots the fitted values from the three groups of the regressions. Overlaid on each plot are the fitted values from regressing the world market return on the same instrumental variables. It is clear from the figure that the expected asset returns, to some degree, move together. This is the case for both the equity and fixed income portfolios. One also learns from the figures that the variation in the expected returns is related to the variation in the expected world market return. Both of these findings are important. The common movement in the expected return suggests that a global asset pricing model has some chance at identifying the determinants of the expected international returns. The coherence with the expected world market return suggests that the first factor premium may resemble the expected world market return -a premium implied by a world version of the capital asset pricing model. Table 3 considers the number of factors necessary to characterize the predictable variation in the equity returns using the latent factor model with constant conditional risk loadings. The returns are measured in excess of the 30-day U.S. Treasury bill rate. Estimation is separately carried out for the two equity groupings, country index returns and international industry returns.
RESULTS

The number of factors
For the country index returns, the results suggest a marginal rejection for the one to three factor models. The one factor results are consistent with the results of Harvey (1991a) who is unable to reject a conditional version of the Sharpe-Lintner model for 17 international equity portfolios. For the industry returns, there is little evidence against the models' restrictions. This contrast with the country grouping could be due to the industry data only including the capital appreciation. As a result, we provide an alternative formulation of the industry portfolios which include a dividend approximation. The approximation is based on the dividend yields on U.S. stocks which fall into the same industry groupings detailed in figure 1 .
The final part of table 3 examines the 8 fixed income portfolios. The test of the overidentifying conditions indicates that a one factor model is not rejected at conventional levels. However, the p-value jumps from 10.7% for the one factor model to 48.5% for the two factor model suggesting that more than one factor could be important.
Additional model diagnostics
While the statistical tests of the overidentifying restrictions were unable to unambiguously distinguish between the one and two factor models, a different picture emerges from the analysis of the pricing errors and variance ratios.
The first panel of table 4 presents average pricing errors and variance ratios for the country equity portfolios. Similar to the results in Harvey (1991a) , the pricing errors of the one factor model are very large for some countries, particularly Hong Kong and Japan. The average pricing error, 0.431% per month, is about one third of the size of the average return. The average pricing error is reduced to only 0.181% with the two factor model.
A similar message is found in the variance ratios. With the one factor model, VR1 (explained by model) is 0.484 and VR2 (unexplained by model) is 0.589. This means that with the one factor model, the variance of the expected pricing errors is more than half of the predictable variance. However, with the two factor model, VR1 rises to 0.765 and VR2 falls to 0.303. With the three factor model, the VR1 and VR3 ratios are 0.845 and O.226 respectively. This suggests that more than one factor is necessary to capture the country expected returns.
The second panel of table 4 carries out the same analysis for the 18 international industry portfolios (without dividends). From table 3, we were lead to believe that both the one and two factor models appear to fit these data better than they do for the country index returns -in that the p-values were higher. This appears to be confirmed by low relative pricing errors. The average error with the one factor model is 0.329% per month which compares to an average return of 0.885% per month. With the two factor model, the average error is reduced to 0.216% per month. However, the pricing error analysis is complicated by the lack of dividends in the data. One would expect lower or negative pricing error in returns which do not include dividends.
The variance ratio analysis indicates that the one factor model is describes 60% the time-variation in the expected returns. With the two factor model, the VR1 increases to 0.826. Not much is gained by going to the three factor model. The amount of variance explained increases by only 4%. The analysis on the industry returns with the dividend approximation reveals similar results. The one factor model explains 58% of the variation. When a second factor is introduced, the model explains 82% of the variation.
The final panel in table 4 examines how the model explains the variation in the international bond portfolios. The average pricing errors are small compared to the analysis of equities. The average bond returns from table 1 is .9% per month. The average pricing error reported in table 4 is 0.018% per month. The largest error is found for the Japanese bond. When a second factor is introduced, the pricing error is slightly reduced. The three factor model eliminates the average pricing error.
Similar to the equities, the first factor explains about 65% of the expected bond returns. When a second factor is introduced the proportion jumps to 83%. With three factors, 95% of the predictable variation is explained.
The pricing error and variance ratio analysis indicates that more than one factor is necessary to characterize the time-varying expected returns for all of the portfolios. This contrasts with the results reported in table 3 which suggested that one factor appeared to be enough (statistically) and provides motivation to explore other diagnostic measures.
The results of the stability tests reveal evidence against all of the specifications [not reported] . A popular assumption in most conditional asset pricing tests is that the factor premiums are linear in the instrumental variables and the coefficients are fixed through time.
12 Our tests suggest that the assumption of constant coefficients is rejected.
In our applications, we split the sample at the mid-point and let T 1 = 123, T 1 = 124 and T = 247. Coefficient stability is rejected for the one factor model for all the portfolios except the bond portfolio. For the two factor model, stability is rejected for the industry portfolios. The two factor bond model is marginally rejected. There is no evidence against stability for the country portfolios for the two factor model.
Characterizing the factor premiums
Given the assumptions of the econometric model, conditionally expected returns from the model are being driven. by conditional variation in the risk premiums. There are two interesting questions that need to be addressed. The advantage of the technique of latent variables is that the researcher is not forced to take a stand on the specification of the proper set of factors. The model is estimated and the minimum number of premiums is extracted to characterize the time variation in the expected returns. We now investigate the economic interpretation of the latent premiums from our estimation.
Most asset pricing theories suggest that there is a role for a 'world' market portfolio as a factor. This is the international extension of the Sharpe (1964) and Lintner (1965) capital asset pricing model. The conditional version of this model suggests that the market premium is the conditionally expected excess return on a world market portfolio.
There is some theoretical guidance in choosing a second factor. International asset pricing models suggest that deviations from purchasing power parity could induce a premium associated with foreign exchange risk. For example in the model of Adler and Dumas (1983) and Dumas and Sohlik (1995) , covariances with different foreign exchange investments are priced. We summarize the exchange risk factor by the return on a trade weighted FX portfolio in 10 countries. In contrast to the FX portfolio used in Ferson and Harvey (1993) , our portfolio is a return in that it include both the exchange rate change and the local Eurocurrency deposit rate. The factor is measured in excess of the 30-day Treasury bill rate.
Three other prespecified factors are identified. These factors are motivated by Chen, Roll and Ross (1986) . They include the change in the price of oil, the change in OECD industrial production and the OECD inflation rate. In contrast to the first two factors, these factors are not excess returns. Table 5 presents the results of regressing these prespecified factors on the information set. The results indicate the that 13.6% of the variation in the excess market return can be predicted with this set of instruments. The results in table 5 suggest that 8.5% of the change in the FX index is predictable. The projections indicate that the three macroeconomic factors are, to some degree, predictable. While only 3.3% of the variation in the oil price change can be accounted for with the information set, over 27% of the variation in the OECD inflation rate is predictable. Industrial production has an R2 of 1.41%.
In the lower panels of table 5, the coefficients associated with the instrumental variables representation of the latent premiums,Â from (6), are reported for the two factor specification. The patterns and magnitudes of the coefficients on the factor 1 premium for the international equity returns resemble the coefficients on the prespecified world excess returns regression. Specifically, the coefficients in the OLS regression on the four most significant variables DIV, E$30, Baa-Aaa and 3-1BILL are 9.8, -5.6, 15.2 and 5.2 and from the latent factor estimation are 15.8, -8.0, 19.9 and 5.6. Similar patterns are found for the international industry returns and the bond portfolio returns. It is more difficult to characterize the second premium by examining the coefficients. Table 6 shows the correlation between the expected values of these prespecified premiums and the latent premiums. In the two factor estimation, the first factor premium has 95% correlation with the world market expected return when the country indices are examined and about 90% correlation when the international industries are used in the estimation. For the fixed income portfolios, the first factor has 83% correlation with the expected excess market return.
Although the factor premiums are not constrained to be identical across the asset groups, the correlation of the premiums is very high. The premium from the country estimation has 95% correlation with the premiums from the industry estimation. The country risk premium has 80% correlation with the first premium from the bond return estimation. Figure 3 provides plots of the conditionally expected excess world market return and the first factor premium for the country index returns, the international industry returns (without dividends) and the bond samples. The graphs provide three interesting insights.
First, the expected factor premiums from all the asset sets are similar. This suggests that the same forces are determining expected returns in both the equity and bond markets. Second, the closeness of the factor premiums from the latent variable model and the conditionally expected excess return on the world market portfolio is striking. Third, there is a distinct business cycle pattern in the expected values. While Fama and French (1989) and Ferson and Harvey (1991) have noted the business cycle The solid line represent the premium associated with the second latent factor in a two factor model. The dashed line represents the fitted values from regressing the return on a trade weighted currency investment in 10 countries in excess of the 30-day Treasury bill on the instrumental variables.
patterns in U.S. expected returns, no one has documented any relation for international returns.
In figure 3 , the NBER U.S. business cycle peaks and troughs are overlaid. Harvey (1991b) shows that there is an 88% correlation between the G-7 business cycle and the U.S. business cycle over the 1969-1989 period. Interestingly, the highest premiums occur around business cycle troughs and the lowest premiums are found around business cycle peaks. This is found for all the business cycles in the sample. The intuition follows from investors demanding a high premium at the trough of the business cycle to give up consumption in order to invest in equities. While these results are consistent with work on U.S. expected returns, the most recent business cycle provides some out-of-sample validation of these patterns.
Consistent with the analysis of the coefficients in table 5, the second factor premium is more difficult to characterize. For the bond sample, the second factor premium has a strong foreign exchange component (correlation 81%). However, the foreign exchange component is less important for the equity returns. For the country and industry returns, the second factor premium is related to the oil premium and the inflation premium. In the bond returns sample, the second premium is related to the inflation premium as well as the foreign exchange premium.
The fitted values of the second factor premium and the expected foreign exchange premium are presented in figure 4 . Consistent with the correlation analysis, there is little relation between the second latent factor and the prespecified foreign exchange premium for the equity portfolio. However, the latent premium closely tracks the variation in the foreign exchange return for the bond returns. 
A comparison to a prespecified two factor model
We compare the performance of the two latent factor model to a conditional asset pricing model with two prespecified factors. Given the analysis in tables 5 and 6, we choose the excess world market return and the change in the U.S. dollar FX index as the prespecified factors.
Following Ferson (1990) and Harvey (1992) , the following model is estimated:
where f is a T × 2 matrix of the prespecified factors, u f is the factor innovation matrix, r are the asset excess returns, and e are the pricing errors. The model implies that E [(u f t e t ) |] Z t−1 = 0. This model assumes that the factor premiums are linear in the information variables. In addition,
u f r is the conditional beta which is assumed to be constant. This system is estimated with Hansen's (1982) GMM. With 2 factors, 8 instruments and N assets, there will be 8 × N overidentifying restrictions. Table 7 presents the tests of the prespecified model as well as model diagnostics. For the country index portfolios, the model is not rejected at conventional levels (p-value is 0.120). However, this model does not appear to perform as well as the two factor latent variables model. Comparing the model diagnostics reported in tables 4 and 7, the average pricing error for the prespecified model is .240% per month for all the country returns compared to .181% for the latent factor model.
The prespecified model fails to explain many important portfolio expected returns such as Hong Kong which has an average error of 1.012% per month. More importantly, the VR2 ratio, which tells us the proportion of unexplained variance to the predictable variance, for the prespecified model is 52.6% for the country returns which is higher than the 30.3% reported in table 4.
A similar story emerges for the international industry portfolios (without dividends). The average pricing error for the prespecified model is −0.576% compared with 0.216% for the latent factor model.
The average pricing error across the 18 portfolios using the prespecified model is .123% compared to the .047% reported in table 4 for the latent factor model. The average pricing error for the Chemicals industry is −0.771% per month which is much different than the .080% per month with the latent factors model. Consistent with the country equity returns, the industry variance ratios are worse for the industry portfolios. The VR2 ratio is 36.7% compared to the 18.6% reported in table 4. However, the model's restrictions are not rejected at conventional levels with the prespecified factor model. VR1 is the ratio of the variance of the model expected returns(produced by the model estimation) to the variance of the expected returns generated by a linear regression of the asset returns on the instrumental variables. VR2 is the ratio of the variance of the expected model residuals (produced by a linear regression of the model residuals on the instrumental variables) to the variance of the expected returns generated by a linear regression of the asset returns on the instrumental variables. premium only 3.3%. Finally, in the analysis of the fixed income portfolios, more than one factor is needed. The first factor premium explains only 28% of the variation while the second premium accounts for 85% of the variation.
Overall, the results suggest a role for a second factor when portfolios are grouped by countries or with fixed income portfolios. This contrasts with results presented in Ferson and Harvey (1991) who find that the market premium is overwhelmingly important in explaining the conditionally expected returns using U.S. data. Our results are supportive of the recent prespecified factor models proposed by Dumas and Solnik (1995) and Ferson and Harvey (1993) . Both of these models include a role for exchange risk. Our results suggest that exchange risk is related to the second latent factor. However, it is also clear that the second factor is more complex.
The cross-sectional behavior of asset returns
Most of our analysis has concentrated on explaining the time-variation in the expected returns for 44 different portfolios. Our results indicate that the two latent factor model, with constant conditional risk, can account for about 75% of the conditionally expected returns across these 44 portfolios. In this formulation, the time-variation is being driven by the latent premiums.
Asset pricing theories were originally developed to explain the crosssectional behavior of expected returns. The model implies that assets with high risk should have high expected returns. Recently, Fama and French (1992) show "an absence of a relation between b and average returns for 1963-1990" using various U.S. equity portfolios and assuming that the a U.S. equity market portfolio is the sole factor. These findings challenge the usefulness of the present asset pricing models.
However, as emphasized in Roll (1977) , Ross (1977) and Roll and Ross (1994) , the mean-variance inefficiency of the benchmark could lead to the finding of no significant relation between expected returns and 0. Indeed, the results presented in table 1, suggest that the U.S. market portfolio is unconditionally dominated by the world market portfolio.
While our data and approach are not directly comparable with Fama and French (1992) , some insight can be gained by examining the latent factor model's ability to explain the cross-sectional behavior of the average asset returns. Figure 5 plots the risk loadings from the latent two factor model against the average excess returns over the 1971-1991 period. In contrast to the previous results, the loadings are based on a latent factor estimation which simultaneously considers all 44 assets. This estimation is only feasible using the analytical method with patterned weighting matrices detailed in section 2.2. From this cross-sectional scatter plot, it is evident The pillars represent the risk loadings for the first two factors in the two latent estimation. In contrast to the results presented in the paper, this estimation simultaneous considers all 44 assets. The average returns are in excess of the 30-day Treasury bill. The security market plane are the fitted values from the regression of the average returns on the betas. that the some of highest expected returns are found with the portfolios with the highest risk loadings.
If a regression of average returns on the risk loadings is estimated, the R 2 is 35% and the intercept is insignificantly different from zero. These results suggest that the asset pricing model provides a useful paradigm to explain both the cross-section and time-series behavior of expected asset returns.
CONCLUSIONS
This paper explores the sources of predictability in international bond and equity returns. While most research on international asset returns has relied upon either principal components analysis of the ex post asset returns or a prespecified factor approach, we investigate the usefulness of a latent factors technique. The advantage of this approach is that the factors need not be specified.
Our goal is not simply to test rank restrictions which determine the number of factors necessary to characterize the expected returns. Our idea is to solve for the factor premiums and explore their time-series patterns as well as the correlation with a set of prespecified variables. We test our model on using 18 country index returns as well as new data on 18 international industry portfolio returns and 8 fixed income portfolios. Although the statistical tests cannot reject a one-factor model, our diagnostics indicate that at least one additional factor is necessary to characterize the expected returns for the country index returns and the bond returns. With only two factor premiums, 77% of the predictable variation in 18 country index returns can be explained. Using the 18 international industry portfolios or the 8 bond portfolios, the two factor model accounts for 83% of the predictable variation.
Our characterization of the factor premiums suggest that the first premium has a strong resemblance to the expected excess returns on the world market portfolio. Consistent with the findings in the U.S. data of Fama and French(1989) , we find that the world market risk premium is highest at business-cycle troughs and lowest and business-cycle peaks. We find that the counter-cyclical behavior of the first risk premium also obtains in the most recent business cycle episode in 1990-1991.
The second premium is more difficult to characterize. For the bond returns, we find a high correlation between this premium and the conditionally expected change in a world foreign exchange returns index. This supports the role of foreign exchange risk proposed in Adler and Dumas (1983) and explored empirically in Ferson and Harvey (1993) and Dumas and Solnik (1995) . However, the second latent factor appears to be characterized by more than a foreign exchange factor.
We also compare the performance of the latent factor model to a prespecified conditional factor model. The prespecified model assumes the existence of two factors: the excess returns on the world equity portfolio and the foreign exchange returns index. The model diagnostics suggest that the latent factor model has distinct advantages over the prespecified factor model in that the average pricing errors are smaller and the ability of the model to account for the expected returns is higher.
The relative importance of the risk premiums is also explored. Recent research, such as Ferson and Harvey (1991) , suggests that the market factor is overwhelmingly important in explaining the time-series of expected asset returns. We find that the first factor premium is, indeed, the most important accounting for about 80% of the model's predictable variation. However, the second factor premium, is important for the country returns and very important for the bond returns.
Finally, we test the ability of the model to account for the cross-sectional behavior of expected returns. Recent work by Fama and French (1992) on U.S. equity data concludes that there is no significant relation between risk and return. Our results, which use international data and an international asset pricing framework, suggest that the cross-section of average returns is significantly related to the two risk loadings. The latent factor model appears to be a useful paradigm to help understand both the time-series and cross-sectional characteristics of expected returns.
