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Das 2018 eingeweihte Institut für den Schutz ma-
ritimer Infrastrukturen des DLR in Bremerhaven 
fokussiert sich auf die Bereitstellung neuartiger, 
bewerteter Lagebilder. Zu diesem Zwecke werden 
kostengünstige Technologien im Bereich Sensorik 
und Methoden zur schnelleren Datenverarbeitung 
entwickelt. Als Ausgangspunkt der Forschung die-
nen Sicherheitsanalysen, die existierende Systeme 
und Technologien hinsichtlich bestehender und 
neuer Bedrohungs- und Gefährdungslagen unter-
suchen und bewerten. 
Ziel ist es, Lagebilder mit Hilfe geeigneter Key 
Performance Indikatoren (KPI) echtzeitnah aus-
zuwerten und die Sicherheitslage von maritimen 
Infrastrukturen zuverlässig und vollumfänglich zu 
erfassen. Dies betrifft Hafenanlagen, die maritime 
Infrastruktur (z. B. Windparks, Seekabel, Positions-
anlagen, Transportwege zum Hafen im Umfeld, 
auf der Straße und der Schiene), die Einbindung 
der dazugehörigen Kommunikationstechnolo-
gie, die Überwachungsanlagen in den Häfen, den 
Schiffsverkehr und die internationalen Seewege 
als Grundlage des deutschen Exports und Imports 
von Wirtschaftsgütern.
Die Gewährleistung der Sicherheit im maritimen 
Bereich soll durch die Verwendung neuartiger 
Sensor- und Softwaresysteme in Verbindung mit 
kommerziell verfügbaren Technologien erfolgen.
Die Kernaufgabe der Forschungsgruppe Tech-
nologieerprobungssysteme ist der Betrieb land-, 
unterwasser- und luftgestützter Erprobungsträger, 
um neuartige Sensorik im Anwendungskontext er-
proben und validieren zu können.
Insbesondere die Überwachung von Hafenanla-
gen im Nahbereich erfordert neue Wege zu einer 
echtzeitnahen Nutzung und Auswertung von 
hochauflösenden Schrägsichtsystemen. Eine voll-
umfängliche Überwachung ist zunehmend mit 
der Forderung und Notwendigkeit automatisierter 
Auswerteverfahren bis hin zur automatisierten Ob-
jektidentifikation verknüpft. 
Die Nutzung von mobilen Schrägsichtsyste-
men offenbart ihrem Anwender zahlreiche neu-
artige Funktionen, welche weit über die Nutzbar-
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keit von ortsfesten Videokameras hinausgehen. 
Durch die Verknüpfung unterschiedlicher Syste-
me lassen sich Arbeiten im Bereich der Betriebs-
sicherheit, Überwachung und der Vermessung 
teilweise sogar stark automatisiert erfüllen. Schräg-
sichtsysteme beschränken sich nicht nur auf Ka-
meratechnologien, sondern umfassen zusätzlich 
die bildgebende Darstellung durch die Nutzung 
von Laserscanverfahren und Sonartechnolo-
gie im Unter-Wasser-Bereich. Die Verknüpfung 
von Daten unterhalb der Wasseroberfläche mit 
photogrammetrischen Aufnahmen aus der Luft 
wird hier am Beispiel eines Hafenbeckens gezeigt. 
Multikopter
Als Sensorplattform dient der Multikopter DJI 
Matrice M210 V2 RTK. Das Fluggerät erlaubt eine 
Nutzlast von 1,3 kg bei einem maximalen Start-
gewicht von 6,1 kg. Die Flugzeit liegt dank zwei 
großen Lithium-Polymer Akkus bei rund 30 Minu-
ten, was die Vermessung von großen maritimen 
Arealen mit nur wenigen Zwischenstopps erlaubt. 
Die Bestimmung von präzisen Positionskoordina-
ten wird durch eine Referenzstation in Form eines 
 Real-Time-Kinematik-Systems (RTK) unterstützt, 
was eine Genauigkeit von 1 bis 2  cm bietet und 
die Resistenz des Multikopters gegen magneti-
sche Interferenzen erhöht.
Das frei verfügbare Software Development Kit 
(SDK) von DJI bietet eine Schnittstelle zur Erweite-
rung der vom Hersteller bereits angebotenen Funk-
tionen zum teilautonomen Betrieb der Multikopter. 
Diese Möglichkeit wird durch kommerzielle Anbie-
ter wie Litchi zur universellen wegpunktbasierten 
Missionsplanung oder Pix4D bei der Realisierung 
unterschiedlicher Photogrammetrie-Anwendun-
gen genutzt. Auch komplett anwendungsspezi-
fische, hochautomatisierte Arbeitsabläufe lassen 
sich so realisieren, ohne dafür auf die Vorteile hin-
sichtlich Verfügbarkeit, Preis und Verlässlichkeit ei-
nes kommerziellen Produkts verzichten zu müssen. 
Der autonome Betrieb der Multikopter ohne Pilot, 
der jederzeit die Steuerung übernehmen könnte, 
ist nach aktueller Rechtslage kritisch zu betrachten, 
technisch aber durchaus möglich.
Die Rohdaten für 3D-Rekonstruktionen liefert 
ein optischer Micro-4/3-CMOS-Sensor (Zenmuse 
X5S). Die Anbindung an den Multikopter ist mit 
einem Drei-Achsen-Gimbal mit Präzisionsmotoren 
realisiert, die eine Genauigkeit von ±0,01° errei-
chen. Die Auflösung des Sensors beträgt 20,8 Me-
gapixel bei einem Field of View von 70°. Mit den 
Navigations- und Kompassdaten sowie der Aus-
richtung der Kamera, welche in den Metadaten 
der Bilddateien gespeichert werden, lassen sich 
die Bildpunkte der Daten verknüpfen. 
Autonomes Unter-Wasser-Fahrzeug
Für die Datenerzeugung unter Wasser wird das 
autonome Unter-Wasser-Fahrzeug (AUV) Sea-
Cat der Marke Atlas Elektronik verwendet (Kalwa 
2019). Dieses ist unter anderem mit einem Norbit 
WBMS-Fächerlot ausgestattet, welches zur Ge-
nerierung der Bathymetriedaten eingesetzt wird. 
Diese werden im Anschluss mit den Navigations-
daten des AUVs prozessiert, um eine ausreichen-
de Genauigkeit zu erhalten. Für das Prozessieren 
der Sonardaten wird SonarWiz verwendet. Um 
die Bathymetriedaten mit den Photogrammetrie-
daten zu fusionieren, ist es notwendig, diese auf 
miteinander kompatible Formate zu transferieren. 
SonarWiz erlaubt unter anderem den Export der 
Bathymetriedaten in das XYZ-Format, in dem sie 
mit einer Punktwolke aus Photogrammetriedaten 
vereint werden können.
3D-Visualisierung von Kaianlagen
Zur Demonstration der Möglichkeiten beim Einsatz 
von Multikoptern in der Vermessung und Inspek-
tion wurden mit dem beschriebenen System aus 
Multikopter und Kamera Kaianlagen in Bremerha-
ven und Nordenham beflogen. Dazu wurden zu-
nächst Trajektorien erzeugt, entlang derer sich der 
Multikopter bewegt und auf welchen die Kamera 
in festgelegten Abständen Bilder aufzeichnet. 
Abb. 1 zeigt eine Trajektorien- und Flugroutenpla-
nung, welche mit dem kommerziellen Programm 
Pix4Dcapture erstellt wurde. Sie stellt sicher, dass 
alle Objekte innerhalb des markierten Gebietes 
aus einem bestimmten Blickwinkel erfasst sind. 
Für die 3D-Rekonstruktion komplexer Strukturen 
müssen die Objekte von allen vier Seiten und 
von oben, also insgesamt aus fünf verschiede-
nen Blickwinkeln, aufgenommen werden. Daraus 
resultieren für das Areal von 243  m  ×  165  m aus 
Abb. 1 fünf Trajektorien, für die das System insge-
samt etwa 45 Minuten benötigt. Einfache Objekte 
wie die Spundwand in Abb. 2 lassen sich auch mit 
weniger Aufwand sehr detailliert darstellen. Das 
hier gezeigte 3D-Modell ist aus einem einzigen 
geradlinigen Flug entstanden. So kann nach etwa 
10 Minuten Flugzeit ein Kilometer Spundwand in 
dem aufgezeigten Detaillierungsgrad modelliert 
Abb. 1: Planung der Trajektorien des Multikopters mit der Software Pix4Dcapture
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werden. Abb. 3 zeigt den Ausschnitt eines 3D-Mo-
dells einer Kaianlage mit davor liegendem Steg. 
Aufgrund der erhöhten Komplexität der Szenerie 
wurde die Kaimauer in drei verschiedenen Höhen 
beflogen, was die Anzahl der verknüpfbaren Bild-
punkte und damit die Qualität der Rekonstruktion 
erhöht.
Mit Hilfe von Photogrammetriesoftware, wie 
Pix4Dmapper oder RealityCapture, werden aus 
den Bildern sowie der Position und der Orientie-
rung der Kamera zum Zeitpunkt der Aufnahme 
Punktwolken berechnet. Durch die Kombina-
tion von zwei oder mehr korrespondierenden 
Bildpunkten von Bildern aus unterschiedlichen 
Positionen und Blickwinkeln lassen sich die 
Ausgangspunkte dreidimensional berechnen. 
Um Bauwerke zu inspizieren, ist eine hohe Auf-
lösung der Bilder erforderlich, damit eine hohe 
Punktdichte errechnet werden kann. Ein ent-
scheidender Vorteil bei der Verwendung von 
Kameras als Datenquelle im Vergleich zu Laser-
scannern oder Sonarsystemen ist, dass aus der 
Punktwolke und den Originaldaten anschließend 
ein texturiertes Modell generiert werden kann. 
Anhand dieser Art von Modell lassen sich sehr 
genaue Aussagen zum Zustand des inspizierten 
Bereichs tätigen.
Verknüpfung von Punktwolken über 
und unter Wasser
Über das Format der Punktwolke (z. B. das XYZ-
Format) können Daten unterschiedlicher Sensoren 
fusioniert werden. In der maritimen Welt entsteht 
so eine Schnittstelle zwischen optischen Senso-
ren über und akustischen Sensoren unter Wasser. 
In Abb. 4 wurde diese Möglichkeit dazu genutzt, 
um eine Szene im Museumshafen von Bremer-
haven zu visualisieren. Die mit AUV und Fächerlot 
aufgenommenen Bathymetriedaten und die aus 
den Aufnahmen von Multikopter und Kamera 
über Photogrammetrie errechneten Punktwolken 
des Museumsschiffs Seute Deern wurden in einer 
Darstellung zusammengeführt. Dadurch entsteht 
ein dreidimensionaler Gesamtüberblick über die 
Situation vor Ort. Die Szene wurde mit der Soft-
ware NaviModel Viewer zusätzlich in vorhandenes 
Kartenmaterial eingebettet.
Ausblick
Die anwendungsspezifische Gestaltung autono-
mer und automatisierter Funktionen bietet ein 
großes Potenzial in der Steigerung der Effizienz 
von Prozessen in den Bereichen Überwachung 
und Vermessung maritimer Infrastrukturen sowie 
die Kartierung von Veränderungen durch Change 
Abb. 2: Ergebnis einer Spundwandinspektion nach nur einem Überflug, dargestellt mit RealityCapture
Abb. 3: Ergebnis einer Kaimauerinspektion mit Überflügen in drei unterschiedlichen Höhen, dargestellt mit RealityCapture
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Detection. So sind etwa parametrisierte Vermes-
sungstrajektorien und automatisierte Arbeits-
abläufe denkbar, die die dreidimensionale Unter-
suchung und Modellierung von Objekten über 
und unter Wasser mit nur einem Klick oder sogar 
komplett selbstständig aufgrund von Sensorinfor-
mationen ermöglichen.
Durch die vorgestellte Technologie können 
künftig Inspektionen von Kaianlagen, Schiffen 
oder sogar Offshore-Plattformen kostengünstig, 
schnell und aus der Ferne durchgeführt werden. 
Momentan erfolgt die Auswertung der Daten 
stets nach dem Messeinsatz und erfordert zu-
sätzliche Arbeitsschritte. Die Verfügbarkeit im-
mer leistungsfähigerer Rechner und höhere 
Datenübertragungsraten zwischen Multikopter 
und dem Boden eröffnen unterschiedliche Mög-
lichkeiten, diese Operationen in Echtzeit durch-
zuführen. Die vorgestellte DJI Matrice-Serie kann 
etwa mit zusätzlichen frei programmierbaren 
Rechnereinheiten ausgestattet werden. In Ver-
bindung mit aktuellen Entwicklungen in den 
Bereichen Objekterkennung und Künstliche In-
telligenz wird dadurch die Detektion von Unter-
schieden in Position oder Struktur von bekannten 
und die Klassifikation von unbekannten Objekten 
ohne Latenzzeiten möglich. Die gewonnenen Er-
kenntnisse können direkt in die Flugsteuerung 
einfließen und erhöhen den Grad der Autono-
mie. So könnten Multikopter beispielsweise in 
der Überwachung großer Hafengelände das Per-
sonal entlasten, indem sie Abweichungen vom 
Normalbetrieb erkennen, die fraglichen Objekte 
eigenständig verfolgen und näher untersuchen. 
Denkbar ist auch der Einsatz von aktiven Schräg-
sichtsystemen (Peters et al. 2019) für verbesserte 
Datenqualität bei schlechten Sichtverhältnissen 
nachts, in Notsituationen oder bei ungünstigen 
Wetterbedingungen.
Außerdem kann über die Integration von zusätz-
lichen Sensoren, welche Punktwolken generieren 
(z. B. Laserscanner, stereoskopische Kameras), die 
Punktdichte und damit die Genauigkeit der Ergeb-
nisse erhöht werden, zudem können zusätzliche 
Bereiche wie Innenräume eingebunden werden. 
Dies erhöht weiter die Aussagekraft der generier-
ten Modelle und die Möglichkeiten der Change 
Detection. //
Abb. 4: Verknüpfung der Punktwolken aus Fächerlotdaten und Photogrammetrie, dargestellt in NaviModel Viewer
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