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Проведені експерименти по дослідженню характеристик і порівняль-
ний аналіз (табл. 1) класифікатора RTC (класифікатор з випадковим поро-
гом) з класифікаторами NNC (класифікатор з алгоритмом навчання за пра-
вилом найближчого сусіда), ВРA (Класифікатор зворотного поширення по-
милки), PFC (класифікатор з використанням потенційних функцій) і інші.  
Таблиця 1 – Порівняння нейромережевих класифікаторів для задачі 
розпізнавання сигналів 
 
Це дозволяє стверджувати, що класифікатор RTC: 
‒ за якістю класифікації при величині навчальної вибірки понад 250 
перевершує на 3% класифікатор NNC, на 7% класифікатор ВРA і 
поступається на 3% класифікатором PFC; 
‒ за якістю класифікації при розмірності простору ознак більше 16 
 
Радіотехнічні кола та сигнали. Обчислювальні методи в радіоелектроніці 
Міжнародна науково-технічна конференція 
 «Радіотехнічні поля, сигнали, апарати та системи» 25 
перевершує класифікатор NNC в 1,37 рази, ні в чому не поступаю-
чись класифікатором ВРA і класифікатору PFC; 
‒ за якістю класифікації залежно від складності поділяють поверхонь 
перевершує класифікатор NNC в 1,14 ... 1,8 рази, класифікатор ВРA 
в 1,12 рази, поступається класифікатором PFC в 1,12 рази; 
‒ за часом розпізнавання при розмірах навчальної вибірки понад 250 
перевершує класифікатор ВРA і класифікатор NNC в 1,5 ... 200 ра-
зів, при цьому не поступаючись класифікатором PFC по швидкості 
розпізнавання; 
‒ за часом розпізнавання при зміні простору ознак від 2 ... 16 переве-
ршує класифікатор PFC в 27 разів, класифікатор NNC в 14,7 раз, 
нема в чому при цьому не поступаючись класифікатором ВРA; 
‒ за часом розпізнавання в залежності від складності поділяють пове-
рхонь перевершує класифікатор NNC в 6,7 рази, поступається кла-
сифікатором PFC в 8,7 рази, ні в чому не поступаючись класифіка-
тором ВРA; 
‒ за часом навчання при розмірах навчальної вибірки більше 4000 пе-
ревершує класифікатор ВРA в 4 рази, класифікатор NNC в 1,75 раз, 
при цьому поступається класифікатором PFC по швидкості нав-
чання на обсягах навчальної вибірки більше 1000 в 1,1 ... 2 рази; 
‒ за часом навчання при зміні простору ознак від 2 ... 16 перевершує 
класифікатор PFC в 4,5 рази, класифікатор NNC в 2,8 рази, класифі-
катор ВРA при малих розмірах ознак в 18 разів, а при збільшенні 
розміру ознак більше 16 в 1, 35 рази; 
‒ за часом навчання в залежності від складності поділяють поверхонь 
перевершує класифікатор NNC в 2 рази, класифікатор PFC в 2,75 
рази, класифікатором ВРA в 6,9 рази; 
Отримані результати свідчать, що за якістю розпізнавання класифіка-
тор на основі нейронної мережі з випадковими порогами (RTC) лише незна-
чно поступається класифікатором з використанням потенційних функцій 
(PFC), перевершуючи за тимчасовими показниками класифікатор з алгори-
тмом навчання за правилом найближчого сусіда (NNC) і модифікований 
класифікатор з алгоритмом навчання зворотного поширення помилки 
(ВРA). За швидкістю розпізнавання класифікатор RTC на основі нейронної 
мережі з випадковими порогами є лідером. За часом навчання класифікатор 
на основі нейронної мережі з випадковими порогами значно краще, ніж кла-
сифікатор з використанням потенційних функцій, модифікованого нейроме-
режевого класифікатора з алгоритмом навчання зворотного поширення по-
милки і класифікатора з алгоритмом навчання за правилом найближчого су-
сіда.  
Таким чином, класифікатор на основі нейронної мережі з випадковими 
порогами має значно кращі характеристики, ніж інші класифікатори. Це 
обумовлено його архітектурою (навчальні зв'язки розташовані в одному 
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шарі та розподілене груботочне кодування), а також простотою і високою 
швидкістю логічних операцій та обчислень із цілими числами. Отже висо-
коефективні засоби апаратної підтримки цього класифікатора можуть бути 
досить простими і недорогими. 
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Анотація 
Проведений порівняльний аналіз методів обробки радіосигналів на ос-
нові нейронних мереж. 
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Проведенный сравнительный анализ методов обработки радиосигна-
лов на основе нейронных сетей. 
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Abstract  
A comparative analysis of radio signal processing methods based on neural 
networks. 
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