A classical problem in number theory is showing that the mean value of an arithmetic function is asymptotic to the mean value over a short interval or over an arithmetic progression, with intervals as short as possible or modulus as large as possible.
Introduction
An important and challenging class of problems in analytic number theory is showing that the mean value of an arithmetic function in a short interval [x, x + h] ∩ Z is asymptotic to its mean over a long interval. Concretely, this often takes the following form: proving for various α : N>0 → C that x≤n≤x+x ε α(n)
x ε = n≤x α(n) x (1 + o(1)), x → ∞ (1.1) for ε ∈ (0, 1) as small as possible. If the mean value of α tends to 0 and does not have a main term, as happens e.g. for the Möbius function, one should be more careful and instead ask for
to hold for ε ∈ (0, 1) as small as possible. A related class of problems is showing that the mean value of α : N>0 → C over integers 1 ≤ n ≤ x which lie in the arithmetic progression a mod q (gcd(a, q) = 1) is close to the mean value of α over integers 1 ≤ n ≤ x which are coprime to q. Formally, this often means proving n≤x, n≡a mod q α(n) x/φ(q) = n≤x, (n,q)=1 α(n) x(φ(q)/q) (1 + o(1)), x → ∞ (1.3) or n≤x, n≡a mod q α(n) x/φ(q) = o(1), x → ∞ (1.4) uniformly in q < x 1−ε for ε ∈ (0, 1) as small as possible. Conditionally on the Generalized Riemann Hypothesis (GRH), it is a classical result that in the range ε > 1 2 function field analogues of (1.2) and (1.4) in the range ε > 1 2 follow by combining the exponential sums estimates given in Bhowmick, Lê and Liu [BLL17] and Porritt [Por18] .
However, both in the number field setting and the function field settings, these results are proven by ad hoc arguments, each using GRH in a different way. In this paper, we prove analogues of (1.1)-(1.4) in the function field setting for ε ∈ ( 1 2 , 1) for a wide class of arithmetic functions defined over the polynomial ring Fq[T ], the so-called 'factorization functions'. As in previous works, our main tool is GRH for Fq[T ], but we are able to treat all sensible arithmetic functions at once. This leads to interesting applications which are currently out of reach in the number field setting; these are described in §1.4 below.
The Function Field Setting
Throughout we fix a prime power q. Let Fq[T ] be the polynomial ring in T over Fq, Mn ⊆ Fq[T ] be the subset of monic polynomials of degree n, Pn ⊆ Mn be the subset of monic irreducible polynomials of degree n, M = ∪ n≥0 Mn be the set of all monic polynomials and P = ∪ n≥0 Pn be the set of all monic irreducible polynomials.
To any f ∈ M with prime factorization f =
(Pi ∈ Pn distinct, ei ≥ 1), we can associate the following multiset, named the extended factorization type of f :
(We often omit the word 'extended'.) Following Rodgers [Rod16] , an arithmetic function α : M → C is called a factorization function if α(f ) depends only on ω f . Some of the most commonly studied arithmetic functions in number theory, when considered in the function field setting, are instances of factorization functions: the von Mangoldt function Λ(f ) = deg(P ) if f = P k for P ∈ P and k ≥ 1, 0 otherwise, the Möbius function
otherwise, the indicator of squarefrees µ 2 (f ) = 1 if f is squarefree, 0 otherwise, the divisor functions, and many more. A short interval of size q h+1 around f0 ∈ Fq[T ] is the subset
, we also recall the definition of arithmetic progressions in this setting. Consider a non-zero polynomial M ∈ Fq[T ] and a polynomial f0 ∈ Mn coprime to M . We define the arithmetic progression of monic polynomials of degree n in the residue class f0 mod M to be
which is a subset of Mn;M := {f ∈ Mn : gcd(f, M ) = 1}.
, where φ(M ) is Euler's totient function.
Main Results
For a given arithmetic function α : M → C, let α S be the mean value of α over a non-empty finite subset S ⊆ M:
We prove the following analogue of (1.1), (1.2).
1 It is convenient to set deg(0) = −∞ and 0 = 0. Theorem 1.1. Let α : M → C be a factorization function. Let 0 ≤ h ≤ n − 1 and f0 ∈ Mn. Then
n log log(n+2) log(n+2)
) .
The analogous result for arithmetic progressions is the following.
Theorem 1.2. Let α : M → C be a factorization function. Let M ∈ Fq[T ] be a non-zero polynomial and let f0 ∈ Mn be a polynomial coprime to M . Then whenever n ≥ deg(M ),
Oq ( n log log(n+2) log(n+2)
As long as max f ∈Mn |α(f )| grows subexponentially in n, Theorems 1.1 and 1.2 give a non-trivial result in the range lim sup n→∞ h+1 n
, respectively. These limsups are the function field analogue of the quantity ε discussed before.
We also prove the following results on the variance of the sums f ∈I(f 0 ,h) α(f ) and f ∈AP(f 0 ,M ) α(f ) as f0 varies. Theorem 1.3. Let α : M → C be a factorization function. For any 0 ≤ h ≤ n − 1 we have 1 |Mn|
(1.5)
For any non-zero polynomial M with deg(M ) ≤ n we have
(1.6)
Previous Works

The Work of Rodgers
Rodgers [Rod16] showed, for any factorization function α, that
and that 1 |Mn|
Both these bounds follow from bounds on the exponential sums f ∈Mn α(f )χ(f ), where χ belongs to a certain class of Dirichlet characters. Namely, Rodgers showed that [Rod16, Lem. 6.3]
To prove this, Rodgers used combinatorial arguments to relate
, and then applied RH for these L-functions. Although his results are general enough to treat all factorization functions, they are not applicable in the large-n limit because of the implicit constants in (1.7) and (1.8), which depend on n and α in a non-explicit way. In principle, the current mechanism of his proof can yield a concrete constant for each choice of n and α, but it is not clear how to bound it as n goes to infinity and if it gives any useful bounds in that limit. Our main results rectify this by showing that for the implied constant one may take a certain subexponentially growing function of n, times the maximum of f (or the maximum squared). 
Mean Values
Their method gives an implied constant of order n!, so that (1.9) is non-trivial only when q is very large with respect to n. An analogue of (1.9) also holds for arithmetic progressions. For some arithmetic functions, one may go beyond the results of Theorem 1.1 using algebro-geometric methods. Very recently, Sawin [Saw18] proved the following exciting bound on the k-th divisor function d k , k a positive integer:
where p is the characteristic of Fq. In particular, this shows that 
. Obtaining a good bound on this constant is a hard problem, and since it may grow fast with n, (1.10) is applicable currently only for fixed n and q tending to infinity. The functions of von Mangoldt type include the von Mangoldt function and the Möbius function, and they form a natural subset of the class of factorization functions. Shusterman [Shu18] proved cancellations in µ AP(f 0 ,M ) when the characteristic of Fq is equal to 3, f0 ≡ 1 mod M and M is a prime power -even when deg(M )/n > 1/2.
Variance
For specific functions, such as the Möbius function, the von Mangoldt function and the divisor functions, the work of Ramachandra in the integer setting [Ram76] gives upper bounds similar in spirit to (1.5) conditionally on RH. Recently, Matomäki and Radziwi l l [MR16] proved unconditionally that
which goes beyond Ramachandra's result for µ if H is very small. The methods of [MR16] apply in general to bounded multiplicative functions, and so they cannot handle e.g. divisor functions or the von Mangoldt function.
Applications
Let H(x, y, 2y) be number of positive integers up to x which have a divisor in (y, 2y]. Ford [For08a, For08b] showed that H(x, y, 2y)
where δ = 1 − 1+log log 2 log 2
. Here A B means A ≤ c1B, B ≤ c2A for absolute constants c1, c2. Ford has a short interval version of this result [For08a, Thm. 2]:
where y0 is a sufficiently large real number. Let Hq(n, d) be the function field analogue of H(x, y, 2y), counting monic polynomials of degree n which have a divisor of degree d. Meisner [Mei18, Thm. 1.2] has recently shown that
Applying Theorem 1.1 with
Oq ( n log log(n+2) log (n+2) ) , which implies the following.
Corollary 1.4. For any n ≥ 1, let f0 ∈ Mn. As n → ∞, we have
Not only is this corollary valid in a much wider range then (1.11), it is an asymptotic result and not an estimate. In the integer setting, RH might help in improving the range where (1.11) holds, but it is not clear how to use it to establish an asymptotic formula. We raise the following Question. Assume RH. Do we have
as x tends to infinity? Our second example is Hooley's Delta function. In his study of Waring's problem, diophantine approximation and other problems [Hoo79] , Hooley introduced the function
and obtained upper and lower bounds on its mean value. Hall and Tenenbaum [HT82] showed that
for an explicit (optimal) constant A0, and 1 x n≤x ∆(n) = Ω(log log x).
As far as the author knows, ∆ was not studied in short intervals or in arithmetic progressions. The function field analogue of ∆ is
Let d2(f ) be the usual divisor function, which satisfies d2
, which is known to grow slower than any power of q n as n tends to infinity. Also, ∆ Mn ≥ d2 Mn /(n + 1) = 1. A similar computation shows that for a fixed non-zero M ∈ Fq[T ], we have d2 M n;M = Θ(n) and max f ∈M n;M ∆(f ) = Ω(1) as n → ∞. Applying Theorems 1.1, 1.2 with α = ∆q, we obtain the following. 
Methods
Theorems 1.1-1.3 rest on the exponential sums estimate given in Theorem 1.6 below. The theorem involves Hayes characters, which are a function field generalization of Dirichlet characters defined in §2 below. Informally, a function χ : M → C is called a Hayes character modulo R ,M ( a non-negative integer, M a non-zero polynomial) if the following conditions hold: (1) χ(f g) = χ(f )χ(g) for every f, g ∈ Mq, (2) χ(f ) depends only on the residue of f modulo M and on the first next-to-leading coefficients of f , and (3) χ(f ) = 0 if and only if gcd(f, M ) = 1. Such a χ is called trivial if it only assumes the values 0 and 1. For instance, the notion of a Dirichlet character modulo M coincides with that of a Hayes character modulo R0,M Theorem 1.6. Let α : M → C be a factorization function, and let χ a non-trivial Hayes character modulo R ,M . We have
(1.13)
is small compared to n, say + deg(M ) = o(n/ ln n), then (1.12) is superior to (1.13). For + deg(M ) which is proportional to n, (1.13) is better than (1.12). We manage to prove such a theorem, which works for any α, by reducing it to estimating a single exponential sum, which we now describe.
Let Ω be the set of finite multisets of elements from N>0 × N>0, so that ω f , the factorization type of a polynomial f , is an element of Ω. For an element ω = {(di, ei) : 1 ≤ i ≤ k} ∈ Ω, we define its size to be |ω| := k i=1 diei and its length to be (ω) := k. For a factorization function α and a factorization type ω ∈ Ω, we denote by α(ω) the value of α on a polynomial f with ω f = ω if such a polynomial exists, and otherwise set α(ω) = 0. We have, by the triangle inequality,
(1.14)
Thus, it suffices to bound the sum on the right hand side of (1.14). In order to bound the exponential sums
we use tools from symmetric function theory to relate these exponential sums to exponential sums over irreducible polynomials. Such sums we know how to bound due to RH over function fields. Apart from symmetric function theory and RH, we use an additional idea, which first appeared in [BLL17] . Namely, we use the trivial bound for some of the sums over primes that we encounter, the reason being that the trivial bound is better than what RH gives in some cases.
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Hayes Characters
Here we review the function field analogue of Dirichlet characters, first introduced by Hayes in the paper [Hay65] which is based on his thesis. We call these characters "Hayes characters", or sometimes "generalized arithmetic progression characters". Unless otherwise stated, the proofs of the statements in this section appear in Hayes' original paper. The main difference between Hayes characters and Dirichlet characters is that in the function field setting we can also consider characters modulo the prime at infinity.
Equivalence Relation
Let be a non-negative integer and M be a non-zero polynomial in Fq[T ]. We define an equivalence relation R ,M on M by saying that A ≡ B mod R ,M if and only if A and B have the same first next-to-leading coefficients and A ≡ B mod M . We adopt throughout the following convention: the j-th next-to-leading coefficient of a polynomial f (T ) ∈ M with j > deg(f ) is considered to be 0. It may be shown that there is a well-defined quotient monoid M/R ,M , where multiplication is the usual polynomial multiplication. An element of M is invertible modulo R ,M if and only if it is coprime to M . The units of M/R ,M form an abelian group, having as identity element the equivalence class of the polynomial 1. We denote this unit group by (M/R ,M ) × . It may be shown that 
Characters
representative sets, and a set of polynomials on which χ ∈ G(R ,M ) vanishes. Thus, applying (2.1) with χ2 = χ0, we obtain that for all n ≥ + deg(M ):
We also have, for all A, B ∈ M coprime to M ,
We also call the elements of G(R ,M ) "generalized arithmetic progression characters", because for any A ∈ Mn, χ ∈ G(R ,M ) is constant on the set
which is an intersection of an arithmetic progression and a short interval. We set, for future use,
If χ ∈ G(R ,1 ) we say that χ is a short interval character of coefficients, and if χ ∈ G(R0,M ) we say that χ is a Dirichlet character modulo M . Every element of G(R ,M ) is a product of an element from G(R ,1 ) with an element from G(R0,M ).
L-Functions
Let χ ∈ G(R ,M ). The L-function of χ is the following series in u:
which also admits the Euler product
Otherwise, the orthogonality relation (2.2) implies that L(u, χ) is a polynomial in u of degree at most 
The following consequence of (2.7) is a basic ingredient in our proofs.
Lemma 2.1. Let M be a non-zero polynomial in Fq[T ] and a non-negative integer. Let χ ∈ G(R ,M ) and n ≥ 1. Then we obtain the additional bound as follows. We equate (2.4) with (2.6) and take logarithmetic derivatives to obtain
where the last passage used (2.5) and (2.7). We can split (2.8) into the contribution of primes of degree n and proper prime powers:
we obtain from (2.9) and the triangle inequality that
After dividing by n, the lemma is established.
Sums over Generalized Arithmetic Progressions and their Variance
For an arithmetic function α : M → C and n ≥ 1, define
The following lemma expresses sums over generalized arithmetic progressions, and the variance of such sums, as sums over characters in G(R ,M ). Special cases of this lemma appeared in a paper of Keating and Rudnick [KR16] .
Lemma 2.2. Let be a non-negative integer and M ∈ Fq[T ] a non-zero polynomial. Let n ≥ +deg(M ). Let A ∈ (M/R ,M ) × and define fA ∈ M to be some polynomial of degree n in the equivalence class of A modulo R ,M . Then the following hold.
We have
2. For any arithmetic function α : M → C we have
(2.11)
3. For any arithmetic function α : M → C, the variance of { g∈GAP (f ;n, ;M ) α(g)} f ∈M n;M is given by
Proof. The first part of the lemma is a restatement of the orthogonality relation (2.3). The second part of the lemma follows from the first by changing order of summation:
(2.13)
Now we note that the term corresponding to χ = χ0 in (2.13) is
which finishes the proof of the second part. To prove the last part of the lemma we use (2.14) and (2.11)
as follows:
(2.15)
We conclude the proof of (2.12) by applying the orthogonality relation (2.1) to the right hand side of (2.15).
Auxiliary Results
Here and in subsequent sections, we shall use the notation [u n ]f (u) for the coefficient of u n in a power series f . We also write exp(•) for e
• .
Multiplicativity of Exponential Sums
Given d ≥ 1 and a factorization type
we denote by ω(d) ⊆ ω the factorization type {(di, ei) : 1 ≤ i ≤ k, di = d}. By definition, ω is the disjoint of union of the ω(d)-s. The following lemma shows that the exponential sums S(n, χ · 1ω) (recall (2.10)) enjoy a multiplicative property.
Lemma 3.1. Let ω ∈ Ω with |ω| = n. Let χ be a Hayes character. Then
Proof. Each f with ω f = ω can be uniquely written as f = n i=1 fi where fi is divisible only by primes of degree i. We then have ω f i = ω f (d), and the lemma follows by expanding the right hand side of (3.1).
Symmetric Function Theory
A partition of size n is a finite (possibly empty) non-increasing sequence of positive integers that sum to n. The length of a partition λ = (λ1, λ2, . . . , λ k ) is the number of its elements and is denoted (λ) := k. We write λ n to indicate that λ sums to n. The empty partition is of size and length 0. We denote by Y the set of all partitions.
An important class of symmetric polynomials is the monomial symmetric polynomials. Given a partition λ = (λ1, λ2, . . . , λ k ) and variables X1, . . . , X k , then the monomial symmetric polynomial m λ (X1, . . . , X k ) is the symmetric polynomial
where the sum is over the distinct permutations of λ. It is useful to extend m λ to the case of a general number of variables X1, . . . , Xn. If n < k we define m λ (Xi : 1 ≤ i ≤ n) to be zero. If n > k we set λj = 0 for j = k + 1, . . . , n and define
where the sum is over the distinct permutations of λ followed by n − k zeros. In particular, m λ is the elementary symmetric polynomial e k if λ = (1, 1, . . . , 1) with k ones.
The following lemma expresses exponential sums, of the form appearing in the right hand side of (3.1), as an evaluation of a monomial symmetric polynomial.
Let λ ∈ Y be the partition whose parts are {ei} k i=1 in non-increasing order. Let χ be a Hayes character. We have
Proof. A polynomial f with ω f = ω is necessarily given by a product
where Pi are distinct elements from P d . Equivalently, f may be expressed as P ∈P d P e(P ) where the multiset {e(P ) :
Moreover, by unique factorization, this form is unique. Thus,
which is just m λ evaluated at {χ(P ) : P ∈ P d }, as needed.
Another class of symmetric polynomials is the power sum symmetric polynomials. Given a positive integer r, the power sum symmetric polynomial pr(Xi : 1 ≤ i ≤ n) is the symmetric polynomial
More generally, given a partition λ = (λ1, λ2, . . . , λ k ), then the power sum symmetric polynomial p λ (Xi :
A basic result in symmetric function theory says that whenever m ≥ n, {m λ (Xi : 1 ≤ i ≤ m)} λ n and {p λ (Xi : 1 ≤ i ≤ m)} λ n are both bases for homogeneous symmetric polynomials of degree n with rational coefficients. In particular, m λ (Xi : 1 ≤ i ≤ m) can be expressed uniquely as a linear combination of the symmetric polynomials pµ for partitions µ of size n, that is, there are unique coefficients c λ,µ ∈ Q such that m λ (Xi :
for all m ≥ n (c λ,µ are independent of m). Egecioglu and Remmel [ER91, pp. 107-111] gave a combinatorial interpretation of c λ,µ which we now describe. We begin with their definition of λ-brick tabloids. Let λ = (λ1, λ2, . . . , λ k ), µ = (µ1, µ2, . . . , µr) be two partitions. Recall that the Young diagram Yµ is the diagram which consists of left justified rows of squares of lengths µ1, µ2, . . . , µ k reading from top to bottom. For instance, if µ = (4, 3) then Yµ is given by Yµ = .
A λ-brick tabloid T of shape µ is a filling of Yµ with bricks b1, . . . , b k of lengths λ1, . . . , λ k , respectively, such that 1. each brick bi covers exactly λi squares of Yµ all of which lie in a single row of Yµ, 2. no two brick overlap.
For example, if λ = (3, 2, 1, 1) and µ = (4, 3), then we must cover Yµ with the bricks
Here, bricks of the same size are indistinguishable. There are in total seven λ-brick tabloids of shape µ, given in Figure 3 .2.
We let B λ,µ denote the set of λ-brick tabloids of shape µ. We define a weight w(T ) for each λ-brick tabloid T ∈ B λ,µ by w(T ) = where Pµ := Pπ∈S n (π has cycle type µ).
Here Pπ∈S n is the uniform probability measure on the symmetric group Sn, and we say that π has a cycle type (µ1, µ2, . . . , µr) if the cycle sizes of π are given by µ1, . . . , µr.
Lemma 3.3. Let n and k be positive integers. Let µ n. We have
Proof. Write µ as (µ1, . . . , µr). A λ-brick tabloid of shape µ determines the partition λ uniquely. Indeed, λ can be recovered by reading the lengths of the bricks in each row of the tabloid. Thus, the set ∪ λ n, (λ)≤k B λ,µ may be identified with a sequence {bi} j=1 ai,j = µi for each i as follows. The number bi is set to be the number of blocks in the i-th topmost row of the tabloid, and the number ai,j is set to be the length of th j-th leftmost brick in the i-topmost row. Under this identification, w(B λ,µ ) is given by the product r i=1 a i,b i , and it follows that for any t ≥ 0 we have
Consider the generating function
Letting c(n1, n2, n3) be the number of solutions to x1 + x2 + . . . + xn 1 = n3 with xn 1 = n2 and xi ≥ 1, it follows from (3.5) that
As c(n1, n2, n3) is also the number of solutions to x1 + . . . + xn 1 −1 = n3 − n2 in positive integers, a standard combinatorial result says that
where in the last passage we made use of the identity
2 with d = µi − 1 and x = 1/(1 + u). As the left hand side of (3.4) is the sum of the first k + 1 coefficients of B(u), and they are bounded from above by the corresponding coefficients of
n i u i , the proof is concluded.
Permutation Statistics
We denote the expectation of a function f : Sn → R with respect to the uniform probability measure on Sn by Eπ∈S n f (π). We denote by (π) the number of cycles in a permutation π.
Lemma 3.4. Let n ≥ 1, m ≥ 2 be positive integers. Let z1, z2 ∈ C. Define the following function on Sn:
where the product is over the disjoint cycles of π. Then
Proof. The exponential formula for permutations [Sta99, Cor. 5.1.9] states the following. Given a function g : N>0 → C, we construct a corresponding function on permutations (on arbitrary number of elements) as follows:
where the product is over the disjoint cycles of π. We then have the following identity of formal power series:
Choosing g to be
we find that G(π) = f (π) for every π ∈ Sn, and so
as needed.
Bounds on Certain Finite Sums
Lemma 3.5. Let x ≥ 2 be a real number and n be a positive integer. Then
2. For any integer m ≥ 2 dividing n,
3.5 Bounds on Coefficients of a Generating Function n log log r log r exp(70 (r + 1) (log r) 2 t) (3.9)
for all n ≥ 1. If r = O(n), we have
+O t ( n log log(n+2) log(n+2)
(3.10)
Proof. We work with the modified function
As t k/2 ≤ r + 1 for k ≤ L, we have ) − n log R . Assume r ≥ 20000 and choose R = t − log log r log r in (3.11). We then have −n log R = n log log r log r log t, R L ≤ t − log log r log r (2 log t r−1) = t log log r log r (log r) 2 ≤ t (log r) 2 .
(3.12) Assuming further r ≥ t log 2 t , we have log t log log r log r ∈ (0, 1), which implies R ≤ 1 − 0.5 log t log log r log r
, and so 1 (L + 1)(1 − R) ≤ log t 2 log r 2 log r log t log log r ≤ 1. (3.13)
Plugging (3.12) and (3.13) in (3.11), we obtain (3.9). To prove (3.10), use (3.9) if r ≥ max{20000, t where in the last passage we have used Lemma 3.4. As |P1| = q ≤ 3 for q ∈ {2, 3}, it follows that
