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Abstract
This paper studies the dynamic entropic repulsion for the Ginzburg–Landau ∇φ interface model on the
wall. Depending on the lattice dimension d, the interface is repelled as t →∞ to√log t for d ≥ 3 and log t
for d = 2. In the harmonic case with a quadratic interaction potential, the exact coefficient is identified.
The main tools used are the comparison theorem for the stochastic dynamics and the logarithmic Sobolev
inequality.
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1. Introduction
We consider the motion of a random interface above a hard wall. The interface is described by
the Ginzburg–Landau ∇φ interface model with a reflection at the wall. Thus, for a site x ∈ Zd ,
φt (x) ∈ R+ denotes the height of the interface above x at time t ≥ 0. We will be mainly
interested in the long time behavior of the system. The system feels the influence of the hard wall
and is repelled from the wall to allow enough room for the natural fluctuations. This phenomena,
known as entropic repulsion, has been studied for the static ∇φ interface model in [2,8]. In this
setting the distribution of the interface is given by the finite volume Gibbs measure conditioned to
remain positive in a large box of size N . As N →∞, the interface is then pushed up by the hard
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wall, the height of the repulsion depending on size of the fluctuations of the system. Since the
finite Gibbs distribution is a reversible equilibrium for the dynamical Ginzburg–Landau model
on a finite box, dynamical and static entropic repulsion are obviously linked.
Let us set up our model. We assume that interface is described by the stochastic differential
equations (SDEs) of Skorokhod type φt = {φt (x) ≥ 0; x ∈ Zd}, t ≥ 0:
dφt (x) = −V(x, φt ) dt + d`t (x)+
√
2dwt (x), x ∈ Zd , (1.1)
where
V(x, φ) =
∑
y∈Zd ;|x−y|=1
V ′(φ(x)− φ(y))
and `t (x) is the local time of {φt (x), t ≥ 0} at φt (x) = 0. We assume that the initial distribution
is identical independent distributed
ν(dφ) =
∏
x∈Zd
ρ(dφ(x)) (1.2)
with finite second moments. The potential V ∈ C2(R) is a symmetric nonnegative function
(i.e. V (η) = V (−η) ≥ 0) which is assumed to be strictly convex:
c− ≤ V ′′(η) ≤ c+, η ∈ R, (1.3)
for some 0 < c− ≤ c+ < ∞. The special quadratic or harmonic case (denoted by ∗),
V ∗(η) = 12 (η)2 corresponds to a drift of the form
−V∗(x, φ) = −div(∇φ)(x) = ∆(φ)(x), x ∈ Zd , (1.4)
where ∆ is the discrete Laplace operator.
In view of the convexity (1.3), the drifts −V(x, φ) are attractive and this produces some
stiffness for the system (1.1). On the other hand, the independent Brownian motions generate
entropy. In the presence of the repulsive wall, the interface is repelled from the wall to allow
enough room for the natural fluctuations. More precisely as t → ∞ we have the height
O(
√
logd(t)), where logd(t) = log t, d ≥ 3 and log2(t) = (log t)2:
Theorem 1.1. There exists C1 ≤ C2 such that
lim
t→∞Pν
(
φt (x) ≤
√
C logd(t1/2)
)
= 0, C < C1 (1.5)
and
lim
t→∞Pν
(
φt (x) ≥
√
C logd(t1/2)
)
= 0, C > C2. (1.6)
The constants C1,C2 are related to the entropic repulsion of the finite Gibbs distribution µN ,+
with 0-boundary condition on the box ΛN = [−N , N ]d ∩ Zd :
µN ,+(dφ) = 1
Z N ,+
exp(−HN (φ))1Ω+N (φ)
∏
x∈ΛN
dφ(x)
∏
x 6∈ΛN
δ0(dφ(x)), (1.7)
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where
HN (φ) =
∑
x,y∈Zd ;|x−y|=1
x∈ΛN or y∈ΛN
V (φ(x)− φ(y))
is the Hamiltonian and Ω+N = {φ : φ(x) ≥ 0, x ∈ ΛN } the “hard wall” condition. Now, the
following identities hold with the same constants C1,C2 as in (1.5) and (1.6):
lim
N→∞µ
N ,+ (φ(x) ≤ √C logd(N )) = 0, C < C1 (1.8)
and
lim
N→∞µ
N ,+ (φ(x) ≥ √C logd(N )) = 0, C > C2, (1.9)
cf. [8]. In particular, in the harmonic case the constants are equal and can be identified as
C∗1 = C∗2 = 4Gd , where Gd =

lim
t→∞ σ
2
t , d ≥ 3,
lim
t→∞
σ 2t
2 log t
, d = 2,
here σ 2t =
∫ t
0 P
RW
s (0, 0) ds, PRWs (0, 0) = exp(s2∆)(0, 0) being the transition kernel of the
simple random walk on Zd generated by 2∆, cf. [1,2]. We can therefore obtain the following
corollary in the quadratic case:
Corollary 1.2. Let V ∗(η) = 12η2. Then for each 0 <  ≤ 4Gd we have
lim
t→∞Pν(φt (x)) 6∈
(√
(4Gd − ) logd(t1/2),
√
(4Gd + ) logd(t1/2)
)
= 0.
Remark 1.3. The Ginzburg–Landau process with repulsion was introduced by Funaki and Olla
in [16,14], where they derived the hydrodynamical limit and looked at the fluctuations in the one
dimensional case. In particular they show that the space–time rescaled process on a finite box ΛN
{N−1/2φt N2([θN ]),−1 ≤ θ ≤ 1}
starting at equilibrium converges with N → ∞ to a partial SDE with reflection of the
Nualart–Pardoux type, cf. [16,18].
Note that we do not treat the one dimensional case in this paper, which is very special, since
fluctuation and height of the repulsion are of the same order, cf. [9].
The idea behind the proof of the Theorem 1.1 is to compare the infinite system φt with the
finite φNt , solution of the SDEs for x ∈ ΛN and “frozen” at 0 outside ΛN : φNt (x) ≡ 0, t ≥ 0, x 6∈
ΛN . The finite Gibbs measure µN ,+ is the (unique) reversible equilibrium for φNt , cf. [14]. We
will show that φNt converges to its equilibrium at time t = O(N 2). Moreover, at the center of
the box x = 0, φt (0) behaves much like φNt (0) for times t = o(N 2), that is it takes a diffusive
time t = N 2 for the dynamic to feel the boundary of the box at distance N , see Proposition 2.10
below, or the hydrodynamical result of [14]. This explains the t1/2 in logd of (1.5) and (1.6).
We shall note other results on the dynamic entropic repulsion for different interface models
with stiffness and entropy. The paper [12] deals with a Markov process interacting by exclu-
sion with a wall in the space of trajectories of nearest-neighbor one-dimensional random walks.
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Asymptotically the expectation is proved to be bounded below by t1/4 and above by t1/4 log t .
Numerical simulations indicate that the second moment behaves like t1/2 log t . Also the pa-
per [13] investigates the entropic repulsion of a certain Markov chain, the so-called serial harness.
In the case of Gaussian noise and where the lattice dimension is larger or equal to three, their
result coincides with our result, that is, the asymptotic expectation behaved like
√
log t . They
also discuss the one dimension case and establish the same upper and lower bounds as in [12].
The organization of this paper is as follows. In Section 2, we formulate the dynamics (1.1)
precisely and study several properties of the solution. In Section 3, we show the lower bound
using a comparison theorem shown in Section 2 and the logarithmic Sobolev inequality. We
conclude the upper bound in Section 4 using the estimates established in Section 2. We finally
discuss the relationship between the other system in Section 5.
2. Construction of the infinite system and finite dimensional approximation
In this section, we shall discuss the basic properties of the solution of (1.1).
2.1. Notation
Before starting the discussion, we shall prepare several notations which are used later. Let
(Zd)∗ be the set of all directed bonds b = (x, y), x, y ∈ Zd , |x − y| = 1 in Zd . We write xb = x
and yb = y for b = (x, y). For every subset Λ of Zd , we denote the set of all directed bonds
touching Λ by Λ∗, that is,
Λ∗ := {b ∈ (Zd)∗; xb ∈ Λ or yb ∈ Λ}.
For a height variable φ = {φ(x); x ∈ Zd} ∈ RZd , we define the (discrete) gradient operator
∇ by ∇φ(b) := φ(xb)− φ(yb) for b ∈ (Zd)∗. We also define the (discrete) divergence operator
div by div η(x) =∑b∈(Zd )∗;xb=x η(b) for η ∈ R(Zd )∗ and x ∈ Zd . Using these notations, we can
write the HamiltonianHΛ as follows:
HΛ(φ) = 12
∑
b∈Λ∗
V (∇φ(b))
for φ ∈ RZd . We denote HΛN by HN , where ΛN ⊂ Zd is d-dimensional box with center 0 and
side length 2N + 1, that is, ΛN = [−N , N ]d ∩ Zd .
Let us define a space of heightX 2r (r > 0) by
X 2r =
{
φ ∈ RZd ; ‖φ‖2r :=
∑
x∈Zd
|φ(x)|2 exp(−2r |x |) <∞
}
.
We note thatX 2r is the Hilbert space with the inner product
(φ, ψ)X 2r
=
∑
x∈Zd
φ(x)ψ(x) exp(−2r |x |).
We define the space of height variables X 2r,+ (r > 0) by X 2r,+ = {φ ∈ X 2r ;φ ≥ 0}. Here, for
φ,ψ ∈ RZd , we denote φ ≤ ψ when φ(x) ≤ ψ(x) for every x ∈ Zd . Our main object to study is
the time evolution φt ∈X 2r,+ governed by the following stochastic differential equations (SDEs)
of Skorokhod type:
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dφt (x) = −V(x, φt )dt +
√
2dwt (x)+ d`t (x), x ∈ Zd , t ∈ [0, T ],
φt (x) ≥ 0, x ∈ Zd , t ∈ [0, T ],
lt (x) is increasing in t,∫ T
0
(φt (x))+d`t (x) = 0, x ∈ Zd
(2.1)
with initial data φ0 ∈X 2r,+, where V(x, φ) is defined by
V(x, φ) :=
∑
b∈(Zd )∗;xb=x
V ′(∇φ(b)) = div V ′(∇φ)(x).
Especially, we denote the solution φt with the initial data φ0 ≡ 0 by φ0t . We shall discuss the
existence and the uniqueness of the solution φt in C([0, T ],Xr ) of (2.1) in the next subsection.
We shall also introduce dynamics on a finite set associated with (2.1), which plays a key role
in the proof of Theorem 1.1. For a finite subset Λ ⊂ Zd we introduce the time evolution φΛt by
the following SDEs:
dφΛt (x) = −V(x, φΛt )dt +
√
2dwt (x)+ d`Λt (x), x ∈ Λ, t ∈ [0, T ],
φΛt (x) ≡ φ0(x), x ∈ Zd r Λ,
φΛt (x) ≥ 0, x ∈ Λ, t ∈ [0, T ],
`Λt (x) is increasing in t for every x ∈ Λ,∫ T
0
(φΛt (x))
+d`Λt (x) = 0, x ∈ Λ
(2.2)
with an initial data (and boundary condition) φ0 ∈ (R+)Zd . We simply denote φΛNt by φNt . We
denote the solution φNt with the initial data (and the boundary condition) φ0 ≡ 0 by φ0,Nt . We
also denote the solution φNt with the initial data φ
N
0 following the reversible measure µ
N ,+ by
φ
e,N
t . The existence and the uniqueness of the solution of (2.2) are already known. See [14,16]
for details.
2.2. Construction of the dynamics on Zd
We focus our attention on the existence and uniqueness of the solution of (2.1). We also
discuss the comparison theorem for φt later. Our goal is the following:
Theorem 2.1. For every φ0 ∈X 2r,+, there exists a unique (strong) solution φt ∈ C Tr of (2.1).
Before starting the proof, we prepare several lemmas.
Lemma 2.2. Let φΛt be the solution of (2.2) on Λ with initial data φ0 ∈X 2r,+. Then, there exists
a constant C = C(T, r) > 0 independent of Λ such that
E
[
sup
0≤t≤T
‖φΛt ‖4r
]
≤ C(1+ ‖φ0‖4r ), (2.3)
E
[
sup
t1≤t≤t2
‖φΛt − φΛt1 ‖4r
]
≤ C(1+ ‖φ0‖4r )((t2 − t1)2 + (t2 − t1)3) (2.4)
hold for 0 ≤ t1 ≤ t2 ≤ T .
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Proof. The proof is quite parallel to that of Lemma 2.4 in [17]. For a fixed ζ ∈ X 2r such that
ζ ≥ 0, we have
‖φΛt − ζ‖2r = ‖φΛ0 − ζ‖2r − 2
∑
x∈Λ
exp(−2r |x |)
∫ t
0
V(x, φΛs )(φ
Λ
s (x)− ζ(x)) ds
+ 2
∑
x∈Λ
exp(−2r |x |)
∫ t
0
(φΛs (x)− ζ(x)) d`Λs (x)
+ 2t
∑
x∈Λ
exp(−2r |x |)+ mt (ζ ),
where mt (ζ ) is the martingale expressed by
mt (ζ ) = 2
∑
x∈Λ
exp(−2r |x |)
∫ t
0
(φΛs (x)− ζ(x))
√
2dws(x).
Here, since the third term on the right hand side is expressed by
2
∑
x∈Λ
exp(−2r |x |)
∫ t
0
φΛs (x) d`
Λ
s (x)− 2
∑
x∈Λ
exp(−2r |x |)ζ(x)`Λt (x)
and `Λt (x) is the local time of φ
Λ
t (x), this term is nonpositive. Using Schwarz’s inequality and
the Lipschitz continuity of φ→ V(·, φ), we have
‖φΛt − ζ‖2r ≤ ‖φΛ0 − ζ‖2r + C1
∫ t
0
(1+ ‖φΛs ‖2r + ‖φΛs − ζ‖2r ) ds + mt (ζ ) (2.5)
for some constant C1 > 0 independent of Λ. Here, applying the same argument as in the proof
of Lemma 2.4 in [17], we obtain
E
[
sup
0≤s≤t
‖φΛs − ζ‖4r
]
≤ C2‖φΛ0 − ζ‖2r + C2(t2 + at)+ C2t
∫ t
0
E
[
‖φΛs ‖4r
]
ds
+C2(t + a−1)
∫ t
0
E
[
‖φΛs − ζ‖4r
]
ds (2.6)
for some C2 > 0 and arbitrary a > 0, and therefore we conclude (2.3) and
E
[
‖φΛt − φΛs ‖4r
]
≤ C3(1+ ‖φΛ0 ‖4r )(t − s)2 (2.7)
for some C3 > 0. Here, combining (2.6) with (2.3) and (2.7) and repeat the same procedure as
above, we obtain (2.4). 
We obtain the following lemma by similar argument to above.
Lemma 2.3. Assume that there exists the solution φt of (2.1) with initial data φ0 ∈X 2r,+. Then,
there exists a constant C = C(T, r) > 0 such that
E
[
sup
0≤t≤T
‖φt‖4r
]
≤ C(1+ ‖φ0‖4r ), (2.8)
E
[
sup
t1≤s≤t2
‖φt − φt1‖4r
]
≤ C(1+ ‖φ0‖4r )((t2 − t1)2 + (t2 − t1)3). (2.9)
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hold for every 0 ≤ t1 ≤ t2 ≤ T .
For φ ∈ RZd , we say “φ has a compact support” when there exists a finite Λ ⊂ Zd such that
φ(x) = 0, x ∈ Zd r Λ
and we denote the smallest Λ by supp φ.
The following observation is essential to the construction of the infinite dynamics (2.1) and
also plays a key role in the proof of the lower bound (1.5).
Lemma 2.4. Let φΛt and φΛ˜t be solutions of (2.2) with the common Brownian motions and initial
data φ0 ∈ X 2r,+ on finite Λ and Λ˜, respectively. If supp φ0 ⊂ Λ ⊂ Λ˜, we then have φΛt ≤ φ˜Λ˜t
for every t ≥ 0.
Proof. For simplicity, write φΛt and φΛ˜t by φt and φ˜t , respectively. Since ζt := φt − φ˜t satisfies
ζt (x) =
{−φ˜t (x) ≤ 0, x ∈ Λ˜r Λ,
0, x ∈ Zd r Λ˜,
it is enough to show ζt (x) ≤ 0 for every x ∈ Λ and t ≥ 0. Noting
dζt (x) = −
{
V(x, φt )− V(x, φ˜t )
}
dt + d`t (x)− d ˜`t (x), x ∈ Λ,
we have∑
x∈Λ
(
ζt (x)+
)2 = −2∑
x∈Λ
∫ t
0
ζs(x)+
{
V(x, φs)− V(x, φ˜s)
}
ds
+ 2
∑
x∈Λ
∫ t
0
ζs(x)+
(
d`s(x)− d ˜`s(x)
)
=: F1 + F2.
Here, noting ζt (x)+ ≤ φt (x), we have
F2 ≤ 2
∑
x∈Λ
∫ t
0
ζs(x)+d`s(x) ≤ 2
∑
x∈Λ
∫ t
0
φs(x)d`s(x) = 0.
Noting that for every finite Λ ⊂ Zd∑
x∈Λ
φ(x) div η(x) = 1
2
∑
b∈Λ∗
∇φ(b)η(b) (2.10)
holds for every finite Λ ⊂ Zd , φ ∈ RZd and η ∈ R(Zd )∗ such that φ(x) = 0 for every Zd r Λ,
we obtain that the first term F1 is estimated by
F1 ≤ −c−
∫ t
0
∑
b∈Λ∗
(∇ζ+s (b))2 ds ≤ 0.
Note that ζs(x)+ = 0 if x ∈ Zd r Λ. We therefore get∑x∈Λ (ζt (x)+)2 = 0, which shows the
conclusion. 
We can show the following proposition by a similar calculation to the above.
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Proposition 2.5. Let φΛt and φ˜Λt be solutions of (2.2) with the common Brownian motions. If
φΛ0 ≤ φ˜Λ0 , we then have φΛt ≤ φ˜Λt for every t ≥ 0.
We are at the position to show Theorem 2.1.
Proof (Proof of Theorem 2.1). We shall at first focus our attention on the uniqueness. Let φ and
φ˜ be the solution of (2.1) with common Brownian motion and initial data φ0. Then, we have
‖φt − φ˜t‖2r ≤ −2
∑
x∈Zd
exp(−2r |x |)
∫ t
0
(
φs(x)− φ˜s(x)
) (
V(x, φs)− V(x, φ˜s)
)
ds
+ 2
∑
x∈Zd
exp(−2r |x |)
∫ t
0
(
φs(x)− φ˜s(x)
) (
d`s(x)− d ˜`s(x)
)
ds.
Since the second term on the right hand side is not positive and we have that the map φ→ V(·, φ)
fromXr to itself is Lipschitz continuous, we obtain
‖φt − φ˜t‖2r ≤ C
∫ t
0
‖φs − φ˜s‖2r ds
for some constant C > 0. This and Gronwall’s lemma imply the uniqueness of the solution of
(2.1).
We shall construct the solution of the SDEs (2.1) as next step. At first, let us consider an
initial data φ0 ∈ X 2r,+ with compact support. Take an increasing sequence {Λn ⊂ Zd} such that
supp φ0 ⊂ Λn and ∪∞n=1 Λn = Zd . Let φΛnt be the solution of (2.2) on Λn with the initial data φ0.
Then {φΛnt } is an increasing sequence by Lemma 2.4. This observation and Lemma 2.2 show that
the limit φt := limn→∞ φΛnt ∈X 2r exists for every t ≥ 0 almost surely. Moreover φt (x) satisfies
(2.3) and (2.4). Thus for arbitrary δ > 0 and partition∆ = {0 = t1 < t2 < · · · < tk < tk+1 = T },
we obtain
P
(
sup
0≤t≤T
‖φΛnt − φt‖r > δ
)
≤
k∑
i=1
P
(
sup
ti≤t≤ti+1
‖φΛnt − φΛnti ‖r >
δ
3
)
+
k∑
i=1
P
(
‖φΛnti − φti ‖r >
δ
3
)
+
k∑
i=1
P
(
sup
ti≤t≤ti+1
‖φti − φt‖r >
δ
3
)
=: F1 + F2 + F3.
Here, by Lemma 2.2 and Chebyshev’s inequality, we get
F1 ≤ 81
δ4
k∑
i=1
E
[
sup
ti≤t≤ti+1
‖φΛnt − φΛnti ‖4r
]
≤ 81C |∆|
2k
δ4
,
where |∆| = sup1≤i≤k |ti+1 − ti |. Similarly, we can get F3 ≤ 81C |∆|2k/δ4. Now, since φΛnt
converges to φt almost surely for every t ≥ 0, we have
lim
n→∞P
(
‖φΛnti − φti ‖r >
δ
3
)
= 0
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for every 1 ≤ i ≤ k. Summarizing above, we obtain
lim
n→∞P
(
sup
0≤t≤T
‖φΛnt − φt‖r > δ
)
≤ 162δ−4|∆|2k.
Since the partition ∆ is arbitrary, φΛnt converges to φt in probability. We can therefore take a
subsequence {n′} such that φΛn′t converges almost surely in C([0, T ],Xr ). This shows that the
limit φt is continuous inX 2r almost surely. It is easy to see that φt is the solution of (2.1).
Finally we show the existence of the solution of (2.1) for an arbitrary initial data φ0 ∈X 2r . Let
φ
(n)
t be the solution of (2.1) on with initial datum φ
(n)
0 (x) = φ0(x)1Λn (x). Since the construction
of φn0 (x) stated above implies that {φ(n)t } is an increasing sequence, we can obtain the conclusion
from Lemma 2.3 and the above argument. 
By the construction of the solution of (2.1) and Proposition 2.5, one can easily see the
following:
Corollary 2.6. Let φt and φ˜t be the solutions of (2.1) with the common Brownian motions and
with the initial datum φ0 and φ˜0, respectively. If φ0 ≤ φ˜0 holds, we then have φt ≤ φ˜t for every
t ≥ 0.
Corollary 2.7. Let φt and φNt be the solutions of (2.1) and (2.2) with common Brownian motion
{wt } and with initial datum satisfying φN0 (x) = φ0(x) for every x ∈ ΛN and φN0 (x) = 0 for
every x ∈ Zd r ΛN . We then have φNt ≤ φt for every t > 0.
2.3. The comparison theorem
Our major tool to analyze (1.1) will be the randomwalk representation. For a given continuous
symmetric Ut (b) = Ut (−b), t ≥ 0, b ∈ (Zd)∗, where −b = (yb, xb), with
c− ≤ Ut (b) ≤ c+,
let αUs,t (x, y), be the solution of the forward equation
αUs,t (x, y) = δx (y)−
1
2
∫ t
s
div(Uτ∇(αs,τ (x, ·)))(y) dτ, x, y ∈ Zd , s ≤ t, (2.11)
and set αt (x, y) = sups,U αUs,s+t (x, y). In [5], we show the existence of two constants K1, K2 >
0 such that
αt (x, y) ≤ K1pRWK2t (x, y), (2.12)
where pRWt (x, y) is the solution of (2.11) corresponding to Ut ≡ 1 and s = 0. Note that
pRWt (x, y) is the transition kernel of the simple random walk.
The following proposition plays a important role in the proof of Theorem 1.1.
Proposition 2.8. Let φt and φ˜t be the strong solution of (2.1) with common Brownian motions
and initial datum φ0 ≤ φ˜0. We then have
0 ≤ φ˜t (x)− φt (x) ≤
∑
y∈Zd
αt (x, y)
(
φ˜0(y)− φ0(y)
)
. (2.13)
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Also (
φ˜t (x)− φt (x)
)2 ≤ K1 ∑
y∈Zd
αt (x, y)
(
φ˜0(y)− φ0(y)
)2
. (2.14)
Moreover, (2.13) and (2.14) are also true with replacing φt , φ˜t by φNt , φ˜
N
t with same boundary
condition, respectively.
Proof. The lower bound in (2.13) is derived in Proposition 2.5 and Corollary 2.6. We prove the
upper bound for the infinite system; the argument runs parallel for the finite system. Let `t (x)
and ˜`t (x) be the local times of φt (x) and φ˜t (x), then the lower bound in (2.13) implies that˜`t (x) ≤ `t (x). Setting ψt (x) = φ˜t (x)− φt (x), then we obtain
αUt (y)ψt (y) ≤ αU0 (y)ψ0(y)+
∫ t
0
ψs(y)
d
ds
αUs (y) ds
−
∫ t
0
αUs (y)
(
V(y, φ˜s)− V(y, φs)
)
ds,
where Us(b) is defined by
Us(b) := U (∇φ˜s(b),∇φs(b)), (2.15)
c− ≤ U (φ, ψ) :=
∫ 1
0
V ′′(φ + τψ) dτ ≤ c+, φ, ψ ∈ R (2.16)
and we denote αUs,t (x, y) by α
U
s (y) for a fixed x ∈ Zd and t ≥ 0. Noting that∑
y∈Zd
φ(y) div η(y) = 1
2
∑
b∈(Zd )∗
∇φ(b)η(b) (2.17)
holds for φ ∈ RZd and η ∈ R(Zd )∗ such that∑b∈(Zd )∗ |∇φ(b)| |η(b)| <∞, we have∑
y∈Zd
αUt (y)ψt (y) ≤
∑
y∈Zd
αU0 (y)ψ0(y)+
∑
y∈Zd
∫ t
0
ψs(y)
d
ds
αUs (y) ds
− 1
2
∑
y∈Zd
∫ t
0
div
(
Us∇αUs
)
(y)ψs(y) ds.
Now, since αU is the solution of (2.11), we obtain
ψt (x) ≤
∑
x∈Zd
αU0 (y)ψ0(y),
which implies the upper bound by the definition of αt . Finally, (2.14) follows from (2.12) and
Jensen’s inequality. 
Remark 2.9. In view of the above result, we see that the height of the entropic repulsion does
not depend on the initial distribution ν. More precisely, let ν be any translation invariant measure
with finite first moment m = ∫R+ φ(x)dν, then (2.13) implies
Pν(|φt (x)− φ0t (x)| ≥ L) ≤
1
L
∑
y
αt (x, y)Eν[φ0(y)] ≤ K1mL . (2.18)
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2.4. The finite volume approximation
We discuss the finite volume approximation for the infinite dynamics φt . It plays a important
role in the proof of the upper bound. Note that the next proposition deals with “small time” “large
box” regime, where both φNt and φt are far away from equilibrium.
Proposition 2.10. Let φNt and φt be the solutions of (2.2) and (2.1), respectively, with common
Brownian motion {wt } and with initial datum satisfying φN0 (x) = φ0(x) for every x ∈ ΛN and
φN0 (x) = 0 for every x ∈ Zd r ΛN . Then, for every  > 0 and N ≡ N (t) = t1/2+ , we have
lim
t→∞E
[(
φNt (0)− φt (0)
)2] = 0.
Before starting the proof of Proposition 2.10, we shall prove an a priori bound for the second
moment of φt (x).
Lemma 2.11. There exists a constant C > 0 such that
E
[
(φt (0))2
]
≤ C(1+ logd(t)). (2.19)
Proof. Applying Proposition 2.8 and (2.12), we have
E
[(
φt (x)− φ0t (x)
)2] ≤ K1 ∑
y∈Zd
αt (x, y)E
[(
φ0(y)− φ00(y)
)2]
≤ C1E
[
(φ0(0))2
]
with some constant C1 > 0. Therefore, it is sufficient to show the bound (2.19) for the dynamics
φ0t .
Let φe,Nt , φ
0,N
t be the solutions of (2.2) with the same Brownian motions. Now,
Proposition 2.8 implies
gN (t) := 1|ΛN |
∑
x∈ΛN
E[φ0,Nt (x)2] ≤
1
|ΛN |
∑
x∈ΛN
E[φe,Nt (x)2]
for every t ≥ 0. Using the static result in [8], we obtain
gN (t) ≤ C2 logd(N ) (2.20)
with some constant C2 > 0. Taking difference ψNt := φ0t − φ0,Nt , we have
d
∑
x∈ΛN
ψNt (x)
2 = −2
∑
x∈ΛN
(
V(x, φ0t )− V(x, φ0,Nt )
)
ψNt (x) dt
+ 2
∑
x∈ΛN
(
d`t (x)− d`Nt (x)
)
ψNt (x).
Here, the second term on the right hand side is nonpositive. Performing the summation-by-parts
in the first term similarly to (2.10), we get
−2
∑
x∈ΛN
(
V(x, φ0t )− V(x, φ0,Nt )
)
ψNt (x) ≤ −c−
∑
b∈Λ∗N
(∇ψNt (x))2 + C3
∑
x∈∂±ΛN
φ0t (x)
2
(2.21)
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with a constant C3 > 0, where
∂±ΛN := {x ∈ ΛN ; there exists y ∈ Zd r ΛN such that |x − y| = 1}
∪ {y ∈ Zd r ΛN ; there exists y ∈ ΛN such that |x − y| = 1}.
Here, we have used Corollary 2.7. Since the first term of (2.21) is nonpositive, we obtain∑
x∈ΛN
(
φ0t (x)− φ0,Nt (x)
)2 ≤ C3 ∑
x∈∂±ΛN
∫ t
0
(
φ0s (x)
)2
ds.
Since the coefficient is space–time homogeneous and the initial data is invariant under the spatial
shift, the law of the time evolution φ0t is also invariant under the spatial shift. We therefore obtain
that f (t) := E[φ0t (x)2] does not depend on x ∈ Zd . Taking expectation and using (2.20), we
have
|ΛN | f (t) ≤ 2C2|ΛN | logd(N )+ 2C3|∂±ΛN |
∫ t
0
f (s) ds.
Setting f N (t) = f (Nt) and dividing both side by |ΛN |, we see that there exists a constant
C4 > 0 such that
f N (t) ≤ 2C2 logd(N )+ C4
∫ t
0
f N (s) ds
holds. Applying Gronwall’s lemma and taking t = 1, we conclude
E[φ0N (x)2] ≤ C5
(
1+ logd(N )
)
with some constant C5 > 0. 
Proof (Proof of Proposition 2.10). We define the height variableψNt byψNt (x) = φNt (x)−φt (x)
for every x ∈ Zd . Let αUs,t (x, y) be the solution of (2.11) with
Us(b) := U (∇φNs (b),∇φs(b)).
We simply denote αUs,t (0, y) by α
U
s (y) for fixed t ≥ 0.
Then, by Itoˆ’s formula, we get∑
x∈Zd
αUt (x)ψ
N
t (x)
2 =
∑
x∈Zd
αU0 (x)ψ
N
0 (x)
2 +
∑
x∈Zd
∫ t
0
d
ds
αUs (x)ψ
N
s (x)
2 ds
− 2
∑
x∈Zd
∫ t
0
αUs (x)ψ
N
s (x)
(
V(x, φNs )1x∈ΛN − V(x, φs)
)
ds
+ 2
∑
x∈Zd
∫ t
0
αUs (x)ψ
N
s (x)(1x∈ΛN d`
N
s (x)− d`s(x))
+ 2
∑
x∈ZdrΛN
∫ t
0
αUs (x)
2ds + MNt
=: I1 + I2 + I3 + I4 + I5 + MNt ,
where MNt is a martingale.
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We at first obtain an estimate for I4 as following:
I4 = 2
∑
x∈ΛN
∫ t
0
αUs (x)(φ
N
s (x)− φs(x))(d`Ns (x)− d`s(x))
+ 2
∑
x∈ZdrΛN
∫ t
0
αUs (x)φs(x)d`s(x)
= −2
∑
x∈ΛN
∫ t
0
αUs (x)(φ
N
s (x)d`s(x)+ φs(x)d`Ns (x)) ≤ 0,
since ∫ t
0
αUs (x)φs(x)d`s(x) = 0
and ∫ t
0
αUs (x)φ
N
s (x)d`
N
s (x) = 0
hold by the definition of `s(x) and `Ns (x), see (2.1) and (2.2) for details.
Next, let us calculate the term I3. We can split it into the two terms I3,1 and I3,2 as follows:
I3 = −2
∑
x∈Zd
∫ t
0
αUs (x)ψ
N
s (x)
(
V(x, φNs )− V(x, φs)
)
ds
+ 2
∑
x∈ZdrΛN
∫ t
0
αUs (x)ψ
N
s (x)V(x, φ
N
s ) ds
=: I3,1 + I3,2.
Using the summation-by-parts formula (2.17), we get
I3,1 = −
∑
b∈(Zd )∗
∫ t
0
∇(αUs ψNs )(V ′(∇φNs (b))− V ′(∇φs(b))) ds.
Noting the discrete Leibniz rule
∇(φ · ψ)(b) = ∇φ(b)ψ¯(b)+ φ¯(b)∇ψ(b), (2.22)
where φ¯(b) is defined by
φ¯(b) = φ(xb)+ φ(yb)
2
,
we have
I3,1 = −
∑
b∈(Zd )∗
∫ t
0
∇αUs (b)ψ¯Ns (b)
(
V ′(∇φNs (b))− V ′(∇φs(b))
)
ds
−
∑
b∈(Zd )∗
∫ t
0
α¯Us (b)∇ψNs (b)
(
V ′(∇φNs (b))− V ′(∇φs(b))
)
ds
=: I3,1,1 + I3,1,2.
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Here, the second term I3,1,2 is estimated from above by
I3,1,2 ≤ −c−
∑
b∈(Zd )∗
∫ t
0
α¯Us (b)(∇ψNs (b))2 ds ≤ 0.
The first term I3,1,1 can be calculated as follows:
I3,1,1 = −
∑
x∈Zd
∫ t
0
div(Us∇αUs )(x)(ψNs (x))2 ds,
which cancels out I2 by the definition of αUt . Note that 2ψ¯
N
s (b)∇ψNs (b) = ∇((ψNs )2)(b) by
(2.22).
The remaining is the estimate for I3,2 and I5. Using Schwarz’s inequality and (2.12), we have
|I3,2| ≤ 2
∑
x∈ZdrΛN
∫ t
0
αUs (x)ψ
N
s (x)
2 ds + 2
∑
x∈ZdrΛN
∫ t
0
αUs (x)|V(x, φNs )|2 ds
≤ C
∑
x∈ZdrΛN
∑
b:xb=0
∫ t
0
αs(0, x)
(
φs(x + xb)2 + φs(x + yb)2
)
ds
with some constant C > 0. Since the coefficient is space–time homogeneous and the initial data
is invariant under the spatial shift, we obtain that the law of the time evolution φt is also invariant
under the spatial shift. Combining the above with Lemma 2.11, we get
E|I3,2| ≤ C ′(1+ logd(t))
∑
x∈ZdrΛN
∫ t
0
αs(0, x) ds (2.23)
with some constant C ′ > 0. Now, since we take the side length of box as N = t1/2+ , we have
the following bound for pRWt (0, x):
pRWs (0, x) ≤ C1 exp
(
−C2t2 |x/N |2
)
, x ∈ Zd r ΛN , 0 ≤ s ≤ t (2.24)
with some absolute constantsC1,C2 > 0. Combining (2.12) and the above with (2.23), we obtain
limt→∞ E|I3,2| = 0. Similarly to the above, (2.24) implies the bounds for I5 and we therefore
obtain limt→∞ I5 = 0.
Summarizing above and applying (2.24), we get
lim sup
t→∞
E
[
(φNt (0)− φt (0))2
]
≤ lim sup
t→∞
∑
x∈Zd
α0(x)E
[
(φN0 (x)− φ0(x))2
]
= lim sup
t→∞
∑
x∈ZdrΛN
α0(x)E
[
φ0(x)2
]
= 0,
which shows the conclusion. 
3. Proof of the lower bound
In this section, our goal is the proof of the lower bound (1.5) in Theorem 1.1.
We first introduce stochastic processes and their Dirichlet forms. After that, we prove the
lower bound (1.5); the main tool is the logarithmic Sobolev inequality.
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3.1. Dirichlet forms associated with dynamics on finite sets
We shall introduce the Dirichlet form E N , by
E N ,(F,G) =
∑
x∈ΛN
∫
∂F
∂φ(x)
∂G
∂φ(x)
µN ,(dφ) (3.1)
for F,G with gradient in L2(µN ,), where µN , is the probability measure defined by
µN ,(dφ) = 1
Z N ,
exp(−HN ,(φ))
∏
x∈ΛN
dφ(x)
∏
x∈ZdrΛN
δ0(dφ(x)),
HN ,(φ) = HN (φ)+
∑
x∈ΛN
W(φ(x)). (3.2)
Here, W(u) = −1(u−)2, u ∈ R and Z N , is the normalizing constant. The process φN ,t
associated with E N , is governed by the following SDEs:{
dφN ,t (x) = −V(x, φN ,t ) dt +
√
2dwt (x)+ −1φN ,t (x)− dt, x ∈ ΛN
φ
N ,
t (x) = 0, x ∈ Zd r ΛN , t ≥ 0.
(3.3)
Moreover, one can see that φNt (x) = sup>0 φN ,t (x) and that
lim
→0E
[
sup
0≤t≤T
sup
x∈ΛN
|φNt (x)− φN ,t (x)|2
]
= 0 (3.4)
holds for every T > 0 and N ≥ 1 and initial datum satisfying φN0 = φN ,0 ≥ 0. See [14,16] for
details.
3.2. The logarithmic Sobolev inequality and the proof of the lower bound (1.5)
The following proposition plays a key role in the proof of (1.5). It is based on the logarithmic
Sobolev inequality for E N , .
Lemma 3.1. Let CN ,log-Sob be the logarithmic Sobolev constant of the Dirichlet form EN , , then
CN ,log-Sob ≥
c
N 2
, (3.5)
for some constant c > 0 independent of N and .
Proof. This is an application of the Bakry–Emery criterion. However, since HN , is not
C2(RΛN ), we use an approximation procedure: Let ρ : R → R be nonnegative, symmetric
(ρ(u) = ρ(−u)), ∫R ρ(u) du = 1 and ρ(u) = 0 if |u| ≥ 1. For 0 < δ ≤ 1, we
introduce ρδ : R → R by ρδ(u) := δ−1ρ(δ−1u) for u ∈ R. We define W,δ by W,δ(u) =(
ρδ ∗ (W(·)− δ)+
)
(u) for u ∈ R, andHN ,,δ by (3.2) with replacing W by W,δ . Then
Hess
[HN ,,δ] ≥ cN−2I
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holds with some constant c > 0 independent of N , δ, , where I is the identity matrix in RΛN .
Here, we have used that W,δ is convex and C2(RΛN ), and of course the explicit form ofHN and
our main assumption (1.3). This implies by Bakry–Emery criteria (see 6.2.42 of [10])
CN ,,δlog-Sob ≥
c
N 2
,
where CN ,,δlog-Sob is the logarithmic Sobolev constant of the Dirichlet form E
N ,,δ defined by
(3.1) with the Hamiltonian HN ,,δ instead of HN , . Now since c is independent of δ and W,δ
converges as δ→ 0 uniformly to W , we get the result in view of 6.1.27 of [10]. 
Remark 3.2. (1) Of course we expect that the logarithmic Sobolev constant associated with the
process φNt satisfies the same bound. In fact a reflection to a convex domain, preserves the
hypercontractivity constant, and a proof for smooth domains should be standard. However in
our case one has to deal with corners, which makes the situation a bit more complicated.
(2) Let H(ν|µ) denote the relative entropy of ν with respect to µ. Then
‖ν − µ‖2var ≤ 2H(ν|µ), (3.6)
where ‖ · ‖var is the variational distance, cf. (3.2.25) of [10]. Next assume that φN , starts
with a distribution νN and let νN ,t be the distribution of φN , at time t > 0. Then (3.5)
implies
H(νN ,t |µN ,) ≤ exp
(
−4ct
N 2
)
H(νN |µN ,), (3.7)
see (6.1.36) of [10].
Proposition 3.3. Let µ+,N be the finite volume Gibbs measure defined by (1.7) and µNt be the
law of φNt with the initial data distributed by
νN :=
∏
x∈ΛN
ρ(dφ(x))
∏
x∈ZdrΛN
δ0(dφ(x)), (3.8)
where ρ(du) = f (u)du for some bounded measurable f with finite support in R+. Then, there
exist two constants c1, c2 > 0 such that
‖µNt − µ+,N‖2var ≤ c1N d exp(−c2N−2t)
Proof. Applying (3.6) and (3.7), we have
‖µNt − µ+,N‖var ≤ exp(−2cN−2t)
√
2H(νN |µN ,)+ ‖µNt − µN ,t ‖var
+‖µN , − µ+,N‖var. (3.9)
The second term of the right hand side of (3.9) tends to 0 when  ↓ 0 by (3.4). It is easy to see
that the third term of the right hand side also converges to 0 as  ↓ 0. Thus, we only need to show
H
(
νN |µN ,
)
≤ CN d (3.10)
with some constant C > 0 independent of N and .
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We shall show (3.10). By the definition of the relative entropy, we obtain
H
(
νN |µN ,
)
=
∫
log
Z N ,
∏
x∈ΛN
f (φ(x))
exp(−HN ,(φ))
∏
x∈ΛN
f (φ(x)) dφ(x)
∏
x∈ZdrΛN
δ0(dφ(x))
= log Z N , +
∑
x∈ΛN
EνN [log f (φ(x))+W(φ(x))] + EνN [HN (φ)].
Since W(u) ≡ 0 on u ≥ 0, we have EνN [W(φ(x))] = 0 for every x ∈ ΛN . Noting that W and
V are nonnegative, we obtain
log Z N , = log
∫
exp
(
−HN (φ)−
∑
x∈ΛN
W(φ(x))
) ∏
x∈ΛN
dφ(x)
∏
x∈ZdrΛN
δ0(dφ(x))
≤ 0.
Noting that∑
x∈ΛN
EνN [log f (φ(x))] + EνN [HN (φ)] ≤ CN d
holds for some constant C > 0, we obtain the desired estimate (3.10). 
We are at the position to prove the lower bound (1.5).
Proof (Proof of The Lower Bound (1.5)). In view of Remark 2.9, we may assume that ρ in
(1.2) satisfies the same condition as in Proposition 3.3. Let us show that the constant C1 in (1.8)
satisfies (1.5). By Corollaries 2.6 and 2.7, it is sufficient to show that for every C < C1 there
exists a function N ≡ N (t) such that
lim
t→∞P
(
φNt (0) ≤
√
C logd(t1/2)
)
= 0
holds, where φNt is the solution of (2.2) with the initial distribution νN . Let us take 0 <  < 1/2
such that C
(1−2)2 < C1, where C1 is the constant appearing in (1.8). Letting N ≡ N (t) = t1/2−
and applying Proposition 3.3, we obtain
P
(
φNt (0) ≤
√
C logd(t1/2)
)
≤ P
(
φNt (0) ≤
√
C
(1− 2)2 logd(t
1/2−)
)
≤ µN ,+
(
φN (0) ≤
√
C
(1− 2)2 logd(N )
)
+ c1N d exp(−c2N−2t),
where c1 and c2 are same as in Proposition 3.3. Here, by the choice of N , the second term on the
right hand side tends to 0 if t → ∞. The first term also tends to 0 by (1.8) since we take  > 0
such that C
(1−2)2 < C1. 
4. Proof of the upper bound
We shall show the upper bound (1.6) in this section. We note that the finite volume
approximation (Proposition 2.10) plays a key role in the proof.
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Proof (Proof of the Upper Bound (1.6)). Using Remark 2.1, cf. (2.18), we may assume that
ν =∏ δ0. Let us show that the constant C2 in (1.9) satisfies (1.6). For fixed C > C2, take κ > 0
such that C ′ ≡ C ′(κ) := (√C − 2√κ)2 > C2 and  > 0 such that C ′/(1+ 2)2 > C2. Setting
N ≡ N (t) = t1/2+ , we then have
P
(
φ0t (0) ≥
√
C logd(t1/2)
)
≤ P
(
φ
0,N
t (0) ≥
(√
C ′ +√κ
)√
logd(t1/2)
)
+P
(
|φ0t (0)− φ0,Nt (0)| ≥
√
κ logd(t1/2)
)
.
Since the second term on the right hand side vanishes when t → ∞ (N → ∞) by
Proposition 2.10 and Chebyshev’s inequality, we only need to prove that the first term also
vanishes. Proposition 2.5 implies
P
(
φ
0,N
t (0) ≥
√
C ′ logd(t1/2)
)
≤

µN ,+
(
φN (0) ≥
√
C ′
1+ 2 logd(N )
)
, d ≥ 3,
µN ,+
(
φN (0) ≥
√
C ′
(1+ 2)2 logd(N )
)
, d = 2.
Here, since C
′
(1+2)2 > C2 by the choice of , the right hand side converges to 0 if N →∞ (t →∞) by (1.9). We therefore obtain the conclusion. 
5. Maximum of the SDE without repulsion and related problems
Remark 5.1. Let φ¯t be the solution of the SDE without repulsion. Then, by symmetry, it is easy
to verify that the mean is preserved
Eν[φ¯t (x)] ≡ Eν[φ¯0(x)] ∀t ≥ 0.
On the other hand, using the random walk representation, we see that
varν(φ¯t (x)) =
{
O(1), d ≥ 3,
O(log(t)), d = 2,
cf. [6]. In fact, the same bound holds for φt , since the repulsion can be approximated by
convex self-potentials, cf. (3.4) below. This shows that we have bounded fluctuations in transient
dimensions, and fluctuations of the
√
log(t) order in d = 2. In particular, the height of
the repulsion is always much higher than the corresponding fluctuations and starting from
deterministic ν, we have Gaussian concentrations around the mean:
Pν(|φt (x)− Eν[φt (x)]| ≥ L) ≤ exp
(
− L
2
2Dσ 2t
)
, (5.1)
cf. [6].
Remark 5.2. Consider the Gaussian case and let Mt (x) = max0≤s≤t φOUs (x) be the maximum
of the Ornstein–Uhlenbeck process, solution of the linear SDE without repulsion:
dφOUt (x) = ∆φOUt (x) dt +
√
2dwt (x), x ∈ Zd . (5.2)
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Then it is not too difficult to show that
lim
t→∞Pν
(
Mt (x) ≤
√
C logd(t1/2)
)
= 0, C < C˜1
and
lim
t→∞Pν
(
Mt (x) ≥
√
C logd(t1/2)
)
= 0, C > C˜2,
where C˜1 = C˜2 = 4Gd , when d ≥ 3 and, for d = 2 C˜2 = 4G2, but C˜1 ≥ G2. Of course
we believe that C˜1 = C˜2 also in d = 2, but at this point we do not know how to prove this.
This shows that repulsion agrees with the maximum of the non-repelled process, which is a very
natural upper bound, since at this height, both repelled and non-repelled processes will not feel
the wall anymore.
Also in d ≥ 3 for the Gaussian case, we can show, using [7,11], that
lim
t→∞ varν(φt (x)) = limt→∞ varν(φ
OU
t (x)) = Gd .
Set φˆt (x) = φt (x) −
√
4Gd log(t1/2) and let POU be the law of Ornstein–Uhlenbeck process,
starting at equilibrium being the centered normal distribution with covariance
Gd(x, y) =
∫ ∞
0
PRWs (x, y) ds = (−2∆)−1(x, y), x, y ∈ Zd .
Then in view of the static result of [7], we conjecture that with respect to the weak convergence
as T →∞
Pν ◦
(
θT ◦ φˆ∗
)−1 H⇒ POU .
That is, we expect that the effect of the repulsion is just to shift the process at height√
4Gd log(t1/2) and there behaves asymptotically as the stationary Ornstein–Uhlenbeck process.
Remark 5.3. Entropic repulsion does not occur for a model with positive mass m > 0 given by
the SDE
dφ(m)t (x) = −
[
V(x, φ(m)t )+ mφ(m)t (x)
]
dt + d`t (x)+
√
2dwt (x), x ∈ Zd . (5.3)
In this case the system has a unique invariant Gibbs distribution µ(m) on (R+)Zd associated with
the formal Hamiltonian∑
b∈(Zd )∗
V (∇φ(b))+ m
2
∑
x∈Zd
φ(x)2,
and finite moments
∫
φ(x)pµ(m)(dφ) < ∞,∀p > 0, cf. [3]. Moreover the process φ(m)t has a
positive spectral gap and thus converges exponentially fast to equilibrium µ(m) as t →∞.
The situation is subtler when the positive mass is replaced by local weak pinning concentrated
in the neighborhood of the wall. This can be modeled by a sticky diffusion of the form
dφt (x) = −V(x, φt )1(0,∞)(φt (x)) dt + d`t (x)+
√
21(0,∞)(φt (x))dwt (x), x ∈ Zd ,
(5.4)
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where `t (x) satisfies the sticky condition:∫ ∞
0
φt (x) d`t (x) = 0, `t (x) =
∫ t
0
10(φs (x)) ds,
cf. Section 15.2 of [15]. The corresponding Gibbs distribution on the box ΛN is then given by
µN ,+ (dφ) =
1
Z N ,+
exp(−HN (φ))1Ω+N (φ)
×
∏
x∈ΛN
(dφ(x)+ δ0(dφ(x)))
∏
x 6∈ΛN
δ0(dφ(x)), (5.5)
cf. [14]. The parameter  > 0 indicates the strength of the pinning at the wall. In lower
dimensions d = 1, 2, the system undergoes a wetting transition, that is there is 0 > 0, such
that µN ,+ is delocalized for weak pinning  ≤ 0 and localized for strong pinning  > 0, [4],
on the other hand we have no wetting transition in higher dimensions d ≥ 3, cf. [3]. We expect
the same type of behavior for the dynamical model φt as t →∞.
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