Abstract. It is shown that if a non-invertible area preserving local homeomorphism on T 2 is homotopic to a linear expanding or hyperbolic endomorphism, then it must be transitive. This gives a complete characterization, in any smoothness category, of those homotopy classes of conservative endomorphisms that consist entirely of transitive maps.
Introduction
Robust transitivity and stable ergodicity are two central themes in dynamical systems. They run parallel, feeding from each others, and are often seen as analogous concepts in the dissipative versus conservative setting. Although generally studied in the context of diffeomorphisms, Lizana and Pujals [5] have recently given conditions under which endomorphisms of T n are robustly transitive. The interplay of robust transitivity with periodic points and invariant measures is further studied in [4] . On the other hand, stable ergodicity of endomorphisms has never been seriously studied. This is somewhat surprising, since many questions about the dynamics of diffeomorphisms has a lower dimensional non-invertible analogue. In fact, the present work stems from the question of whether every volume preserving smooth enough diffeomorphism on T 3 which has dominated splitting and is isotopic to Anosov is ergodic, or at least transitive. It was suggested by Pujals that the question may be elucidated by considering local diffeomorphisms homotopic to an expanding map on T 2 . This turned out to be very fruitful. Although obtaining ergodicity in such a general context may currently be without reach, the present work answers the question of transitivity in the affirmative. This is of course a very strong indicator of ergodicity, since all known examples of robustly non-ergodic maps are related to the existence of persistent KAM invariant tori. In particular they fail to be transitive.
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As it turns out, transitivity of conservative endomorphisms homotopic to expanding or hyperbolic linear maps is a purely topological phenomenon, resulting only from the action in the fundamental group together with the constraint of being area preserving and noninvertible. It is independent on any infinitesimal analysis such as Lyapunov exponents or domination. In particular, it allows us to work within the setting of local homeomorphisms. Of course, forward area expansion is implicit for any non-invertible area preserving map. It is therefore a natural question to ask whether the condition of preserving area can be relaxed, at least in the smooth setting, to say that the Jacobian of the map is everywhere larger than one.
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The result
Let T 2 = R 2 /Z 2 be the two dimensional torus endowed with its Haar measure λ. By a toral endomorphism we mean a local homeomorphism f :
In other words, an endomorphism is a covering map of the torus. We prefer the term endomorphism to covering map because we consider it as a dynamical system rather than a tool of algebraic topology. We say that f :
When f is of class C 1 , this is equivalent to say that
2 . Every non-singular 2 × 2 matrix A with integer coefficients induces an area preserving endomorphism on T 2 which we also denote by A as there is no possibility of confusion. Moreover, every toral endomorphism (area preserving or not) is homotopic to precisely one such linearly induced map, determined by the action of f in the fundamental group π 1 (T 2 ), when the latter is identified with Z 2 in the obvious way. It is invertible if and only if | det(A)| = 1. In general, if | det(A)| = d, the pre-image of every point in T 2 has cardinality d. The same is true for any endomorphism f homotopic to A. We say that d is the degree of f or, equivalently, the number of sheets of f . We remark that a 2 × 2 matrix A with integer coefficients satisfying | det A| ≥ 2 cannot have non-real eigenvalues on the unit circle. More precisely, one of the following holds:
(1) A has two integer eigenvalues λ, µ with 1 = |λ| < |µ| (2) A has two integer eigenvalues λ, µ with 1 < |λ| ≤ |µ| (3) A has two real irrational eigenvalues λ, µ with 0 < |λ| < 1 < |µ| (4) A has two real irrational eigenvalues λ, µ with 1 < |λ| < |µ| (5) A has two non-real eigenvalues λ, λ with 1 < |λ| = |λ|.
Usually all of these cases except (1) are referred to as hyperbolic, but cases (2), (4) and (5) It was shown by Hetzel et al. [3] that if one chooses a 2×2 matrix with integer entries at random with respect to the uniform point distribution on some interval [−N, N] ⊂ Z, then the probability that the matrix has integer eigenvalues tends to zero as N tends to infinity. That provides us with a precise way in which Theorem 2.2 can be interpreted to say that most homotopic classes of conservative endomorphisms consist entirely of transitive elements.
Before turning to the proof of Theorem 2.2, we make some remarks regarding notation. The symbol f will always represent an endomorphism of T 2 and A will always denote the linear map to which it is homotopic. The canonical projection from R 2 to T 2 is denoted by π. A deck transformation is a translation in R 2 by an element of Z 2 . The symbolf will always refer to a lift of f to R 2 , i.e. a homeomorphism of R 2 satisfying πf = f π. It satisfiesf (x + v) =f (x) + Av for every x ∈ R 2 and v ∈ Z 2 .
Invariant regular open sets
An open subset of T 2 is called regular if it is equal to the interior of its closure. Given A ⊂ T 2 we write
Note that an open set U ⊂ X is regular if and only if U ⊥⊥ = U. For any open set U ⊂ T 2 we have inclusion U ⊂ U ⊥⊥ and the equality U ⊥ = U ⊥⊥⊥ . In particular, U ⊥ is a regular open set. See [2] for more details. Note also that if f :
. It is well known that for a general continuous map T on a topological space X with countable basis, transitivity is equivalent to say that, given non-empty open sets U, V ⊂ X, there exists some n ≥ 0 such that
, the union of all pre-images of U). For general continuous maps, or even for local homeomorphisms, it may not be possible to choose W so that this inclusion becomes an equality.
It is the existence of strictly invariant non-trivial open sets in the area preserving setting, and what topological restrictions that the presence of such sets imposes on the map itself, that makes up the core of our approach to the proof of Theorem 2.2. Proof. The implication (2) =⇒ (1) is trivial. To see why (1) implies (2), suppose that T is not transitive. Then there are open sets
, the last equality being true because f is a local homeomorphism. Take V = U Most of the time, it is not relevant that the sets whose existence is guaranteed by Proposition 3.2 are regular, but we need it when describing their fundamental group (Lemma 3.7 and Lemma 3.8).
Note that Proposition 3.2 relies only on the endomorphism being conservative. The existence of non-trivial strictly invariant regular open sets is independent of whether the endomorphism is invertible or not. In the non-invertible case, there is no restriction on the topological nature of such sets. Indeed, every regular open set is invariant under the identity (which is an area preserving endomorphism). The situation changes drastically in the non-invertible case. Here only sets that "wrap around" the torus are possible. We now formalize this idea.
Definition 3.3. We say that a connected open set U ⊂ T 2 is elementary if it is homeomorphic to each of its connected components of
We say that U is winding if it is not elementary.
Some of the important differences between elementary and winding sets are captured by the following characterization, the proof of which is straightforward. ( Proof. Let U ⊂ T 2 be open and strictly f -invariant. Denote byŨ the pre-image of U by π and letf be a lift of f to R 2 . ThenŨ is a strictlyfinvariant open set in R 2 . Therefore,f maps connected components ofŨ to connected components ofŨ . If U w is a winding connected component of U, then there is some connected componentŨ w ofŨ such that π(Ũ w ) = U w and distinctp,q ∈Ũ w such that π(p) = π(q). Now,f (Ũ w ) is a connected component ofŨ with π(f (Ũ w )) = f (U w ). Moreover, f (p) andf (q) are distinct points inf (Ũ w ), both of which are mapped by π to the point f (π(p)) = f (π(q)). Hence π :f (Ũ w ) → f (U w ) is not injective, i.e. f (U w ) is a winding connected component of U. Now suppose U e is an elementary connected component of U and let U e be any connected component of π −1 (U e ). Then (Ũ e + v) ∩Ũ e = ∅ for every non-zero v ∈ Z 2 . Therefore, (f (Ũ e ) + Av) ∩f (Ũ e ) = ∅ for every non-zero v ∈ Z 2 . Let us writeṼ =f (Ũ e ). Suppose thatṼ is winding. Then there is some non-zero w ∈ Z 2 such thatṼ + w =Ṽ . It follows by induction thatṼ + nw =Ṽ for every integer n. But we know that the equation Av = w can always be solved for some v ∈ Q 2 . That is equivalent to say that Av = nw can be solved for integer n and v ∈ Z 2 . SoṼ + Av =Ṽ for some non-zero v ∈ Z 2 , a contradiction.
be an area preserving non-invertible endomorphism and suppose that U ⊂ T 2 is open and strictly f -invariant. Then every connected component of U is winding.
Proof. Let U ⊂ T 2 be a strictly f -invariant open set. We denote by U e the set of connected components of U which are elementary.
Our aim is to prove that U e = ∅. Suppose, for the purpose of contradiction, that U e is non-empty. Since λ(U ι ) ≤ 1 for every U ι ∈ U e , and since, given any ǫ > 0, we have λ(U ι ) < ǫ for all but finitely many U ι ∈ U e , there is some U m ∈ U e such that λ(U m ) ≥ λ(U ι ) for every U ι ∈ U e . Lemma 3.5 tells us that f (U m ) ∈ U e . If we can prove that λ(f (U m )) > λ(U m ), then we have reached a contradiction.
To see
be an area preserving non-invertible endomorphism and suppose that U ⊂ T 2 is a regular open strictly finvariant set. Then every connected component of
Proof. The case U = T 2 is trivial, so in what follows we suppose that U = T 2 . Then V = U ⊥ is also a regular open set. Moreover, it follows from the identity (3.1) that V is strictly f -invariant. We know from Lemma 3.6 that every connected component of U is winding. So is every connected component of V . LetŨ = π −1 (U) andṼ = π −1 (V ). Note that since U and V are regular, so areŨ andṼ . It is straightforward to check that connected components of regular open sets are regular. Hence every connected component ofŨ and ofṼ is regular.
LetŨ 0 be any connected component ofŨ . We must prove thatŨ is simply connected. Suppose, for the purpose of contradiction, that U 0 is not simply connected. The there exists a loopγ : S 1 →Ũ 0 and somex ∈ R 2 \Ũ 0 such that the winding number ofγ aroundx is non-zero. SinceŨ 0 is regular, any neighborhood ofx intersectsṼ . In particular, we can chooseỹ ∈Ṽ such that the winding number ofγ aroundỹ is non-zero. We denote byṼ 0 the connected component ofṼ that containsỹ. It follows from Lemma 3.6 thatṼ 0 is winding. Hence, by Proposition 3.4, there is some non-zero v ∈ Z 2 such thatỹ + nv ∈Ṽ 0 for every n ∈ Z. Choose n large enough so that the winding number of γ aroundz =ỹ + vn is zero. SinceṼ 0 is connected, there is a pathσ fromỹ toz. Since the winding number ofγ is different atỹ andz, we conclude that Imγ ∩ Imσ = ∅. But that is absurd because Imγ ⊂Ũ 0 and Imσ ⊂Ṽ 0 . 
Proof. This is a direct consequence of Lemma 3.7.
It is instructive to consider the example f (x, y) = (2x, y +
)) is a regular open strictly invariant set under f . In accordance with Lemma 3.7, every connected component of π −1 (U) is simply connected. Of course, U itself is not connected. Neither is any of its two connected components invariant under f . However, each of them is invariant under f 2 . The next Lemma shows that this is to be expected. Proof. Let U be the collection of all connected components of U. By Lemma 3.6, these are all winding. Note that for every measurable subset A ⊂ T 2 , we have
We write U = U T ∪ U F , where U T is the set of connected components for which the conclusion of Lemma 3.9 is true, and U F the set of those connected components for which it is false. Our goal is to prove that U F is empty. The proof can be divided into two steps.
Step 1. Prove that f leaves U F invariant.
Step 2. Prove that if U 0 = ∅ is an element of U F of maximal area, then f (U 0 ) belongs to U T .
Once we prove Step 1 and Step 2, it is clear that U F must be empty.
Step 1 follows if we can prove that, given any U ι ∈ U T , the set
is a connected component of U. For in that case, applying f −1 to both sides of
We fix, therefore, an arbitrary element
. Since U n ι = U ι , none of these inequalities are strict. In particular, U n−1 ι is a subset of f −1 (U ι ) of full λ-measure. Since both are regular, they must coincide. Recall that, by Lemma 3.5, U n−1 ι is a connected component of U. Hence U ι ′ is a connected component of U and therefore
To prove the second step, let U m F be the collection of those elements of U F that have maximal λ-measure. We have already shown that f (U F ) ⊂ U F . Moreover, it follows from (3.2) that f (U .2) and from the fact that λ(T 2 ) = 1 that they cannot all be disjoint. Hence there exist 0 < i < j such that 
We shall also make use of the following intersection property. Rigorous proof Lemma 4.2 is more subtle than a cursory glance may suggest. There is, however, a rather straightforward proof based on elementary homotopy theory. Let Γ : R → T 2 and Σ : R → T 2 be periodic extensions of γ and σ respectively. That is, Γ(t + n) = γ(t) and Σ(t + n) = σ(t) for every x ∈ [0, 1] and every n ∈ Z. LetΓ andΣ be lifts of Γ and Σ to R 2 . If the curves γ and σ do not intersect, then the map f :
is well defined and continuous. We can choose a loop α such that the degree of the map f • α : S 1 → S 1 is non-zero. (For example, if α is a parameterized circle centered at zero with sufficiently large radius, then the degree of f • α is ±1). In particular, f • α is not homotopic to a constant. But α is homotopic to a point, so f cannot be well defined and continuous in R 2 .
Proof of theorem 2.2
Let f : T 2 → T 2 be a non-invertible conservative endomorphism which is not transitive. Then we know from Proposition 3. We are now able to claim that the eigenvalues of A are non-zero integers. Indeed, if they were irrational or non-real, there would be no eigenvector in Z 2 . But if an integer matrix has rational eigenvalues, these must indeed be integers. This follows from the rational roots theorem and the fact that the characteristic equation is a monic polynomial. Finally, A is non-singular so it cannot have a vanishing eigenvalue.
It remains to prove that one of the eigenvalues of A is equal to ±1. To this end, let k, ℓ ∈ Z be eigenvalues of A and suppose without loss of generality that k is the eigenvalue associated to [γ] . Note that the determinant of A is equal to kℓ. In particular, the number of sheets of f is equal to |kℓ|. If |k| = 1 there is nothing to prove. So, to prove the theorem we suppose that |k| ≥ 2 and shall deuce that in this case |ℓ| = 1. Let U 0 be the connected component of U containing γ, and i : U 0 → T 2 the inclusion map. We have already observed that every element [τ ] of i * π 1 (U 0 ) must be collinear with [γ] . It follows that, with the canonical identification of π 1 (T 2 ) with Z 2 , the subgroup i * π 1 (U) in Z 2 is of the form {rv : r ∈ Z} for some non-zero v ∈ Z 2 . By Lemma 3.8, i * is a monomorphism. Hence π 1 (U 0 ) = {rv : r ∈ Z} ⊂ Z 2 . By Lemma 3.9 there exists n ≥ 1 such that U 0 is strictly invariant under f n . Notice that the pair (U 0 , f n |U 0 ) can be seen as a covering space of U 0 . Therefore, Theorem 4.1 implies that the number of sheets of f n |U 0 (and hence of f n ) is equal to the index of f n * (π 1 (U 0 )) as a subgroup of π 1 (U 0 ). Recall that every [γ] ∈ π 1 (U 0 ) is an eigenvector of A n with eigenvalue either k n . Hence f n * (π 1 (U 0 )) = {rk n v : r ∈ Z} so that the index of f n * (π 1 (U 0 )) in π 1 (U 0 ) is |k| n . On the other hand, we have already observed that the number of sheets of f (hence of f |U 0 ) is equal to |kℓ|, so the number of sheets of f n |U 0 must be equal to |kℓ| n . It follows that |ℓ| = 1 as required.
