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Abstract 
We are interested in some properties of massively parallel computers which we model by 
finite automata connected together on a 2-dimensional grid. We wonder whether it is possible to 
anticipate a possible appearance of a deadlock in such nets. Thus, we look for efficient algorithms 
to predict whether deadlocks can appear in grids of bounded size. From the point of view of 
worst-case complexity, we prove that this problem is NP-complete whereas it is quadratic for 
linear structures. The method we use is a reduction from a tiling problem. 
We also prove that this problem, associated with a natural probability distribution on its in- 
stances, is RNP-complete (Random NP-complete) in the theory proposed by Levin and developed 
by Gurevich. Very few randomized problems are known to be RNP-complete. Under classical 
complexity hypotheses, this result proves that there does not exist any algorithm that solves this 
problem efficiently on the average case. We present other extentions of our results for different 
planar underlying communication graphs, and we present a Q-complete problem for networks 
with inputs. @ 1999-Elsevier Science B.V. All rights reserved 
1. Introduction 
In this paper, we are interested in some properties of massively parallel computers. 
These computers use a great number of processors connected together by a communi- 
cation network. A large class of such machines is built in a modular way by connect- 
ing identical cards together. Hence, we can obtain infinitely many different machines 
from copies of a given card. These machines may only differ by the number of cards 
and by the topology underlying their connections. We mode1 these machines by a 2- 
dimensional grid on the vertices of which we put identical copies of a nondeterministic 
finite automaton. These copies may communicate with each other through the edges of 
the grid. 
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We are mainly interested in the anticipation of a possible appearance of deadlock in 
such nets. Fabret and Petit proved in [9] that the deadlock problem is undecidable on 
grids: there is no algorithm that, given a finite automaton, decides whether all grids of 
size iz x n constructed with this automaton, are deadlock free (see also [S]). 
These undecidability results are a first approach to the study of the behavior of these 
nets; we propose here another point of view on this study: we study the algorithmic 
complexity of the appearance of deadlocks. Thus, we wonder if there exist efficient 
algorithms to predict whether deadlocks can appear in grids of bounded size. As far 
as worst-case complexity is concerned, our main result is the NP-completeness of this 
problem (better formalized in Section 3). This result can be compared with quadratic 
algorithms on linear structures and with particular cases studied in [l]. In order to 
prove this result, we construct a reduction from a tiling problem. 
Even if it is interesting to know that a problem is NP-complete, this kind of re- 
sult does not imply that the considered problem is practically difficult to solve since 
there may exist an algorithm efficient on the average to solve them. When a “natu- 
ral” probability is defined on the set of instance, one obtains a randomized problem. 
Once randomized, many NP-complete problems are polynomial in the average case. We 
prove that under classical complexity hypotheses, our deadlock problem is difficult in 
the average. More precisely, we prove that it is RNP-complete (Random NP-complete) 
in the theory proposed by Levin in [ 131 and exposed by Gurevich in [12]. Very few 
randomized problems are known to be RNP-complete because conditions needed are 
very strict and because it is difficult to handle the notion of polynomial reductions 
between randomized problems. We give a hint of the proof of our RNP-completeness 
result in Section 5. 
Our basic construction (presented in Section 3) can be slightly transformed to get 
analogous results for other models. A weaker version of our work is that our theorems 
remain true for n-dimensional grids where n 22. In Section 4 we present some other 
possible communication graph such as torus, or hexagonal tessellations of the plane. 
Our result is unchanged on these structures. We also study other models where networks 
make their computations on an input which is given on the bottom row of the grid. In 
these cases, our problems are more difficult, since they are CZ or II2 complete in the 
polynomial hierarchy. 
The paper is organized as follows: in Section 2, we explain our computational model 
and recall briefly the theory of tilings. Then, we explain in Section 3 our reduction 
and give a detailed proof of our main result. Section 4 is devoted to extensions of our 
result to other models, and Section 5 deals with average case complexity. 
2. Models 
We present below our formalization for nets of automata. We discuss a few variants 
and explain how they interact with our result in order to justify the robustness of our 
work. We then present briefly tile sets, which will be extensively used in our proofs. 
B. Durand, A.-C. Fabret I Theoretical Computer Science 215 (1999) 225-237 227 
2.1. Nets 
Throughout this paper we consider models of parallel computers, the processors 
of which are placed on a grid (or on a torus, see also Section 4). We model the 
elementary machine by a nondeterministic communicating finite automaton. Given such 
a finite automaton -01, we shall denote by 9&(n) the grid of size n x n formed by 
copies of d connected to their 4 neighbors. We need now to define more precisely 
the communication model. Each internal node of the grid has 4 neighbors (in the 
directions N , S , E, W), and thus 4 channels of communication; it can recognize which 
channel is used. These channels are two-ways and the automaton may perform in 
parallel an emission and a reception of a message. All communications are supposed 
to synchronize two neighbor cells, since the emission of a message does not end before 
the message is received, and reciprocally, if an automaton tries to receive a message, 
then it waits until its reception. Thus we consider two communication primitives: 
l emit (D, a) which means that the value a is emitted in the direction D. As we 
only consider finite state automata, a belongs to a finite set and thus we could also 
consider that, between two cells, there exists a finite number of channels on which 
signals are emitted without carrying any value. For the sake of simplicity, we chose 
to consider that a message is emitted. 
l receive (D,x) which means that the value emitted by the neighbor located in the 
direction D will be associated to the formal variable x. In the following, x can be 
tested by the automaton (e.g. if x = a then . . . else . . . ). 
Beware that if an automaton successively performs emit (N, a> ; receive (N, x> while 
its North neighbor performs emit (S, b) ;receive(S ,y) then a deadlock arises: the 
computation is stopped forever. If one of these two automata had first tried to re- 
ceive and then to emit, the computation would go on without deadlock. On the other 
hand, automata may perform communications in parallel (channels are two-ways). Thus 
emit (N, a> // receive (N ,x> and emit (S, b) // receive (S, y> do not create a dead- 
lock. 
Border cells of a grid do not have 4 neighbors. We assume that, when they send 
an information in a “wrong” direction, then the information is lost and the communi- 
cation terminates. When they wish to receive an information from this direction, we 
consider that it receives immediately a special message o. This message is reserved 
for communication at the borders. Thus automata can test whether they are located on 
a border or a corner of the grid. 
A global clock is not needed. We consider that there exists a local time for each 
automaton and thus, they are synchronized only by communications. The issue of 
synchonicity is often discussed in the case of cellular automata but it is of no great 
interest in our case. 
2.2. Tilings 
A tile is a square the sides of which are colored. Colors belong to a finite set C 
called the color set. A set of tiles z is a subset of C4. All tiles have the same (unit) 
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size. A tiling of the plane is valid if and only if all pairs of adjacent sides have the 
same color. Note that it is not allowed to turn tiles. Berger proved in 1966 that given 
a tile set, it is undecidable whether this tile set can be used to tile the plane [3]; 
a simplified proof was given in 1971 by Robinson [ 161. 
We can also define jinite tilings. We assume that the set of colors contains a special 
“blank” color and that the set of tiles contains a “blank” tile i.e. a tile whose sides 
are all blank. A finite tiling is an almost everywhere blank tiling of the plane. If there 
exist two integers i and j such that all the non-blank tiles of the tiling are located 
inside a rectangle of size i x j, then, we say that the size of the finite tiling is lower 
than i x j. Note that inside the i x j rectangle, there can be blank and non-blank tiles. 
If there is at least one non-blank tile, then the tiling is called non-trivial. 
Another undecidability result can be proved simply by using a construction presented 
by Robinson in [16] which reduces the undecidability of the halting problem for Turing 
machines into the following: Given a tile set with a blank tile, it is undecidable whether 
this tile set can be used to form a valid finite non-trivial tiling of the plane. 
In the following, we are mainly interested in complexity results; we shall con- 
struct our reductions from the following problem, proved NP-complete by Lewis 
in [14]: 
FINITE-TILING 
Instance: A finite set C of colors (ICI = c) with a blank color. A tile set z c C4 
containing the blank tile. 
Question: Does a finite non-trivial tiling by r of the plane of size lower than c x c 
exists? 
As usual in complexity theory, we can change the bound of the size of the tiling and 
thus ask for a (P(c) x P(c)) tiling where P is any polynomial. We present in Section 5 
an average case complexity result concerning tilings. 
3. Our complexity result 
We focus in this paper on the deadlock problem: given an automaton d, can we 
verify that any net C!&(n) is deadlock free? If we assume that parallel computers consist 
of a grid of Turing machines that may communicate, then with only two connected 
Turing machines, the deadlock problem is obviously undecidable. We prefer to work 
on models for SIMD computers rather than for MIMD. We also impose that the net 
is uniform, i.e. that all nodes contain a copy of the same machine. Of course, our 
results are more interesting and difficult when the model is more restrictive. They 
easily generalize to less restrictive models, and even to MIMD machines. Fabret and 
Petit proved in [9] that the following deadlock detection problem is undecidable: 
Instance: A finite automaton A. 
Question: Does an integer n exist such that the grid F&(n) may lead to a deadlock? 
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Our work consists of a complexity study on the deadlock detection in planar families 
of nets and is inspired by the above result. Although the reduction presented in [9] used 
the halting problem of Turing machines, ours is based on tilings (as in [8]) and can 
straight away prove their undecidability theorem. We present below our main results: 
DEADLOCK 
Instance: A nondeterministic finite automaton d (a denotes the number of its states), 
two integers n < tl and t < a. 
Question: Can a deadlock appear in the grid Y&(n) before t time steps? 
DEADLOCK-FREE 
Instance: A nondeterministic finite automaton d (a denotes the number of its states), 
two integers n <a and t <a. 
Question: Can the grid 2&(n) compute without deadlock during at least t time steps? 
Theorem 1. DEADLOCK and DEADLOCK-FREE are NP-complete. 
The rest of this section is devoted to the proof of this theorem. We first prove that 
DEADLOCK is NP-complete and we then explain how to modify the reduction in order 
to obtain the NP-completeness of DEADLOCK-FREE. 
In order to prove our result, we first consider an instance of FINITE-TILING, i.e., a tile 
set r with a blank tile (Z c C4 where C is a set of c colors). Then we transform this 
tile set into a nondeterministic finite automaton &T and two integers n, and tr such that 
a deadlock can appear in a grid ?&(n,) before t, time steps if, and only if there exists 
a finite non-trivial tiling of the plane by T of size lower than c x c. As it would be 
very long and tedious to give a formal specification of d7, we present it in the form of 
a nondeterministic algorithm depending on r. The reader can imagine that this algorithm 
is performed in parallel in all cells of a grid. In this algorithm we denote the North, 
South, East, and West neighbors by the letters N, S, E, and W. Some special states of 
the automaton are denoted by a color (black, red, pink, white, and green). For the sake 
of simplicity we assume that these states are ordered: black > green > white > red>pink. 
These colors are assumed not to belong to the color set of the tile set r. 
The algorithm performed by A@‘~. 
Initialization. 
Init-1: Communicate with your 4 neighbors in order to determine whether you 
are located in a (N, S, E, or W)-border, a (NE, SE, NW, or SW)-comer, or a central 
cell. 
Init-2: Choose nondeterministically a tile out of z to be associated with. If you are 
in a North border, then you must choose a tile the North side of which is blank (resp. 
for other borders). If you are in a North-East comer, then you must choose a tile the 
North and the East sides of which are blank (resp. for other comers). 
Init3: Look at your neighbor’s associated tiles. If the side colors of your associated 
tile does not match the side colors of your neighbor’s tiles, then enter the special 
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black state. Otherwise, the matching condition is locally verified for associated tiles, 
thus enter the special white state if your associated tile is the blank tile, and the special 
green state otherwise. 
Init-4: If you are in a SW comer then enter a red state. 
Loop. According to your 4 neighbors’ associated states, repeat forever the following 
“loop” steps (diffusion of colors): 
Loop-l: This step only concerns West borders. If one of your neighbors is in the 
pink state, then enter the pink state too, otherwise if one of your neighbors is in the 
red state, then enter the red state too. 
LOOP-~: If you are in the NW comer, and if one of your neighbors is in the red 
state, then enter the pink state. 
LOOP-~: If you are in the SW comer, if your North neighbor is in the pink state, 
and if your East neighbor is in the green state, then jump to step “Gen-deadlock”. 
Loop-4 (general case) If you are neither in a West border nor in a NW nor 
a SW corner, then enter the greater of all your neighbors’ states including yours 
(black > green > white > red>pink). 
Deadlock generation. 
Gen-deadlock: Generate a deadlock with your East neighbor. 
We have decided not to give an exact description of the automaton that corresponds 
to this algorithm. It is almost everywhere very easy. The only non-trivial part is the 
deadlock generation which is rather straightforward: the comer sends to its East neigh- 
bor a special message which means “make a deadlock with me”, and then one of them 
executes give a; take b and the other give b ; take a. 
Proof of Theorem 1. We first prove that both problems (DEADLOCK and DEADLOCK-FREE) 
are in NP. Then we explain the propagation of colors in our net and prove a lemma 
on this. We use it to construct our reduction that we finaly prove polynomial. 
Both problems are in NP since a nondeterministic Turing machine can simulate any 
possible computation of the grid within a time polynomially bounded by the size of 
&. The time limit t that is imposed in our problems, is not useful in our reductions 
since it will be clear at the end of the proof that if no deadlock appears at time 2n + 4, 
then there will never be any deadlock in the net. The reason for this bound is to ensure 
that the problems belong to NP. 
Propagation of colors. Consider a grid qd,(n). After the step “Init-I”, each cell 
knows whether it is a border or a corner of the grid. After “Init-2”, a tile of z is 
associated to each cell, and the colors of the border sides of the grid are blank. Note 
that the choice for a tile on a border or on a comer cell is never empty since the tile set 
z contains the blank tile that can always be chosen. Then after “Init-4”, the associated 
colors are red in the SW comer, black, white or green everywhere else. If there is 
a tiling mismatch in one tile, then it is black. It is white if the associated tile is blank, 
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Fig. I. The color behavior in the reduction. 
else it is green. Since a tiling error concerns at least two tiles, then a black cell has 
always a black neighbor, except if the error concerns the SW corner which is red. 
As all cells enter the same loop and are locally synchronized by the communication 
of the beginning of the step “Loop”, then we shall use as local time the number of 
iteration of this loop. 
From now on, only colored states will be considered in the algorithm and not the 
associated tiles. Let us now focus our attention to West border cells. Time step after 
time step, the red color propagates along the border until it reaches the NW comer. 
This comer is transformed in pink and this color propagates back on the West border 
until it arrives to the North of the SW comer 2n time steps later. Hence this column 
of cells acts as a time counter. 
The behavior of the grid is illustrated by Fig. 1. Let us observe now all other cells 
of the grid (not in the West border). In this area, the black color propagates in all 
directions, whatever the surrounding colors may be. In a white surrounding, the green 
color propagates too, but if it is in competition with a biack cell, then the black wins 
because the set of colors is ordered such that bZack>green >white. These cells are 
not influenced by the red and the pink of the West column since white>red>pink. 
Hence if there is a black cell in this area, it will spread all over the grid (except the 
west column). If there is no black cell, then the green spreads. 
Lemma 1. Consider the tiling obtained on the grid after step “Znit-2”. After 2n time 
steps, the right neighbor of the SW corner is black if, and only if there is a tiling 
error; it is white if the tiling is everywhere blank, it is green if the tiling is valid and 
non-trivial. 
Proof of Lemma 1. Let us call the right neighbor of the SW comer the “special” cell. 
Assume that after step “Init-2” there is somewhere a tiling error. If the error is not 
in the West border, then it is clear that the black color will spread in the grid. The 
distance between the special cell and all other cells of the grid is 2n - 1. Thus this 
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cell becomes black before the step 2n. Note also that the farther cell is the NE comer, 
and if this corner is black, then so is one of its neighbors that is 1 step nearer. If after 
step “Init-2”, the error is on the left border, then it will reach the second West column 
before being erased with the propagation of the red and pink colors. Thus the special 
cell is “informed” on time of any tiling error. 
Assume now that the tiling is correct. Then, the green color will spread in the grid 
exactly as was spreading the black in the previous case. Thus after 2n steps, the special 
cell is green if and only if the tiling is valid and non-trivial. 0 
Reduction. Let us prove now that our construction is a reduction of FINITE-TILING into 
DEADLOCK. The automaton l;s, has just been constructed, we choose n, = c for the size 
of the grid (c is the number of colors), we choose a time t, = 2c +4. Imagine that 
a finite non-trivial tiling of the plane of size c x c exists. Then a possible evolution 
for the grid 9&, is that it chooses the tiles of this tiling. Then, after at most 2n time 
steps in the loop and at most 2 more communications for the initialization process, 
the special cell is green, the SW corner is pink, hence after 2 more communications, 
a deadlock appears between these two cells. 
Reciprocally, if a deadlock appears in the net, it can only appear between the SW 
cell and the special one, since obviously the loop cannot generate a deadlock. Hence, 
the SW comer has a pink North neighbor and a green East one (the special cell). 
The North neighbor cannot be pink after less than 2n steps (see above). Thus if there 
had been a tiling error in the associated tiles, the special tile would have had time to 
become black. Hence the tiling formed by the chosen tiles is valid. It is also non-trivial, 
otherwise the special cell would have remained white. The obtained tiling is bordered 
by blank sides because the border cells have chosen their tiles under this restriction. 
Hence we can extend the tiling obtained on the grid into a finite non-trivial tiling of 
the plane of size at most c x c. 
The last point to prove is that the reduction is polynomial. The construction of ~4~ 
does not require any difficult computation, and its size is clearly a polynomial in the 
number of tiles which is itself bounded by c4. 
Concerning the NP-completeness of DEADLOCK-FREE, we have just to change step 
“LOOP-~” and replace it by “Loop-3-his”. It is clear that a finite non-trivial tiling of 
the plane by r exists iff there exist a deadlock free computation by 5&,. 
Loop-3-bis: If you are in the SW comer, if your North neighbor is in the pink state, 
and if your East neighbor is either in the black state or in the white state, then jump 
to step “Gen-deadlock”. 0 
4. Improvements 
4.1. Other nets 
The condition that automata should be placed on a grid may seem very restrictive 
since it is possible to construct other regular planar structures of communication. For 
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instance, hexagonal tessellations of the plane may be considered. But we can generalize 
our result to any archimedean net. An archimedean net is a planar structure, forming 
a regular tiling of the plane. These tilings have been first studied by Kepler in the 16th 
century. If copies of the same automaton are placed on the nodes of such structures, 
then a strong equivalence result between all these structures and the grid has been 
proved by Roka in [ 171. As a corollary, our results still hold. 
We also have the same result if the grid is replaced by a torus. In this case, there 
are no borders and all cells are identical. The tiling problem on a torus is NP-complete 
but references proposed by [lo] are not correct. A proof can be found in [6]. The 
construction of our automaton has to be modified according to the following idea: we 
shall make all cells to elect a “pseudo-comer” that will act as the SW corner of our 
basic reduction. In order to do that, each cell will choose nondeterministically a tile of 
r and a tile of a special tile set 1 defined in Fig. 2, for which we call “position” of 
a tile of r2 the pair (i,j). Note that this tile set depends on the size of the net. Now 
our algorithm is very similar to the proof of Theorem 1 beginning at step “Init-3”. 
The differences are that both the tiling components corresponding to r and to IL are 
checked; the cell (0,O) in the tiling 2 will act as a the SW corner, and the border cells 
will be the (0, i)-cells of the 2 component. The NW comer will be the cell (0, n). The 
end of the proof is exactly the same. 
4.2. Nets with inputs and a &-complete problem 
It is often natural to model the behavior of a parallel computer by a net of automata 
with an input given to the first row of the grid. In our first model, there was no input. 
Now we consider an input as a word over the binary alphabet, and at the beginning of 
the computation, its first bit is sent to the leftmost cell of the first row, the second bit 
to the second cell, etc. For this model, we give complexity results on the two following 
deadlock problems with inputs. Beware that the second problem is not the negation of 
the first one. 
DEADLOCK-2 
Instance: A nondeterministic finite automaton & (a denotes the number of its states), 
two integers n <a and t < a. 
Question: Is it true that for all input word w, ]w] <n, there exists an integer k, 
IwI <k <n such that the net C&(k) may lead to a deadlock? 
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DEADLOCK-FREE-2 
Instance: A nondeterministic finite automaton d (a denotes the number of its states), 
two integers n <a and t <a. 
Question: Does an input word w exists (1~1 <n) such that all nets 2&(k), Iw] <k<n 
lead to a deadlock? 
Theorem 2. DEADLOCK-~ is &-complete and DEADLOCK-FREE-~ is &-complete in the 
polynomial hierarchy. 
In order to prove this result, we need to come back to tilings. The following problem 
is &-complete in the polynomial hierarchy (see [IS]). 
FINITE-TILING-2 
Znnstance: A finite set C of colors (ICI = c) with a blank color, and a tile set r c C4 
containing the blank tile. 
Question: Does a correctly tiled row of at most c tiles exists (non-blank but with 
blank sides below and on both ends) such that it cannot be extended in a finite non- 
trivial tiling of the plane? 
Proof of Theorem 2. The reduction is almost the same as for Theorem 1. We reduce 
FINITE-TILING-2 into DEADLOCK-FREE-~ using the second part of Theorem 1 (see the end of 
the proof). Concerning DEADLOCK-~, we start from the negation of FINITE-TILING-~ with 
the first reduction of Theorem 1. The only change needed is that the choices of tiles 
in the bottom row will be made accordingly to the input word. 0 
These result can be generalized when the input is given bit after bit on the leftmost 
cell of the bottom row. The needed transformation can be found in [ 151. 
5. Average case complexity results 
After Cook and Levin’s presentation of NP-completeness theory in 197 1, many prob- 
lems have been proved NP-complete. In order to cope with these problems, people use 
to look for algorithms that are not polynomial in the worst case, but which are polyno- 
mial for most instances. This led to the notion of average-case polynomial algorithms 
(AP); to define this notion, a probability function ~1 is defined on the set of instances. 
Very soon, it seemed that, if for some NP-complete problems it was possible to find 
such average polynomial time algorithms (hence that these problems belong to AP), it 
was a very difficult task for others. 
The goal of this section is to prove that the deadlock detection problem in 
families of planar nets is not only difficult in the worst case but also in the aver- 
age. Thus in this section, we use the notion of randomized problem where a proba- 
bility distribution p is associated to the inputs. The complexity class “Random NP” 
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(RNP for short) was introduced by Leonid Levin in 1986 [ 131. He proposed a no- 
tion of reduction from a randomized problem into another which allowed him to 
present an RNP-complete problem in the same paper. These notions have been dis- 
cussed in more details and some other problems have been proved RNP-complete in 
[ll, 12,4,5]. 
If an RNP-complete problem were in AP, then such would be all problems of RNP, 
hence RNP would be included in AP which is very unlikely. It would imply that 
problems solved in non-deterministic exponential time (NEXP) can be solved in de- 
terministic exponential (DEXP) time (see [12]). Furthermore, there exists a subclass 
of problems in RNP (called flat problems) that cannot be complete unless NEXP and 
DEXP are equal (see [2]). A problem is fiat if ,u(x)<2-“’ (a >0) for all instances x 
of sufficiently large size n. This class of problems includes most probabilistic graph 
problems and many others, such as a randomized version of SAT. In most NP-complete 
problems, the number of positive and negative instances for inputs of great size are not 
comparable. If a problem is RNP-complete, then there are roughly as many positive 
and negative instance for inputs of a given size. 
We do not present here the theory of RNP-completeness. A short introduction can 
be read in [7]; the reference paper is [12]. The basic idea is that a reduction between 
randomized problems should not diminish too much the probability of a given instance. 
A sufficient method for proving the RNP-completeness of a problem is the following: 
1. Prove that your problem is in NP and that its probability distribution is P-time 
computable. 
2. Take a RNP-complete problem with a probability function ~1. 
3. Consider this problem only as an NP-complete problem and reduce it polynomially 
to your problem: your problem is proved NP-complete. Call the reduction function f. 
4. Prove that the image of ~1 by f is P-dominated by the probability function of your 
problem. 
To understand the previous method, we need the following definition: 
Definition 1. Assume that A is our instance set, ~1,~2 two probability distributions on 
A, and that there exists a polynomial function p such that 
Then we say that ~2 P-dominates ,u~. 
A function f from a set A to a set B transform the probability distribution ,u into v 
iff V(Y) = Cf(xj=y p(x). 
The following tiling problem has been proved RNP-complete by Leonid Levin in 
1986 [13]: 
RAND-FINITE-TILING 
Instance: A finite set C of colors (ICI = c) with a blank color, a collection t E C4 
of tiles including a blank tile; a row R of non-blank matching tiles, with blank sides 
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above and on both ends of the row; an integer n coded in unary, n > j 71, n > IRI (i.e. 
the word z.R.1”). 
Question: Is there an extension of the row R forming a finite non-trivial tiling of 
the plane of size at most lRI x n? 
Probability: Consider any reasonable P-time computable encoding of tile sets. We 
take a probability function corresponding to the following experiment: “choose n; 
choose a number of tiles lower than n, choose n tiles according to your favorite prob- 
ability function; choose a length for the row lower than n, choose each tile one after 
another such that the current one matches the already chosen ones”. 
RAND-DEADLOCK 
Instance: A nondeterministic finite automaton d (a denotes the number of its states); 
a word w over the alphabet (0, 1 }, an integer n coded in unary, n > IwI and n > IdI 
(i.e. the word &.~.l”). 
Question: Can a deadlock appear in the grid 2&(n) on the input word w before a 
time steps? 
Probability: Consider any reasonable P-time computable encoding automata 
denoted by c(d). We take a probability function proportional to l/(n4 21wl 21<&1). This 
probability function corresponding to the following experiment: “choose an integer 
n according to the standard probability function p(n)= (6/rr2)( l/n2). Then choose 
independently two integers m and k lower than n - your probability function is 
now proportional to l/n4. Choose two words of length m and k representing, respec- 
tively, the coding of w and LX?“‘. This experiment defines a function proportional to 
l/(n4 21wl 214). 
Theorem 3. RAND-DEADLOCK is RNP-complete. 
Proof. We use the same reduction as for the first part of Theorem 1 and use the 
input word as in Theorem 2. The part of the proof that is specific to RNP-completeness 
is the following: first remark that RAND-FINITE-TILING is RNP-complete even if the num- 
ber of choices for each tile of the row is bounded by 2 (see [12]). Then remark 
that a choice of a letter of the input word w corresponds exactly through the reduc- 
tion to the choice of a tile in the row. This remark is sufficient to prove that our 
reduction does not diminish too much the probability of a given instance: observe 
that in the probability distribution, the most “brutal” part is 1/21wI because the other 
factors correspond to the size of the automaton and the bounding integers that are 
polynomially dependent on the size of the tile set and the associated integer. Thus 
the critical part is the probability associated to the row of tiles and to the word 
w which in the reduction depends on the row; if there is a choice for 2 different 
tiles in the row, then through the reduction, there are exactly 2 choices for the let- 
ter of w. Hence in both probability distributions, the factor corresponding for these 
choices is 1/21’4. Thus item 5 of the method is verified and RAND-DEADLOCK is RNP- 
complete. 0 
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6. Conclusion 
Our results reinforce the point of view that it is distinctly different to organize parallel 
computers on a linear structure (such as Z) than on a planar one (Z2). The second 
dimension gives more power and more unpredictability to phenomena. A question 
naturally arises: is the space Z3 more complicated than the plane? In other words, we 
wonder whether there exist “natural” problems that are decidable on Z2 but not on 
Z3. An idea to solve positively this question is to use the fact that planar graphs are 
simpler than graphs in R3. 
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