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Abstract
The aim of the present paper is to deﬁne a notion of weakly differentiable cochain in the generality of metric measure spaces
and to study basic properties of such cochains. Our cochains are (sub)additive functionals on a subspace of chains, and a suitable
notion of chains in metric spaces is given by Ambrosio–Kirchheim’s theory of metric currents. The notion of weak differentiability
we introduce is in analogy with Heinonen–Koskela’s concept of upper gradients of functions. In one of the main results of our
paper, we prove continuity estimates for cochains with p-integrable upper gradient in n-dimensional Lie groups endowed with a
left-invariant Finsler metric. Our result generalizes the well-known Morrey–Sobolev inequality for Sobolev functions. Finally, we
prove several results relating capacity and modulus to Hausdorff dimension.
Résumé
On propose une déﬁnition de cochaine faiblement différentiable dans un espace métrique mesuré et on étudie ses propriétés.
Dans cet article, une cochaine est une fonction (sous-)additive déﬁnie sur un sous-espace de l’espace des courants métriques
au sens de Ambrosio–Kirchheim. La notion de différentiabilité faible introduite est analogue au concept de gradient supérieur
d’une fonction introduit par Heinonen–Koskela. Un des résultats essentiels de cet article établit la continuité d’une cochaine avec
gradient supérieur p-intégrable dans un groupe de Lie muni d’une métrique ﬁnslérienne invariante à gauche. Ce résultat généralise
l’inégalité de Morrey–Sobolev pour des fonctions d’un espace de Sobolev. De plus, on établit des résultats qui relient la capacité
et le module à la dimension de Hausdorff.
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1. Introduction
1.1. Background
One of the main principles in the theory of Sobolev functions in Euclidean spaces is that good integrability proper-
ties of the weak differential of a function imply good behavior for the function itself. For instance, Sobolev inequalities
bound the values of the function in terms of the integral of the gradient. In particular, the Morrey–Sobolev inequality
shows that a weakly differentiable function u ∈ L1loc(Rn) with |∇u| ∈ Lp(Rn) has a Hölder continuous representative
when p > n, ∣∣u(x)− u(y)∣∣ C(n,p)|x − y|1−n/p‖∇u‖p. (1.1)
An appealing question is whether continuity results like this also hold in the case of differential forms. Namely, given
an m-form ω, we can view it as a functional deﬁned on a class of m-dimensional chains (smooth submanifolds,
polyhedral chains, currents, etc.). We can now ask for conditions on the coefﬁcients of ω which guarantee continuity
of this functional with respect to a suitable metric. An important condition like this is given by Whitney’s theory of
ﬂat forms. By deﬁnition, these are the m-forms ω whose coefﬁcients, as well as the coefﬁcients of the distributional
exterior derivative, are essentially bounded. By Wolfe’s theorem [28, p. (viii)], [8, Theorem 5.5], the space of ﬂat
forms is isomorphic to the space of ﬂat cochains. These are bounded linear functionals on the space of ﬂat chains, the
completion of polyhedral m-chains with respect to the ﬂat norm
F(T ) := inf{M(R)+ M(V ): T = R + ∂V }.
It follows that integration of a ﬂat form ω over any ﬂat chain is well-deﬁned although the coefﬁcients of ω are
initially only deﬁned pointwise almost everywhere. Moreover, it follows that ﬂat forms, when viewed as cochains, are
Lipschitz continuous with respect to the ﬂat norm. We note that the theory of ﬂat forms has recently been extended to
Banach spaces in [23].
Recently, a theory of Sobolev spaces in metric measure spaces (X,d,μ) has been developed based on upper
gradients, see [9,22,10], and the forthcoming monograph [11]. By deﬁnition, a non-negative Borel function ρ is an
upper gradient of a function u : X →R if
∣∣u(y)− u(x)∣∣ ∫
γ
ρ ds (1.2)
for every x and y ∈ X and every rectiﬁable path γ in X with endpoints x and y. Here, it is understood that the right-
hand side of (1.2) must be ∞ in case u(x) = ∞ or u(y) = ∞. We say that u ∈ Lp(X,μ) belongs to the Newtonian
(Sobolev) space N1,p(X,μ) if u has an upper gradient ρ ∈ Lp(X,μ). This approach works in general spaces, even
when directional derivatives cannot be deﬁned. It also gives a useful viewpoint in smooth spaces, where the Newtonian
spaces coincide with classical Sobolev spaces. The theory includes several generalizations of the Sobolev inequalities,
as well as the continuity estimate (1.1), under mild assumptions on the underlying metric measure space, cf. [7] and
the references therein.
The aim of the present paper is to generalize the results discussed above. Namely, we address the following prob-
lems:
(i) give a proper notion for weakly differentiable m-forms in metric measure spaces using the upper gradient
approach, and prove useful properties for them, in particular
(ii) ﬁnd Lp-conditions which imply continuity.
Problem (ii) is interesting already in Euclidean spaces. Our main results give continuity estimates with respect to the
ﬂat norm and the so-called ﬁlling volume in Euclidean spaces and Lie groups; we will discuss these results shortly.
We now turn to Problem (i). As discussed above, differential forms induce functionals deﬁned on m-dimensional
chains. Such functionals can be deﬁned without assuming any structure from the underlying space. Therefore, we
would like to deﬁne cochains ω : C → R, where C is a suitable family of m-dimensional chains, and try to develop
their properties. A question that immediately comes up in this approach is how to ﬁnd a suitable notion of m-chains.
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Such a notion in the generality of complete metric spaces is provided by Ambrosio–Kirchheim’s theory of metric
currents developed in [1] which we next discuss.
1.2. Metric currents
We recall that a Federer–Fleming m-current in Rn is a continuous linear functional on the space of compactly
supported smooth differential m-forms. In the generality of a complete metric space X a suitable substitute for m-
forms is given by (m + 1)-tuples (f,π1, . . . , πm) of Lipschitz functions on X with f bounded. A metric m-current
in the sense of Ambrosio–Kirchheim [1] is then a multi-linear functional on such tuples which satisﬁes a continuity,
locality and ﬁnite mass property. We refer to Section 2.2 below for deﬁnitions. The space of metric m-currents in X
is denoted by Mm(X). Metric currents have ﬁnite mass by deﬁnition and the mass as a measure of T ∈ Mm(X) is
denoted by ‖T ‖; furthermore M(T ) := ‖T ‖(X). The boundary of an element T ∈ Mm(X) with m  1 is denoted
by ∂T . A metric m-current T whose boundary ∂T has ﬁnite mass is called normal current; and the space of such
T is denoted by Nm(X). One of the guiding principles is that in Euclidean space a tuple (f,π1, . . . , πm) with f
and πi smooth should correspond to the differential form f dπ1 ∧ · · · ∧ dπm and tuples (f,π1, . . . , πm) may thus
be regarded as generalized differential forms. An important subclass of normal m-currents is given by the additive
subgroup Im(X) ⊂ Nm(X) of integral m-currents. These are normal currents which roughly correspond to (integration
of the generalized forms over) countably Hm-rectiﬁable sets with orientation and integer multiplicities. In particular,
0-dimensional integral currents correspond to points with integer weights. Moreover, Lipschitz curves give rise to 1-
dimensional integral currents; and in fact a weak converse of this is true as well, see Lemma 3.12 and [2, Lemma 4.4].
1.3. Weakly differentiable subadditive cochains
We now turn to the main object of study of the present paper, namely subadditive m-cochains. For this let Cm be
an additive subgroup of Mm(X). We call subadditive cochain on Cm a function ω : Cm →R which satisﬁes ω(0) = 0
and which is subadditive in the sense that ∣∣ω(T )∣∣ ∣∣ω(T + S)∣∣+ ∣∣ω(S)∣∣
for all T ,S ∈ Cm. If ω furthermore satisﬁes ω(T +S) = ω(T )+ω(S) for all T ,S for which each term is ﬁnite, then ω
will be called a cochain (or additive cochain for emphasis). Clearly, every generalized m-form (f,π1, . . . , πm) gives
rise to a cochain on Mm(X) by ω(T ) = T (f,π1, . . . , πm). Moreover, every function u : X →R, even if not Lipschitz,
gives rise to a cochain on I0(X). More examples will be given later.
We can deﬁne the notion of upper gradient of a subadditive cochain in analogy with the deﬁnition of upper gradient
of a function. For this, let Cm+1 ⊂ Mm+1(X) and let ω be a subadditive cochain on Cm. We call a Borel function
g : X → [0,∞] an upper gradient of ω with respect to Cm+1 if∣∣ω(T )∣∣ ∫
X
g d‖S‖
for all T ∈ Cm and S ∈ Cm+1 satisfying ∂S = T . This deﬁnition of upper gradient may be viewed as a generalization
of the notion of upper gradient of a function. Indeed, we will show in Proposition 3.11 that a Borel function g is an
upper gradient of a function u : X → R if and only if g is an upper gradient of the cochain on I0(X) induced by u.
We will moreover show that if m 0 and if (f,π1, . . . , πm) is a generalized differential form then an upper gradient
of the m-cochain on Im(X) induced by (f,π1, . . . , πm) is given by the product
g(x) = lipf (x)
m∏
i=1
lipπi(x) (1.3)
of pointwise lower Lipschitz constants, see Proposition 3.9. This is a generalization for cochains of the fact, proved by
Cheeger in [3], that if f is a Lipschitz function on X then the pointwise lower Lipschitz constant lipf (·) is an upper
gradient of f . In Proposition 3.8 we establish an analogous result for cochains on Mm(X).
Similarly, we can deﬁne an upper norm of a subadditive cochain ω on Cm. We call a Borel function h : X → [0,∞]
an upper norm of ω if
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∣∣ω(T )∣∣ ∫
X
hd‖T ‖
for all T ∈ Cm. For example, the function
h(x) = ∣∣f (x)∣∣ m∏
i=1
lipπi(x)
is an upper norm of the cochain described before (1.3). We will give more examples of upper norms and upper
gradients later.
We have now given the necessary deﬁnitions that allow us to talk about weakly differentiable subadditive cochains
in metric measure spaces; they are the subadditive cochains with integrable upper gradients and/or integrable upper
norms. Our purpose is to show that analytic properties for the subadditive cochains can be deduced using the properties
of their upper gradients and upper norms.
1.4. Continuity of subadditive cochains in Lie groups
One of the main goals of this paper is to establish continuity estimates with respect to the ﬁlling volume for
subadditive cochains with p-integrable upper gradient. For this purpose we denote by I0m(X) the subset of elements
T ∈ Im(X) with ∂T = 0. We furthermore recall that the ﬁlling volume of an element T ∈ I0m(X) is deﬁned by
Fillvol(T ) := inf{M(S): S ∈ Im+1(X), ∂S = T }.
In a slightly simpliﬁed setting, one of our main results can be stated as follows.
Theorem 1.1. Let G be a Lie group of dimension n, endowed with a left-invariant Riemannian metric, and let 0 
m  n − 1. Let 0  α  m and A  1. Let ω be a subadditive cochain on I0m(G). If ω has an upper gradient g in
Lp(G) for some p > n− α then ∣∣ω(T )∣∣ C Fillvol(T )1− np+α ‖g‖p (1.4)
for every T ∈ I0m(G) which satisﬁes Fillvol(T ) 1 and
‖T ‖(B(x, r))Arα for all x ∈ G and r > 0. (1.5)
Here, C depends only on M(T ), n, p, and α, A, and G.
The precise value of C is given in Theorem 4.1. The requirement that Fillvol(T ) 1 can be dropped if G =Rn is
Euclidean space. We note that if ω is an additive cochain and if T1, T2 ∈ I0m(G) satisfy (1.5) and
dF(T1, T2) := Fillvol(T1 − T2) 1
then (1.4) can be written in the more suggestive form∣∣ω(T1)−ω(T2)∣∣ CdF(T1, T2)1− np+α ‖g‖p,
and thus ω is locally Hölder continuous with respect to the metric dF. It should be noted that Theorem 1.1 fails for
p = n − α, see Example 4.4. We do not know, however, whether the Hölder exponent 1 − n
p+α can be improved. In
Theorem 1.1 we will assume a growth condition which is somewhat weaker than the one in (1.5). It is easy to see that
Theorem 1.1 implies the local Morrey–Sobolev inequality for functions in W 1,p(G) with p > n, see Corollary 4.2.
In Section 4.1 we will also establish a theorem for currents, possibly with boundary, which is similar to Theo-
rem 1.1 and which gives Hölder continuity with respect to the ﬂat norm rather than the ﬁlling volume distance, see
Theorem 4.3. This is natural in view of the Lipschitz continuity of ﬂat forms with respect to the ﬂat norm mentioned
above. As will be shown, our result actually implies that every ﬂat form with compact support in Rn gives rise to a
cochain which is Lipschitz continuous with respect to the ﬂat norm, and we can thus recover a part of Wolfe’s theorem
mentioned above. See the paragraph following Theorem 4.3 for details.
Similar, but less general results than ours have been previously obtained in [5]. There it is assumed that ω belongs
to the Sobolev space Wq,pd (Rn,
∧m
) of m-forms in Rn whose coefﬁcients are q-integrable and the coefﬁcients of the
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weak exterior derivative are p-integrable with p > n−m and q > n−m+ 1. It is then proved that, given an oriented
m-ball B in Rn, the integral of ω over B is bounded by the corresponding p- and q-integrals over a suitable domain,
the radius of B , and the size of the domain.
1.5. Sobolev forms and exceptional sets
The weakly differentiable cochains deﬁned in Section 1.3 are closely connected to the Sobolev spaces
W
q,p
d (R
n,
∧m
). See [14] for a good reference on Sobolev spaces of differential forms. In Section 3.2 we show
that, when 1 < p,q < ∞, every ω ∈ Wq,pd (Rn,
∧m
) induces a weakly differentiable cochain ω˜, and in fact the norms
|ω| and |dω| are an (weak) upper norm and upper gradient of ω˜, respectively (up to a constant depending on the choice
of norms for ω and dω). We believe that, conversely, weakly differentiable cochains probably come from such forms,
but we do not pursue this direction in this paper. A result in this spirit has been established in [6]. There a version
of Wolfe’s theorem is proved, showing that there is an one-to-one correspondence between the Wq,pd (Rn,
∧m
)-forms
and cochains deﬁned on polyhedral chains who together with their exterior derivatives satisfy certain boundedness
conditions with respect to the so-called q-mass.
In the theory of Sobolev functions, capacities are typically used to measure the size of exceptional sets. For instance,
the Morrey–Sobolev inequality (1.1) corresponds to the fact that the p-capacity of a single point is positive when
p > n, and there are weak forms of (1.1) for smaller p which hold outside a set of zero p-capacity. In the theory
based on upper gradients, the modulus of path families is an important concept that can be applied in connection with
exceptional sets.
Modulus methods can be extended to much beyond the setting of path families, as already observed by Fuglede
[4]. In our current setting, the deﬁnition is the following. Let X be a complete metric space equipped with a Borel
measure μ. Moreover, let Γ ⊂ Mm(X) be a family of currents, and 1 p < ∞. The p-modulus Mp(Γ ) is the inﬁmum∫
X
f p dμ, taken over all non-negative Borel functions f in X, such that
∫
X
f d‖T ‖ 1 for all T ∈ Γ . Modulus in the
setting of currents implicitly appears in [29], where nonexistence and other results are proved for currents in Carnot
groups.
Similarly, let Λ ⊂ Mm(X) be a family of currents without boundary, and let C′ ⊂ Mm+1(X). Then we can deﬁne
the p-capacity capp(Λ,C′) as Mp(Γ ), where
Γ = {S ∈ C′ : ∂S = T for some T ∈ Λ}.
In Theorem 3.13, we relate Hausdorff measure and capacity. Namely, we show that a family of integral currents, all
of whose supports lie on a compact set A ⊂ X with HQ−p(A) < ∞, has zero p-capacity if the underlying measure
μ satisﬁes μ(B(x, r)) CrQ for all balls in X. In Section 3.4, we consider capacity in the setting of Lie groups. We
show that if T is a current as in Theorem 1.1, then the p-capacity of {T } is positive if p > n−α. This is not surprising
in view of Theorem 1.1. We also give an example to show the above can fail when p < n − α; it is not completely
clear to us what happens when p = n − α. Our results are related to those by Fuglede [4], who gave necessary and
sufﬁcient conditions under which the modulus of the family of all Lipschitz surfaces in Rn intersecting a given set has
zero modulus.
1.6. Organization of the paper
This paper is structured as follows. In Section 2.2 we recall the deﬁnition of metric currents and some of the basic
properties needed later on. In Section 3 we discuss subadditive cochains in general metric spaces, and give some
basic examples. First, in 3.1 we deﬁne (sub)additive cochains, upper gradients and upper norms. We also discuss the
modulus and capacity in our context, and the spaces of cochains with integrable upper norms and upper gradients.
In 3.2 we deﬁne Sobolev spaces of cochains and show that Euclidean differential forms with integrable distributional
exterior derivatives are examples of Sobolev cochains. In 3.3 we give basic examples of upper norms and upper
gradients, and compare them to upper gradients of functions in the zero-dimensional case. In 3.4, we prove upper
bounds for the sizes of exceptional sets.
In Section 4 we prove general versions of the continuity estimate, Theorem 1.1, in Lie groups. To this end, in 4.2
we ﬁrst establish integral estimates corresponding to general measures on Lie groups, and deﬁne a “controlled family
of curves”, a condition that allows us to deform currents in a controlled way. In 4.3 we estimate subadditive cochains
5
ht
tp
://
do
c.
re
ro
.c
h
with integrable upper norms and upper gradients by using translations and minimal ﬁllings, and use the estimates to
prove the continuity statements. Finally, in 4.4 we prove lower bounds for modulus and capacity.
2. Preliminaries
2.1. Notation
Let (X,d) be a metric space. Given x ∈ X and r > 0 we denote by B(x, r) the closed ball B(x, r) := {y ∈
X: d(x, y) r}. Given a set A ⊂ X and x ∈ X we deﬁne dist(x,A) := inf{r  0: ∃a ∈ A with d(x, a) r}. For ε > 0
we then denote N(A,ε) := {x ∈ X: dist(x,A) ε}. Given α  0 and A ⊂ X we denote by Hα(A) the α-Hausdorff
measure of A. We denote by Lip(X) and Lipb(X) the spaces of real-valued Lipschitz functions and bounded Lipschitz
functions on X, respectively. The Lipschitz constant of a Lipschitz function f will be denoted by Lip(f ). The length
of a continuous curve c : [a, b] → X is denoted by (c). If c is a Lipschitz curve then the metric derivative of c is
denoted
|c˙|(t) = lim
r→0
1
r
d
(
c(t + r), c(t)),
whenever the limit exists. It is proved in [17] that |c˙|(t) exists for almost every t ∈ [a, b].
2.2. Currents in metric spaces
In this section we recall the basic deﬁnitions from the theory of metric currents developed in [1] which we will
need in the sequel. Apart from some simple lemmas, the present section does not contain any new results. We mention
here that recently two variants of Ambrosio–Kirchheim’s theory [1] were developed in [18] and [19]. We will not
however use these variants.
Let (X,d) be a complete metric space.
Deﬁnition 2.1. Let m  0. An m-dimensional metric current T on X is a multi-linear functional T : Lipb(X) ×
Lipm(X) →R satisfying the following properties:
(i) If πji → πi pointwise as j → ∞ and if supi,j Lip(πji ) < ∞ then
T
(
f,π
j
1 , . . . , π
j
m
)−→ T (f,π1, . . . , πm).
(ii) If {x ∈ X: f (x) = 0} is contained in the union ⋃mi=1 Bi of Borel sets Bi and if πi is constant on Bi for
i = 1, . . . ,m then
T (f,π1, . . . , πm) = 0.
(iii) There exists a ﬁnite Borel measure μ on X such that
∣∣T (f,π1, . . . , πm)∣∣ m∏
i=1
Lip(πi)
∫
X
|f |dμ (2.1)
for all (f,π1, . . . , πm) ∈ Lipb(X)× Lipm(X).
In what follows, m-dimensional metric currents will also be called metric m-currents for short. The space of
m-dimensional metric currents on X is denoted by Mm(X) and the minimal Borel measure μ satisfying (2.1) is called
mass of T and denoted by ‖T ‖. We also call mass of T the number ‖T ‖(X) which we denote by M(T ). The support
of T is the closed set
sptT = {x ∈ X: ‖T ‖(B(x, r))> 0 for all r > 0}.
In the following we will often abbreviate π = (π1, . . . , πm) and write T (f,π) instead of T (f,π1, . . . , πm). An
important and basic example of a metric m-current on Rm is given by
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θ(f,π) :=
∫
Rm
θf det(∇π)dHm
for an arbitrary function θ ∈ L1(Rm).
Let 0 k m. Given a bounded Borel function g on X and τ = (τ1, . . . , τk) ∈ Lipk(X), the restriction T (g, τ )
of an element T ∈ Mm(X) is deﬁned by (
T (g, τ )
)
(f,π) := T (fg, τ,π)
for all (f,π) ∈ Lipb(X) × Lipm−k(X). This expression is well-deﬁned since T can be extended to a functional on
tuples for which the ﬁrst argument lies in L∞(X,‖T ‖); in fact, we have T (g, τ ) ∈ Mm−k(X) by [1, Theorem 3.5].
For a Borel set A ⊂ X we abbreviate T A := T 1A, where 1A is the indicator function,
(T A)(f,π) := T (f 1A,π).
If m 1 and T ∈ Mm(X) then the boundary of T is the functional
∂T (f,π1, . . . , πm−1) := T (1, f,π1, . . . , πm−1);
it satisﬁes conditions (i) and (ii) in Deﬁnition 2.1. If it moreover satisﬁes (iii) in Deﬁnition 2.1 then T is called a normal
current. By convention, elements of M0(X) are also called normal currents. The space of normal metric m-currents
on X is denoted by Nm(X). If m 2 and T ∈ Mm(X) then we have ∂∂T = 0 by property (ii) of Deﬁnition 2.1. The
following convention will be useful in Section 4. If T ∈ M0(X) then we deﬁne M(∂T ) = 0 as a number and we deﬁne
‖∂T ‖ = 0 as a measure on X.
The push-forward of T ∈ Mm(X) under a Lipschitz map ϕ from X to another complete metric space Y is given by
ϕ#T (g, τ ) := T (g ◦ ϕ, τ ◦ ϕ)
for (g, τ ) ∈ Lipb(Y )× Lipm(Y ). This deﬁnes a metric m-current on Y and it follows directly from the deﬁnitions that
∂(ϕ#T ) = ϕ#(∂T ).
An element T ∈ M0(X) is called integer rectiﬁable if there exist ﬁnitely many points x1, . . . , xn ∈ X and
θ1, . . . , θn ∈ Z\{0} such that
T =
n∑
i=1
θixi, (2.2)
where, for z ∈ X, the 0-current z is deﬁned by z(f ) = f (z) for every bounded Lipschitz function f . A current
T ∈ Mm(X) with m 1 is called integer rectiﬁable if the following properties hold:
(i) ‖T ‖ is concentrated on a countably Hm-rectiﬁable set and vanishes on all Hm-negligible Borel sets;
(ii) for any Lipschitz map ϕ : X → Rm and any open set U ⊂ X there exists θ ∈ L1(Rm,Z) such that
ϕ#(T U) = θ.
The space of integer rectiﬁable m-currents in X is denoted by Im(X). Integer rectiﬁable normal currents are called
integral currents. The corresponding space is denoted by Im(X). We introduce the notation
N0m(X) :=
{
T ∈ Nm(X): ∂T = 0
}
and
I0m(X) :=
{
T ∈ Im(X): ∂T = 0
}
.
Here, the condition ∂T = 0 should be replaced by the condition T (1) = 0 in the case m = 0. More generally, if
C ⊂ Nm(X) is a subset then we denote by C0 the subset of those T ∈ C satisfying ∂T = 0 if m  1 and T (1) = 0 if
m = 0.
Let T ∈ Im(X). Then set(T ) is deﬁned by
set(T ) := {x ∈ X: Θ∗m(‖T ‖, x) > 0},
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where Θ∗m(‖T ‖, x) is the lower m-density of ‖T ‖ at x given by
Θ∗m
(‖T ‖, x) := lim inf
r→0+
‖T ‖(B(x, r))
ωmrm
and ωm is the volume of the unit ball in Rm. It is shown in [1, Theorem 4.6] that set(T ) is a countably Hm-rectiﬁable
set on which ‖T ‖ is concentrated, that is, ‖T ‖(X\ set(T )) = 0.
We make the following elementary but useful observation concerning Lipschitz curves and the currents which they
induce.
Lemma 2.2. Given a Lipschitz curve c : [a, b] → X, the integral current T := c#1[a,b] satisﬁes ∂T = c(b)−c(a)
and M(T ) (c); moreover, if c is injective then M(T ) = (c). Finally, for every Borel function g : X → [0,∞] we
have
∫
X
g d‖T ‖
b∫
a
g ◦ c(t)|c˙|(t) dt, (2.3)
if M(T ) = (c) then equality holds in (2.3).
Proof. Firstly, note that
∂T = c#
(
∂1[a,b])= c(b)− c(a).
Now, given Lipschitz functions f,π on X with f bounded we have
∣∣T (f,π)∣∣=
∣∣∣∣∣
b∫
a
f ◦ c(t)(π ◦ c)′(t) dt
∣∣∣∣∣ Lip(π)
b∫
a
∣∣f ◦ c(t)∣∣|c˙|(t) dt,
from which it follows that
‖T ‖ c#
(|c˙|L 1) (2.4)
and thus M(T )
∫ b
a
|c˙|(t) dt = (c) and (2.3) for every Borel function g : X → [0,∞]. It now follows directly from
(2.4) that if c is such that M(T ) = (c) then we have equality in (2.4). Finally, suppose c is injective. Let ε > 0 and set
H := {t ∈ [a, b] : |c˙|(t) = 0}. By [17, Lemma 4] there exist λi ∈ (0,∞) and Ki ⊂ [a, b] compact, pairwise disjoint,
and satisfying L 1(H\ ∪Ki) = 0, and
λi |t − s| d
(
c(t), c(s)
)
 (1 + ε)λi |t − s|
for all t, s ∈ Ki . Set μ := c#(|c˙|L 1). Fix i and let π be a 1-Lipschitz function on X which extends λi(c|Ki )−1. It then
follows that
‖T ‖(c(Ki)) ∣∣T (1c(Ki), π)∣∣= λiL 1(Ki) 11 + εμ
(
c(Ki)
)
.
Since i was arbitrary, and the c(Ki) are pairwise disjoint, and μ(X\ ∪ c(Ki)) = 0 we obtain that
M(T )
∑
‖T ‖(c(Ki)) 11 + ε
∑
μ
(
c(Ki)
)= 1
1 + εμ
(∪c(Ki))= 11 + εμ(X).
Since ε > 0 was arbitrary this yields equality in (2.4) and concludes the proof. 
As above, let (X,d) be a complete metric space and endow [0,1] ×X with the Euclidean product metric. Given a
Lipschitz function f on [0,1] × X and t ∈ [0,1] we deﬁne the function ft : X −→ R by ft (x) := f (t, x). To every
T ∈ Nm(X) and every t ∈ [0,1] we associate the normal m-current on [0,1] ×X given by the formula([t] × T )(f,π1, . . . , πm) := T (ft ,π1 t , . . . , πmt ).
The product of a normal current with the interval [0,1] is deﬁned by
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([0,1] × T )(f,π1, . . . , πm+1) := m+1∑
i=1
(−1)i+1
1∫
0
T
(
ft
∂πi t
∂t
,π1 t , . . . , πi−1 t , πi+1 t , . . . , πm+1 t
)
dt
for (f,π1, . . . , πm+1) ∈ Lipb([0,1]×X)×Lipm+1([0,1]×X). It can be proved, see [1] and also [24], that [0,1]×T ∈
Nm+1([0,1] ×X) and
∂
([0,1] × T )= [1] × T − [0] × T − [0,1] × ∂T
if m 1 and ∂([0,1] × T ) = [1] × T − [0] × T if m = 0; moreover, if T ∈ Im(X) then [0,1] × T ∈ Im+1([0,1] ×X).
We have the following simple lemma which estimates the mass of the push-forward of [0,1] × T under a Lipschitz
map.
Lemma 2.3. Let ψ : [0,1] × X → Y be a Lipschitz map, where Y is a complete metric space, and let T ∈ Nm(X).
Suppose λ : [0,1] → [0,∞) and δ : X → [0,∞) are bounded and Borel measurable functions such that ψ(t, ·) is
λ(t)-Lipschitz for every t ∈ [0,1] and ψ(·, x) is δ(x)-Lipschitz for every x ∈ X. Then we have∥∥ψ#([0,1] × T )∥∥ (m+ 1)ψ#(λmL 1 × δ‖T ‖).
Proof. Let (f,π1, . . . , πm+1) ∈ Lipb(Y )× Lipm+1(Y ). We compute∣∣ψ#([0,1] × T )(f,π1, . . . , πm+1)∣∣

m+1∑
i=1
∣∣∣∣∣
1∫
0
T
(
f ◦ψt ∂(πi ◦ψt)
∂t
,π1 ◦ψt, . . . , πi−1 ◦ψt,πi+1 ◦ψt, . . . , πm+1 ◦ψt
)
dt
∣∣∣∣∣

m+1∑
i=1
1∫
0
∏
j =i
Lip(πj ◦ψt)
∫
X
∣∣∣∣f ◦ψt ∂(πi ◦ψt)∂t
∣∣∣∣d‖T ‖dt
 (m+ 1)
m+1∏
j=1
Lip(πj )
1∫
0
∫
X
∣∣f ◦ψ(t, x)∣∣δ(x) d‖T ‖(x)λm(t) dt,
from which the claim follows together with the deﬁnition of mass. 
Deﬁnition 2.4. Let m 0. Given T ∈ Mm(X) and C ⊂ Mm+1(X) we deﬁne
Fillvol(T ,C) = inf{M(S): S ∈ C, ∂S = T },
where we use the convention inf∅ = ∞.
If T ∈ Im(X) then we usually abbreviate
Fillvol(T ) := Fillvol(T , Im+1(X)).
Deﬁnition 2.5. Let m 0 and let C = (Cm,Cm+1) with Ck ⊂ Mk(X) for k = m,m + 1. The ﬂat norm of an element
T ∈ Cm is deﬁned by
F(T ,C) := inf{M(R)+ M(V ): R ∈ Cm,V ∈ Cm+1, T = R + ∂V }. (2.5)
It is clear that F(T ,C)M(T ), moreover F(∂S,C)M(S) if S ∈ Cm+1. If Ck = Mk(X) for k = m,m+ 1 we will
write F(T ) instead of F(T ,C). If Ck = Ik(X) for k = m,m + 1 we will write F (T ) instead of F(T ,C). Note that
for T ∈ Im(X) we have F(T ) F (T ). Note also that for n ∈ Z and T ∈ Im(X) we have F (nT )  |n|F (T ) and
strict inequality can occur, see [27]. If T ∈ Nm(X) then we have F(T ) Fillvol(T ,Nm+1(X)), and if T ∈ Im(X) then
F (T ) Fillvol(T ). Moreover, we have the following fact:
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Lemma 2.6. Let X be complete metric space and m 1. Suppose there exists r > 0 such that
Fillvol(T )M(T )
for all T ∈ I0m(X) with M(T ) < r . Then
Fillvol(T ) =F (T )
for all T ∈ I0m(X) with M(T ) < r .
Examples of spaces satisfying the hypotheses in the lemma include Banach spaces, CAT(κ)-spaces, and Carnot
groups with a left-invariant Finsler metric, see [24–26].
Proof. Let T ∈ I0m(X) with M(T ) < r and let ε > 0 be such that M(T )+ ε < r . Choose R ∈ Im(X) and V ∈ Im+1(X)
such that T = R + ∂V and
M(R)+ M(V )F (T )+ ε.
Since ∂R = 0 and M(R) < r there exists U ∈ Im+1(X) with ∂U = R and M(U)  M(R). It follows that
∂(U + V ) = T and hence
Fillvol(T )M(U)+ M(V )M(R)+ M(V )F (T )+ ε.
Since ε > 0 was arbitrary this shows that Fillvol(T )F (T ). Since the opposite inequality holds for all T ∈ Im(X)
with ∂T = 0 the proof is complete. 
3. Subadditive cochains, upper norms, and upper gradients
3.1. Deﬁnition of subadditive cochains, upper norms, and upper gradients
In this section we deﬁne (sub)additive cochains, our basic objects of study for the forthcoming sections.
We ﬁrst give a general deﬁnition of a (sub)additive cochain (Deﬁnition 3.1) as a function from an additive subgroup of
m-dimensional currents in complete metric spaces, without any regularity assumptions. We then deﬁne upper norms
and upper gradients of subadditive cochains. Using these notions, we can talk about the regularity of subadditive
cochains in general (complete) metric measure spaces, and try to prove analytic properties for them. In particular, the
(sub)additive cochains can be seen as a generalization of classical differential forms to non-smooth spaces; recall that
a smooth m-form induces an additive cochain by integration over m-dimensional currents.
Let X be a complete metric space, m 0, and let C be an additive subgroup of Mm(X).
Deﬁnition 3.1. A function ω : C →R is called subadditive cochain on C if ω(0) = 0 and∣∣ω(T )∣∣ ∣∣ω(T + S)∣∣+ ∣∣ω(S)∣∣
for all T ,S ∈ C. If furthermore
ω(T + S) = ω(T )+ω(S)
whenever each term is ﬁnite then ω is called a cochain (or additive cochain for emphasis).
If ω is a subadditive cochain on C then clearly |ω(T )| = |ω(−T )| and thus∣∣ω(T + S)∣∣ ∣∣ω(T )∣∣+ ∣∣ω(S)∣∣
for all T ,S ∈ C. A basic example of an additive cochain is given as follows.
Example 3.2. Let (f,π) ∈ Lipb(X)× Lipm(X). Then an additive cochain on Mm(X) is given by ω(T ) = T (f,π).
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Further simple examples of subadditive cochains are provided by the mass M and the ﬂat norm F, which are
subadditive cochains on Mm(X), and by the ﬂat norm F , which is a subadditive cochain on Im(X). More generally,
if g,h : X → [0,∞] are Borel measurable functions then
ω(T ) := inf
{∫
X
hd‖R‖ +
∫
X
g d‖V ‖: R ∈ Mm(X),V ∈ Nm+1(X),T = R + ∂V
}
(3.1)
deﬁnes a subadditive cochain on Mm(X). Analogously, one obtains a subadditive cochain on Im(X) if for T ∈ Im(X)
one takes the inﬁmum over all R ∈ Im(X) and V ∈ Im+1(X) with T = R + ∂V in the above equation (3.1).
Deﬁnition 3.3. Let ω be a subadditive cochain on C. A Borel function h : X → [0,∞] is called upper norm of ω if
∣∣ω(T )∣∣ ∫
X
hd‖T ‖ (3.2)
for every T ∈ C.
Deﬁnition 3.4. Let ω be a subadditive cochain on C and let C′ ⊂ Mm+1(X) be a subset. A Borel function
g : X → [0,∞] is called upper gradient of ω with respect to C′ if
∣∣ω(T )∣∣ ∫
X
g d‖S‖ (3.3)
for all T ∈ C and S ∈ C′ such that ∂S = T .
We often simply say “g is an upper gradient of ω” if C′ is clear from the context. In Section 3.3 we will determine
an upper norm and an upper gradient of the cochain given in Example 3.2. We will furthermore establish a precise
relationship between upper gradients of the 0-cochain induced by a Lipschitz function f and the upper gradients of
the function f , as deﬁned in [9,22].
Now assume that X is equipped with a Borel regular measure μ. Let Γ ⊂ Mm(X) be a family of currents and
1 p < ∞. The p-modulus Mp(Γ ) in (X,μ) is deﬁned as inf
∫
X
f p dμ, where the inﬁmum is taken over all Borel
functions f  0 such that
∫
X
f d||T || 1 for every T ∈ Γ . As a consequence of Lemma 2.2 we obtain the following
relationship between the modulus of a curve family and the modulus deﬁned above. Let Γ ′ be a family of Lipschitz
curves in X and let Γ denote the family of integral currents induced by curves in Γ ′, that is,
Γ := {c#1[a,b] : c is a curve in Γ ′ and parameterized on [a, b]}.
Then we have Mp(Γ )Mp(Γ ′), where the right-hand side denotes the modulus of the curve family as deﬁned e.g.
in [9,22]. Moreover, if every curve in Γ ′ is injective then Mp(Γ ) = Mp(Γ ′).
The theory of p-modulus of general measures and Lipschitz surfaces was initiated by Fuglede [4]. Ziemer [30]
applied the theory of currents to prove a duality estimate between capacities and moduli of separating surfaces. Surface
modulus has recently been applied in quasiconformal mapping theory, cf. [21,12,20].
Let Λ ⊂ M0m(X) and C′ ⊂ Mm+1(X), and let 1 p < ∞. We deﬁne the p-capacity capp(Λ,C′) by
capp
(
Λ,C′)= Mp(Γ ),
where
Γ = {S ∈ C′: ∂S = T for some T ∈ Λ}.
In Section 3.4 we will establish a relationship between the Hausdorff dimension of a set A and the capacity of a family
of currents with support in A. In Section 4.4 we will furthermore establish lower bounds for the capacity in the setting
of Lie groups, endowed with a left-invariant Finsler metric.
Given 1  p,q ∞ we denote by Lq(C) the family of subadditive cochains on C which have an upper norm in
Lq(X,μ) and by Wp(C,C′) the family of subadditive cochains on C which have an upper gradient with respect to C′
which is in Lp(X,μ). We furthermore set
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Wq,p
(C,C′) := Lq(C)∩Wp(C,C′).
If ω ∈Wq,p(C,C′), then we denote
‖ω‖q,p = inf ‖h‖q + ‖g‖p, (3.4)
where the inﬁmum is taken with respect to upper norms h and upper gradients g of ω with respect to C′.
In the sequel we will use the abbreviations Wp(Nm(X)) := Wp(Nm(X),Nm+1(X)) and Wp(Im(X)) :=
Wp(Im(X), Im+1(X)); Wq,p(Nm(X)) := Wq,p(Nm(X),Nm+1(X)) and Wq,p(Im(X)) := Wq,p(Im(X), Im+1(X)).
Examples of Wq,p-cochains are given in Example 3.2 (see Proposition 3.8). Also, it is straightforward to verify
that the function h in (3.1) is an upper norm of the corresponding subadditive cochain ω, and g is an upper gradi-
ent (notice that we can restrict to surfaces R ∈ C and V ∈ C′ in (3.1)). So, if we assume h ∈ Lq and g ∈ Lp , then
ω ∈Wq,p . We discuss another basic set of examples in Section 3.2.
3.2. Exceptional sets and Sobolev cochains
In this section we deﬁne weak versions of upper norms and upper gradients, and the (Newtonian) Sobolev spaces
Wq,p of additive cochains. We then show that Euclidean differential forms which belong to the Sobolev space
W
q,p
d (R
n,
∧m
) (see the deﬁnition below) also belong to Wq,p .
Let ω : C → R be a subadditive cochain on an additive subgroup C of Mm(X). We say that a Borel function
h : X → [0,∞] is a q-weak upper norm of ω, where 1 q < ∞, if (3.2) holds for every T ∈ C \ Γ for some family
Γ ⊂ C with Mq(Γ ) = 0. Let C′ ⊂ Mm+1(X). Similarly, we say that a Borel function g : X → [0,∞] is a p-weak
upper gradient of ω with respect to C′, where 1 p < ∞, if (3.3) holds for every S ∈ C′ \Λ for some family Λ ⊂ C′
with Mp(Λ) = 0.
It follows from the deﬁnition of modulus that, if Λ ⊂ Mm(X) satisﬁes Mp(Λ) = 0, then there exists a Borel
function f ∈ Lp(X,μ) such that ∫
X
f d‖T ‖ = ∞ for every T ∈ Λ. Therefore, a subadditive cochain ω has a
p-integrable upper gradient (upper norm) if and only if it has a p-weak upper gradient (upper norm).
The following lemma is a special case of [4, Theorem 3].
Lemma 3.5 (Fuglede’s lemma). Let 1 p < ∞, and let f be a Borel function. Moreover, let (fj ) be a sequence of
Borel functions converging to f in Lp(X,μ). Then there exist a subsequence (fjk ) and Λ ⊂ Mm(X) with Mp(Λ) = 0
such that ∫
X
|fjk − f |d‖T ‖ → 0
for every T ∈ Mm(X) \Λ.
Suppose now that ω ∈ Lq(C), 1 < q < ∞, and let (hj ) be a sequence of upper norms of ω such that
lim
j→∞
∫
X
h
q
j dμ = inf
h
∫
X
hq dμ,
where the inﬁmum is taken over all upper norms h of ω. By weak compactness, there is a subsequence, also denoted
by (hj ), converging weakly in Lq to h0 ∈ Lq(X,μ). Moreover, by Mazur’s lemma, there is a sequence of convex
combinations h˜k of the functions hj converging strongly in Lq to h0. Clearly, each h˜k is also an upper norm of ω,
so by Lemma 3.5, h0 is a q-weak upper norm of ω. Similarly, we see that Lp-bounded sequences of upper gradients
converge, up to a subsequence, to a p-weak upper gradient. It follows in particular that when 1 < p,q < ∞, the
inﬁmum in (3.4) is attained by some q-weak upper norm h0 and p-weak upper gradient g0.
We now turn to the deﬁnition of the Sobolev space of cochains.
Lemma 3.6. Let ω1,ω2 : C →R be cochains. Deﬁne ω1 +ω2 by setting
(ω1 +ω2)(T ) = ω1(T )+ω2(T ) if
∣∣ω1(T )∣∣+ ∣∣ω2(T )∣∣< ∞,
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and (ω1 + ω2)(T ) = ∞ otherwise. Then ω1 + ω2 is a cochain on C. Moreover, if 1  q,p < ∞ and ω1,ω2 ∈
Wq,p(C,C′), then also ω1 +ω2 ∈Wq,p(C,C′).
Proof. Let T ,S ∈ C. Firstly, if∣∣(ω1 +ω2)(T + S)∣∣+ ∣∣(ω1 +ω2)(T )∣∣+ ∣∣(ω1 +ω2)(S)∣∣< ∞,
then also |ωi(T + S)| + |ωi(T )| + |ωi(S)| < ∞ for i = 1,2, and so
(ω1 +ω2)(T + S) = (ω1 +ω2)(T )+ (ω1 +ω2)(S).
Secondly, if |(ω1 + ω2)(T + S)| = ∞, then the deﬁnition of cochain implies that |ωi(T )| + |ωi(S)| = ∞ for i = 1
or i = 2. If follows that |(ω1 + ω2)(T )| + |(ω1 + ω2)(S)| = ∞. We conclude that ω1 + ω2 satisﬁes the conditions
of a cochain. Also, if h1, h2 are upper norms and g1 and g2 are upper gradients with respect to C′ of ω1 and ω2,
respectively, then h1 + h2 and g1 + g2 are upper norm and upper gradient, with respect to C′, of ω1 +ω2. 
It is clear that λω belongs toWq,p(C,C′) for every λ ∈R if ω does. Lemma 3.6 now allows us to give the following
deﬁnition.
Deﬁnition 3.7. Let ‖ · ‖q,p be as in (3.4). The space Wq,p(C,C′) is the set of equivalence classes of cochains in
Wq,p(C,C′) under the equivalence relation deﬁned by ω1 ∼ ω2 if ‖ω1 −ω2‖q,p = 0.
It follows from the discussion above that Wq,p(C,C′) is a vector space. Notice in particular, that (ω+(−ω))(T ) = 0
for every T ∈ C outside sets of zero q-modulus and zero p-capacity, and therefore (ω + (−ω)) ∼ 0 for every ω ∈
Wq,p(C,C′).
We see that Wq,p(C,C′) equipped with the norm ‖ · ‖q,p is a normed space. Moreover, if 1 < p,q < ∞, and if ω1
and ω2 are cochains representing the same element in Wq,p(C,C′), then ω1(T ) = ω2(T ) for every T ∈ C \ (Γ ∪ Λ),
where Mq(Γ ) = capp(Λ,C′) = 0. Following the proof of [22, Theorem 3.7], one can show that Wq,p(C,C′) is a
Banach space. We do not develop further properties of the Sobolev spaces here.
We next show that Sobolev forms in the space Wq,pd (Rn,
∧m
) induce cochains in the space Wq,p(Mm(Rn),
Mm+1(Rn)). Let 1 < q,p < ∞, and let ω be a differential m-form expressed in Euclidean coordinates by
ω =
∑
I
ωI dxI .
We assume that the coefﬁcients ωI belong to Lq(Rn). Furthermore, we say that the (m+1)-form dω =∑J (dω)J dxJ
is the distributional exterior derivative of ω if∫
Rn
dω ∧ ϕ = (−1)m+1
∫
Rn
ω ∧ dϕ
for every smooth, compactly supported (n−m−1)-form ϕ. We assume that the coefﬁcients (dω)J belong to Lp(Rn).
Then we say that ω belongs to the Sobolev space Wq,pd (Rn,
∧m
). See [14] and [13] for the Lp-theory of differential
forms. Let ω ∈ Wq,pd (Rn,
∧m
). Then there is a sequence of smooth compactly supported m-forms ωj converging to
ω in Wq,pd (R
n,
∧m
), i.e.
∑
I
∫
Rn
∣∣ωjI −ωI ∣∣q dx +∑
J
∫
Rn
∣∣(dωj )
J
− (dω)J
∣∣p dx → 0
as j → ∞. Let T ∈ Mm(Rn), and deﬁne
ω˜j (T ) =
∑
I
T
(
ω
j
I , xi1, . . . , xim
)
,
where dxi1 ∧ · · · ∧ dxim = dxI . Then ω˜j is a cochain, and
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∣∣ω˜j (T )∣∣ C1
∫
Rn
∣∣ωj ∣∣d‖T ‖,
where C1 depends only on n, and |ωj | is the Euclidean norm of the coefﬁcients ωjI . We conclude that C1|ωj | is an
upper norm of ω˜j . Next, for S ∈ Mm+1(Rn), deﬁne
˜dωj (S) =
∑
J
S
(
dω
j
J , x1, . . . , xm+1
)
,
where dx1 ∧ · · · ∧ dxm+1 = dxJ . Then, if ∂S = T ,
ω˜j (T ) = ˜dωj (S);
this can be seen by approximating the coefﬁcients ωjI by polynomials and applying the product rule and the alternating
properties of currents, see [1]. We conclude that
∣∣ω˜j (T )∣∣ C2
∫
Rn
∣∣dωj ∣∣d‖S‖,
where C2 depends only on n, and |dωj | is the Euclidean norm of the coefﬁcients dωjJ . We conclude that C2|dωj | is
an upper gradient of ω˜j . By Lemma 3.5, there is a subsequence, also denoted by (ωj ), such that∫
Rn
∣∣ωjI −ωI ∣∣d‖T ‖ → 0
for every T ∈ Mm \ Γ , where Mq(Γ ) = 0, and∫
Rn
∣∣(dωj )
J
− (dω)J
∣∣d‖S‖ → 0
for every S ∈ Mm+1 \ Λ, where Mp(Λ) = 0. We deﬁne ω˜ : Mm → R ∪ {∞} by ω˜(T ) := limj→∞ ω˜j (T ) when the
limit exists, and ∞ otherwise. We see that ω˜ is a cochain in the sense of Deﬁnition 3.1. Furthermore,∣∣ω˜(T )∣∣ C1 lim
j→∞
∫
Rn
∣∣ωj ∣∣d‖T ‖ = C1
∫
Rn
|ω|d‖T ‖
for every T ∈ Mm \Γ , where Mq(Γ ) = 0, so C1|ω| is a q-weak upper norm of ω˜. Similarly, there is a set Λ ⊂ Mm+1
of zero p-modulus such that ∣∣ω˜(T )∣∣ C2 lim
j→∞
∫
Rn
∣∣dωj ∣∣d‖S‖ = C2
∫
Rn
|dω|d‖S‖
whenever S ∈ Mm+1 \Λ, ∂S = T , so C2|dω| is a p-weak upper gradient of ω˜ with respect to Mm+1. This shows that
ω induces a cochain ω˜ ∈ Wq,p(Mm(Rn),Mm+1(Rn)). Moreover, the corresponding Sobolev norms are equivalent.
3.3. Estimates for upper norm and upper gradient
In this section we prove several results concerning upper norms and upper gradients of the cochain deﬁned in
Example 3.2. For this we ﬁrst recall that for a Lipschitz function f : X → R, deﬁned on a metric space X, the
pointwise Lipschitz constants of f are deﬁned by
Lipf (x) := lim
r→0+
Lrf (x)
and
lipf (x) := lim
r→0+
rf (x),
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where
Lrf (x) := sup
s<r
sup
d(x,y)<s
|f (x)− f (y)|
s
,
rf (x) := inf
s<r
sup
d(x,y)<s
|f (x)− f (y)|
s
,
see [16]. Since Lrf and rf are Borel measurable (see [16]) it follows that Lipf and lipf are Borel measurable.
We can give a ﬁrst estimate for upper norm and upper gradient of the above mentioned cochain as follows.
Proposition 3.8. Let X be a complete metric space, m  0, and (f,π1, . . . , πm) ∈ Lipb(X) × Lipm(X). Deﬁne
ω : Mm(X) →R by ω(T ) := T (f,π1, . . . , πm). Then
h(x) := ∣∣f (x)∣∣ m∏
i=1
Lipπi(x)
is an upper norm of ω and
g(x) := Lipf (x)
m∏
i=1
Lipπi(x)
is an upper gradient of ω with respect to Mm+1(X).
If the cochain deﬁned in Proposition 3.8 is restricted to Im(X) then Lipπi can be replaced by lipπi . More precisely,
we have the following.
Proposition 3.9. Let X be a complete metric space, m  0, and (f,π1, . . . , πm) ∈ Lipb(X) × Lipm(X). Deﬁne
ω : Im(X) →R by ω(T ) := T (f,π1, . . . , πm). Then
h(x) := ∣∣f (x)∣∣ m∏
i=1
lipπi(x)
is an upper norm of ω and
g(x) := lipf (x)
m∏
i=1
lipπi(x)
is an upper gradient of ω with respect to Im+1(X).
In both propositions above, if m = 0 then the products ∏mi=1 Lipπi(x) and ∏mi=1 lipπi(x) appearing in the deﬁ-
nitions of h and g should be replaced by 1. Proposition 3.9 provides an analog for cochains of the fact, proved by
Cheeger in [3], that if f : X →R is a Lipschitz function then lipf (·) is an upper gradient of f . Actually, this fact also
follows from Proposition 3.9 above together with Proposition 3.11 below.
Propositions 3.8 and 3.9 come as a direct consequence of the following lemma:
Lemma 3.10. Let X be a complete metric space, m 1, and T ∈ Mm(X). Then for every bounded Borel function f
on X and Lipschitz functions π1, . . . , πm on X, we have
∣∣T (f,π1, . . . , πm)∣∣
∫
X
∣∣f (x)∣∣ m∏
i=1
Lipπi(x) d‖T ‖(x); (3.5)
if T ∈ Im(X) then we have
∣∣T (f,π1, . . . , πm)∣∣
∫
X
∣∣f (x)∣∣ m∏
i=1
lipπi(x) d‖T ‖(x). (3.6)
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Proof. We ﬁrst prove (3.5). For this, it sufﬁces to show that for any m  1, any T ∈ Mm(X), and any τ : X → R
Lipschitz ∥∥T (1, τ )∥∥ Lip τ(·)‖T ‖. (3.7)
Indeed, for Lipschitz functions π1, . . . , πm on X, successive application of (3.7) together with the fact that
T (1,π1, . . . , πk+1) =
(
T (1,π1, . . . , πk)
)
(1,πk+1)
yields
∥∥T (1,π1, . . . , πm)∥∥ m∏
i=1
Lipπi(·)‖T ‖
and hence ∣∣T (f,π1, . . . , πm)∣∣
∫
X
∣∣f (x)∣∣d∥∥T (1,π1, . . . , πm)∥∥(x)

∫
X
∣∣f (x)∣∣ m∏
i=1
Lipπi(x) d‖T ‖(x).
In order to prove (3.7), let r, ε > 0. Since sptT is σ -compact there exists a countable family (Bi)i∈N of pairwise
disjoint Borel sets in X of diameter strictly smaller than r such that sptT ⊂ ∪iBi . Let τ ∈ Lip(X) and deﬁne for
j ∈N,
Aj :=
{
x ∈ X: ε(j − 1) Lrτ(x) < εj
}
.
Note that the Aj are Borel sets and pairwise disjoint. It is clear that τ |Bi∩Aj is εj -Lipschitz. By Mc-Shane’s extension
theorem there thus exists an εj -Lipschitz extension τ¯i,j of τ |Bi∩Aj to all of X. Given (f,π1, . . . , πm−1) ∈ Lipb(X)×
Lipm−1(X) with Lip(πk) 1 for all k, it follows from the strengthened locality property [1, Theorem 3.5 (iii)] that∣∣T (f 1Bi∩Aj , τ,π1, . . . , πm−1)∣∣= ∣∣T (f 1Bi∩Aj , τ¯i,j , π1, . . . , πm−1)∣∣
 Lip(τ¯i,j )
∫
Bi∩Aj
|f |d‖T ‖
and thus ∣∣T (f, τ,π1, . . . , πm−1)∣∣∑
j
∑
i
∣∣T (f 1Bi∩Aj , τ,π1, . . . , πm−1)∣∣

∑
j
∫
Aj
∣∣f (x)∣∣(Lrτ(x)+ ε)d‖T ‖(x)
=
∫
X
∣∣f (x)∣∣Lrτ(x) d‖T ‖(x)+ ε
∫
X
|f |d‖T ‖.
Since r, ε > 0 were arbitrary it follows together with dominated convergence that
∣∣T (f, τ,π1, . . . , πm−1)∣∣
∫
X
∣∣f (x)∣∣Lip τ(x) d‖T ‖(x),
which proves (3.7) and thus (3.5).
We now prove (3.6). For this, suppose T ∈ Im(X). By [1, Theorem 4.5] we may assume without loss of generality
that T = ϕ#θ for some bi-Lipschitz map ϕ : K → X with K ⊂Rm compact and θ ∈ L1(K,Z). View X as a subset
16
ht
tp
://
do
c.
re
ro
.c
h
of ∞(X) and let ϕ¯ :Rm → ∞(X) be a Lipschitz extension of ϕ. Set π := (π1, . . . , πm) and let π¯ : ∞(X) →Rm be
a Lipschitz extension of π . It follows from [17] that for almost every Lebesgue point x ∈ K the metric derivative
md ϕ¯x(v) := lim
r→0
d(ϕ¯(x + rv), ϕ¯(x))
r
exists for all v ∈ Rm, is a norm on Rm, and is independent of the choice of extension. We can therefore write mdϕx
instead of md ϕ¯x . By the classical Rademacher theorem π¯ ◦ ϕ¯ is differentiable at almost every Lebesgue point x ∈ K
and is independent of the choice of extensions. We can therefore write dx(π ◦ ϕ) instead of dx(π¯ ◦ ϕ¯). We thus obtain
from an easy computation that for almost every x ∈ K
∣∣det(dx(π ◦ ϕ))∣∣ J∗m(mdϕx)
m∏
i=1
lipπi
(
ϕ(x)
)
,
where J∗m(mdϕx) is given by
J∗m(mdϕx) := sup
{
det
(
(L1, . . . ,Lm)
) : Li : (Rm,mdϕx)→R linear, 1-Lip.}.
It follows that
∣∣T (f,π1, . . . , πm)∣∣=
∣∣∣∣
∫
K
θf ◦ ϕ det(dx(π ◦ ϕ))dL m
∣∣∣∣

∫
K
|f ◦ ϕ|
(
m∏
i=1
lipπi
)
◦ ϕ |θ |J∗m(mdϕ)dL m
=
∫
X
|f |
m∏
i=1
lipπi d‖T ‖.
For the last inequality we used the fact, see [1, Theorem 9.5], that
‖T ‖ = ϕ#
(|θ |J∗m(mdϕ)L m).
This proves (3.6) and completes the proof. 
The next result shows that upper gradients of 0-cochains are exactly upper gradients of functions.
Proposition 3.11. Let X be a complete metric space and f : X →R a function. Let ω : I0(X) →R be given by
ω(T ) :=
{
T (f ) sptT ⊂ {|f | < ∞},
+∞ otherwise.
Then ω deﬁnes a cochain on I0(X) and a Borel function g : X → [0,∞] is an upper gradient of ω with respect to
I1(X) if and only if g is an upper gradient of f .
For the proof of the proposition we need the following weak structure result for integral 1-currents with non-trivial
boundary.
Lemma 3.12. Let X be a complete metric space and T ∈ I1(X) with ∂T = 0. Then there exist Lipschitz curves
ci : [0,1] → X, i = 1, . . . ,N , where N = M(∂T )/2, such that
S := T −
N∑
i=1
ci#1[0,1]
satisﬁes ∂S = 0 and
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M(T ) = M(S)+
N∑
i=1
(ci). (3.8)
In particular, the curves ci satisfy M(ci#1[0,1]) = (ci).
Proof. Let Xˆ be a complete metric space which is a length space and which contains X isometrically. Let
x1, . . . , xN , y1, . . . , yN ∈ X be points such that
∂T =
N∑
i=1
yi−
N∑
i=1
xi,
where N = M(∂T )/2. After possibly reindexing the yi there exist, by [2, Lemma 4.4], Lipschitz curves cni : [0,1] → Xˆ
with ﬁxed Lipschitz constant and image in the closed 12n -neighborhood N(sptT ,1/2
n) of sptT , where i = 1, . . . ,N
and n 1, such that cni (0) = xi , cni (1) = yi , and such that Sn := T −
∑N
i=1 cni#1[0,1] satisﬁes
M(Sn)+
N∑
i=1

(
cni
)
M(T )+ 1
2n
.
Note that ∂Sn = 0 for every n. We now claim that
H1(cni ([0,1])\ set(T )) 12n
for every n 1 and every i = 1, . . . ,N . Indeed, we compute
M(T ) = ‖T ‖(set(T ))
M(Sn)+
N∑
i=1

(
cni
)− N∑
i=1

(
cni |{t :cni (t)/∈set(T )}
)
M(T )+ 1
2n
−
N∑
i=1
H1(cni ([0,1])\ set(T )),
which establishes the claim. It now follows that for every i we have
H1
( ∞⋃
n=1
cni
([0,1])
)
H1(set(T ))+ 1M(T )+ 1 < ∞.
This in turn is easily seen to imply that, after possibly passing to a subsequence, for each i the sequence (cni ) converges
uniformly to a Lipschitz curve ci : [0,1] → X. Set S := T − ∑Ni=1 ci#1[0,1] and note that ∂S = 0 and that Sn
converges weakly to S; hence
M(S)+
N∑
i=1
(ci) lim inf
n→∞ M(Sn)+
N∑
i=1
lim inf
n→∞ 
(
cni
)
M(T ).
This completes the proof. 
We can now prove Proposition 3.11 as follows.
Proof of Proposition 3.11. We ﬁrst note that T (f ) is well-deﬁned for any function f : X → R and any T ∈ I0(X)
such that sptT ⊂ {|f | < ∞} because of the special form (2.2) of 0-dimensional integer rectiﬁable currents. It follows
that ω is well-deﬁned; it is furthermore clear that ω deﬁnes a cochain on I0(X). Now, suppose that g is an upper
gradient of ω with respect to I1(X). Let γ : [a, b] → X be a rectiﬁable curve, parameterized by arc-length. Deﬁne
T ∈ I0(X) by T := γ (b)− γ (a). It follows that ∂γ#1[a,b] = T and hence
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∣∣f (γ (b))− f (γ (a))∣∣= ∣∣ω(T )∣∣ ∫
X
g d
∥∥γ#1[a,b]∥∥
b∫
a
g ◦ γ,
where the second inequality is a consequence of Lemma 2.2 and where we interpret |f (γ (b)) − f (γ (a))| as ∞ in
case |f (γ (a))| = ∞ or |f (γ (b))| = ∞. This shows that g is an upper gradient of f . Suppose now that g is an upper
gradient of f and let T ∈ I1(X) with ∂T = 0. Let ci : [0,1] → X, i = 1, . . . ,N , where N = M(∂T )/2, be Lipschitz
curves as in Lemma 3.12 and set
S := T −
N∑
i=1
ci#1[0,1].
Note that ∂S = 0 and thus
∂T =
N∑
i=1

ci(1)
− ci(0)

.
Since M(ci#1[0,1]) = (ci) it follows furthermore from Lemma 2.2 that ‖ci#1[0,1]‖ = ci#(|c˙i |L 1) and hence
∣∣ω(∂T )∣∣=
∣∣∣∣∣
N∑
i=1
f
(
ci(1)
)− f (ci(0))
∣∣∣∣∣

N∑
i=1
∣∣f (ci(1))− f (ci(0))∣∣

N∑
i=1
1∫
0
g ◦ ci |c˙i |
=
N∑
i=1
∫
g d
∥∥ci#1[0,1]∥∥

∫
g d‖T ‖.
This also holds in the case that |ω(∂T )| = ∞. Since T was arbitrary this shows that g is indeed an upper gradient of
ω with respect to I1(X). This completes the proof. 
3.4. Relationship between Hausdorff measure and capacity
The aim of this section is to prove the following result which gives a relationship between the Hausdorff dimension
of a set and the capacity of families of currents supported on this set. We will prove further capacity results in the
setting of Lie groups in Section 4.4.
Theorem 3.13. Let (X,d) be a complete metric space and μ a Borel measure on X. Let 1 <p Q< ∞ and m 0.
Suppose that
μ
(
B(x, r)
)
 CrQ
for all x ∈ X and all r > 0, where C > 0 is some ﬁxed number. If A ⊂ X is a compact set with HQ−p(A) < ∞ and if
Λ ⊂ I0m(X) is a family with sptT ⊂ A for every T ∈ Λ then
capp
(
Λ, Im+1(X)
)= 0.
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We remark that Theorem 3.13 also holds for p = 1 if one assumes that the Hausdorff dimension of A satisﬁes
dimH(A) < Q − 1, see the proof. The proof of Theorem 3.13 is a direct consequence of Propositions 3.14 and 3.15
below.
Let E ⊂Rn be a set, and let Λm(E) be the family of all m-dimensional Lipschitz surfaces intersecting E. Fuglede
[4, II.3] has given both necessary and sufﬁcient conditions for the p-modulus of Λm(E) to be zero. His conditions
are expressed in terms of capacities of E and, as Fuglede notes, they can be translated to conditions on the Hausdorff
dimension of E using the relationship between capacities and Hausdorff dimensions.
Proposition 3.14. Let (X,d) be a metric space and μ a Borel measure on X. Let 1 <p Q< ∞. Suppose
μ
(
B(x, r)
)
 CrQ (3.9)
for all x ∈ X and r > 0, where C > 0 is some ﬁxed number. If A ⊂ X is a compact set with HQ−p(A) < ∞ and if ΓA
is the family of all (nonconstant) rectiﬁable paths intersecting A, then Mp(ΓA) = 0.
Proof. Notice that our assumptions imply μ(A) = 0, so that the family of paths inside A has zero p-modulus.
Thus, by subadditivity of modulus, it sufﬁces to show that Mp(ΓR) = 0 for every R > 0, where
ΓR =
{
γ ∈ ΓA : |γ | ∩X \N(A,R) = ∅
}
,
where |γ | denotes the image of γ and where N(A,R) is deﬁned at the beginning of Section 2.1. Fix R > 0. Let
0 < r < R. Then we ﬁnd a cover of A by open balls B(xj , rj ), such that 2rj  r for every j , and∑
r
Q−p
j  C
′HQ−p(A)+ 1 (3.10)
for a constant C′ only depending on Q − p. By compactness of A, we may choose the cover to be ﬁnite;
j = 1, . . . ,M(r). Denote
Dr =
M(r)⋃
j=1
B(xj , rj ).
We deﬁne ρr as follows:
ρr(x) = max
j=1,...,M(r)
r−1j 1B(xj ,2rj )\B(xj ,rj )(x)
when x ∈ X \ Dr , and ρr(x) = 0 otherwise. Then ρr is an admissible function for the family ΓR . Using (3.9) and
(3.10), we have
∫
ρ
p
r dμ
M(r)∑
j=1
r
−p
j μ
(
B(xj ,2rj )
)
 C2Q
M(r)∑
j=1
r
Q−p
j  CC
′2Q
(HQ−p(A)+ 1).
We now deﬁne a sequence of positive numbers R = r0 > 2r1 > · · · inductively. Assume rk is deﬁned. Then we ﬁnd
a cover of A with r = rk as above. By compactness of A we can choose rk+1 < 2rk such that N(A, rk+1) ⊂ Drk .
Next, applying the above with r = rk , we see that for each k there exists a Borel function ρk which is admissible
for ΓR and satisﬁes ∫
ρ
p
k dμ C
′′ < ∞,
where C′′ does not depend on k. Moreover, by construction of rk , the supports of ρk are pairwise disjoint. We deﬁne
ρ by
ρ = −1
∑
k=1
ρk.
Then ρ is admissible for ΓR , and
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Mp(ΓR)
∫ (
ρ
)p
dμ 1−pC′′
by disjointness of the supports. Therefore, since p > 1, Mp(ΓR) → 0 as  → ∞. The proof is complete. 
We remark that Proposition 3.14 also holds for p = 1 under the stronger assumption that dimH(A) < Q − 1.
Indeed, in this case we may choose p > 1 such that HQ−p(A) = 0. Let R > 0 and ρ be as in the proof above and
note that ρ is supported in N(A,2R). Thus Hölder’s inequality applied to ρ yields
∥∥ρ∥∥1  ∥∥ρ∥∥pμ(N(A,2R)) pp−1 → 0 as  → ∞.
This shows that M1(ΓR) = 0 for every R > 0 and thus M1(ΓA) = 0.
Proposition 3.15. Let X be a complete metric space, μ a Borel measure on X, and m  0, p  1. Let A ⊂ X be
a Borel set and Λ ⊂ I0m(X) a family satisfying sptT ⊂ A for every T ∈ Λ. If the family of (nonconstant) rectiﬁable
paths with end-points in A has zero p-modulus (in the usual sense) then
capp
(
Λ, Im+1(X)
)= 0.
Proof. Denote by ΓA the family of nonconstant rectiﬁable paths with end-points in A. Since Mp(ΓA) = 0 there exists
a Borel function f ∈ Lp(X,μ) with f  0 and such that∫
γ
f = ∞
for every γ ∈ ΓA. Now, let T ∈ Λ with T = 0 and let S ∈ Im+1(X) with ∂S = T . Suppose ﬁrst that m = 0. Let ci
be Lipschitz curves as in Lemma 3.12 for S, and denote by c : [0, a] → X the arc-length parameterization of c1.
It follows from Lemmas 2.2 and 3.12 that∫
X
f (x)d‖S‖(x)
∫
X
f (x)d
∥∥c#1[0,a]∥∥(x) =
∫
c
f = ∞.
Since S was arbitrary it follows that capp(Λ, Im+1(X)) = 0 in the case m = 0. Now, suppose that m 1. Since T = 0
there exists a Lipschitz map π : X → Rm such that T (1,π) = 0. We may assume that each component of π is
1-Lipschitz. By [1, Theorem 5.6] we have
M
(
T (1,π)
)= ∫
Rm
M
(〈T ,π,y〉)dy,
where 〈T ,π,y〉 denotes the slice of T with respect to the map π at y, see [1]. Thus there exists a measurable set
K ⊂ Rm of strictly positive measure such that 〈T ,π,y〉 = 0 for every y ∈ K . By [1, Theorem 5.7] we may assume
that 〈S,π, y〉 ∈ I1(X) and that ∂〈S,π, y〉 = (−1)m〈T ,π,y〉 is supported in A∩ π−1({y}) for every y ∈ K . Fix y ∈ K
and let ci be Lipschitz curves as in Lemma 3.12 for 〈S,π, y〉. Let c : [0, a] → X be the arc-length parameterization
of c1. Lemmas 2.2 and 3.12 give∫
X
f (x)d
∥∥〈S,π, y〉∥∥(x) ∫
X
f (x)d
∥∥c#1[0,a]∥∥(x) =
∫
c
f = ∞
for every y ∈ K , and since K has strictly positive measure, it follows that∫
X
f d‖S‖
∫
X
f d‖S dπ‖
∫
Rm
∫
X
f (x)d
∥∥〈S,π, y〉∥∥(x) dy = ∞.
Since S was arbitrary it follows that capp(Λ, Im+1(X)) = 0. 
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4. Subadditive cochains in Lie groups
4.1. Statement of the main Hölder continuity estimates for subadditive cochains
Let G be a Lie group of dimension n, endowed with a left-invariant Finsler metric and the Hausdorff n-measure.
Let 0  m  n − 1 and let C = (Cm,Cm+1) with either Ck = Nk(G) or Ck = Ik(G) for k = m,m + 1. One of the
principal aims of this paper is to give Hölder type estimates for |ω(T )| in terms of the ﬂat norm or the ﬁlling volume
of T ∈ Cm. For this we will have to impose, in Theorems 4.1 and 4.3 below, growth conditions on T of the form∫
G
‖T ‖(B(z, r)) 1p−1 d‖T ‖(z)A 1p−1 r αp−1 M(T ) (4.1)
and ∫
G
‖∂T ‖(B(z, r)) 1q−1 d‖∂T ‖(z) B 1q−1 r βq−1 M(∂T ) (4.2)
for suitable p,q > 1, α,β > 0, and r  0 and for some A,B > 0. We remark that if
‖T ‖(B(z, r))Arα and ‖∂T ‖(B(z, r)) Brβ
for every z ∈ G then T satisﬁes (4.1) and (4.2) for any p,q > 1. Note that, by the convention established in Section 2.2,
inequality (4.2) is an empty condition if m = 0. We remark furthermore that there exist easy examples of currents T
which do not satisfy (4.1) for any α and p > 1. Indeed, let n >m 1 and deﬁne T ∈ I0m(Rn) by
T =
∞∑
j=1
Qjϕ#
(
∂1Bj 
)
,
where Qj is the largest integer smaller than 2jmj−2, the map ϕ : Rm+1 → Rn is given by ϕ(x1, . . . , xm+1) :=
(x1, . . . , xm+1,0, . . . ,0), and Bj ⊂ Rm+1 denotes the ball of radius 2−j centered at 0. Clearly, inequality (4.1) does
not hold for any exponents α and p > 1.
The main results of our paper can be stated as follows. In our ﬁrst result we assume ∂T = 0.
Theorem 4.1. Let G and m be as above and let T ∈ I0m(G). Suppose that either G is a normed space or Fillvol(T )
1. Suppose furthermore that there exist A  1, α ∈ [0,m], p > n − α such that T satisﬁes (4.1) for all r  0. If
ω ∈Wp(I0m(G)) and ω has upper gradient g then we have∣∣ω(T )∣∣EΛ(T )Fillvol(T )1−n/(p+α)‖g‖p,N(sptT ,s0), (4.3)
with
Λ(T ) =
(
1 + p
p + α − n
)[
AM(T )(p−1)
]n/(p(p+α))
,
and
s0 = E · Fillvol(T )1/(m+1)
[
1 +A−1/(p+α)M(T )θ ],
where E depends only on m, G, and the left-invariant Finsler metric on G, and where, moreover, θ = (1 − α/m)/
(p + α) if m 1 and θ = (1 − p)/p if m = 0.
Note that N(sptT , s0) is deﬁned at the beginning of Section 2.1. The main principle behind Theorem 4.1 is the
following: the existence of a p-integrable upper gradient should force ω to be continuous with respect to the ﬁlling
distance when p is large enough, the same way as a Sobolev function with p-integrable gradient has to be continuous
when p > n. However, in order for this principle to work we have to restrict ω to currents with controlled local
growth, and the statement is therefore a bit technical. We give a simple corollary of Theorem 4.1 to illustrate. Let
ω ∈ Wp(I0m(Rn)) be as in the theorem. The theorem then implies that if p > n − m then the restriction of ω to the
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class Sm of oriented m-dimensional spheres is continuous with respect to the ﬁlling distance; if Fillvol(Sj − S) → 0
for Sj , S ∈ Sm, then ω(Sj − S) → 0.
Theorem 4.1 together with Proposition 3.11 implies the following version of the Morrey–Sobolev inequality for
Sobolev functions.
Corollary 4.2. Let G be a Lie group of dimension n, endowed with a left-invariant Finsler metric and the Hausdorff
n-measure. Let u : G →R be a function which has an upper gradient g ∈ Lp(G) for some p > n. Then for all x, y ∈ G
with d(x, y) 1 we have ∣∣u(x)− u(y)∣∣ Cd(x, y)1−n/p‖g‖p,B(x,Cd(x,y)),
where C only depends on p, G, and the left-invariant Finsler metric.
Our second main result provides an analog of Theorem 4.1 for currents possibly with boundary.
Theorem 4.3. Let G, m, and C be as above and let T ∈ Cm. Suppose there exist A,B > 0, α,β ∈ [0, n], p >
max{1, n − α}, and q > max{1, n − β} such that T satisﬁes (4.1) and (4.2) for all r  0. If ω ∈ Wq,p(Cm) then
we have ∣∣ω(T )∣∣EΛ(T )(F(T ,C)1− λ1+δ + F(T ,C)1− γ+δ1+δ )‖ω‖q,p (4.4)
with
Λ(T ) = 2 +A
1/p +B1/q
1 − γ
(
1 + M(T )+ M(∂T )) γ+δ1+δ ,
δ = max{α/p,β/q} and λ = min{n/p,n/q} and γ = max
{
n− α
p
,
n− β
q
}
,
where E depends only on m, G, and the left-invariant Finsler metric on G.
Denote by Pm(Rn) the space of real polyhedral m-chains in Rn and by Fm(Rn) the completion with respect
to the ﬂat norm of Pm(Rn). As a ﬁrst consequence of Theorem 4.3 we obtain that if ω is additive and belongs to
Wq,p(Nm(Rn),Nm+1(Rn)), and if p > n − m and q > n − m + 1, then ω is well-deﬁned for every T ∈ Pm(Rn), in
the sense that there exists a unique cochain ω′ : Pm(Rn) →R such that the restriction of every representative of ω to
Pm(Rn) coincides with ω′. However, unlike in the case of Whitney ﬂat forms mentioned in the introduction and also
below, ω′ does not necessarily have a unique extension to the completion Fm(Rn) because our estimates depend on
the local mass growths of T and ∂T .
As a second consequence of Theorem 4.3 we obtain the following statement about Whitney ﬂat forms and thus
partly recover Wolfe’s theorem mentioned in the introduction. Every ﬂat m-form ω inRn gives rise to a unique cochain
ω˜ :Fm(Rn) →R which is Lipschitz continuous with respect to the ﬂat norm; more precisely,∣∣ω˜(T )∣∣ E˜F(T )‖ω‖ (4.5)
for every T ∈ Fm(Rn), where E˜ is independent of T and ω. The assignment ω → ω˜ is linear and injective, and
‖ω‖ is deﬁned by ‖ω‖ = max{‖ω‖∞,‖dω‖∞}. Note that Wolfe’s theorem asserts the same with E˜ = 1; moreover,
it provides a converse. We brieﬂy sketch how Theorem 4.3 implies the statement above. Let ω ﬁrst be a ﬂat m-
form in Rn with compact support. By the discussion after Deﬁnition 3.7 the form ω gives rise to a cochain ω˜k in
Wk,k(Nm(Rn),Nm+1(Rn)) for every k ∈ N. It follows from the paragraph above that for all k large enough ω˜k(T ) is
well-deﬁned for every T ∈Pm(Rn); moreover, for every k large enough we have ‖ω˜k‖k,k  C‖ω‖ for some constant
C which is independent of k. Finally, Lemma 3.5 together with Proposition 4.17 show that for every T ∈ Pm(Rn)
we have ω˜k(T ) = ω˜l(T ) for all k, l large enough. We can therefore deﬁne a cochain ω˜ on Pm(Rn) by ω˜(T ) :=
limk→∞ ω˜k(T ). Since in Theorem 4.3, the exponents of F tend to 1 and Λ(T ) → 2 when p,q → ∞ it follows that ω˜
indeed satisﬁes (4.5), and clearly, ω˜ extends to Fm(Rn). To prove the assertion for general, not necessarily compactly
supported, ﬂat forms ω, we ﬁx T ∈ Pm(Rn), and a ball B(0,R) containing the support of T . Moreover, we choose a
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smooth compactly supported function ϕj with the following properties: ϕj takes values between 0 and 1, equals 1 on
B(0,R), and |∇ϕj | is bounded by 1/j . Next, we deﬁne ωj by multiplying the coefﬁcients of ω by ϕj . We can now
deﬁne ω˜(T ) = ω˜j (T ) as above; the deﬁnition is clearly independent of j . Moreover, |ωj | → |ω|, so we can apply
the above argument with the compactly supported forms ωj to get the conclusion also for ω.
Finally, we note that Theorems 4.1 and 4.3 do not in general hold for the borderline exponents p = n − α and
q = n− β as the following example shows.
Example 4.4. Let n 3 and 1m n− 2. Moreover, let T = 1B(0,1) ∈ Im(Rm) and deﬁne F :Rm →Rn by
F(y1, . . . , ym) = (0, . . . ,0, y1, . . . , ym).
For x ∈Rn let Tx := ψx#T , where the map ψx is given by ψx(y) := F(y)+ x. Then the currents Tx satisfy (4.1) with
α = m and (4.2) with β = m−1. Fix a smooth ϕ :Rm → [0,1] such that ϕ equals 1 on B(0,1) and 0 on Rm \B(0,2).
Finally, denote x˜ = (x1, . . . , xn−m), and deﬁne an m-form ω˜ on Rn by
ω˜(x) = ϕ(xn−m+1, . . . , xn)max
{
log
(
log1/|x˜|),0}dxn−m+1 ∧ · · · ∧ dxn.
We have
|ω˜| 1Rn−m×B(0,2) max
{
log
(
log1/|x˜|),0} ∈ Lq(Rn) for every q  1,
and
|dω˜| 1Rn−m×B(0,2) max
{|x˜|−1(log1/|x˜|)−1,1/e} ∈ Ln−m(Rn).
By the discussion in Section 3.2, ω˜ induces a cochain ω ∈ Wq,n−m(Im(Rn)) for every q  1. However, ω(Tx) con-
verges to inﬁnity as x → 0. This shows that Theorem 4.3 does not hold with the borderline exponents. By slightly
modifying the example, we see that this is the case also for Theorem 4.1; instead of an m-ball, let T be induced by an
m-sphere. Then we can construct a cochain ω ∈Wn−m(I0m(Rn)) with a singularity at T in a similar way as above.
Example 4.4 shows sharpness in the case α = m. For general 0  α < m, the following holds: There exist
T ∈ I0m(Rn) satisfying (1.5) with exponent α, and a subadditive cochain ω which belongs to Wp(I0m(Rn)) for every
p < n− α, such that ω(T ) = ∞. To see this, choose T and g as in Proposition 4.19 below, and deﬁne ω by
ω(R) = inf
∫
Rn
g d‖S‖,
where the inﬁmum is taken over all S ∈ Im+1(Rn) such that ∂S = R. Then g is an upper gradient of ω, and the claim
follows as in Proposition 4.19.
The proofs of the two theorems above will be given at the end of Section 4.3. In Section 4.2 and most of 4.3 we
prove auxiliary results used in the proofs of the two theorems. We brieﬂy discuss the main geometric ideas of the proof
of Theorem 4.1. Let T ∈ I0m(G) and ω ∈Wp(I0m(G)). Using the group structure of G, we show that the averages
ω+(T , r) := 1Hn(B(e, r))
∫
B(e,r)
∣∣ω(ϕx#T )∣∣dHn(x)
are well-deﬁned, where ϕx is the right-multiplication by x. The proof of the theorem is based on a simple change of
variables formula (Lemma 4.6), and two basic estimates concerning ω+(T , r). Firstly, we take almost minimal ﬁllings
of the currents ϕx#T , and then estimate ω+(T , r) using the upper gradient property of ω over the ﬁllings, and change
of variables. We also use isoperimetric methods to show that we can restrict ourselves to a small neighborhood of
the support of T . Secondly, we ﬁll T − ϕx#T with a current whose geometry is suitably controlled, using a notion of
controlled family of curves. In Euclidean space we could simply choose this family of curves to be geodesic segments
transporting T to ϕx#T . We then estimate the difference |ω(T ) − ω+(T , r)|, using the upper gradient property of ω
over these ﬁllings, and change of variables. In this second step we need to be able to control the local growth of the
ﬁllings, and it is for this reason that we need to assume local growth conditions on T . Finally, we combine the two
estimates and choose the radius r in an optimal way to ﬁnish the proof. The proof of Theorem 4.3 follows the same
steps but estimates concerning the boundary of T also come into play.
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4.2. Basic integral estimates
The aim of this as well as most of the next section is to develop the tools which will allow us to prove the Hölder
continuity estimates stated in the previous section.
Let G be a Lie group of dimension n, endowed with a left-invariant Finsler metric and the Hausdorff n-measure.
We ﬁrst prove the following estimate.
Proposition 4.5. Given a ﬁnite Borel measure μ on G, a Borel measurable function f : G → [0,∞], a Borel set
A ⊂ G, and p  1, we have∫
A
∫
G
f (zx)dμ(z) dHn(x) ‖f ‖p,Ω
[Hn(A)μ(G)] p−1p (μ,A−1) 1p , (4.6)
where we have set Ω = (sptμ) ·A and
(μ,C) := sup
z∈G
μ(zC)
whenever C ⊂ G is Borel measurable.
We ﬁrst note:
Lemma 4.6. Given a Borel measure μ on G, a Borel measurable function f : G → [0,∞], and a Borel set A ⊂ G,
we have ∫
A
∫
G
f (zx)dμ(z) dHn(x) =
∫
G
f (x)μ
(
xA−1
)
dHn(x).
Proof. We have
μ
(
xA−1
)= ∫
G
1xA−1(z) dμ(z) =
∫
G
1A
(
z−1x
)
dμ(z)
and hence, by Fubini–Tonelli theorem and left-invariance of Hn,∫
G
f (x)μ
(
xA−1
)
dHn(x) =
∫
G
∫
G
f (x)1A
(
z−1x
)
dμ(z) dHn(x)
=
∫
G
∫
G
f (zx)1A(x)dHn(x) dμ(z)
=
∫
A
∫
G
f (zx)dμ(z) dHn(x). 
Proof of Proposition 4.5. Note ﬁrst that if x /∈ (sptμ) · A then xA−1 ∩ sptμ = ∅ and thus μ(xA−1) = 0. In case
p = 1 then inequality (4.6) follows directly from Lemma 4.6. If p > 1 then we use Lemma 4.6, the Fubini–Tonelli
theorem, and Hölder’s inequality, to obtain∫
A
∫
G
f (zx)dμ(z) dHn(x) =
∫
G
f (x)μ
(
xA−1
)
dHn(x)
 ‖f ‖p,Ω
(∫
G
μ
(
xA−1
) 1
p−1 μ
(
xA−1
)
dHn(x)
) p−1
p
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= ‖f ‖p,Ω
(∫
A
∫
G
μ
(
zxA−1
) 1
p−1 dμ(z) dHn(x)
) p−1
p
 ‖f ‖p,Ω
[Hn(A)μ(G)] p−1p (μ,A−1) 1p . 
By using the fact that zxA−1 ⊂ zAA−1 for every x ∈ A in the proof above we also obtain the following variant of
Proposition 4.5.
Proposition 4.7. Given a ﬁnite Borel measure μ on G, a Borel measurable function f : G → [0,∞], a Borel set
A ⊂ G, and p > 1, we have
∫
A
∫
G
f (zx)dμ(z) dHn(x) ‖f ‖p,ΩHn(A)
p−1
p
(∫
G
μ
(
zAA−1
) 1
p−1 dμ(z)
) p−1
p
,
where Ω = (sptμ) ·A.
Remark 4.8. Note for example that if A = B(e, r) then zAA−1 ⊂ B(z,2r).
We can use Proposition 4.5 to obtain the following estimate in Euclidean space.
Proposition 4.9. Let n 1 and let μ be a ﬁnite Borel measure on Rn such that, for some A, r0 > 0 and α ∈ [0, n],
μ
(
B(z, r)
)
Arα (4.7)
for all r ∈ (0, r0) and all z ∈ Rn. Let f : Rn → [0,∞] be Borel measurable and p > max{1, n − α}. Then for every
r ∈ (0, r0) we have
∫
B(0,r)
1∫
0
∫
Rn
f (z + tx) dμ(z) dt dx  A
1
p p
p − n+ α r
α
p
[
ωnr
nμ
(
R
n
)] p−1
p ‖f ‖p,Ω,
where Ω = N(sptμ, r) and where ωn denotes the volume of the unit ball in Rn.
Proof. We simply use the change of variable formula and Proposition 4.5 to calculate
∫
B(0,r)
1∫
0
∫
Rn
f (z + tx) dμ(z) dt dx =
1∫
0
t−n
∫
B(0,tr)
∫
Rn
f (z + x)dμ(z) dx dt
A
1
p r
α
p
[
ωnr
nμ
(
R
n
)] p−1
p ‖f ‖p,Ω
1∫
0
t
−np+n(p−1)+α
p dt
= A
1
p p
p − n+ α r
α
p
[
ωnr
nμ
(
R
n
)] p−1
p ‖f ‖p,Ω. 
We now generalize Proposition 4.9 to the setting of Lie groups. For this, we ﬁrst make the following technical
deﬁnition.
Deﬁnition 4.10. Let M be a manifold with distance d coming from a Finsler metric, and let x0 ∈ M and r0 > 0.
We say that the ball B(x0, r0) admits a (C, s, λ, η)-controlled family of curves, where C,λ 1 and s, η > 0, if there
exists a Lipschitz map
H : [0,1] ×B(x0, r0) → (M,d)
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such that for all x, t we have H(0, x) = H(t, x0) = x0 and H(1, x) = x, and furthermore, the curve t → H(t, x) is
η-Lipschitz for every x; ﬁnally, for every t ∈ (0,1] the map Ht(x) := H(t, x) is injective, satisﬁes Ht(B(x0, r)) ⊂
B(x0, λtr) for all r ∈ (0, r0), and the jacobian of Ht is bounded by
C−1t s  Jn(dxHt ) Cts
for almost every x ∈ B(x0, r0).
Note that if B(x0, r0) admits a (C, s, λ, η)-controlled family of curves then so does B(x0, r) for every r ∈ (0, r0);
indeed the restriction of H to [0,1] ×B(x0, r) clearly deﬁnes a (C, s, λ, η)-controlled family of curves. We now give
several examples of manifolds with controlled families of curves.
(i) Let M be a manifold of dimension n with a Finsler metric, and let x0 ∈ M and r0 > 0 be such that there exists
a bi-Lipschitz map F : BE(R) → M , where BE(R) is the Euclidean n-ball of radius R centered at 0, such that
F(0) = x0 and such that B(x0, r0) ⊂ F(BE(R)). Then B(x0, r0) admits a (Cn,n,C,Cr0)-controlled family of
curves, where C only depends on the bi-Lipschitz constant of F . Indeed, if F is a C¯-bi-Lipschitz map as above
then the map H(t, x) := F(t · F−1(x)) satisﬁes all the properties with C = C¯2. Note that, if G is a Carnot group
of topological dimension n then the Lie exponential map is a global diffeomorphism, and thus for every r0 there
exists C such that every ball B(x0, r) with r  r0 admits a (Cn,n,C,Cr)-controlled family of curves. Likewise,
if M is a Riemannian manifold of dimension n, x0 ∈ M and 0 < r0 < injradx0(M) then the exponential map
expx0 : B(0, r0) ⊂ Tx0M → B(x0, r0) is a diffeomorphism, and hence B(x0, r) admits a (Cn,n,C,Cr)-controlled
family of curves for every 0 < r < r0, where C is a constant.
(ii) Let G be a Carnot group of step c and homogeneous dimension Q, endowed with a left-invariant Finsler metric.
Then there exists a constant D such that every ball B(x0, r0) in G admits a (1,Q,1,Dτ(r0))-controlled family
of curves, where
τ(r) :=
{
r 0 r  1,
rc 1 < r.
(4.8)
Indeed, one can prove that the map H(t, x) := δt (x), where δt is the dilatation homomorphism, satisﬁes all the
desired properties for x0 = e, where e denotes the identity element in G. Since left-translations are isometries the
result follows. The only non-trivial part in the above is to prove the estimate on the Lipschitz constant. This is
done in the lemma below.
Lemma 4.11. Let G be a Carnot group of step c, endowed with a left-invariant Finsler metric d0. Then there exists
a constant D such that for all x ∈ G the curve γ : [0,1] → G given by γ (t) := δt (x) is Dτ(|x|)-Lipschitz, where we
have abbreviated |x| := d0(e, x).
Proof. Let g = V1 ⊕ · · · ⊕ Vc be a stratiﬁcation of the Lie algebra g of G. Endow g with an inner product such that
the Vj are pairwise orthogonal. Let δ¯t : g→ g denote the Lie algebra homomorphism such that δ¯t (v) = tj v for every
v ∈ Vj and every j = 1, . . . , c. Then the dilatation homomorphism δt satisﬁes δt ◦ exp = exp◦δ¯t , where expg→ G is
the Lie exponential map. Note that exp is a diffeomorphism and, in particular, a local bi-Lipschitz homeomorphism.
Let R > 0 be large enough so that exp(B(0,R)) contains the unit ball around the identity in G. Let C be the bi-
Lipschitz constant of exp |B(0,R). Let v ∈ B(0,R) be such that x = exp(v). It is straightforward to check that the map
t → δ¯t (v) is |v|-Lipschitz on [0,1]. It thus follows that
d
(
δt (x), δs(x)
)= d(exp(δ¯t (v)), exp(δ¯s (v))) C∣∣δ¯t (v)− δ¯s (v)∣∣ C2|t − s| |x|
and hence the claim (with D = C2) in the case that |x|  1. Now, suppose that |x| > 1. Deﬁne r := |x|−1. We then
have that |δr (x)| r|x| = 1 and
γ (t) = δ 1
r
◦ δt
(
δr (x)
)
.
Since δ 1
r
is (1/r)c-Lipschitz it thus follows with the above that γ is Dr−c-Lipschitz, as claimed. 
We now prove the following generalization of Proposition 4.9.
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Proposition 4.12. Let G be a Lie group of dimension n, endowed with a left-invariant Finsler metric. Let r0 > 0 and
suppose B(e, r0) admits a (C, s, λ, η)-controlled family of curves, deﬁned by a Lipschitz map H as in Deﬁnition 4.10.
Let μ be a ﬁnite Borel measure on G such that, for some A> 0, α ∈ [0, s], and p > max{1, s − α},∫
G
μ
(
B(z, r)
) 1
p−1 dμ(z)A
1
p−1 r
α
p−1 μ(G) (4.9)
for all r ∈ (0,2λr0). Then for every Borel measurable function f : G → [0,∞] and every r ∈ (0, r0) we have
∫
B(e,r)
1∫
0
∫
G
f
(
zHt (x)
)
dμ(z) dt dHn(x) A¯ r αp [Hn(B(e, r))μ(G)] p−1p ‖f ‖p,Ω,
where
A¯ = C
2A
1
p (2λ)
α
p p
p − s + α
and Ω = (sptμ) ·B(e,λr) = N(sptμ,λr).
Note that (4.9) is exactly (4.1) when μ = ‖T ‖. Note also that (4.9) is for example satisﬁed if
μ
(
B(z, r)
)
Arα
for all r ∈ (0,2λr0) and all z ∈ G. Note furthermore that the value of η is of no importance in the above proposition
and it does not appear in the estimate. It will only be of importance when we use the above proposition in Section 4.3.
Proof. Let H : [0,1] × B(e, r0) → G be the Lipschitz map deﬁning the controlled family of curves. Fix r ∈ (0, r0)
and note that the restriction of H to [0,1]×B(e, r) deﬁnes a (C, s, λ, η)-controlled family of curves on B(e, r). Note
that
Hn(Ht(B(e, r))) CtsHn(B(e, r)).
We now use the change of variable formula and Proposition 4.7 in order to compute, with B := B(e, r), that
∫
B(e,r)
1∫
0
∫
G
f
(
zHt (x)
)
dμ(z) dt dHn(x)
=
1∫
0
∫
Ht (B)
∫
G
f (zx)Jn(dH−1t (x)
Ht )
−1 dμ(z) dHn(x) dt
 C
1∫
0
t−s
∫
Ht (B)
∫
G
f (zx)dμ(z) dHn(x) dt
 C‖f ‖p,Ω
1∫
0
t−sHn(Ht(B)) p−1p
(∫
G
μ
(
zHt (B)Ht (B)
−1) 1p−1 dμ(z))
p−1
p
dt
 C2−
1
p ‖f ‖p,ΩHn(B)
p−1
p
1∫
0
t
− s
p
(∫
G
μ
(
B(z,2λtr)
) 1
p−1 dμ(z)
) p−1
p
dt
 C2−
1
p A
1
p (2λ)
α
p r
α
p
[Hn(B)μ(G)] p−1p ‖f ‖p,Ω
1∫
0
t
α−s
p dt
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= C
2− 1
p A
1
p (2λ)
α
p p
p − s + α r
α
p
[Hn(B(e, r))μ(G)] p−1p ‖f ‖p,Ω. 
4.3. Technical estimates for subadditive cochains and the proof of Hölder continuity
In this section we will use the results from the previous section in order to prove Theorems 4.1 and 4.3.
Let G be a Lie group, endowed with a left-invariant Finsler metric d0. For x ∈ G let ϕx denote the right-
multiplication map by x, that is, ϕx(z) := zx. Deﬁne a function τ¯G : [0,∞) → [0,∞) by
τ¯G(r) := max
{‖Adx ‖ : x ∈ B(e, r)},
where Adx is the adjoint, that is, Adx = deΨx with Ψx(z) := xzx−1, and where ‖ · ‖ denotes the operator norm on
TeG. In the following we will write τ¯ (r) instead of τ¯G(r) if there is no risk of ambiguity. It is easy to check that ϕx is
τ¯G(|x|)-Lipschitz, where |x| := d0(e, x). In general, it seems difﬁcult to determine an explicit upper bound for τ¯G(r),
however, in the following case this is possible.
Lemma 4.13. Let G be a Carnot group of step c, endowed with a left-invariant Finsler metric. Then there exists a
constant D such that
τ¯G(r)
{
D 0 r  1,
Drc−1 1 < r.
(4.10)
Proof. Denote the left-invariant Finsler metric by d0. It is clear from the above that there exists D such that τ¯G(r)D
for all 0 < r  1. Now, let x ∈ G with d0(x, e) > 1. Set r := d0(x, e)−1 and note that δr is r-Lipschitz while δ1/r is
r−c-Lipschitz. Since d0(δr (x), e) 1 and
ϕx = δ1/r ◦ ϕδr (x) ◦ δr
it follows immediately that ϕx is Dr−(c−1)-Lipschitz. Finally, since left-multiplication is an isometry we conclude
that ∥∥Adx(v)∥∥Dr−(c−1)‖v‖
for every v ∈ TeG and hence the claim. 
Lemma 4.14. Let G be a Lie group of dimension n, endowed with a left-invariant Finsler metric. Let 0m n − 1
and C = (Cm,Cm+1) with either Ck = Nk(G) or Ck = Ik(G) for k = m,m+ 1. Suppose ω is a subadditive cochain on
C and T ∈ C. Then the function u : G → [0,∞] deﬁned by u(x) := |ω(ϕx#T )| has the following properties:
(i) if ω ∈Wq,p(C) for some 1 p,q < ∞ then u ∈ W 1,κloc (G) with κ = min{p,q};
(ii) if ω ∈Wp(C) for some 1 p < ∞ and if Fillvol(T ,Cm+1) < ∞ then u ∈ W 1,ploc (G).
In case ω is a cochain then statements (i) and (ii) also hold for u(x) := ω(ϕx#T ). In case Fillvol(T ,Cm+1) < ∞
then it is in fact enough if ω is a subadditive cochain on C0. Note that in statement (ii) one cannot replace the condition
Fillvol(T ,Cm+1) < ∞ by ∂T = 0 in general.
Proof. We only prove statement (i) because the proof of statement (ii) is analogous. Let h ∈ Lq(G) be an upper norm
of ω and g ∈ Lp(G) be an upper gradient of ω. We ﬁrst show that u(x) is ﬁnite for almost every x ∈ G. For this
suppose to the contrary that there exists a Borel set B ⊂ G of strictly positive measure such that u(x) = ∞ for every
x ∈ B . We may assume without loss of generality that B is contained in the ball B(e, r) for some r < ∞. Since
‖ϕx#T ‖ τ¯
(|x|)mϕx#‖T ‖ τ¯ (r)mϕx#‖T ‖
for every x ∈ B we obtain from Proposition 4.5 that
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∞ =
∫
B
u(x)dHn(x)
 τ¯ (r)m
∫
B
∫
G
h(zx)d‖T ‖(z) dHn(x)
 τ¯ (r)m‖h‖pM(T )
[Hn(B)] p−1p ,
which gives a contradiction. This shows that u(x) is indeed ﬁnite for almost every x ∈ G. Now, deﬁne a function
v : G → [0,∞] by
v(x) := (m+ 1)τ¯ (|x|)m ∫
G
g(zx)d‖T ‖(z)+mτ¯(|x|)m−1 ∫
G
h(zx)d‖∂T ‖(z).
Then v is Borel measurable and locally in Lκ(G) since, by Jensen inequality and Lemma 4.6,∫
B(e,r)
(
τ¯
(|x|)m ∫
G
g(zx)d‖T ‖(z)
)p
dHn(x)
 τ¯ (r)pmM(T )p−1
∫
B(e,r)
∫
G
g(zx)pd‖T ‖(z) dHn(x)
 τ¯ (r)pmM(T )p
∫
G
g(x)pdHn(x)
= τ¯ (r)pmM(T )p‖g‖pp < ∞,
and analogously, in the case m 1,∫
B(e,r)
(
τ¯
(|x|)m−1 ∫
G
h(zx)d‖∂T ‖(z)
)q
dHn(x) τ¯ (r)q(m−1)M(∂T )q‖ω‖qq < ∞
for every r > 0. Now, let B ⊂ G be a Borel set with Hn(B) = 0 and such that u(x) < ∞ for all x /∈ B . Deﬁne v¯ by
v¯(x) = v(x) if x /∈ B and v¯(x) = ∞ if x ∈ B . It follows that v¯ is Borel measurable and locally in Lκ(G). We show
that v¯ is an upper gradient of the function u. For this, let a, b ∈ G and let γ : [0,1] → G be a rectiﬁable curve joining
a and b, parameterized proportional to arc-length. We must show that
∣∣u(b)− u(a)∣∣
1∫
0
v¯ ◦ γ (t)∣∣γ˙ (t)∣∣dt,
where it is understood that the right-hand side must equal ∞ in case u(a) = ∞ or u(b) = ∞. Deﬁne ψ : [0,1]×G →
G by ψ(t, z) := zγ (t) and note that ψ(t, ·) is τ¯ (|γ (t)|)-Lipschitz for every t ∈ [0,1] and ψ(·, z) is Lip(γ )-Lipschitz
for every z ∈ G. Deﬁne S := ψ#([0,1] × T ). If m 1 deﬁne R := ψ#([0,1] × ∂T ), if m = 0 then set R = 0. If T is a
normal current then so are S and R. If T is an integral current then so are S and R. Clearly, we have
ϕb#T − ϕa#T = ∂S +R.
It follows from Lemma 2.3 that
‖S‖ (m+ 1)Lip(γ )ψ#
[
τ¯
(∣∣γ (·)∣∣)mL 1 × ‖T ‖]
and
‖R‖mLip(γ )ψ#
[
τ¯
(∣∣γ (·)∣∣)m−1L 1 × ‖∂T ‖].
If u(a) < ∞ or u(b) < ∞ we conclude that
30
ht
tp
://
do
c.
re
ro
.c
h
∣∣u(b)− u(a)∣∣= ∣∣∣∣ω(ϕb#T )∣∣− ∣∣ω(ϕa#T )∣∣∣∣

∣∣ω(∂S)∣∣+ ∣∣ω(R)∣∣

∫
G
g(z) d‖S‖(z)+
∫
G
h(z) d‖R‖(z)
 (m+ 1)Lip(γ )
1∫
0
∫
G
g
(
zγ (t)
)
τ¯
(∣∣γ (t)∣∣)md‖T ‖(z) dt
+mLip(γ )
1∫
0
∫
G
h
(
zγ (t)
)
τ¯
(∣∣γ (t)∣∣)m−1 d‖∂T ‖(z) dt

1∫
0
v¯ ◦ γ (t)∣∣γ˙ (t)∣∣dt.
Now suppose that u(a) = u(b) = ∞. If there exists a point c in the image of γ such that u(c) < ∞ then it follows as
above (by replacing a by c) that
1∫
0
v¯ ◦ γ (t)∣∣γ˙ (t)∣∣dt = ∞,
and this clearly also holds if u = ∞ everywhere on the image of γ . This shows that v¯ is an upper gradient for u.
Since every ball in G of sufﬁciently small radius (independent of the center) admits a weak 1-Poincaré inequality it
follows from [15, Theorem 1.11] that u is measurable and locally integrable. Furthermore, by [22], a locally integrable
function with locally κ-integrable upper gradient has a representative in W 1,κloc . The proof is complete. 
Given ω and T as in Lemma 4.14 we may deﬁne
ω+(T , r) := 1Hn(B(e, r))
∫
B(e,r)
∣∣ω(ϕx#T )∣∣dHn(x)
for r > 0. If furthermore ω is an additive cochain then we may deﬁne
ω(T , r) := 1Hn(B(e, r))
∫
B(e,r)
ω(ϕx#T )dHn(x)
for r > 0. We can estimate ω+(T , r) and |ω(T , r)| as follows.
Proposition 4.15. Let G be a Lie group of dimension n, endowed with a left-invariant Finsler metric. Let 0  m 
n − 1 and C = (Cm,Cm+1) with either Ck = Nk(G) or Ck = Ik(G) for k = m,m + 1. Then the following properties
hold:
(i) if ω ∈Wq,p(Cm) for some 1 p,q < ∞ and if T ∈ Cm then
ω+(T , r) τ¯ (r)mF(T ,C)
[
τ¯ (r)Hn(B(e, r))− 1p ‖g‖p +Hn(B(e, r))− 1q ‖h‖q] (4.11)
for all r > 0, every upper norm h and upper gradient g of ω with respect to Cm+1;
(ii) if ω ∈Wp(C0m) for some 1 p < ∞ and if T ∈ C0m then
ω+(T , r) τ¯ (r)m+1Hn
(
B(e, r)
)− 1
p Fillvol(T ,Cm+1)‖g‖p (4.12)
for all r > 0 and whenever g is an upper gradient of ω with respect to Cm+1;
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(iii) if Ck = Ik(G) for k = m,m+1 and T ∈ C0m and if either m = 0 or G is a Carnot group of step c or Fillvol(T ) 1
then ‖g‖p in (4.12) may be replaced by ‖g‖p,N(sptT ,r+(Fillvol(T ))), where
(t) =
{
Dt
1
m+1 0 < t  1 or m = 0,
Dt
cm+1
1+c+···+cm 1 < t and m 1,
with a constant D depending only on G and on the Finsler metric.
If ω is an addition an additive cochain then ω+(T , r) can be replaced by |ω(T , r)| in statements (i), (ii), and (iii).
Proof. Let ω be as in (i) and let h be an upper norm and g an upper gradient of ω with respect to Cm+1. Let U ∈ Cm
and V ∈ Cm+1 be such that T = U + ∂V . Clearly, we have
‖ϕx#U‖ τ¯
(|x|)mϕx#‖U‖
and
‖ϕx#V ‖ τ¯
(|x|)m+1ϕx#‖V ‖
for all x ∈ G. Together with Proposition 4.5 this yields
ω+(T , r)
1
Hn(B(e, r))
( ∫
B(e,r)
∣∣ω(ϕx#U)∣∣dHn(x)+
∫
B(e,r)
∣∣ω(∂ϕx#V )∣∣dHn(x)
)
 τ¯ (r)m 1Hn(B(e, r))
∫
B(e,r)
∫
G
h(zx)d‖U‖(z) dHn(x)
+ τ¯ (r)m+1 1Hn(B(e, r))
∫
B(e,r)
∫
G
g(zx)d‖V ‖(z) dHn(x)
 τ¯ (r)m
[Hn(B(e, r))− 1q ‖h‖q,ΩU M(U)+ τ¯ (r)Hn(B(e, r))− 1p ‖g‖p,ΩV M(V )]
for every r > 0, where ΩU = (sptU) · B(e, r) and ΩV = (sptV ) · B(e, r). Taking the inﬁmum over all U and V this
yields (4.11) and proves (i). If T ∈ C0m then the above calculation with U = 0 yields (4.12) and thus (ii).
We now prove statement (iii). In view of the inequality above, it is clearly enough to show that for every ε > 0
there exists a ﬁlling V ∈ Im+1(G) of T satisfying M(V ) (1 + ε)Fillvol(T ) and
sptV ⊂ N(sptT ,(Fillvol(T ))).
If m = 0 then the existence of such V follows from Lemma 3.12. If m  1 and G is a Carnot group then the exis-
tence of such a V is given by [26, Proposition 4.3 and Corollary 7.3]. Finally, suppose m  1 and Fillvol(T )  1.
By [25], there exists D0 > 0 depending only on G and the Finsler metric such that G admits a Euclidean isoperimetric
inequality for all cycles in Im(G) of mass at most D0. Let ε ∈ (0,1) and let S ∈ Im+1(G) be such that ∂S = T
and M(S)  (1 + ε)Fillvol(T ). Deﬁne a 1-Lipschitz function λ(x) := dist(sptT ,x). Set δ := 2D−10 Fillvol(T ).
By [1, Theorems 5.6 and 5.7], there exists t ∈ (0, δ) such that
〈S,λ, t〉 = ∂(S {λ t})− T
is an integral current and has
M
(〈S,λ, t〉)D0.
Indeed, otherwise we would have
M(S) ‖S‖({λ δ})
δ∫
0
M
(〈S,λ, t〉)dt > D0δ  2Fillvol(T ),
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a contradiction. Set T ′ := 〈S,λ, t〉. Since −∂(S {λ > t}) = T ′ we clearly have Fillvol(T ′) ‖S‖({λ > t}). By [25,
Lemma 5.3 and its proof] there exists a ﬁlling S′ ∈ Im+1(G) of T ′ such that
M
(
S′
)
 (1 + ε)Fillvol(T ′)
and
sptS′ ⊂ N(sptT ′,D′ Fillvol(T ′) 1m+1 ),
where D′ only depends on G and d0. It follows that V := S {λ t} − S′ is in Im+1(G), has boundary ∂V = T , and
satisﬁes
M(V ) ‖S‖({λ t})+ (1 + ε)Fillvol(T ′) (1 + ε)M(S) (1 + ε)2 Fillvol(T )
and
sptV ⊂ N(sptT ,D Fillvol(T ) 1m+1 ), (4.13)
where D = 4D−10 + 2D′. Since ε > 0 was arbitrary this completes the proof of the statement. 
Our next estimate is the following:
Proposition 4.16. Let G be a Lie group of dimension n, endowed with a left-invariant Finsler metric. Let r0 > 0 and
suppose B(e, r0) admits a (D, s, λ, η)-controlled family of curves. Let 0m n− 1 and C = (Cm,Cm+1) with either
Ck = Nk(G) or Ck = Ik(G) for k = m,m + 1. Let T ∈ C and suppose T satisﬁes (4.1) and (4.2) for some A,B > 0,
α,β ∈ [0, s], p > max{1, s − α}, q > max{1, s − β}, and all r ∈ (0,2λr0). Then the following properties hold:
(i) if ω ∈Wq,p(C) then for every r ∈ (0, r0) and every upper norm h and upper gradient g of ω we have∣∣∣∣ω(T )∣∣−ω+(T , r)∣∣D2ητ¯ (λr)m−1[A¯τ¯ (λr)r αpHn(B(e, r))− 1p M(T ) p−1p ‖g‖p,Ω
+ B¯r βq Hn(B(e, r))− 1q M(∂T ) q−1q ‖h‖q,Ω];
(ii) if ω ∈Wp(C0) and Fillvol(T ,Cm+1) < ∞ then for every r ∈ (0, r0) and every upper gradient g of ω we have∣∣∣∣ω(T )∣∣−ω+(T , r)∣∣D2ητ¯ (λr)m[A¯r αpHn(B(e, r))− 1p M(T ) p−1p ‖g‖p,Ω].
In the inequalities, we have used
A¯ := (2λ)
α
p A
1
p p(m+ 1)
p − s + α and B¯ :=
(2λ)
β
q B
1
q qm
q − s + β
and Ω = (sptT ) ·B(e,λr).
If ω is in addition additive then the inequalities in the proposition hold with | |ω(T )| − ω+(T , r)| replaced by
|ω(T )−ω(T , r)|.
Proof. We only prove (i) since the proof of (ii) is analogous. Let H : [0,1] × B(e, r0) → G be the Lipschitz map
deﬁning the controlled family of curves. Let r ∈ (0, r0). For x ∈ B(e, r) deﬁne ψx : [0,1] × G → G by ψx(t, z) :=
zHt (x) and note that ψx(t, ·) is τ¯ (λr)-Lipschitz for every t ∈ [0,1] and ψx(·, z) is η-Lipschitz for every z ∈ G. Deﬁne
Sx := ψx#([0,1] × T ). If m 1 deﬁne Rx := ψx#([0,1] × ∂T ); if m = 0 then set Rx := 0. Note that Sx ∈ Nm+1(G)
and Rx ∈ Nm(G) if T ∈ Nm(G) and Sx ∈ Im+1(G) and Rx ∈ Im(G) if T ∈ Im(G). Since ∂Sx = ϕx#T − T − Rx and
since, by Lemma 4.14, we have |ω(ϕx#T )| < ∞ for almost every x ∈ B(e, r), we obtain∣∣∣∣ω(T )∣∣− ∣∣ω(ϕx#T )∣∣∣∣ ∣∣ω(∂Sx)∣∣+ ∣∣ω(Rx)∣∣
∫
G
g(z) d‖Sx‖(z)+
∫
G
h(z) d‖Rx‖(z)
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for almost every x ∈ B(e, r) and hence
∣∣∣∣ω(T )∣∣−ω+(T , r)∣∣ 1Hn(B(e, r))
∫
B(e,r)
∣∣ω(T )− ∣∣ω(ϕx#T )∣∣∣∣dHn(x)
 1Hn(B(e, r))
∫
B(e,r)
∫
G
g(z) d‖Sx‖(z) dHn(x)
0 + 1Hn(B(e, r))
∫
B(e,r)
∫
G
h(z) d‖Rx‖(z) dHn(x).
By Lemma 2.3, we obtain
‖Sx‖ (m+ 1)ητ¯ (λr)mψx#
(
L 1 × ‖T ‖)
as well as
‖Rx‖mητ¯ (λr)m−1ψx#
(
L 1 × ‖∂T ‖)
for all x ∈ B(e, r). Proposition 4.12 yields∫
B(e,r)
∫
G
g(z) d‖Sx‖(z) dHn(x)
 (m+ 1)ητ¯ (λr)m
∫
B(e,r)
1∫
0
∫
G
g
(
zHt (x)
)
d‖T ‖(z) dt dHn(x)
 (m+ 1)D2ητ¯ (λr)m (2λ)
α
p A
1
p p
p − s + α r
α
p
[Hn(B(e, r))M(T )] p−1p ‖g‖p,Ω,
where Ω = (sptT ) ·B(e,λr). Similarly, we obtain∫
B(e,r)
∫
G
h(z) d‖Rx‖(z) dHn(x)
mητ¯ (λr)m−1
∫
B(e,r)
1∫
0
∫
G
h
(
zHt (x)
)
d‖∂T ‖(z) dt dHn(x)
mD2ητ¯ (λr)m−1 (2λ)
β
q B
1
q q
q − s + β r
β
q
[Hn(B(e, r))M(∂T )] q−1q ‖h‖q,Ω.
Combining the above estimates gives the claim. 
We are ﬁnally ready to prove Theorems 4.1 and 4.3. We ﬁrst give the proof of the latter theorem.
Proof of Theorem 4.3. There exist D  1 and r0 > 0 such that B(e, r) admits a (D,n,D,Dr)-controlled family of
curves for every 0 < r  r0 and such that
Hn(B(e, r))D−1rn
for all 0  r  r0. We may of course assume that r0  1. Note that there exists D′ such that τ¯ (Dr)  D′ for all
0 r  r0. It now follows from Propositions 4.15 and 4.16 that for every upper norm h of ω and every upper gradient
g of ω with respect to Cm+1 we have
34
ht
tp
://
do
c.
re
ro
.c
h
∣∣ω(T )∣∣ ∣∣∣∣ω(T )∣∣−ω+(T , r)∣∣+ω+(T , r)
E′
[
A1/pp
p − n+ αM(T )
(p−1)/pr1+
α
p + F(T ,C)
]
r
− n
p ‖g‖p
+E′
[
B1/qq
q − n+ βM(∂T )
(q−1)/qr1+
β
q + F(T ,C)
]
r
− n
q ‖h‖q
E′
[
A1/p
1 − γ
(
1 + N(T ))(p−1)/pr1+ α−np + F(T ,C)r− np ]‖g‖p
+E′
[
B1/q
1 − γ
(
1 + N(T ))(q−1)/qr1+ β−nq + F(T ,C)r− nq ]‖h‖q
for 0 < r  r0, where E′ is a constant only depending on D, D′, and m, and where N(T ) = M(T )+ M(∂T ). Set
r :=
(
F(T ,C)
1 + N(T )
) 1
1+δ
r0
and note that r  r0 since F(T ,C)M(T ). With this choice of r the inequality above easily yields
∣∣ω(T )∣∣E[ A1/p
1 − γ
(
1 + N(T ))1− 1p − 1+ α−np1+δ F(T ,C) 1+ α−np1+δ ]‖g‖p
+E[(1 + N(T )) np(1+δ) F(T ,C)1− np(1+δ) ]‖g‖p
+E
[
B1/q
1 − γ
(
1 + N(T ))1− 1q − 1+ β−nq1+δ F(T ,C) 1+ β−nq1+δ ]‖h‖q
+E[(1 + N(T )) nq(1+δ) F(T ,C)1− nq(1+δ) ]‖h‖q
for some constant E depending only on E′ and r0. Since the exponents of F(T ,C) are all between 1−γ1+δ and 1+δ−λ1+δ
and the exponents of (1 + N(T )) are bounded above by γ+δ1+δ we obtain from the above inequality that∣∣ω(T )∣∣EΛ(T )(F(T ,C)1− λ1+δ + F(T ,C)1− γ+δ1+δ )(‖g‖p + ‖h‖q).
Since h and g were arbitrary the proof is complete. 
The proof of Theorem 4.1 is similar to the proof above but moreover uses the Euclidean isoperimetric inequality.
Proof of Theorem 4.1. There exist D  1 and r0 > 0 such that B(e, r) admits a (D,n,D,Dr)-controlled family of
curves for every 0 < r  r0 and such that
Hn(B(e, r))D−1rn
for all 0  r  r0. We may of course assume that r0  1. Note that there exists D′ such that τ¯ (Dr)  D′ for all
0 r  r0. Note furthermore that if G is a normed space then the above holds with r0 = ∞. Now, Propositions 4.15
and 4.16 yield∣∣ω(T )∣∣ ∣∣∣∣ω(T )∣∣−ω+(T , r)∣∣+ω+(T , r)
 Fr−
n
p
[
A
1
p p
p − n+ αM(T )
p−1
p r
1+ α
p + Fillvol(T )
]
‖g‖
p,N(sptT ,F Fillvol(T )
1
m+1 +Dr)
(4.14)
for 0 < r  r0, where F is a constant only depending on G and the left-invariant Finsler metric d0 on G. Of course,
we may assume that T = 0. Now, suppose ﬁrst that G is a normed space. Setting
r := [Fillvol(T )pA−1M(T )1−p] 1p+α ,
the above inequality becomes
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∣∣ω(T )∣∣ F(1 + p
p + α − n
)
Fillvol(T )1−n/(p+α)AηM(T )(p−1)η‖g‖p,N(sptT ,t), (4.15)
where η = n/(p(p + α)) and
t = F · Fillvol(T ) 1m+1 +Dr.
If m = 0 then we clearly have t  s0, where s0 is as in the statement of the theorem. If m 1 then it follows from the
Euclidean isoperimetric inequality that t  s0. This proves the theorem for the case that G is a normed space.
Next, suppose that G is arbitrary and Fillvol(T )  1. If m = 0 then set D′′ := r0. If m  1 then deﬁne D′′ as
follows. By [25], there exists 0 <D0  1 such that G admits a Euclidean isoperimetric inequality for cycles in Im(G)
of mass at most D0. Denote by D¯ the isoperimetric constant. We may assume that D¯  1. Set D′′ := min{D¯−1,D0}r0.
Finally, deﬁne
r := D′′[Fillvol(T )pA−1M(T )1−p] 1p+α . (4.16)
We claim that r  r0. Indeed, if m = 0 then M(T ) 2 and thus we clearly have r  r0. If m 1 and M(T ) >D0 then
[
Fillvol(T )pA−1M(T )1−p
] 1
p+α 
(
1
D0
) p−1
p+α
D−10
and hence r  r0, as claimed. If m 1 and M(T )D0 then, by the Euclidean isoperimetric inequality,[
Fillvol(T )pA−1M(T )1−p
] 1
p+α 
[
D¯pA−1M(T )1+
p
m
] 1
p+α  D¯
p
p+α  D¯
and thus r  r0, as claimed. With r as in (4.16) it is not difﬁcult to see that (4.14) becomes∣∣ω(T )∣∣E(1 + p
p + α − n
)
Fillvol(T )1−n/(p+α)AηM(T )(p−1)η‖g‖p,N(sptT ,t),
with a constant E depending only on G and d0, and where again
t = F · Fillvol(T ) 1m+1 +Dr.
If m = 0 then clearly t  s0. If m 1 and M(T ) >D0 then a straightforward calculation shows that t  s0. Finally, if
m 1 and M(T )D0 then the Euclidean isoperimetric inequality for cycles in Im(G) of mass at most D0 also gives
that t  s0. This completes the proof of the theorem. 
4.4. Families with positive modulus or capacity
In Section 3.4, we showed that the capacity of a set of currents vanishes if the currents are supported in a small
enough set. The assumptions on the underlying metric space were mild. On the other hand, lower bounds or even
positivity of capacities do not hold in general unless the underlying metric space has some structure. In this section
we show that in the case of Lie groups, a single current with suitable local mass growth has non-zero p-capacity for
large enough p. This property is closely connected to continuity, and has already implicitly appeared in the proofs of
our main results above. We also give an example illustrating the sharp exponent p for which this property holds.
We begin with the following elementary observation.
Proposition 4.17. Let G be a Lie group of dimension n, endowed with a left-invariant Finsler metric, and let
T ∈ Mm(G) with T = 0 and 0m n. Let B ⊂ G be a Borel set with Hn(B) > 0. Then the set Γ := {ϕx#T : x ∈ B}
has Mq(Γ ) > 0 for every q  1.
Proof. We may assume without loss of generality that B is contained in a ball B(e,R). We argue by contradiction
and suppose that Mq(Γ ) = 0 for some q  1. There then exists f ∈ Lq(G) with f  0 and such that∫
G
f (z) d‖ϕx#T ‖(z) = ∞
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for every x ∈ B . Since
‖ϕx#T ‖ τ¯
(|x|)mϕx#‖T ‖ τ¯ (R)mϕx#‖T ‖
for every x ∈ B , Hölder’s inequality and Lemma 4.6 imply
∞ =
∫
B
∫
G
f q(z) d‖ϕx#T ‖(z) dHn(x)
 τ¯ (R)m
∫
G
f q(x)‖T ‖(xB−1)dHn(x)
 τ¯ (R)mM(T )‖f ‖qq,
contradicting the fact that f ∈ Lq(G). 
Proposition 4.18. Let G be a Lie group of dimension n, endowed with a left-invariant Finsler metric. Let 0  m 
n − 1 and T ∈ I0m(G) with T = 0 and Fillvol(T ) < ∞. Suppose there exist A, r1 > 0 and α ∈ [0, n] such that T
satisﬁes (4.1) for every r ∈ (0, r1). Then we have
capp
({T }, Im+1(G))> 0
for every p > n− α. If T ∈ N0m(G) and if T satisﬁes the same conditions as above then
capp
({T },Nm+1(G))> 0
for every p > n− α.
Proof. Clearly, there exist C  1 and r0 > 0 such B(e, r0) admits a (C,n,C,Cr0)-controlled family of curves.
We may assume that Cr0 < r1. Let H : [0,1] × B(e, r0) → G be the Lipschitz map deﬁning the controlled family
of curves. For x ∈ B(e, r0) deﬁne a Lipschitz map ψx : [0,1] × G → G by ψx(t, z) := zHt (x). Let f : G → [0,∞]
be a Borel measurable function such that ∫
G
f (z) d‖S‖(z) 1
for every S with ∂S = T . Fix V with ∂V = T . Such V exists by assumption. For x ∈ B(e, r0) deﬁne
Sx := ϕx#V −ψx#
([0,1] × T )
and note that ∂Sx = T and, by Lemma 2.3,
‖Sx‖ ‖ϕx#V ‖ +
∥∥ψx#([0,1] × T )∥∥Dϕx#‖V ‖ +Dψx#(L 1 × ‖T ‖),
where D = max{τ¯ (Cr0)m+1, (m+ 1)Cr0τ¯ (Cr0)m}. Hence, by Propositions 4.5 and 4.12, we obtain
Hn(B(e, r0))
∫
B(e,r0)
∫
G
f (z) d‖Sx‖(z) dHn(x)
D
∫
B(e,r0)
∫
G
f (zx)d‖V ‖(z) dHn(x)
+D
∫
B(e,r0)
1∫
0
∫
G
f
(
zHt (x)
)
d‖T ‖(z) dt dHn(x)
D‖f ‖pHn
(
B(e, r0)
) p−1
p
[
M(V )+ 2
α
p C
2+ α
p A
1
p p
p − n+ α r
α
p
0 M(T )
p−1
p
]
.
37
ht
tp
://
do
c.
re
ro
.c
h
This shows that ‖f ‖p is bounded away from 0 and since f was arbitrary we ﬁnd that the capacity is also bounded
away from 0. This concludes the proof. 
Proposition 4.19. Given n 2 and 0 α m n− 1, and 1 p < n− α, there exist A> 0 and a non-zero current
T ∈ I0m(Rn) such that
‖T ‖(B(x, r))Arα (4.17)
for every x ∈Rn and every r  0 and such that
capp
({T }, Im+1(Rn))= 0. (4.18)
Note that if p > 1 then T in Proposition 4.19, in particular, satisﬁes (4.1) for every r  0.
Proof. If m = 0 then it sufﬁces to choose T = x1− x0 for arbitrary x0, x1 ∈Rn with x1 = x0. Indeed, for such T
it follows from Theorem 3.13 and the remark after the theorem that capp({T }, I1(Rn)) = 0.
If m  1, we may assume that α > 0. Fix m, n, and α and p as above. Moreover, let rj = 2−j , j ∈ N. Let
ϕ : Rm+1 → Rn be deﬁned by ϕ(x1, . . . , xm+1) := (x1, . . . , xm+1,0, . . . ,0). Denote by Bm+1 the unit ball in Rm+1
and set T0 = ∂ϕ#1Bm+1. Let Mj and Nj be integers whose precise values will be determined later. Finally, choose
points xkj = (j, k,0, . . . ,0) ∈Rn for k = 1, . . . ,Mj . Note that the balls B(xkj ,2rj ) are then pairwise disjoint for every
j and k. We deﬁne
T =
∞∑
j=1
Mj∑
k=1
NjF
j,k
# T0,
where Fj,k(x) = xkj + 2−j x. We now choose Mj and Nj so that T has ﬁnite mass (which implies that T ∈ I0m(Rn))
and such that T satisﬁes the growth condition ‖T ‖(B(x, r))Arα for a suitable constant A. For this, we ﬁrst choose
Nj to be the largest integer smaller than or equal to rα−mj . By disjointness of the balls B(xkj ,2rj ), we have
‖T ‖(B(xkj , rj ))mωmNjrmj mωmrαj
and it thus follows that
‖T ‖(B(x, r)) Crα
for every r > 0 and x ∈Rn. Next, let Mj be the largest integer smaller than or equal to j−2r−αj . Then
M(T )mωm
∞∑
j=1
Mjr
α
j mωm
∞∑
j=1
j−2 < ∞.
We now show that (4.18) holds. Notice that, if R ∈ Im+1(Rn) is such that ∂R = Fj,k# T0 for some j and k, then
‖R‖(B(xkj ,2rj )) Crm+1j .
If follows that, if S ∈ Im+1(Rn) is such that ∂S = T , and if g is deﬁned as
g(x) =
∞∑
j=1
M−1j N
−1
j r
−m−1
j
Mj∑
k=1
1B(xkj ,2rj )(x),
then ∫
Rn
g d‖S‖ = ∞. (4.19)
On the other hand,
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∫
Rn
g(x)p dx  C
∞∑
j=1
M
1−p
j N
−p
j r
n−p(m+1)
j = C
∞∑
j=1
j−2(1−p)rn−p−αj .
Since rj = 2−j and p < n − α, the series converges. So g is p-integrable. Since g is a test function for the capacity
for every  > 0 by (4.19), we conclude that (4.18) holds. 
Remark 4.20. If m = α = n − 1, then Proposition 4.18 holds with p = 1 by Proposition 4.17. On the other hand, if
m = α  n− 2, then the proposition does not hold with p = n−m, see Example 4.4. For other values of α, we do not
know if Proposition 4.18 holds with the borderline exponent p = n− α.
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