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Introduction
In prognostics the current system condition is projected in time by a predictive model [1] [2] . Since the prediction of the Remaining Useful Life (RUL) of degrading equipment is performed in the absence of future measurements concerning equipment degradation and operational conditions, the prognostic task is necessarily affected by large uncertainty. In this work, the sources of uncertainty affecting the RUL prediction are classified in three categories:
A. Randomness in the future degradation of the equipment. This intrinsic uncertainty in the degradation process has several causes such as the unknown future load profile, and operation and environmental conditions. B. Modeling error, i.e., inaccuracy of the prognostic model used to perform the prediction. In model-based prognostic approaches, this source of uncertainty takes into account the assumptions and simplifications made on the form and structure of the model, and the uncertainty on the model parameters. In datadriven approaches, it relates to the incomplete coverage of the data set used to train the empirical model.
C. Uncertainty in current and past equipment degradation data, which are used by the prognostic model to elaborate the RUL prediction. These data are usually acquired by sensors with some measurement noise or derived from diagnostic systems assessing the equipment health state with some degree of uncertainty.
Other possible sources of uncertainty, which are not considered in this work, are the imperfect knowledge of the value of degradation beyond which the equipment can no longer perform its functions (failure threshold), or the time at which the degradation process starts (degradation initiation). Furthermore, in this work we assume that the equipment degradation is caused by a single degradation mechanism, not considering the uncertainty on the degradation caused by the onset of other, possibly competing, mechanisms [3] .
The challenge of managing uncertainties associated with prognostics has been recently addressed in [1] [2] [4] [5] . Uncertainty management in prognostics entails to identify, classify and analyze uncertainty sources with the aim of associating to the RUL predictions provided by a prognostic model an estimate of its uncertainty [4] [5] [6] [7] , i.e., a measure of the expected degree of mismatch between the real and predicted equipment failure time. This information, provided in the form of a probability distribution of the equipment RUL, can be used by the decision maker to confidently plan maintenance actions, according to the desired risk tolerance [2] .
In this context, the objective of the present paper is to contribute to the way of investigating the capabilities of different prognostic approaches to deal with the uncertainty in the RUL prediction. To this aim, the analysis is performed with respect to three previously developed approaches [8] .
A first approach, hereafter named "approach 1", is based on a mathematical model of the degradation process for the RUL prediction [9] , embedded in a filtering method capable of accounting for the stochasticity of the process (source of uncertainty A) and the noise affecting the measurements (source of uncertainty C). Most filtering approaches rely on Bayesian methods and provide the probability distribution of the RUL [10] [11] . The exact Kalman filter has been largely used in case of linear state space models and independent, additive Gaussian measurements and modeling noises, whereas analytical or numerical approximations of the exact solution (such as the Extended Kalman filter, the Gaussian-sum filters or the approximate grid-based filters [12] ) have been applied in cases where the dynamics of degradation is nonlinear and/or the associated noises are non-Gaussian [13] . Numerical approximations based on the Monte Carlo sampling technique have gained popularity for their flexibility and ease of design [14] [15] [16] [17] . Among them, Particle Filtering (PF) is often considered a state-of-the-art technology in the prognostic field and used as a term of comparison for newer approaches. The model-based particle filter approach here considered was firstly applied to state estimation for diagnostics [18] [19] and then applied to prognostics [20] [21] . According to the particle filtering scheme proposed in [20] , the RUL distribution prediction is performed by considering the stochastic model of the degradation process and the on-line observations of the equipment degradation.
In [22] , this particle filtering-based prognostic approach is discussed with respect to the design of a predictive maintenance strategy, whose advantages are then compared with those of other maintenance strategies.
We consider also two data-driven approaches [23] , based on statistical models that 'learn' trends from historical data. In particular, we consider bootstrap ensemble approaches [24] [25] , which are based on the aggregation of multiple model outcomes and have gained interest due to their ability of estimating the uncertainty in the predictions. These approaches allow estimating the model uncertainty (source of uncertainty B) by considering the variability in the predictions of the diverse models of the ensemble [24] .
On the other hand, the estimate of the uncertainty due to the stochasticity of the degradation process (source A) and the input noise (source C), requires to investigate the relation between the input and the error of the prognostic model based on its performance on a validation dataset. In what we will refer to as "approach 2", a bootstrap ensemble model is built to estimate the equipment RUL based on sequences of observations of evolution to failure of a set of similar equipments operating under similar conditions; in what we will refer to as "approach 3", a bootstrap ensemble model is built based on a sequence of degradation observations only of the equipment whose RUL we want to predict. Although approaches 2 and 3 are both based on the development of an ensemble of bootstrap models, they differ for the type of model used. Whereas in approach 2 we can directly model the RUL as a function of the observed parameters, in approach 3 we have to model the degradation evolution as a function of time, since direct RUL observations are not available.
The three approaches are investigated with reference to the creep growth process in the turbine blades of a Gas Turbine Modular Helium nuclear Reactor (GT-MHR) [26] [27] . The data used in this case study have been numerically simulated using a traditional model of the creep growth. Artificial data have been used in order to allow testing the three approaches on a large number of different blade degradation trajectories and thus evaluate their capability of correctly estimating the uncertainty on the provided RUL prediction.
The remainder of the paper is organized as follows: Section 2 presents the terminology used in the paper and the problem setting; in Section 3, the decomposition of the prediction error variance into three terms corresponding to the randomness in the future degradation of the equipment, the modeling error, and the uncertainty in current and past equipment degradation measures is reported; in Section 4, the three considered prognostic approaches are described; in Section 5, the problem of blade creeping in high temperature turbines is illustrated and the capability of uncertainty management of the three prognostic approaches are discussed; finally, in Section 6 some conclusions are drawn and potential future work suggested.
Terminology and problem setting
In this work, we assume that the equipment is subject to a single degradation mechanism described as a random process; we do not consider the effects that other competing degradation mechanisms can have on the equipment degradation. Also, we assume that degradation cannot exceed a maximum acceptable level, hereafter referred to as "failure threshold", d th , which is fixed and identical among similar equipment. Notice that in prognostics the failure threshold does not necessarily indicate complete failure of the system, but, for safety margins, it is often set at a conservative value of the degradation limit beyond which the risk of complete failure exceeds tolerance limits or the performance of the system does not fulfill the requirements [28] . Since the failure threshold is usually derived from expert knowledge or from experimental measurements of the equipment degradation at failure, its estimate is typically affected by uncertainty which contributes to increase the RUL prediction error variance. Methods to deal with the uncertainty on the failure threshold have been proposed in [29] [30] , and, for this reason, this aspect is not considered in the present work.
We indicate by d i the equipment degradation level at time t i and we assume that its direct measure is not available, but some physical observations z i related to it are obtained. We indicate by z 1:i =(z 1 , z 2 • the expected value of RUL i
• the variance of the prediction error as a measure of the accuracy with which the estimated expected value predicts the actual RUL value.
With respect to the estimate of the expected value of RUL i , it will be indicated by rûl i and considered as our RUL prediction. The prognostic model which generates at time t i the estimate rûl i of RUL i on the basis of the observations z i will be referred to as f, i.e. rûl i =f (z i 
Prediction error variance
According to [24] , the prediction error variance 2ˆi 
z in eqs. (2) and (3), respectively, are zero.
Modeling approaches for RUL prediction
This Section illustrates briefly the three modeling approaches considered for RUL prediction.
Approach 1: Particle Filtering
In approach 1, a Monte Carlo-based filtering technique, called particle filtering [10, 12] z is obtained by a recursive computational procedure divided into successive prediction and update stages [12] . In the prediction stage, supposing that the probability distribution function (pdf) ) | Pr( The sampling importance resampling (SIR) algorithm is used to avoid the degeneracy problem of the particle filtering algorithm, which consists in having all but one of the importance weights close to zero after several weight updates [12] . This algorithm requires sampling, after one or more updates of the particle weights, a new set of particles from the old one with probability for a particle to be sampled proportional to its weight (see pseudo-code in Figure 2 ). New degradation trajectories have to be sampled starting from the degradation state p i d of each particle resampled at the observation time i t and new values of the particles duration of life p L are recorded. For more details the interested reader may refer to the specialized literature (e.g., [10, 12] ). Notice that by this approach the distribution ) | Pr(
of the equipment RUL at time t i , given that the equipment has degradation d i at that time. However, in the Bayesian framework, this is the maximum information we can have on RUL i .
As for the uncertainty in the RUL prediction, in this approach the randomness of the degradation process (source of uncertainty A) is described by the model, whereas the observation equation accounts for the observation noise (source of uncertainty C). Thus, these two causes of uncertainty are accounted for in the RUL prediction through the procedure of particle sampling and weights updating, respectively. On the contrary, the contribution of model uncertainty to the RUL prediction uncertainty is not directly considered (source of uncertainty B), since it is assumed that the degradation dynamics model and the observation equation are exactly known. The effects of this uncertainty on the RUL prediction will be further discussed in Section 4.3.1. Notice, however, that if the uncertainty on the model parameters can be quantified and a probability distribution assigned to the value of the uncertain model parameter, the PF approach can be adjusted to handle also this source of uncertainty [34] . σ can be rewritten as follows [24, 36] :
Approach 2: bootstrapped ensemble of empirical models trained on sequences of degradation observations and life time data
An estimate of the model error variance, 2 B σ , is then obtained from an ensemble of models
z , the models of the ensemble generate H different predictions
; their variance is assumed as the estimate ) ( With respect to the estimate of the remaining part of the RUL prediction variance, which is caused by the randomness of the degradation process and the observation noise (sources of uncertainty A and C ), i.e. 
The set of input/output pairs obtained by associating to the observations • Compute the point estimate of the RUL:
• Compute the RUL prediction uncertainty as follows:
accounts for all three sources of uncertainty listed in Section 1.
However, the degradation measurements depend on the entire past trajectory of degradation, which means that training and validation data taken from the same trajectory are not independent, causing an underestimation of the variance. Empirical modeling of the degradation process can be achieved by fitting the most suited degradation model, e.g., linear and non-linear regression models, general degradation path models, etc. [39] to the available data. 
The prediction 
to be used for estimating the prediction error.
An ensemble of models 
As for approach 2, all three sources of uncertainty listed in Section 1 are taken into account in the estimate 2ˆi l u r σ .
Numerical application
The three different approaches presented in Section 4 are verified with respect to the RUL prediction of a simulated turbine blade undergoing degradation. The application focuses on the turbine of a generation IV high temperature gas reactor, which is characterized by rather extreme turbine operational conditions such as working temperatures exceeding 900°C. The predominant damage mechanisms affecting turbines operating at such elevated temperatures include creep deformation, corrosion and fatigue [40] . The interaction of these and other mechanisms generates a degradation process that leads to crack initiation which rapidly leads to failure due to the quick accumulation of stress cycles caused by the high rotational speed. Notice that a turbine undergoing this degradation process can experience the loss of its blades, one of the most feared failure modes of turbomachinery since it is accompanied by abrupt changes in the power conversion equipment and in the reactor flow conditions [41] . Figure 3 shows an example of high-pressure turbine deblading occurred in a German power plant [42] . Also, fracture in rotary machines can result in turbine missiles, i.e., irregularly shaped projectiles travelling at high velocities which can impact on barriers in nuclear power plants causing severe damages to the facilities, and threatening public safety [43] . This and the high cost of turbine blade replacement are strong reasons for performing prognostics on creeping turbine blades. term trends in BTP can be measured and its future application to monitoring deformation is anticipated. In [44] , the possibility of using BTP in blade failure risk analysis and diagnosis is analyzed and a blade prognostic approach based on BTP linear regression is a general framework for PHM of turbine blades is proposed, considering blade tip other damage indicators such as vibrations, blade angular position, etc. advancements in blade tip clearance sensing technology, a sufficient amount of data for training and validation of prognostic models can be expected to be available in the notice that the amount of real data necessary to validate the prognostic approaches deve e-out cross-validation procedure [52] .
Degradation model
Modeling the degradation of a turbine blade is a hard task, especially if one needs to take into account all mechanisms involved and their interactions. For the purpose of this work, we limit ourselves to considering the accumulation of creep damage. Creep is an irreversible deformation process affecting materials exposed to a load below their elastic limit for a protracted length of time and at high temperatures. In the high pressure turbine first stage, blades creep is a major problem due to the high operational temperatures, and is often the life-limiting process [53] . Blade elongation, ε, is taken as a measure of the blade creep strain.
In this work, the creep evolution is modeled using the Norton Law discretized with a step = ∆t 5 days, assuming that the dependence from the temperature follows the Arrhenius law [27, 54] :
where j ε is the creep strain at time j t , Q is the activation energy, A and n are material inherent characteristics varying from one blade to another, K is a constant relating the load to the rotational speed Turbine Modular Helium Reactor (GT-MHR) developed by an international consortium, with a targeted 286MWe generation per module [26] ; the material inherent characteristics A and n are taken assuming that the blade is made of Ni-base cast Superalloy 713LC [26] . The distributions used for the parameters are reported in Table II . Eq. (15) represents a stochastic process whose unknowable future evolution (cause A, Section 1) produces an irreducible uncertainty in the RUL prediction. Parameters A and n instead represent an uncertainty in the model (source B, Section 1). In fact, to a specific blade correspond fixed parameters A and n but their exact values are not known in practice; to include this source of uncertainty in the model, we assume to know with a certain precision the range of values of these parameters and associate to them a probability distribution (Table II) .
For simplicity, it is assumed that it is possible to directly measure at inspection time t j the value of the creep strain ε j . Thus, the observation equation is:
where j υ is a white Gaussian measurement noise with standard deviation σ υ =0.02. Then, the likelihood ) | Pr( The failure threshold for creep strain th ε is set equal to the value of 1.5%.
Given the unavailability of real experimental data, a sequence of creep strain measurements i and δφ j from the relative distributions (Table II) In order to verify the performance of the prognostic approaches, the simulation of the test trajectory has been conducted until the time L at which the creep strain reaches the failure threshold. The difference between L and the time t i at which the prognosis is performed is the RUL of the turbine blade; it will be referred to as "true RUL", and represented by the notation i rul .
Also, a number S=13 of historical creep growth trajectories of similar blades have been simulated using eq.
(15). To induce variability in the behavior of the similar blades the values of the characteristic parameters A
and n from one blade to another have been sampled from normal distributions (Table II) 
Results
During the life of the turbine blade, at every time i t , the set of observations i : 1 z is assumed to be available;
the objective of the analysis is to predict at time i t , i=1,…,87, the RUL distribution for the test trajectory.
Three situations have been artificially constructed for the turbine blade case study described in the previous Section 4.1, corresponding to the three prognostic approaches of Section 3.
In the PF approach 1, the model of eq. (15) The prediction intervals provided by approach 3 are characterized by large oscillations and low accuracy, especially at the beginning of the trajectory, i.e., when few training data are available. Furthermore, the RUL prediction itself is noisy. This effect can be reduced by properly filtering the predictions. To this purpose, since the time evolution of the RUL is a linear process (
), and assuming a Gaussian noise of the prediction, Kalman filtering can be applied [27] . 
RUL distribution and prediction interval
The objective of this Section is to determine whether the estimates of the prediction intervals provided by the three approaches properly describe the uncertainty in the RUL predictions. In practice, we want to know whether the estimates 2ˆi 
Prediction interval provided by the PF approach 1
The specific blade undergoing the creep degradation process is characterized by fixed values of the parameters A and n in eq. (15) , which in general are not known. In this Section, in order to evaluate the PF performance in the estimate of the prediction uncertainty, the approach is firstly applied assuming to know the exact value of these parameters. In Figure 7 , the distribution ) | Pr( The more realistic case where the exact values of parameters A and n are not known has then been considered. In this case, uncertainty in the prognostic model (source of uncertainty B) is introduced. The particle filtering approach 1 handles it by generating particles characterized by different values of A and n randomly sampled from the distributions of Table II . In Figure 8 , the true RUL distribution ) | Pr( (15)), the observation equation (eq. (6)) and the A and n parameters distributions (Table II ). 
Prediction interval provided by approach 2
In order to estimate the real uncertainty affecting the RUL prediction of an ensemble of models, it is necessary to add the real model uncertainty 2 
The continuous line in Figure 10 The dotted lines in Figure 9 represent the estimates of these quantities provided by the bootstrap ensemble. Differently from approach 1, the ensemble approach 2 is not able to learn the true values of A and n of the current test trajectory. Furthermore, this limitation of the model is not properly described by the prediction interval provided by the ensemble.
The reason for which the proposed bootstrap approach 2 is not able to correctly model the evolution of the error made by the model for a specific test trajectory is that the assumption that the predictive model
is an unbiased estimator of the RUL expected value Figure 15 shows the analogous results of Figure 9 
Prediction interval provided by approach 3

Conclusions
Three prognostic approaches have been investigated, particularly with respect to the treatment of the uncertainty in the predicted equipment RUL. Quantitative considerations have been made with regards to a simulated case study concerning the creep growth process in a high temperature turbine blade. The results show that the particle filtering approach provides a good approximation of the exact distribution of the equipment RUL in the case in which an accurate model reproducing the equipment degradation process is available. A limit of particle filtering is particle impoverishment, which relates to the failure of maintaining the diversity of particles and is caused by the resampling approach adopted to avoid particle degeneracy.
Particle impoverishment implies the impossibility of the particles to correctly represent all possible evolutions of the degradation process, which include, for example, changes in time due to the variation of operating conditions. In this context, different resampling methods, such as the one proposed in [55] , which samples particle considering not only the particle weight but also their spatial distribution (state values), can be considered.
When using model-based approaches, imprecision of the model in the reproduction of the degradation process due to simplifications, incorrect model structure or assumptions on the equipment specific geometries or material properties, etc. can be amplified over time, causing unreliable estimates of the RUL distribution. Using particle filtering, it is possible to include model parameters in the state vector and, thus, perform model adaptation in conjunction with state tracking. In any case, it is very difficult for a physicsbased model to account for all aspects of a degradation process; for example, it is common to neglect some of the interactions between different degradation mechanisms or the possible existence of self-healing mechanisms which can reverse the degradation process and are likely to increase the uncertainty of the future degradation evolution. All these non-modeled phenomena can be accounted for by adding further noise to the process model which will result in a larger confidence interval associated to the RUL estimate. Further research is needed to quantify the impact of modeling errors on the final prediction of model-based approaches.
In the bootstrap approaches 2 and 3 considered, it has been shown that a reliable prediction of the equipment RUL with a correct quantification of its uncertainty can be obtained. With respect to the ensemble of bootstrapped models trained with historical sequences of observations in approach 2, the main limitation is that it is not able to learn the peculiar characteristics of the equipment of interest but it tends to reproduce an 'average' behavior. To overtake this problem, a different modeling approach could be used, such as that based on the idea of fuzzy similarity [56] , or a procedure for updating the ensemble with the information conveyed by new observations [27] .
The application of the bootstrap ensemble in the time series scheme of approach 3, in which only direct measurements of the degradation experienced by the equipment of interest are available, has shown the importance of injecting diversity into the bootstrapped models by using independent training data, in order to correctly quantify the modeling error. The case study considered is characterized by a linear degradation process, so that independent training data can be obtained by considering the creep strain increments between consecutive measurements; on the contrary, this would not be feasible for non-linear degradation processes. Furthermore, in this case of very little information available, the bootstrap method requires building an empirical model for the RUL variance estimate which is then used outside the region covered by the training data. Although good extrapolations have been obtained in the linear creep growth case study, the feasibility of the approach on more complex models should be verified.
Contrarily to physics-based models, we expect that data-driven methods can automatically learn from data the effects on the equipment RUL of phenomena influencing the degradation process, such as self-healing and interactions between different degradation mechanisms. The capability of data-driven methods of providing correct estimates of the RUL and its uncertain distribution depends on the availability in the training set of examples of the phenomena that we want to represent.
In this work, the problem of detecting the initiation of a degradation process, which is usually achieved by using properly developed diagnostic systems, has not been addressed. Although none of the approaches presented in this work requires knowing the exact time at which degradation has initiated, late detection of an ongoing degradation process will reduce the number of degradation measures available for prognostics;
this is expected to reduce the RUL prediction accuracy and increase its uncertainty especially in approaches 1 and 3 which, contrarily to approach 2, generate their RUL prediction on the basis of past degradation measurements. .
Since only artificial data have been used in the case study considered in this work, conclusions about the successful application of these approaches in the field cannot be directly drawn. The analyses performed have shown the potential of these methods in performing RUL prediction with adequate management of its uncertainty; in this sense, they hold promises for future research aimed at confirming this potential in the application to real data. 
