Graph or network data is ubiquitous in the real world, including social networks, information networks, traffic networks, biological networks and various technical networks. The non-Euclidean nature of graph data poses the challenge for modeling and analyzing graph data. Recently, Graph Neural Network (GNN) is proposed as a general and powerful framework to handle tasks on graph data, e.g., node embedding, link prediction and node classification. As a representative implementation of GNNs, Graph Attention Networks (GAT) is successfully applied in a variety of tasks on real datasets. However, GAT is designed to networks with only positive links and fails to handle signed networks which contain both positive and negative links. In this paper, we propose Signed Graph Attention Networks (SiGAT), generalizing GAT to signed networks. SiGAT incorporates graph motifs into GAT to capture two well-known theories in signed network research, i.e., balance theory and status theory. In SiGAT, motifs offer us the flexible structural pattern to aggregate and propagate messages on the signed network to generate node embeddings. We evaluate the proposed SiGAT method by applying it to the signed link prediction task. Experimental results on three real datasets demonstrate that SiGAT outperforms feature-based method, network embedding method and state-of-the-art GNN-based methods like signed graph convolutional networks (SGCN).
Introduction
Graph Neural Networks (GNNs) have been receiving more and more research attentions, achieving good results in many machine learning tasks e.g., semisupervised node classification [11] , network embedding [12] and link prediction. GNNs introduce neural networks into graph data by defining convolution [11] , attention [22] and other mechanisms. However, previous GNNs methods mainly focus on undirected and unsigned networks (i.e., networks consisting of only positive edges). How to apply GNNs to signed, directed, weighted and other complex networks is an important research direction.
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With the growing popularity of online social media, many interactions are generated by people on the Web. Most of these interactions are positive relationships, such as friendship, following, support and approval. Meanwhile, there are also some negative links that indicate disapproval, disagreement or distrust. Some recent researches about signed social networks suggest that negative links bring more valuable information over positive links in various tasks [14] . In the early years, the methods for modeling signed networks were mainly based on feature extraction [14] , matrix factorization [8] and network embedding [10, 23] . They have achieved good performances in tasks such as signed link prediction and node classification. The core of modeling signed network is two important sociological theories, i.e., balance theory and status theory. Derr et al. [2] proposed a signed graph convolution networks (SGCN) method to model signed network. It utilizes balance theory to aggregate and propagate the information. However, it only applies to the undirected signed networks.
In this paper, we try to model the directed signed network into graph attention network (GAT). To the best of our knowledge, it's the first time to introduce GAT to directed signed networks. Attention mechanism can characterize the different effects of different nodes on the target node, e.g., A is is more kind to me than B.
The main contributions of this paper are as follows:
-We analyze the key elements of the signed link prediction problem. Triads motifs are used to describe two important sociological theories, i.e., balance theory and status theory. -We introduce the GAT to model the signed network and design a new motifbased GNN model for signed networks named SiGAT. -We conduct experiments on some real signed social network data sets to demonstrate the effectiveness of our proposed framework SiGAT.
The rest of paper is organized as follows. In section 2, we review some related work. We propose our model SiGAT in section 3, which consists of introducing related social theory, incorporating these theories into motifs and finally presenting our Signed Graph Attention Network (SiGAT). In section 4, experiments are performed to empirically evaluate the effectiveness of our framework for learning node embedding. We discuss the results of some signed network embedding and SGCN, analyze the impact of hyper-parameters in our model. Finally, we conclude and discuss future work in section 5.
Related work

Signed Network Embedding
Signed social networks are such social networks in which social ties can have two signs: positive and negative [15] . To mine signed networks, many algorithms have been developed for tasks such as community detection, node classification, link prediction and spectral graph analysis. In particular, [15] proposed a feature engineering-based methods to do the signed link prediction tasks. Recently, with the development of network representation learning [5, 17, 20] , researchers begin to learn low-dimensional vector representations for a social network. For signed network embedding methods, SNE [25] adopts the log-bilinear model and incorporates two signed-type vectors to capture the positive or negative relationship of each edge along the path. SiNE [23] designs a new objective function guided by social theories to learn signed network embedding, it proposed to add a virtual node to enhance the training process. SIDE [10] provides a linearly scalable method that leverages balance theory along with random walks to obtain the low-dimensional vector for the directed signed network. SIGNet [9] combines balance theory with a specialized random and new sampling techniques in directed signed networks. These methods are devoted to defining an objective function that incorporates sociological theory and then using some machine learning techniques e.g., sampling and random walks to optimize look-up embedding.
Graph Neural Networks
GNNs have achieved a lot of success in the semi-supervised node classification task [11] , graph classification [4] and other graph analysis problems. The concept of graph neural network (GNN) was first proposed in [18] , which extended neural networks for processing the data represented in graph domains. Recently, researchers tried to apply convolution [11] , attention [22] , auto-encoder [12] and other mechanisms into graphs.
GCN in [11] is designed with the focus to learning representation at the node level in the semi-supervised node classification task. GraphSAGE [6] extends it to the large inductive graphs. GAE [12] firstly integrates GCN into a graph auto-encoder framework. This approach is aimed at representing network vertices into a low-dimensional vector space by using neural network architectures in unsupervised learning tasks. GAT [22] applies attention mechanisms to GNNs. Compared to the convolution, the attention mechanism can describe the influence of different nodes on the target node. On the semi-supervised task of the node, it shows better results than GCN. SGCN [1] introduced GNNs to a signed network for the first time. It designed a new information aggregation and propagation mechanism for the undirected signed network according to the balance theory. However, the majority of current GNNs tackle with static homogeneous graphs [24] , how to apply GNNs into other complex networks(e.g., directed signed networks) is still a challenge.
Methods
Signed Network Theory
Balance theory and status theory play an important role in analyzing and modeling signed networks. These theories can enable us to characterize the differences between the observed and predicted configurations of positive and negative links in online social networks [14] . Balance Theory Balance theory originated in social psychology in the mid-20th-century [7] . It was initially intended as a model for undirected signed networks. All signed triads with an even number of negative edges are defined as balanced. In other words, for the four triangles in Fig.1(a) , the triangles which all three of these users are friends or only one pair of them are friends are defined as balanced i.e., the first two triads are balanced. Balance theory suggests that people in a social network tend to form into a balanced network structure. It can be described as "the friend of my friend is my friend" and "the enemy of my enemy is my friend". This theory has a wide range of applications in the field of sociology. [14] found that balance theory has widely existed in social networks. It was proven that if a connected network is balanced, it can be split into two opposing groups and vice versa [3] .
Status Theory Status theory is another key social psychological theory for signed network. It is based on directed signed networks. It supposes directed relationship labeled by a positive sign "+" or negative sign "-" means target node has a higher or lower status than source node [21] . For example, a positive link from A to B, it does not only mean B is my friend" but also "I think B has a higher status than I do.". For the triangles in Fig.1(b) , the first two triangles satisfy the status ordering and the latter two do not satisfy it. For the first triangle, when Status(j) > Status(i) and Status(k) > Status(j), we have Status(k) > Status(i). Based on status theory, it can be found that "opinion leaders" have higher social status (manager or advisor) than ordinary users [21] . Based on the analysis of the above two theories on social network datasets, [14] extracts a total of 23 features of two given nodes u and v and then uses logistic regression to train and infer the positive and negative of edges. Experiments show that these features can help to achieve good results in machine learning tasks. These two theories can be described in triangles. These directed edges, signed edges and triangles can all be defined as motifs of a network [16] . In signed social networks, nodes not only spread the message/information/influence by just directed positive or negative relationship but also triad motifs.
Signed Motifs
Since positive neighbors and negative neighbors should have different effects on the target node, they should obviously be treated separately. Furthermore, for directed signed networks, the direction also contains some knowledge, e.g., status theory. Regard as previous discussions about social-psychological theories, we think that triads also have different effects. As we said, these different effects can be described by different motifs. Therefore, we propose a unified framework to effectively model signed directed networks based on motifs. In our framework, we define positive/negative neighbors (2 motifs), positive /negative with direction neighbors (4 motifs) and 32 different triangle motifs in Fig.2 . We first extract these motifs and then apply them to our model. The method of effectively extracting these motifs can be found in [19] .
Signed Graph Attention Networks
GAT [22] introduces attention mechanism into the graph. It uses a weight matrix to characterize the different effects of different nodes on the target node. GAT firstly computes the α ij for node i and node j by the attention mechanism a and LeakyReLU nonlinearity (with negative input slope α = 0.2) as:
where · T represents transposition and is the concatenation operation, N i are the neighborhoods of node i, W is the weight matrix parameter, h i is the node feature of node i. After computing the normalized attention coefficients, a linear combination of the features is used and served to the final output features for every node:
Based on previous discussions, we proposed our SiGAT model in Fig.3 . For a node u, in different motifs, we get different neighborhoods. For example, in v → + u motifs definition, the gray color nodes v are the neighborhoods, we use GAT to describe the influence from these neighborhoods. After aggregating the Fig. 3 . For a signed network, the target u is the orange node. Red/Green links mean positive/negative links, the arrows indicate the directions. We define different motifs and obtain the corresponding neighborhoods in them. Under a motif definition, the gray color nodes are the neighborhoods, we use GAT to describe the influences from these neighborhoods. After aggregating the information from different motifs, we use these Xm i (u) and X(u) to get the representation Zu.
information from different motifs, we concatenate these X mi (u) and X(u) to a two-layer fully connected neural network to generate the representation Z u for node u, m i is the i-th motif. We also take the scalability into considerations and propose a mini-batch algorithm like GraphSAGE [6] .
The details are described in Algorithm 1. First, for each node u, we initialize embeddings X(u) as features. We extracted new graphs under different motif definitions using the motif graph extract function F mi , based on motif list which is given before. In other word, for each target node u, we get its neighbor nodes N mi (u) under motif m i definition. Then, for every motif m i , we use a GAT model GAT-AGGREGATOR mi with the parameter W mi , a mi as follows to get the message X mi (u) in this motif:
Finally, we concatenate all the messages from different motifs with X(u) to a two-layer fully connected neural network to obtain the final embedding Z u for the target node u. Here, W 1 , W 2 , b 1 , b 2 are the parameters for the 2-layer neural network.
After computing the loss, we propagate the gradient back and update the parameters. In our models, we define an unsupervised loss function in Eq.5 which B ← V (batch−1)×B+1:batch×B 7:
for u ∈ B do 8:
for mi ∈ M do 9:
Xm i (u) ← GAT-AGGREGATORm i ({Xv, ∀v ∈ Nm i (v)}) 10:
end for 11:
X (u) ← CONCAT(X(u), Xm 1 (u), ..., Xm |M| (u)) 12:
Zu ← W2 · Tanh(W1 · X (u) + b1) + b2 13:
end for 14:
end for 15: end for 16: return Zu reflects friend embeddings are similar, and the enemy embeddings are dissimilar.
where σ is the sigmoid function, N (u) + is the set of positive neighborhoods of node u, N (u) − is the set of negative neighborhoods of node u and Q is the balanced parameter for the unbalanced positive and negative neighborhoods.
Experiments
Link Sign Prediction and Dataset Description
Link sign prediction is the task of predicting unobserved signs of existing edges in the test dataset given train dataset. It's the most fundamental signed network analysis task [14] .
We do experiments on three real-world signed social network datasets. e.g., Bitcoin-Alpha 3 , Slashdot 4 and Epinions 5 .
Bitcoin-Alpha [13] is from a website where users can trade with Bitcoins. Because the Bitcoin accounts are anonymous, the users need to build online trust networks for their safety. Members of Bitcoin-Alpha rate other members in a scale of -10 (total distrust) to +10 (total trust) in steps of 1, which can help to prevent transactions with fraudulent and risky users. In this paper, we treat the scores greater than 0 as positive and others as negative. Slashdot [15] is a technology-related news website where users are allowed to tag each other as friends or foes. In other words, it is a common signed social network with friends and enemies labels. Epinions [15] was a product review site. Members of the site can indicate their trust or distrust of the reviews of others. The network reflects people's opinions to others. In these networks, the edges are inherently directed [15] .
The statistics of three datasets are summarized in Table 1 . We can see that positive and negative links are imbalanced in these datasets. 
Baselines
To validate the effectiveness of SiGAT, we compare it with some state-of-the-art baselines and one simple version SiGAT +/− . The baselines are as follows:
-Random: It generates d dimensional random values, Z j = (z 1 , z 2 , ..., z d ), z i ∈ [0.0, 1.0). It can be used to show the logistic regression's ability in this task. -Unsigned network embedding: We use some classical unsigned network embedding methods (e.g., DeepWalk [17] , Node2vec [5] , LINE [20] ) to validate the importance of signed edges. -Signed network embedding: We use some signed network embedding methods(e.g., SIDE [10] , SiNE [23] , SIGNet [9] ) to show the effectiveness of modeling signed edges. -SGCN [2]: It makes a dedicated and principled effort that utilizes balance theory to correctly aggregate and propagate the information across layers of a signed GCN model. It is the latest attempt to introduce GNNs to signed networks. -FeExtra [14] : This method extracts two parts, a total of 23 features from the signed social network. -SiGAT +/− : We made some simplifications, considering only the positive and negative neighbors, the model can verify if the attention mechanism works.
For a fair comparison, the embedding dimension d of all methods is set to 20 which is closed to FeExtra [14] . We use the authors released code for DeepWalk, Node2vec, LINE, SIDE, SiNE and SIGNet. For SGCN, we use the code from github 6 . We follow the authors recommended settings in Slashdot and Epinions and try to fine-tune parameters to achieve the best results in Bitcoin-Alpha. Like previous works [2, 10, 23] , we first use these methods to get node representations. For edge e ij , we concatenate these two learned representation z i and z j to compose an edge representation z ij . After that, we train a logistic regression classifier on the training set and use it to predict the edge sign in the test set. We perform 5-fold cross-validation experiments to get the average scores as the same as [10] . Each training set is used to train both embedding vectors and logistic regression model. Our models 7 were implemented by PyTorch with the Adam optimizer (Learning Rate = 0.0005, Weight Decay = 0.0001, Batch Size = 500). The epoch was selected from {10, 20, 50, 100} by 5-fold cross-validation on the training folds. We report the average Accuracy, F1, macro-F1 and AUC in Table 2 . We have bolded the highest value of each row. From Table 2 , we can find that:
Results
-For signed networks, itself is the positive and negative imbalance. Given random embedding, logistic regression can learn a part of the linear features to a certain extent. -After using unsigned network embedding methods, all metrics have been increased. Node2Vec has made an obvious improvement, and DeepWalk and LINE have different performances on different datasets. -SiNE, SIDE, and SIGNet are designed for the signed network; the result is significantly higher than other unsigned network embedding methods. These algorithms modeled some related sociological theories and had achieved good results for signed network analysis. SIGNet showed more stable and better results in our experiments. Besides, The performance of SIDE is not as good as that in [10] . This can be due to the different pre-processing processes and low dimension parameter. -Although FeExtra was proposed earlier, it has performed well because of its successful use of relevant sociological theory. However, it should be pointed out that this method relies on feature engineering to extract features manually and models only edge features without node representations. Its generalization ability to other tasks is weak. -SGCN shows a performance close to SiNE as they said in [2] , but it cannot effectively model the signed directed networks because the algorithm did not consider the direction. Its mechanism is the simple average of neighbors' hidden state, which can not describe the influence of different nodes to the target node.
-SiGAT only+/− shows a performance close to or slightly better than SGCN, indicating that the attention mechanism can better model the problem. Compared with the signed graph convolution network method, attention mechanism considers the influence of different nodes on the target node, which is reasonable. -Our SiGAT model achieves almost the best performance on three datasets.
It shows that the relevant theories of sociology have also been successfully modeled by designing different motifs and attention mechanism. In this subsection, we analyze the some hyper-parameters. We randomly select 80% training edges and 20% testing edges. When analyzing epoch, we set d = 20, and record the AUC performance of different epoch generated representations and the total loss value during training. When discussing dimension, we set the corresponding epoch number to 100 (Bitcoin-Alpha), 20 (Slashdot), 10 (Epinions) to discuss the robustness of different dimensions. As shown in Fig.4 , we can see that the value of loss decreases and the value of AUC increases at the earlier epochs and then gradually converges. In different datasets, the best epochs are different. This can be due to the different scales and network structure. Many nodes are updated multiple times quickly due to the mini-batch algorithm. In Fig.4(d) , the performance increases quickly and becomes almost stable with the increasing number of dimension d.
Parameter Analysis
In conclusion, our model shows relatively robust results on hyper-parameters.
Conclusion
In this paper, we try to introduce GNNs into signed networks. GNNs have recently received widespread attention and achieved great improvements in many tasks. However, most GNNs have been on unsigned networks. We analyzed some key points in signed network analysis and redesigned the GNNs architectures. Based on the basic assumptions of social psychology, we leverage the attention mechanism and different motifs to model the signed network. Experimental results on three real-world signed networks show that our proposed SiGAT outperforms different state-of-the-art signed network embedding methods. Moreover, we analyze the hyper-parameters and show the robustness of our methods. In future work, we will further investigate the performance of SiGAT on more signed network tasks, such as node classification and clustering. Further, we will consider more effective methods to model signed networks.
