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Abstract— There have been continuing thrusts in developing
efficient modeling techniques for circuit simulation. However,
most circuit simulation methods are time-domain solvers. In this
paper we propose a frequency-domain simulation method based
on Laguerre function expansion. The proposed method handles
both linear and nonlinear circuits. The Laguerre method can
invert multidimensional Laplace transform efficiently with a high
accuracy, which is a key step of the proposed method. Besides,
an adaptive mesh refinement (AMR) technique is developed and
its parallel implementation is introduced to speed up the compu-
tation. Numerical examples show that our proposed method can
accurately simulate large circuits while enjoying low computation
complexity.
I. INTRODUCTION
In recent years, numerical inverse Laplace transform has
become recognized as an important tool in many disciplines,
such as computation of probability distributions in stochastic
models, analysis of time-dependent performance of stationary
and non-stationary systems [1], solving multi-time partial
differential equation systems in frequency domain [2, 3] and
weakly nonlinear circuits analysis [4]. However, most existing
work on numerical inverse of Laplace transform handles simple
cases with only up to two dimensions, and their computation
is prohibitively expensive when applied to higher-dimensional
cases [4, 5]. Numerically sound and efficient algorithm to
compute the inverse Laplace transform of higher dimensions
remains to be developed.
On the other hand, there have been continuing thrusts in
developing efficient modeling techniques for simulating the
behaviors of nonlinear analog or radio-frequency (RF) blocks
in modern mixed-signal chips [6]. There are many rou-
tines for simulating nonlinear systems. Time-domain solvers
are preferred for highly nonlinear circuits. However, they
are not suitable for multi-tone problems. Frequency-domain
schemes can handle multi-tone problems [2], however it still re-
quires a multi-dimensional transform inverse process or a time-
consuming association of variables [7]. Therefore an efficient
numerical multidimensional inverse Laplace transform tech-
nique is in great need for simulation of nonlinear circuits in
the frequency domain.
In this paper, we present an effective algorithm for the
fast numerical multidimensional inverse Laplace transform,
as well as its application to weakly nonlinear circuit simula-
tion. Our method is based on Laguerre function expansion.
A fast Fourier transform (FFT)-based extension of the vari-
ant of the Fourier-series method is used to speed up the co-
efficient computation of the multidimensional Laguerre gen-
erating function [1]. An adaptive mesh refinement (AMR)
method is proposed to speed up computing the multidimen-
sional inverse Laplace transform. To further utilize the La-
guerre method in calculating numerical Laplace inverse, espe-
cially that of high dimensions, we propose an effective parallel
implementation based on both quadcore CPU workstation and
the graphic processing unit (GPU) platform, which can further
speed up the computation. The purpose of this paper is to show
that Laguerre-based numerical inverse Laplace transform can
achieve fast speedup even in high dimensions. The method is
applied to simulate two nonlinear circuit examples and accurate
results are obtained to show the effectiveness of our approach.
The main contributions of this paper include: 1) we extend
the existing Laguerre-based 2-dimensional inverse Laplace
transform procedure to an N -dimensional one; 2) a parallel
routine is developed for computing the numerical inverse of
multidimensional Laplace transforms, the method can speed up
the computation by as much as more than 3 times on a quadcore
CPU, and much more on a GPU platform; 3) AMR is used to
achieve further speedup. AMR, when implemented in parallel,
serves as a fast method for computing high-dimensional nume-
rical inverse Laplace transform, where traditional methods are
extremely inefficient if not impossible. The proposed method is
able to rapidly invert high-order Laplace transforms, which in
turn provides an efficient way to simulate large scale nonlinear
circuits with accurate results.
This paper is organized as follows. Section II extends the
basic FFT-based Laguerre method used in the numerical in-
verse of Laplace transform to N -dimensional inverse. In Sec-
tion III, an AMR technique and a parallel implementation are
proposed to speed up the computation. The results of the par-
allel and non-parallel routines are compared. Then, in Section
IV, the proposed method is applied to solve a simple weakly
nonlinear circuit and a large scale nonlinear circuit. Section V
concludes our work.
978-1-4673-0772-7/12/$31.00 ©2012 IEEE
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II. THE LAGUERRE-BASED NUMERICAL
MULTIDIMENSIONAL INVERSE LAPLACE TRANSFORM
A. Background on Numerical Inverse Laplace Transform
The multidimensional Laplace transform of a real function
f(t1, t2, . . . , tn) of n variables ti , i = 1, 2, . . . , n is defined as
F (s1, s2, . . . , sn) =
∞∫
0
∞∫
0
· · ·
∞∫
0
f(t1, t2, · · · , tn)
·e−s1t1−s2t2···−sntndt1dt2 · · · dtn. (1)
The problem of numerical inverse for the Laplace transform
F (s1, s2, . . . , sn) is to determine the approximations for
f(t1, t2, . . . , tn) when the numerical values of the multidimen-
sional function F (s1, s2, . . . , sn) are known.
There have been many algorithms for numerically inverting
Laplace transforms in one and two dimensions. These algo-
rithms include the following approaches: 1) Fourier series ex-
pansion; 2) Laguerre function expansion; 3) Deforming the
Bromwich contour; 4) Combination of Gaver functionals [8].
The Laguerre function expansion has been used in numerical
inverse Laplace transforms for decades, and [9] has shown
that for well-behaved functions, the Laguerre method can be
more efficient than other methods, especially when many func-
tion values are required. Through several improvement such as
a scaling and summation technique [1], the Laguerre method
can also work efficiently for a larger range of functions. Our
work is based on the Laguerre function expansion, which is
briefly introduced below.
B. Laguerre-Series Representation
We extend the 2-dimensional inverse Laplace transform in
[1] to a general N -dimensional case. The numerical inverse of
Laplace transform can be implemented based on the Laguerre-
series representation. A multi-variable function can be repre-
sented as a weighed sum of N -variable Laguerre functions, as
shown below
f(t1, t2, . . . , tN ) =
∞∑
n1=0
∞∑
n2=0
· · ·
∞∑
nN=0
qn1,n2,...,nN
·ln1(t1)ln2(t2) · · · lnN (tN ), (2)
where
lni(t) = e
−t/2Lni(t), t ≥ 0, (3)
Lni(t) =
n∑
k=0
(
n
k
)
(−t)k
k!
, t ≥ 0, (4)
with qn1,n2,...,nN being the Laguerre coefficients, lni(t) the as-
sociated Laguerre functions, Lni(t) the Laguerre polynomials.
The Laguerre functions lni(t) form a set of orthogonal bases
for the Laplace transform.
We show below the relationship between the Laguerre coef-
ficients qn1,n2,...,nN and the Laplace transform.
The Laplace transform of the Laguerre function ln(t) is
lˆn(s) =
∞∫
0
e−stln(t)dt =
2(2s− 1)n
(2s+ 1)
n+1 . (5)
Now perform Laplace transform on both sides of (2), we get
fˆ(s1, s2, · · · , sN ) = 2N
∞∑
n1=0
· · ·
∞∑
nN=0
qn1,...,nN
· (2s1 − 1)
n1
(2s1 + 1)
n1+1
· · · (2sN − 1)
nN
(2sN + 1)
nN+1
. (6)
By using the bilinear transformation
z = T (s) =
2s− 1
2s+ 1
, s = T−1(z) =
1 + z
2(1− z) ,
we obtain
Q(z1, . . . , zN ) =
∞∑
n1=0
· · ·
∞∑
nN=0
qn1,...,nN z
n1
1 · · · znNN
= (1− z1)−1 · · · (1− zN )−1fˆ
(
1 + z1
2(1− z1) , . . . ,
1 + zN
2(1− zN )
)
, (7)
where Q(z1, . . . , zN ) is called the Laguerre generating func-
tion. The Laguerre generating functions can be used to cal-
culate the Lagueree coefficients, and then we can obtain the
numerical values of the original function in (2).
C. Calculating the Laguerre Functions and Laguerre Coeffi-
cients through an FFT-based Method
To get the numerical value of the original function, we first
need to compute the Laguerre functions and Laguerre coeffi-
cients. The Laguerre functions ln(t) can be calculated in a nu-
merically stable recursion way
ln(t) =
(
2n− 1− t
n
)
ln−1(t)−
(
n− 1
n
)
ln−2(t), (8)
starting with l0(t) = e−t/2 and l1(t) = (1− t)e−t/2.
Next, we calculate the Laguerre coefficients. Rewriting
Eq.(3.4) in [10], we can get
qn1,...,nN ≈ q¯n1,...,nN =
1
m1r
n1
1 · · ·mNrnNN
·
m1−1∑
k1=0
· · ·
mN−1∑
kN=0
e−2πik1n1−···−2πikNnN
·Qˆ(r1e2πik1/m1 , · · · , rNe2πikN/mN ), (9)
where mi = 2lini , li is a roundoff error control parameter
and ri is a real number with ri < 1 for i = 1, 2, . . . , N [1, 10].
To reduce the roundoff error one can increase the parameters
li. Typically, li = 1 or 2 is a good choice for accuracy control.
The above choice with mj changing with nj is appropriate if
we need inversion at only a few points. However, in many prac-
tical problems, qn1,n2,...,nN has to be computed for all ni in the
range 0 ≤ ni ≤ Ni − 1, i.e., at a total of N1N2 · · ·NN points,
where Ni have to be a sufficiently large number to guarantee
high numerical accuracy.
In our algorithm, we obtain a better choice of mi indepen-
dent of ni. Specifically, we choose mi = 2liNi for all ni , in
the range 0 ≤ ni ≤ Ni − 1.
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From (9) we can define
an1,...,nN = q¯n1,...,nN r
n1
1 · · · rnNN , (10)
bn1,...,nN = Q(r1e
2πin1/m1 , . . . , rNe
2πinN/mN ), (11)
an1,n2,··· ,nN =
1
m1m2···mN
·
m1−1∑
j1=0
· · ·
mN−1∑
jN=0
e−2πij1n1/m1−···−2πijNnN/mN bj1,j2,...jN .(12)
From (7) and (11) we obtain bn1,...,nN , then the N -
dimensional FFT algorithm can be used to calculate an1,...,n2
from (12). Specifically iterative one-dimensional “decimation
in frequency” algorithms as in [1] are used. After that we can
compute the desired function values f(t1, t2, . . . , tn) from (2).
III. AMR AND PARALLELIZED INVERSE LAPLACE
TRANSFORM
A. A Parallel Routine for Computation
An advantage of the Laguerre method is that it can be im-
plemented in parallel. In the Laguerre-based inverse Laplace
transform computation, we calculate values at each sampling
point independently. Therefore we can make use of this ad-
vantage and compute values at these sampling points simulta-
neously on a multi-core platform. This is an advantage over
other numerical inverse Laplace transform methods such as the
block-pulse method [5] , which cannot be parallelized due to
the inter-correlation among time sampling points.
In this test example, the MATLAB Parallel Computing Tool-
box and AccelerEyes Jacket are used to implement the CPU
and GPU parallel computation. The proposed algorithm may
also be implemented in other languages (such as C++ or
Python).
The parallel flow is tested on a quadcore workstation as
well as GPU with 480 Compute Unified Device Architecture
(CUDA) cores. Example 1 is for calculating the 1D inverse
of Laplace transform function F1(s) = 1s , Example 2 is for
the 2D inverse of F2(s1, s2) = 1s21s2(s2+1) , and Example 3
shows the 3D inverse of F3(s1, s2, s3) = 1s23(s1+1)(s2+2)(s2+3)
. Table I compares the computation times of the three examples
computed with one-core CPU (1CPU), quadcore CPU (4CPU)
and GPU with various numbers of time sampling points (time
steps). Table II shows relative errors in our numerical scheme
compared with that from the analytical solution. The numerical
results show that the parallel routine can perform the numerical
inverse with high accuracy and significant speedup. Computa-
tion based on quadcore CPU can speed up the calculation by up
to 3.4 times, while GPU can provide a speedup of more than ten
times.
B. AMR
Spacing of time grids determines the accuracy and the cost
of the computation. For example, regions with steep gradients
need fine grid spacing. Uniformly fine meshes are computa-
tionally costly. Therefore, adaptive methods are necessary in
such simulation.
AMR [11] can be used to accelerate the computation of the
Laguerre-based inverse Laplace transform. AMR starts with
TABLE I
COMPUTATION TIMES OF 1D, 2D AND 3D EXAMPLES COMPUTED WITH
ONE-CORE CPU (1CPU), QUADCORE CPU (4CPU) AND GPU WITH
VARIOUS NUMBERS OF TIME STEPS
Steps 1CPU 4CPU GPU
1D 10000 0.851 s 0.306 s 0.0501 s
example 50000 4.12 s 1.199 0.0830 s
2D 900 2.03 s 0.631 s 0.139 s
example 6400 11.1 s 3.69 s 0.739s
3D 125 40.6 s 13.4 s 2.61 s
example 1000 332 s 121 s 20.9 s
TABLE II
RELATIVE ERRORS OF 1D, 2D AND 3D EXAMPLES COMPUTED WITH
ONE-CORE CPU (1CPU), QUADCORE CPU (4CPU) AND GPU WITH
VARIOUS NUMBERS OF TIME STEPS
Steps 1CPU error 4CPU error GPU error
1D 10000 7.11e-13% 7.21e-13% 4.79e-13%
example 50000 7.02e-13% 7.01e-13% 4.87e-13%
2D 900 8.61e-11% 8.59e-11% 1.06e-6%
example 6400 7.23e-11% 7.24e-11% 1.10e-6%
3D 125 7.27e-6% 7.25e-6% 7.27e-6%
example 1000 6.10e-6% 5.97e-6% 6.18e-6%
a base coarse time grid. Then, sub-grids are drawn recursively
on the regions with fast changing slopes. Local truncation error
can be used to estimate where should be refined. Taking first-
order approximation, the local truncation error E(h) can be
expressed by the step size h and the computed results at point
x, x+ h and x+ 2h,
E(h) ≈ 1
2h
(−f(x) + 2f(x+ h)− f(x+ 2h)) .
If |E(h)| is larger than a specific threshold value, say, , then
smaller step size h2 is needed in this region and the results at
points x+ h2 and x+
3h
2 are to be calculated. This method can
be recursively applied on the simulation until all the local trun-
cation errors are below the threshold or the maximum number
of iterations is reached.
AMR can be extended to high-dimension grids easily.
Furthermore, AMR of the Laguerre-based inverse Laplace
transform could enjoy higher accuracy than time-domain me-
thods since the error will not be accumulated through the pro-
cess of computing. Unlike other methods, the process of AMR
also can be parallelized since the calculation is independent of
previous results. Numerical example of this technique will be
shown in Section IV.
IV. APPLICATION TO WEAKLY NONLINEAR CIRCUIT
SIMULATION
Example 1
Our proposed parallel computation of multidimensional in-
verse Laplace transform can be applied to simulate nonlinear
circuits. We first consider a simple single-input multi-output
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Fig. 1. A circuit with nonlinear elements.
(SIMO) system as in Fig. 1 to demonstrate how the Lagurre
method can be used to simulate a weakly nonlinear circuit.
Large scale nonlinear circuits can be simulated in a similar way.
This SIMO system consists of resistors, capacitors, and MOS-
FETs with an I − V characteristic i = Qv2, where Q is a
constant.
The circuit can be described by the following state-space for-
mulation
Cv˙ +Gv +Mv ⊗ v = bu, (13)
where v ∈ R3 is the vector of node voltages, u is the input to
the system, b is the input matrix, C ∈ R3×3 is the capacitance
matrix, G ∈ R3×3 and M ∈ R3×9 are the first- and second-
order conductance matrices, respectively. In this circuit,
C =
⎡
⎣ C1 0 00 C2 0
0 0 C3
⎤
⎦ ,
G =
⎡
⎣ G1 0 0−G2 G2 +G3 −G3
0 −G3 G3
⎤
⎦ ,
M =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
M1 +M2 −M2 0
−M2 M2 0
0 0 0
0 M2 −M2
−M3 −M2 −M3 −M3
0 M3 M3
0 0 0
0 M3 M3
0 −M3 −M3
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
T
,
b =
[
1 0 0
]T
.
The input is a current source signal defined by u = i(t) =
I0e
−at whose Laplace transform is I(s) = I0s+a .
According to [12,13], given the input stimulus i(t) , the out-
put voltage response v(t) can be expanded into a Volterra series
v(t) =
∞∑
n=1
∫
· · ·
∫
hn(τ1, . . . , τn)
·i(t− τ1) · · · i(t− τn)dτ1 · · · dτn, (14)
where hn(τ1, τ2, . . . , τn) is the generalized impulse response
of an n-th order system, which is called the n-th order Volterra
kernels. In the frequency domain, by taking multidimensional
Laplace transform we get
Vn(s1, s2, . . . , sn) = Hn(s1, s2, . . . , sn)I(s1) · · · I(sn).
(15)
If the n-th order transfer function Hn(s1, s2, . . . , sn) is
known, the output spectrum Vn(s1, s2, . . . , sn) can be ex-
pressed in terms of the input spectrum I(s1), I(s2), . . . , I(sn).
By inverting Vn(s1, s2, . . . , sn) through our proposed fast mul-
tidimensional inverse Laplace transform approach and by let-
ting t1 = t2 = · · · = tn = t , vn(t) can be obtained for
the given i(t) . Summation of vn(t) at various orders gives
the overall output response v(t). The method is applicable to
any nonlinear systems. However, simulating strongly nonlinear
systems may be inefficient due to the large number of Volterra
terms.
If we consider the first three orders only, which is usually
sufficient for weakly nonlinear analog/RF circuit analysis, us-
ing a harmonic input method [14,15], we can get the first three
order transfer functions
H1(s) = (G+ sC)
−1b,
H2(s1, s2) = −(G+ s¯C)−1MH1(s1)⊗H1(s2),
where s¯ = s1+s2,H1(s1)⊗H1(s2) = 12 (H1(s1)⊗H1(s2)+
H1(s2)⊗H1(s1)) and
H3(s1, s2, s3) = −2(G+ s¯C)−1MH(s1),⊗H2(s2, s3),
where s¯ = s1+s2+s3 andH(s1)⊗H2(s2, s3) = 16 (H(s1)⊗
H2(s2, s3) + H(s2) ⊗ H2(s1, s3) + H(s3) ⊗ H2(s1, s2) +
H2(s1, s2) ⊗ H(s3) + H2(s1, s3) ⊗ H(s2) + H2(s2, s3) ⊗
H(s1)).
Thus the time response can be written as
v(t) = v1(t) + v2(t) + v3(t)
= L1
−1(V1(s1)) + L2−1(V2(s1, s2))
+L3
−1(V3(s1, s2, s3)).
We simulate the circuit example with the Laguerre method
by using one-core CPU without AMR acceleration technique
(1CPU), one-core CPU with AMR acceleration (1CPUAMR),
quadcore CPU with AMR acceleration (4CPUAMR), and GPU
without AMR acceleration (GPU). Fig. 2 shows the first three
orders of Volterra series of the three nodal voltages comput-
ed on GPU platform and the sum compared with a MATLAB
ODE45 solution when C = 1mF , G1 = G2 = G3 = 10mS,
M1 = M2 = M3 = 0.01mS, I0 = 1mA, and a = 5. Table III
compares the computation times with the number of time step-
s being 1000 and 5000 when a = 0, a = 3, a = 5 and
a = 8. The computation time is the sum of the computation
times for calculating each of the three Volterra terms, and it
include the whole time from calculating the transfer functions
Hn(s1, s2, . . . , sn) to inverse Laplace transform. The Nume-
rical results show that our proposed AMR technique can speed
up the basic Laguerre method, and when implemented with a
parallel routine in AMR on quadcore workstation, speedup be-
comes more significant. Quadcore CPU with AMR accelera-
tion can speed up one-core CPU with AMR acceleration com-
putation by up to 2.4 times and the one-core CPU calculation
without AMR by up to 17 times, GPU can provide a speedup of
more than 15 times. The table does not include GPUwith AMR
result because the constraint of condition checking in GPU pre-
vents it from using AMR. We have tested GPU with AMR on
the a = 0 case and results show that it slows down the calcu-
lation by 3.1 times compared with GPU without AMR. This
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Fig. 2. The three nodal voltages in the circuit in Fig. 1 computed on GPU
platform when a = 5. v1(V ), v2(V ) and v3(V ) are calculated from the
1st-order, 2nd-order and 3rd-order Volterra kernels respectively,
v = v1 + v2 + v3(V ) is the overall output response, compared with an
ODE45 solution.
is because the GPU speedup is already significant, the con-
dition check in AMR incurs a large overhead for GPU archi-
tecture that may hamper its otherwise high data computation
efficiency. Our on-going work is to study smart CPU/GPU co-
simulation to move the sequential parts to CPU whereas paral-
lelizable part to GPU automatically instead of manually, even-
tually leading to ultimate speedup.
The relative errors of the above CPU and GPU solution up
to three Volterra terms compared with a MATLAB ODE45 so-
lution when a = 5 are shown in Fig. 3. We can see that accu-
rate results can be obtained by the fast inverse Laguerre-based
Volterra analysis.
Example 2
For more general and large scale examples, next, we con-
sider a circuit example of an RC ladder shown in Fig. 4. A
quadratic nonlinearity is introduced to the circuit due to non-
linear resistors to the ground at each node in(v) = g · v2,
where g = 0.01mS. The nonlinear circuit can be described
by a state-space formulation with the same format as in (13),
with v ∈ Rn the vector of node voltages, u the input to the
system, b ∈ Rn×1 the input matrix, C ∈ Rn×n the capacitance
matrix,G ∈ Rn×n andM ∈ Rn×n2 the first- and second-order
conductance matrices, respectively. n is the number of nodes.
Similar to the first example, up to three orders of Volterra series
are computed. Fig. 5 shows the first five nodal voltages in the
circuit in Fig. 4 when n = 50, computed using one-core CPU,
GPU with our proposed method, and MATLAB ODE45, when
C = 1mF , r = 1Ω, g = 0.1mS, and u = i(t) = e−5t.
We simulate the circuit example of various sizes (when n =
TABLE III
COMPUTATION TIME(S) OF 1CPU, 1CPUAMR, 4CPUAMR, AND GPU
WITH NUMBERS OF TIME STEPS BEING 1000 AND 5000 IN COMPUTING
v(t) UP TO THREE VOLTERRA TERMS WHEN a = 0, a = 3, a = 5 AND
a = 8
Steps 1CPU 1CPUAMR 4CPUAMR GPU
a=0
(1000) 10.4 s 4.76 s 3.47 s 0.555 s
(5000) 51.7 s 8.91 s 5.14 s 2.483 s
a=3
(1000) 10.4 s 3.71 s 2.40 s 0.536 s
(5000) 52.1 s 7.92 s 4.13 s 2.48 s
a=5
(1000) 10.4 s 3.49 s 1.90 s 0.541 s
(5000) 51.5 s 7.72 s 3.47 s 2.46 s
a=8
(1000) 10.4 s 2.91 s 1.41 s 0.562 s
(5000) 51.8 s 7.08 s 2.89 s 2.45 s
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Fig. 3. Relative errors of CPU and GPU computation solution of the circuit in
Fig. 1 when a = 5.
10, n = 50, and n = 100) using one-core CPU without AMR
acceleration technique (1CPU), one-core CPU with AMR ac-
celeration technique (1CPUAMR), quadcore CPU with AMR
acceleration technique (4CPUAMR), and GPU without AMR.
Again, GPU with AMR is not included because the constraint
of condition checking in GPU highly increases the whole run-
time. The computation times of calculating the output volt-
ages at the first ten nodes and relative errors compared with the
ODE45 solution are shown in Table IV. The computation times
in the table are the sum of the computation times for calculat-
ing each of the first two Volterra terms, and include the whole
time from calculating the transfer functionsHn(s1, s2, . . . , sn)
to inverse Laplace Transform. The table does not include the
third-order Volterra term runtime because it has little contribu-
tion to the output response and the first two orders have already
Fig. 4. Example of a large scale circuit with quadratic nonlinearity.
6C-4
551
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.2
0.4
0.6
t(s)
v(V
)
CPU result of 1st 5 nodes when n = 50
v at node 1
v at node 2
v at node 3
v at node 4
v at node 5
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.2
0.4
0.6
t(s)
v(V
)
GPU result of 1st 5 nodes when n = 50
v at node 1
v at node 2
v at node 3
v at node 4
v at node 5
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.2
0.4
0.6
t(s)
v(V
)
ODE result of 1st 5 nodes when n = 50
v at node 1
v at node 2
v at node 3
v at node 4
v at node 5
Fig. 5. The first five nodal voltages in the circuit in Fig. 4 with a size of 50
(n = 50), computed using one-core CPU, GPU with our proposed method,
and MATLAB ODE45.
shown significant speedup. The number of Volterra terms that
need to be calculated increases when coefficient of the second-
order term g increases. In this test example the number of
time steps is 5000, simulation time is 0-5 s. It can be seen
from the table that high accuracy and significant speedup can
be achieved for simulating large nonlinear circuits by utilizing
GPU.
V. CONCLUSION
An efficient frequency-domain parallelizable simulation
method has been proposed for simulating nonlinear circuits.
The proposed algorithm employs numerical multidimensional
inverse Laplace transform based on Laguerre function expan-
sion. By using a proposed parallel routine and AMR technique,
TABLE IV
COMPUTATION TIME(S) AND RELATIVE ERRORS OF 1CPU, 4CPU, GPU
AND GPU IN COMPUTING THE OUTPUT VOLTAGES AT THE FIRST TEN
NODES IN THE CIRCUIT IN FIG. 4 WHEN n = 10, n = 50, AND n = 100.
n IS THE CIRCUIT SIZE (NUMBER OF NODES).
1CPU 1CPUAMR 4CPUAMR GPU
n=10
runtime 34.9 s 8.23 s 6.21 s 1.02 s
error(%) 0.0622 0.109 0.108 0.0625
n=50
runtime 355 s 84.0 s 29.2 s 6.61 s
error(%) 0.0819 0.143 0.143 0.0818
n=100
runtime 1010 s 221 s 69.1 s 13.5 s
error(%) 0.0791 0.145 0.140 0.0808
the method enjoys both good accuracy and high efficiency.
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