Abstract-We present a fast pattern matching algorithm with a large set of templates. The algorithm is based on the typical template matching speeded up by the dual decomposition; the Fourier transform and the Karhunen-Loeve transform. The proposed algorithm is appropriate for the search of an object with unknown distortion within a short period.
INTRODUCTION
EMPLATE matching has been a useful and familiar tool to detect an object in an image [1] . Template matching finds a pattern in the image that is similar to a given reference image using correlation or normalized correlation as the measurement of similarity.
The drawback of template matching is its high computation cost. It is not robust for rotation and other distortion of objects, either. Depending on the particular point of view, the object can appear as a number of different-looking images. Template matching can be applied to objects with unknown distortion by doing matching with many reference images from a number of points of view. The difficulty lies in its high computation cost. The more templates used for detecting the object from a wide range of views precisely, the higher the computation cost becomes.
A multiresolution image structure can reduce the search area, and, therefore, the computation cost. In the "coarse-tofine" strategy, images and templates at different levels of resolution are generated, and the templates are searched at the lower resolution first, and the best-match location is found. The neighborhood of the best-match location is searched in an image using increasingly higher resolutions, up to the original resolution image. The "coarse-to-fine" strategy works well for an object with significantly low spatial frequency components which are retained in a low resolution image. However, it does not work well for cluttered scenes and objects whose details need to be checked in order to distinguish one from another. If an object is missed in a lower resolution image, it cannot be recovered at later stages. To implement the "coarse-to-fine" strategy, it is also necessary to decide how many levels of resolution are to be used. It depends on the objects and scene. There is a trade-off between reducing computation and increasing the risk of missing objects.
Recently, fast template matching for multiple rotated templates has been proposed [2] , [3] . The Karhunen-Loeve transform is first applied to a set of rotated images, and eigenvectors are extracted from them. Each template in this set is approximated by a linear combination of these eigenvectors. Since rotated templates differ slightly from each other and are highly correlated, templates can be approximated reasonably well by a smaller number of eigenvectors. Normalized correlation between rotated templates and the input image is efficiently computed by substituting the approximations for the templates when computing the normalized correlation. The computation cost for detecting targets from the whole image is still high. Multiresolution images are used to reduce computation cost, which leads to the same difficulty for cluttered scenes, as described before.
We will present a fast pattern matching algorithm with a large set of templates without multiresolution images. The algorithm is based on the typical template matching, which is the search for the given pattern in the T image, speeded up by the dual decomposition, the Fourier transform, and the Karhunen-Loeve transform. The matching criterion is normalized correlation. Patterns with different distortion differ slightly from each other and are highly correlated. The image vector subspace required for effective representation can be defined by a small number of eigenvectors derived by the Karhunen-Loeve transform. Instead of approximating each template as a linear combination of the eigenvectors, a vector subspace spanned by the eigenvectors is generated. The vector subspace involves not only the discrete reference images with different distortion, but also their interpolation. Any image vector in the vector subspace is considered to be a pattern to be recognized.
The pattern matching of objects with unknown distortion is now formulated as the process to extract a portion of the input image, find the pattern most similar to the extracted portion in the vector subspace, compute the normalized correlation at each location in the whole input image, and find the location with the highest score.
It is well known that the computation of correlation can be reduced greatly by using the Fourier transform, especially when the image size is large. The formulation above makes it possible to apply the Fourier transform in an efficient way and speeds up the process significantly. It should be noted that the normalized correlation to multiple reference images represented as linear combinations of the eigenvectors is not speeded up by the Fourier transform. The number of Fourier transforms and inverse Fourier transforms is reduced by representing the reference images as the linear combinations of the eigenvectors; however, the computation for the linear combination of the Fourier transform of the eigenvectors is not negligible, and the whole computation cost is not reduced greatly. The alternative process is to generate the vector subspace, then find the most similar pattern in the vector subspace, and to compute the normalized correlation between them. This eliminates the computation for the linear combination.
The computation cost of the proposed pattern matching
a f e j log , while the computation cost of the normalized correlation with the original P reference images is O P N M + 1 2 2 a f e j when the size of the reference images are M M ¥ . K is the number of eigenvectors used for the vector subspace. N is assumed to be a power of two. Its reduction rate is log 2 2 2
which is the product of the reduction by the KarhunenLoeve transform and that by the Fourier transform. The paper is organized as follows. The vector subspace and normalized correlation in the vector subspace is explained in Section 2. In Section 3, the proposed pattern matching algorithm, which is the normalized correlation in the vector subspace using the Fourier transform, is presented, and experimental results are shown in Section 4.
NORMALIZED CORRELATION IN THE VECTOR SUBSPACE

The Karhunen-Loeve Transform
The Karhunen-Loeve (K-L) transform is a familiar technique for projecting a large amount of data onto a small dimensional subspace in pattern recognition and image compression [4] , [5] . The K-L transform gives the orthogonal basis functions as the eigenvectors of the covariance matrix. This transform is optimal in that it is a canonical transform minimizing the mean square error between a truncated representation and the actual data. Let the set of input data be
The covariance matrix of the input data is
c hc h
where c is the average image vector. The vectors e j and scalars l j are the eigenvectors and eigenvalues of the covariance matrix A, respectively. We obtain the optimal approximation of the input data by selecting eigenvectors in decreasing order of magnitude of the eigenvalues and representing each datum by a linear combination of major K eigenvectors as 
Vector Subspace
When we search an object with unknown distortion, the straightforward way is to do template matching with a large set of templates. Each template is the intensity pattern at a different point of view. Reference images with different points of view differ slightly from each other and are highly correlated. The image vector subspace required for effective representation can be defined by a small number of eigenvectors derived by the K-L transform. (See Fig. 1 .)
The major K eigenvectors, in addition to the average image vector c, span a (K + 1)-dimensional subspace of all possible images, and a set of images in the subspace is considered as a template to be recognized [6] . A set of reference images in the vector subspace is therefore expressed in terms of a linear combination of a finite set of orthonormal basis: 
Normalized Correlation in the Vector Subspace
The input image is evaluated at each location as to how it fits the template by extracting the region and finding the pattern most similar in the vector subspace and computing normalized correlation between them. When we extract a portion of image y, we normalize it so that the average intensity of the whole pixels is zero, i.e.,
M 2 is the number of pixels in the reference images. This normalization makes matching insensitive to the variation of the background intensity.
The most similar pattern in the vector subspace is the projection of the normalized extracted region vector ỹ into the vector subspace (Fig. 2) . Its normalized correlation to the vector ỹ is the largest. The normalized correlation between the vector ỹ and a reference vector x is given by C x y xy y ,~b
Replacing the reference image vector x with the projectioñx 
The coefficient vector p for the projection x is~~p = e y, e y, , e y 0 1
The normalized correlation score above is the measure of similarity considering not only the prestored discrete P reference images but also their interpolation. This makes the system robust against the variation of illumination. The computation cost is greatly reduced compared to the normalized correlation to the original P reference images. The original normalized correlation requires M P 
NORMALIZED CORRELATION USING THE FOURIER TRANSFORM
It is well known that the Fourier transform of the correlation of the two functions is the product of the Fourier transform of the one function and the complex conjugate of another function [7] . The inverse Fourier transform of the product above gives the values of the correlation at different lags. The computation using the Fourier transform is much more computationally efficient than the correlation in spatial domain, especially in the case of large size images. y is the average of the portion of the input image y. The correlation above can be computed efficiently using the Fourier transform as: FFT the two data sets e l and y, multiply the one resulting transform by the complex conjugate of the other, and inversely transform the product. The norm of the normalized portion of the image ỹ at location (i, j) can also be computed using the Fourier transform:
Normalized Correlation in the Vector
where I M is the matrix of the size M M ¥ with all the elements of unity.
We obtain the normalized correlation (7) by computing the summation of the correlation between the eigenvectors e l and the portion of the input image y, computing the square root of it, and then dividing it by the norm of the normalized portion of the input image (10).
Off-Line and On-Line Processing of the Proposed Pattern Matching
We will show the fast pattern matching algorithm with a large set of templates to detect the location of the object and the best matched template which indicates the geometric distortion parameters of the object. It involves off-line processing and on-line processing. In off-line processing, we first gather or generate reference images of the object with different distortion parameters.
We compute the average intensity of each reference image and subtract them from the reference images, and normalize the reference images to unit energy:
We compute the average image vector c and the first K eigenvectors by the Karhunen-Loeve transform. We select K eigenvectors whose corresponding eigenvalues are the largest. We use a cumulative proportion
for deciding the number of eigenvectors K. This measurement shows well how many eigenvectors contribute to approximate reference images. We subtract the projection of the average image vector c into the subspace spanned by the K eigenvectors from the average image vector c, and normalize it to unit energy, and call it the No.0 eigenvector e 0 . We then calculate coefficients by projecting reference images onto the vector subspace spanned by these K + 1 a f eigenvectors. The coefficient vector p i is the representation of reference images in the vector subspace corresponding to distortion parameters. 
We compute the Fourier transform of the K + 1 a f eigenvectors:
We generate the matrix of the size M M ¥ with all the elements of unity and compute the Fourier transform of it:
In on-line processing, we obtain image y, and compute the squared image 
We have the Fourier transform of the eigenvectors and the matrix I M that are precomputed off-line. We calculate the correlation between the eigenvectors and input image, the matrix I M and the input image, and the matrix I M and the squared input image. The norm of the normalized portion of the input image ỹ at each location is computed:
The normalized correlation at each location is then obtained:
We obtain the location of the object by searching the location with the maximum score.
The vector e y, e y, , e y 
We find the reference image x i with the minimum distance and obtain the distortion parameter of the object.
EXPERIMENTAL RESULTS
We have conducted experiments to verify the accuracy and computational efficiency of the proposed algorithm. The target object in the experiments is a small part on the printed circuit board shown in Fig. 3a . The size of the image is 256 236. Fig. 3b shows the rotated reference images obtained by rotating the original reference image at the upperleft corner in Fig.3b . The size of the reference images is 50 50, and the number of reference images is 101 (50 degrees to +50 degrees, every one degree). They are normalized so that the average of pixel intensities is zero and the energy is unit.
Our first step is to compress the reference image sets into the low-dimensional subspace that captures the most appearance characteristics of objects by the Karhunen-Loeve transform. We use K =20 in the experiments. The cumulative proportion of it is 0.85. The Fourier transform of the eigenvectors, as well as the Fourier transform of the matrix I M , are computed and stored in the file. At the beginning of the on-line operation, those data are loaded from the file and used for computation.
Detection of the Rotated Printed Circuit
In the first experiment, we generate rotated images of the printed circuit board synthetically and use them for input. We detect the location and orientation of the small part by the proposed algorithm and compare with the location and orientation of the small part in the images we generate. Table 1 shows the rotation angle of the image (which is the rotation angle of the small part also) and the rotation angle of the small part detected by the program. The program computes the coefficient vector p and the normalized correlation score at each location in the image. The program then searches the location with the highest score, which is the location of the small part, and finds the coefficient parameter of the reference image with the minimum distance from the coefficient parameter p at the location with the highest score. In the experiment, we use the reference images rotated every one degree. The resolution of the detected rotation angle is one degree. We could obtain subdegree accuracy by applying a quadratic fitting function to the correlation score. Table 1 shows that the proposed algorithm detects the orientation of the small part reasonably well, considering that the size of the reference images in the experiment is 50 50, and one degree rotation moves each pixel in the reference images less than one pixel location. The program works well even if the small part is located to the orientation between reference images.
Comparison with the "Coarse-to-Fine" Strategy
The second experiment shows that the proposed algorithm works well for an object with high spatial frequency components which cause troubles when we use the "coarse-to-fine" strategy. Fig. 4 shows the normalized correlation score at each location detected by the proposed algorithm. The reference images are the same as in the first experiment and the Fourier transform of the eigenvectors and the matrix I M are generated. The input image is the printed circuit board shown in Fig. 3a. Fig. 4 shows that the small part is well distinguished from others. The same type of chips are located horizontally. The cue to distinguish one location from another is the characters on the chips and the pattern of the printed circuit that are high spatial frequency components. Fig. 5 shows that the "coarse-to-fine" search does not work well for the objects like this. Fig. 5a shows the low resolution images of the printed board. We generate half resolution images and reference images just by averaging four neighborhood pixels. Fig. 5b shows the normalized correlation results between the printed circuit board image and the reference image at each resolution. The small part is detected successfully in the half resolution image. However, it is missed in the one-fourth resolution image.
The computation time for the proposed algorithm in the experiments is 23.9 seconds on the Sparc 10/30. The number of reference images P = 101, the number of the eigenvectors K = 20, the size of the input image is 256 236, and the size of the reference image is 50 50. The input image is extended to 256 256 by padding the last 20 rows with zeros. We use Fourier transform to compute correlation in the proposed algorithm so that the size of the reference image does not affect the computation time. The computation time for the normalized correlation between the printed circuit board image shown in Fig. 3a and the reference image at the upper-left corner in Fig. 3b is 218.3 seconds. We need P = 101 times computation for computing normalized correlation between 101 reference images, which leads to a computation time of 22,048.3 seconds; 922.5 times the computation time in the case of using the proposed algorithm.
The search in the one-fourth resolution images requires 1/256 computation. The computation time in the experiment shows that the proposed pattern matching algorithm reduces computation more than the search in the onefourth resolution image and still leads to the correct result.
CONCLUSION
We have presented a novel pattern matching technique with a large set of templates. The object to be recognized is given as multiple intensity patterns with different distortion parameters such as rotation angle, scaling factor. The proposed algorithm decomposes the given pattern by the Karhunen-Loeve transform, and generates the vector subspace spanned by the major eigenvectors. The algorithm then decomposes the input image and the derived eigenvectors by the Fourier transform, finds the pattern most similar in the vector subspace, and computes normalized correlation between the most similar pattern and the input image.
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