Heat transfer characteristics of cavitating flows in the diverging section of a converging-diverging nozzle, with R-134a as the working fluid were investigated for mass fluxes from 11.3-52.3 kg m −2 s −1 and heat fluxes from 52.6-693 kW m −2 . Eleven different nozzle configurations were examined with different divergence angles, throat diameters, inlet profiles, and lengths. Heat flux measurement assumptions were analyzed using numerical conduction simulations with ANSYS Fluent. Experimental results indicated two different heat transfer regimes at high Reynolds number-one high and one low-likely due to wall dryout. A temperature drop with a strong correlation to Reynolds number as well as inlet profile was recorded due to the cavitationinduced phase change. Additionally, data showed two-phase heat transfer coefficients from 3.7 to as high as 285kW m −2 K −1 . Chen's correlation compared well with the recorded heat transfer coefficients for low
at the throat reaches the saturation point. Typically, this does not cause nucleation, as some superheat of the liquid is required to enact bubble formation [1] .
Further reduction in the back-pressure causes the liquid to enter a metastable state. This is denoted on Figure 1 as the nucleation region. It is theoretically possible for nucleation to occur anywhere in this zone, either before or after the throat. Once nucleation occurs, bubbles will grow in finite time towards equilibrium. Though in some cases, equilibrium can be reached immediately via an expansion wave where the fluid properties discontinuously change across the wave front [1] [2] [3] . Depending on the size of the bubbles, degree of superheat, velocity, and length of the nozzle, the fluid may or may not reach equilibrium by the exit.
Due to the fact that the speed of sound in a two phase mixture is significantly lower than speed of sound in either a saturated liquid or a saturated vapor, when nucleation actually occurs, the flow may immediately become supersonic. In the case of only sub-sonic flow upon nucleation, further acceleration of the flow or decrease of the sonic velocity may occur leading to the sonic condition (4) . Any further reduction in the back-pressure after the sonic condition is reached does not increase the flow rate through the nozzle, i.e. the nozzle is choked. Additionally, after the sonic condition is reached, the pressure may continue to decrease in the diverging section of the nozzle, and the flow accelerate. While for single phase fluid, the local Mach number must be unity at the throat of the nozzle (in the inviscid case), in a two-phase fluid, because of metastable conditions and bubble dynamics, this may not occur (e.g. [1, 4] ).
The accelerating region of the fluid will continue along the diverging section. However, since the flow must meet the back-pressure condition, in the ideal case, a condensation shock, where the pressure discontinuously increases, will occur (7), as has been observed in [5, 6] . In non-ideal flow where viscous effects and acoustic dissipation can increase the pressure of the flow, the flow may not form a distinct condensation shock, but through a series of mini-shocks will transition slowly back to the back-pressure condition (6) .
Various models have been proposed to predict the characteristics of cavitating flows. The classical method is to solve the 1D conservation equations for a homogeneous mixture. Doing this with an appropriate barotropic equation allows for critical flow rates and choked pressure ratios to be determined (see [7, 8] and review by [9] ). Extensions of this approach accounting for slip [10] or transport equations for void fraction [11] have been proposed. More complicated models solve the Rayleigh-Plesset bubble equation dynamically to address non-equilibrium effects [12] [13] [14] [15] [16] .
For fluids that are used at working conditions sufficiently close to the critical point, generation of vapor bubbles causes local temperature of the fluid to decrease significantly. This has primarily been studied because of the way local temperature decrease at the vapor/liquid interface changes fluid properties and slows the growth rate of bubbles [11, 15, 17, 18] . Very little work has been done exploring the affect local temperature drop has on heat transfer between the fluid and the wall. It is hypothesized that the temperature depression of the fluid combined with vigorous phase change along the nozzle stimulates high heat transfer coefficients. Understanding the relationship between the thermodynamic state of the fluid, geometry of the nozzle, and amount of heat transfer is important in various applications of this phenomena.
For example, enhancing heat transfer in two-phase electronics cooling applications is continually important as chip power density increases. Additionally, evidence suggests that for some materials, cavitation damage is proportional to material temperature [19] ; thus, predicting erosion rates and seal failure in control valves or pressure relief valves during cavitation may be improved by a knowledge of heat transfer between the flow and solid surfaces.
Recent work in this area has been performed for two-phase flow in microchannels. Schneider et al. [20] consider cavitating flow through an orifice in a microchannel and measure heat transfer coefficients for different cavitating numbers. They show a 67% improvement in heat transfer over the non-cavitating case with heat transfer coefficients as high as 50kW m −2 K −1 . Cole et al. [21] explore whether this phenomena might be useful in a thermal management system. Sole et al. [22] study a similar application of cavitation to microchannel heat transfer enhancement for R-134a, showing heat transfer coefficients as high as 100 kW m −2 K −1 for mass fluxes in the range of 500-1000 kg m −2 s −1 . Yuan et al. [23] also study this enhancement, documenting an increase in heat transfer with an increase of heat flux and a decrease in quality. All of these studies focused on microchannel orifices.
More classic flow boiling has been experimentally studied in a broad range of geometries, conditions, and fluids. Examples of recent experimental heat transfer work with R-134a are Romstedt and Werner [24] with mass fluxes from 50-200 kg m −2 s −1 and measured heat transfer coefficients from 5000-30,000W m [27] . Only critical heat flux was reported; no heat transfer coefficients were given.
In this paper, heat transfer characteristics of cavitating two-phase flow through a converging-diverging nozzle are studied. A thermo-sensitive fluid-R-134a-is used. How different geometries and flow conditions affect temperature drop and local heat transfer coefficients is described. The remainder of the paper is organized as follows: Section 2 gives a description of the experimental setup, test conditions, data reduction, and uncertainty analysis, and in Section 3, results are presented and discussed.
Experimental Description

Test Section Geometry
The nozzles used in this study were composed of multiple, cylindrical elements-or pucks-fastened together and sealed with O-rings (see Figure 2a ). This approach was prompted by manufacturing limitations.
For all nozzle configurations, the converging portion was machined from a single puck of aluminum. The diverging portion was composed of ten to eighteen pucks ranging from 10 to 23mm in length. Great care was taken in the design to center and match section dimensions. Each of the nozzle pucks had fixtures for a temperature sensor and pressure transducer. Temperature sensor taps were drilled to within 1 mm of the internal passage. Pressure tap diameters were small (<0.5mm), allowing the pressure transducers to measure accurate static pressure. Each nozzle assembly also had two holes for mounting 6.29mm diameter cartridge heaters in the outer portion of the aluminum section away from the passage. The outer surface of the nozzle assembly was well insulated during the experiments with foam insulation. Data from eleven different nozzle assemblies were collected in this study. Table 1 shows relevant dimensions of each. These configurations represent four different throat diameters, three heater lengths, two inlet angles, and six nozzle inlet profiles. Outer diameter of all of pucks was 54 mm. 
Experimental Apparatus
Several flow circuits were integrated to provide high pressure refrigerant at the appropriate inlet temperature to the test section. Figure 3 shows the schematic diagram of the experimental facility consisting of the Diverging angle 1.5 Besides the temperature and pressure measurements on each puck in the test section, temperature and pressure was measured at the inlet and outlet of the test section and at the back-pressure control tank.
All fluid temperatures were measured using type-K thermocouples calibrated to lab standard thermometers within ±0.15
• C. Pressure transducers used were strain-gage, absolute type with an uncertainty of ±0.05%
of full scale and were calibrated with a lab deadweight tester. Range of all pressure transducers was 0-1000 kPa, except the inlet pressure transducer, which had a range of 0-3500 kPa. The flow meter used was Coriolis-effect type with an uncertainty of ±0.1% of reading. Heater power was measured via the AC voltage across the heaters with the heater resistance. All sensors were measured and recorded using an Agilent 34970A data acquisition unit.
Experimental Procedure
Data were collected from each of the different nozzle configurations at different throat velocities and saturation pressures. Table 2 shows the operating conditions the tests.
Refrigerant for all runs was R-134a. Table 3 gives properties of R-134a at saturation conditions for both inlet temperatures, where
Nozzle Assembly Throat velocity, vi (m
Throat mass flux range,
Inlet temperature, is the characteristic temperature drop given by e.g. [15] . Properties in Table 3 and for all data analysis are from NIST REFPROP database [28, 29] . Table 3 : Properties of R134a for the two saturation conditions considered in this paper (from [28, 29] )
For all experiments, inlet temperature and saturation temperature at the nozzle exit (through the backpressure) were held constant and equal, and throat velocity was controlled using the pump variable-frequency drive. Each test case included heated and unheated runs. For the heated case, the nozzle heater voltage was manually adjusted using a variable autotransformer until the average wall temperature reached a set temperature. Measurements were taken as soon as the system reached steady state indicated by pressures and temperatures within ±1kPa and ±0.5
• C inside the nozzle for at least 15 minutes. Data from all sensors were recorded at 5 second intervals throughout each test point. The data reported represented 15 minutes (180 pt) averages for all of the measurements.
Data Reduction
Five derived quantities were computed from the measured flow rate, temperatures and pressures: heat transfer coefficient, flow quality, Reynolds number, Mach number, and Nusselt number. The following sections describe how these parameters were computed along with a discussion about estimating the local fluid temperature.
Fluid Temperature
For adiabatic data, fluid temperature can be assumed to be the local measured wall temperature. This would only be inconsistent in the case of large temperature gradients in the aluminum wall-which were minimized by insulating the exterior of the nozzle. For the heated data, while wall temperature will significantly exceed fluid temperature, fluid temperature could be estimated from the saturation temperature corresponding to the measured fluid pressure. However, due to finite growth of vapor bubbles, it is expected that the fluid is not at equilibrium, especially close to the throat. This is demonstrated by Figure 4a which gives the ratio of measured pressure to saturation pressure derived from wall temperature for all of the adiabatic data versus area ratio (ratio of local cross sectional area to that of the throat). The data indicate that, close to the throat, the measured pressure drops further (up to 20%) than the equilibrium saturation temperature, and thus is not in equilibrium. Using the saturation temperature will thus underestimate the true heat transfer coefficients close to the throat. An alternative method for estimating fluid temperature for the heated case is to use the wall temperature profile from the adiabatic case. For this to be a good estimate of fluid temperature for the heated case, heating the wall must not significantly change the hydrodynamics of the flow. Figure 4b show the differences between the pressure profiles of the heated and adiabatic cases.
The differences are minor(<5%), indicating that adding heat does not significantly change the flow profile. Thus, in the subsequent analysis, fluid temperature was estimated by the adiabatic wall temperature.
This temperature was used both in formulating the heat transfer coefficient as well as evaluating local fluid properties. 
Heat transfer coefficient
The following expression was used to evaluate the local average heat transfer coefficient:
where q is the average heat flux on the wetted area of the puck, T w is the wall temperature of the puck, and T f is the local bulk temperature of the fluid. The local wall temperatures were measured directly with the nozzle puck thermocouples.
The heat flux was computed assuming that individual pucks were insulated from each other-that there was no axial conduction between pucks. Thus the local heat flux was given by the heat generated by the heater in each puck divided by the wetted surface area in that puck. Expressly,
where V is the voltage across the heater, R is the heater resistance, L p is the axial length of the puck, L H is the length of the heater, and A w is the wetted surface area of the inside of the puck.
While the thermal resistance between the pucks was certainly higher than that of a single block of aluminum because of imperfect surface finish with trapped air, additional analysis was required to validate this assumption. To do this, a conduction simulation was set up for three representative nozzle configurations-1, 6, and 11 from Table 2 -to determine the effect of less than infinite contact resistance on the derived heat flux.
ANSYS Fluent was used to solve the conduction problem in the entire nozzle assembly and evaluate the local heat fluxes numerically. Boundary conditions for four different surfaces on the nozzle assembly were required: 1) the inner wall surface downstream of the throat, 2) the heater cartridge contact area,
3) upstream and downstream boundaries, and 4) the wetted area upstream of the throat ( Figure 5 ). The problem was set up as a 2D problem with radial symmetry around the central axis of the nozzle.
The inner wall surface downstream of the throat was set to the temperature measured by the experiments.
Linear interpolation was used to infer a wall temperature between the thermocouple locations. The outer surface of the 2D section-at the radial location of the hole for the heater cartridge-was set to a constant uniform heat flux determined by the heater cartridge power and lateral surface area. The exposed surface of the beginning and end pucks were insulated. The inner wall surface upstream of the throat was set as a single phase convection boundary using the Dittus-Boelter correlation to obtain heat transfer coefficients varying with throat velocity from 16-36 kW m −2 K −1 . The upstream fluid temperature was assumed to be constant and equal to the upstream set point value.
Four contact conductances between the pucks were simulated-2200, 12000, 25000, and
This is based on an expected range for aluminum to aluminum contact of between 2200 and 25000 (see for example [30] ). For each nozzle configuration, the highest and lowest throat velocity cases were simulated. A grid independence study was completed to ensure convergence of the heat flux measurement within ±0.3%.
Following the simulation, the normal heat flux averaged over the wetted surface area of each was extracted from the simulation.
The results indicated that, for the perfect conduction case (hc = ∞ W m −2 K −1 ), there was significant variation in the agreement with the direct calculation from equations (2) and (3). At the high heat fluxes, this variation primarily was within ±20%, however at low heat flux, the relative error was much more significant. On the other hand, for all of the simulation cases with a finite contact resistance, the simulation results agreed with the direct heat flux calculation within ±1% for all pucks downstream from the nozzle.
Based on this data, it was concluded that adding an additional ±1% to the uncertainty of the heat flux measurement appropriately accounted for the uncertainty due to axial conduction.
Flow Quality
The flow quality downstream from the throat was found using an energy balance on a control volume around the interior of the nozzle from upstream of the throat to the nozzle section of interest. It was assumed that the fluid downstream from the throat was saturated and properties could be evaluated directly from the local fluid temperature. The enthalpy upstream from the throat was evaluated from the measured inlet temperature and pressure. Solving the energy equation for quality yields
whereQ CV is the total heat added through all sections from the throat to (and including) the section of interest,ṁ is the mass flow rate through the nozzle, v i is the velocity upstream of the throat, v e is the velocity at the section of interest, i f (T i , P i ) and i f (T e ) are the enthalpies of the fluid at the inlet of the nozzle and exit of the puck respectively, and i f g (T e ) is the latent heat of vaporization at the exit of the puck. Assuming no slip between the phases, the exit velocity is given by
where G is the mass flux through the nozzle computed using the average cross-sectional area of the puck.
Substituting (5) into (4) yields a quadratic equation in x,
where
This equation has two real roots and can easily be solved either numerically or analytically with the nonnegative root giving the correct solution.
Reynolds Number
Various definitions for Reynolds number exist for two phase flow. We adopted the superficial liquid Reynolds number following the definition for Chen's correlation [31] given by
where D is the average diameter and µ f is the dynamic viscosity of the liquid evaluated at the adiabatic wall temperature.
Cavitation Number
Cavitation number is defined as
where v i was the upstream flow velocity computed from the mass flow rate and cross-sectional area common to all inlet profiles (D = 10.42mm).
Mach Number
Various models exist to estimate the speed of sound of the two phase mixture, but any one model requires The following classic expression gives the speed of sound using this model (see [32] [33] [34] ):
with ρ h given by
If mass transfer between the phases is considered, this extends to the HEM:
For annular flow assuming a unity slip ratio, Nguyen et al. [32] propose the following expression for speed of sound:
where α is the void fraction and is defined as (for unity slip ratio)
Lastly, the SFM is proposed by Henry, Grolmes and Fauske [35] as the following:
with α defined the same way as in the separated model. These models yield significantly different results. Figure 6 shows a plot of speed of sound for the four different models versus void fraction for R-134a at 770kPa saturation pressure. HEM yields the lowest speed of sound with speeds at low qualities almost ten times smaller than for high qualities. There is also a discontinuity between the speed at sub-cooled liquid and saturated liquid with a small, non-zero quality. SFM yields the highest speed of sound at low qualities, because for locations containing only a liquid slug, the sound moves at the much higher speed of sound in liquid. The other models yield results in-between these limits.
Regardless of the speed of sound model, the two phase Mach number is given by
where c is given by any one of the models (12) 
Nusselt Number
While often for two-phase flow, heat transfer coefficients are given in dimensional form to avoid the ambiguity of non-dimensionalizing by liquid or vapor properties, because the primary dimension, diameter, is changing along the length of the nozzle, using Nusselt number is useful to remove the area-effect from the data. Thus, the Nusselt number was computed from data using the following definition:
where h is the local average heat transfer coefficient, D is the average diameter of the puck and k f is the thermal conductivity of the saturated liquid evaluated using the local adiabatic wall temperature.
Uncertainty Analysis
The uncertainty in the measured heat transfer coefficient and quality was estimated using the propagation of error method assuming that the measurement errors were not correlated. For heat transfer coefficient, three components contribute to uncertainty: uncertainty in the wall temperature, fluid temperature, and heat flux. For quality, four components contribute to the uncertainty: fluid temperature, inlet temperature, mass flow rate, and heat flux (for the heated case). The sensitivity coefficients were computed from the expressions in Table 3 evaluated at each data point. The uncertainty estimates for temperature represent the maximum bias uncertainty over the calibration range given the accuracy and stability of the calibration bath. The uncertainty of the heat flux measurement includes the uncertainty of the heater resistance and the DAQ voltage measurement used to measure the heater power along with uncertainty due to axial conduction from the conduction simulation study. Also included is a ±1% uncertainty estimating the heat loss due to finite insulation. The uncertainty of the mass flow was from manufacturer specifications of the meter. Error bars reflecting the uncertainty analysis are present on all of the heat transfer plots. Ninety four percent of the data had heat transfer uncertainty less than ±20%. Quality plots also show error bars, though for some cases, bars are smaller than the marker size. Ninety percent of the quality measurements greater than 0.02 had quality uncertainty less than ±5%.
From above Table 4 : Expressions for sensitivity coefficients. Figure 7 shows the B-factor profile and quality versus area ratio for high and low velocity runs of the adiabatic case, where B-factor is given by:
Results and Discussion
Temperature Drop
and ∆T * is the characteristic temperature drop from (1) . Figure 7a shows a throat velocity of 50m s −1 .
Square inlets for this velocity are not shown since the maximum velocity obtained by these inlets was only vapor generation. A similar suppression term reduces the effect of nucleate boiling since the superheat is reduced due to fluid motion. The F and S terms were computed from the correlations proposed by Bennett and Chen [37] .
For all results computed by Chen's correlation, the convective term dominated except for the low
Reynolds number region at the end of the nozzles (where the maximum nucleate boiling to convective ratio was 0.86). The low Reynolds number region shows good correlation with Chen's results, whereas at high Reynolds numbers, the data either fall significantly above or below the correlation. The data falling above the correlation can be explained by nucleate boiling enhanced beyond that predicted by the Forster and Zuber term since the bubble growth is driven not only by wall superheat, but also by pressure drop.
Analysis by Jones and Zuber show that under linear decompression, bubble growth rates far exceed those indicated by the asymptotic solution under constant superheat (R(t) ∼ t 3/2 instead of R(t) ∼ t 1/2 for the asymptotic solution).
The data falling under the correlation are likely explained by flow-detachment immediately after the throat-a phenomena which has been previously seen in flow visualizations [17, 20] . Another significant conclusion from the comparison with Chen's correlation is that some of the heat transfer coefficients are significantly higher than other comparable single phase or two-phase heat transfer coefficients. Figure 9 indicates that a number of points are as high as Nu = 10,000, corresponding to h = 285kW m −2 K −1 . This is higher than 100 kW m −2 K −1 cited by [22] as the highest recorded heat transfer coefficient for R-134a. Thus these nozzles have a significant potential for application to high heat density cooling.
Due to the dominance of convective evaporation and decompression-driven phase change along with the Chen's Correlation fact that local heat flux was correlated to Reynolds number due to area increase along the nozzle, the heat transfer showed no clear correlation with heat flux, thus the heat flux is not plotted with the heat transfer coefficient. Figure 10 shows how different geometry parameters affect the maximum (over all pucks at a given throat velocity) Nusselt number. Figure 10a shows maximum Nusselt number versus throat diameter showing that the larger throat diameter nozzles reach a higher maximum Nusselt number. Figure 10b compares max Nusselt number versus divergence angle for nozzle configurations 1-3. Only configurations 1-3 were presented, since for these configurations, both 1 • and 1.5
• angles were used for the same inlet geometry.
The data suggest that the more gradual diverging angle yielded higher heat transfer coefficients. 
Compressibility
Since these nozzles contain two-phase fluid at high mass-flux, compressibility likely plays a significant role in the flow characteristics. Supersonic flow in the diverging section would result in potential acceleration and longer pressure decrease leading to larger temperature depression and increased heat transfer coefficients over a longer section of the nozzle. As mentioned earlier, two phase speed of sound is strongly dependent on flow regime, and many different models have been proposed for computing this quantity. Figure 11 compares the pressure profile for nozzle configuration 6 with D at 50m s −1 with different speed of sound models given in terms of Mach number. As is shown, two of the models (HEM and HFM) indicate that the flow, post throat is supersonic (M>1). This matches with the fact that the pressure profile has a negative slope initially, despite the nozzle diverging. For the HFM, the transition through M=1 occurs approximately at the minimum pressure point. Despite these factors, several reasons prevent this from being conclusive:
1. Both separated flow sonic models show that M<1 everywhere, and thus sub-sonic. While it is unlikely, at least initially, that the flow is separated, one can imagine various possibilities where the flow indeed separates.
2. Friction would allow a sub-sonic flow to have an extremum in pressure somewhere in the diverging section.
3. During data collection, the back-pressure was held constant at a saturation temperature equal to the inlet temperature; thus, it could not be determined whether or not a choked condition occurred from the flow rate.
Because of these things, it is uncertain if compressibility plays a dominant role in the pressure profiles and thus heat transfer. Additional experimentation including flow visualization or high speed pressure data is necessary to come to a firm conclusion on this. However, since this question primarily only affects how one could modify the flow conditions to give a more advantageous driving pressure profile, this ambiguity does not invalidate the results for the presented data. 
Conclusions
Heat transfer and flow parameters of cavitating flows in the diverging section of a converging-diverging nozzle were investigated experimentally. Temperature profiles, temperature drop, and heat transfer coefficients were measured for eleven different nozzles. The following conclusions can be drawn:
1. A temperature drop of as much as 16.3
• C was observed due to the bubble formation caused by the pressure drop.
2. Temperature drop showed a strong correlation with throat Reynolds number and a weak correlation with inlet geometry.
3. Very high heat transfer coefficients were obtained-up to 285kW m −2 K −1 .
4. Two different heat transfer regimes are suggested-a high and low heat transfer regime. It is postulated that these two regimes have to do with whether the wall remains wetted immediately post throat.
5. The high heat transfer regime was likely due to rapid bubble growth at the wall due to local pressure decompression. 
