Two firms produce substitute goods with unknown quality. At each stage the firms set prices and a consumer with private information and unit demand buys from one of the firms. Both firms and consumers see the entire history of prices and purchases. Will such markets aggregate information? Will the superior firm necessarily prevail? We adapt the classical social learning model by introducing strategic dynamic pricing. We provide necessary and sufficient conditions for learning. In contrast to previous results, learning can occur when signals are bounded. This happens when signals exhibit the newly introduced vanishing likelihood property.
Introduction
In many markets of substitute products, the value of the various alternatives may depend on some unknown variable. This may take the form of some future change in regulation, a technological shock, environmental developments, or prices in related upstream markets. Although this information is unknown, individual consumers may receive some private information about these fundamentals. We ask whether, in such an environment, markets aggregate information correctly and the ex-post superior product will eventually dominate the market.
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To present this in a concrete example, one could think about competing propulsion technologies in the automotive industry, say, electric cars versus traditional fuel-powered cars. The value of a car strongly depends, inter alia, on the future cost of using it, which is primarily driven by its propulsion costs. Which technology will allow for lower costs depends on many unknown factors such as oil prices, regulation, and more. Consumers decide which of these technologies to purchase based on the (limited) information they have about these factors, coupled with the price of each alternative. Consumers who anticipate a possible decrease in oil prices might opt for the fuel option, while others who anticipate "green" subsidies to electric cars would opt for those. Firms, anticipating the possibility of some private information becoming available to the consumers, set prices accordingly.
In this work we focus on the role of social learning in such environments. We study whether the learning process guarantees an efficient outcome. We isolate the role of learning by introducing a simple duopolistic model of common value where consumers, with a unit demand, choose between two substitute products, each with zero marginal cost of production. Conditional on the (unknown) state of nature all consumers agree on the value and identity of the superior product. Consumers arrive sequentially and each receives some private information on the quality of the product. Thus, consumers have an informational advantage over firms (put differently, all the information firms receive is publicly available). In order to distil the learning effects we further assume that the aggregation of all signals fully reveals the state of nature that determines the identity of the superior firm. Our main goal is to identify conditions under which asymptotic learning holds, that is, conditions under which information is fully aggregated in the market asymptotically.
The timing of the interaction is as follows. Nature randomly chooses one of two states of nature, and so determines the identity of the firm with the superior product. At each stage the two firms observe the entire history of the market (past prices and past consumption decisions) and simultaneously set the prices for their product. A single consumer arrives and receives a private signal on the state of nature. The consumer makes her consumption based on her private signal, the pair of prices for each product, and the entire history of prices and previous consumption decisions. The consumer can also choose to opt out and not to buy any product.
The same model, but with fixed prices set exogenously, is exactly the standard herding model. In that model, as shown by Smith and Sørensøn [13] , the characterization of asymptotic learning crucially depends upon the quality of the private signals of the agents. In particular, one must distinguish between two families of signals: bounded versus unbounded. In the unbounded case the private beliefs of the agents are, with positive probability, arbitrarily close to zero and one. Therefore, no matter how many people herd on one of the alternatives, there is always a positive probability that the next agent will receive a signal that will make him break away from the herd towards the other alternative. Thus, as shown by Smith and Sørensøn [13] , this property entails asymptotic learning. The same logic applies in our model as well: even if the prior is extremely in favor of one product, with positive probability there will be a consumer who will get a sufficiently strong signal to tilt the consumption decision towards the a priori inferior product. Thus, under strategic pricing and unbounded signals, asymptotic learning holds.
The main distinction with the canonical model and ours is evident when signals are bounded. In the herding model, as shown by Smith and Sørensøn [13] , there is always a positive probability that the suboptimal alternative will eventually be chosen by all agents. In the presence of strategic pricing, however, intuition suggests that once society stops learning and a herd develops on the product of one of the firms, the other firm will lower its price to attract consumers and consequently society will be able to learn more about the state of nature. It turns out that this intuition, although not entirely correct, does have some merit. In order for the intuitive argument to hold, signals must exhibit a property referred to here as vanishing likelihood.
When signals are bounded the posterior belief of any agent, given his signal, is bounded away from zero and one for any interior prior. The proportion of agents whose posterior lies within ε of the boundaries of the posterior distribution obviously shrinks to zero as ε goes to zero. We say that signals exhibit vanishing likelihood if the rate at which this happens also goes to zero. That is, vanishing likelihood holds if the density of the consumers at the boundaries of the posterior belief distribution goes to zero.
Consumers who receive signals that induce such extreme posterior beliefs, those close to the bounds, are those that are likely to go against a herd and purchase the less popular product. We refer to such consumers as non-conformists. With this interpretation in mind the property of 'vanishing likelihood' serves as a measure of the prevalence of non-conformism. More particularly we associate vanishing likelihood with a negligible level of non-conformism while signals that do not exhibit vanishing likelihood are associated with significant non-conformism.
Intuitively, one expects non-conformism (when signals do not exhibit vanishing likelihood) to induce learning. Our main result shows that the opposite occurs -in the presence of strategic pricing asymptotic learning holds if and only if signals have the vanishing likelihood property.
The intuition behind our main result is as follows. With negligible nonconformism whenever a herd forms the popular firm expects the next consumer to conform with high probability and exploits this by setting a high price. This will give the less popular firm an opportunity to propose a low price and win over the consumer in the rare case he has an extreme signal, which will entail additional social learning. In contrast, when nonconformism is significant the leading firm is happy to lower its price in order to win more market share, namely the non-conformists. Lowering the price enough eventually drives out the other firm and learning stops.
Related Literature
Our work primarily contributes to the models of social learning when agents act sequentially. In their seminal works, Bikhchandani, Hirshleifer, and Welch [6] and Banerjee [4] demonstrate the possibility of information cascades and market failure when signals are bounded. Smith and Sørensøn [13] go one step further and provide a characterization of learning as a function of the private information of the agents. Smith and Sørensøn [13] show that asymptotic learning holds if signals are unbounded and fails if signals are bounded. In related work, Acemoglu, Dahleh, Lobel, and Ozdaglar [1] study information aggregation in social networks. They provide sufficient conditions for the network structure under which unbounded signals entail asymptotic learning even under limited observability.
Bikhchandani, Hirshleifer, and Welch [6] view the two alternatives as two restaurants that consumers choose between sequentially. In the standard model there is no strategic behavior on the part of the restaurants and the price of each restaurant is fixed throughout. In our model we allow restaurants to respond to the market and change their prices strategically as a function of the evolving market situation. In other words, in traditional models prices are exogenous whereas in our model prices are endogenous. While the assumption that the consumers have an information advantage over the firm may not hold in the restaurant example, in other markets it is a natural assumption. In venture capital, for example, when two firms compete over a market of hedge funds, it is often the case that the hedge funds better understand the quality and the success likelihood of the respective product than do the firms.
In the context of asset pricing, herding models have been considered in order to study the evolution of prices. One prominent example is Avery and Zemsky [3] . This work introduces a model where a market maker strategically sets the price of a single asset offered to a sequence of potential buyers and examines whether these prices converge to the true value of the firm. Their main result shows that if signals are unbounded, herding can occur only if there are multiple sources of noise (such as variation in the value of the asset). Other prominent works that integrate pricing into the standard sequential model are Welch [14] and Bose et al. [7] . We contribute to this literature by supplementing the traditional "herding" model with an additional layer of strategic interaction on the supply side. This addition unveils a setting where learning occurs even when signals are bounded.
The paper is organized as follows. Section 2 presents the model and the main theorem for the case where firms are myopic. Section 3 gives the proof of the main result. Section 4 is an extension of our model to the case where firms are farsighted. Section 5 concludes.
Social Learning and Myopic Pricing
Our model comprises a countably infinite number of consumers, indexed by t ∈ N, and two firms: firm 0 and firm 1. There are two states of nature Ω = {0, 1}. In state ω, firm ω ∈ {0, 1} produces the superior product. We normalize the value of the superior product to 1 and the value of the inferior product to 0. In every time period t the two firms first set (non-negative) prices (τ 0 t , τ 1 t ) ∈ [0, 1] 2 for their product and then consumer t receives a private signal and must decide whether to buy product 1, product 0, or neither product. Formally, the action set of every consumer is A = {0, 1, e}, where the action a = i corresponds to the decision to buy from firm i and the action a = e corresponds to the decision not to buy either product. The payoff of every consumer t, given the price vector (τ t 0 , τ t 1 ) as a function of the realized state ω, is
(1) For simplicity we assume that both firms have no marginal cost of production at every given time period t. Hence, firm i's stage payoff, given a price vector (τ t 0 , τ t 1 ), can be described as a function of the consumer's decision as follows
We assume that the state ω is drawn at stage t = 0 according to a commonly known prior distribution, such that P (ω = 0) = µ = 1 − P (ω = 1). The state ω is unknown both to the firms and the consumers. Each consumer t ∈ N forms a belief on the state using two sources of information: the history of prices and actions, h t ∈ H t = ([0, 1] 2 ) t−1 × ({0, 1, e}) t−1 , and a private signal s t ∈ S (where S is some abstract measurable signal space). The firms observe only the realized history h t ∈ H t at every time t and receive no private information. Conditional on the state of the world ω, the signals are independently drawn according to a probability measure F ω . We assume throughout that F 0 and F 1 are mutually absolutely continuous with respect to each other. 1 The prior µ and the functions F 0 and F 1 are common knowledge among the consumers and the firms.
We let A ⊂ {0, 1, e} [0,1] 2 ×S be the set of decision rules for the consumer, i.e., A is the set of all measurable functions that map pairs consisting of a price vector and a signal into a consumption decision. A (pure) strategy for consumer t in is a measurable function σ t : H t → A that maps every history h t ∈ H t and signal s t ∈ S to a decision rule. A strategy for firm i is a sequence τ i = (τ t i ) t≥1 such that for every time t, τ t i : H t → [0, 1] is a measurable function. We let H = ∪ t≥1 H t be the set of all finite histories and let σ = (σ t ) t≥1 be the strategy of the consumers. We note that the strategy profile (σ, τ 0 , τ 1 ) together with the prior µ and the functions F 0 and F 1 induce a probability distribution
Let µ t = P (σ,τ 0 ,τ 1 ) (ω = 0|h t ) be the probability that the state is 0 conditional on the realized history h t whenever this history is well defined. We call µ t the public belief at time t. The following observation regarding the sequence of public beliefs, {µ t } ∞ t=1 is straightforward.
, is a martingale. Thus, by the martingale convergence theorem, it must converge almost surely to a limit random variable
We further note that a strategy profile (σ, τ 0 , τ 1 ), a time t, a pair of prices (τ 0 , τ 1 ) ∈ [0, 1] 2 , and a decision rule σ ∈ A define, conditional on every history h t ∈ H t that is realized with positive probability, an expected payoff Π t i (τ 0 , τ 1 , σ|h t ) for every firm i, and an expected payoff U t (τ 0 , τ 1 , σ|h t ) to consumer t. We can now define the notion of Bayesian Nash equilibrium for myopic firms.
Definition 1.
A strategy profile (σ, τ 0 , τ 1 ) constitutes a myopic Bayesian Nash equilibrium if for every time t the following conditions hold for every history h t ∈ H t that is realized with P (σ,τ 0 ,τ 1 ) positive probability:
• For every price vector (τ 0 , τ 1 ) ∈ [0, 1] 2 , and every decision rule σ ∈ A,
In words, a strategy profile (σ, τ 0 , τ 1 ) constitutes a myopic BayesianNash equilibrium if for every time t and every history h t that is realized with positive probability, τ i t (h t ) maximizes the conditional expected stage payoff to every firm i and σ t (h t ) maximizes the conditional expected payoff to consumer t with respect to every price vector (τ 0 , τ 1 ).
Note that our notion of equilibrium is weaker than the notion of a subgame perfect equilibrium; however, it still eliminates equilibria with noncredible threats by consumers. One such equilibrium with non-credible threats is the following equilibrium: both firms ask for price 0 at every time period. Every consumer t never buys a product (i.e., plays e) unless both firms ask for a price of 0 in which case she buys product 0 whenever µ ≥ 1 2 and product 1 if µ < 1 2 . Note that this equilibrium is sustained by noncredible threats made by the consumer. Such threats are eliminated by the second condition, which requires that conditional on the realized history h t the decision rule σ t (h t ) be optimal with respect to every price vector (τ 0 , τ 1 ), and not just with respect to (τ t 0 (h t ), τ t 1 (h t )).
Characterization of Asymptotic Learning
We now turn to analyze asymptotic information aggregation of the sequential game. As is common in the literature, we define asymptotic learning as follows.
Definition 2.
Asymptotic learning holds if for every initial prior µ and every myopic pure Bayesian Nash equilibrium, the belief martingale sequence converges to a point belief assigning probability 1 to the true state. 2 Thus, when asymptotic learning holds, it must be the case that the consumers and the firms eventually learn the superior product. In our case, even for a very strong public belief in favor of one firm, it is not a priory clear that the strong firm will dominate the market as the weak firm can always lower its price. We show, however, in Lemma 6 that the probability of buying from the superior firm converges to one when asymptotic learning occurs. Whenever asymptotic learning doesn't hold, only one firm prevails (from some time on all consumers buy from one firm but are not 100% certain that it is the superior one). As a result, there is a positive probability that the prevailing firm is the inferior one.
The main goal of our paper is to provide a characterization of asymptotic learning under strategic pricing in terms of the signal distribution. Such a characterization is provided by Smith and Sørensen [13] for the standard herding model. We start by presenting the formal definition of bounded and unbounded signals due to Smith and Sørensen [13] .
Let f ω denote the Radon-Nikodym derivative of F ω with respect to the probability measure
, which is the posterior probability that ω = 0, conditional on observing the signal s, when the prior is µ = 0.5.
Let
, ω = 0, 1, be the two cumulative distribution functions of the random variable p(s) induced by the two probability distributions, 
Assumption 1. Throughout we shall assume that the functions
Our analysis shows that in the sequential model with strategic pricing unbounded signals yield asymptotic learning. Bounded signals, however, do not necessarily lead to failure of asymptotic learning. The analysis of this case hinges on the level of conformism among consumers, as we now turn to explain.
The driving force in Smith and Sørensen's [13] characterization is the overturning principal. The overturning principle states that for any prior either action is played with positive probability in equilibrium. This implies that independent of the strength of a herd on one action, there is always a positive probability that the subsequent agent will be a non-conformist and overturn the herd.
Let us refer to a consumer as a non-conformist if his private signal is strong enough to sway his decision against the current majority. The bigger this majority is the stronger, the required countervailing signal is, and so the probability of being a non-conformist decreases and converges to zero. The next definition of vanishing likelihood, captures how fast this limit converges to zero and hence it provides an indication of the prevalence of non-conformists.
Definition 4. Signals exhibit vanishing likelihood
We next show how information aggregation depends on the vanishing likelihood property. The following theorem provides a full characterization of asymptotic learning in our sequential pricing model. 
Proof of the Main Result
In the proof of Theorem 1 we rely on the analysis of the following threeplayer stage game Γ(µ). The game comprises two firms and a single consumer and is derived from our sequential game by restricting the game to a single period. That is, in Γ(µ), the state is realized according to the prior µ (0 is realized with probability µ and state 1 with probability 1−µ), then the two firms post a price simultaneously, and then the single consumer decides, based on his private signal and the vector of prices, whether or not to buy from any of the firms. The following observation is a direct implication of Definition 1.
Observation 2. A strategy profile (σ, τ 0 , τ 1 ) constitutes a myopic Bayesian Nash equilibrium if and only if for every time t and every history h t ∈ H t , that is realized with positive probability with respect to
We note that equilibrium behavior is determined by the realized history h t only via the public belief µ t .
The strong connection of Γ(µ) to our sequential game allows us to derive some insight into information aggregation from the subgame perfect equilibrium properties of Γ(µ), which we analyze next.
Analysis of Γ(µ)
We begin by studying the consumer's best-reply strategy in Γ(µ). We denote the consumer's posterior belief after observing the signal s t = s by p µ (s). It follows readily from Bayes rule that
The boundsᾱ andᾱ, together with Equation (3), imply that p µ (s) ∈ [ᾱ µ ,ᾱ µ ] with probability one, where:
Fix a price vector τ = (τ 0 , τ 1 ) and note that the consumer optimizes her expected utility if and only if she follows the following strategy:
We note that in every perfect Bayesian equilibrium of the game Γ(µ) the strategy σ * constitutes an (almost surely) unique strategy of the consumer. Note further that every price vector (τ 0 , τ 1 ) induces two possible market scenarios: the full market scenario, where under σ * (µ, s, τ ) the consumer always buys from one firm or another for almost all signal realizations, and a non-full market scenario, where σ * (µ, s, τ ) = e for some positive measure of signals s ∈ S.
We can infer from (5) that the consumer buys from firm 0 whenever
and the market is full or whenever
and the market is not full. Given a prior µ and a pair of prices τ 0 , τ 1 , we let v µ (τ 0 , τ 1 ) be the threshold in terms of the private belief above which firm zero is chosen. That is, choosing firm zero is uniquely optimal for the consumer if and only if p(s) > v µ (τ 0 , τ 1 ). One can easily see from the above equations that v µ (τ 0 , τ 1 ) has the following form:
One can easily see that v µ (τ 0 , τ 1 ) is a continuous function of (µ, τ 0 , τ 1 ).
We can therefore write the expected utility of firm 0 in the game Γ(µ) for the price vector is τ as follows:
A similar equation can be derived for Π 1 (τ, µ), the profit of firm 1. In what follows we make a distinction between two forms of perfect Bayesian equilibria of the game Γ(µ): a deterrence equilibrium, where only a single firm sells with positive probability, and a non-deterrence equilibrium, where both firms sell with positive probability. That is,
, in which there exists a unique firm i such that:
A non-deterrence equilibrium (NDE) is an equilibrium that is not DE.
The following auxiliary proposition summarizes the main characteristics of the equilibria in the stage game Γ(µ). This characterization is the driving force behind the proof of Theorem 1. 2. Symmetrically, if signals are bounded and g 1 (ᾱ) > 0, then for some low enough prior µ 1 ∈ (0, 1), whenever µ < µ 1 ) firm 0 is deterred.
If the signals are unbounded or they exhibit the vanishing likelihood property, then no firm is deterred.
The proof of Theorem 2 as well as the complete analysis of this stage game is relegated to Appendix A. We next explain the logic behind the proof of Theorem 2 for bounded signal distribution. Consider the case where signals exhibit vanishing likelihood and assume that the prior µ < 1 is very close to 1 and thus strongly in favor of firm 0. Since the proportion of non-conformist consumers is vanishing, in equilibrium firm 1 is better off neglecting those non-conformist consumers who are in favor of firm 1. This fact leaves a margin for a small portion of non-conformists to buy product
Proof of Theorem 1
We next introduce the formal proof of Theorem 1, based on Theorem 2.
Proof of Theorem 1. First we show that if there is no vanishing likelihood, then the martingale of the public belief must converge to an interior point. Assume signal likelihoods are non-vanishing, that is, g 0 (ᾱ) > 0. Therefore, by Theorem 2, there exists µ 0 such that ∀µ ∈ (µ 0 , 1) there is a unique Bayesian subgame perfect equilibrium of Γ(µ) in which the consumer almost surely chooses firm zero (firm one is deterred by firm zero). This implies that if µ t ∈ (µ 0 , 1), then µ t+1 = µ t with probability 1. Now assume to the contrary that the state of the world is ω = 0 and that asymptotic learning holds and so 4 lim t→∞ µ t = 1. Therefore, there exists a time 5t for which µt ∈ (µ 0 , 1). This entails that µ t = µt for every t >t, which yields a contradiction as µ ∞ = 1.
Next we show that if vanishing likelihood holds, then the martingale of the public belief converges to a limit belief in which the true state is assigned probability 1. We start by proving that for every interval 
It follows from Lemma 4 that τ * (µ ∞ ) is a subgame perfect equilibrium price vector of Γ(µ ∞ ), and that v µ (τ * (µ ∞ )) =ᾱ. Hence, τ * (µ ∞ ) is a deterrent SPE of Γ(µ ∞ ). Since, by assumption µ ∞ ∈ [a, b] ⊂ (0, 1), and since vanishing likelihood holds, we have reached a contradiction to Theorem 2.
We conclude by proving that if the public belief µ t lies in some interior interval [a, b] ⊂ (0, 1) then µ t+1 must lie at a distance of at least ε > 0 from µ t with a probability of at least δ > 0, where ε and δ depend only on the interval [a, b] . We show this by examining the likelihood ratio. Conditional on the consumer choosing firm zero at time t we have that:
Since 1) and the distribution G 0 (·) first-order stochastic dominates over G 1 (·) (see Lemma A1 in Acemoglu et al. [1] ), we know that
it readily follows that there exists ε > 0 such that µ t+1 > µ t + ε, conditional on the consumer choosing firm zero at time t. Since v µ (τ * (µ t )) ∈ [c, d] ⊂ (ᾱ,ᾱ), this event occurs with a probability of at least
By observation 1, the limit µ ∞ = lim t→∞ µ t exists and by the above argument µ ∞ ∈ {0, 1} with probability 1. This shows that asymptotic learning holds.
Social Learning and Farsighted Firms
In this section we show that our main result carries forward to a setting where the firms are farsighted and maximize a discounted expected revenue stream. We extend our sequential model to the non-myopic case by defining the non-myopic sequential consumption game. In this model, as in the myopic case, each firm sets a price at every time period, except that now, each firm tries to maximize its discounted sum of the stream of payoffs. We follow Maskin and Tirole ( [10] - [12] ) and analyze the Markov perfect Nash equilibria (MPE) of the corresponding Bayesian repeated game.
For initial prior µ and a pair of prices τ = (τ 1 , τ 2 ), let q i (τ, µ) be the probability that the optimal action of the consumer is action i ∈ {0, 1, e} and let µ i (µ, τ ) be the posterior public belief given that the prior is µ and the consumer chooses action i ∈ {0, 1, e}. A strategy of firm i in this nonmyopic game is a non-negative sequence of prices τ * i = (τ t i ) t∈N such that for every time t, the mapping τ t i : H t → [0, 1] is measurable. τ t i ( ) determines the price of firm i at time t as a function of the history. Every strategy profile τ * = (τ * 1 , τ * 2 ), initial prior µ, and a discount factor δ > 0 define an expected payoff to every firm i:
where Π i (·) is the expected revenue per period as defined by equation (7). In the non-myopic case we view the set of all prior beliefs [0, 1] as our state space. The transition probabilities given a prior belief µ are determined by the above q ′ j s to the three potential states µ j for j ∈ {0, 1, e}. 
A pair of Markovian strategies τ * = (τ * 0 , τ * 1 ) comprises a Markov perfect equilibrium (MPE) if for every initial prior µ the profile τ * is a Nash equilibrium of the repeated sequential consumption game. 6 6 We henceforth identify σ with τ * .
In (9) we explicitly demand that the firms strategies at time t depend only on the current state, which is the public belief µ t . The Markovian property implies that for every time t, the continuation payoff to firm i depends only on µ t . Therefore, for any Markovian strategy profile τ * and initial prior µ ∈ [0, 1], we can simplify the notation and write W i,µ(τ ) = W i (µ), where W i (µ) is the expected payoff to firm i in the sequential game with initial prior µ. Using this notation, we get that the continuation payoff to firm i, conditional on the history h t , is simply W i (µ t ). It follows that for every Markovian strategy profile τ * and µ ∈ [0, 1],
Note that the payoff to firm i comprises two parts: q i (µ, τ * (µ))τ * i (µ) is the myopic expected payoff to firm i, and ∑ j∈{0,1,e}
is the expected future payoff to firm i. The sum comprises three summands, each of which determines the continuation payoff to firm i subject to the consumer decision that determines the new state. That is, with probability q j (µ, τ * (µ)) the consumer chooses alternative j ∈ {0, 1, e}, which yields a posterior belief µ j and a continuation payoff W i (µ j ). It follows from the definition that τ * is a MPE iff for every firm i and prior µ the price τ * (µ) i maximizes the expected payoff to firm i on the right-hand side of equation (10) .
In the following theorem we show that our main result in the myopic case carries forward to the non-myopic case. We restrict attention to MPE τ * with continuation payoffs W i that are Lipschitz-continuous in the prior µ and we denote this class by LMPE.
Theorem 3. Asymptotic learning holds in every LMPE for every discount factor δ < 1 if and only if the signal distributions exhibit the vanishing likelihood property.
Proof. We start by proving that if the signal distribution likelihood is vanishing, then asymptotic learning holds. Following the same logic as in the proof of Theorem 1, we get that asymptotic learning occurs if and only if ∀µ ∈ (0, 1), there is no firm that choose a deterrence strategy.
Assume to the contrary that for some discount factor δ < 1 and MPE τ * there exists µ d ∈ (0, 1) for which, without loss of generality, only firm zero is visited with positive probability. Since we are restricting our analysis to nonnegative prices, it must be the case thatᾱ µ d > The signal distribution likelihood is vanishing; therefore, from Theorem 2, we know that ∀µ < 1, there exists τ ′ 0 > 2ᾱ µ − 1, which yields a higher expected profit to firm zero in the current period. By Lemma 7, 2ᾱ µ − 1 is convex in µ, and we show that firm zero's can profit by deviating to a strategy where it plays the myopic best reply, τ ′ 0 , in the current period and plays the deterrence price 2ᾱ µ − 1 the subsequent periods.
To prove this formally, recall that in the current period, the pair of prices after firm zero deviates is (τ ′ 0 , 0). Therefore, the market is full and q e (µ d , (τ ′ 0 , 0)) = 0. Hence, the continuation belief obtains only two values with positive probability and by the martingale property it must be the case that
Hence a deviation of firm zero to play τ ′ 0 now and deterrence in the future yields the following expected payoff:
The expected payoff for firm zero from deviating to the myopic best reply τ ′ 0 is comprised of two parts. The first part φ(µ d , (τ ′ 0 , 0))τ ′ 0 is the current period expected payoff and, by the choice of τ ′ 0 , is strictly larger than 2ᾱ µ d −1. The second part is the expected payoff from playing deterrence in subsequent periods, and is also larger than 2ᾱ µ d − 1 due to the convexity of 2ᾱ µ − 1 proved in Lemma 7. This stands in contradiction to the assumption that τ * is a MPE.
We complete the proof by showing that if the signal distribution does not exhibit the vanishing likelihood property, then asymptotic learning does not hold.
Assume to the contrary that the signal distribution likelihood is nonvanishing and that asymptotic learning holds for some LMPE τ * . As asymptotic learning holds, it follows from Theorem 2 that there is no t for which there is a deterrence equilibrium at the corresponding stage game Γ(µ t ). As before, the probability of a consumer choosing firm zero is
. For tractability we assume that the market is full; extending the analysis to the general case is straightforward an hence omitted. The contradictory assumption implies that a single deviation to the monopolist price 2ᾱ µ − 1 is not profitable. The full market assumption implies that for every µ,
Rearranging (13) yields:
W 0 (µ) is Lipschitz continuous; therefore, by definition, there exists a constant C ∈ R + such that
and similarly, since µ > µ 1 (µ, τ ),
Next by Bayes rule
A simple calculation shows that
Substituting equations (15)- (18) into (14), we get
We plug φ(µ, τ ) into (19), and divide by
, which is positive, and get: 
It is easy to see that −µ t τ 0 is bounded below by −1. We next show that
By a standard first-order approximation it holds that for every ϵ > 0 there exists x ϵ >ᾱ such that for every x ≤ x ϵ ,
By Corollary 2 it holds that lim µ→1 v µ (τ * ) =ᾱ. Therefore, for every ϵ > 0 there exists µ ε < 1 such that v µ (τ * ) ≤ x ϵ for all µ ≥ µ ε and hence
Since G 0 FOSD G 1 (see Lemma A1 in Acemoglu et al. [1] ) and the signals' likelihood is non-vanishing, we have that
All that is left is to show is that
approaches zero as µ approaches one. The numerator of the left-hand side of (20) is negative by Lemma 3 and by stochastic dominance, while the denominator is positive. We use the approximation again:
From Lemma 5, we know that as µ approaches 1, the SPE price vector
As a result, the second element of (21) approaches zero and the lefthand side of equation (21) is bounded away from zero while the right-hand side approaches zero, a contradiction. 7 By Lemma 3 we know that τ * 0 → 1 as µ → 1.
Discussion
In the classical models of social learning, the consumers' utility from each alternative is fixed. In that setting, when signals are bounded, there is always a positive probability that the inferior product will prevail (see Banerjee [4] and Bikhchandani et al. [6] ). However, when signals are unbounded there are always non-conformists consumers who go against the herd and purchase the product most others won't (see Smith and Sørenson [13] ). These non-conformists are instrumental for the aforementioned information aggregation when the consumers' choice is between products with fixed prices. However, our setting involves strategic pricing that alters these results, as each of the firms can now lower its price and attract consumers, even when the prior belief is biased against it, or price out its competitor if the prior belief is in its favor. We ask two questions: When are these pricing strategies optimal? And what implications do these strategies have for the manner in which markets aggregate information? We find that the proportion of non-conformist consumers plays a significant role in answering these questions. An intuitive extension from the model with fixed prices suggests that more non-conformists implies more social learning. However, our main finding is the exact opposite: social learning occurs only when the number of non-conformist consumers is small. This is the condition we refer to as "vanishing likelihood."
We study the conditions under which markets in which firms are engaged in a pricing competition enable or hinder social learning. We do so by introducing a simple setting of duopolistic pricing competition. We first study a simplified model where firms are myopic and prove that in this setting, when signals are bounded, social learning occurs if and only if the signal distributions exhibit the vanishing likelihood property. We then extend these results to a version of the model with forward-looking firms that maximize their expected discounted future revenue stream.
The rationale behind this counterintuitive result is uncovered when analyzing the firms' incentives in the stage game. As society learns one of the firms, say firm zero, emerges as the better one. At that stage the new consumer, prior to receiving a signal, assigns a high probability to firm zero having the superior product. In other words, the stage game begins with a biased prior towards firm zero, which now wants to exploit this nearmonopolistic status and set a high price. The only reason not to do so is when the next consumer is very likely to receive a strong signal that firm one is superior and consequently not conform with its predecessors. This argument can be ignored by firm zero when the probability of this event is low enough, which is exactly captured by our notion of 'vanishing likelihood'. Therefore when signals exhibit vanishing likelihood the popular firm ignores non-conformist consumers and foregoes this market share by setting prices high. Firm one sets prices low and wins over the consumer in the rare event that he is is a non-conformist, thus breaking the herd phenomenon. Notice that no matter how small the probability of this is in the stage game, when we go back to the repeated game it eventually happens with probability one.
While this work contributes to the literature of social learning, the vanishing likelihood property and its effect on firms' strategic behavior has interesting implications for market behavior and in particular on market entry and the adoption of new technologies. We study these aspects in a companion paper (Arieli et al. [2] ).
A Proofs of the Stage Game.

A.1 Equilibrium Analysis of Γ(µ)
In this stage game, the decision of the consumer can be described by the simple threshold strategy σ * described in Section 4. The analysis of equilibrium behavior will therefore focus on analyzing the firms' behavior. The expected profit of firm zero is described in equation (7). The functions (G ω ) ω=0,1 are differentiable on (ᾱ,ᾱ) and so, whenever v µ (τ 0 , τ 1 ) ∈ (ᾱ,ᾱ), the payoff functions Π i (τ, µ) are differentiable. The partial derivative
is given by:
Equation (25) will be crucial for the following equilibrium analysis.
Lemma 1.
Let τ * 0 , τ * 1 be an equilibrium of the game Γ(µ). The following conditions hold:
If no firm is deterred, then
∂Π i (τ i ,τ * i ) ∂τ i | τ * i = 0 for any firm i = 0, 1.
If firm one is deterred, then
∂Π 0 (τ 0 ,τ * 1 ) ∂τ 0 | τ * 0 ≤ 0.
If firm zero is deterred, then
Proof. Proof of 1: We note that since the equilibrium is not deterrent we have that v µ (τ * 0 , τ * 1 ) ∈ (ᾱ,ᾱ). The lemma follows from standard first-order conditions.
Proof of 2: Assume to the contrary that τ * is DE and that
Then firm zero can increase its profit by increasing its price by ε, a contradiction.
Proof of 3: Symmetric to the proof of 2.
We next show that any DE of the game Γ(µ) must be a full market equilibrium.
In words, whenever one firm has zero probability of selling, the other firm sells with probability one.
Proof. Without loss of generality assume that no buyer buys from firm 1 and so its profit must be zero. Assume to the contrary that P r F ({s|σ * (µ, s, τ * ) = e}) > 0. Recall that σ * (µ, s, τ * ) = e ⇐⇒ 1−τ * 1 < p µ (s) < τ * 0 (this follows from the structure of σ * ; see equation (5)). Hence
Therefore there must existτ 1 such that P r F ({s|p µ (s) < 1 −τ 1 }) > 0 and 1 −τ 1 < τ * 0 , which implies thatτ 1 is positive. If firm 1 deviates from τ * 1 toτ 1 , then there is positive probability that agents will buy from firm one. Thus firm one's expected profit is positive. In contradiction to the equilibrium constraint.
Another key property of a DE is given in the following lemma. ). In words, if firm i is driven out of the market (in the sense that the consumer surely does not buy from her) it must be the case that the consumer's posterior belief assigns a probability of at most 0.5 that i is the superior firm.
Proof. Assume to the contrary thatᾱ µ < 1 2 and that τ * is a DE where firm 1 gets no buyer. Clearly Π 1 (τ * ) = 0. From Proposition 1 we know that the market is full and hence thatᾱ µ − τ * 0 ≥ 0. Consider a deviation of firm 1 to the price τ 1 = τ * 0 . Note that the set {s ∈ S|p µ (s) ∈ (ᾱ µ , 1 2 )} has positive probability and that for any signal in this set buyers prefer firm 1 to firm 0 (and hence also to the action e). Therefore, at the price τ 1 = τ * 0 firm 1 has a positive profit. Thus it is profitable for firm 1 to deviate in contradiction to the equilibrium assumption. The proof of the case where firm zero receives no buyers is symmetric, and thus omitted.
The following corollary suggests that whenever signals are unbounded there is no DE. In fact all equilibria are NDE.
Corollary 1. If signals are unbounded then there is no DE in Γ(µ).
Proof. As signals are unboundedᾱ = 0 andᾱ = 1, we get thatᾱ µ = 0 and α µ = 1. The proof now follows from Lemma 2.
An outstanding question is under what conditions does the DE equilibrium with bounded signals exist. We now turn to show that this depends on whether or not signals exhibit vanishing likelihood. We first show that, in a DE, it is always the case that there is a unique price vector where firm one sets its price to zero and firm zero sets its price such that its least favorable consumer becomes indifferent between buying from firm zero or receiving the other firm's product for free.
Proposition 2. Let τ
Proof. Without loss of generality, assume thatᾱ µ ≥ 1 2 . The other case follows from symmetry considerations. By Lemma 2 we conclude that in this case firm one is deterred. This in turn implies thatᾱ µ − τ * 0 ≥ 0 and
Assume to the contrary that α µ − τ * 0 > 1 −ᾱ µ − τ * 1 and consider the following three cases:
1 -firm zero has a profitable deviation by raising its price
-firm one has a profitable deviation by lowering its price to
Since τ * 0 = 2ᾱ µ −1+τ * 1 , the consumer with the lowest signal is indifferent between both products and weakly prefers either product to action e. If τ * 1 > 0, firm one can slightly lower its price and attract buyers with positive probability. This would entail a positive expected profit and hence be a profitable deviation. Yet this is impossible in equilibrium and therefore τ * 1 = 0, which in turn implies τ * 0 = 2ᾱ µ − 1.
Lemma 2 argued that the conditionᾱ µ > 1 2 is necessary for a DE (in which firm 1 is deterred) to exist. We now turn to study the implications of this condition.
Proof. It is easy to see that for a price of τ 0 = 2ᾱ µ − 1 firm one attracts all consumers regardless of τ * 1 ≥ 0. Hence, the price τ 0 = 2ᾱ µ − 1 guarantees a profit ofᾱ µ − 1 for firm 0. Therefore, in SPE it must be the case that Π 0 (τ * ) ≥ 2ᾱ µ − 1.
Until now we have shown that a deterrence equilibrium never occurs when signals are unbounded (Corollary 1) or when the prior is not biased (Lemma 2). We show next that if the signals exhibit VL, then for every prior µ ∈ (0, 1), all equilibria of Γ(µ) are non-deterrent (even when signals are bounded). | τ 0 =2ᾱµ−1 explicitly and show that when vanishing likelihood holds, this expression is bounded away from zero.
From Proposition 1 we know that for the given price vector the market is full. We use the log-likelihood ratio transformation (see, e.g., Smith and Sørenson [13] , Herrera and Hørner [9] , and Duffie et al. [8] ). This transformation additively separates between the effect of pricing and the effect of the prior. The log-likelihood ratio of state 0 conditional on observing the signal s is defined as log(
1−p(s) ); we denote the corresponding pair of CDFs byḠ
and the corresponding density functions byḡ ω . By equation (4), if the bounds of the signal distribution areᾱ andᾱ, then the bounds of the log likelihood ratio distribution are log(ᾱ 1−ᾱ ) and log(ᾱ 1−ᾱ ), respectively. In particular, the functions (Ḡ ω ) ω=0,1 are differentiable on (log(ᾱ 1−ᾱ ), log(ᾱ 1−ᾱ )). The log likelihood of the posterior belief is therefore
).
In a similar manner we can now transform the indifference signal and denotē v µ (τ ) = log(
. From our analysis of the consumer's optimal strategy σ * , we have that
if the market is not full.
By equation (28), we can describe firm zero's expected profit as follows:
Plugging equation (30) into equation (29) and calculating its derivative we get
Since vanishing likelihood holds we have that both g 1 (ᾱ) = 0, and g 1 (ᾱ) = 0. Therefore, to complete the proof, we need to show thatḡ 0 (ᾱ) = 0. Assume to the contrary thatḡ 1 (ᾱ) <ḡ 0 (ᾱ), then, since the distributions are absolutely mutually continuous, there exists ε such that ∫ᾱ +ε αḡ 0 (s)ds > ∫ᾱ +ε αḡ 1 (s)ds ⇒Ḡ 0 (ᾱ + ε) >Ḡ 1 (ᾱ + ε). This is a contradiction asḠ 0 FOSD overḠ 1 .
Therefore, ifḡ 1 (ᾱ) = 0, it must be the case thatḡ 0 (ᾱ) = 0. Thus, from equation (31),
| τ 0 =2ᾱµ−1 = 1, and we have reached the desired contradiction.
A.2 Equilibrium Analysis for Biased Priors
We now consider the case where signals are bounded; in contrast to the assumptions of Proposition 3, signals do not exhibit vanishing likelihood. It turns out that if, say g 0 (α) > 0, then when µ is sufficiently close to 1 all SPE of Γ(µ) are DE. We study first the case where µ = 1.
Observation 3.
If τ * is an equilibrium of Γ(1), then:
Proof. Since µ = 1, it follows thatᾱ µ = 1. As a result, the consumer will almost surely choose product zero for all non-negative price vectors such that τ 0 ≤ 1. Firm zero can therefore dominate the market with a price 1.
Lemma 4. The equilibrium correspondence that maps every prior µ the set of SPE prices
Proof. The proof is standard and therefore omitted.
The following corollary shows that as µ approaches 1, it holds that for any SPE of Γ(µ), the equilibrium price of firm 0 approaches 1. Proof. Assume that the sequence {(τ * 0 (µ k ), τ * 1 (µ k ))} ∞ k=1 converges (otherwise we can take a convergent subsequence) to (τ * 0 , τ * 1 ). It follows from Corollary 2 that τ * 0 = 1. By definition, v µ (τ 0 , τ 1 ) is a continuous function of (τ 0 , τ 1 ). Therefore, v µ (τ 0 (µ k ), τ 1 (µ k )) converges to v µ (1, τ 1 ) =ᾱ.
Corollary 2. Let
Corollary 3 is stronger than Observation 3 as it shows that when the prior approaches 1, the probability that the consumer will purchase product 0 approaches 1.
The following lemma is a counterpart of Corollary 2. Unlike Corollary 2 it does not follow immediately from Observation 3 and Lemma 4 since (1, τ ) is an SPE price vector of Γ (1) Proof. Assume to the contrary that there exists a sequence {µ k } ∞ k that converges to 1 and lim k→∞ τ * 1 (µ k ) = δ > 0. If the signal structure does not exhibit vanishing likelihood, then, by Theorem 2, there exists µ 0 such that for every µ k > µ 0 , there is a unique DE equilibrium of Γ(µ k ), and, by Proposition 2, it must be the case that τ * 1 (µ k ) = 0, a contradiction. If the signal structure exhibits vanishing likelihood, then for every µ ∈ (0, 1), all equilibria of Γ(µ) are NDE. By definition of NDE, there exists a positive measure of signals for which probability of the consumer choosing product one is greater than zero (the utility from choosing the outside option). On the other hand, the consumer's utility from product one is bounded above by 1 −ᾱ µ k − τ * 1 (µ k ). By the contradictory assumption, lim k→∞ 1 −ᾱ µ k − τ * 1 (µ k ) = −δ, and therefore there exists k 0 such that for every k > k 0 , 1 −ᾱ µ k − τ * 1 (µ k ) < 0. In this case there is no equilibrium in which there is a positive measure of signals for which the consumer chooses product one, a contradiction.
Finally, we present the complementary condition of Proposition 3 for the case of non-vanishing likelihood. We show that when the signal distribution likelihood is non-vanishing and the prior is sufficiently biased in favor of one firm, there is a unique equilibrium in which the a priori disadvantageous firm is deterred.
Sincev µ (τ ) is a log-likelihood ratio transformation of v µ (τ ), we can perform the inverse transformation v µ (τ ) = 
On the other hand, we assume that τ * (µ k ) is a NDE, and hence by Lemma 1, for all k < ∞, the following equality holds:
a contradiction.
The importance of the distinction between a DE and NDE in our stage game is expressed in the following lemma. It argues that the probability of buying from firm 0 is state-dependent if and only if the equilibrium being played is a NDE.
Proof of Theorem 2
Proof. The first part of Theorem 2 follows from Proposition 4. The second part of the theorem follows from Proposition 3. To show part (3) of the theorem, let τ = (τ 0 , τ 1 ) be an SPE equilibrium of Γ(µ) for µ ∈ (0, 1). If signals are unbounded it follows from Corollary 1 that τ is not DE. If the signals are bounded but exhibit vanishing likelihood, then Proposition 3 shows that τ is a NDE. The lemma states that if asymptotic learning holds, then the probability that consumer t buys the superior product approaches one as t goes to infinity.
B Additional Proofs for the Main Model
