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Bound States at Threshold. Many-particle case.
Dmitry K. Gridnev∗
FIAS, Ruth-Moufang Strasse 1, D–60438 Frankfurt am Main, Germany†
We consider the phenomenon of eigenvalue absorption for a many body Hamiltonian,
which depends on a parameter. The conditions on pair potentials, which guarantee that
the eigenvalues approaching the bottom of the continuous spectrum become absorbed as the
parameter approaches a critical value, are derived. We also discuss the behavior of bound
states’ wave functions when the corresponding levels approach the bottom of the continuous
spectrum. The results have applications in atomic and molecular physics. An application to
the stability problem of three Coulomb charges is presented.
I. INTRODUCTION
In this paper we consider a Hamiltonian H(Z) depending on a parameter Z. For Z in the
neighborhood of some critical value Zcr the system is supposed to have a bound state ψ(Z) ∈ L
2
with the energy E(Z) and when Z → Zcr the energy approaches the bottom of the continuous
spectrum E(Z) → Ethr. The question is then whether H(Zcr) has a bound state exactly at the
bottom of the continuous spectrum. If the answer is yes then one speaks of eigenvalue absorption.
The two-body case with Z being the coupling constant of the interaction is well–studied [1, 2, 3].
In particular, it is known [1, 2] that the eigenvalue absorption takes place for the potentials with a
positive part falling off slower than r−2. To our knowledge, there is only one result of this sort in
the many body case, namely, the brilliant proof by Thomas and Maria Hoffmann-Ostenhof together
with Barry Simon [4] that a two-electron atom with an infinitely heavy nucleus has a bound state
at threshold, when the nuclear charge becomes critical. The role of the parameter Z in their proof
is played by the nuclear charge. Our aim here is to investigate the general many body case. The
theorems presented in the paper generalize, in particular, the result in [4] to the case of finite
non–equal masses.
Let us say a few words on the physics of eigenvalue absorption. Our view is that the main
physical effect of this phenomenon lies not in a mere presence of a bound state exactly at threshold
but rather in the behavior of wave functions of those energy levels, which approach the bottom
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2of continuum. For example, from absence of a bound state at threshold it follows that ψ(Z) fully
spreads for Z → Zcr (see Sec. II), i.e. the probability to find all particles in any fixed bounded region
of space goes to zero. This, in turn, means that the size of the system goes to infinity. Such physical
effect when a size of a bound system drastically increases near threshold can be found in neutron
halos, helium dimer, Efimov states, Rydberg states etc., for discussion see Refs. [1, 5, 6, 7, 8]. In
this paper the connection of eigenvalue absorption to spreading or non–spreading of bound states
is used as a key method in the proof. In other words, we prove the fact of eigenvalue absorption by
demonstrating that the corresponding bound state wave functions do not spread. In the following
we demonstrate that the many body case is similar to the two body problem [1] in the sense that a
long-tailed repulsive interaction between possible decay products prevents spreading and forces an
L2 bound state at threshold. In nuclear physics, the non–spreading of bound states in the presence
of a positive Coulomb tail in the interaction between possible decay products explains why no
proton halos are found [9].
The article is organized as follows. In Sec. II we discuss the connection between spreading and
eigenvalue absorption. The basic notations are also introduced here. In Sec. III we discuss the
bounds on two–particle Green’s functions from [1]. In Sec. III we consider a system with no bound
subsystems and prove that if pair interactions are repulsive and fall off not faster than r−2 then at
the critical point there is a zero energy bound state. In Sec. IV we provide similar results for the
case where the dissociation threshold is formed by two clusters. In the last two sections we discuss
an application to the problem of three Coulomb charges, which extends the result in [4], and draw
conclusions.
II. SPREADING AND BOUND STATES AT THE THRESHOLD
To make the bound states approach the threshold we make the interactions in the Hamiltonian
depend on a parameter Z ∈ Rp (we have chosen Rp for the sake of clarity, but in fact, the nature
of the parameter space does not play a role). Throughout this paper under the Hamiltonian with
a parameter sequence we shall mean the pair (H(Z),Z), where Z ∈ Z ⊂ Rp and the set Z consists
of a given sequence of parameter values {Zk}
∞
k=1 converging to some critical value Zk → Zcr and
the limit point itself, that is Z := {Zk} ∪ Zcr. The Hamiltonian H(Z) describes the system of N
3particles
H(Z) = H0 + V (Z, x) (1)
V (Z, x) =
∑
1≤i<j≤N
Vij(Z;xi − xj), (2)
where H0 is the kinetic energy operator with the center of mass removed, xi ∈ R
3 denote particles’
position vectors and x ∈ R3N−3 denotes the full set of relative coordinates. The pair potentials are
subdued to the following restrictions
R1 |Vij(Z; y)| ≤ F (y) for all Z ∈ Z, where F (y) is such that χ{|y|≤d0}F (y) ∈ L
2(R3) and
χ{|y|≥d0}F (y) ∈ L
∞
∞(R
3) and d0 is some positive constant.
R2 ∀f(x) ∈ C∞0 (R
3N−3) : limZk→Zcr
∥∥[V (Zk)− V (Zcr)]f∥∥ = 0, where {Zk} = Z/Zcr.
In R1 the symbol L∞∞ denotes bounded Borel functions, which go to zero at infinity. For instance,
F (y) could be continuous apart from some square–integrable singularities and falling off at infinity.
With these restrictions on the potentials H(Z) is self-adjoint on D(H0) ⊂ L
2(R3N−3) [10, 11].
By Ethr(Z) we shall denote the bottom of the continuous spectrum of H(Z), that is
Ethr(Z) := inf σess(H(Z)) (3)
The set of requirements on the system continues as follows
R3 for all Zk ∈ Z/Zcr there are E(Zk) ∈ R, ψ(Zk) ∈ D(H0) such that H(Zk)ψ(Zk) =
E(Zk)ψ(Zk), where ‖ψ(Zk)‖ = 1 and E(Zk) < Ethr(Zk).
R4 limZk→Zcr E(Zk) = limZk→Zcr Ethr(Zk) = Ethr(Zcr), where {Zk} = Z/Zcr.
The requirements R3-4 say that for all members of the parameter sequence the system has a
level below the continuum and for Z → Zcr the energy of this level approaches the bottom of the
continuous spectrum.
In the proofs we shall extensively deal with the so-called spreading sequences. The term is
borrowed from [12], where Zhislin used the idea of spreading sequences in his proof of the “atomic”
version of the HVZ theorem. We shall say that the sequence of functions fn(x) ∈ L
2(Rn) does not
spread if for any ε > 0 there exist R,N > 0 such that ‖χ{x||x|>R}fn‖ < ε for all n > N . (From
now and on χA denotes the characteristic function of the set A). Otherwise the sequence is called
spreading. The definition merely says that for a non-spreading sequence fn no parts of the support
4of fn escape to infinity. We shall say that the sequence fn fully spreads if the whole support of
fn escapes to infinity, i.e. ∀R : limn→∞ ‖χ{x||x|≤R}fn‖ = 0. Physically speaking, if the sequence of
wave functions fully spreads it means that the probability to find all particles in any fixed bounded
region of space goes to zero. In the rest of this section we shall prove a number of technical
results, which are in the spirit of [13] and serve as machinery in dealing with spreading sequences
of wave functions. The following lemma and theorem give us the conditions, which guarantee the
non-spreading of sequences.
Lemma 1. Suppose that the sequence of functions fn ∈ L
2(Rn) is uniformly norm-bounded and
|fn| is non-decreasing |fn| ≤ |fn+1|. Then fn does not spread.
Proof. Let us assume by contradiction that fn spreads. Then there must exist a positive constant
a > 0 such that lim supn→∞ ‖χ{x||x|≥R}fn‖ > a for all R > 0. Let us fix n and choose R so
that ‖χ{x||x|≥R}fn‖
2 < a2/4. Because the sequence fn spreads we can find n
′ > n such that
‖χ{x||x|>R}fn′‖
2 > a2/2. Using that |fn| is non–decreasing we obtain
‖fn′‖
2 = ‖χ{x||x|≤R}fn′‖
2 + ‖χ{x||x|>R}fn′‖
2 ≥ ‖χ{x||x|≤R}fn‖
2 + ‖χ{x||x|>R}fn′‖
2 = (4)
‖fn‖
2 − ‖χ{x||x|>R}fn‖
2 + ‖χ{x||x|>R}fn′‖
2 ≥ ‖fn‖
2 +
a2
4
(5)
Eqs. (4)-(5) tell us that for any fn there exists such fn′ with n
′ > n that ‖fn′‖
2 ≥ ‖fn‖
2 + a2/4.
But this contradicts fn being a norm-bounded sequence, hence, fn does not spread.
This result can be made stronger.
Theorem 1. Suppose that a sequence fn ∈ L
2(Rn) satisfies the following inequality
|fn| ≤ gn + |hn| (6)
where gn, hn ∈ L
2(Rn), ‖hn‖ are uniformly bounded and gn converges in norm. Additionally,
suppose that the sequence |hn| has the following property: from any subsequence |hnk | one can
choose a sub/subsequence |hnks |, which is non–decreasing |hnks | ≤ |hnks+1 |. Then the sequence fn
does not spread.
Proof. Evidently, if a non-negative sequence is dominated by a non-spreading sequence then it
does not spread. It is also obvious that the sum of two non-spreading sequences does not spread
as well. The sequence gn does not spread because it converges in norm and to prove the lemma
we need only to show that the sequence |hn| does not spread. Then by (6) |fn| is dominated by a
sum of two non-spreading sequences and hence does not spread as well.
5Let us assume by contradiction that |hn| spreads, which means that
lim supn→∞ ‖χ{x||x|≥R}hn‖ > a for all R, where a > 0 is a constant. This means that for
k = 1, 2, . . . we can extract a subsequence hnk that satisfies ‖χ{x||x|≥k}hnk‖ > a.
On one hand, it is easy to see that every subsequence of |hnk | spreads. On the other hand,
by condition of the theorem |hnk | contains a subsequence, which is non–decreasing and uniformly
bounded and thus cannot spread by Lemma 1. This is the contradiction and, hence, |hn| does not
spread.
An important consequence of restriction R1 on pair potentials is given by the following lemma.
We shall call the sequence fn ∈ D(H0) uniformly H0-bounded if the sequence H0fn is uniformly
norm-bounded.
Lemma 2. Let (H(Z),Z) be a Hamiltonian with a parameter sequence satisfying R1-4. Then the
sequence ψ(Zk) defined in R3 is uniformly H0-bounded.
Proof. The statement represents a well-known fact, see f.e. [12] but for completeness we give the
proof right here. By contradiction, let us assume that for Zk → Zcr we have ‖H0ψ(Zk)‖ → ∞. By
the Shro¨dinger equation H0ψ(Zk) = −V (Zk)ψ(Zk) + E(Zk)ψ(Zk). Because E(Zk) are uniformly
bounded and ψ(Zk) are normalized we obtain the bound ‖H0ψ(Zk)‖ ≤ ‖V (Zk)ψ(Zk)‖ + O(1).
From this inequality ‖H0ψ(Zk)‖ → ∞ would mean ‖V (Zk)ψ(Zk)‖ → ∞ as well.
R1 tells us that the pair potentials Vij are bounded by Fij , where for a shorter notation we
denote Fij := F (xi − xj). Using that as an operator Fij is H0 bounded [10] with a relative bound
0 we obtain the chain of inequalities
‖V (Zk)ψ(Zk)‖ =
∥∥∑
i<j
Vij(Zk;xi − xj)ψ(Zk)
∥∥ ≤ N(N − 1)
2
∥∥Fijψ(Zk)∥∥ ≤ (7)
a‖H0ψ(Zk)‖+ b ≤ a‖V (Zk)ψ(Zk)‖+O(1) (8)
where a, b > 0 are constants independent of Z and a can be chosen as small as pleased. Taking,
for example, a = 1/2 and dividing both sides of the inequality (7)–(8) by ‖V (Zk)ψ(Zk)‖ we find
that the assumption ‖V (Zk)ψ(Zk)‖ → ∞, respectively ‖H0ψ(Zk)‖ → ∞ is false.
The following theorem illustrates the connection between non-spreading and bound states at
the threshold.
Theorem 2. Let (H(Z),Z) be a Hamiltonian with a parameter sequence satisfying R1-4. If the
sequence ψ(Zk) defined in R3 does not fully spread then H(Zcr) has a bound state at the threshold
H(Zcr)ψ0 = Ethr(Zcr)ψ0, (9)
6where ψ0 ∈ D(H0) ⊂ L
2(R3N−3).
Before we start with the proof we shall need a couple of technical Lemmas, which would be of
use in the following sections as well.
Lemma 3. Let fn ∈ D(H0) be a uniformly H0-bounded sequence, which converges weakly fn
w
→ f0.
Then (a) f0 ∈ D(H0); (b) if the operator A is relatively H0 compact then ‖A(fn − f0)‖ → 0.
Proof. First, let us prove that the sequence H0fn is weakly convergent. A proof by contradiction.
By condition of the lemma H0fn is uniformly norm–bounded. Then if the sequence H0fn does
not converge weakly there must exist at least two weak limit points, i.e. there exist two sequences
f ′k, f
′′
k , which are subsequences of fn and for which H0f
′
k
w
→ φ1 and H0f
′′
k
w
→ φ2, where φ1,2 ∈ L
2
and φ1 6= φ2. On one hand, because φ1 6= φ2 and D(H0) is dense in L
2 there is g ∈ D(H0) such
that (φ1 − φ2, g) 6= 0. On the other hand, using that f
′
k
w
→ f0 and f
′′
k
w
→ f0 we get
(φ1 − φ2, g) = lim
k→∞
[(
H0(f
′
k − f
′′
k ), g
)]
= lim
k→∞
[(
(f ′k − f
′′
k ),H0g
)]
= 0, (10)
a contradiction. Hence, H0fn
w
→ G, where G ∈ L2. ∀f ∈ D(H0) by self-adjointness of H0 we
obtain (H0f, f0) = limn→∞(H0f, fn) = (f,G). Thus f0 ∈ D(H0) and G = H0f0, which proves (a).
To prove (b) note that (H0 + 1)(fn − f0)
w
→ 0. Using that compact operators acting on weakly
convergent sequences make them converge in norm we get
A(fn − f0) = A(H0 + 1)
−1(H0 + 1)(fn − f0)→ 0 (11)
since A(H0 + 1)
−1 is compact by condition of the lemma.
In a different form the statement (a) of Lemma 3 can be found in [12]. Let us remark that in
this Lemma neither the nature of the Hilbert space nor the nature of the operator H0 play a role,
the only thing that matters is the self–adjointness of H0.
Lemma 4. Let fn ∈ D(H0) be an H0-bounded sequence of functions, which converges weakly
fn
w
→ φ0. Then (a) if fn does not spread then fn → φ0 in norm; (b) if fn does not fully spread
then φ0 6= 0.
Proof. Let us start with (a). Because fn does not spread it is enough to show that ∀R
‖χ{x||x|≤R}(fn − φ0)‖ → 0 in norm. This follows if we apply Lemma 3 and use that χ{x||x|≤R}
is relatively H0 compact [10, 11].
Let us prove (b). Assume by contradiction that fn
w
→ 0. Using the arguments from (a) we get
that ∀R ‖χ{x||x|≤R}fn‖ → 0. But this would mean that fn fully spreads contrary to the condition
of the Lemma.
7Proof of Theorem 2. Because ψ(Zk) does not fully spread there are a,R > 0 and a subsequence
Zn ∈ Z/Zcr, Zn → Zcr such that ‖χ{x||x|<R}ψ(Zn)‖ > a for all n. From this subsequence by the
Banach-Alaoglu theorem we choose a weakly convergent sub/subsequence (for which for economy
of notation we keep the notation ψ(Zn)) ψ(Zn)
w
→ ψ0, where ψ0 is the weak limit point and
ψ0 ∈ D(H0) by Lemma 3. Then the sub/subsequence ψ(Zn) does not fully spread and is weakly
convergent, hence, by Lemma 5 ψ0 6= 0. For any f ∈ C
∞
0 we have(
[H(Zcr)− Ethr(Zcr)]f, ψ0
)
= lim
Zn→Zcr
(
[H(Zcr)− Ethr(Zn)]f, ψ(Zn)
)
= (12)
lim
Zn→Zcr
([
H(Zn)− (V (Zn)− V (Zcr))− Ethr(Zn)
]
f, ψ(Zn)
)
= (13)
lim
Zn→Zcr
{[
E(Zn)− Ethr(Zn)
](
f, ψ(Zn)
)
−
(
[V (Zn)− V (Zcr)]f, ψ(Zn)
)}
= 0, (14)
where in the last equation we have used R2,4. Summarizing, for all f ∈ C∞0 we have([
H(Zcr)− Ethr(Zcr)
]
f, ψ0
)
=
(
f,
[
H(Zcr)−Ethr(Zcr)
]
ψ0
)
= 0, (15)
meaning that Eq. (9) holds.
Notice, that in the proof we had to consider a weakly converging subsequence of bound states.
The following Lemma is useful in dealing with general sequences of bound states.
Lemma 5. Let fn ∈ L
2(Rn) be a normalized sequence of functions, with the property that every
weakly converging subsequence converges also in norm. Then fn does not spread.
Proof. By contradiction, let us assume that fn spreads. In the proof of Lemma 2 we have shown
that for a spreading sequence fn it is possible to extract a subsequence gk = fnk with the property
‖χ{x||x|≥k}gk‖ > a, where a > 0 is some constant. On one hand, it is easy to see that gk with this
property does not have any subsequences that converge in norm. On the other hand, by the Banach-
Alaoglu theorem gk has at least one weakly converging subsequence. This must also converge in
norm as a subsequence of fn and there is a contradiction. Hence, fn does not spread.
Later we would show that for certain potentials the sequences of bound states ψ(Zk) have
exactly this property: all weakly converging subsequences converge in norm. By Lemma 5 this
would mean that the whole sequence of bound states ψ(Zk) does not spread.
III. TWO–PARTICLE RESULTS REVISITED
In this section we return to the results of [1] and rewrite the bounds on the Green’s function
of two particles in the context required for the present paper. Let us set N = 2 and let Gk(x, y)
8denote the kernel of the integral operator
Gk =
[
p2 +
3 + δ
4|x|2
χ{x| |x|≥n} + k
2
]−1
, (16)
where x = x2 − x1 is the relative coordinate, p is the conjugate momentum with respect to x and
k > 0.
In [1] the proof of eigenvalue absorption in the two particle case is based on the following
pointwise upper bound on the Green’s function Gk(x, y), which after combining Eqs. (15), (18) in
[1] has the form
Gk(x, y)χ{y| |y|≤n} ≤
χ{y| |y|≤n}
4π|x− y|
×

 1− R˜
−1
0 a˜(a˜+ 1)
−1|x− y| if |x− y| ≤ R˜0
R˜a˜0(1 + a˜)
−1|x− y|−a˜ if |x− y| ≥ R˜0
(17)
where a˜(y), R˜0(y) are real–valued functions on R
3 satisfying the inequalities (see Eqs. (12)–(13) in
[1])
R˜0 ≥ |y|+ n (18)
a˜(a˜+ 1) ≤
3 + δ
4
R˜20
(R˜0 + |y|)2
(19)
It makes sense to simplify the inequality (17). Using that in (17) only the values |y| ≤ n matter
we can fix a˜ and R˜0 in the following way
a˜ =
1
2
+
min(1, δ)
20
(20)
R˜0 =
20
min(1, δ)
n (21)
By the direct calculation one can check that the choice (20)–(21) satisfies the inequalities (18)–(19).
It is only important that a˜ > 1/2 and a˜ does not depend on n. No we can rewrite the inequality
(17) as follows
Gk(x, y)χ{y| |y|≤n} ≤
χ{y| |y|≤n}
4π|x− y|
×

 1 if |x− y| ≤ R˜0Cδna˜|x− y|−a˜ if |x− y| ≥ R˜0 , (22)
where a˜ and R˜0 are defined through (20)–(21) and Cδ is a constant, which depends only on
δ. As one can see, the upper bound (22) does not depend on k. Estimating through (22) the
Hilbert–Schmidt norm of the operator Gkχ{x| |x|≤n} (which is the product of the resolvent with
the operator of multiplication by a characteristic function) tells us that Gkχ{x| |x|≤n} is a Hilbert–
Schmidt operator and its Hilbert–Schmidt norm is uniformly bounded for all k > 0. Generally,
the operator GkF (x)χ{x| |x|≤n} is a Hilbert–Schmidt operator when F ∈ L
2
loc(R
3). Of course, Gk
9by itself is neither Hilbert–Schmidt nor it is uniformly bounded for k → 0 but through the cut off
by the characteristic function it gains both of these properties.
Below we demonstrate that to make Gk uniformly bounded for k → 0 it is sufficient to multiply
it by a polynomially decaying function instead of a cut off through χ{x| |x|≤n}.
Lemma 6. Suppose f(x) ∈ L2loc(R
3) and there are ε,m > 0 such that sup|x|≥m
(
|x|3+ε|f(x)|
)
<
+∞. Then
sup
k
‖Gkf(x)‖2 < +∞, (23)
where ‖ · ‖2 stands for the Hilbert–Schmidt norm of an operator.
Proof. For a shorter notation let us denote χn := χ{x| |x|≤n} In view of (22) and (20)–(21) we have
(‖Gkχn‖2)
2 =
∫
|y|≤n
dxdy|Gk(x, y)|
2 ≤
∫
|y|≤n
dy
∫
|x−y|≤R˜0
dx
1
|x− y|2
+ (24)
C2δn
2a˜
∫
|y|≤n
dy
∫
|x−y|≥R˜0
dx
1
|x− y|2(a˜+1)
(25)
where we have used that (4π)−2 < 1. Note, that the second integral on the rhs converges because
a˜ > 1/2. Through the change of variables, namely z1 = y and z2 = x− y, the integrals on the rhs
in (25) can be calculated explicitly. The direct calculation tells us that both integrals on the rhs of
(25) are proportional to n4. Hence, we can conclude that there exists a constant b > 0 depending
only on δ such that
‖Gkχn‖2 ≤ bn
2, (26)
We can rewrite the Hilbert–Schmidt norm as
‖Gkf(x)‖2 = ‖Gkf(x)χm‖2 + lim
N→∞
∥∥∥ N∑
n=m+1
Gkχn(χn − χn−1)f(x)
∥∥∥
2
(27)
Using (22) and that f ∈ L2loc we get that the first term on the rhs of (27) is bounded by a constant
independent of k. Setting K = sup|x|≥m
(
|x|3+ε|f(x)|
)
, which is finite by condition of the lemma,
for the second term we obtain
lim
N→∞
∥∥∥ N∑
n=m+1
Gkχn(χn − χn−1)f(x)
∥∥∥
2
≤ K
∞∑
n=m+1
∥∥∥Gkχn(χn − χn−1) |x|−3−ε∥∥∥
2
(28)
≤ K
∞∑
n=m+1
∥∥∥Gkχn∥∥∥
2
(n− 1)−3−ε ≤ Kb
∞∑
n=m+1
n2(n− 1)−3−ε, (29)
where we have used (26). The series on the rhs of (29) obviously converge. Thus both terms on
the rhs in (27) are bounded by constants independent of k and the lemma is proved.
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IV. BORROMEAN SYSTEMS AND THE MULTI-PARTICLE DECAY.
In this section we shall deal with the systems, where for all values of Z the bottom of the
continuous spectrum is determined by the decay into N single particles, which, in turn, means that
Ethr(Z) = 0. Let us start with a couple of definitions. The system of particles described by the
Hamiltonian H given in (1)–(2) (Z is fixed) is called Borromean [5, 6] if neither of its subsystem
has a bound state with the energy less or equal to zero. (It is clear from the HVZ theorem [10]
that the lowest dissociation threshold of such system is given by the decay into N single particles).
Let us introduce the Hamiltonians Hs for s = 1, 2, . . . , N
Hs = H0 +
∑
i<k
i,k 6=s
Vik, (30)
which is the Hamiltonian of the original system, except that all interactions of particle s with other
particles are set to zero. We shall call the Hamiltonian H strictly Borromean with a bound ε if
ε := sup
p
{
p ∈ R| ∀s : Hs ≥ p
∑
i<k
i,k 6=s
(Vik)−
}
> 0 (31)
The inequality (31) means that increasing the negative parts of pair potentials in H by small
portions does not produce bound states in any of the subsystems. Clearly, ifH is strictly Borromean
then it is also Borromean but not vice versa.
Theorem 3. Suppose that (H(Z),Z) satisfies R1-4 and for all Z ∈ Z the Hamiltonian H(Z) is
strictly Borromean with a bound larger than some fixed ε0 > 0. Suppose, additionally, that all pair
potentials satisfy the following inequality
2µikVik(Z) ≥
3 + δ
4|xi − xk|2
if |xi − xk| ≥ R0, (32)
where δ > 0, R0 ≥ 0 are fixed constants independent of Z and µik denotes the reduced mass of the
particle pair (i,k). Then: (a) for Zk → Zcr the sequence ψ(Zk) defined by R3 does not spread. (b)
H(Zcr) has at least one bound state with the zero energy; (c) H(Z) has a finite number of bound
states with the energies less or equal to zero for all Z ∈ Z.
Remark1: In the appendix we show that after strengthening the requirement R2 the condition in
Theorem 3 for H(Z) being strictly Borromean with a bound larger than ε0 becomes too restrictive.
It suffices that H(Z) is Borromean for all Z ∈ Z.
Remark2: Theorem 3 and its proof below hold also if some particles are bosons or fermions.
(In this case Ethr(Z) in R3 is defined as the bottom of the continuous spectrum of πHπ, where π
defines the projection operator on the space with a proper permutation symmetry).
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Proof of Theorem 3. Theorem 2 provides the inclusion (a) ⇒ (b). Let us prove (a). By Lemma 5
it is sufficient to show that every weakly converging subsequence of ψ(Zk) converges in norm. So
let {Zn}
∞
n=1 ⊂ Z/Zcr, Zn → Zcr be a subsequence such that ψn := ψ(Zn) is weakly convergent:
ψn
w
→ φ0, where φ0 ∈ D(H0) by Lemma 3. Our aim is to obtain an upper bound on |ψn| in the
form required by Theorem 1. This would mean that |ψn| does not spread and hence by Lemma 4
ψn → φ0 in norm as needed.
In the following we derive the upper bound on the weakly converging subsequence ψn
w
→ φ0.
For economy of notation we shall denote V nik := Vik(Zn) and E(Zn) = −k
2
n (where kn > 0 and
kn → 0 for n→∞). Let us start by writing out the Schro¨dinger equation[
H0 + k
2
n +
∑
i<k
(V nik)+
]
ψn =
∑
s<l
(V nsl )− ψn (33)
Taking the inverse of the operator on the left we rewrite it equivalently as
ψn =
∑
s<l
[
H0 +
∑
i<k
(V nik)+ + k
2
n
]−1
(V nsl )− ψn = (34)
∑
s<l
[
H0 +
∑
i<k
(V nik)+ + k
2
n
]−1
(V nsl )− (ψn − φ0) +
[
H0 +
∑
i<k
(V nik)+ + k
2
n
]−1
(V nsl )− φ0 (35)
From (32) the following inequality holds for the positive parts of the pair potentials
(V nik)+ ≥
3 + δ
8µik|xi − xk|2
χ{x| |xi−xk|≥R0}. (36)
Let us introduce the resolvent
R(z) =
[
H0 +
(∑
i<k
3 + δ
8µik|xi − xk|2
χ{x| |xi−xk|≥R0}
)
− z
]−1
, (37)
which is a positivity preserving operator [10]. Using (36) and applying Lemma 7 we obtain the
following inequality out of (34-35)
|ψn| ≤
∑
s<l
R(−k2n) (V
n
sl )−
∣∣ψn − φ0∣∣+∑
s<l
R(−k2n) (V
n
sl )−
∣∣φ0∣∣ (38)
The last inequality gives us the upper bound on |ψn| in the form
|ψn| ≤ gn + |hn|, (39)
where
gn :=
∑
s<l
R(−k2n) (V
n
sl )−
∣∣(ψn − φ0)∣∣ (40)
hn :=
∑
s<l
R(−k2n)χ{x| |xs−xl|≤R0}Fsl|φ0|, (41)
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where in (39) we have used the inequality
(V nsl )− ≤ χ{x| |xs−xl|≤R0}Fsl (42)
It remains to prove that gn, hn defined by (40)–(41) indeed satisfy the requirements of Theorem 1.
Using (42) for gn we get
‖gn‖ ≤
∑
s<l
∥∥∥R(−k2n)χ{x| |xs−xl|≤R0}F 1/2(xs − xl)∥∥∥ ∥∥(V nsl )1/2− (ψn − φ0)∥∥ (43)
Applying Lemmas 8, 9 to (43) we get that ‖gn‖ → 0 for n→∞ as needed. The following inequality
holds for the norm of hn
‖hn‖ ≤
∑
s<l
∥∥∥R(−k2n)χ{x| |xs−xl|≤R0}F 1/2(xs − xl)∥∥∥ ∥∥F 1/2(xs − xl)φ0∥∥ (44)
Because φ0 ∈ D(H0) the term
∥∥F 1/2(xs − xl)φ0∥∥ is finite. The operator norm on the rhs of (44)
is uniformly bounded by Lemma 9. So, on one hand, ‖hn‖ is uniformly bounded as needed. On
the other hand, looking at the definition of hn given by (41) and using Lemma 7 it is easy to see
that |hn| ≤ |hn′ | if k
2
n ≥ k
2
n′ . Because k
2
n > 0 and at the same time k
2
n → 0 from any subsequence
k2ns one can extract a monotonically decreasing sub/subsequence. Hence, from any subsequence
hns one can extract a sub/subsequence, which is non–decreasing. Thus both hn and gn satisfy the
requirements of Theorem 1 and (a) and (b) are proved.
Let us prove (c). A proof by contradiction. Suppose that for some fixed Z there is an infinite
number of orthonormal bound states φn with the energy En = −k
2
n less or equal to zero. Let us
first assume that En < 0 (all energies are negative). The energies must accumulate at zero, so
k2n → 0. Because the sequence φn is orthonormal φn
w
→ 0. Just repeating the arguments above we
shall get the upper bound
|φn| ≤
∑
s<l
R(−k2n) (Vsl)−
∣∣φn∣∣ (45)
It is easy to see that Lemma 8 applies in this case as well and gives
lim
n→∞
∥∥∥(Vsl)1/2− ∣∣φn∣∣∥∥∥ = 0 (46)
(To formally apply Lemma 8 to this case one can redefine Zn = k
2
n and Zcr = 0, which makes H
independent of Zn). Applying Lemma 9 to (45) and using (46) we infer that the norm of the rhs
of (45) goes to zero. This means that ‖φn‖ → 0, which is nonsense. Thus the number of bound
states with negative energies must be finite. It remains to show that the number of bound states
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with the zero energy is finite. Again, we assume by contradiction that this number is infinite. Let
us replace the pair potentials Vik through V˜ik = Vik − (ε0/2)(Vik)−. On one hand, the system
with the redefined potentials satisfies all conditions of the present theorem. Indeed, it is strictly
Borromean with a bound larger than ε0/2 and (32) still holds because the inequality (32) concerns
only positive parts of pair potentials. On the other hand, this change in the potentials makes the
number of bound states with negative energy infinite. But we have already shown that this number
must be finite. This is a contradiction.
The following simple lemma is similar to the one in [1].
Lemma 7. Let V (1), V (2) be the sums of pair interactions satisfying R1 and suppose that V (1) ≥
V (2). Let R1,2 =
[
H0 + V
(1,2) − z1,2
]−1
denote the resolvents with resolvent sets ρ1,2. Then for
zi ∈ R ∩ ρi and z1 ≤ z2 one has the inequality
R1|f | ≤ R2|f | (∀f ∈ L
2) (47)
Proof. By the second resolvent formula
R2|f | − R1|f | = R1
[
V (1) − V (2) + (z2 − z1)
]
R2|f | ≥ 0 (48)
because the expression in the square brackets is non–negative and the operators R1,2 are positivity
preserving [10].
Lemma 8. Suppose that (H(Z),Z) satisfies R1-4 and for all Z ∈ Z the Hamiltonian H(Z)
is strictly Borromean with a bound larger than some fixed ε0 > 0. Suppose, additionally, that
ψ(Zn)
w
→ φ0 ∈ D(H0), where Zn → Zcr and Zn ∈ Z/Zcr. Then ‖ (Vsl(Zn))
1/2
− (ψ(Zn)− φ0)‖ → 0.
Proof. By the IMS formula [11, 14] (for a detailed derivation see [11]) the Hamiltonian H(Z) can
be decomposed in the following way
H(Z) =
N∑
s=1
JsHs(Z)Js +K(Z) (49)
where
K(Z) =
N∑
s=1
Is(Z)|Js|
2 +
N∑
s=1
|∂Js|
2 (50)
Is(Z) =
N∑
i=1
Vis(Z) (51)
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The functions of the IMS decomposition satisfy Js ∈ C
∞(R3N−3), 0 ≤ Js ≤ 1 and form the
partition of unity
∑
s J
2
s = 1. Besides Js are homogeneous of degree zero outside the unit sphere,
i.e. Js(λx) = Js(x) for λ ≥ 1 and |x| = 1 (this makes |∂Js| fall off at infinity), and there exists
C > 0 such that
suppJs ∩ {x||x| > 1} ⊂ {x| |xi − xs| ≥ C|x| for i 6= s} (52)
For a shorter notation we denote ψn := ψ(Zn). We shall prove the lemma in three steps given
by the following equations.
(a) lim
Zn→Zcr
((ψn − φ0),K(Zn)(ψn − φ0)) = 0 (53)
(b) lim
Zn→Zcr
((ψn − φ0),H(Zn)(ψn − φ0)) = 0 (54)
(c) lim
Zn→Zcr
(
(ψn − φ0), (Vsl(Zn))− (ψn − φ0)
)
= 0 (55)
From (c) the statement of the lemma clearly follows. Let us start with (a). By the requirement
R1 on pair potentials we have
|(f,K(Z)f)| ≤ (f, K˜f) (∀f ∈ D(H0)) (56)
where the operator K˜ is defined through
K˜ =
N∑
s=1
I˜s|Js|
2 +
N∑
s=1
|∇Js|
2 (57)
I˜s =
N∑
i=1
Fis (58)
Eq. (56) has the advantage that K˜ does not depend on Z and to prove (a) it suffices to show that
((ψn − φ0), K˜(ψn − φ0))→ 0 (59)
Eq. (59), in turn, would follow from Lemma 3 if we would prove that K˜ is relatively H0 compact.
Because |∇Js|
2 ∈ L∞∞(R
3N−3) the second sum in (57) represents an operator, which is, indeed,
relatively H0 compact (see Lemma 7.11 in [11]). It remains to demonstrate that the operators
I˜s|Js|
2 are also relatively H0 compact. Indeed, we can write
Fis|Js|
2 = Fis|Js|
2χ{|x|≥n} + Fis|Js|
2χ{x| |x|<n} (60)
By (52) we can fix n in (60) so that supp
[
Fis|Js|
2χ{|x|≥n}
]
⊂ {x| |xi − xs| ≥ d0}. Because
Fisχ{x| |xi−xs|≥d0} ∈ L
∞
∞ this would mean that the first term on the rhs of (60) is relatively H0
compact. The second term belongs L2(R3N−3) and thus is also relatively H0 compact.
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This makes us conclude that K˜ is relatively H0 compact as a sum of relatively H0 compact
operators and (59) holds by Lemma 3. This proves (a).
Let us prove (b). Rewriting the expression in (b) we obtain
(
(ψn − φ0),H(Zn) (ψn − φ0)
)
= E(Zn)
(
(ψn − φ0), ψn
)
− (61)(
(ψn − φ0),H(Zcr)φ0
)
−
(
(ψn − φ0), [V (Zn)− V (Zcr)]φ0
)
(62)
where we have used the equations H(Zn)ψn = E(Zn)ψn and H(Zn) = H(Zcr) + V (Zn)− V (Zcr).
The first term on the rhs of (61)–(62) goes to zero because E(Zn) → 0. The second term goes to
zero because H(Zcr)φ0 is a fixed function in L
2 and ψn
w
→ φ0. The statement (b) would be proved
if we would show that the third term goes to zero. Because C∞0 (R
3N−3) is dense in D(H0) we can
decompose φ0 in the following way φ0 = φ
′
0 + φ
′′
0 , where φ
′
0 ∈ C
∞
0 (R
3N−3) and ‖φ′′0‖ can be made
as small as pleased. Then the third term on the rhs of (61)–(62) takes the form
(
(ψn − φ0), [V (Zn)− V (Zcr)]φ0
)
=
(
(ψn − φ0), [V (Zn)− V (Zcr)]φ
′
0
)
+ (63)(
[V (Zn)− V (Zcr)] (ψn − φ0), φ
′′
0
)
(64)
The first term on the rhs of (63)–(64) goes to zero by R2. The second term could be made as small
as pleased if we would show that [V (Zn)− V (Zcr)] (ψn−φ0) is a uniformly bounded sequence. But
this can be deduced from the following inequality
∥∥∥[V (Zn)− V (Zcr)] (ψn − φ0)∥∥∥ ≤ a‖H0(ψn − φ0)‖+ b, (65)
where the constants a, b are independent of Z (cf. Eqs. (7)–(8)). The lhs of (65) is uniformly
bounded because (ψn − φ0) is an uniformly H0-bounded sequence by Lemma 2.
It remains to be shown that (c) is true. Using the statement (a) and (49) we obtain from (b)
(
(ψn − φ0), JsHs(Zn)Js(ψn − φ0)
)
→ 0 (∀s) (66)
Together with the inequality (31) for a strictly Borromean system this gives us
(
(ψn − φ0), J
2
s
(
Vik(Zn)
)
−
(ψn − φ0)
)
→ 0 (∀s,∀i, k 6= s) (67)
Finally, using (67) we obtain
(
(ψn − φ0),
(
Vik(Zn)
)
−
(ψn − φ0)
)
=
N∑
s=1
(
(ψn − φ0), J
2
s
(
Vik(Zn)
)
−
(ψn − φ0)
)
(68)
→
(
(ψn − φ0), (J
2
i + J
2
k )
(
Vik(Zn)
)
−
(ψn − φ0)
)
(69)
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On the other hand, for the rhs of (69) we get
0 ≤
(
(ψn − φ0), (J
2
i + J
2
k )
(
Vik(Zn)
)
−
(ψn − φ0)
)
(70)
≤
(
(ψn − φ0), (J
2
i + J
2
k )Fik(ψn − φ0)
)
→ 0 (71)
because (J2i + J
2
k )Fik is relatively H0 compact and Lemma 3 applies. Eqs. (70)–(71) mean that
the rhs respectively lhs of (68)–(69) go to zero and thus (c) is proved.
Lemma 9. The following inequality holds for the resolvent defined in (37)
sup
k>0
∥∥∥R(−k2)F 1/2sl χ{x| |xs−xl|≤n}∥∥∥ <∞ (∀s 6= l,∀n > 0) (72)
Proof. Without loosing generality let us set s = 1 and l = 2. It is convenient [15] to choose
the Jacobi set of orthogonal coordinates ξ = x1 − x2 and ζ = (ζ1, . . . , ζN−2), where ξ ∈ R
3 and
ζ ∈ R3N−6 and consider the problem on L2(R3N−3) = L2(R3) ⊗ L2(R3N−6). It is always possible
to choose the ζ–coordinates so that the kinetic energy operator takes the form
H0 =
p2ξ
2µ12
−∆ζ , (73)
where pξ is the conjugate momentum for ξ and ∆ζ denotes the Laplacian on the space of ζ coor-
dinates.
For a shorter notation let us denote
F˜sl := F
1/2
sl χ{x| |xs−xl|≤n} (74)
ηsl :=
3 + δ
4|xs − xl|2
χ{x| |xs−xl|≥R0} (75)
Let us choose arbitrary f ∈ L2 with ‖f‖ = 1. Consecutively applying Lemma 7 one obtains the
following chain of inequalities
∥∥∥R(−k2)F˜ 1/212 f∥∥∥ ≤ ∥∥∥R(−k2)F˜ 1/212 |f |∥∥∥ ≤
∥∥∥∥[H0 + k2 + (2µ12)−1η12]−1F˜ 1/212 |f |
∥∥∥∥ (76)
=
∥∥∥∥U[H0 + k2 + (2µ12)−1η12]−1F˜ 1/212 |f |
∥∥∥∥ (77)
where the unitary operator U = 1⊗F has been introduced, F being the Fourier transform in the
space of ζ–coordinates Fg(ζ) = gˆ(λ). Using that U commutes with F˜
1/2
12 and η12 we can continue
the right–hand side of (77) as
=
∥∥∥∥[(2µ12)−1p2ξ + λ2 + k2 + (2µ12)−1η12]−1F˜ 1/212 U |f |
∥∥∥∥ (78)
≤ 2µ12
∥∥∥∥[p2ξ + η12 + 2µ12k2]−1F˜ 1/212 ⊗ 1 ∣∣U |f |∣∣
∥∥∥∥ (79)
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where the first term of the tensor product is an operator acting on ξ-space, which is L2(R3).
Because
∥∥∣∣U |f | ∣∣∥∥ = 1 we finally get from (76)–(79)
∥∥∥R(−k2)F˜ 1/212 ∥∥∥ ≤ 2µ12
∥∥∥∥[p2ξ + η12 + 2µ12k2]−1F 1/2(ξ)χ{ξ| |ξ|≤n}
∥∥∥∥ , (80)
where the norm on the rhs is that of the operator acting on L2(R3). In Sec. III we have shown
that the maximum of the rhs of (80) over k > 0 is finite. This proves the lemma.
V. THE TWO-CLUSTER DECAY
Here we consider the situation, where the bottom of the continuous spectrum corresponds to
the dissociation into two clusters. Let a = 1, 2, . . . , (2N−1 − 1) label all the distinct ways [14] of
partitioning particles into two non–empty clusters Ca1 and C
a
2. It is useful to construct the following
operators Ha = H0 + V
a
1 + V
a
2 , where V
a
1,2 denote the sum of interactions in the corresponding
cluster Ca1,2 (in other words, V
a
1 + V
a
2 is the sum of all interactions minus cross-terms between the
two clusters).
We shall assume that for all Z ∈ Z the lowest dissociation threshold is formed by the decay
into two particular clusters C11 and C
1
2, which correspond to the partition a = 1. Let ξ ∈ R
3N−6
denote the set of internal coordinates in both clusters C11,2 and r ∈ R
3 is the coordinate of clusters’
relative motion (r points from the center of mass of C1 to the center of mass of C2).
The Hamiltonian of the system given by (1)–(2) can be rewritten as
H = Hthr(ξ, Z) +
p2r
2µ
+W (r, ξ, Z) (81)
whereHthr is the Hamiltonian of internal motion in the clusters C
1
1,2, pr is the conjugate momentum
corresponding to the coordinate r, µ =M1M2/(M1+M2) is the reduced mass derived from clusters’
total masses M1,2 and W is the sum of pair interactions between the clusters (cross–terms). It is
convenient to consider (81) on a tensor product space L2(R3N−3) = L2(R3) ⊗ L2(R3N−6), where
each term in the tensor product corresponds to the space of r and ξ coordinates respectively.
Apart from requirements R1-4 on the pair potentials the following additional requirements have
to be imposed
R5 For all Z ∈ Z there exist a normalized bound state φthr(ξ, Z) ∈ D(Hthr) and a
constant |∆ǫ| > 0 independent of Z such that Hthr(Z)φthr(ξ, Z) = Ethr(Z)φthr(ξ, Z)
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and
(
1− Pthr(Z)
)[
Hthr(Z)− Ethr(Z)
]
≥ |∆ǫ|
(
1− Pthr(Z)
)
(82)[
Ha≥2(Z)− Ethr(Z)
]
≥ |∆ǫ|, (83)
where Pthr(Z) = 1⊗ φthr(φthr, ·) is a projection operator.
R6 For all Z ∈ Z there are A, q > 0 independent of Z such that the bound state φthr
defined in R5 satisfies the following inequality |φthr(ξ, Z)| ≤ Ae
−q|ξ|.
The following remarks are due. The requirement R5 says that the bottom of the continuous
spectrum corresponds to the ground state of Hthr. This ground state is non-degenerate [10] and
consequently φthr(ξ, Z) ≥ 0. The requirement R6 is necessary to control the exponential fall off of
the clusters’ ground state. Examples of upper bounds on the wave function giving the control of
this kind can be found in Refs. [16].
From the requirement R6 we infer the following inequality
∣∣Pthr(Z)f ∣∣ ≤ Pthr(Z)|f | ≤ Pexp|f | (∀f ∈ L2), (84)
where Pexp = 1⊗A
2e−q|ξ|(e−q|ξ|, ·) (the operator Pexp is not a projection operator and is introduced
merely for convenience).
Theorem 4. Suppose that (H(Z),Z) satisfies R1-6 and for all Z ∈ Z the potentials satisfy the
following inequality
2µW ≥
3 + δ
4|r|2
if |r| ≥ C0 + C1|ξ|
p (85)
where δ, C0,1, p are fixed positive constants. Then: (a) for Zk → Zcr the sequence ψ(Zk) defined
by R3 does not spread. (b) H(Zcr) has at least one bound state at the bottom of the continuous
spectrum.
Proof. Again, following the arguments of Theorem 3, the theorem would be proved if we would
show that every weakly converging subsequence of the sequence ψ(Zk) does not spread. So let
{Zn}
∞
n=1 ⊂ Z/Zcr, Zn → Zcr be a subsequence such that ψn := ψ(Zn) is weakly convergent:
ψn
w
→ φ0, where φ0 ∈ D(H0) by Lemma 3. Our aim is to show that ψn does not spread.
Using the obvious identity
ψn = Pthr(Zn)(ψn − φ0) + (1− Pthr(Zn))(ψn − φ0) + φ0 (86)
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and the inequality (84) we obtain the upper bound on |ψn|
|ψn| ≤
∣∣(1− Pthr(Zn))(ψn − φ0)∣∣+ Pthr(Zn)|ψn|+ Pexp|φ0|+ |φ0|. (87)
The last two terms on the rhs of (87) are fixed L2 functions and the first term goes to zero in norm
by Lemma 10. Hence, to prove that ψn does not spread it suffices to prove that Pthr(Zn)|ψn| does
not spread. This is what we prove below.
Let us introduce the potential tail η(x) = (3+δ)(2r)−2χ{x| |r|≥1}. We separate the potential into
two parts W (Zn) =W
+
n −W
−
n , where W
+
n := max[W (Zn), (2µ)
−1η(r)] and W−n :=W
+
n −W (Zn).
Note that though W+n ≥ 0, W
−
n can take both signs, so W
±
n are not positive and negative parts of
the potential. To avoid possible confusion, we distinguish the present notation by setting the plus
and minus signs as superscripts. If we abbreviate Ω = {x| |r| < C0 + C1|ξ|
p}, then according to
(85) supp(W−n ) ⊂ Ω.
Rewriting the Schro¨dinger equation for ψn we get
ψn =
[
(Hthr − Ethr) +
p2r
2µ
+
k2n
2µ
+W+n
]−1
W−n ψn, (88)
where k2n = −2µE(Zn). Applying Lemma 7 to (88) gives
|ψn| ≤ 2µ
[
2µ(Hthr − Ethr) + p
2
r + k
2
n + η
]−1
|W−n ψn|, (89)
where we have used 2µW+n ≥ η. The advantage of (89) is that Pthr commutes with η and pr and
besides Pthr(Hthr − Ethr) = 0. Thus, acting with Pthr(Zn) on both sides of (89) gives us
Pthr(Zn)|ψn| ≤ 2µ
[
p2r + k
2
n + η
]−1
Pthr(Zn)|W
−
n ψn| (90)
≤ 2µ
[
p2r + k
2
n + η
]−1
Pexp χ{Ω}|W
−
n ψn| (91)
where we have used that supp(W−n ) ⊂ Ω. Let us consider the term |W
−
n ψn|
|W−n ψn| ≤
∣∣W−n (ψn − φ0)∣∣+ ∣∣W−n φ0∣∣ ≤ ∣∣W−n (ψn − φ0)∣∣+

η + 2∑
i<j
Fij

 |φ0|, (92)
where we have used R1 together with the inequality |W−n | ≤ 2|W (Zn)|+ η. Substituting (92) into
(91) we finally obtain the inequality
Pthr(Zn)|ψn| ≤ gn + |hn|, (93)
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where
gn := 2µ
[
p2r + k
2
n + η
]−1
Pexp χ{Ω}
∣∣W−n (ψn − φ0)∣∣ (94)
hn := 2µ
[
p2r + k
2
n + η
]−1
Pexp χ{Ω}|φ˜0| (95)
|φ˜0| :=

η + 2∑
i<j
Fij

 |φ0| ∈ L2 (96)
To prove the theorem it remains to show that gn and hn defined by (94)–(95) satisfy the conditions
of Theorem 1. Indeed, ‖gn‖ → 0 by the Lemmas 10, 11. Let us consider |hn|. Lemma 11 tells
us that the sequence |hn| is uniformly norm bounded (because |φ˜0| is a fixed L
2-function). By
repeating the arguments in the proof of Theorem 3 we find that from any subsequence |hns | one
can extract a non–decreasing sub/subsequence. Thus Theorem 1 applies and Pthr(Zn)|ψn| does
not spread.
The following two lemmas supplement the proof of Theorem 4.
Lemma 10. Suppose that (H(Z),Z) satisfies R1-6 and ψ(Zn)
w
→ φ0 ∈ D(H0), where Zn → Zcr
and Zn ∈ Z/Zcr. Then
(a) lim
Zn→Zcr
∥∥W−n (ψn − φ0)∥∥ = 0 (97)
(b) lim
Zn→Zcr
∥∥∥[1− Pthr(Zn)](ψn − φ0)∥∥∥ = 0, (98)
where ψn := ψ(Zn) and W
−
n is defined as in Theorem 4.
Proof. The IMS formula [14] reads
H(Z) =
2N−1∑
a=1
JaHa(Z)Ja +K(Z) (99)
K(Z) =
2N−1∑
a=1
[
J2aIa(Z) + |∇Ja|
2
]
, (100)
where
Ia(Z) :=
∑
i∈Ca
1
j∈Ca
2
Vij(Z) (101)
and the functions Ja are defined exactly as in [14].
Let us prove (a). The first step is to prove the following equations
lim
Zn→Zcr
(
ψn − φ0,K(Zn)(ψn − φ0)
)
= 0 (102)
lim
Zn→Zcr
∥∥Ja≥2(ψn − φ0)∥∥ = 0 (103)
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Similarly to the proof of Theorem 3, we introduce the operator
K˜ =
∑
a

J2a
∑
i∈Ca
1
j∈Ca
2
Fij + |∇Ja|
2

 , (104)
which does not depend on Z and is relatively H0 compact. Using the inequality (56), which is also
true for the redefined K, K˜ and applying Lemma 3 we find that (102) holds.
Just repeating the argumentation in Lemma 8 (around Eq. (62)) we obtain
lim
Zn→Zcr
(
(ψn − φ0), [H(Zn)− Ethr(Zn)] (ψn − φ0)
)
= 0. (105)
Substituting (99) into (105) and using (102) we obtain
lim
Zn→Zcr
∑
a
(
Ja(ψn − φ0), [Ha(Zn)− Ethr(Zn)]Ja(ψn − φ0)
)
= 0 (106)
When a = 1 the following inequality holds
H1(Zn) =
p2r
2µ
+Hthr(Zn) ≥ Ethr(Zn) (107)
Setting (83) into (106) and using (107) we obtain (103).
Because |W−n | ≤ 2|W |+ η to prove (a) it is enough to show that
∥∥Fij(ψn − φ0)∥∥ −−−→
n→∞
0 (i ∈ C11, j ∈ C
1
2) (108)
‖η(ψn − φ0)‖ −−−→
n→∞
0 (109)
For the last expression we have
‖η(ψn − φ0)‖
2 = ‖J1η(ψn − φ0)‖
2 +
∑
a≥2
‖Jaη(ψn − φ0)‖
2 (110)
The first term on the rhs of (110) goes to zero because J1η is bounded and falls off at infinity and
is thus relatively H0 compact, and all other terms go to zero due to (a) and η being bounded.
Hence, indeed (109) holds. It remains to prove (108). Acting in the same way we get
‖Fij(ψn − φ0)‖
2 = ‖J1Fij(ψn − φ0)‖
2 +
∑
a≥2
‖FijJa(ψn − φ0)‖
2. (111)
Again, the first term on the right–hand side of (111) goes to zero because for (i ∈ C1, j ∈ C2) the
term J1Fij is relatively H0 compact. For the other terms, we use that Fij is H0 bounded with a
relative bound zero, which gives us
‖FijJa≥2(ψn − φ0)‖ ≤ b‖H0Ja≥2(ψn − φ0)‖+ c‖Ja≥2(ψn − φ0)‖ (112)
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for some constants b, c > 0, where b can be chosen arbitrary small. Using the properties of Ja it is
easy to show that Ja≥2(ψn − φ0) is a uniformly H0-bounded sequence since (ψn − φ0) is one (cf.
Lemma 2). Thus, the first term on the rhs in (112) can be made as small as pleased by choosing b
small, while the last term goes to zero by (103). Hence, indeed (108) is true, which finally proves
(a).
To prove (b) note that by (108)
lim
Zn→Zcr
(
(ψn − φ0),W (Zn)(ψn − φ0)
)
= 0. (113)
Substituting (113) into (105) we get
lim
Zn→Zcr
(
(ψn − φ0),
[
Hthr(Zn)− Ethr(Zn)
]
(ψn − φ0)
)
= 0. (114)
Inserting the identity 1 = Pthr(Zn) + (1 − Pthr(Zn)) into (114) and using (82) together with the
fact that [Hthr − Ethr]Pthr = 0 we finally prove (b).
Lemma 11. The following inequality holds
sup
k>0
∥∥∥∥[p2r + k2 + η]−1Pexp χ{Ω}
∥∥∥∥ <∞ (115)
Proof. For the norm of the operator in (115) we have∥∥∥∥[p2r + k2 + η]−1Pexp χ{Ω}
∥∥∥∥ = (116)∥∥∥∥∥
[
p2r + k
2 + η
]−1
e
− a
4
“
r−C0
C1
”1/p
Pexp e
a
2
|ξ|e−
a
2
|ξ|e
a
4
“
r−C0
C1
”1/p
χ{Ω}
∥∥∥∥∥ ≤ (117)∥∥∥∥∥
[
p2r + k
2 + η
]−1
e
− a
4
“
r−C0
C1
”1/p∥∥∥∥∥×
∥∥∥Pexp ea2 |ξ|∥∥∥×
∥∥∥∥∥e− a2 |ξ|e
a
4
“
r−C0
C1
”1/p
χ{Ω}
∥∥∥∥∥
∞
(118)
The first operator norm is uniformly bounded for all k > 0 by Lemma 6. The second norm is
bounded by the definition of Pexp. And the third norm is bounded from the definition of the set
Ω.
Let us make some additional remarks to Theorem 4 and its proof. There is an apparent difficulty
with including fermions into this approach because we require that φthr ≥ 0. This is a serious
limitation for the present method. In the forthcoming article [17] we shall demonstrate how this
difficulty can be circumvented in the case when the pair potentials are the sums of short–range
and pure Coulomb terms. With an additional effort [17] one can lift the restriction saying that the
lowest dissociation threshold corresponds to two particular clusters. This would open the way to
inclusion into this approach identical particles (not fermions), for which the dissociation threshold
might be degenerate due to symmetry.
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VI. BEHAVIOR OF BOUND STATES IN THE PROBLEM OF THREE COULOMB
CHARGES
Here we discuss a direct application of the above methods to the problem of stability of three
Coulomb charges, for details see Refs. [18]. This problem is particularly interesting because it
admits the coexistence of two types of behavior of bound states as they approach the dissociation
threshold, namely spreading and non–spreading. Let us introduce the notations. There are three
particles charges {q1, q2,−1} and masses {m1,m2,m3}. The position vectors are xi ∈ R
3 corre-
sponding to the particle mass mi. The Hamiltonian [19] with a separated center of mass motion
in the Jacobi coordinates ξ = x3 − x2, r = x1 − x2 − sξ, reads
H˜ =
p2ξ
2µ23
−
q2
|ξ|
+
p2r
2µ
−
q1
|(1− s)ξ − r|
+
q1q2
|aξ + r|
(119)
where µik = mimk/(mi + mk), µ = m1(m2 + m3)/(m1 + m2 + m3) are reduced masses and
s = m3/(m3 +m2).
We keep the masses fixed, which makes the Hamiltonian H˜ depend on parameters (q1, q2)
alone. A typical stability diagram [18] for H˜ is sketched in Fig. 1, where the points in the shaded
area represent the values of (q1, q2) for which H˜ is stable. Under stability we mean that H˜ has
at least one bound state below the bottom of the continuous spectrum. The properties of the
stability diagram are discussed in detail in [18]. We mention some key features here. In the square
{q1,2| 0 < q1,2 < 1} the system is always stable (the physical reason is that at long distances there
appears a Coulomb attraction between the bound pair and the third particle, which accommodates,
in fact, infinitely many bound states). There are two possible dissociation thresholds formed by
the pairs of charges (−1, q1) and (−1, q2) and the line of equal energy thresholds is given by the
equation µ23q
2
2 = µ13q
2
1. It is convenient to introduce the set D = {q1, q2|q1 > 0, µ23q
2
2 > µ13q
2
1}
such that for (q1, q2) ∈ D the bottom of the continuous spectrum corresponds to the dissociation
(123) → (23) + 1. The stability area is formed by two convex arcs, which form a cusp on the
line of equal energy thresholds, just like in Fig. 1. Without loosing generality we concentrate our
attention on the points within D. Other properties of the stability diagram are as follows. If the
point q
(s)
1 , q
(s)
2 ∈ D is stable then all points in {q1,2| q1 ≥ q
(s)
1 , q2 = q
(s)
2 } ∩ D and all points in
{q1,2| q2 ≤ q
(s)
2 , q1 = q
(s)
1 } ∩D are also stable. There exists a constant q
0
1 , (q1 = q
0
1, q2 = 1) ∈ D,
such that all points on the peace of a line {q1,2| 0 ≤ q1 ≤ q
0
1 , q2 = 1} are unstable, while all points
on {q1,2| q1 > q
0
1 , q2 = 1}∩D are stable. Thus the border of the stability domain in D is formed by
{q1,2| 0 ≤ q1 ≤ q
0
1, q2 = 1} and by an arc, which starts from (q1 = q
0
1, q2 = 1) and ends somewhere
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FIG. 1: Typical stability diagram (sketch) for three Coulomb charges {−1, q1, q2}, the shaded area repre-
senting stable systems. On the arcs of stability curve where either q1 > 1 or q2 > 1 there are bound states
at the threshold.
on the line of equal energy thresholds.
Using the results from the previous sections we can prove the following
Theorem 5. Let (q1, q2) ∈ D be a point on the stability border. Then: (a) if q2 > 1 then at this
point H˜ has a bound state at the threshold; (b) if q1 < q
0
1 and q2 = 1 then at this point H˜ has no
bound states at the threshold.
Proof. It makes sense to make a scaling transform of H˜. Let us rescale the masses mi → 2mi/µ23
and multiply all potentials by the factor 1/q2. Then we obtain the Hamiltonian in the form of
Eq. (81)
H(Z) = Hthr +
p2r
2µ
+W (r, ξ, Z), (120)
where we define Z = (q1, q2) and
W (r, ξ, Z) = −
q1
q2|(1 − s)ξ − r|
+
q1
|sξ + r|
(121)
Hthr =
p2ξ
4
−
1
|ξ|
(122)
Due to the scaling invariance of Coulomb interactions H has the same stability diagram as H˜, and
the wave functions within D acquire a finite scaling factor [18]. The advantage of transforming
H˜ into H is that within D the bottom of the continuous spectrum of H is constant and equal to
Ethr = −1.
Now suppose that the point Zcr =
(
q
(a)
1 , q
(a)
2
)
lies on the stability border. By condition (a) of
the theorem there must exist ε > 0 such that a square
Bε = {q1,2| |qi − q
(a)
i | ≤ ε for i = 1, 2} (123)
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lies above the line of equal energy thresholds, Bε ⊂ D and q
(a)
2 −ε = 1+δq, where δq > 0 is another
fixed constant. There exists a sequence Zn ∈ Bε of stable points, which converges to Zcr. Now it
is straightforward to check if the Theorem 4 applies to (H(Z),Z). Let us check the requirements
R1-6. The requirement R1 is fulfilled if we set F (y) = (q
(a)
1 + ε)/|y|. The requirements R2-4 and
R6 are obviously fulfilled. From the standard formula for the energy levels of a hydrogen atom it
follows that the requirement R5 is fulfilled if we set
|∆ǫ| = min
[
1
4
, min
q1,2∈Bε
{
µ13q
2
1
µ23q22
− 1
}]
(124)
Because Bε lies above the line of equal energy thresholds |∆ǫ| is positive. By a direct check one
can verify that
2µW (Z) ≥
1
|r|2
if |r| ≥
2(2 + δq)
µ(q
(a)
1 − ε)δq
+
4 + δq
δq
|ξ| (125)
for all Z ∈ Bε. Thus (85) is fulfilled and Theorem 4 applies, which proves (a).
The proof of (b) is trivial. Suppose that H(q1, q2 = 1), where q1 < q
0
1 has a bound state
φ ∈ D(H0) at the threshold (φ, [H + 1]φ) = 0. Because (φ, p
2
rφ) > 0 and (φ, [Hthr + 1]φ) ≥ 0 we
must have (φ,Wφ) < 0. From (121) it would follow that (φ, [H(q1 + ǫ, q2 = 1) + 1]φ) < 0, where
ǫ > 0 and q1 + ǫ < q
0
1. From the variational principle this would mean that H(q1 + ǫ, q2 = 1) is
stable, which contradicts the definition of q01.
Now, consider a sequence of stable points converging to some point on the stability curve
(q
(a)
1 , q
(a)
2 ). Theorem 5 tells us that if this point on the stability curve has q
(a)
2 > 1 then the wave
functions corresponding to the points of the sequence do not spread. On the contrary, if q
(a)
2 = 1
and q
(a)
1 < q
0
1 then the sequence of wave functions fully spreads. We do not know, however, whether
at the point (q01 , 1) there is a bound state at the threshold (our conjecture: yes, there is).
VII. CONCLUSIONS
Using explicit bounds on the two–particle Green’s functions we have shown how the eigenvalue
absorption works in the many–body case. It has been proved that the long-range repulsion does
not let bound states spread and forces a bound state at the threshold. Though two cases were
considered, namely a two–cluster decay and a multi–particle decay without clusters, both can be
combined to show that if, for example, the lowest dissociation threshold corresponds to the decay
into positively charged clusters (even more than two), then the bound state should not spread and
there would be a bound state at the critical point.
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There are apparent difficulties with including fermions into the present approach. The reason is
that in this case Hthr must be projected on the antisymmetric space and this limits the application
of Lemma 7. If the antisymmetry requirement are imposed only on permutations between two
clusters and φthr ≥ 0 then the present approach still works. In the case of the Coulomb interaction
[17] one can still incorporate fermions into the present framework by using multipole expansions.
APPENDIX A: STRICTLY BORROMEAN SYSTEMS VS BORROMEAN SYSTEMS
The following theorem supplements Theorem 3 in the sense that the requirement on the system
being “strictly Borromean with a bound larger than ε0” in the condition of the theorem can be
replaced through the requirement that the system is Borromean for all Z ∈ Z. For that we have
to pay the price of strengthening the requirement R2 as follows
R˜2 ∀f(x) ∈ C∞0 (R
3N−3) :
lim
Zk→Zcr
∥∥∥[(Vij)+(Zk)− (Vij)+(Zcr)]f
∥∥∥ = 0 (A1)
lim
Zk→Zcr
∥∥∥[(Vij)−(Zk)− (Vij)−(Zcr)]f
∥∥∥ = 0 (A2)
where {Zk} = Z/Zcr and 1 ≤ i < j ≤ N .
It is clear that R2 follows from R˜2.
Theorem 6. Suppose that (H(Z),Z) satisfies R1, R˜2, R3-4 and for all Z ∈ Z the Hamiltonian
H(Z) is Borromean. If the pair potentials satisfy the condition (32) then there exists ε > 0
independent of Z such that H(Z) is strictly Borromean with a bound larger than ε for all Z ∈ Z.
Proof. We shall first prove the statement that if H(Z0) is Borromean for some fixed Z0 ∈ Z then
it must be strictly Borromean with some positive bound. The proof is by induction on the number
of particles. Let the statement hold for N particles. We must prove that it also holds for N + 1
particles. Because Z is fixed we omit the explicit dependence on Z. Let HN+1 be the Hamiltonian
of a Borromean system of N + 1 particles, which we assume by contradiction being not strictly
Borromean. By the induction hypothesis there is ε0 > 0 such that all N–particle subsystems of
HN+1 are strictly Borromean with a bound larger than ε0. We shall define by H˜(ε) the transformed
Hamiltonian H, where the Hamiltonian H˜(ε) is the same as H with the exception that all pair
interactions in it take the form V˜ij(ε) = Vij−ε
(
Vij
)
−
, where Vij denote pair interactions in H. For
n = 1, 2, . . . we define the sequence εn := ε0/2n. With a sequence defined like this all N–particle
subsystems of H˜N+1(εn) are strictly Borromean with a bound larger than ε0/2.
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Because HN+1 is not strictly Borromean it follows that there must exist a particular subsystem
of N particles with the Hamiltonian HN and functions fn ∈ D(HN ) such that (fn, H˜N (εn)fn) < 0
for all n. Since H˜N (εn) is strictly Borromean, the HVZ theorem tells us that there exist normalized
wave functions ψn ∈ D(HN ) such that H˜N(εn)ψn = Enψn, where En < 0. It is straightforward to
show that En → 0. Indeed, we can rewrite the equation En = (ψn,HN (εn)ψn) in the form of the
following inequality
|En| ≤ −(ψn,HN (0)ψn) + εn
∑
i<j
(ψn, Fijψn) ≤ εn
∑
i<j
‖Fijψn‖, (A3)
where we have used that HN (0) = HN ≥ 0 since HN+1 is Borromean. By the arguments of
Lemma 2 ‖Fijψn‖ is uniformly bounded and, hence, |En| → 0 because εn → 0. Now we consider
the Hamiltonian (H˜N (εn), Z˜), where Z˜ = {εn}
∞
n=1 ∪ {0}, i.e. the role of the parameter sequence
is played by εn and the critical value is equal to zero. It is easy to check that all the requirements
of Theorem 3 are fulfilled and thus H˜N (0) = HN has a bound state with zero energy. But this
contradicts HN+1 being Borromean.
Note that the proof above applies to the case N + 1 = 3 without addressing the induction
hypothesis because Theorem 3 is valid for a two-particle system without any further conditions on
its subsystems. This observation completes the proof by induction.
Now we can prove the theorem. The proof is again by induction. Suppose that for N particles
the theorem is true. We must prove it for N + 1. By the above statement HN+1(Zk) is strictly
Borromean with a bound εk > 0. We must prove that the sequence εk does not accumulate at zero.
By induction hypothesis all N particle subsystems of HN+1(Z) for all Z ∈ D are strictly Borromean
with a bound larger than ε0 > 0. Let us choose a subsequence εks such that 4εks < ε0 and εks → 0
for s → ∞. On one hand, there must exist HN(Z), a subsystem of HN+1(Z) and fs ∈ D(HN )
such that (fs, H˜N (Zks , 2εks)fs) < 0. On the other hand, the Hamiltonian H˜N (Zks , 2εks) is strictly
Borromean with a bound larger that ε0/2. This means that there are ψs ∈ D(HN ) and Es < 0
such that H˜N (Zks , 2εks)ψs = Esψs. Now we define the parameter sequence as Z˜s := (Zks , 2εks)
and Z˜s → Z˜cr := (Zcr, 0). It is straightforward to check that all requirements of Theorem 3 are
fulfilled for H˜N (Z˜s). The requirement R2 of is fulfilled through the requirement R˜2 of the present
theorem. Hence, we conclude that H˜N (Z˜cr) = HN (Zcr) has a bound state at zero energy. But this
contradicts the condition of the theorem, which says that HN+1(Z) is Borromean for all Z ∈ Z.
The case N + 1 = 3 is proved in the same way without addressing the induction hypothesis.
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