Maximum likelihood estimation (MLE) is a fundamental computational problem in statistics. In this paper, MLE for statistical models with discrete data is studied from an algebraic statistics viewpoint. A reformulation of the MLE problem in terms of dual varieties and conormal varieties will be given. With this description, we define the dual likelihood equations and the dual MLE problem. We show that solving the dual MLE problem yields solutions to the MLE problem, and that we can solve the dual MLE problem even if we do not have the defining equations of the model itself.
INTRODUCTION
Maximum likelihood estimation (MLE) is a fundamental problem in statistics that has been extensively studied from an algebraic viewpoint [3, 4, 5, 9, 10, 12, 13] . We continue to follow an algebraic approach to MLE in this paper considering statistical models for discrete data in the probability simplex as irreducible varieties X in complex projective space P n . An algebraic statistical model X in P n will be defined by the vanishing of homogeneous polynomials in the unknowns p0, p1, . . . , pn. We assume that X is an irreducible generically reduced variety. When the coordinates p0, p1, . . . , pn of a point p in X are positive and sum to one, we interpret p as a probability distribution, where the probability of observing event i is pi. We let u = (u0, u1, . . . , un) ∈ (C * ) n+1 be a Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. SNC'14, July 28-31, 2014, Shanghai, China. Copyright 2014 ACM 978-1-4503-2963-7/14/07 ...$15.00. http://dx.doi.org/10.1145/2631948.2631959 vector of length n + 1 called data. When each entry ui of the vector is a positive integer we interpret ui as the number of observations of event i. We use the notation u+ := u0 + · · · + un and p+ := p0 + · · · + pn, always assuming u+ = 0.
The likelihood function for u is defined as u(p) := p u 0 0 p u 1 1 · · · p un n /p u + + . When u and p are interpreted as data and a probability distribution respectively, the likelihood of observing u with respect to the distribution p is u(p) divided by a multinomial coefficient depending only on u.
For fixed data u, to determine local maxima of u(p) on a statistical model and give a solution to the MLE problem, we determine all complex critical points of u(p) restricted to X. Of these critical points, we find the one with positive coordinates and greatest likelihood to determine the maximum likelihood estimatep. The (algebraic) maximum likelihood estimation problem is solved by determining all critical points of u(p) on X and maximizing u(p) on this set.
To find the complex critical points, we determine when the gradient of u(p) is orthogonal to the tangent space of X at p. So the set of critical points is
The gradient of the likelihood function equals, up to scaling by u(p)/p
implicitly forcing the condition p0p1 · · · pn(p0 +· · ·+pn) = 0.
Definition 1.
Given an algebraic statistical model X in P n , the maximum likelihood degree (ML degree) of X is the number of critical points of u(p) restricted to X for generic choices of data u,
The main result of this paper is to give a formulation that relates maximum likelihood estimation to a conormal variety derived from X [Theorem 1]. With this perspective, we use the dual likelihood equations [Theorem 2] to solve the MLE problem for X when only given the defining equations of X * , its dual variety.
The computations in this paper were done using Bertini [1] and Macaulay2 [7] .
MAXIMUM LIKELIHOOD ESTIMATION
In this section, we consider an algebraic statistical model X in P n and will define X to be an embedding of X in P n+1 . We will present our first result in Theorem 1 giving a formulation of the MLE problem in terms of conormal varieties and dual varieties. In Corollary 1 we give a bijection between critical points of the likelihood function on two different varieties. In Corollary 2 we give equations to solve the MLE problem if we have equations that define a conormal variety. We will also recall how to compute conormal varieties and dual varieties of X and X .
Let X ⊂ P n be a codimension c algebraic statistical model defined by homogenous polynomials f1, f2, . . . , f k . We let Jac(X) denote the k × (n + 1) matrix of partial derivatives of f1, . . . , f k with respect to p0, . . . , pn, and we say this is the Jacobian of X.
To keep track of the sum of the coordinates p0, p1, . . . , pn we introduce the coordinate ps and a hyperplane in P n+1 defined by the vanishing of the polynomial
If X is defined by f1, . . . , f k , then X in the coordinates p0, p1, . . . , pn, ps is defined by the vanishing of f1, . . . , f k and H. With this definition, we have the following proposition.
Proposition 1. If X is defined by the homogeneous polynomials f1, f2, . . . , f k , then the Jacobian of X is given by the (k + 1) × (n + 2)-matrix
The important fact about the construction of X is that there is a bijection between the critical points of the function u(p) on X and the critical points of the monomial u (p) := p u 0 0 p u 1 1 · · · p un n p −u + s on X
given by Lemma 1. By a slight abuse of notation the "p" in u(p) and the "p" in u (p) represent two different things. The first p represents a point [p0 : p1 : · · · : pn] ∈ X ⊂ P n , while the second represents a point [p0 : p1 : · · · : pn : ps] ∈ X ⊂ P n+1 .
There is a bijection between the critical points of the function u(p) on X and the critical points of u (p) on X . Under this bijection, [p0 : p1 : · · · : pn] ∈ P n is a critical point of u(p) on X if and only if [p0 : p1 : · · · : pn : ps] ∈ P n+1 is a critical point of u (p) on X .
Proof. To prove this we need to show that [p0 : · · · : pn : ps] ∈ X reg satisfies ∇ u (p) ⊥ TpX if and only if [p0 : · · · : pn] ∈ Xreg satisfies ∇ u(p) ⊥ TpX.
By Proposition 1, it follows [p0 : · · · : pn : ps] ∈ X reg if and only if [p0 : · · · : pn] ∈ Xreg, so it remains to show that ∇ u (p) ⊥ TpX if and only if ∇ u(p) ⊥ TpX. So we need to show that ∇ u (p) being in the row space of Jac(X ) implies that ∇ u(p) is in the row space of Jac(X) and vice versa. To see this, observe that
Since ps = p+, we have completed the proof because the top row in the matrix above is
The conormal variety of X is defined to be the Zariski closure in P n × P n of the set
To determine the defining equations of NX , we let M denote a (k + 1) × (n + 1) matrix that is an extended Jacobian whose top row is [q0, q1, . . . , qn] and whose bottom rows are Jac(X). The defining equations of the conormal variety can be computed by taking the ideal generated by f1, . . . , f k and the (c + 1) × (c + 1)-minors of M and saturating by the c × cminors of Jac(X).
The dual variety X * is the projection of the conormal variety NX to the dual projective space P n associated to the q-coordinates. To compute the equations of the dual variety, one eliminates the unknowns p0, p1, . . . , pn from the equations defining NX . For additional information on computing conormal varieties and dual varieties see [14] .
Since X is contained in a hyperplane defined by H, the dual variety of X is known to be a cone of X * over the point h = [−1 : −1 : · · · : −1 : 1], see [6] (Proposition 1.1). So X * in P n+1 is given by
It is easy to go between the coordinates of X and coordinates of X because there there is birational map between these two varieties. But there does not have to be a birational map between X * and X * . For this reason, the coordinates of the former are in q0, . . . , qn, and the coordinates of the latter are in b0, . . . , bn, bs. Our notation is to let q denote a point [q0 : q1 : · · · : qn] ∈ X * and to let b denote a point [b0 : b1 : · · · : bn : bs] ∈ X * .
The next proposition shows that given the defining equations of X * in the unknowns q0, . . . , qn, we can determine the defining equations of X * in the unknowns b0, . . . , bn, bs using the relations q0 = b0 + bs, q1 = b1 + bs, . . . , qn = bn + bs.
(
Meaning, if g(q0, q1, . . . , qn) vanishes on X * , then g(b0 + bs, b1 + bs, . . . , bn + bs) vanishes on X * . Moreover, given the Jacobian of X * , we can easily determine the Jacobian of X * as well using the relations in (2) .
the defining equations of X * in coordinates b0, b1, . . . , bn, bs are g1(b0 + bs, b1 + bs, . . . , bn + bs) = 0 . . . g l (b0 + bs, b1 + bs, . . . , bn + bs) = 0.
Moreover, the Jacobian of X * is given by
Proof. The first part of proposition follows immediately from the relations in (2) . By Jac (X * )| (b 0 +bs,...,bn+bs)
we mean evaluate the Jacobian of X * at (b0 + bs, . . . bn + bs).
Since the defining equations of X * are gotten by evaluating each gi(q) at (b0 + bs, . . . bn + bs), it follows by the chain rule that Jac(X * ) equals the desired matrix product.
The Jacobian of X and the defining polynomial g(q) of the dual variety X * are
The variety X is defined by the two equations, f (p) = 0 and ps = p0 + p1 + · · · + pn, but the dual variety X * is defined by one equation
We get the Jacobian of X * by evaluating Jac(X * ) at (b0 + bs, . . . bn + bs) and multiplying the evaluated Jac(X * ) on the right by the matrix
Now we are ready to state our first result. if and only if [p0 : p1 : · · · : pn : ps] is a critical point of
Proof. To determine critical points of u (p) on X we find when ∇ u (p) = ∂ u /∂p0 : · · · : ∂ u /∂ps is orthogonal to the tangent space of X at the point p. This is the same as determining when
As a point in projective space, we have
whenever p0p1 · · · ps = 0. So we immediately have that a critical point of u (p) satisfies the desired relations when we take the coordinate-wise product of [p0 : p1 : · · · : ps] and ∇ u (p).
With Lemma 1, Theorem 1 says that if [p, b] ∈ N X and the coordinate-wise product of p and b is
then [p0 : · · · : pn] is a critical point of u(p) on X.
Definition 2. The extended likelihood locus of X for the data u is defined as the set of points in N X satisfying the relations in (3), notated LX (u). We define PX (u) and BX (u) to be
For additional clarification, note that points in LX (u) are contained in the conormal variety N X ⊂ P n+1 ×P n+1 . These points are expressed as (p, b) = [p0 : p1 : · · · : ps], [b0 : b1 : · · · : bs] ∈ LX (u).
In regards to ML degree, we have for generic choices of u MLdegree(X) = #LX (u) = #PX (u) = #BX (u).
There are two corollaries to Theorem 1. The first corollary gives a bijection between critical points of u (p) on X and critical points of u (b) on X * . The second corollary gives equations to determine critical points of u (p) on X .
Corollary 1. There is a bijection between critical points of u (p) on X and critical points of u (b) on X * given by Proof. The first part follows by noticing that the relation forces us to have [p0 : p1 : · · · : ps] = [u0/b0 : u1/b1 : · · · : −u+/bs] which is also the gradient of u (b). The second part follows as
When u0, . . . , un are positive integers, the bijection in Corollary 1 pairs positive critical points of u (p) ordered by increasing likelihood with positive critical points of u (b) ordered by decreasing likelihood. Example 2. We will compute the ML degree of X in Example 1 to be 3. We fix the data vector (u0, u1, u2, u12) = The eliminants for p0, p1, p2, and p12 are
The eliminants for b0, b1, b2, b12 of LX (u) are
Note that we are not saying that the ML degree of X equals the ML degree of X * . In general, MLdegree(X) = MLdegree(X * ).
The reason why equality fails is because b0 + b1 + · · · + bn − bs does not vanish on X * . So there is no analogue of Lemma 1 involving X * and X * . In terms of previous literature, one should think of Corollary 1 as a generalization of Theorem 2 of [4] . 3. There exists [q0 : · · · : qn] ∈ X * such that for i = 0, 1, . . . , n uipsbs = −u+pi(qi − bs).
Proof. It is immediate that parts 1 and 2 are equivalent. To see 2 and 3 are equivalent, recall qi = bi + bs for i = 0, 1, . . . , n, from the definition of X * .
A consequence of these equations is that it removes the need for saturation by p0p1 · · · pn with Grobner basis computations that involve the likelihood equations whenever the ui are nonzero. In addition, if we restrict to the affine charts defined by ps = 1 and bs = −u+, then the condition psbs = 0 is immediately satisfied.
DUAL LIKELIHOOD EQUATIONS
In this section we will define a system of equations whose solutions are precisely
Once we know the set BX (u), we determine the critical points of u(p) = p u 0 0 · · · p un n /p u + + on X using Lemma 1 and Corollary 2. Concretely, if b ∈ BX (u) then [p0 : · · · : pn] = [u0/b0 : · · · : un/bn] is a critical point of u(p) on X. For this reason we make the following definition.
Definition 3. The dual maximum likelihood estimation problem for the algebraic statistical model X and data u is to determine BX (u), the set of critical points of u (b) on X * .
By Corollary 1, we find the critical points of
on X * to determine the set BX (u). That is, we determine the points b ∈ X * such that the gradient
: · · · : un bn : −u+ bs is orthogonal to the tangent space of X * at b. If X * has codimension c, which also means X * has codimension c, then the dual likelihood equations are obtained by taking the sum of ideals generated by
• the polynomials defining X * , and
• the (c+1)×(c+1) minors of an extended Jacobian multiplied by a diagonal matrix with entries b0, b1, . . . , bn, bs,
and saturating by the product of two ideals,
• the principal ideal generated by b0b1 · · · bnbs, and
• the ideal generated by the c × c-minors of Jac(X * ).
This gives us a formulation of the dual likelihood equations. Now we make some simplifications to these equations to get Theorem 2. By Euler's relations of partial derivatives the columns of the matrix product in (4) are linearly dependent. Indeed the columns sum to zero, so we may drop the last column of the product without changing the rank.
By Proposition 2, if g1(q), . . . , g l (q) define the variety X * , then the defining equations of X * are g1(b0 + bs, b1 + bs, . . . , bn + bs) = 0 . . . g l (b0 + bs, b1 + bs, . . . , bn + bs) = 0. and the Jacobian of X * is Jac X * = Jac (X * )| (b 0 +bs,...bn+bs)
Since the last column of Jac(X * ) is the sum of the first columns, it follows the dual likelihood equations can be reformulated by the next theorem.
Theorem 2. Let g1(q), . . . , g l (q) define X * ⊂ P n with codimension c. Then, BX (u) is variety of the ideal calculated by taking the sum of the ideals generated by • g1(b0 + bs, . . . , bn + bs), . . . , g l (b0 + bs, . . . , bn + bs) and
• the ideal of c × c-minors of Jac (X * )| (b 0 +bs,...bn+bs) .
The point of Theorem 2 is that the dual likelihood equations define a homogeneous ideal in the polynomial ring C[b0, b1, . . . , bn, bs] whose variety is BX (u), the set of critical points of u (b) on X * . Theorem 2 can be used to determine the ML degree of X because #LX (u) = #BX (u).
Since Theorem 2 is constructive, we express it below as an algorithm. Algorithm 1. Suppose X * in P n has codimension c.
• Input: Polynomials g1(q), g2(q), . . . , g l (q) defining X * , and a vector u ∈ N n+1 .
• Output: The ML degree of X.
• Procedure:
Step 1. Let Gq be the ideal generated by g1(q), . . . , g l (q), and let G b be the ideal obtained by substituting q0, . . . , qn for b0 + bs, . . . , bn + bs, respectively, in the ideal Gq.
Step 2. Let M b,u denote the (c + 1)-minors of (5).
Step 3. Let S b be the ideal generated by the c × c minors of Jac (X * )| (b 0 +bs,...bn+bs) .
Step 4. Let W b,u be the saturation
Step 5. Return the degree of W b,u .
Example 3. Let X be defined by f (p) = 4p0p2 − p 2 1 in P 2 . Then X * is defined by g(q) = q0q2 − q 2 1 in the P 2 . So f (p) = det 2p0 p1 p1 2p2 and g(q) = det q0 q1 q1 q2 .
The ML degree of X is computed by taking the ideal generated by
• g(b0 + bs, b1 + bs, b2 + bs) = (b0 + bs)(b2 + bs) − (b1 + bs) 2 , and
and saturating by the product of two ideals
• the principal ideal (b0b1b2bs) and
• the 1 × 1 minors of (b2 + bs) −2(b1 + bs) (b0 + bs) .
We find that there is a unique critical point of l u (b) on X * whose coordinates can be derived from the matrix equality
So by Corollary 2, the critical point of u(p) on X is given by
Experimental Results
In this section, we compare the standard formulation of solving the likelihood equations, Algorithm 6 of [10] , to the dual formulation presented here, Algorithm 1. All computations in this subsection were done on a 2.8 GHz Intel Core i7 MacBook Pro using Macaulay2. We consider the following ideals that define a dual variety X * :
The second column in the table below is a list of ML degrees of varieties whose dual variety is given by the first column. The third column is the time (in seconds) it takes to calculate the ML degree using the standard formulation, while the fourth column is the time (in seconds) it takes to calculate the ML degree using the dual likelihood equations. The most notable discrepancy is in row 3 in bold. In this case, the ideal of X * is generated by a cubic, but X is generated by a degree 12 polynomial with 35 terms.
Tensors
To calculate new ML degrees when X * is not a complete intersection [Computation 1], we will work with an adjusted formulation of the dual likelihood equation. This formulation introduces codimension X * auxiliary unknowns (Lagrange multipliers). Also, instead of working with every generator of the ideal of X * , we work with codim(X * ) generators. These generators should be chosen so that they define a reducible variety whose only irreducible component not contained in the coordinate hyperplanes is X * .
. If X is the hyperdeterminant of these tensors, then X * is defined by the 2 × 2 minors of all flattenings of the tensor [q ijk ]. The codimension of X * is 4. The 4 flattenings below define X * after saturating by q111.
So by introducing auxiliary unknowns λ0, λ1, . . . , λ4 we create a square system of 12 equations in the homogeneous variable groups (b000, . . . , b111, bs) and (λ0, . . . , λ4). g1 = (b011 + bs)(b101 + bs) − (b001 + bs)(b111 + bs) g2 = (b011 + bs)(b110 + bs) − (b010 + bs)(b111 + bs) g3 = (b001 + bs)(b110 + bs) − (b000 + bs)(b111 + bs) g4 = (b011 + bs)(b101 + bs) − (b001 + bs)(b111 + bs)
The solutions with λ0bs = 0 give the critical points. We find that there are 13 critical points of u (b) on X * , agreeing with [5] , page 53.
The next example is a new computational result to determine the ML degree of a hyperdeterminant. Proof. The variety X is dual to the variety X * defined by the 2 × 2-minors of the flattenings of the 2 × 2 × 3 tensor [q ijk ] with i ∈ {0, 1}, j ∈ {0, 1}, k ∈ {0, 1, 2}. The variety X * has codimension 7, degree 12, and 24 generators. We consider 7 of the 24 generators,
such that when saturated by q112 we recover the dual variety X * . We solve the following square system of equations: the seven equations g1(b0 + bs, . . . , bn + bs) = · · · = g7(b0 + bs, . . . , bn + bs) = 0 and the 12 equations
with M in (6) for a choice of u consisting of random complex numbers (random positive integers) to determine the ML degree of X numerically (symbolically). The ML degree 71 was obtained using exact methods in Macaulay2 in 10,943 seconds and using numerical methods in Bertini in 5,796 seconds. Both computations were performed on the UC Berkeley server apppsa which has four 16-core 2.3GHz AMD Opteron 6276 CPUs. The Bertini computation was done in parallel using 20 of the 64 cores.
One could have attempted to compute the number 71 using Algorithm 6 of [10] . However, to do so, we must have the defining equations of X. We were not able to compute these equations ourselves, but the hyperdeterminant of 2 × 2 × 3 tensors is listed on page 7 of [2] . This is a degree 6 polynomial with 66 terms. We were unable to determine the 71 with the standard likelihood equations and with the Lagrange likelihood equations (page 4 of [8] ).
The next interesting case is when X is the hyperdeterminant of 2 × 2 × 2 × 2 tensors. In this case, X is defined by a polynomial of degree 24 in 16 unknowns that has 2, 894, 276 terms [11] . There is no way we will be able to effectively write down the standard likelihood equations for X. However, it's dual variety X * is a binomial ideal consisting of the 2 × 2-minors of all of its flattenings, and we may have a chance of solving the dual likelihood equations both numerically and symbolically.
THE DUAL MLE PROBLEM VS MAXIMUM LIKELIHOOD DUALITY
In this section we introduce an example and show how the results presented in this paper fit in context with previous work on Maximum Likelihood Duality. In [4, 9] the notion of Maximum likelihood duality (ML-duality) was introduced. ML-duality gave a bijection between critical points of u(p) on two different statistical models.
Definition 4.
A pair of algebraic statistical models X and Y in P n are said to be ML-dual if for generic u there is an involutive bijection between points of LX (u) and points of LY (u). Moreover, this bijection pairs points of LX (u) with points of LY (u) such that the coordinate-wise product of each pair can be expressed in terms of the data u alone. .
Fix a choice of m, n, r. If we take X = Vm,n,r, then points in X will be represented as [pij : ps] ∈ X ⊂ P mn and points in X * will be represented as [bij : bs] ∈ X * ⊂ P mn .
With Corollary 1, it follows there is a bijection between PX (u) and BX (u).
On the other hand, by Theorem 1 in [4] we know that Vm,n,r and Vm,n,m−r are ML-dual. This means if we take Y to be Vm,n,m−r there is an involutive bijection between critical points LX (u) and LY (u) for generic choices of u. In particular, the bijection is such that the coordinate-wise product of the paired points is ui+u+juij u 3 ++ : 1 , uiju++ ui+u+j : 1 ∈ P mn × P mn .
Here u++ := i,j uij, ui+ := j uij, and u+j := i uij, and likewise for p++, pi+, p+j.
CONCLUSION
In this paper we have given an elegant formulation of the MLE problem involving conormal varieties. This formulation allows us to avoid the computation of saturation by the product of unknowns. We also define the dual likelihood equations that allow us to compute critical points on X even if we only know the defining equations of its dual X * [Algorithm 1]. The important feature of the dual likelihood equations comes from the fact that the defining equations of X may be too difficult to work with. In addition, we showed that if we solve the dual equations, we can recover the critical points on X [Theorem 1]. More broadly, we showed that if there is a bijection between critical points of a function restricted to a variety and critical points of a monomial restricted to a different variety, then we can formulate a new set of "dual" equations to determine these points.
