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INTRODUCTION 
Classically a linear autonomous retarded functional differential equa-
tion (rfde) is an equation of the following form 
(O. 1) 
dx 
dt (t) = Lxt, 
X = <Ji 0 
t ~ 0, 
where~ E C[-h,O] and Lis a continuous functional on C[-h,O]. The condi-
tion x0 =~is called the initial condition of (0.1) and the space C[-h,O] 
is called the state space of (0.1). The equation (0.1) has a unique solu-
tion x(t;~) and the semigroup defined by translation along the solution is 
a e0-semigroup. A good reference for the general study of this equation 
(0.1) is the book of HALE [II]. 
The approach of the equation (O.I) has some disadvantages; for example 
the state space C[-h,O] is nonreflexive - which makes the theory of adjoint 
operators more complicated - and also is too small for several applications, 
for example in control theory cf. [18]. So in recent years one has tried 
to extend the state space C[-h,O] of (0.1) to a larger reflexive space with-
out losing the e0-semigroup property. First BORSOVIC and TURBABIN [5] ob-
tained that under three extra conditions on the functional Lone can extend 
the state space of (0.1) to M2 = en x L
2[-h,O]. Later VINTER proved in [20] 
that the three extra conditions on Lare in fact redundant. From that time 
on the equation (0.1) with state space M2 has been studied intensively; no-
tably by DELFOUR and MANITIUS [8],[16]. 
In the generalization to the larger reflexive state space M2, the de-
finition of L was at first unchanged. It was Vinter who claimed that the 
minimal properties on L, such that the equation (0.1) still has the e0-
semigroup property, is just that Lis a continuous functional on H1[-h.O]. 
Vinter's condition on Lis necessary and Delfour proved in [7] that it is 
sufficient as well. 
Consider. 
" 
dx (t) Lxt, t ~ 0, dt = 
(O .2) 
XO = ~. 
2 
1 
where$ E M2 and Lis a continuous functional on H [-h,O]. In this paper we 
shall, following the ideas of DIEKMANN [9],[10], associate with the equa-
tion (0.2) a Volterra convolution integral equation. It is indeed this Vol-
terra_convolution integral equation which makes it possible to extend the 
state space of (0.1) to the larger reflexive space M2 • 
In the sections 1, 2 and 3 we shall study the equation (0.2) thoroughly 
starting from the Volterra convolution integral equation point of view with 
minimal assumptions on the kernels• In our view this is a natural and easy 
approach, we get rid of the unpleasant bilinear forms in [8], [ 16] and ob-
tain a more natural interpretation of the structural operators F and G, which 
will be defined in a way which differs slightly from the one of Delfour and 
Manitius. In section 4 we shall study the small solutions of the equation 
(0.2). Our main result will be a sharp version of Henry's theorem which has 
important applications in the theory of completeness of the generalized 
eigenfunctions of the infinitesimal generator. 
Our work extends and simplifies many results of DELFOUR and MANITIUS 
[7],[8],[16]. We emphasize, however, that we derived much inspiration from 
reading their papers. 
Notation and Terminology 
Let JR and t denote the set of real and complex numbers, respectively; 
the complex conjugate of an element z E t will be denoted by z. Let JR+ de-
note the set of nonnegative real numbers. The space 
maps [a,b] + tn which are square integrable will be 
Given h E ]R+ , let M2 denote the product space 
with the inner product 
h 
($,l/1) = $0 l/10 + J $1(-t)l/11(-l)dt, 
0 
of Lebesgue measurable 
2 denoted by L [a,b]. 
n 2 t x L [-h,O] endowed 
where each element$ of M2 is identified with a pair ($
0
,$ 1),$0 E (f;n, 
$ 1 E L2[-h,O]. We shall associate with an element~ of M2 a function$ de-
fined on [-h,O] such that 
$(0) = $0, 
$ ( t) = $ l ( t) , -h :;:;; t < O. 
Let HI[-h,O] denote the Sobolev space of functions f:[-h,O] + tn with 
:! E L2[-h,O] provided with the norm 
h 
2 j' I ddft (-t) , 2dt) ½. II fll HI [ -h, 0 J = (If (-h) I + 
0 
I Since this norm is equivalent to the usual Sobolev norm on H [-h,O], we 
3 
have by the Sobolev embedding theorem that the embedding j:H 1[-h,O] + M2 is 
continuous. 
Analogously, let F2 denote the product space «:n x L
2[0,h] endowed with the 
innerproduc t 
h 
0 " f I -I-(f,g) = f gu + f (t)g (t)dt. 
0 
We shall associate with an element f of F 2 a function f defined on JR+ such 
that 
f ( t) = f I ( t) , 
f(t) = f 0 , 
0 ~ t < h, 
t ~ h. 
Let HI denote the Sobolev space of functions f: JR++ «:n with essential 
support of:! contained in [0,h] and:! E L2[0,h] provided with the norm 
h 
ilfllHI = (lf(O)l 2 +-J 1!! (t)! 2dt)½. 
0 
And let i : H6 + F2 denote the continuous embedding of HI into F2 • Since($ ,$ 1) + $O + f~ $ 1(-s)ds is an isometric isomorphism between 
M2 and H1 we take HI as the dual space of M2 with the natural pairing 
h 
<$,f> = $O f(O) + J $ 1(-t) :! (t)dt, $ E M2, f E H1• 
0 
I Analogously, we take H [-h,O] as the dual space of F2 with the natural 
pairing 
h 
<<f,~>> = fO ~(-h) + J f 1(t) :: (-t)dt, 
0 
1 f E F2 , ~EH [-h,0]. 
4 
Let M(¢) denote the space of nxn-matrices with elements in 0::. The space 
of Lebesgue measurable matrix valued functions A:[a,b] + M(O::) which are 
square integrable, i.e. with L2[a,b] elements, will be denoted by ML 2Da,b] 
provided with the norm the sum of the L2-norms of the elements A .. of the 
2 l.J 
matrix function A. This norm makes ML [a,b] into a Banach space. 
Let v2 denote the product space M(O::) x ML
2[0,h], we shall associate 
with an elements= (s0 ,, 1) E v2 a matrix valued functions such that 
s(t) = o, t ~ o, 
I 
s(t) = s (t), 0 ~ t < h, 
s(t) = so, t ~ h. 
I I d h 1 . d. n n ( ) · h 1 Let • enote t e Euc 1 ian norm on J:l , 0:: or M a: , in t e ast case 
this norm is defined by the sum of the Euclidian norms of the elements of 
the matrix. 
If X is a function defined on [-h, 00) then xt will denote the translate 
of X over t considered as a function defined on [-h,O] i.e. xt <,s) = x(t+s), 
-h :,; s:,; O. By abuse of notation we shall write xt = (x(t) ,xt) if xt is con-
sidered as an element of M2• 
Finally, we shall choose h E J:l+ in such a way that at least one of the 
elements of s does not vanish almost everywhere in any neighbourhood of h. 
I. THE VOLTERRA CONVOLUTION INTEGRAL EQUATION 
We shall start to study a general class of Volterra convolution inte-
gral equations. 
DEFINITION I.I. A Volterra convolution integral equation is an equation of 
the following form 
where the kernels is an element of v2 and the forcing function f is an 
element of F2• 
The solution x = x(• ;f) of (I. I) is defined on lR+ with values in O::n. 
PROPOSITION 1.2. The Volterra convolution integral equation (I.I) has a 
unique solution 
x = x(•;f) = f - R * f 
where R is defined to be the solution of the equation 
R = R * l;; - l;;, 
1 PROOF. Since l;; is L on [O,h] and constant on [h, 00 ) we can choose aµ ER 
such that 
00 
0 
Define R(t) = R(t)e-µt and ~(t) = l;;(t)e-µt then the equation 
transforms to the equation 
R = R * l;; - l;;. 
2 2 Consider the linear operator T: ML (JR+) + ML (R+) defined by· 
TR+R*l;;-l;;. 
By Theorem (21.32) of HEWITT and STROMBERG [13] and the definition of the 
norm on ML 2 (JR+) , we obtain 
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Hence, Tis a contraction and the Banach Fixed Point Theorem implies that 
the equation R = R * l;; - l;; has a unique solution R. Since x = l;; * x + f and 
R = R * l;; - l;; we find R * x = R * l;; * x + R * f and R * x = R * l;; * x - l;; * x. 
, .. 
Hence, R * f = - l;; * x and so the solution xis unique and the representation 
6 
x = f - R * f holds. 0 
2 COROLLARY 1.3. The unique solution x = x(•;f) of (I.I) is locally L • 
Moreover, x(t) is continuous fort~ hand the inequality 
0 x0 
holds. 
L 2[0, T] 
:;; C(T)II fll 2 F 
2 PROOF. We use Theorem (21.33) of Hewitt and Stromberg:Iff,g EL then f*g 
is continuous vanish at infinity and the supnorm of f*g satisfies 
0 f*g0 u :;; 0 f0 2 II g0 2 • 
2 Consequently, xis locally L and since f(t) is constant fort~ h x(t) is 
continuous for t ~ h. 
And 
2 llxll 2 L [O,T] 
2 
= 0 f-R*fll 2 L [0,T] 
:;; II fll 2 2 
L [O, T] 
:;; llf02z 
L [O,T] 
:;; CI (T)0 f0 2 
F2 
2 
+ II R*fll 2 L [O, T] 
+ T0RII 2z II fll 2 ML [0,T] L [0,T] 
+ c2 (T) 0 RII 
2 
2 II f0; ML [0,T] 2 
:;; C (T) II fll 2 • • Fz 
We shall now associate with the equation (I.I) a e0-semigroup {S(t)}. 
DEFINITION 1.4. Let (X,11 •D) be a Banach space and suppose that to every 
s E ]R+ is associated a bounded operator T(s): X-+ X, in such a way that 
(i) T(O) = I; 
(ii) T(s 1+s 2) = T(s 1)T(s 2) 
(iii) lim O 0T(s)•-·11 = 0 s+ 
for all s 1,s2 E R+; 
for every• EX. 
Then {T(s)} is called a e0-semigroup. 
To every e0-semigroup {T(s)} we can associate an infinitesimal generator A 
defined by 
A</> = lim J_ [T(s) 4>-4>] 
s-1-0 s 
for all <p E D(A), that is, for all <p EX for which the limit exists in the 
norm topology of X. The following theorem can be found in RUDIN [17]. 
THEOREM 1.5. Let {T(s)} be a e0-semigroup then 
(a) s + T(s)x is a continuous mapping from R+ into X, for every x E X; 
(b) A is a closed densely defined operator on X; 
(c) For every x E D(A), T(s)x satisfies the differential equation 
d ds T(s)x = AT(s)x = T(s)Ax. 
We shall associate with (I.I) a e0-semigroup {S(t)} acting on F2 such 
that 
Since 
we obtain 
( 1.6) 
x(t+•) = l:;*xt+S(t)f 
t+s 
x(t+s) = J z;(e)xt(s-8)d8+f(t+s) 
0 
t t j x(T)dT, fI(t+s)+ f z; 1(t+s-T)x(T)dT). 
0 0 
This motivates the following definition. 
DEFINITION I. 7. For every t E lR+ define the linear operator S ( t) : F 
2 
+ F 
2 
by 
t 
7 
(S(t)f)(s) =(fO+z;O J 
0 
I I I I I I (f (T)-R*f (T))dT,f {t+s)+(z: -z; *R)*f (t)). 
s s 
THEOREM't.8. The family of operators {S(t)} is a e0-semigroup. 
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PROOF. That {S (t).} is a family of bounded operators satisfying the semigroup 
properties (1.4)(i),(ii) is clear from the representation (1.6) and Carol-
lary (1.3). So, only the e0-property (1.4(iii) remains to be proved. 
II s (t) f-fH 2 
F2 
t h 
= ,,
0 Jcf 1 (-r)-R*f 1(-r))d-rl 2+ f lf 1(t+s)-f 1(s) + 
0 0 
I l 1 2 (z; -z; *R)*f (t)I ds. 
s s 
0 ft 1 1 • Since z; 0 (f (-r)-R*f (-r))d-r is continuous we have 
Hence, it is 
h 
f 
0 
and 
h 
J 
0 
t 
f (f 1(-r)-R*f 1(-r))d-rl 2 = o. 
0 
enough to prove 
2 lf(t+s)-f(s) I d~ +O as t + 0 
1 l 2 +0 l(z; -z; *R)*f(t) I ds as t + o. s s . 
But this is clear from Lebesgue's Dominated Convergence Theorem and the fact 
h 1 · . . . th 2 1 0 tat trans ation is continuous in e L -normtopo ogy. 
THEOREM 1.9. The infinitesimal gener>ator B of {S(t)} is defined by 
0 1 Bg = (z; .g (O), 
with 
dg 1 2 
D (B) = { g E F 2 I d t E L [ 0, h J}. 
PROOF. By property (l.4)(iii) and Theorem (l.S)(c) we have for every 
g E D(B) 
Hence 
I 
D(B)c{g E F2 I ~gt + r;
1(•)g 1(0) E L2[0,h]}. 
To prove the remaining inclusion 
I 
{g E F2 I ~gt E L
2[o,hJ} c D(B) 
let g E {g E F2 
dg 1 2 dt EL [O,h]} and choose a f E F2 , A E p(B) such that 
I I d I I f = Ag - _JL - r;(•)g (O). dt 
Define h = (AI-B)-If then h E D(B) and we shall prove that g 1 = hl which 
implies that g E D(B). 
D f · I I h I h I . f. h d. ff . 1 . e ine z = g - ten z satis ies t e 1 erentia equation 
dz 1 
---dt 
Hence 
I 
z (t) = -AS I e r;(s)ds)z (O). 
But for t ~ h we must have 
dz I dg I dh I 
-d-t = -d-t - dt = O. 
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Since we can choose A E p(B) with Re(A) arbitrary large, we obtain z 1(0) = 0. 
Hence, z 1 _ 0 and g 1 _ h 1 • D 
Let A E p(B) then it follows from the Closed Graph Theorem that the 
operator SA: H1 + F2 defined by 
S = (AI-B)i A 
is a bo~nded invertible operator. 
10 
PROPOSITION I. 10. The norm II •II on HI is equivalent to the graph norm 
Ht 
II fllB 
of B. 
PROOF. For every x E H1 we have 
II xllB ~ [II illL(H F ) + II Bill J llxll 
I' 2 HI 
and, conversely, for every A E p(B) with IAI > I 
From the connnutativity of S(t) and Bit follows that the restriction 
~ S(t) of S(t) to D(B) is a e0 -semigroup with respect to the graph norm. So 
by Proposition (1.10) we have the following theorem. 
THEOREM I.II. The family {S(t)} defined on H1 is a e0-semigroup. 
THEOREM I. 12. The infinitesimal generator B of {s ( t) } is gi Ven by 
with 
Bg = dg + ~l(•)g(O) dt 
PROOF. By Proposition (1.10) the limit 
h = lim .!_ [S ( t) f-f] 
t+O t 
exists fn H1 if and only if 
I I 
lim II 9 (t)if-if - ihll = O 
t+O t F2 
and 
lim II S (t)Bif-Bif - Bihll = O. 
t+O t F2 
The first expression 1.s equivalent to Bif = ih and the second to Bif E D(B). 
Consequently, f E D(B) and Bf= h. 0 
COROLLARY 1.13. The e0 -semigroups {S(t)} and {S(t)} are inter-twined. i.e. 
there is a bounded invertib Ze operator Q such that Q - 1 S ( t) Q = s ( t) . 
PROOF. Define, as above for some A E p(B) SA= (AI-B)i: H1 + F2 . Then for 
every f E H1 
S(t)SAf = (AI-B)S(t)if = (AI-B)iS(t)f = SAS(t)f. 0 
2. THE LINEAR AUTONOMOUS RFDE 
In this section we shall study the linear autonomous rfde (2.1) and 
discuss how this equation is related to the Volterra equation of section I. 
DEFINITION 2.1. A linear autonomous rfde is an equation of the following 
form 
dx 
dt (t) = Lxt' t ~ o, 
XO = <I>, 
where <I> E M2 and Lis a continuous mapping from H
1[-O,h] into en. 
l Since F2 is dualspace of H [-h,O] there is a~ E v2 such that 
h 
0 J l d<j> L<j> = ~ <j>(-h) + ~ (s) dt (-s) ds. 
0 
l A priori the equation (2,l) is only defined for <I> EH [-h,O]. We shall 
" 
first show that in this case the equation (2.l) is equivalent to the 
12 
Volterra equation (I. I) with kernel r; and forcingspace H
1
• 
Choose a$ E H1[-h,O] and define x0 =$.If we differentiate (1.1) 
we obtain 
Hence 
for 0 ~ t s; h 
h h 
dx(t) _ df ( t) - d / f r; (s) x ( t-s) ds - f r; (s) $ ( t-s) ds}, dt dt - dt \ I 
0 t 
h 
dx O dt (t) - r; .x(t-h) - f r;(s) 
0 
dx 
-(t-s)ds dt 
h 
= -r;O$(t-h)- ~ f dt 
t 
f E Hl. 
r; ( s) $ ( t-s) ds 
Thus, if we choose the forcing function f of (l.l) such that 
h 
df (t) = r;O$(t-h) + ~ f r;(s)$(t-s)ds a.e for 0 s; t ~ h dt dt 
t 
and 
df (t) = 0 a.e fort~ h dt 
and 
f(O) = $(0). 
Then f is a uniquely determined element of H 1 and we obtain that fort~ 0 
the solution x(t;$) of (2.1) is equal to the solution x(t;f) of (I. 1). 
I DEFINITION 2.2. Let the linear operator F: H [-h,O] • H1 defined by 
t h h 
(F$)(t) = $(0) + ,;0 j $(s-h)ds + j r;(s)$(t-s)ds - j r;(s)$(-s)ds 
0 t 0 
for t ~ h, 
= (F$) (h) for t :e: h 
be the linear operator which maps the initial condition$ E H1[-h,O] of 
(2.1) to the corresponding forcing function f = F$ of (I.I). 
,, 
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~ THEOREM 2. 3. The .linear operator F is bounded. 
PROOF. It is enough to prove 
II~ Fcpll 2 
dt L 2[0,h] 
:,; c211 cpll 2 
H 1[-h,O] 
d ~ 2 I r;o I 211 cpll 2 2 llr;H2 I • II ~12 II-·- Fcpll :,; + 
dt L 2[0,h] L [-h,O] ML [O,h] dt L 2[-h,O] 
+llr,;11 2 2 lc/>(0)1
2 
ML [O,h] • 
REMARK 2.4. If r; is of bounded variation then an adaption of Theorem (2. 1) 
of DELFOUR and MANITIUS [8] shows that one can extend F to a bounded linear 
mapping from M2 into H1• However, for arbitrary r; E v2 this is not true 
anymore, as is easily seen from the fact that expression for F makes sense 
for arbitrary cp E M2 but that, in general, the function thus defined is on-
ly continuous and not contained in H1• This is one of the reasons why we 
are studying Volterra equations with forcing space F2 • 
THEOREM 2 .5. The Zinear operator F: M2 + F2 defined by 
h h t 
(Fcp) ( t) = (cpO+r;0f cp 1 (s-h)ds- f r;(s)cp(-s)ds,cpO+r;O J I cp (s-h) ds + 
0 0 0 
h h j r;(s)cp 1 (t-s)ds 
t 
- J I r; (s)cp (-s) ds) 
0 
is weZZ defined and bounded. 
PROOF. It is clear that the operator Fis well defined. To prove 
it is enough to prove 
II (Fcp) 111 2 2 
L [0,h] 
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And 
h h 
J l(F<P) 112 ~ J 
0 0 
t f cp 1(s-h)dsl 2dt 
0 
2 c3 II sll 2 ML [O,h] 
1 2 
s(s)<P (t-s)dsl dt + 
h h 
]
rl_f I 2 s (s)<P (-s) ds I dt 
0 0 
llcplll2 + 
L2[-h,O] 
• 
COROLLARY 2.6. The Zinear autonomous rfde (2.1) has a unique continuous 
soZution x = x(•;<P) = x(•;F<P) and llx IIM ~ C(t)llx0 IIM = C(t)llcpll • t~2 2 M2 
PROOF. We can write the solution x(•;<P) as 
x( • ;<P) = f-R*f 
with f = F<P and F<P is continuous. D 
REMARK 2.7. Theorem (2.5) shows that it is the existence of the operator F 
which makes it possible to extend the state space of (2.1) to M2• ~ 
Following Delfour and Manitius, we shall call the operators F and F 
structuraZ operators. 
We shall now associate a e0-semigroup to the linear autonomous rfde 
(2. I). 
DEFINITION 2.8. For every t E lR+ define the following operator T(t): M2 -+ M2 
by 
THEOREM 2.9. The famiZy of Zinear operators {T(t)} is a e0-semigroup. 
PROOF. That {T(t)} is a family of bounded operators satisfying the semigroup 
p·roperties (I .4) (i) and (ii) is clear from Corollary (2.6). The remaining 
c0-semigroup property (l.4)(iii) is clear from the fact that translation 
· ' . h 2 1 • is continuous int e L -normtopo ogy. 
THEOREM 2.10. The infinitesimal generator A of {T(t)} is defined by 
with 
15 
PROOF. Because of Theorem (1.5) and property (l.4)(iii) it follows that for 
every cj> E D(A) 
Hence 
To prove the remaining inclusion 
I dcj>l 2 ~O { <P E M2 -dt E L [ -h, 0 J , "' = cj> I (O) }cD(A) 
Let cj> be an element of {cj> E M2 1 
dcp 1 2 ~O 
-dt E L [ -h, 0 J , \fl = 
TE R x(•;cj>) EH [-h,T]. 
+ 
By Theorem (l.S)(a) we have 
s I+ Lx is continuous. 
s 
Hence 
x(t)-x(O) 
t (s)ds 
t 
= ! J 
0 
cp 1(0)} then for all 
16 
2 Since translation is continuous in the L -normtopology we obtain 
h j I x(t-$)~x(-8) as t + 0. 
0 
Consequently, limt+O ~ [T(t)$-$] converges in the M2-normtopology to I d$ 1 (1$ , d t ) and $ E D (A) • • 
REMARK 2.11. Theorem (2.9) and Theorem (2.10) show that the class (2.1) of 
rfde is the largest possible class of rfde with the e0-semigroup property 
on the state space M2 • 
In the same way as done above, the restriction of {T(t)} to D(A) in-
duces a c0-semigroup {T(t)} on H
1[-h,O] such that 
jT(t) = T(t)j 
where j: H1[-h,O] • M2 is the embedding of H
1[-h,O] into M2• And we have 
the following theorems. 
THEOREM 2.12. The family of operators {T(t)} on H1[-h,O] is a e0-semigroup 
with infinitesimal generator 
with 
A$= d$ 
dt 
~ I I d$ I D(A) ={$EH [-h,O] dt EH [-h,O]}. 
THEOREM 2.13. The e0-semigroups {T(t)} and {T(t)} are intertwined. 
We shall now define another structural operator G: F2 • M2 - a generali-
zation of the one first introduced by MANITIUS in [16] - which maps a 
forcing function f of (I.I) to an initial condition$ of (2.1). 
DEFINITION 2.14. The linear operator G: F2 • M2 is defined by 
(Gf) 1 
(Gf) I 
= f 1 - R*fl (h) 
' 
= (f 1-R*f 1) (•+h). 
17 
Note, that G translates the solution of (I.I) corresponding to f backwards 
~ over a distance h. The restriction of G to D(B) induces a mapping G from H1 
into H1[-h,O] such that iG = Gi, where i:H 1[-h,O] + M2 is the embedding 
from H1[-h,O] into M2. 
PROPOSITION 2.15. 
(i) . G is a bounded linear operator; 
~ (ii) G is a bounded linear operator; 
(iii) N(G) = {0}; 
(iv) R(G) = M . 
(v) R(G) r = H [-h,O]. 
PROOF. The properties (i), (ii) and (iii) are clear from the definitions. 
Since the proofs of properties (iv) and (v) are equivalent, we shall only 
prove (v). Let~ E H1[-h,O] and define f by 
t 
f(t) = ~(t-h) - f ~(t-s)~(-h+s)ds 
0 
for O ~ t <hand constant fort~ h. Then f E H1 and for O ~ t ~ h 
x(t;f) = H-h+t) 
which implies that Gf = ~- 0 
The following proposition shows the useful interplay between the struc-
tural operators and the c0-semigroups. 
PROPOSITION 2.16. 
(i) T(t) G = GS (t) for au t E R . + , 
(ii) r (t)G = GS (t) for aU t E R+; 
(iii) FT(t) = S(t)F for au t E R+; 
(iv) n(t) = s(t)F for au t E R+; 
(v) GF = T(h); 
~ (vi) GF = T(h); 
(vii) FG = S (h) ; 
....,,..,,. ~ (viii) FG = S(h). 
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PROOF. Clear from. the definitions. 0 
THEOREM 2.17. (The Intertwining Property). The e0-semigroups {T(t)} and 
{S(t)} are intertwined. 
PROOF. Because of Proposition (2.16) G is a bounded invertible mapping from 
F2 on~o M2 such that T(t)G = GS(t). 0 
3. THE ADJOINT EQUATIONS 
Lets E v2 be fixed. Apart from the equations (1.1) and (2.1) we can 
also consider the equations (1.1) and (2.1) with the transposed conjugate 
* kernel s : 
(3. 1) * X = s *X+f, 
h 
(3. 2) dx (t) O* J * dx (t-s) ds, dt = s x(t-h) + s (s) dt t ~ 0 
0 
XO = ~' ~ E M2. 
For reasons which will become more clear later, we call these equations 
the adjoint equations of (1.1) and (2.1). In the same way as done above, 
we can define for the adjoint equations eO-semigroups and structural 
* * * * operators: {S(t;s )},{T(t;s )}, F(s ), G(s) ect. 
In this section we shall show that there are important duality rela-
tions between the introduced e0-semigroups and structural operators. Before 
we start to describe the adjoint operator A* of A we shall give some ele-
mentary spectral properties of A. 
(3.3) 
Let ~(z) denote the complex matrix function 
h 
~(z) = z I - e-zhsO - z f e-zts(t)dt. 
0 
The complex matrix function ~(z) is called the characteristic matrix of 
(1.1) dr (2.1) and appears in a natural way if one Laplace transforms the 
equation (1.1) or (2.1). 
LEMMA 3.4. Let~ E M2 and A E ~ be sueh that det ~(A) / 0. Then A E p(A) 
and~= (AI-A)-l~ is given explicitly by 
where 
00 
K(~) = A J e-At(F~)(t)dt. 
0 
t: 
-r 
0 
PROOF. Since (AI-A)~= w, ~ satisfies the following conditions: 
I d"' I (i) A~ - -ft = ~I; 
(ii) A~o - L~ 1 = ~0 ; 
(iii) ~ E D(A). 
Define 
t 
~l(t) =eAt~O- J eA(t-T)wl(T)dT, 
0 
-h ~ t ~ 0. 
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Then~ satisfies the conditions (i) and (iii). Moreover, the condition (ii) 
becomes 
~(zHO = K(t). 
Since det ~(A) / 0, we can solve ~O = ~-I(>,.)K($). O 
COROLLARY 3.5. The spectrum of A satisfies 
cr(A) = Pcr(A) = {A Et I det ~(>,_) = 0}. 
PROOF. Because of the proof of Lemma (3.4) we have 
{>,_ E ~ I det ~(A) IO} c p(A). 
To prove the remaining inclusion choose a A Et such that det ~(A) = 0 
and defiE:e 
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for -h ~ t ~ 0, where ~o, ~O IO, is an element of the nullspace of ~(A). 
Then 
1 d~l 
A~ = (L ~ , -· - ) = 
Hence, A E Pcr(A). D 
l 1 At 0 COROLLARY 3.6. N((Al-A)) = {~ E M2 ~ (t) = e ~ , -h ~ t ~ O, 
~o E N(~(A))}. 
LEMMA 3.7. Let f E H1 and A E ~ be such tha.t det ~(A) I 0. Then 
q = (Al-A*)- 1f satisfies the differential equation 
* dq Aq - s (•)q(O) - dt = f. 
* -I - -I* -1 PROOF. Since (Al-A) = (Al-A) , choose~,¢ E M2 such that~= (~l-A) ¢. 
Then q satisfies the equation 
And 
<~,f> = <¢,q>. 
h 
<¢,q> = q(O)¢O + J :~(s)¢ 1(-s)ds 
0 
h 
- 0 I 
= q (O) (A~ -L~ ) [ 
dq - I d~ + -(s){A~ (-s)- -(-s)}ds dt dt 
0 
h 
I -1 f 
= Aq(h)~ (-h)-q(O)L~ + d d~l {- d~(s)+Aq(s)} dt (-s)ds 
0 
h 
+ J -T d d~l {Aq(s)-s (s)q(O) d~(s)}-dt(-s)ds 
0 
= <~,f> 
h 
d<j> 1 
= f (hH I (-h) + J f(s) (-s)ds. dt 
0 
* dq 
• Hence, f = Aq - s (•)q(O) - dt 0 
THEOREM 3.8. The adjoint opePator A*:H 1 + H1 is given by 
with 
D(A*) = {q E H1 I dq + *< ) (O) H } dt s . q E I • 
PROOF. By Lennna (3.7) we have 
and 
A*q = dq + s*(•)q(O) dt 
D (A*) c { q E HI I dq + r * ( •) q (O) E H } dt ~ I . 
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The remaining inclusion can be proved in the same way as done in the proof 
of Theorem (1.9). 0 
PROPOSITION 3.9. A e0-semigPoup is uniquely <letePmined by its infinitesimal 
genePatoP. 
PROOF. Let {T 1(t)} and {T2(t)} be two e0-semigroups with the same infinite-
simal generator A. Choose a t E ]R+ and define 
Then Theorem (I.5)(c) yields 
for every f E D(A). Hence, T3 (t) = T3 (0) and so for all f E D(A) 
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Since twas chosen arbitrary and D(A) is dense, the proof is complete. D 
THEOREM 3.10 (The duality principle). 
(i) The e0-semigroups {T(t)*} and {S(t;s*)} are identical; 
(ii) fhe e0-semigroups {T(t)*} and {S(t;s*)} are identical. 
PROOF. Since M2 and H
1[-h,O] are reflexive spaces, we have that the adjoint 
semigroups {T(t)*} and {T(t)*} are e0-semigroups. Now (i) is clear from 
Theorem (3.8) and Proposition (3.9). To prove (ii), in the same way as done 
~* above, we can describe A: 
with 
~ * O* I Aq = (s q (O), 
I 
dq + s*(•)ql(O)) dt 
~ dq 1 2 D(A) = {q E F2 ] dt EL [O,h]}. 
And Proposition (3.9) completes the proof. D 
One of the great advantages of the Duality Principle is that it as-
sociates equations to the adjoint eO-semigroups. 
The structural operators are also related by duality: 
THEOREM 3.11. 
~ * * (i) F(s) = F ; 
* ~* (ii) F(s) = F ; 
~ * * (iii) G(s) = G . , 
* ~* (iv) G(s) = G . 
PROOF. By Proposition (2.15), Proposition (2.16) and the Duality Principle 
it is enough to prove (iii) and (iv). Since the proofs of (iii) and (iv) 
are equivalent, we shall only prove relation (iv). We have to prove 
23 
. * ~ <G(s )f,q> = <<f,Gq>> 
for all f E F2 and q E H1. Note, that in the notation of Proposition (1.2) 
* * R(s) = R. Hence 
h 
* O* 1 - f I* 1 ~ <G(s )f,g> = (f -R *f (h))g(O) + (f -R *f )(h-t)dt(t)dt 
0 
h 
+ f 
0 
h 
- f f 1 (t) (R*:~) (h-t)dt 
0 
h 
= fO g(O) + J f 1(t) 
0 
d dt(g-R*g)(h-t)dt 
~ 
= <<f,Gg>>. • 
COROLLARY 3. 12. The following aorronutative diagrams 
h 
dx(t) = so x(t-h) dt + J s(s) !~ (t-s)ds 
0 M 
2 
{T(t)),A l 
F 
G 
F 
M2 
-------
G 
h 
* 
dx o* f d dt(t) = s x(t-h) + s*(s) d~(t-s)ds x-s *X = f 
0 
~H 1[-h,O] 
l'i'Ct;;;*)J,Acs*l 1 
H 1[-h,O] 
~ * F(s ) 
~ * G(~ ) 
~ * F(s ) 
}s ct : s *i J ,B cs' l 
HI 
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are related by duality. 
REMARK 3.13. The strange looking choice of H1 as the realisation of the 
dual space of M2 avoids a lot of intertwining operators. For example, it 
makes it possible to state the Duality Principle in such a clear way as 
above. 
REMARK 3.14. We could obtain a proof of Theorem (3.10) by calculating the 
adjoint semigroup {T(t)*} explicitly, but this involves a lot of calcula-
tions. See DIEKMANN [9],[10], who proves a variant of Theorem (3.10) in 
the case that C[-h,O] is the state space of (O.l). Since in that case the 
adjoint semigroup {T(t)*} is not a c 0-semigroup, property (l.4)(iii) does 
not hold, our proof will not work in that case. 
REMARK 3. 15. By considering a slightly more general Volterra convolution 
integral equation involving measures, the set up given here can be used 
to treat the state space theory for neutral equations in general. Compare 
SALAMON [18] for analogous results. 
4. SMALL SOLUTIONS AND COMPLETENESS; A REFINEMENT OF HENRY's THEOREM 
In this section we shall study the small solutions· of the equations 
(1. 1), (2.1), (3.l) and (3.2). Since Henry's paper [12] it is well known 
that small solutions play an important role in completeness of the gener-
alized eigenfunctions. And, moreover, that they indicate a certain redun-
dancy in the state space. Our main result will be a sharp version of Henry's 
Theorem (4.23) and, as a corollary, that the ascent a of N(T(t)) is equal 
to the ascent o of N(T(t)*). Moreover, we shall give an easy to verify 
necessary and sufficient condition for completeness of the generalized 
eigenfunctions (4.31). 
The concept of completeness has been previously considered by 
LEVINSON and McCALLA [15] for scalar equations only; by BARTOSIEWICZ [2] 
and DELFOUR and MANITIUS [8], [16] in the case thats has finitely many 
jumps and an absolutely continuous part. 
The definitions and proofs in this section are based on some results 
" 
from complex analysis which we have collected in an Appendix to this 
section. 
Define 
R(z,A) = (zl-A)-l 
the resolvent of A. Let¢ E M2 be fixed and consider the function R(z,A)¢ 
as a function of z. By Lemma (3.4) we have that R(z,A)¢ is a meromorphic 
function with poles A satisfying the equation 
dett.(z)=O. 
This property of R(z,A) makes it possible to use Theorem V IO.I of TAYLOR 
[19] to obtain in our case: 
THEOREM 4.1. Let A be a pole of R(z,A) of order m. Then 
(i) N( (AI-A)m) = N( (AI-A)m+l); 
(ii) R((AI-A)m) = R((AI-A)m+I); 
(iii) R((AI-A)m) is closed; 
(iv) M
2 
= N((Al-A)m)@R((AI-A)m); 
(v) The corresponding spectral projection PA on N((AI-A)m) can be re-
presented by 
P ~ = _l_ f R(z,A)~dz 
A 21ri j 
rA 
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where TA is a closed rectifiable curve surrounding only A of the dis-
crete set a(A). 
Let MA denote the generalized eigenspace N((AI-A)m) corresponding to 
an eigenvalue A of A. By Lemma (3.4) and the definition of A we have that 
the elements of MA invovle combinations of 
k Atd_ 
te K 
where k = 1,2, ••• ,m and~ E tn satisfy a system of linear equations. So 
MA is finite dimensional and in fact it is not difficult to construct an 
explicit base for ~\, see DELFOUR and MANITIUS [ 8], HALE [ 11]. 
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m Let QA denote R((AI-A) ) • The proof of the following lermna is clear 
from the fact that A and {T(t)} connnute. 
LEMMA 4.2. The linear subspaces MA and QA are {T(t)}-invariant. 
COROLLARY 4.3. Let A be a finite set of eigenvalues. Then M2 can be decom-
pose~ into two closed {T(t)}-invariant subspaces MA and QA 
p = A 
PROOF. It is enough to note that generalized eigenfunctions belonging to 
different eigenvalues are linearly independent. D 
REMARK 4.4. Since the projections PA are in general not orthogonal, the 
set A of eigenvalues must indeed be finite. However, as we shall see short-
ly it is an important problem to determine conditions which allows us to 
extend the above decomposition to the set A= cr(A). 
DEFINITION 4.5. The linear subspace M1 generated by {MA I AEO(A)} is called 
the generalized eigenspace of A. The generalized eigenspace M1 of A is 
called complete if the closure M1 of M1 is the whole space. 
. . * * . Analogously, the generalized eigenspaces of B,A ,B ect will be denoted 
,...., * ,...., * by M2 ,M 1(t ),M2(t) etc. 
PROPOSITION 4.6. Let A be a zero of det ~(z) of order m. Then for all l 
with 1 ~ l ~ m the following relations hold 
(i) FN( (AI-A/) = N( (AI-B)l); 
(ii) GN((AI-B)l) = N((AI-A)l); 
(iii) 
(iv) 
* * l * l F N((AI-A ) ) = N((AI-B ) ) ; 
* * l * l G N((AI-B) ) = N((AI-A) ) . 
PROOF. ~y the Duality Principle it is enough to prove (i) and (ii). Since 
the proofs of (i) and (ii) are equivalent we shall only prove (ii). The 
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nullspace N.((),.I-A)l) is finite dimensional, {T(t)}-invariant and 
N((AI-A)l) n N(T(t)) = {0}. 
Hence, by Proposition (2.16) 
DEFINITION 4.7. A small solution x of (1.1) is a non almost everywhere zero 
solution of ( 1. 1) such that 
lim ekt x(t) = 0 
t4<X> 
for all k E R. 
Note, that a small solution has an entire Laplace transform. 
The determinant of the matrixftmction ~(z) defined by (3.3), det 6(z), 
is an entire ftmction of exponential type. Let T denote the exponential type 
of det 6(z), by the Paley~Wiener Theorem (A.3) we have that Tis less than 
or equal to nh. 
THEOREM 4.8. Let x be a small solution of (I.I) then 
x(t) =O a.e. 
for all t ~ nh - •• 
PROOF. Let x be a small solution of the equation 
X = l';;*X+f 
f E F2 . Then xis L
2
-integrable along the positive real axis. By the 
Plancherel Theorem we have 
(X) 
J 
-zt 
e x(t)dt 
0 
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is L2-integ~able along the imaginary axis. Laplace transformation of the 
equation (I.I) yields 
00 00 
6(z) I -zt x(t)dt f -zt e = z e f(t)dt 
0 0 
or 
00 h 
6 (z) I -zt X ( t) dt f -zt I -zh fo. e = z e f (t)dt + e 
0 0 
Let adj6(z) be the matrixfunction of cofactors of 6(z), i.e. 
fies the equation 
adj6(z) .6(z) = det6(z) .I. 
Multiply the above equation by adj6(z) then we obtain 
00 
J 
-zt det6(z) e x(t)dt 
0 
h 
= adj6(z){z j e-ztfI(t)dt 
0 
adj6 (z) satis-
Since the quotient of two functions of exponential type is again of exponen-
J00 -zt tial type we obtain that the entire function O e x(t)dt is of exponen-
tial type. Moreover, by Proposition (A.2) the right hand side has exponential 
type~ nh. And so again by Proposition (A.2) Jo e-ztx(t)dt has finite ex-
ponential type o and o ~ nh-T. 
Hence, by the Paley-Wiener Theorem (A.3) 
00 0 
I -zt e x(t)dt = I -zt e x(t)dt 
0 0 
and x(t) = 0 a.e. for all t ~ O. Since o ~ nh-T, x(t) = 0 a.e. for all 
t ~ nh-T, D 
DEFINITION 4.9. Let a denote the ascent of N(S(t)), 
i.e. a= inf{n ER : VE> O N(S(n+E)) = N(S(n))}. 
+ 
* Let o denote the ascent of N(S (t) ) , 
i.e. * * o = inf{n ER+: V£ > O N(S(n+£) ) = N(S(n) )}. 
PROPOSITION 4.10. 
(i) a is the ascent of N(S(t)),N(S(t)),N(T(t)) and N(T(t)); 
(ii) 8 is the ascent of N(S(t)*),N(S(t)*),N(T(t)*) and N(T(t)*). 
PROOF~ All the e0-semigroups in (i) respectively (ii) are intertwined. D 
COROLLARY 4.11. 
(l.') a~ nh-T; 
(ii) 0 ~ nh-T. 
PROOF. By Theorem (4.8) and the Duality Principle;· D 
COROLLARY 4.12. N(S(a)) = {f E F2 : ~-l(z)(z J e-ztf(t)dt) is entire.} 
0 
PROPOSITION 4.13. N(T(a)) = {w E M2 : z + R(z,A)w is entire}. 
PROOF. Because of Lemma (3.4) and Corollary (4.12) only the fact that 
w E N(T(a)) if and only if F$ E N(S(a)) 
remains to be proved. But this is clear from the definition of a. D 
PROPOSITION 4.14. nAEO(A)N(PA) = {$ E M2 : z ~ R(z,A)w is entire}. 
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PROOF. This follows from the Laurent series of R(z,A) in a pole A of order m: 
D~ DA PA 
R(z,A) = I+ ••• + --..,,..2 + ( ') + RO(z,A) (z-A)m+ (z-A) z-A 
where RO(z,A) is holomorphic and DA= (AI-A)PA, see KATO [14]. D 
COROLLARY 4.15. nAEO(A)N(PA) = N(T(a)). 
Although in general R(S(t)) becomes smaller with increasing time 
Corollary (4.11) states that the closure of the range S(t), R(S(t)), be-
comes constant fort~ o. In fact we can say even more. 
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THEOREM 4 .16. 
~i) M~ = R(T(o)); 
(ii) M2 = R(S(o)); 
(iii) _Mz(s*) = R(T(a)*); 
~ * * (iv) M1(s) = R(S(a) ). 
PROOF .. Because of the Intertwining Property, Proposition (4 .6) and the 
Duality Principle it is enough to prove (iii). Since o(A) = o(A*) and 
order (A) = order (A) we obtain 
m 
f12<s*)1- = { u * N((AI-A*) A)} 
AEO(A ) 
m 
= n R((\I-A) A) 
* Arn (A ) 
= n N(PA) = N(T(a)). 
AEO(A) • 
REMARK 4.17. Theorem (4.8) and Theorem (4.16) are due to HENRY [12]. 
Henry's proof of Corollary (4.15) uses the estimate of HALE [11] on the 
complementary subspace QA in the decomposition (4.3). Later Delfour and 
Manitius gave another proof of Theorem (4.16) using an explicit represen-
tation for R(z,A). 
COROLLARY 4. 18. 
M1 is complete if and only if o = 0. 
M1 (i: *) is complete if and only if a = 0. 
The following corollary is due to HANITIUS [16]. 
COROLLARY 4.19. M1 is complete if and only if N(F*) = {0}. 
PROOF. By Proposition (2.16) and the Duality Principle we have 
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Hence 
N(F*) = {O} if and only if o = O. 0 
Although the above condition for completeness is necessary and suffi-
cient, it is not satisfactory: first of all because the condition is re-
lated· to the adjoint equation which is a little unnatural and secondly be-
cause the condition is not easy to verify. In fact the results given until 
now in this section show that it is important to know more about the rela-
tion between a and o and to find ways to calculate these numbers explicitly. 
Define£ by 
exponential type detA(z) = nh-£. 
Since we noted already that the exponential type of detA(z) $ nh, we have 
£ ~ 0. Consider 
adj A(z) = (C .. ) 
1J 
the matrix function of cofactors of A(z). Since the cofactors are (n-Ox(n-1) 
subdeterminants the exponential type of the cofactors C .. is less than or 
1J 
equal to (n-I)h. Moreover, since 
(4.20) A(z).adj A(z) = det A(z).I 
there has to be a cofactor of exponential type~ (n-l)h-£. Define cr by 
max 
}$i$n 
}$j$n 
exponential type C .. = (n-I)h-cr. 
1J 
Then cr $£and in fact we can say even more. 
THEOREM 4.21. If£> 0 then a<£. 
PROOF. Suppose cr =£.We shall calculate exponential type det adjA(z) 
• 
on two different ways. Since cr =£we have 
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type det adj~(z) ~ n((n-I)h-e) = (n-I) (nh-e)-e. 
On the other hand by (4.20) and Proposition (A.2) we have 
· n-I 
type det adj~(z) = type(det~(z)) = (n-I)(nh-e) 
Hence 
(n-I)(nh-e) ~ (n-I) (nh-e)-e 
which is a contradiction if£> 0. 0 
THEOREM 4.22. 
(i) a~ e-a; 
(ii) o ~ e-a. 
PROOF. This follows from the proof of Theorem (4.8) using the above 
terminology. 0 
We can now state and prove our main result. 
THEOREM 4.23. The ascent a of {S(t)} satisfies 
a= e-a. 
Or, equivalently, all small solutions of (I.I) vanish almost everywhere 
fort~ e-a and e-a is the smallest possible time with this property. 
PROOF. If£= Owe have a= 0 and so by Theorem (4.22) a= O. Let£> 0. 
Because of Proposition (4.IO) it is enough to construct a small solution 
of the equation 
f E HI' such that x(t) = 0 a.e. fort~ e-a and x t O a.e. in any neigh-
borhoocfof e-a. Laplace transformation yields that this is equivalent to 
constructing a Paley-Wiener function F of exponential type e-a such that 
b.(z)F(z) = c + q(z) 
where c E ~n and q is a Paley-Wiener function of exponential type:,:; h. 
Choose a column of the matrix function adjb.(z) such that one of the 
elements of this column is the cofactor of maximal exponential type 
(n-l)h-cr. Since the arguments given below can be repeated for all other 
columns we may assume that we can choose the fir.st column 
C 
11 
c· 
nl 
of adjb.(z). By (4.20) we have 
C 
11 
(4.24) b. (z) = 
. 
c· 
nl 
We have to consider two cases: 
I. e: :,:; (n-l)h; 
II. (n-l)h < e: :,:; nh. 
detb.(z) 
0 
0 
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Case I. Suppose e::,:; (n-l)h. Let for l:,:; j:,:; n, c. denote the Taylor expan-
J 
sion of Cjl of order n-1 in O. Then the functions Fj defined by 
C. 1 (z) - C:. (z) F ,(z) = J J , 
J n 
z 
I :,:; j :,:; n, are entire. Let 
b. (z) 
,. CJ - GJ 
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The functions d., I~ j ~ n, are polynomials of degree n with coefficients 
J 
constants plus Paley-Wiener functions of exponential type~ h. Furthermore 
(4.25) ll (z) 
F 
n 
detll(z)-d1 
n 
z 
dz 
n 
z 
Since detll(z) is a polynomial of degree n with coefficients constants plus 
Paley-Wiener functions we have by the Paley-Wiener Theorem (A.3) that the 
right hand side of (4.25) can be written as follows 
nh-i:: 
C + J -zt e h(t)dt 
0 
E ,.,n 2([ ] n) where c IL, and h E L O ,nh ""£ ;O:: • Furthermore, the cofactors are poly-
~omials of degree (n~l) with coefficients constants plus Paley-Wiener func-
tions. Hence, Fis a Paley-Wiener function and by the Paley-Wiener Theorem 
(A.3) we have 
F(z) = 
(n-l)h-cr 
I -zt e *(t)dt 
0 
where* E 12([0,(n-l)h-cr];Cn). And so the equation (4.25) can be rewritten 
as follows 
(4. 26) 
(n-l)h-cr 
ll (z) f 
0 
nh-i:: 
e-zt*(t)dt = c + j 
0 
Hence, the function* satisfies the equation 
t 
-zt 
e h(t)dt. 
where g(t) = c+ J h(s)ds for O ~ t ~ nh-e: and constant fort;:::: nh-e:. 
0 
,, 
Hence, by Proposition (1.2) 
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"dl/J 2 dt E L [O,(n-l)h-cr]. 
Rewrite the equation (4.26) as follows 
(n-1 )h-e:: (n-1 )h-cr nh-e:: 
6 (z){ I J I -zt + e h(t)dt 
Hence. 
And so 
(4.27) 
0 (n-I)h-e:: 0 
6 ( z) 
(n- I) h-cr 
f e-zt 1/J(t)dt = 
(n-l)h-e:: 
nh-e:: 
C + J 
(n-I)h-e:: 
e-zth(t)dt -6(z) f e -ztl/J(t)dt. 
0 0 
e::-cr 
-((n- 1 )h-e::)z r -zt 
e ' A(z) J e 1/J((n-l)h~e::+t)dt = 
0 
nh-e:: 
= C + J 
(n-I)h-e:: 
-zt f e h(t)dt-6(z) -zt e 1/J ( t) d t. 
0 0 
Since the right hand side of (4.27) has exponential type less than or equal 
to nh-e:: we have by Proposition (A.2) 
(4.28) 
e::-cr 
6(z) f e-ztl/J((n-l)h-e::+t)dt 
0 
has exponential type less than or equal to h. Furthermore, since !! E L2[0,(n-l)h-cr] partial integration yields that (4.28) can be written 
as a constant plus a Paley-Wiener function. Hence 
e::-cr h 
6(z) j -zt r -zt e 1/J((n-I)h-e::+t)dt = b + J e ~(t)dt 
0 0 
where b E Cn and~ E L2[0,h]. Hence, 1/J((n-I)h-e::+•) is a small solution such 
that 
1/J((n-l)h-e::+•)t O a.e. in any neighborhood of e::-cr. 
This yields a. = e::-cr. 
" 
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Case II. Suppose (n-l)h<c::5;nh. In this case T = exponential type dett.(z) < h. 
Multiply both sides of the equation (4.24) by 
h-T 
I -zt e dt 
0 
to obtain 
(~11) (~()) ti ( z) • = • . . 
~ 
cnl o 
G(z) h-T -zt Jh-T -zt where = J0 e dt det~(z) has type h, cj 1 = e dt Cj I' 0 
I < . 
- J :5; n, and the function Chas type e-o. The same arguments as used in 
Case I applied to the function C yields 
e-o h 
t.(z) I e-zt~(t)dt = c + j e-z~(t)dt. 
0 0 
~ Hence,~ is a small solution such that 
~ -=/ 0 a .e. 
in any neighborhood of e-o. This yields a= e-o. 0 
The following corollary yields the answer to a well-known question in 
rfde theory. 
COROLLARY 4.29. The ascent a of the e0-semigroup {S(t)} and the ascent o of 
the adjoint e0-semigroup {S(t)*} are equal. 
PROOF. Since adjt.(z;s*) = (adj (z))T we have c:(s*) = e and o(s*) = o. 0 
The following special case of Corollary (4.29) yields the answer to a 
question of DELFOUR and MANITIUS [8] and extends a recently given result 
of BARTOSIEWICZ [2]. 
COROLLARY 4.30. N(F) = {O} if and only if N(F*) = {0}. 
PROOF. By Proposition (2.16) the corollary is just a restatement of a= 0 
if and only if o = O. 0 
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The following corollary yields an easy to verify necessary and suffi-
cient condition for completeness. 
-
COROLLARY 4 .31. MI = M2 if and only if N(F) = {O} 
if and only if type det~(z) = nh. 
Or, equivalently, completeness holds if and only if there are no small solu-
tions. 
Note, that Theorem (4.23) proves the existence of a small solution if 
type de t~ (z) < nh. 
COROLLARY 4.32. Consider a linear autonomous rfde with state space C[-h,O], 
the space of continuous function on [-h,O]. Then all small solutions vanish 
identically fort~ e-o-h and e-a-h is the smallest possible time with this 
property. 
PROOF. In the proof of Theorem (4.23) we constructed a small solution with 
maximal support of the Volterra convolution integral equation with forcing 
space H1. Use the operator G to map this small solution to a small solution 
with necessary maximal support of the rfde, since R(G) = H1[-h,O] this small 
solution is continuous. 0 
DELFOUR and MANITIUS also introduced in their papers [8], [16] the 
concept of F-completeness. We shall see that Theorem (4.23) also yields an 
easy to verify necessary and sufficient condition for F-completeness. The 
generalized eigenspace M1 of A is called F-complete if 
By Proposition (4.6) FM 1 = M2 and because of Proposition (2.10) and Theorem 
(4.16) we have M1 is F-complete if and only if o ~ h. And so Theorem (4.23) 
yields. 
COROLLARY 4.33. M1 is F-complete if and only if a~ h. 
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Or, equivalently, F-eompleteness holds if and only if all small solutions 
are in the kernel of F. 
COROLLARY 4.34. For n = 2 F-eompleteness holds if and only if type 
detA(z) ~ h. 
EXAMPLES 4 .35. 
a) 
dx1 (t) -x2 (t) + x3 (t-1) dt = 
dx2 (t) x 1(t-l)+ x3 (t-½) dt = 
dx3 (t) = x/t). dt 
Then 
-z) (-z -e A (z) -lz = -e z -e 2 
0 0 z+I 
and 
detA(z) 2 -z = (z+l) (z +e ) . 
So e: = 2. 
-z 
z -e 
-lz 
-2z And, c23 = = ze 
2 + e 
-z -lz 
-e -e 2 
So o = 0 and a. = 0 = e:-o = 2, and F-completeness fails. 
b) 
dx 1 (t) -x2 ( t) - x/ t) dt = 
dx2 (t) X) (t-1)+ x/t-½) dt = 
dx3 (t) = x3 (t). dt 
Then 
A (z) c-z l-lz) = -e z -e 2 
0 0 z+l 
and 
det (z) 2 -z = ( z+ 1) ( z +e ) • 
So£= 2. Further a= l. Hence 
a= 8 = £ - a= I, 
and F-completeness holds but completeness fails. 
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REMARK 4.36. As already noticed in section 1 we can associate with an ar-
bitrary neutral equation a Volterra convolution integral equation where the 
kernel l; involves measures. Using the more general Paley-Wiener Theorem in-
volving distributions, given in RUDIN [17], the proof of Theorem (4.23) can 
be generalized such that Theorem (4.23) holds for neutral equations in 
general. 
REMARK 4.37. By the results of this section we have that if the decomposi-
tion given in Corollary (4.3) holds for A= a(A) then 
M2 = R(T(a)) e N(T(a)). 
This decomposition for M2 is important since it makes it possible to re-
strict (in the case of noncompleteness) the e0-semigroup {T(t)} to R(T(a)) 
such that the restricted e0-semigroup {T(t)} is injective with dense range, 
like in the case of completeness. However, an easy example of Diekmann 
shows that R(T(a)) ~ N(T(a)) need not to be closed and so 
M2 f R(T(a)) & N(T(u)). But in the example 
M2 = R(T(a)) e N(T(a)) 
holds. By the Duality Principle this is equivalent to 
(4.38) R(T(a)) n N(T(a)) = {O}. 
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The condition (4.38) seems plausible and is enough to treat the noncomplete 
case in a satisfactory way; instead of the restriction of {T(t)} to R(T(a)) 
we consider the by {T(t)} induced e0-semigroup on the quotient space 
the obtained semigroup {1(t)} is an injective e0-semigroup with dense range 
like in the case of completeness. 
The study of necessary and sufficient conditions such that (4.38) holds, 
which is closely related to the study of convergence results for the projec-
tion series of generalized eigenfunctions, will be a subject for further 
research. 
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APPENDIX 
Let F be a vector valued function, we call F entire, of exponential 
type etc. if all the components of Fare enitre, of exponential type etc. 
Furthermore, the exponential type of a vector valued function Fis defined 
by the maximal exponential type of the components of F. 
'rt is not difficult to see that all entire functions considered in 
this paper are entire functions of order I. 
i.e. lim sup log log M(r) = log r r~ 
where M(r) = max{ IF(z) I ·e I z = re 1 , O ~ e ~ Zn}. 
DEFINITION A.I. The entire function F of order I is of exponential type T 
if 
1 . log M(r) im sup = T 
r~ r 
For entire functions of exponential type the rate of growth in dif-
ferent directions can be specified by the Phragmen-Lindelof indicator func-
tion h 
h(e) 
ie loglF(re ) I 
= lim sup -=-'----'--_....;'---'-
r r~ 
PROPOSITION A.2. Let F and G be entire fun.etions of exponential type such 
that F and Gare O(zm), m E 7l in the closed right half plane. Then 
type (FG) = type (F) + type (G), 
PROOF. Because of the Ahlf ors-Heins Theorem (7. 2. 6) of BOAS [4] we have for 
a dense set of 0 E [n/2,3n/2] 
hF(e) = -(typeF)cose 
hG(e) = -(typeG)cose. 
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Hence 
1 ie 1 ie 
= lim sup {- loglF(re )I + - log!G(re )I 
r r 
= -(type(F)+type(G))cose 
= -(type(FG))cose for a dense set of e E [1r/2,31r/2]. 
And so 
type(FG) = type(F)+type(G). • 
An application of the Paley-Wiener Theorem 6.8.l of BOAS [4] yields. 
THEOREM A.3. (Paley-Wiener). Let F be an entire function which is unifoPmly 
bounded in the closed right half plane. Then Fis of exponential type T and 
1 2-integrable along the imaginary axis if and only if 
T 
F(z) = f e-zt~(t)dt 
0 
where~ E 1 2 (O,T) and~ does not vanish a.e. in any neighborhood of T. 
We shall call the entire functions described by the above theorem 
Paley-Wiener functions. 
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