Recently, we have proposed an efficient scheme for Monte Carlo simulations, the multiple ''time step'' Monte Carlo ͑MTS-MC͒ ͓J. Chem. Phys. 117, 8203 ͑2002͔͒ based on the separation of the potential interactions into two additive parts. In this paper, the structural and thermodynamic properties of the simple point charge water model combined with the Ewald sum are compared for the MTS-MC real-/reciprocal-space split of the Ewald summation and the common Metropolis Monte Carlo method. We report a number of observables as a function of CPU time calculated using MC and MTS-MC. The correlation functions indicate that speedups on the order of 4.5-7.5 can be obtained for systems of 108 -500 waters for nϭ10 splitting parameter.
I. INTRODUCTION
Computer simulations of charged systems dominated by long range electrostatic interactions are becoming more important in the study of biological systems. The long-range electrostatic interactions in molecular systems make simulations computationally intensive. The dynamics in those systems usually have a multiple time scales nature. 1 Since the evaluation of the long-range potential is the most CPU intensive part of a simulation, minimizing the computational cost of that part can lead to a significant reduction in simulation time.
In a recent paper, 2 we have introduced a novel rapidly convergent Monte Carlo technique, the multiple ''time step'' Monte Carlo ͑MTS-MC͒. MTS-MC is similar in principle to multiple time-scale molecular dynamics; [3] [4] [5] [6] both take advantage of the separation of the potential into short and long range components. We have performed 2 a comparison of the standard Metropolis Monte Carlo ͑MMC͒ to MTS-MC. The diffusion in the configuration space as a function of CPU time was used as an efficiency criterion for the two methods that were evaluated. Our calculations showed savings in CPU time up to factors of 5.6 for our largest system of 1000 particles. We have also studied the scaling of CPU time as a function of system size, and have shown that for system sizes up to 1000 particles, the linear term dominates.
Long-range electrostatic interactions can be incorporated into calculations by using the Ewald summation method. 7 It seems natural to use Ewald summation as a basis for separating short and long-range potentials in a MTS-MC split; the real-space part of the Ewald sum can be considered to be short ranged and the reciprocal-space part is included in the long-range interactions. [8] [9] [10] An alternative way to split up the Ewald sum is to assign the entire Coulomb interactions between the nearby pairs to the short-range potential, including both real-and reciprocal-space contributions. 1, 5 Then the interactions between distant particles can be assigned to the long-range potential. This way all the interactions are subdivided based on the distance between atoms, regardless of whether they belong to real-or reciprocal-space.
In this work, we compare the radial distribution functions, dipole-dipole and energy correlation functions, and the dielectric constants calculated by MTS-MC and MMC. The effect of system size on the scaling of the new scheme is examined with systems of 108, 256, and 500 water molecules. The results indicate that the MTS-MC scheme can be efficiently used to include long-range electrostatic interactions in simulations of condensed media.
We also show that in order to achieve the same speedup for larger water systems as for the original 108 molecules, the real-and reciprocal-space cutoffs (r c and k c ) had to be, respectively, decreased and increased. Decreasing cut-off radius r c and increasing the screening parameter puts more work into the reciprocal-space component making the new method even faster. The problem of scaling Ewald parameters could be eliminated by using techniques like particle mesh Ewald ͑PME͒ 11,12 and particle-particle-particle Mesh Ewald ͑P3ME͒
1,13-16 that are capable of performing the a͒ reciprocal-space sum more efficiently than the real-space sum. Thus, for large scale biomolecular applications, these techniques would be complementary to both Monte Carlo methods.
In Sec. II, we describe the multiple ''time step'' Monte Carlo ͑MTS-MC͒ method. In Sec. III, we present the splitting of Ewald sum in the framework of MTS-MC algorithm and scaling of Ewald parameters. In Sec. IV, we present the simulation details and show results for simple point charge ͑SPC͒ water simulations. Results are summarized in Sec. V.
II. MULTIPLE ''TIME STEP'' MONTE CARLO "MTS-MC…

A. Sampling procedure
Since we described the method in detail in a recent paper, 2 in this section we only present an outline of the MTS-MC scheme. The functionality of the MTS-MC method relies on the fact that the potential energy parts vary at different rates which enables us to evaluate the slowly varying contribution to the potential energy less frequently than the quickly varying ones. We suppose that the potential energy of the system can be written as the sum of two additive terms
where V S (x) is the rapidly varying part, the short-range potential energy, and V L (x) is the slowly varying part, the longrange potential energy. As in the multiple time step MD methodology, we wish to construct a sampling scheme in which V L (x) is evaluated less frequently than V S (x). We have proposed an algorithm that can be summarized by the following procedure:
• Step 1: For a given configuration x, we evaluate V S (x) and V L (x). We duplicate the configuration x, such that initially x old ϭx and y old ϭx, then we use y old as the initial configuration in Step ͑2͒.
• Step 2: We generate a new configuration y new by performing a uniform random move ͑displacement and rotation͒ of a single molecule. We evaluate V S (y new ). Then, the new configuration y new is accepted or rejected according to the following acceptance probability
The acceptance probability in Eq. ͑2͒ only depends on V S (x), the short-range potential energy. The procedure described in this step is defined as an ''S-move.'' • Step 3: Repeat Step ͑2͒ n times where n is defined as the MTS-MC ''splitting parameter.'' After n S-moves, the final configuration is x new .
• Step 4: We evaluate V L (x new ). We accept or reject the resulting configuration by an acceptance probability constructed as
The acceptance probability in Eq. ͑3͒ only depends on V L (x), the long-range potential energy. In the case of acceptance, the new configuration is x new . In the case of rejection, we go back to the configuration that we started with in Step ͑1͒, x old .
The above procedure is defined as an ''L-move.'' A pass will be generated by performing N L-moves where N is the number of molecules in the system. Estimators for observables should be evaluated for configurations that have been generated by L-moves. In the previous paper, 2 we have shown that the configurations generated by L-moves obey detailed balance. Thus, for evaluating observables, only the results of L-moves can be used.
The potential advantage of the scheme presented above is that it allows the calculation of statistically independent configurations in a manner such that V L (x) ͑the more expensive potential in our case͒ is evaluated fewer times than in the standard Monte Carlo scheme. The algorithm can be generalized to more than two stages if the potential is separable into more than two length scales.
III. EWALD METHOD
A. Combining MTS-MC method with the Ewald sum
In MD simulations, when devising a potential break-up, one major constraint is energy conservation; in the present method, the break-up is not constrained by energy conservation. A ''bad break-up'' from the MC standpoint affects only convergence or the ''diffusion efficiency.'' In this section, we discuss the implementation of our new MC algorithm for a system consisting of the simple point charge ͑SPC͒ 17 water molecules using Ewald sum. 7, 18, 19 Many different break-ups are possible using the Ewald sum. The break-up that we have implemented is simple and straightforward.
The energy for electrostatic interactions between charged particles in a periodic system can be written as
where q i and q j are the charges. The sum over n is the sum over all integer vector points, nϭ(n x ,n y ,n z ), and L is the edge length of the cubic unit cell. We omit iϭ j for nϭ0. This sum is conditionally convergent for long-range potentials, and it is expensive to compute. The final electrostatic energy is rearranged into two parts-part of it is summed in real space, and the rest is summed in Fourier space-as follows:
͑5͒
where
and erfc͑x͒ is a complementary error function which decays to zero with increasing x. In Eqs. ͑5͒ and ͑6͒ metallic boundary conditions are used. The second term is a sum over reciprocal vectors kϭ2n/L. A large value of the screening parameter represents a sharp distribution of charge, and in order to model it, many terms in the k-space summation must be included. 7 The first term in Eq. ͑5͒ includes primarily short-range interactions, and the second term results from Fourier expansion of the potential due to an infinite array of Gaussian charges, and is considerably longer-range than the real-space sum. 1 Assuming that the long-range interactions may be updated less frequently than the short-range ones, it seems natural to separate the real-and k-space sums in the MTS-MC split. Here, for simplicity, the straightforward split between the real-space part of the Ewald sum ͑short-range͒ and the reciprocal part ͑long-range͒ is used. The real-space and k-space parts of the potential can be separated in the following way:
with
and
The real-space interactions could be further subdivided into distance classes. 1, 5 The above approach, introduced by Tuckerman and Berne, 8 seems quite reasonable, considering the disparity in the distances over the terms summed in the realand reciprocal-space parts. Recently, a formulation very similar to this one has been used by Procacci et al. in largescale Ewald simulations of proteins. 9 This particular split is implemented within the MTS-MC framework by subdividing the total potential energy of a molecule i into V S (i) and V L (i) in the following way:
where V i j LJ is the Lennard-Jones potential between oxygen atoms. 7, 17 Many different potential break-ups can be implemented in the MTS-MC framework, as long as they obey detailed balance. An alternative break-up of the Ewald split introduced by Stuart, Zhou and Berne 5 was also tested. The second split is very successful in MD simulations, 1 but did not perform as well within the MTS-MC framework; the split resulted only in a twofold speedup. Analysis of the failure of this split and ways of improving its performance are underway.
B. Scaling of Ewald parameters
For all system sizes, the initial r c ϷL/2 ͑the cut-off radius for the real-space sum͒ and k c ϭ5 ͑parameter defining summation range in the reciprocal space͒. As the system size increased, the speedup ratios for the MTS-MC method decreased for these choices of parameters because as we increase the size of the system, we make the real-space sum ͓the short range potential ϷO(N 2 )] more computationally expensive. The computational time of the reciprocal-space sum only grows as O(N). For an optimized Ewald sum, the order of the method scales at best as O(N 3/2 ). One way to maintain the speedup ratios for the MTS-MC algorithm is to scale both r c and k c such that the evaluation of the shortrange potential becomes cheaper.
The optimal Ewald sum parameters are system dependent and are influenced by the trade-offs between accuracy and speed which depends on the computational implementation. For a comprehensive review of work on optimization of the Ewald sum refer to a survey of the Ewald summation techniques by Toukmaji and Board. 16 In this section, we will use the approach introduced by Kolafa and Perram. 20 Kolafa and Perram derived formulas to estimate the standard deviations for the real-space and reciprocal-space ͑k-space͒ cut-off errors of the energy. The estimates for the Ewald errors for both real-and k-space energies are given by 20 
␦V
where Qϭ ͚ i q i 2 , L is the box length, is the screening parameter, and r c and k c are the cutoffs in the real-and reciprocal-space. The above formulation suggests that the best choice of is when these errors are the same:
Then, if Eq. ͑14͒ is substituted into the formulas for the errors in the energies, 20 ,21
Thus, when r c is multiplied and k c is divided by the same scaling factor R s ͓0,1͔, the same error is achieved because the product (r c •k c ) does not change. For larger systems like biomolecular complexes, it would be more efficient to use methods that utilize FFT ͑fast Fourier transforms͒ to calculate the reciprocal part of the Ewald sum, making the calculation of real-space sum of order O(N). Implementation of these techniques could improve the computational efficiency in absolute terms for both MC methods, while retaining computational speedups of MTS-MC to a lesser degree. The exact speedups would have to be investigated with computational experiments.
IV. RESULTS
A. Simulation details
To demonstrate that the real-/reciprocal-space split of MTS-MC is more efficient than MMC, we applied both algorithms to liquid water consisting of Nϭ108, 256, and 500 molecules interacting through the SPC water model at 300 K and a density of 1.0 g/ml. The box lengths are L 108 ϭ14.785 Å, L 256 ϭ19.713 Å, and L 500 ϭ24.641 Å. The Ewald parameters for a system of Nϭ108 molecules was taken as r c ϭL 108 /2ϭ7.393 Å and k c ϭ5. The Ewald sum screening parameter, , was calculated using Eq. ͑14͒. All Lennard-Jones and real-space Coulomb interactions are terminated beyond r c ϭL 108 /2 for all the system sizes in both algorithms. Then, in order to preserve precision and accuracy of the Ewald summation, we have to divide the k c values by a different scaling factor R s for each system size ͑as described in Sec. III B͒: For Nϭ108, R s ϭ1.00; for Nϭ256, R s ϭL 108 /L 256 ϭ0.75; for Nϭ500, R s ϭL 108 /L 500 ϭ0.60.
Ten simulations were started from different equilibrated water configurations for all values of N. The MMC runs were compared with the MTS-MC (nϭ10) runs ͑n is the MTS-MC splitting parameter͒. The simulations for 108 water molecules were 500 000 passes long; the data was collected every two passes; and configurations were saved every 20 passes. The simulations for 256 water molecules were 250 000 passes long; the data was collected every two passes; and configurations were saved every 20 passes. The simulations for 500 water molecules were 100 000 passes long; the data was collected every two passes; and configurations were saved every 20 passes.
The CPU time for one MC step in MMC and one ''Lmove'' in MTS-MC are not equivalent. We define ''the raw CPU speedup'' as the ratio of CPU times by dividing the actual CPU time for a pass by CPU͑MMC͒, obtaining . Thus, ''the raw CPU speedup'' for the MMC method is ϭCPU͑MMC͒/CPU͑MMC͒ϭ1 per MC pass, and for the MTS-MC method is ϭCPU͑MTS-MC͒/CPU͑MMC͒ per MC pass. All the correlations are expressed as functions of relating the speedup ratios between the methods in the actual time that it takes to perform the calculations.
In all simulations, we adopt the point of view of Rao et al. 22, 23 that the optimum step size is the one that maximizes the translational and rotational diffusion. We optimized the step size for both methods, and used the optimum acceptance rates for each algorithm through the paper. The translational moves are accomplished by simple displacement and the rotational moves are performed using the quaternion procedure previously used in Monte Carlo by Vesely 24 and Trosset et al. 25 For water simulations, the optimized acceptance ratio was 30% for all system sizes ͑Strauch and Cummings 26 used 40% acceptance ratio for MMC calculations of a system of equal size͒. The acceptance ratio for the short-range potential in the MTS-MC simulation is about equivalent to the acceptance ratio in the MMC simulations; the long-range potential acceptance ratio is very high about 90%.
B. Discussion
In Table I we present the average potential energies along with the experimental data for three system sizes. From the results presented, the MTS-MC simulations show good agreement with the results from MMC runs, both methods yielding accurate predictions for the energies, confirming that the new algorithm does not affect the accuracy of the methodology.
The radial distribution functions g
, g HH (r) are shown in Fig. 1 . All the curves are indistinguishable for both methods. The dipole-dipole orientational correlation function was calculated according to 27 c͑r ͒ϭ
where e ␤ ()ϭ ␤ /͉͉ is the unit vector pointing in the direction of the dipole moment of molecule ␤ at , g͑r͒ is the radial distribution functions g OO (r), is the number density, and r ␣␤ the minimum image between molecules ␣ and ␤. The dipole-dipole orientational correlation functions are displayed in Fig. 2 . Again, the comparison is good, especially with regard to the peak values and positions. For both methods, the first neighbors of a water molecule exhibit a much stronger alignment with that of the central molecule then with the second shell molecules, resulting in a first correlation peak at 2.4 -2.5 Å ͑height at 0.45͒. A second correlation peak occurs at 5.3-5.4 Å ͑height at 0.06͒ for both cases and both methods. The correlation is positive almost everywhere and converges smoothly to zero. These results agree well with the results obtained by Hunenberger and van Gunsteren from molecular-dynamics simulations of SPC water. 28 And also they are in qualitative agreement with the MMC results for SPC water reported by Strauch and Cummings. 26 The translational diffusion coefficient for each method is obtained from the mean-square displacement 22, 23 
where r i COM (t)ϭ( ͚ ␣ϭ1 n a m ␣ r i␣ )/͚ ␣ϭ1 n a m ␣ is the position vector of the center-of-mass ͑COM͒ of a molecule at t (n a is the number of atoms in the molecule and m ␣ is the mass of an atom͒, MAX is the maximum length of , i.e., the overall length of the correlation function, and N is the number of molecules ͑or particles͒.
In Table II we show the speedup for MTS-MC as a function of system size. We define diffusion adjusted speedup ͑DAS͒ as ''the raw CPU speedup'' ͑defined in Sec. IV A͒ multiplied by the ratio of the diffusion constants, D MTS /D MMO . 2 The speedups range from 4.5 to 7.5 for systems with 108 -500 waters. For larger system, the ratio of the CPU time for real-space versus reciprocalspace calculations decreases, making MTS-MC more efficient than standard MC. In Table III we compare DAS for different values of the splitting parameter n for Nϭ500 waters. As for LennardJones system, 2 the saturation of the speedup ͑DAS͒ occurs for nϭ20. Thus, over nϭ20, the diffusion slows down with increasing n, at the same time, the scaling with system size improves.
The rotational diffusion was assessed by looking at the angle of rotation of the molecular dipole moment vector, 7 ͗cos ͑͒͘ϭ
and the normalized autocorrelation function of the total dipole polarization,
where ␣ () is the dipole moment of a molecule and M()ϭ ͚ ␣ϭ1 N ␣ () is the total dipole moment of the system at . The molecular dipole moment autocorrelation functions are shown in Fig. 3 for Nϭ500. Exponential fitting of the data from the MMC and MTS-MC (nϭ5) simulations shows that the MTS-MC (nϭ10) rotational autocorrelation functions converge faster than the MMC functions with speedup ratios of 8 for Nϭ500. The rotational correlations decay only slightly faster for nϭ10 and 20 than for nϭ5. The total dipole moment autocorrelation functions are displayed in Fig. 4 . The speedup ratios of the MTS-MC (n ϭ10) over the MMC for the total dipole moment autocorrelation functions are same as for the molecular dipole moment autocorrelation function, eight times faster for Nϭ500.
The autocorrelation functions of the potential energy fluctuations are shown in Fig. 5 for Nϭ500. After scaling the data, the speedup ratios for the MTS-MC follow the same behavior as the momentum correlation functions reported above. 28 and 61Ϯ31 ͑MMC for 108 SPC waters͒. 26 As evident from Fig. 6 , the dielectric constant obtained using the MTS-MC (nϭ10) converges about eight times faster to the computational value ͑MD͒ and experimental value than in MMC simulations.
V. CONCLUSIONS
We have used a recently developed Monte Carlo algorithm, the multiple ''time scale'' Monte Carlo ͑MTS-MC͒, 2 to simulate the SPC water model with two different splits of the Ewald sum. In MTS-MC method, the potential is separated into two parts, one that varies quickly and one that varies slowly as a function of the coordinates. The algorithm is similar in spirit to the reversible RESPA algorithm, 8 in which the savings in CPU time results from the fact that the slowly varying part of the Hamiltonian is evaluated less frequently than the quickly varying part. In our proposed MTS-MC method, n moves are made using an acceptance ratio constructed from the quickly varying part of the potential, and the resulting configuration is accepted or rejected using the slowly varying part. For the long-range acceptance ratio the old configuration is the one from before the n moves, which is the configuration that is kept in case of rejection. In the previous paper, 2 we have shown that such a procedure obeys detailed balance.
We have applied both MC schemes to simulations using the SPC water model with the Ewald sum. The energetic, transport, structural and dielectric properties were calculated and compared for both methods. Structural properties such as the radial distribution functions and the dipole-dipole orientation correlation functions proved to be identical for both methods ͑within statistical error͒. The good agreement between distance dependent properties calculated by the two methodologies suggests that MTS-MC is the method of choice when one wants to investigate this group of properties.
Compared to the classical MMC approach, the MTS-MC method accelerates relaxation properties by 4.5-7.5 for the MTS-MC (nϭ10) for systems with 108 -500 water molecules. We define the speedup factor as the ratio between the computing time required to evaluate a particular property by the MMC method and the MTS-MC method.
The thermodynamic properties for the two methods are in complete agreement to within the statistical errors for the two systems considered. They agree well with the experimental values. The distributions of potential energies resemble each other and fit the Boltzmann distribution. The MTS-MC method accelerates the decorrelation of the autocorrelation function of potential fluctuations by up to eight times, depending on the size of the system.
The dielectric constant calculated from the MTS-MC trajectories, converges faster than that calculated from MMC simulations.
We have shown that in order to achieve the same speedup for larger water system as for the original 108 waters, the real-and reciprocal-space cutoffs (r c and k c ) had to be, respectively, decreased and increased. Decreasing cut off radius r c and increasing the screening parameter puts more work into the reciprocal-space making the new method even faster.
Given that other Ewald implementations ͑PME, P3ME, etc.͒ 1, [11] [12] [13] [14] [15] [16] evaluate the reciprocal-space contribution more efficiently than the standard Ewald, it is likely that the speedup offered by MTS-MC relative to standard MC would decrease. Nevertheless, we think that the speedup would be considerable using standard MTS-MC. Furthermore, since MTS-MC offers additional flexibility in the break-up used, such as the fact that energy conservation is not a restriction ͑as in RESPA͒; [3] [4] [5] [6] moreover with the possibility of multilevel breakups, we are confident that a version of MTS-MC can be constructed to improve the efficiency of other applications of Ewald summation.
