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Abstract
In the following work we investigate the dynamics of Bose-Einstein condens-
ates (BECs) under the influence of time-dependent potentials. The response
of such a sensitive system to external perturbations is a matter of increas-
ing interest. This is because of the enormous growth in understanding the
physics and emerging applications of BECs in many areas of physics such as
sensing, microscopy and quantum information.
We start with a brief explanation of the thermodynamics behind the
phenomenon of Bose-Einstein condensation and how condensation is achieved
experimentally. After this we outline an efficient method of numerically
simulating a harmonically trapped, zero temperature BEC with repulsive
self-interactions.
In chapter 3 we describe the effects of applying resonant, travelling, op-
tical lattices to a harmonically trapped BEC. We show that the resulting
dynamics are well described by classical non-KAM chaos, which allows a
great deal of control over the excitation of the BEC, even in the presence of
inter-atomic collisions. Chapter 4 explores this regime of non-linear dynam-
ics in a quantum picture and shows that this enables the controlled excitation
of atoms into single quantum-mechanical modes of a harmonic trap. This
technique is then broadened to allow atoms to be excited into arbitrary su-
perpositions of states using a genetic algorithm with additional numerical op-
timisation. Next, we use this method to excite a groundstate, non-interacting
gas into a series of different cat states. To the author’s knowledge, this is
the first example of a technique that allows the controlled generation of a
varying cat states with large numbers of on-interacting atoms.
In the following chapter, we move on to describe the various mechanisms
that allow atoms to leave a trap when placed close to a surface. This in-
volves including the effects of three-body collisions and quantum tunnelling
due to the strong Casimir-Polder attraction between surface dipoles and the
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trapped atoms. We calculate the lifetimes for traps of various geometries
above a range of surfaces and show that experimentally useful lifetimes can
be achieved even at nanometre scale atom-surface separations.
Drawing on this knowledge, we analyse the results of a recent experiment
in which a BEC is coupled to a resonantly driven cantilever via the Casimir-
Polder interaction. Due to the resonant driving condition, we show that
the anomalous effects observed in the experiments cannot be explained by a
simple increase in the atom-surface interaction due to contamination of the
surface. Instead, we show that uncertainties in the atom-surface separation
must also play a role in the BEC dynamics.
We also investigate the possibility of coupling a condensate to a cantilever
oscillating under thermal excitation. We show that for the configuration
used in the previous experiments, the coupling is greatly limited due to atom
losses. We propose an alternative experimental arrangement that allows a
much smaller atom-surface separation and greatly increased coupling with
minimal atom losses. We show that this arrangement could allow the cooling
of the cantilever using a condensate.
After investigating zero temperature condensates, chapter 7 outlines vari-
ous methods of describing a finite temperature gas of atoms that includes a
condensate in the presence of a thermal cloud. Using three different models of
equilibrium clouds, we show that, by including all the collisions between the
thermal cloud and the condensate, novel behaviour emerges. This appears
primarily as a sizeable shift of not only the critical temperature but also the
chemical potential required for the onset of Bose-Einstein condensation. We
derive an approximate analytical description of the system at the onset of
condensation.
Finally, we study a recent experiment in which condensates are created
in a cross-over 1D-3D geometry over a range of temperatures. The lack of
an analytical description requires the use of a finite temperature numerical
model, which is used to accurately recreate the various experimentally meas-
ured density distributions. Lastly, we investigate the Landau damping of a
centre of mass excitation in the condensate that is greatly affected by the
geometry of the system. We find good agreement between the results found
experimentally and via our simulations.
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Chapter 1
Introduction to Bose-Einstein
Condensates
1.1 Bose Einstein Condensation
With the birth of quantum mechanics came the realisation that all known
particles could be classified as bosons or fermions. Fermions, named after
Enrico Fermi, were shown to obey the Pauli exclusion principle, in which no
two particles can exist in the same quantum state. This leads to (or is caused
by, depending on your philosophical position) each atom being theoretically
distinguishable from any other atom [1–3]. Conversely, bosons, named after
Satyendra Nath Bose, have no such restriction. Therefore any number of
atoms can occupy the same quantum state. Consequently, they act entirely
identically to each other and are therefore indistinguishable [4].
Whether particles are indistinguishable or not plays a large role in their
statistical distribution, primarily in terms of how energy is distributed amongst
a thermal bath of each type of particle, namely whether atoms follow Fermi-
Dirac statistics or Bose-Einstein statistics.
In 1924, Satyendra Nath Bose and Albert Einstein showed that when
lowering the temperature of a fixed number of bosonic atoms, the ground-
state of the system would become occupied by an increasing number of these
indistinguishable particles. This set of atoms, referred to as a Bose-Einstein
condensate (BEC), would then be described by a single wavefunction and
allow quantum-mechanical effects to be observed on a macroscopic scale [5].
The reason for this condensation can be shown relatively simply from the
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Bose-Einstein distribution:
f(ǫ) =
1
e
ǫ−µ
kBT − 1
, (1.1)
where f(ǫ) is the probability of finding a particle of energy ǫ in a dis-
tribution of atoms at temperature T and kB is Boltzmann’s constant. The
chemical potential, µ, is required to give a conserved number of particles, and
thus equals zero for systems of photons or phonons, which can be created
and destroyed, but is typically negative when describing any classical set of
atoms. If we take the density of states, or the number of possible ways an
atom can have a given energy ǫ, to be equal to 1, then the total number of
atoms is simply the integral of f(ǫ) over all energies, 0 to infinity.
However, it can be shown that in order to produce a sizeable number of
atoms at very low temperatures, the chemical potential must be positive.
Therefore, from equation (1.1), the probability of finding an atom with an
energy in the range 0 to µ is negative, a physical impossibility. The reason
for this is the lack of an energetic groundstate in the derivation of the Bose-
Einstein distribution [4], which we call the BEC. Therefore the condensate
is only one state in a thermal distribution, which will become increasingly
populated with decreasing temperature. However, only at T = 0 will a
collection of bosons ever be a pure condensate. Experimentally, though, a
cloud of atoms is deemed a BEC when the majority of atoms are in the
condensate mode and the remaining thermally-distributed atoms play little
part in the evolution or dynamics of the condensate.
It was over 70 years after this theoretical prediction before a BEC was
observed in a gas of rubidium atoms by the group of Cornell and Wieman in
Colorado [6], followed shortly by the creation of a sodium BEC at MIT [7].
1.2 Experimental Realisation
The difficulty in the experimental realisation of a Bose-Einstein condensate
is the requirement to produce a cloud of atoms at a temperature low enough
(typically billionths of a degree above absolute zero) in numbers high enough
that the chemical potential undergoes an inversion from negative to positive.
The difficulty lies in holding and cooling atoms in a manner which largely
uncouples them from the room-temperature, classical world in which they
are created, this rules out standard cooling techniques such as refrigeration.
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1.2.1 Atom Trapping
Simply put, atoms are “trapped” when they are confined by a spatially vary-
ing potential minimum, whose depth is much greater than the energy of each
atom. For the purposes of BEC creation, this is carried out in one of two
ways.
Firstly, atoms can be trapped using a magnetic field, B, which alters the
internal energetic levels of an atom:
EmF = gFmFµBB, (1.2)
where gF is the Lande´ g-factor, µB is the Bohr magneton and mF is the
sub-level of the quantum state F [8, 9]. If the sub-level, mF is positive the
atom is repelled by strong magnetic fields and is deemed “low-field seeking”,
therefore the atom will be attracted to magnetic field minima (high-field
seeking atoms cannot be trapped as Maxwell’s laws do not allow magnetic
field maxima). However, an atom moving in these spatially varying magnetic
fields will see an effective time-dependent magnetic field, which can induce
level transitions in the atoms (i.e. mF becomes 0 or negative) and so the atom
will no longer be trapped. This effect is minimised when B is large and so
spatially varying magnetic fields with zero minima are often complemented
with spatially constant magnetic fields to stop these losses (see previous
references).
The second method for trapping atoms is by using laser fields to create
“optical” traps. These use the electric field of the laser light to create a
dipole moment in the atoms, the energy of which goes as [10]:
Edip ∼ −I(r)
δ
, (1.3)
where I is the spatially varying intensity of the laser field and δ is the
detuning from a given internal atomic energy level. Therefore the magnitude
of the optical field and the size of the detuning both control the size of
potential created by the laser. Additionally, the detuning can be positive
(red detuned) and the atoms will be drawn to areas of high laser intensity
or negative (blue detuned) and the atoms are drawn to low intensity areas.
Optical potentials have many uses as they can be created in almost arbitrary
shapes [11], as well used to create time varying potentials which will be
exploited later in this thesis.
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1.2.2 Cooling to Condensation Temperatures
Lasers are sources of highly coherent photons, first predicted by Einstein in
1917 [12]. However, it wasn’t until 1975 that their use as a device for atomic
cooling was proposed [13]. The first stage of cooling is called the Zeeman
slower, which involves aiming a laser beam at the initial cloud of hot atoms,
resonant with an internal state of the atom in order to drive them into an
excited state.
This cools the atoms due to radiation pressure decreasing their mo-
mentum, and therefore kinetic energy, in one dimension. During the ab-
sorption of the photon, the atoms must decelerate in order to conserve the
total momentum of the system. Of course, the atoms will relax from this
excited state by emitting a photon. However, this emission is carried out
in random directions and therefore, after numerous absorption and emission
processes, the momentum change due to emission will average out to zero.
Consequently, if an atom is travelling towards a photon source it will be
slowed by however many photons it absorbs and remits. A total of 6 laser
beams (2 counter-propagating beams in all 3 cartesian directions) is required
in order to cool the cloud of atoms.
As the atoms are travelling at different speeds they experience a different
wavelength of light from each beam, which causes the previously resonant
beam to become detuned from the internal excitation. In order to cancel
out this effect, carefully created inhomogeneous magnetic fields are applied
to the atom clouds. The Zeeman effect, which is caused by the magnetic
fields shifting the energies of the internal states of an atom, then cancels out
the Doppler shift and allows the resonant absorption and emission process
to occur. Therefore, due to the Doppler effect, the absorbtion of a Doppler
shifted photon and emission of a larger wavelength photon causes the atom
to undergo a cooling process as opposed to just an energy conserving change
of momentum.
The limit of this cooling is a single photon recoil, which allows the atoms
to be cooled to just a few micro-Kelvin. Note that these two stages only
involve atom-photon interactions, which allows the atoms to be uncoupled
from an incohernet classical environment and interact with only the highly
controlled coherent laser. So far, atom-atom interactions have not been re-
quired and so the atoms can be cooled even in relatively low densities. This
is crucial as it allows the atoms to cool and remain in a gaseous state without
becoming liquids or solids that would not allow efficient cooling and would
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freeze atoms into non-condensed states.
However, once the laser cooling has reached the single photon momentum
limit, interatomic collisions are then required in order to reach nano-Kelvin
condensation temperatures. The Bose-Einstein distribution given in equation
(1.1) requires that the atoms are in thermal equilibrium. The easiest method
to reach this is to allow the atoms to collide and share energy with one
another. Evaporative cooling makes use of this by lowering the trapping
potential (by either decreasing the power of trapping beams in the case of
an optical trap, or applying an RF field to cause anti-trapping in a magnetic
field [6]) so that high energy atoms can be ejected from the trap. This causes
the high energy “tail” of the Bose-Einstein distribution to be lost and the
atoms then collide with one another and re-equilibrate into a gas of lower
temperature. If the atoms are in a smoothly varying trap such as a harmonic
potential, the density of the cloud will increase as it becomes colder because
fewer atoms have the energies required to travel up the sides of the potential.
This is useful as the higher density increases the rate of atomic collisions and
so enhances the speed at which the atoms reach equilibrium. In a finite trap
this will increase the speed at which the thermal tail of the distribution is
repopulated and so high energy atoms will be lost at an increasing rate. This
so called “runaway” cooling allows the atoms to finally reach the nano-Kelvin
temperatures required for the onset of Bose-Einstein condensation.
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Chapter 2
Numerical Methods
2.1 Coherent and Incoherent Regions of a
Finite Temperature Gas
In order to make our treatment of a finite temperature BEC tractable we
shall initially only consider largely occupied, coherent, states rather than a
whole thermal distribution. This is because we are interested in investigat-
ing the driven dynamics that are caused by whichever stimulus (typically, a
time-dependent potential) is currently being applied. This means that we
can treat any higher energy, thermal parts of the trapped gas as a small
perturbation that can be ignored on short timescales. If we were consid-
ering long timescales and thermalisation within a BEC this would not be
sufficient [14, 15].
Figure (2.1) is a representation of the three regions in a finite temperature
BEC in a harmonic trap. The most heavily occupied states at the bottom of
the trap (striped region) are described as the coherent region and comprise
atoms with energies less than ǫcut, these can be accurately described by a
macroscopically occupied mean-field wavefunction.
Exactly what is considered coherent and incoherent isn’t dealt with ex-
plicitly in our formalism. The primary requirement is that no misleading
results occur if we assume that atoms in what we have deemed the coherent
region can be treated as well described by a single mean-field wavefunction.
This requires them to be have large spatial and temporal coherence resulting
in highly correlated behaviour (i.e. the evolution of any single atom must be
similar to every other atom) with larger energy particles treated as excita-
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Figure 2.1: Energy-position schematic of a harmonically trapped, thermal gas
of atoms, taken from [16]. The low energy, coherent region (striped) requires
a mean-field semi-classical description. The higher energy, incoherent region
(dark grey) strictly requires a quantum kinetic method, though we shall be
treating atoms in this region as always close to equilibrium.
tions in an otherwise coherent field. Conversely, the incoherent region cannot
be assumed to be well described by a single wavefunction as the highly ex-
cited particles show little correlation and must treated as individual particles.
Whilst exactly what is deemed coherent and incoherent has no simple defin-
ition, it is an active area of continuing discussion, see e.g. [17, 18].
Additionally, as we are treating the coherent field semi-classically, we can
ignore 1/2 quantum fluctuations so long as:
Nc ≫ M
2
, (2.1)
where Nc and M are the number of atoms and modes in the coherent
region in the region, as described later. The effect of ignoring these fluctu-
ations also manifests itself as a lack of (Bose-enhanced) spontaneous scat-
tering events required to accurately model the thermalisation of a BEC, as
un-occupied modes will remain empty [16].
In chapter 8 we shall introduce the incoherent region, shown in figure (2.1)
as the dark grey area, which contains atoms with energies ǫcut < Eatoms <
Emax. These will include all the thermal scattering processes required allow-
ing long-time thermalisation effects to be modelled [16]. Atoms with higher
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energies (shown by the light grey area in figure (2.1)) will be entirely omit-
ted as these will simultaneously require a much more complex treatment and
have little effect on the system.
When including the incoherent regime we have a stricter requirement on
the coherent region as the differentiation between a macroscopically occupied
mode and a thermal mode become more important. In particular, we have
to ensure that:
〈Ncut〉 > 1, (2.2)
where 〈Ncut〉 is number of atoms in the highest coherent mode (averaged
over all degenerate states and time). This will then allow the incoherent,
thermal atoms to be well described by the Bose-Einstein distribution func-
tion, as explained in chapter 8.
2.2 The GPE
In order to include the complex dynamics of a real system of atoms a key
component in the form of inter-atomic collisions has to be included. In the
limit of small densities and low temperatures this can be carried out with
the Gross-Pitaevskii equation (GPE) [19,20]:
i~
∂ψ
∂t
=
[
− ~
2
2m
∇2 + m
2
ω
2.x2 + g|ψ|2
]
ψ, (2.3)
where ψ = f(x, t) is a time varying, 3D mean field wavefunction for atoms
of mass m in a harmonic trap described by:
m
2
ω
2.x2 =
m
2
(
ω2xx
2 + ω2yy
2 + ω2zz
2
)
, (2.4)
where ωx,y,z are the trapping frequencies in the x, y and z directions, re-
spectively. Whilst we have assumed a 3D harmonic trap in the above equa-
tion, this is not a requirement of the GPE. In principle the trapping potential
could be of any form so long as the resulting mean-field wavefunction could
still show long range coherence (i.e. there are no large potential barriers that
cause the wavefunction to effectively fragment into multiple independent re-
gions). Therefore, more experimentally realistic potentials could be used,
i.e. inverted Gaussian shape traps for attractive optical potentials or typical
anharmonicities due to the finite wire sizes of magnetic traps etc.
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The third term on the RHS of equation (2.3) includes the effect of the
inter-atomic collisions via the local density,|ψ|2, multiplied by an interaction
co-efficient given by:
g =
4πas~
2
m
, (2.5)
where as is the s-wave scattering length of the atoms and ~ is the reduced
Planck’s constant.
This additional perturbation is valid if both the density is low enough
and collisions are low energy enough that only the simplest elastic collisions
take place between atoms. This is because the low energy atoms only have
relatively large wavelengths on the scale of the inter-particle separations,
which “coarse-grains” the spatial interaction between the atoms resulting in
them experiencing each other as single hard spheres with an approximate
radius of as and so only undergo s-wave scattering. This means any finer
spatial variation of the interacting particles, such as the repulsion of higher
energy electron orbitals, can effectively be emitted. Consequently, we can
to ignore any change in angular momentum due to collisions or momentary
bound states that can be created by collisional interactions [21].
The GPE equation can be numerically evolved using a variety of means
and has shown remarkable accuracy as well as predictive powers (for ex-
ample [22]) that have allowed experimental results to be explained and new
experimental regimes promoted. However, in this thesis we shall add in an
explicit limit to this equation to ensure it only describes the low energy
regime in which it is known to be valid.
2.3 The PGPE
In order to limit our treatment of the BEC to the coherent region, we shall
include a projection operator in the GPE given above in order to produce the
projected Gross-Pitaevskii equation (or PGPE), which will limit the mean-
field wavefunction to only including atoms of energy < ǫcut, that satisfy the
equation:
i~
∂ψ
∂t
= P
[
− ~
2
2m
∇2 + m
2
ω
2.x2 + g|ψ|2
]
ψ. (2.6)
The projector, P , will be explicitly included by expanding the mean field
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wavefunction into energy states of the harmonic trap and truncating the
number of states used:
ψ(x, t) =
αcutβcutγcut∑
α,β,γ=0
Cα,β,γ(t)φα(x)φβ(y)φγ(z) (2.7)
where α, β and γ are state numbers in x, y and z respectively, Cα,β,γ(t) is
the time varying complex amplitude of the state n = {α, β, γ} and φn(x) =
φα(x)φβ(y)φγ(z) is the quantum harmonic oscillator (QHO) basis state given
in each direction by:
φα(x) = hαHα(x/lx)e
− x2
2l2x , (2.8)
where Hα(x/lx) is the α
th order (physicist’s) Hermite polynomial and
lx =
√
~/mωx is the natural harmonic oscillator length. The term hα =
1/
√
2αα!
√
π is a normalisation constant that ensures the state satisfies the
orthonormality completeness relation:∫ ∞
−∞
φn(x)φm(x)dx = δn,m. (2.9)
The QHO state is the eigenvector of the non-interacting Schro¨dinger equa-
tion for a harmonically trapped particle:
− ~
2
2m
∇2φn(x) + m
2
ω
2.x2φn(x) = Enφn(x), (2.10)
where the energy of the nth state is:
En = (α + 1/2)~ωx + (β + 1/2)~ωy + (γ + 1/2)~ωz. (2.11)
Then by setting ǫcut, the states that satisfy En ≤ ǫcut can be included in
the expansion. This means that the maximum allowed modes in the three
directions, αcut, βcut and γcut will be functions of ǫcut and each other.
Though this limit isn’t entirely accurate, as the effect of the inter-atomic
collisions will act to increase the energy of each mode (as they are no longer
energy eigenstates of the system). If, however, the densities are low enough
such that the energy of the interactions per particle is small in comparison
to ǫcut, then this will be accurate enough to ensure that no higher energy
dynamics are being included [16].
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Choosing ǫcut
There has been much discussion on what values should be used in these
’coherent field’ methods [23]. However, there appears no single definition of
what this should be as a great range of values have previously been used
and shown to agree well with experiment [16]. In general, the larger the
cut-off energy, the higher the energy of the dynamics that can be simulated.
However, the previous reference shows that the theory breaks down for very
large energy cut-offs due to the coherence requirement stated earlier.
In this thesis we shall use two different techniques. In chapters 3-6 we
are only interested in fast, non-equilibrium dynamics that are studied over
relatively short timescales, which allows for little equilibration. In this case
we shall use as many modes is as required so that Etot < ǫcut and Ncut ∼ 0,
which effectively turns the PGPE into the GPE.
For the second part (chapter 8), which involves studying long time aver-
ages and equilibration dynamics, we shall instead adhere to equations (2.1)
and (2.2). Therefore we will use the generally accepted value ǫcut = 3µ where
µ is the chemical potential of the system as explained later [24]. This allows
the system enough modes to exhibit the complex equilibration dynamics we
wish to study without spurious results due to the validity of the mean-field
wavefunction approximation being violated.
2.3.1 Numerical Implementation and Oscillator Units
The PGPE is greatly complicated by the inclusion of the density depend-
ant potential term (the GPE and PGPE are often referred to as non-linear
Schro¨dinger equations, NLSE). However there is a relatively simple method
to include the interactions in a computationally efficient manner.
Firstly we shall introduce the dimensionless PGPE by dividing the SI
PGPE by one of the energy level spacing of the system, in this case ~ωx,
then by introducing the dimensionless time t˜ = tωx and length x˜ = x/lx
units we create:
i
∂ψ
∂t˜
= P
[
−1
2
∇˜2 + 1
2
ω˜
2.x˜2 +
g
~ωx
|ψ|2
]
ψ, (2.12)
where:
1
2
ω˜
2.x˜2 =
1
2
(
x˜2 +
ω2y
ω2x
y˜2 +
ω2z
ω2x
z˜2
)
(2.13)
11
and y˜ = y/ly, ly =
√
~/mωy and similarly for z, z˜ and lz.
We can then simplify things further using the dimensionless wavefunction:
ψ˜ =
√
lxlylzψ (2.14)
and interaction constant:
g˜ = 4πas
lx
lylz
(2.15)
to produce:
i
dψ˜
dt˜
= P
[
−1
2
∇˜2 + 1
2
ω˜
2.x˜2 + g˜|ψ˜|2
]
ψ˜. (2.16)
We can then create an ’equation of motion’ for the expansion co-efficients
by multiplying by −iφn(x) and integrating:
dCn
dt
= −i
[
E˜nCn + g˜Mn
]
, (2.17)
where E˜n = En/~ωx and we have omitted the projector as this is included
in the limit on n. The collisional interaction is then found via the integral:
Mn =
∑
n′
C ′n
∫ ∞
−∞
φn(x)φ
′
n(x)
∑
n′′
Cn′′φn′′(x)
∑
n′′
C∗n′′φn′′(x)dx (2.18)
To evaluate this integral we use a Gauss-Hermite quadrature method, a
detailed description of which is given in appendix A.
Additional Perturbations
Many times in the later discussions we will apply additional perturbations to
the trapped atoms which will typically be separable spatio-temporal poten-
tials that have the form Upert = f(t)g(x). The effects of these potentials can
be added into the PGPE with the addition of another matrix element Sn:
dCn
dt
= −i [EnCn + g˜Mn + f(t)Sn] (2.19)
where:
Sn =
∑
n′
Cn′
∫ ∞
−∞
φn′(x)φn(x)g(x)dx. (2.20)
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Again, this integral can be evaluated very efficiently using the GHQ
method given in appendix A.
2.3.2 Calculation of Observables
In order to efficiently evolve the wavefunction and calculate the necessary
observables, we primarily wish to stay in the same basis throughout. This
means not swapping back to the spatial wavefunction in order to calculate
an observable such as the average position in some direction. Fortunately
for most observables, there is some method of carrying out a single, time-
independent, integration on the QHO modes that allows the observable to
be fully calculated using a single set of matrix multiplications.
Chemical Potential
The chemical potential is the simplest and most numerically efficient value
to calculate as, for the interacting system:
i~
dψ
dt
= µψ. (2.21)
In the dimensionless QHO basis this can be found using:
µ =
i
N
∑
n
C∗n
dCn
dt
(2.22)
where N is the total number of atoms.
Energy
The total energy of the atoms can be broken down into the energy due to
momentum and the harmonic trapping potential (i.e. the energy associated
with the QHO basis):
EHO =
∑
n
|Cn|2En, (2.23)
and secondly the energy associated with the inter-atomic collisions:
Eint =
g˜
2
∑
n
C∗nMn (2.24)
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where the factor of 1/2 is included to stop ’double counting’. Then,
finally, the energy due to any other perturbations:
Es = f(t)
∑
n
C∗nSn. (2.25)
The total energy is then, simply:
Etot = EHO + Eint + Es. (2.26)
Alternatively, using equations (2.19) and (2.22):
Etot = Nµ− Eint. (2.27)
Position
The average position of the cloud is a useful parameter to know when in-
vestigating the dynamics of a highly excited condensate, this can be found
in any dimension using the weighted average formula:
〈x〉 = 1
N
∫ ∞
−∞
x|ψ(x, t)|2dx
=
∑
αα′
∫ ∞
−∞
xφα(x)φα′dx
∑
ββ′γγ′
CαβγC
∗
α′β′γ′ (2.28)
The integral above can be calculated using the GHQ techniques given
earlier.
Momentum
We can use a Fourier transform to find the momentum distribution of the
atoms, as follows:
n(p, t) =
1
(2π)3/2
∫ ∞
−∞
e−ip.x/~|ψ(x, t)|2dx
=
1
(2π)3/2
∑
nn′
C∗nC
′
n
∫ ∞
−∞
φn(x)φn′(x)e
−ip.x/~dx
=
1
(2π)3/2
∑
αα′ββ′γγ′
CαβγC
∗
α′β′γ′Tαα′Tββ′Tγγ′ , (2.29)
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where
Tαα′ =
∫ ∞
−∞
φα(x)φα′(x)e
−ipxx/~dx. (2.30)
Alternatively, we can integrate over any two dimensions to produce the
momentum distribution in the remaining dimension:
n(px, t) =
1√
2π
∫ ∞
−∞
e−ipxx/~|ψ(x, t)|2dx
=
1√
2π
∑
αα′ββ′γγ′
CαβγC
∗
α′β′γ′Tαα′ . (2.31)
In the case of these integrals we cannot use the GHQ method as the
exponential in the integral can only be considered to be a polynomial of
order p in the limit that p goes to infinity. Instead, however, there are many
numerical routines than can efficiently carry out the Fourier transform of the
basis pair φα(x)φ
′
α(x).
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Chapter 3
BECs in Travelling Optical
Lattices
3.1 Introduction
Optical potentials created by the absorption and emission of photons from
highly correlated laser fields have been used to carry out much work with
cold atomic clouds. The ability to create stable, stationary potentials on
experimentally useful length and time scales, has allowed phenomena such
as atom transport [25–28] and Bloch oscillation [22,29–33] to be thoroughly
investigated. Similarly, the effects of strong inter-atomic interaction and
deep lattices has been useful for the study of quantum information processes
[34, 35].
However, comparatively little investigation has been carried out using
dynamic optical potentials to study the evolution of atomic motion when
the total energy of the atoms is no longer conserved [37, 38]. Though the
work of Renzoni incorporates time-dependent optical lattices, these are typ-
ically employed to allow controllable transport of atoms through a lattice
via a “quantum ratchet” [39–41] without driving excitation within the atoms
themselves.
In this chapter, we will show that complex dynamics can be excited in
cold, harmonically trapped atoms driven by a travelling optical lattice. Rich
dynamics have been shown to exist for similar systems such as electrons in
semiconductor superlattices driven by electric fields [42] and atoms driven to
extreme temperatures in nuclear reactors [43].
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The first part of the chapter uses established theories from classical chaotic
motion to precisely describe and control the excitations caused by the mov-
ing lattice, with and without the presence of inter-atomic interactions. In
the second half, we will show that specific optical lattices can be used, which
cause a departure from classical mechanics and instead excite atoms to spe-
cific, quantised levels in a harmonic trap. This technique will then be ex-
panded to excite atoms into prescribed superpositions such as cat states,
opening up a large plethora of possible investigations which require precise
state initialisation and manipulation [44–46].
3.2 Description of the System
In this chapter, we shall be studying the effects of a travelling optical lattice
(OL) on a harmonically trapped cloud of 87Rb atoms. In general, this can
be described by the non-linear Schro¨dinger equation:
i~
dψ
dt
=
[
−~
2∇2
2m
+
mω2.x2
2
+ g|ψ|2 + Uo sin (klx−Rωxt)
]
ψ, (3.1)
where ψ = f(x, t) is a 3D time dependent wavefunction. Equation (3.1)
is the T = 0 Gross-Pitaveskii equation described earlier with the addition
of a spatio-temporal driving potential due to an OL of wavevector kl and
frequency ωl = Rωx, where R is a real, positive constant. This produces a
travelling wave in the x direction with velocity ωl/kl.
Typically, optical lattices are produced by two phase-shifted counter-
propagating laser beams (as described in many of the references above).
Therefore, the potential will usually have a Gaussian profile in y and z which
we have omitted as we are assuming that the width of the laser is much
larger than the trapping length scale ly,z =
√
~/mωy,z and so is approxim-
ately constant across the width of the cloud in these directions. Secondly,
any misalignment of the OL with the trap will, to first order, decrease the
magnitude of the potential in the direction we wish to excite motion whilst
also causing driving in the non-resonant perpendicular directions. However,
as we shall show, the depth of the lattice is relatively un-important for the
chaotic phenomena we wish to investigate and non-resonant driving causes
very little excitation and so can effectively be ignored.
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Figure 3.1: a) Iso-density surface (red) of groundstate BEC with a travelling
wave potential, shown schematically, applied along the loosely trapped x
direction, b) average atomic energies in units of the trap elevel spacing ~ωx,
under the effects of a resonant, R = 1 OL for an interacting (dark blue)
and non-interacting (light blue) cloud, also a non-interacting, non-resonant,
R =
√
2, (red) OL against time, in units of the trap period, τx = 2πωx and
c) 2D projection of the centre of mass motion for non-interacting, resonant
(blue) and non-resonant (red) OL in units of the harmonic oscillator length,
lx =
√
~/mωx. For all plots Uo = 0.5~ωx and kc = 0.5/lx.
Figure (3.1a) shows a schematic of the system, the red mass shows an
iso-density plot (defined by 90% of the peak density) of a repulsive BEC in a
harmonic trap of ωx,y,z = 2π[30, 30, 120] Hz with the presence of the optical
lattice shown by the sinusoidal travelling wave.
Evolving equation (3.1) we see the effect of the OL in figure (3.1b), which
shows the average atomic energies of an interacting (dark blue) and non-
interacting (light blue) cloud as it is driven by a resonant, R = 1 OL. In
both cases the cloud is greatly excited to energies ∼ 25~ωx, with the atomic
repulsion causing the interacting cloud to have consistently higher energies,
the reason for this pronounced maximum will be explained in detail shortly.
Interestingly there is a slight relaxation in both cases after the initial increase,
this drop in energy is more pronounced in the non-interacting case, again this
will be explained in detail later. For comparison, the average energy in the
case of a non-interacting cloud driven by a non-resonant, R =
√
2 OL is
included (red line) which shows no great excitation, only a modulation of
∼ Uo. All were carried out with the same OL wavevectors kl = 0.5/lx and
amplitudes Uo = 0.5~ωx. All of the parameters used in this example can be
accurately simulated with the PGPE described earlier in chapter 2 and are
also experimentally viable [16].
Figure (3.1c) shows the centre of mass in the x and y planes for the
same resonant (blue) and non-resonant (red) OLs for the non-interacting
system. In the resonant case the cloud can be seen to be oscillating with
ever increasing amplitude in x, explaining the dramatic increase in energy.
To show the scale of this excitation the cloud is initially placed off centre in
the y direction by an amount lx/2, resulting in simple oscillation as expected
from a non-driven harmonic oscillator.
3.2.1 Dynamics and Non-KAM Chaos
It has been shown previously that for a non-interacting cloud (g = 0) the sys-
tem given above can be analogously described by the classical dimensionless
Hamiltonian [47,48]:
H =
x˙2 + x2
2
+ Uo sin (klx−Rt) , (3.2)
where we have used the harmonic oscillator units given earlier to create a
dimensionless Hamiltonian. In the limit of g = 0 the transverse directions (y
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and z) evolve exactly as harmonic oscillators with no coupling between any
direction and, as such, their evolutions can be omitted from this discussion.
Additionally, although we are in principle considering a semi-classical
mean-field system, we can consider the dynamics as classical as the relat-
ively slowly varying optical lattice allows the particles to be treated as point
like particles with no great errors. Secondly the small optical lattice depth
ensures that atoms can typically, classically, travel over the potential barriers
ensuring that the dynamics aren’t greatly altered by quantum tunnelling.
The following mathematical treatment of equation (3.2) has been covered
in detail previously for analogous systems so only the main points and useful
results will be presented here. For a more rigorous treatment the reader is
referred to [47, 49, 50]. Firstly we use a cylindrical co-ordinate transform to
calculate a radius in dimensionless position-momentum phase-space:
ρ = x2 + x˙2 (3.3)
and a phase-space angle:
x = ρ sin θ. (3.4)
Using these we can then create two ’action angles’:
I =
ρ
2R
(3.5)
and
φ = Rθ −Rt, (3.6)
which can allow us to separate the Hamiltonian into stationary and time
dependant parts:
H = Ho + V (t), (3.7)
where the stationary part is given by:
Ho = UoJR(klρ) cos(φ) (3.8)
and the time-dependent term is:
V (t) = Uo
∑
m 6=R
Jm(klρ) cos
[m
R
φ−
(
1− m
R
)
Rt
]
, (3.9)
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where Jm(x) is the m
th Bessel function of the first kind. Treating V (t)
as a small perturbation, it is possible to show that equation (3.2) exhibits
stationary points given by:
∂Ho
∂I
= 0 and
∂Ho
∂φ
= 0. (3.10)
These stationary points give a set of stable, elliptic points:
J ′R(klρ) = 0 and φ = 0, π (3.11)
and a set of unstable, hyperbolic points:
JR(klρ) = 0 and φ = ±π/2. (3.12)
Figure (3.2) shows the positions of the stable islands at the elliptic points
(blue) which are surrounded by the hyperbolic points (red) these are then
connected by a series of separatrices (black), in the form of 2R radial filaments
connected by a series of concentric ring filaments. These separatrices are
infinitely thin in the limit of V (t) = 0 however as the perturbation is finite
(V (t) ∼ Uo, the depth of the OL) these filaments become wide enough to
permit atoms to travel along them. This phase-space structure is known as a
stochastic web and its presence allows the driven atoms to become delocalized
in phase-space and so gain a great deal of energy.
Atoms with initially low energies (and so near the centre of phase-space,
x ∼ x˙ ∼ 0) can travel along the thin black separatrices and outwards in
phase-space greatly increasing their energies as:
E =
x2 + x˙2
2
=
ρ2
2
(3.13)
It can be shown that the widths of these radial filaments are proportional
to:
∆fil ∝ √ρ e−A
√
ρ, (3.14)
where A is a positive constant, which means that the likelihood of an
atom travelling outwards becomes ever smaller with increasing delocaliza-
tion. Whilst not a probabilistic mechanism per se, with greater excitation,
the requirements on a particle’s initial position in phase-space become expo-
nentially stricter.
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Figure 3.2: Phase-space schematic of the R = 2 stochastic web, created by
stable islands centred on the elliptic fixed points (blue) surrounded by the
hyperbolic points (red) which are connected by a series of separatrices (black)
- bottom left, phase-space co-ordinate axes.
3.2.2 Non KAM Chaos and Classical Poincare´ Sec-
tions
As the points that define the stochastic web, given by equations (3.11) and
(3.12), depend on φ ∼ ωxt, they rotate in time with a period of 2π/ωx.
Therefore, in order to visualise the stochastic web, we must create a Poincare´
section by imaging the evolution of the underlying orbits periodically.
Figure 3.3: Phase space evolution of three atoms (coloured lines) with ran-
dom initial conditions in a harmonic trap. Crosses show the phase-space
positions at t = [0, 1, 2, 3, 4]2π/ωx, Poincare´ section at the rear of the plot
shows the phase-space projection of these points.
Figure 3.3 shows the phase-space, position-momentum, evolution of a set
of classical particles evolved using equation (3.2) with Uo = 0 and varying ini-
tial conditions. The atoms are allowed to oscillate freely with a frequency that
matches that of the harmonic trap. To the rear of the figure is the Poincare´
section (red dots) which shows the periodically plotted (t = [0, 1, 2, 3, ...]τx )
positions and momenta of the atoms. As the OL is not present, the energy of
each atom is conserved and, as such, so is the radius of their respective oscil-
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lations. This ensures that at the same point in each period, the phase-space
positions of the atoms remains the same (coloured crosses), which means that
the Poincare´ section only shows each atom as a single, stationary point in
phase-space.
Figure 3.4 shows the evolution of three particles moving under the influ-
ence of an OL of depth, wavevector and frequency [2~ωx, 0.26/lx, ωx]. Plotted
in time, the phase-space evolution of each atom is a complex set of Lissa-
jous curves of time dependent amplitude [51] and the overall behaviour of
the system is particularly complex. The Poincare´ section at the rear of the
plot shows the phase-space positions (red dots) of a set of 100 atoms with
random initial conditions taken at the same points in time as above, but
extended over 500 trap periods. This clearly shows the presence of the pre-
dicted R = 1 stochastic web, with the elliptic points, hyperbolic points and
filaments shown in light blue.
This example shows the results of a relatively weakly driven system (Uo ≪
Ering) and, as such, the phase-space filaments can’t be readily seen in the
Poincare´ section. Instead all the atoms appear to be travelling along stable
orbits centred around the elliptic points. In the case of a much deeper lattice
(Uo = 8~ωx), as shown in figure 3.5, the filaments appear as a region of un-
connected points, which create a ’chaotic sea’ along the stochastic filaments.
In the limit of infinite time, this sea allows atoms to travel from any point in
the chaotic sea to any other point in the sea [47]. Due to the chaotic nature
of this phase-space region, the evolution of any atom which begins in the
chaotic sea will be extremely sensitive to its initial conditions, and will have
a real, positive Lyapunov exponent λ given by:
∆ρ = Aeλt, (3.15)
where ∆ρ =
√
[xa(t)− xb(t)]2 + [pa(t)− pb(t)]2 is the phase-space sep-
aration of two particles, a and b with an arbitrarily small difference, A,
in their initial conditions. This sensitivity to initial conditions is proof of
chaotic evolution [51]. However, typical chaotic dynamics (referred to as
Kolmogorov-Arnold-Moser or KAM chaos) appear slowly in a system usu-
ally via the period doubling of regular motion that eventually leads to chaotic
behaviour. However in the case of the OL-driven system described above,
the chaotic dynamics appear instantly in phase-space so long as the OL fre-
quency some integer multiple of the harmonic trap frequency, this is known
as non-KAM chaos. This type of system is interesting as it allows stable
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Figure 3.4: Phase space evolution of three atoms with random initial con-
ditions in a harmonic trap (coloured lines), driven by an OL with Uo =
2~ωx, kl = 0.26/lx, ωl = ωx, Poincare´ section shows periodically-plotted
phase-space points for 100 atoms evolved for τx = 500τx (red dots) and
expected R = 1 stochastic web and associated elliptic points, hyperbolic
points, and filaments (light blue).
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Figure 3.5: Phase space evolution of a single atom with random initial con-
dition in a harmonic trap (blue line), driven by an OL with Uo = 8~ωx, kl =
0.26/lx, ωl = ωx, Poincare´ section plotted as above (red dots) which con-
tains several perturbed stable orbits (solid red ellipses) surrounded by a large
chaotic sea (region of evenly distributed red points). Asymmetry in Poincare´
section is due to the action of the OL.
quasi-periodic motion (ellipses in the Poincare´ section) to occur simultan-
eously with chaotic motion (chaotic seas) depending only on the position in
phase-space [47].
Note that, in the case of large Uo, the stochastic web is asymmetrical in±x
as although the equations of motion for a harmonic oscillator are completely
symmetric in space and momentum, the presence of the OL potential breaks
this symmetry, an effect more prominent when Uo is large.
Chaotic Evolution in the Quantum System
For a quantum system, chaotic motion cannot be measured by the Lyapunov
exponent, as the uncertainty principle doesn’t allow knowledge of a particles
position and momentum with greater uncertainty than:
∆p∆x > ~/2. (3.16)
Therefore it is impossible to define two atoms with arbitrarily similar
initial conditions. However the correspondence principle states that in the
limit of large quantum numbers (in this system, harmonic oscillator states),
or ~ → 0, the classical description must hold for the quantised system [52].
Therefore we expect to be able to see at least qualitatively similar behaviour
in the two models.
In order to plot the phase-space evolution of the quantum system de-
scribed in equation (3.1) we shall use the Wigner phase-space distribution
given in 1D by [53], normalised to unity by dividing by the total number of
atoms N :
W (x, px, t) =
1
Nπ~
∫ ∞
−∞
ψ(x− λ, t)ψ∗(x+ λ, t)e2i pxλ~ dλ, (3.17)
where the extraneous dimensions, y and z have already been integrated
over. This distribution function will give the relative occupation of each point
in phase-space (x, px) at any point in time t. In order to create an analogous
Poincare´ section to those shown above, we will average the distribution func-
tion stroboscopically after every harmonic trap period, τx = 2π/ωx, using:
Wav(x, px) =
1
Nτ
Nt∑
n=0,1,2,3...
W (x, px, t = nτx), (3.18)
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where Nτ is the total number of periods that we will excite the cloud
over.
Figure 3.6 a,i-iv) shows instantaneous Wigner functions (not averaged in
time) for the evolution of the phase-space distribution of a non-interacting
cloud as it’s excited from the groundstate a,i) along the phase-space filaments
(direction shown by the white arrow, a,ii) until it reaches the stochastic web
ring (green dashed line, a,iii) whereupon it scatters around phase-space with a
constant phase-space radius, ρ, and begins to travel back along the stochastic
filament towards the centre of the plot (as shown by the curved white arrows,
a,iv). This excitation, followed by a slight relaxation due to the atoms at least
partially returning to the centre of the phase-space, explains the shape of the
energy versus time plot shown in figure (3.1 b) in which the atoms’ energy
greatly increases, reaches a maximum, then partially decreases in energy.
Figure 3.6 shows b,i-iv) shows the creation of the Poincare´ section as
the Wigner functions are averaged, periodically over time, iv) shows the
similarity to the classical results as the averaged Wigner function contains
the same phase-space filaments as those shown in figure 3.4. Similarly, the
slight asymmetry to the stochastic web is due to the finite size of the OL
breaking the symmetry of the harmonic oscillator motion.
Effect of Interactions
The inclusion of inter-atomic interactions can greatly change the dynamics of
a system [54,55]. In the context of phase-space structures, interactions have
been shown to cause well defined pathways to become ’blurred’, allowing
atoms to pass between previously isolated phase-space regions.
Figure 3.7 shows phase-space evolution for the interacting atomic cloud
shown in figure 3.1 subjected to the same OL as used in figure 3.6. The
stochastic web is only present in the one radial filament (figure 3.7a) along
which the cloud initially travels. However, upon travelling around the web
ring (figure 3.7b and c), the inter-atomic interactions cause the cloud to scat-
ter throughout the entire phase-space region filling it with low probability
density regions (figure 3.7d). As discussed above the interactions have al-
lowed the atoms to travel between the previously isolated stable orbits and
spread out, covering the entirety of the phase-space encircled by the web ring
(shown as the light blue region).
The fragmentation of the cloud is responsible for the reduced relaxation
in the energy shown in figure 3.1, as the cloud no longer travels back along
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Figure 3.6: a,i - iv) Momentum-position phase space evolution of a non-
interacting cloud, hotter colours show higher probability density and white
arrows show direction of phase space movement at t = i)0, cloud initially at
rest, ii)10τx, cloud is excited to larger phase radius along px = 0 pathway,
iii) 25τx, cloud hits phase space limit and scatters around a ring of constant
radius, ρ, as shown by dashed green circle, iv) 38τx, centre of mass begins to
decrease in ρ along px = 0 pathway, reducing its energy. 3b,i - iv) Periodically
averaged momentum-position phase space evolution at t = i)0, cloud initially
at rest, ii)averaged over 0−10τz, noticeable pathway along px = 0, iii)0−25τx
average, radial pathway intersects radial filament iv) 0-75τx average shows
full stochastic web with radial pathways (blue dashed line) and ring filaments
(green dashed line) as predicted by classical theory.
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Figure 3.7: Instantaneous Wigner functions for an interacting cloud (para-
meters given in figure 3.1) subjected to the same OL as used in figure 3.6
a)t = 5τx, initial distribution driven along stochastic filament b) 20τx lead-
ing atoms reach the phase-space ring and begin to fragment and create low
probability density regions (light blue), c) 25τx atoms entirely scatter around
the phase-space ring and d)35τx some atoms return to the centre of the web
causing a slight relaxation in the energy of the cloud, however most spread
around all phase-space.
the filaments after hitting the web ring limit as shown in figure 3.6 a,iv.
Therefore the cloud retains a larger energy. This shows that the excitation
is still caused (and limited) by the presence of the stochastic web. However,
the inter-atomic collisions act to stabilise the oscillatory nature of the clouds’
motion in phase-space.
3.2.3 Controlling the Excitation
Equation (3.12) predicts the phase-space limit of the clouds’ excitation, as
we have seen that, although the OL can allow travel along the stochastic
filaments, there is no expansion past the first hyperbolic point due to the
exponential thinning of these filaments. Therefore we can predict that, for
any optical lattice wavevector kl, the maximum phase-space radius of an
atom beginning at rest in the middle of the harmonic trap is:
ρring =
AR
kl
, (3.19)
where AR is the first root of a Bessel function of order R (the resonance
of the OL, R = ωl/ωx). Therefore the maximum energy that can be reached
is given by:
Ering =
mω2x
2
(
An
kl
)2
. (3.20)
Figure 3.8 shows the maximum energy reached by an interacting (black
points) and non-interacting (red points) cloud of atoms both of which largely
agree with the value predicted by equation (3.20) (blue line). The most not-
able difference is the larger energies reached by the interacting system due
to the repulsive nature of the atomic collisions. It has also been shown that
these interactions also create more unpredictable excitations as atoms no
longer follow the stochastic web, leading to a less smooth relationship with
kl. This is most prominent in the region 0.75/lx < kl < 1.25/lx where the
wavelength of the perturbation, λl = 2π/kl, becomes comparable, firstly, to
the size of the condensate and, secondly, to the healing length of the condens-
ate. An increase in excitation in this regime has been seen in condensates
travelling through stationary lattices [56] and similar, though reduced, effects
can be seen here.
The maximum, non-interacting, energies are typically less than the pre-
dicted values for kl < 1/lx as the atoms travel around the stable orbits,
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Figure 3.8: Maximum energy reached due to excitation from an OL of varying
wavevector, for a non-interacting cloud (red points) and an interacting cloud
(black points) and the values predicted by the stationary hyperbolic points of
the equations of motion, given by equation (3.20). Inset: Poincare´ sections
showing the resulting stochastic webs for for OLs with kl = a) 0.4/lx and
b) 0.75/lx. Uo was changed to keep the dimensionless driving strength ǫ =
Uok
2
l /(mω
2
x) constant.
which are appreciably smaller than the web ring radius, ρring, though this
discrepancy is only small in comparison to the maximum energy. However,
for kl > 1/lx we can see that the energies become larger than those predicted.
This is because the initial distribution of atoms is larger in comparison to the
size of the stochastic web and so, given long enough excitation, the atoms
can begin travelling out of the first stochastic web ring. This effect is shown
in inset a) of figure 3.8 which shows the stochastic web for kl = 0.4/lx in
which all atoms stay within the predicted web ring. Inset b), however, shows
that for kl = 0.75/lx some atoms have begun exiting the first web ring (light
blue region at x ≈ −6lx) as more atoms fulfil the requirements on their initial
distribution to travel along the stochastic filaments (as explained earlier).
In order to create comparable stochastic webs over a range of wavevectors,
the dimensionless driving strength:
ǫ =
Uok
2
l
mω2x
(3.21)
was kept constant to ensure the same level of chaoticity was present in
the excitations [47].
Figure 3.8 shows confirmation that for typical OL parameters the cloud
doesn’t significantly pass beyond the first web ring and, as such, can be lim-
ited a priori using the OL wavevector. However, this doesn’t have to be the
case because, as shown previously, large OL depths can be used to create
large chaotic seas to open the web filaments and create larger heating. Simil-
arly, it has been shown that additional perturbations can be used to open the
web filaments [57]. However, both of these methods, whilst increasing the
maximum energy for a fixed wavevector, cause less controllable excitations.
3.3 Comparison with Bloch Oscillation
Previously, work has been carried out which incorporates complex atom
dynamics inside an optical lattice under the influence of a driving force
[22,29–33]. The primary phenomenon considered is Bloch oscillation, wherein
the relatively deep (Uo > Eatoms) and relatively small spatial period (kl >
katoms) of the optical lattice causes the formation of isolated energy bands.
Atoms driven by an applied force are then driven to oscillate by the pres-
ence of these approximately sinusoidal energy bands. Whilst the majority of
this theory originates from solid state physics, as it was first hypothesised
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for electrons in a crystal lattice driven by an applied electric field [58], there
has been much interest in creating an analogous system of cold atoms in an
optical lattice [39–41]. Similarly, utilising Bloch oscillation, chaotic motion
has been studied for atoms in optical lattices (e.g. by Monteiro [59]).
However, although the system described in this chapter may seem ana-
logous to those used for Bloch oscillation, it can be shown that the non-KAM
chaos seen above is an entirely independent phenomenon. Firstly, if we per-
form a co-ordinate transform and consider the optical lattice as stationary
with a moving harmonic potential, then it may appear that we have the
lattice potential and additional driving force required for Bloch oscillation.
However, the curvature of the now moving trap means that the applied force
is no longer constant and is instead linearly time dependant which will pro-
duce a very different evolution to Bloch oscillation.
In addition, periodic Bloch oscillation necessitates that atoms are kept in
the same energy band so that the ensuing oscillation is sinusoidal in nature.
For this the energy bands must have a sizeable gap between bands, i.e. the
atoms are constrained to a single band throughout the evolution. However,
if we calculate the energy bands for the relatively shallow (Uo . ~ωx) and
relatively slowly spatially varying (kl ∼ katoms) optical lattices used here,
the associated energy bands will have no energy gap and will instead form a
connected set of very small energy bands that can instead be approximated
as a continuum. This would cause any Bloch oscillation due to these small
optical lattices to occur on frequencies of ∼ 100 × ωx and with energies of
∼ 10−3~ωx and so the effects of Bloch oscillation can reasonably be ignored
in our discussion of the evolution of the system.
3.4 Conclusion
In this chapter we have shown that the spatio-temporal potential created by
oscillating optical lattices can induce strong, controllable, excitations in har-
monically trapped atoms and BECs. Firstly, the classical dynamics known
as non-KAM chaos were shown to be present in resonantly coupled travelling
OLs and trapped atoms. Physical understanding of this system was obtained
by using Poincare´ sections of the atoms phase-space evolution.
These sections showed how phase-space pathways allow large scale ex-
citation to take place. The form of these phase-space pathways was then
used to control the extent to which atoms were excited and it was shown
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that changes to the shape of the OL could be used to very precisely control
the limit to which atoms are excited. All these effects where shown to per-
sist even in the presence of atomic interactions which acted to stabilise the
oscillatory nature of this excitation.
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Chapter 4
State Excitation in BECs
4.1 Single State Excitation
In the previous chapter it was shown how well-understood non-KAM chaotic
dynamics could be used to excite atoms in a very controllable manner. In
the following chapter we will show how this effect can be extended using the
quantised nature of harmonic oscillator states to allow single state excitation.
Further, using numerical algorithms, it is shown that arbitrary superpositions
can be created. These include cat states, which have never previously been
observed in such a large macroscopic system as a BEC.
4.1.1 From the Classical to the Quantum Regime
So far, the classical description has agreed very well with the results found
from the Schro¨dinger equation. This is not surprising as we have studied
excitations where Ering ∼ 30~ωx i.e. many times greater than ~ωx, which
allows the wavefunction to occupy many states and thus enter a classical,
continuum limit as predicted by the correspondence principle. However, if
kl ≥ 2 and R = 1, then Ering ∼ ~ωx and we see different behaviour as the
quantisation of the states becomes apparent.
Figure (4.1a) shows the average energy versus time for a 1D, non-interacting
cloud subjected to a travelling OL of kL = 2, R = 1, and ǫ = 0.5, we can
see the usual, initial heating rate as seen previously. However, at some time
τex = 10τx this drops and instead we see a strong oscillatory pattern. Figure
(4.1b) shows the occupation of the states n against time during this driving
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Figure 4.1: a) energy versus time for k = 2, R = 1, ǫ = 0.5 (dark blue curve)
and maximum energy obtainable from classical theory (light blue dashed
curve) b) shows occupation inversion of the groundstate (dark blue) to the
first excited state (light blue) with very few other states occupied (red) lead-
ing to 99.5% inversion.
and reveals that only the n = 1 atoms are excited, another break from the
classical regime.
4.1.2 State Inversion and Fidelity
Upon further investigation we found that by altering the wavevector, kl, we
could change the maximum energy that was reached much like the classical
case. However, this maximum energy was far from the value predicted by
the non-KAM chaos description. Instead, the change of wavevector simply
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altered the maximum fraction of atoms that were excited to the n = 1 state.
Further, it was found that if R was changed to any integer value then a
wavevector could be found that allowed the excitation of atoms from the
groundstate to the R = n state to approximately 100%.
Figure 4.2: Instantaneous Wigner functions showing state inversion from
initial groundstate to n = 4 state, a)t = 4τx atoms expand along half of the
2R radial filaments, b)41τx, n = 4 state fully formed, c) 56τx, QHO rings
fragment to form the second half of the 2R filaments, d)77τx, atoms travel
back to the centre of phase-space.
Figure 4.2 a) shows the Wigner function of N = 104 groundstate atoms
excited by an R = 4, kl = 2.1492/lx and Uo = 0.0364~ωx OL for 4τx. The
initial Gaussian shape has been perturbed as the atoms travel outwards along
half of the 2R stochastic filaments as previously seen in figure 3.6. Figure
4.2 b) shows the cloud after 41τx in a phase-space distribution of a pure
n = 4 QHO state, characterised by the 4 concentric circles around a central
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Gaussian peak. Classical chaos theory would predict that the atoms should
travel out in phase to a radius of x = 6lx or k = 6/lx. However, in this
quantised regime, the atoms return to the centre of the phase-space having
only reached a maximum phase-space radius given by ρ =
√
2E4 in dimen-
sionless units. Figure 4.2 c) shows that this relaxation occurs because the
fragmenting QHO rings form the remaining half of the 2R pathways and the
atoms return along these back to the QHO groundstate, as shown in d).
Though the wavevector values required for complete inversion don’t ap-
pear to have any obvious analytical form, the energy radius as calculated
in the previous section for these wavevectors, kn, follows the simple linear
relationship:
E
(n)
ring =
mω2x
2
A2n
2k2n
= (1.4517n+ 0.4261)~ωx. (4.1)
Naively, we might assume that E
(n)
ring = (n+ 1/2)~ωx = En, however this
does not appear to be the case, exactly why remains an open question.
However, once found empirically, the typical fidelity of the inversion:
η =
Nn
N
(4.2)
is typically > 1 − 10−4 and due to the dimensionless nature of this har-
monic excitation the values found will hold for any given trap frequency ωx.
Figure (4.3) shows the measured fidelities for the n = 1-8 excitations
(varying colours as labelled) and varying driving strengths ǫ = [0.2, 0.4, 0.6,
0.8, 1] (decreasing hue). As the level n increases, the width of the fidelity
curves for each level become thinner indicating a stricter requirement on the
accuracy of kl. Similarly, the widths, and primarily, the heights of the fidelity
curves diminish with increasing driving strength. The presence of deviations
in the inverted parabolas (present in n = 1 and 2 for ǫ > 0.6) show an
increase in the chaotic dynamics as expected with larger driving strengths,
which greatly decrease the inversion fidelities.
Comparison with a Similar Experiment
Recently, an experiment was carried out in which a numerical scheme was
used to calculate how to shake a very specific, non-harmonic trap in order
to excite an interacting cloud of 87Rb into the first excited state, n = 1 [60].
Numerically the investigators found this process could be carried out with
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Figure 4.3: The fidelities of the n = 1-8 (varying colours as labelled) occupa-
tion inversions under varying Ering and varying driving strengths ǫ resulting
in decreasing fidelities (decreasing hues as labelled). Note the slight thinning
of the fidelity distributions with increasing n.
a fidelity of η ≈ 1 − 10−3. However, due to experimental issues such as the
limited accuracy of the non-harmonic trap, the effect of interactions, and
the finite bandwith of the electronics responsible for the trap shaking, the
experimentally found fidelity was ∼ 0.97.
For the travelling OL scheme using ǫ = 0.2 the inversion error is an order
of magnitude smaller than the theoretical method used in the investigation
described above. The major difference between these two schemes is that the
shaking method used an interacting cloud and a very specifically designed
anharmonic trap in order to carry out the excitation. For the travelling
OL we greatly simplify things by assuming no interactions between atoms
(i.e. by choosing atoms with naturally very small collisional cross-section or
alternatively through the use of Feschbach resonances) and using a reasonably
harmonic trap (i.e. contains no large anharmoncities for atoms of energies ∼
Ering). This then only requires the OL to be well described by the travelling
wave potential and, as shown by figure (4.3), large fidelities η > 0.99 can still
be achieved even with limited accuracy in the OL creation.
Lastly, the previous technique was restricted to studying only one exper-
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imental set-up with a very strict requirement on the number of atoms and
interaction energy as the scattering length of the 87Rb added an absolute
length scale to the system. This also restricted them to only exciting atoms
to the first energy level. In the limit of no interactions, however, all the
results shown in the above technique are dimensionless in nature and scale
with the trap frequency, ωx, and so will allow any experimental set up to
excite atoms to the nth level.
4.1.3 Coupled State Equations
Though there appears to be no obvious relationship for the wavevector and
fidelity, much of the excitation of the atoms can still be described analytically.
If only two states are coupled via the OL then we can expand the 1D mean
field wavefunction into just those states:
ψ(x, t) = a(t)φo(x) + b(t)φn(x), (4.3)
where a and b are complex expansion coefficients that satisfy |a(t)|2 =
No(t) and |b(t)|2 = Nn(t) and as only these two states are occupied then
N = No(t)+Nn(t) where N is the total number of atoms. We can then take
the dimensionless Schro¨dinger equation:
i
dψ
dt
= −1
2
∇2ψ(x, t) + x
2
2
ψ(x, t) +
ǫ
k2
sin(kx− nt)ψ(x, t) (4.4)
and, integrating through by φo(x), we obtain:
i
da
dt
=
1
2
+ a Coo sin(nt) + b [Con sin(nt) + Son cos(nt)] . (4.5)
Similarly, integrating through byφn(x), we obtain:
i
db
dt
= n+
1
2
+ b Cnn sin(nt) + a [Con sin(nt) + Son cos(nt)] . (4.6)
The coupling constants are given by:
Cαβ = Uo
∫ ∞
−∞
cos(kx)φα(x)φβ(x)dx (4.7)
= Uo (−1)
β−α
2
√
2α−βα!
β!
kβ−αe−
k2
4 Lβ−αα
(
k2
2
)
≡ ǫIcαβ (4.8)
41
for α < β and the parity of α× β is even or Cα,β = 0 and
Sαβ = Uo
∫ ∞
−∞
sin(kx)φα(x)φβ(x)dx (4.9)
= Uo (−1)
β−α−1
2
√
2α−βα!
β!
kβ−αe−
k2
4 Lβ−αα
(
k2
2
)
≡ ǫIsαβ (4.10)
Lβ−αα
(
k2
2
)
is the generalised Laguerre polynomial and we assume α < β,
the parity of α× β is odd or Sα,β = 0. These were calculated using integrals
7.388, 6 and 7 of [61] along with the definition of a normalised Hermite
polynomial given earlier.
The overlap integrals of interest are given by:
Con = Uo (−1)n2 e
− k2
4√
2nn!
kn (4.11)
and
Son = Uo (−1)n−12 e
− k2
4√
2nn!
kn = −iCon. (4.12)
We can further simplify equations (4.5) and (4.6) by using the parity
arguments Soo = Snn = 0 and choosing the parity of the n
th state. For the
following derivation we assume that n is even, so that Son = 0 and only the
Cαβ sin(nωxt) terms are non-zero in equations (4.5) and (4.6). Though it can
be shown that the ensuing derivation holds for odd n as well.
To progress, we now split the evolution of the occupation coefficients into
the evolution of the state occupations (No and Nn) and the phases of each
state (θo and θn). For this we use the Madelung transformations in the QHO
basis:
a(t) =
√
No(t)e
iθo(t) (4.13)
and
b(t) =
√
Nn(t)e
iθn(t). (4.14)
Substituting these into equations (4.5) and (4.6) and separating into real
and imaginary parts we produce the coupled occupation-phase equations:
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dNo
dt
= Con
√
No(N −No) sin(θ) sin(nt) (4.15)
and
dθ
dt
= n−
[
Cnn − Coo − Con
(√
No
N −No −
√
N −No
N
)
cos(θ)
]
sin(nt),
(4.16)
where θ = θn − θo is the relative phase between atoms in the two states.
Solving for the Excitation Time
Although the coupled ODEs above aren’t immediately solvable, we can make
the weak driving approximation: Coo, Con, Cnn ≪ n i.e. either the spatial
over lap of the modes with the OL is very small or the depth of the OL is
much less than the energy of the nth state. Under these conditions it is then
trivial to solve for θ ≈ nt, assuming the initial phase difference is 0.
We can then integrate equation (4.15) to obtain a simple relationship for
the excitation period τex, using:
∫ 0
N
dNo√
No(N −No)
≈ Con
∫ τex
0
sin(nt)2dt
π ≈ Con
[
τex − sin(2nτex)
2n
]
. (4.17)
This is then solved by the two following conditions:
τex =
π
Con
(4.18)
and
2nτex = lπ, (4.19)
where l is any positive integer. These can both be met by using the
definition of the coupling coefficients given earlier and placing a requirement
on the driving strength:
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ǫ =
2n
lIcon
. (4.20)
The occupation of the nth state can be found by integrating equation
(4.17) over time, t:
Nn(t) = No sin
(
πt
τex
)
. (4.21)
With the equations given above we can a priori excite a pre-determined
fraction of atoms from the groundstate into any state n. This is carried
out by finding the correct wavevector using equation (4.1) then choosing the
lattice depth according to equation (4.20).
Difficulties with Cooling
Whilst the above analytic description of level coupling via an optical lattice
seems as if any state can be created, we have assumed at all times that
the atoms begin in a non-interacting groundstate. This means that all the
atoms have a single phase θ, and, as discussed, if this were not the case
then the previous derivation would not hold. Therefore if we were to begin
with a thermal ensemble of atoms, even if it were still well described by a
coherent mean-field, it would be impossible to perform any set of operations
that would reliably place all the atoms into the groundstate. This is due
to the mixture of semi-resonant coupling between levels and the mixture of
phases and so would almost certainly cause further heating (due to the large
number of higher energy states). Therefore we may be able to controllably
de-excite atoms from a single excited state to the groundstate. However, we
cannot reasonably call this cooling as the initial state was not in thermal
equilibrium.
4.2 Creating Cat States and Arbitrary Su-
perpositions
So far we have excited atoms from the non-interacting groundstate into other
harmonic oscillator states which are analogous to photon Fock states [62,63]
as each state contains a definite number of particles, i.e. at any moment in
time there is no uncertainty of the number of particles in any given state.
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Equivalently, we can say that our wavefunction, ψ, is an eigenvector of the
number operator, Nˆn:
Nˆn|ψ〉 = a†iai|N0, N1, N2...〉 = Nn|ψ〉 (4.22)
where a†i and ai are the particle creation and annihilation operators,
respectively and Nn is the occupation of the n
th quantum harmonic oscil-
lator basis state [63]. Note that this limits our discussion to non-interacting
particles, as interacting wavefunctions (when g 6= 0) will be superpositions
of these states and so are not eigenvectors of Nˆn.
Previously, photon Fock states have been used to carry out high precision
quantum metrology experiments in a range of fields. A simple explanation
and review can be found at [64]. However, it has been shown that increased
precision can be obtained using coherent and entangled states, e.g. [65]. Co-
herent states can be created by atoms in a superpostion of Fock states given
by:
|α〉 = e− |α|
2
2
∞∑
n=0
αn√
n!
|n〉, (4.23)
where α is the order of the coherent state (which can be non-integer
and complex). Coherent states were first derived by Erwin Schro¨dinger in
1926 as quantum mechanical states that would satisfy the correspondence
principle and behave in a similar manner to classical atoms in a harmonic
trap. Consequently, they appear as a Gaussian distribution in phase-space
with a single localised peak, i.e. they appear to have one well defined value
for position and momentum, subject to the uncertainty principle [66].
Cat states are the entangled superposition of two coherent states so as to
create a non-classical state, which allows atoms to have two separated and
well defined positions in phase-space, analogous to Schro¨dinger’s thought
experiment in which a cat is both alive and dead at the same instance in
time. The general description of a cat state is:
|cat〉 = |α〉 − eiθ|−α〉, (4.24)
where θ is a phase-angle between the coherent state |α〉 and the anti-
phase state |−α〉. For simplicity, we shall use θ = π thus ensuring that the
two Gaussian states are in complete anti-phase with one another. These are
known as ’even’ cat states because, due to the (−α)n term in the summation
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for the anti-phase coherent state, only even Fock states survive the addition
of the two coherent states. A similar ’odd’ cat state can be created using
θ = 0 or 2π. In this case, only the odd states survive although, as explained
later, this would be considerably harder to create.
However, we must state that this is a non-interacting system and so the
cat states given by equation 4.24 will produce a mean-field wavefunction with
atoms that are evenly distributed between the two coherent states. This is
because for a non-interacting system, taking many repeated measurements
as to which coherent state a single atom is in must be equivalent to taking
a single measurement for many atoms. Therefore an interesting question
arises as to whether cat states produced with non-interacting atoms in this
mean-field description are superpositions of single atom states or many-body
states and whether this allows them to be called ‘true cat states. Whilst we
do not answer this question here and highlight the above caveat in labelling
cat states, it presents an interesting avenue of further investigation.
4.2.1 Semi-Resonant Coupling
So far we have only shown that atoms in the groundstate can be excited
to a single QHO level. In order to create superpositions we must be able
to excite atoms to one state and then perform subsequent excitations to
promote atoms to other levels. However, the OL will still be felt by the first
set of excited atoms and will excite them into other, unwanted states.
Figure 4.4 shows the final state occupations after a third of the initial
groundstate atoms have been excited to the 6th QHO state and a third have
subsequently been excited to the 9th QHO state (blue points) both with OLs
defined by the required parameters given in the previous section. The red
circles indicate that if there had been no coupling between the atoms in the
6th and the second OL operation, i.e. there would be a third of the atoms in
the groundstate, 6th and 9th QHO states. However as shown there are also
many atoms now inhabiting QHO states given by:
nsemi = | ± an1 ± bn2| (4.25)
where n1 and n2 are the two excited states (in this example 6 and 9) and
a and b are integers. This semi-resonant coupling greatly increases the com-
plexity of creating superpositions beyond just the groundstate and one other
state. Lastly, the black crosses in figure 4.4 show the final state occupations
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Figure 4.4: State occupations after attempting to create a superposition
comprising of a 1/3 of the atoms in the groundstate, 6th and 9th states, after
carrying out required OL excitations (blue points), resulting in a fidelity of
62%, reversing the order of excitations (9th then 6th) produces 75% fidelities
(black crosses), the occupations of the desired superposition are shown by
red circles.
after the excitations have been carried out in the reverse order, i.e. a third of
the groundstate atoms excited to the 9th state then a third excited to the 6th
state. These crosses show a reduced amount of semi-resonant coupling as the
second operation takes considerably less time (as shown earlier τex ∼
√
2nn!)
and so perturbs the already excited atoms far less.
To lessen the difficulties created by semi-resonant coupling, we will only
consider creating cat states that contain even parity QHO states. This means
that all driving by the OL can be carried out by a standing cosine wave, as its
even parity will ensure that the groundstate and any semi-resonant coupling
will only ever cause atoms to occupy the even QHO states. If we were to
create odd cat states, in order to excite atoms into the odd QHO states an
odd parity sine wave would be needed, which would semi-resonantly excite
atoms to both odd and even QHO states.
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4.2.2 Fidelity and Optimisation
Due to the sizeable number of modes that are needed to create a cat state
there will significant semi-resonant coupling as atoms are excited into the
required states. This coupling is hard to predict and, as many states become
occupied, will become a major factor in how states are filled. Therefore, there
appears to be no analytical prediction of the OL lattice operations needed
to produce the correct distribution of atoms.
Instead, we will use a numerical approach wherein we perform a series of
excitations in descending order of state, starting with the highest order state
that has an occupation of > 0.01% of the total number of atoms, and working
backwards until we excite atoms to the lowest occupied state. This excitation
process is carried out in reverse order to limit the semi-resonant coupling as
discussed above. We then use a numerical technique based around a genetic
algorithm, which is explained in detail in appendix B. This alters the length
of time that the excitation is applied for during each excitation. To find the
optimum set of OL excitations, we maximise a phase varying fidelity given
by:
η = max
[∣∣∣∣∣
∑
n
C∗nBne
inϕ
∣∣∣∣∣
]
ϕ
, (4.26)
where Cn are the QHO state expansion co-efficients given by the resulting
PGPE simulation and Bn are those required by the cat state being created,
given by equations (4.23) and (4.24). The phase ϕ is used to calculate the
overlap between the state found by the PGPE and the cat state as it oscillates
in time. We use ϕ over a range of 0 → 2π and take the maximum value of
the fidelity for the optimisation algorithm.
To increase the efficiency of this optimisation, we assume that all states
above the largest state we are exciting are perturbed out of resonance or semi-
resonance with the OL. This could be experimentally produced by creating a
dimple trap consisting of a low frequency trap, which contains in the centre
a high frequency trap of a depth equal to the highest state that we wish to
excite.
Lastly, the duration of each OL operation is limited so that a full excita-
tion of atoms from the groundstate to each excited state (assuming no other
states are occupied) will take τex = 3τx. To do this we use equation (4.18)
to define the required OL depth for each level excitation. This short times-
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cale will require very deep optical lattices and will cause particularly chaotic
dynamics, which will not give very good single-state excitation fidelities as
shown in figure 4.3. However, this effect is no larger than the semi-resonant
coupling and will therefore be corrected for in the optimisation algorithm
whilst simultaneously ensuring that the procedure for creating cat states
won’t take prohibitively long times to carry out experimentally.
4.2.3 Results
Figure 4.5 a) shows the Wigner function of a state created by an optimised
series of OL operations in order to create an α = 1 even cat state, b) shows the
Wigner function of the target cat state. As α = 1, the bimodal distribution
that characterises the cat state is obscured because the finite width of the
two Gaussian distributions is larger than the separation between them. Note
that the distribution is rotated slightly (i.e. does not lie along the x or k axes)
because the created cat state is produced with ϕ = 0.683π phase. Figure 4.5
c) shows a schematic of the duration of each OL excitation required, where the
length of each horizontal line shows the duration of each OL excitation. The
decreasing height shows the descending order in which the excitations were
carried out. As only 3 separate excitations were carried out the optimisation
routine was quick to produce a particularly high fidelity of η = 0.999. As
described earlier, the OL parameters for each step are set using Uo = f(τex =
3), kl = f(E
(n)
ring) and ωl = nωx.
Figure 4.6 a) shows the Wigner function of a created α = 2 even cat state,
b) shows the Wigner function of the target cat state, c) shows a schematic
of the duration of each OL excitation required. As α = 2, the bimodal
distribution of the cat state can clearly be seen in the two circular peaks at
x = ±5lx, showing that each atom has sizeable probability of being in two
distinct phase-space positions at a given time. There is also a very noticeable
interference pattern in the centre of the distribution, which is only present
for θ = π cat states and can be used as a measure of the coherence between
the two peaks [67]. The large negative regions (dark blue) in this interference
pattern shows the non-classicality of this state as negative probabilities have
no classical explanation.
Figure 4.7 a) reveals the Wigner function of a state created by an optim-
ised series of OL operations in order to create an α = 3 even cat state, b)
shows the Wigner function of the target cat state, c) shows a schematic of the
duration of each OL excitation and shows the requirement for an increasing
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Figure 4.5: a) Wigner function showing the position-momentum phase-space
distribution of a created |1〉 + |−1〉 cat state, produced with a fidelity of
99.9% of the target state shown in b), the colour bar shows the relative
probabilities for both plots, c) shows the series of OL excitations required,
horizontal length indicates the length of time required for each operation.
number of steps with the order of the cat states; 3 for α = 1, 5 for α = 2
and 7 for α = 3. The number of operations is related primarily to how many
QHO states are needed in the summation in equation (4.23) which increases
for larger α as the coherent states become less and less similar to the QHO
Fock states, i.e. there is less and less overlap between the coherent state and
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Figure 4.6: a) Wigner function of the created |2〉+ |−2〉 cat state, produced
with a fidelity of 99.2% of the target state shown in b), colourbar shows the
relative probabilities for both plots, c) shows the series of OL excitations
required.
any given single QHO state, though the exact numbers used are only chosen
for numerical efficiency as described above.
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Figure 4.7: a) Wigner function of the created |3〉+ |−3〉 cat state, produced
with a fidelity of 98.5% of the target state shown in b), colorbar shows the
relative probabilities for both plots, c) shows the series of OL excitations
required.
4.3 Conclusion
Following the demonstration of clear agreement between the classical dynam-
ics and the results from a quantum mechanical model in the previous chapter,
we showed that OL parameters can be chosen which induced non-classical
behaviour as the quantised level spacing in the harmonic trap begins to play
a role. This quantum-mechanical effect can be harnessed to allow atoms to
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be excited from a non-interacting groundstate to any other single trapped
energy level with great precision and control.
Creating arbitrary superpositions using this single-state excitation tech-
nique is problematic as semi-resonant coupling allows atoms to be excited to
multiple different unwanted states. However using a mixture of a genetic al-
gorithm and the Nelder-Mead minimisation algorithm we found that a series
of OL excitations could be used to excite atoms into predetermined super-
positions. To the authors knowledge, the examples shown, namely three
different even parity cat states, have never been observed in this macroscop-
ically occupied, mean-field, system. However, for clarity, we state again that
this is a non-interacting system and so the Wigner quasi-probability functions
show equivalently, the probabilities of finding one atom at a given position in
phase-space after many repeated measurements and the probability of find-
ing many atoms at a given position in phase-space after one measurement.
Therefore, it remains an open question as to whether these states are then
“true” cat states, which require the states to be a many-body state, or if they
are simply a superposition of single atom states. If it is the former, then the
closest similar proposal thus far has been using small numbers of atoms in
mixtures of internal spin states [46]. Consequently, the results presented here
allow for many novel experimental systems to be realised.
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Chapter 5
Optimal Near Surface BECs
5.1 Introduction
Bose-Einstein condensates have been routinely created for a number of years
[7,68,69]. One area of growing interest in this field is how such an ensemble
of atoms interacts with macroscopic surfaces such as micro-mechanical semi-
conductor structures [70] and atom chips designed to hold atoms very close to
their surface [71]. The interest is firstly because this is an interface between
two very disparate systems; a very small, low energy, quantum mechan-
ical BEC and a relatively large, hot, classical object. Secondly, there are
many practical applications for a near-surface BEC such as cooling a micro-
mechanical device [72] or the miniaturization of the entire BEC experimental
set-up [73].
The aim for such interfaces is to ensure strong, coherent, coupling between
the BEC and the surface, whilst maintaining experimentally useful lifetimes
for the trapped atoms. This is made difficult as the scale of imperfections
in the surface structures of typical devices become sizeable on the distance
scales of interest (typically sub-micron). The effect of the imperfections in the
electronic structures, such as the trapping wires, usually manifest in ”rough”
trapping potentials that add spatially varying anharmonicities. These effects
can often be large enough to cause observable deviations in the BEC density
or, in extreme cases, fragmentation of the entire cloud. Other effects, such
as finite temperature fluctuations in the current [74] and the effect of surface
adsorbates and imperfections, [72] will also play a role in creating additional
perturbations to the expected trapping potentials.
54
Similarly, other variables such as the atom species, atomic state and ad-
ditional magnetic and electric fields can also alter both the interaction of the
atom with the surface as well as other loss mechanisms [75–78]. However,
in the following chapter we limit our investigation to the role played by the
intrinsic Casimir-Polder interaction between a typical BEC of Rb87 atoms
and a stationary dielectric surface. This is because the interaction will affect
the potential felt by the atoms in a particularly strong and predictable man-
ner and, as shown in the previous sources, is a considerable issue in many
experimental systems.
5.2 The Casimir-Polder Atom-Surface Attrac-
tion
The Casimir-Polder force between two neutral atoms in a vacuum can be
considered as the quantum-mechanical analogue of the classical Van-der-
Waals attraction, where the instantaneous dipoles of two atoms causes an
attraction [79]. In more detailed terms, it can be show to arise due to the
quantisation of vacuum fluctuations between two atoms leading to a net
potential minimum between them [80].
Figure 5.1 shows a schematic representation of this interaction between a
neutral atom (shown in red) and a surface (shown in blue). If the atom has
an instantaneous dipole, d (indicated by the black arrow) then the resulting
effect on the surface can be modelled by a mirror dipole −d. As with the Van-
der-Waals attraction, the potential between the atom and the surface can be
described in terms of the size of the dipole and a power-law dependence on
the atomic separation. The energetic shift, U , of a dipole in an electric field
E goes as:
U ∼ −E.d. (5.1)
The dipole, in this case, is that of the near surface atom and the electric
field is due to the close proximity of the mirror dipole:
E ∼ − d
∆3
, (5.2)
where ∆ is the atom-surface separation. We then see the energetic shift:
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Figure 5.1: Schematic of the classical interpretation of the Casimir-Polder
interaction between an atom (red) and a bulk solid (blue). The instantaneous
dipole d causes a mirror dipole to be created in the surface, −d. These then
interact via the electric fields created by the dipoles. Due to the dipoles’
opposing nature, this interaction is strongly attractive.
U ∼ − d
2
∆3
, (5.3)
where d is the magnitude of the dipole. From this simple understanding
we see that the potential shift, U , is always negative and the interaction is
attractive. The attraction is also given by a negative power law relationship
with distance and so quickly increases with decreasing separation.
Many other factors will affect the exact magnitude and spatial form of
the attraction, such as the relative polarisations of the surface and BEC
atoms. Similarly, the geometry of the surface will play a role, i.e. can it be
treated as a semi-infinite solid or will finite size effects play a role [81]. Lastly,
relativistic effects will also need to be included, as often the finite-time taken
for the interaction, τint ∼ ∆/c, will be comparable to τlevel ∼ ~/Elevel, the
period of the energetic level, Elevel, in the atom which creates or feels the
instantaneous dipole. All of these effects must be taken into account, the
details of which are presented [81].
The materials we will investigate are bulk silicon nitride (SiN), thin mem-
branes of silicon nitride and sheets of graphene. These are of interest as bulk
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silicon is the mainstay of semiconductor devices and chip traps. Increasingly
however, the structures being created are have micron-scale thicknesses and
so we need to investigate how this affects the strength of the interaction. For
this reason, we will consider silicon membranes. Lastly, graphene is currently
being investigated for its many useful electronic and structural properties,
which include the possibility of high-quality chip traps.
As explained above, the Casimir-Polder potential can be approximated
by a power-law relationship of the form:
UCP ≈ −Cj
∆j
, (5.4)
where Cj is a real, positive, potential co-efficient and j is the approximate
power used to model the spatially-varying potential. The following table gives
the approximate power law potentials we will use for the three materials:
Substance Power Law, j Co-efficient References
Silicon Nitride (bulk) 4 C4 = 8.2513× 10−56 Jm4 [?]
Silicon Nitride (membrane) 5 C5 = 5.8045× t× 10−55 Jm5 [81]
Graphene 4.238 C4.238 = 1.0242× 10−58 Jm4.238 [83]
where the values for graphene were approximated in the region ∆ =
0.2− 0.75µm where most atomic loss from reasonably tight traps will occur
and t is the thickness of the SiN membrane, which we will take to be 0.1
µm [82].
5.2.1 The Casimir-Polder Effect on Trap Potentials
Due to the attractive nature of the Casimir-Polder interaction, we can sur-
mise that the trap centre will be pulled towards the surface, as well as having
its frequency reduced. We also expect a global decrease in the trap poten-
tial. Therefore, if we create a harmonic trap transverse to a surface, initially
centred at position δz, with unperturbed frequency ωo, and a constant, pos-
itive, potential offset, δU , we obtain a total potential:
Utot =
mω2o
2
(z − δz)2 − Cj
(∆ + z)j
+ δU, (5.5)
where the surface is situated at z = −∆. To see what effect this perturb-
ation has on the trapping potential, we can use a Taylor series expansion
around z = 0 on the power law potential, which gives:
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Utot =
mω2o
2
(z − δz)2 − Cj
∆j
[
1− j
∆
z +
j(j + 1)
2∆2
z2 +O(z3)
]
. (5.6)
If we then equate this to a new, effective, harmonic trap with frequency,
ωz, centred at z = 0 , at distance ∆ from the surface and with the constant
energy offset now equal to 0, we find:
Ueff =
mω2z
2
z2. (5.7)
Equating this with equation (5.6), ignoring the higher-order terms and
equating powers of z we find:
ωz =
√
ω2o −
j(j − 1)Cj
m∆j+2
, (5.8)
δz =
jCj
mω2o∆
j+1
(5.9)
and
δU =
Cj
∆j
(
j2Cj
2mω2o∆
j+2
− 1
)
. (5.10)
Therefore, the effect of the surface can be approximated firstly by a de-
crease in the trap frequency, as equation (5.8) shows that ωz < ωo. Secondly,
the perturbation will reposition the trap minimum closer to the surface, as
δz > 0 so ∆ < ∆+ δz. Lastly, the offset, −δU , will cause the entire trap to
undergo a spatially invariant potential drop, which positions the new trap
minimum at Utot(z = 0) = 0.
Figure 5.2 shows these results pictorially, with the initial trapping poten-
tial (light blue dashed line) perturbed by a graphene surface at a distance
0.275 µm from the trap centre, causing the attractive potential shown in the
dashed red curve. This results in the total potential (dark blue line) which
can be approximated by the new harmonic potential (dashed green line). We
can see, near the trap minimum, the expansion in equation (5.6) is rather
accurate as the original trap is loosened, producing the more ’open’ trap.
We approximate the new potential using a smaller trapping frequency and,
similarly, the trap centre is shifted left, towards the surface by an amount,
δz.
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Figure 5.2: Total potential (dark blue) felt by 87Rb atoms in a harmonic trap
(light blue dashed) of ωz = 2π10 kHz that is warped by the attraction of a
graphene surface (red-dashed line) 0.275 µm away from the trap centre. Ub
and zb mark the position of the resulting barrier height and effective width
(defined by the position where U = 0), respectively.
However, we can see large discrepancies further from the trap minimum,
towards the surface. Here, the higher order terms in the expansion, i.e. terms
of order z3 and larger, become sizeable as −z/∆ approaches unity. These
cause additional curvature in the trap, which results in a potential of finite
height, shown by Ub in figure 5.2. The position of Ub is given by one of the
roots of the (non-approximate) (j + 2)th order polynomial:
(∆ + z)j+1z +
jCj
mω2o
= 0, (5.11)
which can be numerically solved given the required parameters. The
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value of Ub is then simply the total potential at the first real, negative, root
of greater magnitude than δz.
Travelling further towards the surface, the potential drops to (the newly
defined) zero, at the point zb, which is a root of another (j+2)
th polynomial:
(∆ + z)jz2 − δz(∆ + z)jz + 2Cj
mω2o
(
∆+ z
∆
)j
− 2Cj
mω2o
= 0. (5.12)
The root, zb, will (again) be the first real, negative, root of greater mag-
nitude than δz.
This creates a finite energy barrier which can be very roughly approxim-
ated by a rectangle of height Ub and width zb. Using the standard formula
for a particle of energy E = ~2k2E/2m tunnelling through a square barrier,
the transmission probability is given by:
T =
1
1 +
U2b sinh
2(kEzb)
4E(Ub−E)
. (5.13)
Figure 5.3 shows the barrier heights and widths and resulting tunnelling
probabilities for groundstate 87Rb particles (E = ~ωz/2 so kE = 1/2lz) in
traps of ωz = 2π20 kHz, held ∆ = 0.5 µm above the three different materials
of interest. The plots show that for SiN membranes, the combination of
low barrier width, shown in figure 5.3a, with low barrier height, figure 5.3b,
results in a greatly increased probability that atoms can escape. Conversely
for graphene the large barrier width and height produces a lower tunnelling
probability.
It may seem counter-intuitive that the SiN membrane would have a larger
effect on a harmonic trap than the bulk substance. However, from table 5.2,
we can see that for surface-trap separations:
∆ <
C5
C4
t ≈ 0.7µm, (5.14)
the 5th order power law potential of the SiN membrane will cause a
stronger attraction than the 4th order SiN bulk potential.
Although, these three plots are simple estimations, they show how the
different coefficients and spatial power laws effect the ease of trapping atoms
close to these substances. In order to investigate further, we must more
accurately calculate the tunnelling rates and take into account additional
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Figure 5.3: Bar graphs showing a) barrier width, b) barrier height and c)
approximate tunnelling probability for a groundstate 87Rb atom in an ωz =
2π 20 kHz trap held ∆ = 0.5 µm above three different surfaces.
loss mechanisms as well as the 3D nature of the condensates that will be
held above these materials.
5.3 Three-Body Losses
When discussing dynamics inside a condensate, we usually only consider low-
energy binary collisions that are entirely elastic, the total kinetic energy of
the atoms involved is entirely conserved during the collision. Then, so long
as the depth of the trap is around twice as large as the most energetic atoms,
no atoms should be lost.
However, if the density of atoms is large enough, some collisions will
cause two atoms to temporarily form a molecule (also known as a dimer).
The kinetic energy of the atoms is then greatly increased due to the release
of the large binding energy of the molecule. To conserve both the momentum
and energy of this interaction, a third atom must be involved in the collision,
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which is more likely when the atom density is high. Typically, these types of
collisions release large amounts of energy, allowing atoms to escape classically,
even relatively deep traps, leading to atomic losses [84].
It is assumed that the energy gained from these collisions leads to the
immediate loss of the atoms [85]. Therefore, the rate of loss is simply the
rate of collisions multiplied by the probability of three atoms being involved in
a collision of this type, which is given by the three-body correlation function.
The loss rate is then:
dn(x)
dt
= −K3〈ψˆ†(x)ψˆ(x)〉3, (5.15)
where K3 = 5.8× 10−42 m6s−1 is the three-body recombination rate con-
stant for 87Rb [21]. Using a semi-classical approach, and assuming the cloud
is at zero temperature, this can be re-written:
dnc(x)
dt
= −K3n3(x). (5.16)
5.4 1D Condensates
If the aspect ratio (or the ratio of the trap frequencies) is high enough and the
atom number low enough, the cloud can be treated as 1D. This means that
along one direction (x) the cloud is very extended and in the two transverse
directions (y and z) the cloud is very spatially limited. This occurs if the
chemical potential of the condensate fulfils the two conditions:
5~ωx < µ <
3
2
~ωy,z. (5.17)
Under these conditions the condensate can only occupy the non-interacting
groundstate in the y and z directions, but is free to occupy many states in x.
This produces a ’cigar’ shaped condensate. We will assume that to obtain
reasonable lifetimes the ’cigar’ axis must be aligned parallel to the surface.
Figure 5.4 shows a schematic of the system, with the iso-density surface
of a 1D condensate (red) close to a surface (blue) of bulk silicon nitride.
The parameters are given in the figure caption and were chosen to give a
balance of tunnelling losses and three-body losses, as described in section
5.4.4. Taking note of the axis labels, this figure shows that condensates can
be held for experimentally useful lengths of time very close to a surface (less
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Figure 5.4: Iso-density plot (red) of a T = 0, 1D 87Rb condensate with
trapping frequencies ωx,y,z = 2π[0.2, 13.5, 56] kHz and ∆ = 626 nm above
bulk silicon nitride. The parameters were chosen to give τ3B = τtunnel = 10
ms.
than 1 micron) with very extreme 1D aspect ratios (ωy,z/ωx ∼ 150) meaning
that the surface-trap centre separation is considerably less than the length
of the condensate (2xTF/∆ ∼ 30).
To simplify our descriptions of these condensates, we can use the cyl-
indrical symmetry substitutions:
ωr =
√
ωyωz (5.18)
and
r =
√
y2 + z2. (5.19)
.
The 1D Thomas-Fermi condensate density is then given by:
n(x, r) =
1
g
(
µ− mω
2
x
2
x2
)
e
− r2
l2r , (5.20)
in the region −xTF ≤ x ≤ xTF , where xTF =
√
2µ/mω2x and lr =
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√
~/mωr. Integrating equation (5.20) radially to obtain the line density
we find:
nline(x) = 2π
∫ ∞
0
n(x, r)rdr =
πl2r
g
(
µ− mω
2
x
2
x2
)
. (5.21)
We can then invert this to get a simple formula for the chemical potential
as a function of the peak line density, nline,0 at x = 0:
µ = 4asnline,0~ωr. (5.22)
5.4.1 Defining A Lifetime
We define the lifetime of the condensate as the time required for the peak
line density of the condensate to drop below nmin. The exact minimum
detectable density is debatable as it depends on the resolution and sensitivity
of the experimental set up. However, we will use nmin = 3× 106 m−1 as the
minimum resolvable density [86]. We will use this definition for lifetime as
it gives an absolute measurement, alternative definitions such as the half life
(the time taken for half of the cloud to be lost) will only give the time-scale
of the loss as opposed to a single definite value of lifetime.
The initial value of the density will, of course, depend on the total number
of atoms originally trapped. However, using the inequalities in equation
(5.17) it is possible to show that:
nmax =
3
8
1
as
= αnmin, (5.23)
where as is the s-wave scattering length and α is a parameter that defines
the ratio of the initial peak line density to the minimum resolvable density.
For 87Rb we can use equations (5.17) and (5.22) to show that the maximum
this can be is:
αmax =
3
8asnmin
min
{√
ωy
ωz
,
√
ωz
ωy
}
. (5.24)
If ωy = ωz then αmax = 23.15, i.e. the maximum number of atoms that
can be loaded into a trap in order to create a 1D condensate, produces a
peak line density roughly 23 times the minimum density. In section 5.4.4,
we will see that the lifetimes, counter-intuitively, are only weakly affected by
the exact value of α in the limit α≫ 1.
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To make the description of the lifetimes analytically tractable, we will
assume that as the condensate loses atoms it remains in the equilibrium
distribution given by equation (5.20) but with a decreasing chemical poten-
tial, i.e. the cloud is always described by a radial Gaussian distribution and
longitudinal Thomas-Fermi distribution.
5.4.2 Tunnelling Losses
In the near-surface trap described above, the trap can become greatly weakened
by the Casimir-Polder attraction resulting in a finite trap height that can
be low enough to allow both classical (Eatoms > Ubarrier) and quantum-
mechanical tunnelling losses (Eatoms < Ubarrier). We will calculate the rate of
this loss mechanism using the Gamow transmission method. This was first
used to calculate the tunnelling rate of protons in alpha-decay [87], [88] and
can be extended to calculate transmission probabilities through any arbit-
rary potential. To do this, we first calculate a spatially-varying tunnelling
wavevector for the atoms, which is then used to find the transmission prob-
ability for the atoms travelling through the finite trap barrier. Due to the
1D nature of the condensate, the atoms can only be in one trap level (and so
Eatoms = ~ωz/2). The tunnelling wavevector can therefore be calculated as:
k(z) =
1
~
√
m (2U(z)− ~ωz), (5.25)
where U(z) is the potential in the z direction. To make U(z) independent
of x and y, we set U({x, y} = 0, z), as the peak density lies along the z axis.
We can then calculate a transmission probability:
T =
∣∣∣∣exp
(
−2
∫ zb
0
k(z)dz
)∣∣∣∣ , (5.26)
where z = 0 is defined as the position of the trap minimum and zb is the
point at which U = 0 on the surface side of the barrier, as shown in figure
5.2. This probability can then be used to find the tunnelling loss rate:
dntunnel
dt
= −Tωz
2π
nline,0. (5.27)
The lifetime due to tunnelling loss alone is given by:
τtunnel =
2π
Tωz
log(α). (5.28)
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5.4.3 Three-Body Losses
As described above, the three-body loss rate is given by:
dn
dt
= −K3n(x, r)3. (5.29)
The three-body loss rate can then be calculated in terms of a line density
via a similar radial integration as used earlier:
dn3B
dt
= −K3
n3line,0
3π2l4r
. (5.30)
We can integrate this rate to determine the lifetime:∫ nmin
αnmin
dnline
n3line
= − K3
3π2l4r
∫ τ3B
0
dt, (5.31)
which gives a lifetime due to three-body losses:
τ3B =
3π2l4r
2K3n2min
(
1− 1
α2
)
. (5.32)
5.4.4 Total Lifetime
The lifetime of the atoms will be affected by both tunnelling and three-body
loss mechanisms can be found using:
dntot
dt
=
dntunnel
dt
+
dn3B
dt
, (5.33)
which can be solved to determine the lifetime due to both losses:
τtot =
π
Tωz
log

 1 + 2n2minK33πTωzl4r
1
α2
+
2n2minK3
3πTωzl4r

 , (5.34)
which, as previously stated, is only weakly related to the initial atom
density ratio α.
5.4.5 Rate of Decay of the Atom Cloud
So far, we have only considered the initial and final densities of the condensate
which give a range of surface separations required to attain a specified lifetime
of an atom cloud for a given trap frequency. We can, however, integrate
equation (5.33) in order to obtain, firstly, the line or area density versus time
and then use this to calculate how the atoms are lost through three-body
collisions or tunnelling. To simplify the maths, we note that the general
form of the total loss rate is:
dn
dt
= −An3 − Bn (5.35)
where A and B can be found from equations (5.30) and (5.27) and the
subscript line has been dropped for brevity. This total rate of loss can then
be integrated to find the line density at any point in time, t:
n(t) =
[(
1
α2n2min
+
A
B
)
e2Bt − A
B
]−1/2
(5.36)
where no is the initial density. Using equation (5.36, we can then calculate
the total density lost through both mechanisms:
∆n3B(t) =
√
B
A
(−A1 + A2 − A3 + A4) (5.37)
and
∆ntunnel(t) =
√
B
A
(A3 − A4), (5.38)
where:
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A1 =
[
−1 + e2Bt
(
1 +
B
An2o
)]−1/2
A2 =
[
B
An2o
]−1/2
A3 = tan
−1
[√
−1 + e2Bt
(
1 +
B
An2o
)]
A4 = tan
−1
[√
B
An2o
]
. (5.39)
5.4.6 Results for 1D Condensates
Figure 5.5 shows colour maps of the total lifetimes given by equation (5.34).
The plots show the base 10 logarithm of the total lifetimes (hotter colours
show longer lifetimes) versus the trap frequency, ωz, (which for simplicity we
assume to also equal ωy) and the effective trap centre to surface distance,
∆. We can see that all three surfaces give similar looking lifetime plots,
with very large lifetimes for traps with low frequencies (∼ 2π 10 kHz)and
large atom-surface separations (∆ & 0.9 µm). Similarly, they all show very
low lifetimes for all frequencies, if the traps are very close to the surface,
(∆ . 0.2 µm). This is primarily because the tunnelling probabilities are
bounded, 0 ≤ T ≤ 1, and given by high-order dependencies on ∆ and ωz.
Therefore, there are large regions in parameter space for which T → 0 or 1
for each surface.
Secondly, the coupling between the two loss mechanisms diminishes the
differences between tunnelling losses due to the different Casimir-Polder
forces for each surface. Simply put, if atoms aren’t lost through tunnelling
then the density stays higher and they are lost through three-body collisions
instead. Therefore, bulk silicon nitride may cause a smaller Casimir-Polder
attraction than membrane silicon nitride, resulting in less tunnelling losses,
however this will result in larger three-body losses which will negate the
difference.
However, in the region ∆ ∼ 0.4 µm and ωz ∼ 2π 20 kHz there is a
significant difference in the lifetimes. For these parameters, we can see that
the membrane and bulk SiN surfaces behave in the same way (as CT5 /z ≈
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Figure 5.5: Total lifetime of a 1D 87Rb condensate held at a distance ∆
from a) bulk SiN, b) membrane SiN and c) graphene surfaces as given by
equation (5.34). Dashed curves separate regions where three-body or surface
tunnelling dominates the loss (as labelled). White regions in the top right-
hand corner are due to T ≈ 0 and τtot →∞.
Figure 5.6: Log-log plot of constant lifetimes for a 1D 87Rb condensate held
above a graphene (light blue), SiN membrane (dark blue) and bulk SiN (red)
surface. The lines are plotted for total lifetimes of 5 ms (solid lines), 10 ms
(dashed lines), 100 ms (dash dot lines) and equal three body and tunnelling
losses (dotted line).
C4). However, the stronger ∆ dependence causes greater losses above the
membrane as the barrier widths, zb, are thinner and the attraction is more
sensitive to changes in ∆. Conversely, the graphene surface produces a much
smaller Casimir-Polder potential in this region (20−40×C4.238/z0.238 ≈ C4),
which allows for much smaller surface separations than either SiN surface.
Also, due to its smaller power law relationship, the lifetimes above graphene
decrease slower with decreasing ∆.
We can see clearer differences if we compare the lines of constant lifetimes,
i.e. points in this parameter space described by the surface-trap separation
required for each trap frequency in order to produce a given total lifetime.
The log-log plot of figure (5.6) shows the total lifetimes of 5 ms (solid lines),
10 ms (dashed lines), 100 ms (dash dot lines) and equal three body and
tunnelling losses (dotted line) for a 87Rb cloud held above a graphene (light
blue), SiN membrane (dark blue) and bulk SiN (red) surface.
On this scale we can see more clearly that graphene surfaces allow for
much closer trapping to a surface and SiN membranes require larger atom-
surface separations than bulk SiN to attain these lifetimes. All of these
effects are greatly increased for higher ωz and smaller surface-trap distances
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Figure 5.7: Total (solid lines), 3 body (dot dashed lines) and tunnelling
(dashed lines) losses for a tunnelling loss dominated trap (red, ωz = 2π 3
kHz and ∆ = 1 µm) and 3 body loss dominated trap (blue, ωz = 2π 70 kHz
and ∆ = 0.33 µm) above a SiN membrane, both of which have a lifetime of
750 ms.
and the lifetimes for all surfaces diverge entirely for ωz > 2π40 kHz and
∆ < 400 nm. This divergence indicates the parameter region required for
accurate measurement of comparative Casimir-Polder surface interactions.
Lastly, figure 5.7 shows the change in line density due to three-body losses
(dot dashed lines) and tunnelling losses (dashed lines) when tunnelling losses
dominate (red) due to a low trap frequency, ωz = 2π 3 kHz, situated far from
the surface ∆ = 1 µm. This is compared with a trap that is dominated by
three-body losses (blue), with tight trapping frequency ωz = 2π 70 kHz close
to the surface, ∆ = 0.33 µm. Both of which are above a SiN membrane and
have a lifetime of 750 ms.
This figure shows that although the two traps have identical lifetimes, the
nature of the loss for both traps is very different. The three-body losses cause
atoms to be lost rapidly: in figure 5.7, 80% of the tightly trapped atoms are
lost in the first 100 ms. This is because the rate of loss is proportional to
a higher power of the line density than tunnelling losses. Therefore, traps
that are three-body loss dominated aren’t favourable as too many atoms
are lost before any atom-surface interaction has taken place. Due to the
numerical nature of our evaluation of the tunnelling rate T it is not possible
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to a priori define a set of trapping parameters that will be dominated by one
loss mechanism or the other. Whilst figure 5.5 allows us to note in general
that large frequency, large surface-separation, traps will be three-body loss
dominated and, conversely, low frequency, small surface separation, traps will
be tunnelling loss dominated, for more quantative analysis we have to use
equations (5.37) and (5.38) for any given trap parameters.
5.5 2D Condensates
We now consider harmonic traps that fulfil the conditions:
5~ωx,y < µ <
3
2
~ωz. (5.40)
This produces a so called ’pancake’ shaped condensate, whose plane is
parallel to the surface.
Figure 5.8: Iso-density plot (red) of a T = 0, 2D 87Rb condensate with trap-
ping frequencies ωx,y,z = 2π[0.78, 3.87, 1205] kHz, ∆ = 626 nm above bulk
silicon nitride (blue). The parameters were chosen to give τ3B = τtunnel = 10
ms.
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Figure 5.8 shows a schematic of the system, showing the iso-density of
a 2D condensate (red) close to a surface (blue) of bulk silicon nitride. As
earlier, the parameters were chosen to give a balance of tunnelling losses and
three-body losses, which for a 2D condensate will be described in section 5.6.
As for the 1D condensate, the surface separation is much smaller than the
size of the condensate (2xTF/∆ ∼ 50). However, due to the more relaxed
requirements on the trapping frequencies, we are able to trap much closer
(∆1D/∆2D ∼ 3), for the same lifetimes.
Using similar techniques as before, we use the Thomas-Fermi density:
n(x, y, z) =
1
g
(
µ− mω
2
x
2
x2 − mω
2
y
2
y2
)
e
− z2
l2z (5.41)
to find the line density
nline(x) = 4
∫ yTF
0
∫ ∞
0
n(x, y, z)dzdy
=
√
πmω2ylz
g
(
2
3
√
2µ
mω2y
− ω
2
x
ω2y
x2
)
. (5.42)
The peak line density is then:
nline(x = 0) = nline,0 =
ωz
3asωy
√
2
π
(
µ
~ωz
)3/2
. (5.43)
The limits on the initial density can then be found, as earlier, by setting:
µ =
(
3asnline,0ωy
ωz
√
π
2
)2/3
~ωz, (5.44)
which gives:
αmax = 0.168
ωz
ωy
. (5.45)
5.5.1 Three-Body Losses
We can use exactly the same method given above to calculate the three-body
losses:
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dn3B
dt
= − πK3
530
√
3l4za
2/3
s
(
6nline,0
π
)7/3(
ωy
ωz
)4/3
(5.46)
and the corresponding lifetime:
τ3B =
420
√
3l4za
2/3
s
πK3
(π
6
)7/3( ωz
nminωy
)4/3(
1− 1
α4/3
)
. (5.47)
5.5.2 Tunnelling Losses
These are identical to the 1D tunnelling losses, as we are still assuming that
all atoms are in the non-interacting groundstate in the z direction and so
equations (5.27) and (5.28) will also be valid for a 2D condensate.
5.5.3 Total Lifetime
We can use the same general addition of the loss rates as equation (5.33) to
find the total lifetime for a 2D condensate:
τtot =
3π
2Tωz
log

 1 +
K3
280
√
3T l4z
(
67ω4yn
4
min
πa2sω
7
z
)1/3
1
α4/3
+ K3
280
√
3T l4z
(
67ω4yn
4
min
πa2sω
7
z
)1/3

 . (5.48)
5.6 Area Density Lifetimes of 2D Traps
The line density relations given above require both ωy and ωz to be useful
and, using an approximate form of the total lifetime:
τtot ≈ 3π
2Tωz
log
[
280
√
3T l4z
K3
(
πa2sω
7
z
67ω4yn
4
min
)1/3]
, (5.49)
we can see that the lifetimes will be increased by increasing ωz and de-
creasing ωy. Physically, this can be explained by the need to increase the
frequency in the surface direction to lessen tunnelling losses, whilst attempt-
ing to lower all other frequencies to keep the density and three-body losses
to a minimum.
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This makes the loss rate a 3D parameter (ωy, ωz and ∆) problem. How-
ever, we can reduce this back to 2 parameters by considering the peak area
density, given by:
narea,0 = 2
∫ ∞
0
n({x, y} = 0, z)dz = 1
4
√
πaslz
µ
~ωz
. (5.50)
We then define the lifetime by using the minimum resolvable area density,
nmin,area = n
2
min = 9×1012 m−2 and α = narea,0/n2min. Using the area density
and the right hand side of condition (5.17) we find:
αmax = 6.1852
√
ωz. (5.51)
Analogous three-body loss rates and lifetimes are given by:
dn3B
dt
= −K3n
3
area,0√
3πl2z
(5.52)
and
τ3B =
√
3πl2z
2K3n4min
(
1− 1
α2
)
. (5.53)
The tunnelling loss rates and lifetimes are, as always:
dntunnel
dt
= −Tωz
2π
narea,0 (5.54)
and
τtunnel =
2π
Tωz
log(α). (5.55)
Combining the two loss rates, we can obtain a total lifetime:
τtot =
π
Tωz
log

 1 + 2K3n
4
min√
3Tωzl2z
1
α2
+
2K3n4min√
3Tωzl2z

 . (5.56)
In this case, the lifetimes are defined by a single frequency, ωz, and the
surface-trap separation, ∆, via the transmission probability T .
The area density will decrease in time in the same manner as the 1D line
density, given in equations (5.36,5.37,5.38), with A and B taken from the
area density three-body (5.52) and tunnelling (5.54) loss rates, respectively.
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5.6.1 Results for 2D Condensates
Figure 5.9 shows the total lifetime of a 2D, T = 0, cloud of 87Rb atoms held
above a) bulk SiN, b) a SiN membrane and c) graphene for varying trap
frequencies, ωz, and trap-surface separations, ∆. As we previously found for
1D clouds, holding atoms above the three surfaces generally gives the same
results because the coupling of the two loss mechanisms acts to diminish the
difference in the atom-surface attractions. In 2D, this effect appears to be
increased, as now the lifetimes above all three surfaces look relatively similar
(note the now identical colourbars in figure 5.9). However, the qualitative
relationships found earlier still appear to hold, with bulk SiN causing less
atom loss than the membrane, whilst graphene allows the longest lifetimes.
Figure 5.9 also shows that, for a given trap frequency and atom-surface
separation, higher lifetimes can be achieved using 2D rather than 1D con-
densates. This is especially apparent for higher trap frequencies, as figure
5.9 shows a much slower decrease in lifetime at higher trap frequencies for
all surfaces.
As seen for the 1D condensate, the differences between surfaces are made
clearer if we compare the loci of constant lifetimes. The log-log plot in figure
5.10 shows the total lifetimes of 5 ms (solid lines), 10 ms (dashed lines), 100
ms (dash dot lines) and equal three body and tunnelling losses (dotted line)
for an 87Rb cloud held above a graphene (light blue), SiN membrane (dark
blue) and bulk SiN (red) surface.
Figure 5.10 shows that the divergence for the three surfaces appears more
gradually and at larger trap frequencies (ωz > 2π60 kHz) and smaller sep-
arations (∆ < 320 nm) than the region required for the 1D condensate, as
shown in figure 5.6. This would make it harder to investigate comparative
Casimir-Polder surface interactions in this configuration.
5.7 3D Condensates
If the conditions in equation (5.17) can’t be upheld then we must use a fully
3D condensate. This comes with the requirement that:
5~ωx,y,z . µ. (5.57)
Anything in between the conditions in (5.17) and (5.57) can be thought
of as quasi-1D and the lifetimes can only be accurately calculated using more
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Figure 5.9: Total lifetime of a 2D 87Rb condensate in a harmonic trap held
at a distance ∆ above a) bulk SiN, b) membrane SiN and c) graphene sur-
faces. Dashed curves separate regions where three-body or surface tunnelling
dominates the loss (as labelled). White regions in the top right-hand corner
are due to T ≈ 0 and τtot →∞.
Figure 5.10: Log-log plot of constant lifetimes for a 2D 87Rb condensate held
above a graphene (light blue), SiN membrane (dark blue) and bulk SiN (red)
surface. The curves are plotted for total lifetimes of 5ms (solid lines), 10ms
(dashed lines), 100ms (dash dot lines) and equal three body and tunnelling
losses (dotted line).
numerical means.
Whilst three-body losses can be calculated in a very similar manner to the
1D condensate, the rate at which atoms are lost through tunnelling is greatly
complicated for a 3D condensate. This is because the energy available for
the particles to tunnel through the barrier is now a function of the chemical
potential, meaning that the transmission probability T will be a function of
the line or area density. Therefore, the only accurate method of calculating
the lifetime will be entirely numerical.
Lastly, in order for the 3D condition given above to be fulfilled, either
all the trapping frequencies, including ωz, must be very low, producing ex-
ponentially large tunnelling losses, or the initial chemical potential must be
very large. However, as the condensate depletes, depending on the frequency
ratios ωx/ωz and ωy/ωz the condensate will almost certainly alter from 3D
to 2D to 1D and so any analytical 3D lifetime will not be accurate for longer
times.
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5.8 Conclusion
In this chapter we have seen that atoms can be held for long times (τtot ≫ τz)
above different surfaces. Large, but realistic, trapping frequencies are needed
to overcome the Casimir-Polder attraction between the neutral atoms in the
cold cloud and those in the surface. However, the high resulting condensate
densities cause three-body recombination losses, which have to be balanced
with surface losses to find optimum parameter ranges for the trap frequencies
and surface-trap centre separations.
The results we have produced (primarily figures 5.5 and 5.9) are in good
quantitative agreement with previous experimental findings, [72, 74]. How-
ever, we have been able to expand this knowledge over a much larger para-
meter range in order to show the trap frequencies and condensate dimen-
sionality required for much decreased atom-surface separations. Whilst other
additional parameters (atom species, atom state and additional electric and
magnetic fields) could be used to alter these results, we have shown that the
intrinsic interaction in a typical BEC experiment can be overcome.
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Chapter 6
Coupling of a BEC to an
Oscillating Cantilever
6.1 Introduction
The coupling discussed in the previous chapter, dealt with atoms interacting
with a stationary surface. The only motion was atoms leaving the trap due
to both three-body losses and surface attraction overcoming the trapping
potential. In this chapter, we will investigate the effects of an oscillating
surface coupled to a harmonically trapped cloud of atoms.
Micro-mechanical and nano-mechanical oscillators have been created with
mechanical properties that can be observed to a high degree of accuracy,
primarily in terms of oscillation amplitude and frequency. These have been
shown in a multitude of experiments [89–91].
The following investigation is based on an experiment carried out in which
a harmonically-trapped BEC was coupled to an oscillating SiN cantilever via
the Casimir-Polder attraction explained in chapter 5, [70]. In the experiment,
the condensate was first moved close to the un-driven cantilever and the atom
loss rate was measured. The results were quantitatively similar to the results
given in the previous chapter. Secondly, using a piezoelectric crystal, the
cantilever was driven to oscillation. By changing the trap frequency of the
atoms, the experimentalists showed a broad range of excitations by studying
the amount of atoms lost from the trap.
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6.1.1 Perpendicular Driving and Atom Loss
Perpendicular Experimental Set Up
Figure 6.1: Experimental set up (adapted from [70]) showing the wires (yel-
low) required to make the harmonic trap which held a cloud of 87Rb atoms
(red) a distance, ∆, above the cantilever (blue).
Figure 6.1 shows a schematic of the physical arrangement for the experi-
ment mentioned above. The atoms (red) are placed in a harmonic trap with,
typically, ωx,y,z = 2π[10.4, 0.8, 10.5] kHz, though as explained ωz is changed
to cover a range of frequencies. This trap can be held at varying distance
∆ from the SiN cantilever (blue), which is driven into resonant excitation in
the z direction with a frequency of ωc = 2π 10 kHz and a typical amplitude
of δ = 120 nm. The figure also shows the wire structure (yellow) and cur-
rents (ID and II) which, along with By and Bx (blue) the components of the
additional homogeneous bias field, are required to create the trap magnetic
field. The faint red lines show the path of the readout laser used to measure
the magnitude of oscillation of the cantilever.
We will call this arrangement the “perpendicular” set up as the condens-
ate motion is excited in the z direction, perpendicular to the x− y plane of
the cantilever. In order to create a simple model of this excitation, we will
make the following assumptions: the atoms are weakly driven, so ∆ ≫ δ,
and the driving potential is constant over the expanse of the cloud in x and
y.
Then the Casimir-Polder potential can be described by:
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UCP (z, t) = − C4
[∆ + z + δ cos(ωct)]
4 , (6.1)
where we have used the same 4th order power law as shown in table 5.2.
This can then be expanded in the same manner as section 5.2.1 to give a
total potential in z:
Utot =
mω2zz
2
2
− 20C4
∆6
zδ cos(ωct), (6.2)
where ωz is the final, effective, trapping potential created by an initial,
tighter trap that is weakened and shifted by the surface attraction. This ap-
proximation requires that we use the 2nd order terms in the expansion around
(z+ δ cos(ωct))/∆ = 0 in order to couple the time dependent oscillation with
the z position. Even so, the interaction between the condensate and the can-
tilever is linear in δ cos(ωct), which will allow the equations of motion to be
solved analytically. Lastly, in this linear driving regime, the force due to the
oscillating cantilever will be entirely resonant with ωc. If more terms were
required in the expansion in equation (6.2) then 2, 3, 4... × ωc terms would
enter into the dynamics.
Surface Adsorbates
In the previous experiment [70], the atoms were first moved towards an un-
driven (δ ≈ 0) cantilever. The results revealed losses from the trap for any
surface-trap separation < 1 µm and complete loss for ∆ . 0.5 µm. This
agrees quantitatively with the results given in the previous chapter (section
5.4.6) for a 1D condensate held in an ωz = 2π 10 kHz trap above bulk SiN,
as shown in figure 5.5a.
Next, the experimentalists used a piezoelectric crystal to resonantly excite
motion in the cantilever. Then, by changing the atoms’ trap frequency,
resonant and non-resonant motion was excited. In order to quantify the level
of excitation, the experimentalists simply observed a qualitative comparison
of atom losses from the trap for the different frequencies. However, as they
note in their investigation, whilst carrying out this experiment, many of
the atoms lost from the trap will have been deposited onto the cantilever.
This is an issue as the Casimir-Polder interaction is greatly effected by such
contamination [92]. From their data, the experimentalists extrapolated that
the layering of the 87Rb atoms on the cantilever resulted in a 200(±100)
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times increase in the strength of the Casimir-Polder attraction. However,
this was calculated from a relatively simple loss model, which did not take
into account the excitation explicitly.
Figure 6.2: Atoms remaining in traps of varying perpendicular frequency ωz
after 20 ms of excitation from a cantilever driven to oscillate with δ = 120
nm and ∆ = 1.6 µm. Ceff4 = 200C4 to account for the cantilevers surface
contamination.
Figure 6.2 shows the results of a full PGPE simulation in which we cal-
culated the number of atoms remaining in traps of different perpendicular
frequency, ωz, after they have been excited for 20 ms with a cantilever os-
cillating with δ = 120 nm at a distance ∆ = 1.6 µm and a fixed cantilever
frequency 2π 10 kHz. To increase the accuracy of the results, the non-
approximate form of the Casimir-Polder potential, given in equation (6.1),
was used and an increased C4 value was calculated in order to simulate the
effect of the metal coatings placed on the cantilever [70]. To account for the
surface contamination, Ceff4 = 200C4 was also used to determine the surface
potential.
The results in figure 6.2 show that there is a wide range of frequencies,
0.85 < ωc/ωz < 0.96, that will cause the atoms to be excited out of the
trap. This is due to the large Casimir-Polder surface potential, which causes
a substantial distortion of the trap potential: an effect that increases as
the cantilever moves towards the surface as it oscillates. It can be shown
using equations (5.8) and (5.12) that this causes an initially resonant trap,
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to have an effective frequency which varies around 0.85 < ωc/ωz < 0.97 as
the cantilever oscillates. This frequency regime is exactly where the atom
loss occurs in figure 6.2.
The results from the previous experiment do not show this resonant fre-
quency broadening, instead only a thin peak is seen around 0.98 > ωc/ωz >
1.02. This indicates that the simple model used by the authors of [70] was
not sufficient to account for the excitation of the atoms and/or that sur-
face contaminants play a large role in altering the Casimir-Polder potential.
However, they also indicate that increased atom losses and stronger surface
attraction causes greater uncertainty in the position of the trap which, as
previously indicated, can have a large effect on atom loss. Therefore, a sys-
tematic overestimation of ∆, as well as an increased surface attraction, could
be a better candidate to explain the experimental results.
In order to model the excitation and loss of atoms in an interacting system
that is not described by a 1D condensate, we used an imaginary potential.
This acted to rapidly diminish the mean-field wavefunction in the region
z < 2zb. This method of atom loss has been previously used with great
success and appears to give reasonable results that don’t alter with small
variations to the imaginary potential depth or position [83,93].
6.2 Thermal Cantilever Oscillation
A primary objective in the coupling of micro-mechanical devices to cold
atoms is to carry out state manipulation and readout between the two very
different systems. However, there is a large issue with coupling these together.
Atoms can be effectively isolated from their environments and cooled to tem-
peratures low enough to cause macroscopic occupation of the groundstate (i.e.
Bose-Einstein condensation). Conversely, micro-mechanical structures can-
not be so effectively isolated from their environments, and due to their much
larger size, the typical energy scale at thermal equilibrium is prohibitively
large when trying to cool them to degeneracy. There has been some suc-
cess in cooling and manipulating these sizeable structures [94–96]. Typically,
however, the experiments are carried out on smaller nano-scale devices and
require the structures to contain electronic devices and other complicated
mechanisms, unlike the solid SiN cantilever used in this investigation.
In the following section, we consider how thermal oscillation of the can-
tilever can excite motion in resonantly-coupled trapped atoms. Firstly, by
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investigating the perpendicular experimental system described in the previ-
ous section, and then by suggesting a different approach that builds on the
stochastic motion discussed in chapter 3.
Equations of Motion
For the following investigation, we consider a classical set of non-interacting
(g = 0) particles, initially at rest at the centre of the effective trap. These
will be driven by a cantilever that is in thermal equilibrium with its environ-
ment, which has previously been shown to be well described by the classical
equation of motion:
z¨c = −ω2czc − γdz˙c +
Fth
Meff
(6.3)
and:
z˙c =
pc
Meff
, (6.4)
where zc is the position of the tip of the cantilever, γd is the damping
coefficient for the system, Fth is thermal excitation due to the environment
and Meff is the effective mass of the cantilever. There are many derivations
of these equations of motion, mostly concerned with creating accurate models
for scanning tunnelling microscopy [97–99]. However only the key results will
be given here.
The effective mass of the cantilever can be found by halving the usual
relation for the unsupported total mass:
Meff =
1
2
ρLxLyLz. (6.5)
The damping co-efficient is given by:
γd =
kBT
~Q
, (6.6)
and the thermal noise is defined by a power spectral density given by:
F 2th = 4kBTγdMeff , (6.7)
where Q is the quality factor of the cantilever and accounts for the ef-
fects of the environment, which is treated as an infinite thermal bath at
temperature T .
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The equations of motion can then be solved to yield:
zc = δth sin(ωct), (6.8)
where the thermal oscillation amplitude is given by:
δth =
√
kBT
Meffω2c
. (6.9)
For the cantilever used in the perpendicular experiment [70] which has
Meff = 5 ng, ωc = 2π 10 kHz, T = 300 K and δth = 133.8 pm. This
is substantially less than the 120 nm driven oscillation amplitude and so
it isn’t immediately obvious that it will cause any great excitation in the
trapped atoms. To calculate the effects of the cantilever analytically, we can,
using the potential given in equation (6.2), create the equations of motion
for the atoms:
z¨ = −ω2zz +
Fo
m
cos(ωzt) (6.10)
and:
z˙ =
pz
m
, (6.11)
where the force constant is given by:
Fo = 20
C4
∆6
δ. (6.12)
.
It is straightforward to show that the equations of motion are solved by:
z =
Fot
2mωz
sin(ωzt). (6.13)
From this, the energy of the atoms is given by:
Ea(t) =
mω2z
2
z2 +
p2z
2m
− Foz cos(ωzt)
= 50
C24δ
2
m∆12
[
t2 − 2 t
ωz
cos(ωzt) sin(ωzt) +
sin2(ωzt)
ω2z
]
. (6.14)
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The prefactor in equation (6.14) shows that the key parameter in the
atom-cantilever coupling is the trap-surface separation, due to the high power
law relationship. Therefore, in order to obtain similar results for both the
driven and thermal cantilever, the cantilever-trap separation must satisfy:
∆th ≈ ∆dr (δth/δdr)1/6 , (6.15)
where the subscripts th and dr denote the thermal and driven parameters
respectively. Using the values given above, this would require a trap surface
separation of ∆th = 331 nm, a little over 20% of the driven value. Whilst
this separation is not entirely prohibitive, the results in the previous section
show that it would cause significant atom losses due to tunnelling, which will
be greatly increased by the excitation of the atom cloud.
Therefore a balance must be struck which allows the atoms to be held
close enough to the cantilever to allow as much heating as possible without
too much atomic loss. To quantify this balance, we will calculate the total
energy of the atom cloud, taking into account a time-dependent number of
atoms:
Etot = N(t)Ea(t). (6.16)
The number of atoms remaining at time, t, can be calculated using a
similar method as equation(5.27):
N(t) = No exp
[
−2πωx
∫ t
0
T [Ea(t
′)]dt′
]
, (6.17)
where No = 2, 000 is the initial number of atoms used in the experiment
and we have now used a continuum approach to loss for atoms of energy Ea
rather than assuming they are in the groundstate or any quantised harmonic
oscillator level. The atomic loss due to a finite barrier also requires that we
implement an upper bound on Ea, as the trap potential (shown in figure 5.2)
is very anharmonic as it approaches the barrier height Ub, which means that
any atoms excited to Ub will simultaneously be short lived and anharmonic.
This requires that max[Ea(∆)]t ≤ Ub(∆). We will also assume that three-
body losses are negligible as the atom density used in the experiment was
relatively low and so few atoms would be lost in this manner.
To quantify the level of coupling between cantilever and the atom cloud,
we will use the average power transferred between the cantilever and the
atoms:
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P (t) = N(t)
Ea(t)
t
. (6.18)
For strong coupling, we require that the energy transferred between the
atoms and the cantilever is larger than the energy transferred to the cantilever
from its surroundings. It is in this regime that state manipulation, transfer
and readout can be carried out on the cantilever, as the energy in the system
will be entirely dictated by the initial conditions of the cantilever and atoms
without incoherent noise destroying any information we wish to exchange
with the cantilever.
From the thermal damping relation given in equation (6.6), we can see
that the energy lost from the cantilever, over one oscillation period, at equi-
librium, must be:
Edamp = −kBT
Q
. (6.19)
Therefore, in order to continue oscillating with the same amplitude, the
thermal bath of phonons present in the large coupled support structure, used
to hold the cantilever in place, must equal this loss. Therefore, the average
thermal power is given by:
Pth =
kBTωc
2πQ
. (6.20)
For the cantilever used in the above experiment, Pth = 1.92× 105~ωz/τz.
This unit system shows that 1.29×105 phonons, of average energy ~ωz, enter
the cantilever every oscillation period, τz.
Figure 6.3 shows the results of using equations (6.14) and (6.18) to calcu-
late the average power transferred from the cantilever to the trapped atoms
versus time and for a range of surface-trap centre distances. The atoms are
given initial energies of ~ωz/2 to replicate the QHO groundstate and the trap
geometries are as above. With varying atom-cantilever separation, there are
three distinct regions separated by the white dashed lines. Firstly, when
∆ < 0.45, µm the surface attraction destroys the trapping potential entirely
and so the atoms immediately leave the trap before any heating can take
place. The second region, 0.45 µm < ∆ < 0.625 µm, allows some heating
of the atoms before they leave the trap. This results in two regimes. For
lower ∆, the heating rate is initially very high due to the finite time taken
to lose atoms from the trap. For larger ∆, there is slower heating than the
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Figure 6.3: Plot of average power exchanged between cantilever and atoms, P
versus t and surface-trap centre separation ∆. Labelled regions show instant
trap loss for small ∆, intermediate atom loss due to excitation (including
regions where the heating is greater than the loss rate due to the finite time
required for loss and the opposing region) and the large ∆ region where low
heating and negligible loss occurs.
loss rate and so very little power transfer. The last two regimes both reach
a steady state at longer times due to heating, atom loss, and the Ub limit of
trap harmonicity. The third regime occurs at very large separations, where
almost no atoms are lost from the trap. However, increasing ∆ reduces the
driving due to the cantilever, resulting in very little heating. Figure 2 of [70],
which shows the fraction of atoms remaining when held near a thermal oscil-
lating cantilever, agrees strongly with these results. However, as explained in
the reference, the thermal part of the atom cloud, along with the increased
surface attraction due to adsorbates, caused a broadening of the loss rates
measured in the experiment.
Figure 6.3 shows that there is no possible surface-trap separation where
this experimental set up could allow for coherent exchange between the can-
tilever and the condensate, as the power transfer rate is, at maximum, only
∼ 102~ωz/τz, which is much less than the 105~ωz/τz required. Secondly, this
transfer rate needs to be near instantaneous and remain for the majority of
the interaction in order to allow the cantilever to feel the presence of the con-
densate. Therefore, even using a cryogenicaly-cooled cantilever with a higher
quality factor, (T = 5 K and Q = 80, 000 [100]) so that Pth ∼ 103~ωz/τz,
would not allow P > Pth.
6.3 Parallel Driving Configuration
We now propose a different experimental configuration which should allow
for much greater power transfer between the condensate and the cantilever.
The largest issue with the perpendicular arrangement, described above, is
the resonance requirement ωz = ωc. This ensures that the trap must have a
fixed trap frequency in the surface direction, z, which greatly constrains the
possible trap-surface separations.
Figure 6.4a) shows an alternative arrangement, which uses a cigar-shaped
condensate (red) with ωx = ωc, which allows ωz to be much greater than in
the previous experiment. Thereby allowing the condensate to be placed much
closer to the cantilever (blue) and increasing the δ/∆ ratio. Figure 6.4b)
shows the previous experimental set up for comparison. The restriction that
ωz = ωc limits the minimum value of ∆, as shown by the results of figure 6.3.
In addition, this ‘parallel’ configuration is useful because, in the limit of
no interactions, the atom motion wont be excited in the z direction and so
the atoms won’t escape the trap any faster than the low energy groundstate
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Figure 6.4: Schematic of a) parallel trap-cantilever orientation, in which
the condensate is confined tightly in the z direction in order to minimize
∆parra, b) perpendicular orientation used in [70], which sets ωz = ωc, requir-
ing ∆perp > ∆parra in order to trap atoms for experimentally useful lifetimes.
will allow. This means that the primary readout method will not be the
loss of atoms, which pollutes the cantilever and leaves small signal-to-noise
ratios. Instead, readout will be via the direct observation of the condensate
motion and energy distribution, allowing for much greater information to be
ascertained.
However, the energy transferred also depends on how long a large number
of atoms can be held. Therefore, we can further aid the coupling by vastly
increasing the number of atoms that can be held for longer times. As shown
in previous discussions of atom-cantilever interactions, this attempt to over-
come the incredible mass disparity between these two systems is a reasonable
method to increase their coupling [69]. To do this, we assume that the trap
frequency in the y direction is low enough that we are in the 2D regime, as
defined in the previous chapter, section 5.5. To ensure there are no edge
effects, we will then make the following restriction:
ωy ≤ 2
Ly
√
2µ
m
. (6.21)
Then, using a large, but experimentally viable, perpendicular trap fre-
quency ωz = 2π 70 kHz [101], we need to find the optimal separation that
will cause large driving whilst allowing the trap to hold a large number of
atoms for a significant amount of time.
The initial number of atoms that are placed in the trap is calculated
by fully integrating the 2D atom density in equation (5.50) with a chemical
potential that satisfies the requirements in equation (5.40). This produces a
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condensate with No = 15.5 × 103 atoms, less than one order of magnitude
greater than those used in the previous experiment. Therefore any increase
in coupling cannot simply be attributed to an increase in atom number.
6.3.1 Cantilever Oscillation Modes
Aligning the atoms along the cantilever will also allow the spatial form of the
cantilever’s flexing to play a role in the coupling between the two systems.
As explained above, there are many texts that derive the motion of a canti-
lever and its profile as it oscillates [99]. We summarise the key results here.
Cantilevers can flex in series of quantized modes given by:
zc(x) = δ sin(ωnt)fn(x, L), (6.22)
where:
f(knl) = [cos(knx)− cosh(knx)]−
[
cos(knL)− cosh(knL)
sinh(knL)− sin(knL)
]
(6.23)
× [sin(knx)− sinh(knx)]
and L is the length of the cantilever. The wavevector of each mode, kn,
can be found from the solutions to:
cos(knL) cosh(knL) = −1, (6.24)
which go as kn ≈ (n + 1/2)π/L for larger n. The frequencies for each
mode are given by:
ωn = Bck
2
n, (6.25)
where Bc =
√
EY /12ρLz is a constant defined by the physical parameters
of the cantilever, EY is the Young’s modulus, ρ is the density and Lz is the
cantilever thickness. For the cantilever used in [70], these produce a ground-
state wavevector k1 = 9375 m
−1 and, using the accepted values for SiN, a
frequency of ω1 = 2π 17.5 kHz; much larger than that found experimentally.
However, this frequency relation doesn’t take into account the addition of the
metal layer to the cantilever, which makes the cantilever stiffer and denser,
hence lowering its oscillation frequency. Therefore, we use an altered EY /ρ
ratio to give ω1 = 2π 10 kHz, the value measured in the experiment [70].
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Figure 6.5: ai-v) Spatial profiles, fn(x), of the n = 1 − 5 flexing modes of a
cantilever fixed at x = 0, in arbitrary units. Note the increasing sinusoidal
nature with increasing n. b) Effective wavevector of the n = 1 mode. Har-
monic traps centred on x > 0.9L will be driven by an effective wavevector
greater than k1 (shown by red dashed line).
Figure 6.5ai-v) shows the spatial profiles of a cantilever oscillating in
modes n = 1− 5. The n = 0 mode has been omitted as this gives k0 = 0 and
ω0 = 0. For the lowest mode, it can be seen that the cantilever bends non-
linearly for low x and becomes more straightened as x ∼ L. This is shown
in figure 6.5b), which shows the effective wavevector, keff = dzc(x)/dx, with
position along the cantilever. For low x, this varies greatly and becomes
larger and constant near the end of the cantilever. Conversely, for higher n,
the cantilever modes become ever more sinusoidal. For the ensuing discus-
sion, we will assume that all oscillation of the cantilever takes place in the
groundstate n = 1 mode as higher modes are only minimally occupied by
thermal phonons [99].
This means that in the weak driving regime, ∆≫ δ, the force felt by the
atoms from the cantilever can be approximated by:
Fo =
4C4
∆5
δkeff (x+ xo), (6.26)
where xo, is position of the trap centre along the cantilever. Figure 6.5b
shows that for xo > 0.9L the wavevector, keff = 1.38× 104 m−1 is maximal
and independent of x. This will also allow the atoms to travel a distance
of 0.1L = 20 µm in their trap, along the cantilever, without ‘falling off the
edge’.
Lastly, we have omitted any z dependence in equation (6.26), as the
larger trapping frequencies in this direction will be far from resonance with
the cantilever oscillation frequency, thus limiting excitation along z.
Comparing equation 6.26 with the force from the perpendicular driving,
equation (6.12), we see that this actually produces a weaker force as keff ≪
1/∆. Therefore, if we wish to produce stronger coupling, we must compensate
by reducing the atom-surface separation by an amount:
∆para <
(
keff
∆6perp
5
)1/5
, (6.27)
where perp and para signify perpendicular and parallel separations. From
the results in figure 6.3, the optimum separation is around ∆perp ≈ 0.55 µm.
This means that, to be comparable, the separation in the parallel configura-
tion would have to be ∆para < 150 nm. The results in the previous section
show that this can only be achieved if the atoms are trapped for very short
times τexp ≪ 1τx or the perpendicular trap is tightened to a prohibitively
high frequency of ωz ≫ 2π 100 kHz.
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Cantilever Scaling Relations
Instead of decreasing ∆ to produce increased heating power, we can use
the previous cantilever relations to find more optimal cantilever dimensions.
First, as we have seen from the forced oscillator solutions:
Ea ∼ F 2o t2, (6.28)
where
Fo ∼ δkeff ∼ 1√
LxLyLz
1
ωx
1
Lx
. (6.29)
Therefore, the power goes as:
P ∼ EaN
t
∼ 1
L3xLyLzω
3
xωy
. (6.30)
where Lx = L is the cantilever length and Ly and Lz are the cantilever
width and thickness. Note that we have used the 2D condensate to approx-
imate the atom number. We can then relate the frequencies to the cantilever
dimensions using the wavevector and y-direction Thomas-Fermi relations:
ωx ∼ Lz
L2x
(6.31)
and
ωy ∼ 1
Ly
, (6.32)
which gives:
Pav ∼ L
3
x
L4z
. (6.33)
Finally, the value we wish to maximise is the ratio of the average power
to the incoherent thermal phonon power, which gives:
P
Pth
∼ L
9
x
L7z
. (6.34)
Therefore, in order to maximise the coupling, we need a long (large Lx),
thin (small Lz) cantilever. However, this may well push the cantilever into
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the thin-membrane regime and, hence, for Lz ∼ 100 nm we will need to use
the 5th order Casimir-Polder relation given in the previous chapter, section
5.2. This slightly alters the scaling relation to:
Pav
Pth
∼ L
9
x
L5z
, (6.35)
as a factor of Lz appears in the numerator of the force constant. Note
that Ly doesn’t appear, as a wider cantilever allows for more atoms to be
placed on top of it without edge effects, but is heavier which causes a drop
in the oscillation amplitude and power.
It has been shown that very thin, very high quality cantilevers can be
made. We will therefore use an extreme, but still viable, cantilever with
dimensions Lx,y,z = [200, 8, 0.04] µm [100,102,103].
Figure 6.6 shows the average power transfer from the cantilever to the
condensate, in the parallel configuration, for a range of trap-surface separ-
ations over an extended time 0 < t < 100τx. In general the average power
is typically 1000 times larger for this parallel configuration across all separa-
tions and for longer times than those found in the perpendicular experiment.
Power transfer is also improved by the increased atom number, but that
alone does not explain the size of the increase, which mainly results from
decreased losses at small atom-surface separation. However, we still see the
same large initial heating rates for very small ∆ due to the finite time taken
to lose atoms as explained in the previous section. Note that even for the
smallest separation, ∆ > 300δ, and so the weak driving approximation still
holds.
Figure 6.6 also shows the clear optimum region for atom-surface separa-
tions, ∆ ≈ 0.3 µm, which balances the losses due to the surface whilst also
compensating for the weaker parallel driving, resulting in Pav ≈ 105~ωx/τx.
The average atom loss rate is 0.22%/τx at this separation.
For a cantilever of these dimensions and a relatively high Q factor, Pth ∼
106~ωx/τx. Therefore we are below of the value required to completely over-
come the thermal driving of the cantilever. The thermal coupling of the can-
tilever could be overcome by using the high-order power in the scaling equa-
tion (6.35). By lengthening the cantilever further to 300 µm the maximum
power would jump to ∼ 107~ωx/τx and dominate the incoherent thermal
noise. This would lead to rapid cooling of the cantilever, on a scale that can
easily be detected by observing the change in amplitude of the cantilever’s
oscillation [104].
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Figure 6.6: Plot of average power exchanged between the cantilever and
atom cloud, P , versus time, t, and surface-trap centre separation, ∆, for
the parallel arrangement described above. Initial high heating rates at small
separations are due to the finite time taken for atom losses. The optimum
surface separation, which balances losses with large driving strength, occurs
when ∆ = 0.3 µm.
Lastly, we have ignored the back action on the cantilever from the atoms.
If the cantilever’s motion heats the atoms faster than the cantilever can re-
equilibrate, then the amplitude of the cantilever oscillation will diminish and
so will the heating rate. This could be modelled in a simple manner by
increasing the γth term in the cantilever’s forced-damped equation of motion
(6.3). However, this would only be correct when a steady state exchange of
energy between the thermal bath, the cantilever and the atoms is reached.
This would occur on very long timescales as the energies of the trapped atoms
and cantilever become comparable, which is not experimentally viable. A
more accurate model would need to include the transient, non-equilibrium,
dynamics when the tip of the cantilever is not in thermal equilibrium with
the bath, thereby producing a spatially dependant Fth.
However, even though P < Pth, this is still an exceptional feat consider-
ing the energy and mass disparity of these two systems. By analogy, cooling
a micromechanical system with a condensate is similar to using a room tem-
perature planet earth to cool something a hundred times the mass and core
temperature of the sun.
Quantum and Interacting Results
The previous results were derived by using analytical results for the excit-
ation of the atoms, which, as shown in chapter 3, often agree well with
quantum mechanical simulations in the limit that Ea ≫ ~ωx,y,z. However,
in the extreme geometry that we propose, this is not certain to still be the
case. Therefore, in the following we present the results from the numerically
evolved PGPE:
i~
dψ
dt
= P
[
− ~
2
2m
∇2 + m
2
ω
2.x2 + g|ψ|2 + UCP
]
ψ, (6.36)
defined in chapter 2. Atom loss will be included by normalising the wave-
function to the N(t) relation given in equation (6.17).
Figure 6.7 shows the average power versus time calculated using the op-
timum system parameters revealed in figure 6.6 for the classical analysis
(dashed light blue), and using the non-interacting (red) and interacting (blue)
PGPE. Firstly, the non-interacting and classical results agree very well as
expected. However, the interacting system shows a small reduction in the
energy transferred to the condensate. This reduction is due to the large in-
teracting cloud behaving as a much ’stiffer’ system because the ensemble of
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Figure 6.7: Comparison of power transfered from the cantilever to the
harmonically-trapped atoms using the non-interacting (red) and interacting
(blue) PGPE, both of which largely agree with the classical results (dashed
blue).
atoms act more like one solid mass, which effects the cantilever’s ability to
excite them. Therefore in the limit of large interactions, to first order:
Fo ∼ 1
m
→ 1
Nm
, (6.37)
which means that the power drops as P ∼ 1/N . Previously the average
power had no scaling with Ly, but with interactions P ∼ 1/Ly. Therefore,
the reduction in heating due to interactions can be at least partially mitigated
by reducing the width of the cantilever.
Figure 6.7 also clearly shows that the coupling power increases with in-
creasing t. This suggests that greater coupling can simply be achieved by
holding atoms longer above the cantilever. However, this is not particu-
larly useful as the atoms would need to be placed in ever deeper and more
harmonic traps and, over long timescales, there would still be a sizeable de-
cohering effect from the thermal phonons. Therefore, larger initial power is
preferable.
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6.3.2 Higher Modes and Stochastic Webs
Harmonically trapped atoms can be coupled to higher modes of the canti-
lever. However, due to their decreasing amplitudes resulting from thermal
excitation, or a single ’ringing’ perturbation [99], these modes have to be spe-
cifically driven. This can be carried out via devices, such as the piezoelectric
crystal used in the experiment described in [70], set to oscillate in resonance
with a mode frequency ωn.
As shown in figure 6.5, for larger mode number, n & 5, the cantilever
profile becomes very sinusoidal, with increasing wavevector, especially at
lower x. Firstly, this means that it is possible to create the same type of non-
KAM chaos as seen in chapter 3, as the cantilever produces a perturbation
similar to a standing wave. Secondly, the high wavevector will allow a large
driving force, Fo, even in the weak driving limit, ∆≫ δ.
For n ≥ 5 we approximate the atom-cantilever attraction using the stand-
ing wave potential:
UCP = 4
C4
∆4
δ sin(ωnt) sin(kn[x− xo]). (6.38)
The amplitude of the oscillation, δ, and the trap position, xo, are now
free parameters (subject to the weak driving constraint and the x . L/2
sinusoidal requirement).
Frequency-Length Scale Relation
Equating the trap frequency and the mode frequency, ωx = ωn, fixes the
harmonic oscillator length, lx =
√
~/mωn. Therefore, using the wavevector
relation given in equation (6.25), the dimensionless wavevector of the canti-
lever is given by:
k˜ = knlx =
√
~
mBc
. (6.39)
This wavevector relation results in the mode overlap integral:
Sαα′ =
∫ ∞
−∞
φα(x/lx)φα′(x/lx) sin(knx)dx/lx
=
∫ ∞
−∞
φα(x˜)φα′(x˜) sin(k˜x˜)dx˜, (6.40)
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which is now entirely independent of n, ωn, or L. This means that, for
any mode, the harmonically-trapped atoms will see exactly the same effective
wavevector, even if the frequency of the cantilever is greatly altered. This
effect is evident in figure 6.8, which shows the energy of a non-interacting
atom calculated versus time as it is resonantly driven by cantilevers of lengths
(160 to 220 µm). The change in L results in different frequencies (≈ 5−20×2π
Hz) for a cantilever, driven with δ = 120 nm in the n = 5 mode and with
a trap-surface separation of ∆ = 0.6 µm. The inset of figure 6.8 shows a
detailed plot of how the different cantilevers cause atom-cloud excitations of
varying frequencies and magnitudes. The varying amplitudes of the periodic
excitation are due the relative amplitude of the cantilever’s driving, given
by:
U˜o = 4
C4
~ωn∆4
δ, (6.41)
which scales with the trap frequency. Figure 6.8 therefore highlights
a secondary effect; the rate of excitation and the amplitude of excitation
cancel on timescales ≫ τn, resulting in the same behaviour for the different
cantilever lengths and frequencies.
Web-Limited Heating
As described in the chapter 3, sinusoidal spatio-temporal potentials excite
non-KAM chaotic motion in resonantly-driven atoms. This can be seen in-
directly from the maximum excitation of the atoms or, more explicitly, by
periodically imaging the phase-space distribution of the atoms. However, in
order to see these effects the atom cloud must travel far along the cantilever
but still be excited by it. This requires:
AR
kn
< min[xo, L− xo], (6.42)
where AR is the first zero in the Bessel function of order R. The re-
quirement on the left-hand side of equation (6.42) is the spatial extent of the
stochastic web. Therefore, keeping xo ≤ L/2 will ensure that the atoms will
spend most of their time in the sinusoidal region of the flexing cantilever. The
inequality in equation (6.42) will therefore be fulfilled so long as n & R + 2,
i.e. for R = 1, n need only be greater than 3. The maximum scaled energy
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Figure 6.8: Energy versus time calculated for harmonically-trapped atoms
held above cantilevers of varying lengths (see legend). Inset: detailed view
showing that the excitation rate is almost independent of L, because ωn ∼
1/L2, and amplitude variation, U˜o ∼ 1/ωn ∼ L2, cancel on long timescales.
Parameters given in the text.
that atoms can then be excited to is derived in section 3.2.3, substituting in
equation (6.25) for the frequency then gives:
E˜ring =
mA2R
2~
Bc. (6.43)
For the SiN cantilever used so far, Ering ∼ 105 and exciting atoms to this
value would be computationally and experimentally prohibitive. We can,
instead, use a soft, thin cantilever with a low Young’s modulus, high density
and low Lz to reduce Bc, which is the only parameter that we are free to vary
in equation (6.43). Exactly how this would be achieved isn’t obvious though
producing a cantilever from composite materials has allowed parameters to
be tuned successfully [105–107].
Figure 6.9: Poincare´ section calculated for atoms resonantly driven (R = 1)
by the n = 12 mode of a soft cantilever. The cantilever constant Bc = 10
−8
ms−1 producing ρring = 15.5 and Ering = 120~ωx. No approximate potentials
were used, showing that complete stochastic webs can be created from the
cantilever-atom interaction.
Figure 6.9 shows a Poincare´ section (as defined in the chapter 3) of atoms
excited by a ‘soft’ cantilever with Bc = 10
−8 ms−1. For which Ering = 120~ωx
and ρring = 15.5, which corresponds to the radius of the phase-space in which
the atoms are confined. This stochastic web was produced using the full
Casimir-Polder potential and cantilever flexing potential, with no approxim-
ations, showing that stochastic webs can be produced by the interaction of a
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driven cantilever and harmonically trapped atoms. This shows that, whilst
any coupling of these two systems allows for energy transfer from the relat-
ively high temperature cantilever to the cold atoms, the profile of the flexing
cantilever can be used to directly control this coupling.
6.4 Conclusion
Following our investigation of stationary surfaces in chapter 5, we considered
a recent experiment using an oscillating cantilever to couple a condensate and
a surface via the Casimir-Polder attraction. The large loss rates found in the
experiment were attributed by the investigators to surface contamination
due to previously lost atoms coating the cantilever. However, the results
presented above challenge this explanation, as a change in the atom-surface
attraction would produce a measurable shift in the resonant frequency of the
trap: which was not seen in the experiment. A more likely explanation is
either a miscalculation of the surface-trap separation or an underestimate of
the driving force of the cantilever on the atoms.
An alternative experimental set up was then proposed, in which a differ-
ent orientation of the condensate relative to the cantilever was used. This
‘parallel’ set up was designed to cause the trapped atoms to be resonantly
driven along the cantilever. This allowed the previously resonant trap fre-
quency, perpendicular to the cantilever, to be greatly increased allowing a
much smaller separation between the trapped atoms and the cantilever. Due
to the 4th and 5th order power laws of the Casimir-Polder attraction, this de-
creased distance produced much greater coupling. Conversely, even the very
small oscillation of the cantilever due to thermal phonons could drive con-
densate motion. Further, the strength of the coupling was shown to be large
enough to overcome the environment-cantilever coupling, and could therefore
work to passively cool the cantilever. This regime, impossible to achieve with
the perpendicular experimental arrangement, could, in principle, be used to
perform state readout or manipulation of the cantilever due to interaction
with the atom cloud as the decohering effect of the thermal phonons can be
overcome.
Lastly, we showed that the shape of the flexing cantilever can cause non-
KAM chaotic motion in the driven atoms. Also, due to the wavevector-
frequency relation of the cantilever, its parameters directly control the extent
to which this excitation occurs.
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Chapter 7
Finite Temperature BECs:
In-Situ Densities
7.1 Introduction
The previous chapters have investigated a zero temperature gas of atoms, in
which all the atoms are in the groundstate, often referred to as the condensate
or condensate mode. Time dependent potentials were then used to excite
atoms in this groundstate to higher energy, non-equilibrium states.
If Tc > T > 0 not all the atoms will be in the condensate groundstate,
instead they will be distributed over a range of modes. However, we will
assume that the temperature is still below the critical temperature, Tc (as
explained earlier) and that the groundstate is still macroscopically occupied.
The following finite temperature description of a trapped atomic gas can be
found in a large number of many-body physics references (for example [108]
provides a relatively straightforward explanation). Here, we shall only high-
light the main results and, in keeping with the previous chapters, semiclas-
sical notation will be used. As such, the semiclassical formalism of replacing
non-commuting operators with commuting complex variables, will be used.
For temperatures greater than 0, the atoms can no longer be described
by a single, mean-field, wavefunction. Instead we shall use:
ψ = ψ0 +
∑
i>0
ψi = ψ0 + δψ, (7.1)
where the condensate mode is given the subscript 0 and all excited modes,
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i > 0, are collectively described by δψ. Using the effective potential inter-
action given in the Gross-Pitaevskii equation, the atomic collisional term is
now:
g|ψ|2 = g (|ψ0|2 + ψ∗δψ + ψδψ∗ + |δψ|2) . (7.2)
The Hamiltonians for the condensate and the excited atoms are then:[−~2
2m
∇2 + U + gn0 + 2gnth
]
ψ0 = µψ0 (7.3)
and [−~2
2m
∇2 + U + 2gn0 + 2gnth
]
ψi = ǫiψi, (7.4)
where U is the total external potential used to trap and excite the cloud
and ǫi is the energy of the i
th excited level. The factors of 2 appear in the in-
teraction terms as there are two asymmetric interactions between condensate-
thermal atoms and thermal-thermal atoms. Figure 7.1 shows these diagram-
matically, a) is a Feynman diagram of an excited particle (wavy line) colliding
with a condensate atom (straight line) via the s-wave scattering interaction
(dashed line). After the collision the particles are unchanged, which is known
as the ‘Hartree’ interaction. Figure 7.1b) shows a similar diagram with the
same particles exchanged after the collision, which is known as the ‘Fock’
interaction. In a similar manner, an excited particle in the ith level may
collide with a particle in the jth level and undergo either type of interaction.
Considering that the total number of excited levels can be very large, the
ith-ith level interactions can be omitted.
Equations (7.3) and (7.4) are the “Hartree-Fock” (HF) equations as they
only contain these two interactions. Higher order terms, including non-
Hermitian or complex densities, have been omitted to form a coupled set
of semiclassical equations.
So far, we haven’t defined the energy spectrum, ǫi, of the excited atoms.
Whilst this should include all possible real and virtual excitations (repres-
enting quantum fluctuations), by using the Hartree-Fock approximation and
assuming that the cloud is initially at equilibrium, the only excitations we
will consider will be those due to the thermal occupation of higher energy
states. Therefore, by minimising the total energy functional:
106
Figure 7.1: Feynman diagrams of a) Hartree interaction between a condens-
ate (straight line) and thermal (wavy line) atom, mediated by s-wave scatter-
ing (dashed line), b) Fock interaction, causing the condensate and thermal
atoms to be exchanged after the interaction.
Etot[ψi] =
∫ [
µ|ψ0|2 +
∑
i>0
|ψi|2ǫi
]
dr (7.5)
under constant entropy and atom number, the thermal distribution is
given by the Bose-Einstein distribution [109]:
f(ǫi) =
1
e
ǫi−µ
kBT − 1
. (7.6)
Using this distribution and the Hartree-Fock equations, the final step is
to find the condensate and thermal cloud densities. Due to the coupling of
the two HF equations, this can’t be carried out analytically. However, as
shown shortly, this can be done with a few reasonable approximations.
7.2 Measuring Thermodynamic Properties of
a BEC
Whilst Bose-Einstein condensates have been routinely produced for some
years [7], the methods used for understanding the BECs produced have pro-
gressed more slowly. Currently, nearly all the thermodynamic properties
of the BEC (namely atom number, condensate fraction, chemical potential
and temperature) are extrapolated from the density distribution of the atom
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cloud. Typically this is carried out by using an optical absorption method
as described in the previous reference.
For simplicity, two dimensions of the cloud are often ’integrated out’ by
summing the absorption data over these directions. Then, so long as the trap
frequency is known in the remaining direction, the thermodynamic paramet-
ers (primarily the temperature, T , and chemical potential, µ) can be found by
fitting an analytical density distribution to the experimentally found density.
We shall now list three different analytical approximations of the Hartree-
Fock equations of increasing complexity and decreasing approximation.
7.2.1 Ideal Gas Description
We begin with the simplest and most often used description of a finite tem-
perature cloud of atoms. The ideal gas or “bi-modal” approximation ignores
all interactions between atoms except in the case of condensate-condensate
collisions. This requires that the condensate is very accurately described by
the Thomas-Fermi distribution, i.e. µ ≫ ~ωx,y,z which requires a very cold
gas producing a very large condensate fraction. Simultaneously, the thermal
atoms must be highly energetic so their kinetic energy is much larger than
that of the repulsion by the very dense condensate so that the interaction can
be neglected. Lastly, the cloud is required to be high temperature so that
the majority of the thermal atoms have energies much larger than µ so that
the Maxwell-Boltzmann approximation of the Bose-Einstein distribution can
be used which ignores Bose-enhancement, i.e.:
f(ǫi) =
1
e
ǫi−µ
kBT − 1
≈ e
−ǫi+µ
kBT . (7.7)
The inconsistency of these requirements means they cannot be upheld
and so inaccuracies are inherent in this description.
The spatial density for the thermal cloud is then found by substituting:
ǫ =
~
2k2
2m
+ U (7.8)
into the Maxwell-Boltzmann equation, where we have used a continuum
approach for the energy levels ǫi. Then, by spherically integrating over all
momentum k, we find the spatial density:
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nth(x, r) =
(
mkBT
2π~2
)3/2
e
µ−U
kBT . (7.9)
Then, using the trapping potential:
U =
m
2
(
ω2rr
2 + ω2xx
2
)
, (7.10)
where ωr =
√
ωyωz is the cylindrically symmetric trap frequency, the line
density of the thermal cloud can be found by radially integrating equation
(7.9) to produce:
nth(x) =
√
m
2π
(kBT )
5/2
~3ωyωz
e
2µ−mω2xx
2
2kBT . (7.11)
The condensate density is then found using the Thomas-Fermi approx-
imation [109]. This takes the Hartree-Fock equation for the condensate and
assumes the groundstate atoms are sufficiently low energy that they posses
no kinetic energy, leaving the trap potential, U , and self-interaction poten-
tial, gn0, to dominate the condensate mode. Then by multiplying equation
7.3 through by ψ∗0, and using n0 = |ψ0|2, it is trivial to solve for the Thomas-
Fermi condensate density:
n0 =
1
g
(µ− U) δ(U < µ). (7.12)
The line density can then be found by carrying out the same radial in-
tegration as used above for the thermal cloud, producing:
n0(x) =
π
gmωyωz
(
µ− mω
2
x
2
x2
)2
δ(mω2xx
2 < 2µ). (7.13)
The total line density is then: ntot(x) = n0(x) + nth(x).
The temperature and chemical potential are found by altering T and µ in
equations (7.11) and (7.13) until the experimentally found density and the
theoretical prediction show the strongest agreement. This can be done by
using a simple R2 fit or by more complex means, which take into account
experimental uncertainty in the absorption measurements, such as the χ2
method. A description for both of these methods can be found in [110].
Once these are found the condensate fraction can be calculated by a final
spatial integration of equations (7.11) and (7.13) to find the total number of
thermal atoms:
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Nth =
(
kBT
~ωho
)3
(7.14)
and the total number of condensate atoms:
N0 =
(
2µ
~ωho
)5/2
aho
15as
, (7.15)
where ωho = (ωxωyωz)
1/3 is the spherically symmetric trap frequency and
aho =
√
~/mωho.
7.2.2 Semi-Ideal Thermal Cloud
As discussed above, the ideal-gas model ignores many terms in the Hartree-
Fock equations as well as Bose-enhancement. Therefore, a much more ac-
curate description can be found by including more terms in the coupled
Hartree-Fock equations as well as the full form of the Bose-Einstein distribu-
tion. These equations are not straightforward to compute as they must be
solved entirely self-consistently. Therefore some approximations still have to
be made, though more consistently than those used in the ideal-gas model.
The primary assumption is that the thermal cloud is of sufficiently low
density that both nth terms in the Hartree-Fock equations can be ignored.
We can then use the Thomas-Fermi approximation as we did previously. The
thermal cloud will then be described by the Bose-Einstein distribution and
the repulsion from the condensate will be taken into account in the total
potential experienced by the thermal atoms. This description is known as
the semi-ideal model, as although all collisions with the condensate are being
taken into account, we are still ignoring thermal atom interactions (i.e. the
thermal cloud is still treated as an ideal gas) [111]. The following derivation
closely follows that found in [112]
As stated earlier, the condensate will be described using the Thomas-
Fermi approximation as discussed above. However, the thermal cloud will
require a little more intensive treatment. At equilibrium, the thermal cloud
is given by the Bose-Einstein distribution:
nth(ǫ) =
ρ(ǫ)dǫ
e
ǫ−µ
kBT − 1
, (7.16)
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where we are assuming that enough thermal modes are occupied that we
can treat ǫ as continuous and ρ(ǫ) is the density of states. We shall also
use cylindrical symmetry to reduce the system to just two dimensions. Since
we will only be calculating the line density of the cloud along x, we can use
r =
√
y2 + z2 and ωr =
√
ωyωz.
If we take:
ǫ(k, x, r) =
~
2k2
2m
+
m
2
(
ω2rr
2 + ω2xx
2
)
+ 2gno(x, r), (7.17)
and ρ(k, x, r) = 2πk2dk 2πrdr dx. We can then calculate the line density
of the thermal cloud by integrating over all momentum and extraneous spatial
dimensions (y and z). Using the method outlined in appendix C, we obtain:
nth(x) =
√
m
2π
(kBT )
5/2
~3ωyωz


∑∞
l=1
[
2− e
l
kBT
(
mω2x
2
x2−µ
)]
l−5/2 |x| < xTF
∑∞
l=1 e
l
kBT
(
µ−mω
2
x
2
x2
)
l−5/2 |x| > xTF .
We can see that this result could give large deviations from the Maxwell-
Boltzmann relation used in the bi-modal fitting method, as only in the limit
kBT ≫ µ do the summations in the above equations converge (using just the
l = 1 terms), resulting in the Gaussian distribution assumed in the simpler
model.
The final spatial dimension can then be integrated over to find the number
of thermal atoms:
Nth = 2
(
kBT
~ωho
)3 ∞∑
l=1
l−5/2
(∫ xTF
0
[
2− e
l
kBT
(
mω2x
2
x2−µ
)]
dx+
∫ ∞
xTF
e
l
kBT
(
µ−mω
2
x
2
x2
)
dx
)
= 4
(
kBT
~ωho
)3√
µ
πkBT
ζ(5/2)+
(
kBT
~ωho
)3 ∞∑
l=1
l−3
[
e
lµ
kBT erfc
(√
lµ
kBT
)
− e− lµkBT erfi
(√
lµ
kBT
)]
, (7.18)
where ζ(5/2) ≈ 1.3415 is the Riemann zeta function and erfi(x) and
erfc(x) are the imaginary and complementary error functions, respectively.
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7.2.3 Solution of the Hartree-Fock Equations
Whilst the semi-ideal model outlined above will be accurate in the low tem-
perature regime (where nth is very low), at temperatures close to the critical
temperature, Tc, when nth & n0, it will lead to large inaccuracies. Therefore,
to provide a more complete picture, the repulsion caused by the thermal
cloud density can be included numerically by adding in the thermal cloud
density term into equations (7.16) and (7.2.2), via:
n0(x, r) = max
{
1
g
[
µ− m
2
(
ω2rr
2 + ω2xx
2
)− 2gnth(x, r)] , 0
}
(7.19)
nth(x, r) =
(
mkBT
2π~2
)3/2 ∞∑
l=1
Z lfull
l3/2
(7.20)
where:
Zfull = exp
[
−
(m
2
(
ω2rr
2 + ω2xx
2
)
+ 2gn0(x, r) + 2gnth(x, r)− µ
)
/kBT
]
.
(7.21)
An iterative scheme can then be used to solve equations (7.19) and (7.20)
and the line densities can be calculated via numerical radial integration.
Whilst this is a simple and intuitive method to include the effects of
thermal cloud repulsion, it requires considerably larger computational re-
sources than the two models given above. This is due to the requirement
that a 2D density (or 3D density, if there is no useful symmetry to exploit)
has to be calculated numerous times in order to ensure that both the sum
over Gaussian terms and the self-repulsion have converged.
However, we propose a simpler scheme wherein the summations and the
iterations required are solved just once and then interpolated to give the fully
interactive densities. Firstly, we uncouple the two equations by substituting
the full Hartree-Fock TF condensate density given in equation (7.19) into
equation (7.20) to create an equation that only relies on the thermal cloud.
Then, by noting that the thermal cloud density appears on both sides of
equation (7.20), we can create an analogous transcendental equation:
X = a
∞∑
l=1
e−l|b+X|
l3/2
, (7.22)
where:
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a =
2as
~
√
2kBTm
π
(7.23)
and
b =
m
2
(ω2rr
2 + ω2xx
2)− µ
kBT
. (7.24)
The absolute exponent in equation (7.22) allows the thermal cloud to
be calculated in both the condensate and non-condensate regions. The self-
interacting thermal cloud can then be found using:
nth(x, r) =
kBT
2g
X (a[T ], b[r, x, µ, T ]) . (7.25)
This means that the thermal density has essentially become a 2D para-
meter problem (a and b). Therefore, if we solve equation(7.22) over a range
of a and b, any density can be found by interpolating equations (7.23) and
(7.24) over the required ranges of x and r and for specified T and µ.
Figure 7.2: Colour map showing the solutions to the transcendental equation
(7.22) for a range of a and b. X is relatively small and smoothly varying over
most values a and b. However, the sharp drop for some negative b requires
careful interpolation.
Figure 7.2 shows, the solutions to the transcendental equation (7.22), X,
found numerically, over a range of 0 < a < 2 and −10 < b < 10. This
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reveals that X is relatively small and smoothly varying over most values of
a and b. For some negative b there is a sharp drop which will require careful
interpolation. Note that there are typically two solutions to equation (7.22).
However, for the purposes of finding the thermal cloud density, we require
only the lowest value solution.
7.3 Comparison of Methods
Figure 7.3: Comparison of atom densities calculated for a cylindrical trap
of ωr = 2π 200 Hz, ωx = 2π 100 Hz, taking µ = 5~ωr, with T = a) 50, b)
100, c) 150 and d) 200 nK, along the line (x, r = 0). Total (dashed lines)
and thermal cloud (solid lines) densities for the ideal gas (green), semi-ideal
(red) and HF (blue) models.
Figure 7.3 shows the total (dashed lines) and thermal cloud (solid lines)
densities for the ideal gas (green), semi-ideal (red) and HF (blue) models, in a
cylindrical trap with ωr = 2π 200 Hz, ωx = 2π 100 Hz and µ = 5~ωr with T =
a) 50, b) 100, c) 150 and d) 200 nK, along the line (r = 0, x). The ideal and
semi-ideal densities appear to agree well, which is largely due to the identical
TF condensates used in both models. However, at higher temperatures (as
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shown in c) and d) ) they disagree at the edge of the condensate, x ≈ ±5
µm, because the thermal cloud is repulsed by the condensate in the semi-ideal
model, whilst maintaining its Gaussian shape in the ideal model. However,
figure 7.3 reveals that, even at the relatively low temperature of 100 nK, the
Hartree-Fock density differs from the ideal and semi-ideal models. This is
because the presence of any thermal cloud partially depletes the condensate,
reducing the total density across the entire distribution, but most notably
at the peak (x = 0). This depletion of the condensate also gives rise to a
smaller condensate width. In the case of the ideal and semi-ideal models, the
condensate maintains the same width for all temperatures as the chemical
potential is kept constant. This is not the case for the Hartree-Fock result, in
which the BEC becomes narrower with increasing temperature. This effect
will be discussed in detail in the next section.
Lastly, figure 7.3 shows that at large distances from the centre of the
trap, |x| & 15 µm, all three models agree well for all temperatures. These
“Maxwell-Boltzmann tails” are due to the dominance of the thermal distribu-
tion of atoms in the trap, with no perturbing effects such as atomic repulsion
or Bose-enhancement. In this region the relative change in the density, 1
n
dn
dx
can be used to extract the temperature:
T ≈ −
〈
mω2xx
kB
[
1
n
dn
dx
]−1〉
x
, (7.26)
where n can be the volume, area or line density, as the Gaussian form makes
the density entirely separable.
The limit of this region can be quantified, as it requires that the first
term of the summation in equation (7.22) be much larger than the rest of
the sum. For this to occur, we require:
e
−
(
U−µ
kBT
)
≫ e−2
(
U−µ
kBT
)
/23/2. (7.27)
Then, using the bi-modal description of the thermal density, it is straight-
forward to show that the region in which all the models agree is given by:
− x
n
dn
dx
≫ 3 log(2). (7.28)
For the parameters given above, the left hand side of this inequality is ≈
5×3 log(2) at the distance |x| = 15 µm and so agrees with the results in figure
7.3. Equations (7.26) and (7.28) are useful for extracting the temperature
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from experimental absorption images of a cloud, largely because they depend
on the relative gradient of the cloud. This removes the necessity of finding the
absolute density from absorption images (using complex relations of imaging
beam power, absorption rates and saturation densities) and so allows the
temperature to be extracted from “raw” data without knowing the chemical
potential or any information other than a single trap frequency.
7.4 Thermal Suppression of the Condensate
As discussed above, in the Hartree-Fock model, the presence of the thermal
cloud acts to deplete the condensate due to accurately taking into account
their mutual repulsion. For both the semi-ideal and Hartree-Fock thermal
clouds, the peak thermal density is found when the exponent in equation
(7.22) goes to zero, which occurs at the edge of the condensate (the point of
lowest effective potential). At this point we can find an analytical solution
to the transcendental equation (7.22), but only for the unwanted, larger
valued, solution. In the limit of small T , though, the two solutions become
approximately equal, which enables us to calculate the peak thermal cloud
density:
nth,0 ≈
(
mkBT
2π~2
)3/2
ζ (3/2) , (7.29)
where ζ(3/2) = 2.612, is the Riemann zeta function. Then, by substi-
tuting this into the TF condensate relation and setting the density equal to
zero, we can obtain a value for the radius of the condensate under the effects
of a thermal cloud:
xHF =
√
2(µ− 2gnth,0)
mω2x
, (7.30)
where we have defined xHF as the Hartree-Fock radius of the condensate.
Figure 7.4 shows the radius, xc, of a condensate in the trap described
above, calculated versus temperature. The total atom number, Ntot = Nc +
Nth = 20 × 103, was kept constant by varying the chemical potential. For
T/Tc & 0.5 there is a sizeable shift from the TF condensate radius, shown
by the numerical solution of equation (7.22) (solid blue line). The analytic
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Figure 7.4: Condensate radius versus temperature for a constant atom num-
ber (parameters given in text). The full numerical solution of equation (7.22)
(solid blue curve) agrees well with the analytic approximation (light blue
dashed curve). Whilst the difference between the two curves is only sizeable
for T/Tc & 0.5, this effect has been seen in experiment [114].
approximation (light blue dashed line), given by equations (7.29) and (7.30),
agrees well, though it over-estimates the thermal ‘squeezing’ around Tc.
At low temperatures this effect may be small, but it is still large enough
for temperature dependant condensate compression to have been previously
been observed experimentally [114]. Similarly, attempts to calculate and
quantify the compression have previously been made [115]. However, to our
knowledge, this is the first time that a solution has been found which takes
into account all the relevant scattering processes in the HF equations and
has a reasonable analytic approximation.
An interesting feature shown in figure 7.4, is the complete depletion of the
condensate (xc = 0) for temperatures T ∼ 0.95 Tc, due to the thermal cloud
suppressing the condensate. The value of Tc was found by setting µ = 0
(i.e the point at which the groundstate becomes energetically accessible) and
calculating the total number of atoms for a given temperature.
However, figure 7.4 reveals that the assumption that condensation occurs
at µ = 0 is no longer valid. Instead, equation (7.30) predicts that condensa-
tion occurs when the chemical potential reaches:
117
µc = 2gnth,0. (7.31)
Figure 7.5 shows the chemical potential required to allow xHF > 0, found
numerically (solid dark blue curve) and via the analytical approximation
(dashed, light blue curve) given in equation (7.31). Again, the approxima-
tion appears accurate for low temperatures and only diverges significantly for
very large temperatures. Physically, this requirement of a larger chemical po-
tential to begin condensation is explained by the self-repulsion of the thermal
cloud ensuring that the total effective potential doesn’t drop to below the
chemical potential. Therefore no atom can have an energy low enough to
enter the condensate mode. This is an interesting effect that is yet to be
observed experimentally. However, detailed analysis of this effect requires
an independent method to calculate the chemical potential, as simply fitting
the data to the HF model does, of course, assume that the effect occurs.
Figure 7.5: Chemical potential required for the onset of Bose-Einstein con-
densation in the presence of thermal-thermal interactions, found numerically
(blue curve) and via the analytical approximation (dashed, light blue curve).
This reveals that the atom cloud phase-density, suppressed due to atomic
repulsion, requires a larger chemical potential in order for the cloud to begin
populating the groundstate.
Alternatively, the effects of thermal cloud repulsion can be seen via size-
able shift in the critical temperature. Figure 7.6 shows the critical temper-
ature calculated for a given atom number for the ideal or semi-ideal model
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Figure 7.6: Critical temperature calculated for a gas of 87Rb atoms in the trap
discussed above. The curves result from the ideal gas model (red, identical
to the semi-ideal model) and HF model by setting µ = 0 (dashed blue) and
the HF model with finite µ (solid blue). The inclusion of self-interaction in
the HF models requires a larger chemical potential, for a given atom number
and temperature, leading to a decreased critical temperature.
(red), found by setting µ = 0 and calculating the total number of atoms for
a given temperature. Alternatively, figure 7.6 shows the critical temperature
for the HF model (blue), calculated by setting µ = 0 (dashed line) and also
by using the finite chemical potential required for condensation as shown in
figure 7.5. The self-interaction of the thermal cloud in the HF models acts
to increase the critical temperature by a large degree. This can be explained
physically, as a cloud that experiences inter-atomic repulsion requires an in-
creased chemical potential in order to produce a cloud of a given number of
atoms. This pushes the chemical potential from negative to zero much faster
with increasing atom number. This effect is slightly offset by the requirement
of a larger condensation chemical potential, hence lower critical temperat-
ures for the finite value µ results (dashed line) than the µ = 0 Hartree-Fock
results (solid line).
7.5 Conclusion
We have presented three models to described a gas of atoms at finite tem-
perature. The ideal gas formula was shown to be simple to calculate, as it
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ignores any coupling between the condensate and thermal cloud. However,
due to conflicting approximations it is known to have sizeable inaccuracies.
The semi-ideal model, which takes into account the thermal cloud interac-
tion with the condensate was then derived. Whilst more complex than the
ideal gas description, its analytical nature and increased accuracy makes it
an attractive alternative for fitting of experimental densities.
Lastly, the Hartree-Fock model was described. Whilst needing more com-
plex numerical techniques to solve, a simple method was shown that requires
the solution of one transcendental equation over a range of two dimensionless
parameters. Using this 2D array, the fully interacting thermal cloud and con-
densate can be calculated. Further, the results of the Hartree-Fock densities
showed a sizeable deviation in the critical temperature and condensate width
for temperatures, T & 0.5Tc.
This was accompanied by a suppression of both the thermal cloud and
condensate density. An analytical approximation for the peak thermal cloud
height was then used to quantify the condensate width suppression. The
results revealed a shift in the chemical potential needed for the onset of
condensation, to our knowledge a previously unseen phenomenon.
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Chapter 8
Finite Temperature BECs:
Quasi-1D Densities & Landau
Damping
8.1 Quasi-1D Condensate
So far, in order to describe the condensate density we have used the Thomas-
Fermi approximation. In addition, as in the last chapter, we have assumed
a 3D trapping geometry, which requires the chemical potential to be much
greater than the harmonic trap level spacing in all directions. Alternatively,
as in chapter 5, we have used reduced dimensional condensates in 2D and 1D
geometries, which require the chemical potential to be less than or equal to
the groundstate trap energy in one or two directions, respectively. However,
in this chapter, we will analyse an experiment in which the chemical potential
typically sits inbetween the 1D and 3D requirements, and hence, shall be
referred to as quasi-1D.
The experiment is described in detail in [112] and so we only describe
the relevant details here. The trap is formed from a “noisy” trap potential
created by a deviation in the wires used to create the trapping potential.
This produces a tightly confined cylindrically symmetric trap that contains
a small “dimple” at its centre.
Figure 8.1 shows the origin of this potential. Primarily created by a Ioffe-
Pritchard trap constructed from a z-wire arrangement (red), as shown in
figure 8.1 a), the current I, creates a magnetic field which is cancelled by the
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Figure 8.1: a) Schematic of a Ioffe-Pritchard trap created with a z-wire con-
figuration. The DC current, I, produces a magnetic field which is cancelled
by the addition of the bias field, Bbias, to create a trap potential (black
curves). The presence of the field, B0, increases the magnitude of the field
at the trap minimum (as explained in chapter 1). b) schematic of the central
z-wire section showing deviations in the wire, c) shows the presence of cur-
rent streamline deviations, which cause fluctuations in the current, δIx. This
creates additional magnetic field components, δBz(z), which greatly alters
the trapping potential. Figure adapted from [116].
bias field, Bbias, some distance above the wire, thus creating a quadrapole
potential (black curves). The addition of the field B0 increases the magnitude
of the field at the potential minimum (as explained in chapter 1). Figure 8.1
b) shows the central section of the z-wire, which exhibits deviations from a
straight line, c) then shows the resulting fluctuation in the current, δIx, which
creates spatially varying magnetic field fluctuations, δBz(z). This shifts the
position at which Bbias negates the field from the wire and, hence, causes
large deviations in the potential felt by the trapped atoms.
From experimental analysis [112], it is shown that the final potential can
be roughly approximated by a harmonic trap with a dimple at its centre.
The potential can be described analytically by:
Utrap =
m
2
(
ω2rr
2 + ω2oz
2 + δ(|z| < zd)ω2dz2 + δ(|z| > zd)Ud
)
, (8.1)
where ωr = 2π 1400 Hz and ωo = 2π 3 Hz are the primary trap frequen-
cies. The central dimple has a total trap frequency ωz =
√
ω2o + ω
2
z = 2π
10 Hz and width, zd = 100 µm. The energy offset, Ud, ensures that at the
bottom of the dimple, U(r = z = 0) = 0.
Figure 8.2 shows the experimentally found trap potential (solid blue
curve) and the smooth approximation (dashed, light blue curve). Whilst
the experimentally found potential appears particularly “noisy”, in that it
contains a great deal of anharmonicity and asymmetry, the smooth approx-
imation appears to give overall good agreement in the region |z| < 200 µm,
where the atoms are expected to be situated. The dimple in the centre of
the trap is expected to hold the condensate, resulting in the thermal cloud
being pushed out into the lower frequency regions of the trap.
Due to the depth of the dimple, Ud ≈ 3~ωr, even if the condensate were
to entirely fill it, the requirement that µ≫ ~ωr would not be entirely fulfilled
and so we would not have a 3D condensate. Instead, the experiments [112]
routinely created condensates with µ ≈ 2~ωr, which cannot be described by
any Thomas-Fermi approximation and instead have to be modelled by nu-
merical means. Similarly, the experiment produced atom clouds with a range
of temperatures. To describe and simulate their behaviour, we therefore need
a numerical scheme that will take into account thermal atom-condensate in-
teraction in this dimensional cross-over regime.
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Figure 8.2: Experimentally measured “noisy” trap potential (solid blue
curve) with smooth dimple approximation (dashed light blue curve), which
approximately fits the central region (|z| < 200 µm) through the line
(z, r = 0) [112]. The condensate is expected to sit in the dimple with the
thermal cloud pushed into the lower frequency wings.
8.1.1 The SPGPE
In order to accurately model the finite temperature condensate, we used the
Stochastic Projected Gross Pitaevskii equation (SPGPE). This is an addition
to the PGPE described in chapter 2. For a full derivation and description
of the SPGPE, as well as many examples of its use, see [16]. Here, we focus
on explaining the various terms in the SPGPE and describing their physical
meaning.
Firstly, the PGPE is used to calculate a spatially varying, pseudo-chemical
potential:
µc(x, t)ψ = P
[
− ~
2
2m
∇2 + U + g|ψ|2
]
ψ, (8.2)
where U is the total external potential felt by the condensate. Equation
(8.2) is then used in the SPGPE:
i~
dψ
dt
= µc(x, t)ψ + iRγ [µ− µc(x, t)]ψ + dW
dt
. (8.3)
Specifically, the first term on the right hand side describes the evolution
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of the wavefunction in an identical manner to the PGPE. The second term on
the right is a spatially varying complex quantity that allows the magnitude
of the wavefunction to be altered in time. This attempts to match the local
chemical potential, µc, with the global chemical potential, µ, over all space.
The rate at which this occurs is given by:
Rγ =
4ma2skBT
π~2
γ, (8.4)
where γ is a small numerical factor calculated via equation (172) of [16].
The final term in equation (8.3) is randomly generated, complex, spatial
noise, described by:
〈dW ∗(x, t)dW (x′, t)〉 = 2~kBTRγδ(x,x′)dt. (8.5)
This acts to simulate the bombardment of the condensate by the thermal
cloud. Its complex nature will also alter the magnitude of the wavefunction,
incoherently adding or detracting from the condensate.
Due to the addition of the incoherent excitations in the condensate, the
wavefunction, ψ, does not just describe the condensate but also includes
all thermal atoms up to the energy cut off, ǫcut, described in chapter 2.
Consequently, the ensemble described by the wavefunction shall be called
the “coherent region” and so |ψ|2 = nc, the coherent field atom density,
which 6= n0.
The inclusion of some thermal atoms in the coherent field wavefunction
must also be taken into account when calculating the density of the remaining
thermal atoms. This is done via the limits of the momentum integration, to
ensure that the minimum energy of the thermal atoms is > ǫcut:
nth(x) =
1
2π2
∫ ∞
kcut
k2dk
e
E(k,x)−µ
kBT − 1
, (8.6)
where kcut(x) =
√
2m[ǫcut − Utrap(x)]/~ δ(ǫcut > Utrap(x)) and
E(k,x) =
~
2k2
2m
+ Utrap(x) + 2g [nc(x) + nth(x)] . (8.7)
The integral in equation (8.6) then produces an incomplete polylogarithm
which requires a numerical factor to be added to the polylogarithms, which
is fully explained in [16].
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Self-interaction of the thermal cloud can be added in using an iterative
scheme. The total external potential felt by the condensate is then given by:
U = Utrap + 2gnth. By including all self and condensate interactions for the
thermal cloud we have created a numerical analogue of the full Hartree-Fock
equations described in the last chapter. Lastly, in order to match the results
of the experiment, Utrap, was taken to be the experimentally noisy potential
rather than the smooth dimple approximation.
8.1.2 Fitting to Experimental Data
The temperature and chemical potential corresponding to various experi-
mentally measured densities were then calculated by fitting the total density
resulting from the SPGPE. The numerically determined densities have to be
averaged for some time in order to smooth out the noise added by the final
term of equation (8.3). These are then numerically integrated over the radial
direction to create line densities. We then find the best fitting densities by
using the χ2 values, given by [110]:
χ2(T, µ) =
∑
i
[nexp(xi)− nSPGPE(T, µ, xi)]2
σ2exp(xi)
, (8.8)
where σexp is the uncertainty in each data point, full details of which
can be found in [112]. The temperatures and chemical potentials that give
the smallest χ2 value are then assumed to be the temperature and chemical
potential of the cloud.
Figure 8.3 shows the experimentally measured line density (black points)
and the total SPGPE density (dark blue line) that best fits the experimental
data. This reveals that the cloud has a relatively large temperature, T = 188
nK (∼ 70% of the ideal gas critical temperature, 280 nK), and low chemical
potential, µ = 1.05~ωr, which confirmed the condensate is in the quasi-1D
regime and explains the large degree of noise in the experimental data points.
Note the effect of the anharmonic region (z ∼ 200 µm), which causes notice-
able density fluctuations in the thermal cloud (red dashed curve). However,
the high density condensate (light blue curve) still appears to retain a har-
monic, inverse parabola, shape indicating that it is not greatly affected by
the trap anharmonicities.
Additionally, as discussed in the previous chapter, self-interaction in the
thermal cloud and the repulsion of the thermal cloud on the condensate
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Figure 8.3: Experimentally measured line densities (black points, [112]) and
best fit to the SPGPE calculations (dark blue curve) revealing the temperat-
ure, T = 188 nK, and chemical potential, µ = 1.05~ωr, confirming the cloud
to be in the quasi-1D parameter regime. Note the effect of the trapping
anharmonicities, which create density fluctuations in the thermal cloud (red
dashed curve) in the region z ∼ 200 µm. Conversely, the condensate still
retains a harmonic, inverted parabola shape (light blue).
should only shift the found temperature and chemical potential by a small
amount (less than 10%) and so we can omit this added complication from
the fitting method.
Figure 8.4 shows a) the temperature and b) the chemical potential found
with c) χ2 values for atom clouds held for a range of times up to one second
after the RF knife is switched off at t = 9.4 s. The increase in T shows
heating from various sources, and gives an average heating rate of 80 nK/s,
very similar to the measured 100 nK/s rate reported in [112]. The decreasing
µ in figure 8.4 shows a large loss of condensate atoms as the atoms both heat
up and leave the trap. Figure 8.4 c) shows the decreasing χ2 over time,
which is due to greater noise-to-signal ratios from an increase in thermal
fluctuations and a decrease in atoms.
Lastly, from the parameters found in figure 8.4, the atom cloud created
in the experiment are simultaneously in the quasi-1D regime (as µ > ~ωr at
all times) and have a sizeable thermal component as T can vary over a range
of nearly 100 nK around the critical temperature.
8.2 Condensate Shaking and Landau Damp-
ing
In the previous section we showed that the SPGPE can accurately model
the quasi-1D regime and include all the relevant scattering events that are
included in the Hartree-Fock model. This allowed us to calculate the exper-
imental heating rate for a gas of atoms held in a magnetic trap.
The second part of the experiment in [112] was the excitation and damp-
ing of a centre of mass oscillation in the quasi-1D geometry. Firstly, the
centre of mass excitation was carried out by shaking the trap in resonance
with the dimple frequency, (ωz = 2π 10 Hz). This resonance caused the
condensate to oscillate with a sizeable amplitude (≈ 15 µm). During this
excitation, the thermal cloud, which primarily inhabits the weakly trapped
region (ωo = 2π 3 Hz), remained relatively still due to the lack of reson-
ance. This then allows the condensate to oscillate back and forth, through a
stationary thermal cloud.
In order to simulate the atom cloud dynamics with the SPGPE, an addi-
tional term was added to the coherent field potential to simulate the shaking
of the trap:
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Figure 8.4: a) Temperature, b) chemical potential and c) χ2 values calculated
for clouds held for a range of times after the RF knife is switched off at t = 9.4
s. The increase in T with increasing time shows heating from various sources
and the decreasing µ reveals a sizeable loss of the condensate. The decreasing
χ2 is due to greater signal-to-noise ratios from decreasing atom densities and
increasing thermal fluctuations.
U = Utrap + 2gnth +
mω2zδs
2
z sin(ωst) δ(t < τs), (8.9)
where ωs = ωz is the shaking frequency, τs = 2τz is the shaking period
and δs = 4.67 µm is the shaking amplitude, found to give the correct centre
of mass oscillation for the mean temperature and chemical potential shown
in figure 8.4.
The delta function ensures that this perturbation is applied for only two
oscillation periods. After this the cloud was allowed to freely evolve and
re-equilibrate.
Figure 8.5: Centre of mass oscillation calculated for a cloud of 20,000 atoms
at T = 250 nK, found using the SPGPE (dark blue points). The shaking
potential gives a centre of mass amplitude of 15 µm with a resulting expo-
nential decay rate of γd = 2.5/s (light blue curve) found by fitting equation
(8.10).
Figure 8.5 shows the centre of mass of a high temperature (T = 250 nK)
cloud, driven by the shaking potential for two oscillation periods and then
allowed to freely evolve and re-equilibrate. The rate of this equilibration is
found by fitting the free oscillation to the function:
〈z〉fit = zoe−γdt sin(ωzt), (8.10)
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where zo is the initial amplitude of the oscillation and γd is the exponential
rate of decay. This excitation and damping was then repeated for a range of
temperatures and chemical potentials.
Figure 8.6: Damping rates for a range of temperatures and chemical poten-
tials (as described in the text), for experimental densities (black points) and
SPGPE results (red points). Curves give the best fit for the modified Landau
damping equation given in section 8.2.1.
Figure 8.6 shows the damping rates found experimentally (black points)
and from the SPGPE results (red points) for a range of temperatures T = 150
to 350 nK and chemical potentials of 1 to 2 ~ωr (shown as a vertical distri-
bution of points, with decreasing chemical potential from bottom to top).
The theoretical curves show the best fit for the modified Landau damping
equation given in section 8.2.1. In general the two data sets (experimental
and simulated) show strong correlation, especially at higher temperatures.
However, at low temperatures the simulation results predict a damping rate
that tends towards zero as T decreases. By contrast, the experimental results
show the damping dropping to a constant rate of ≈ 2/s. It is reasonable to
assume that the same causes of the 80 nK heating rate, shown in the previ-
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ous section, would also cause additional damping that would be independent
of the temperature of the trapped atoms, which would explain the larger
damping at low temperatures.
This additional heating could be included in the SPGPE model by slowly
increasing the temperature and decreasing the chemical potential (in order to
conserve atom number). However, as the thermal cloud is always treated as
being at or near equilibrium this would to first approximation simply cause
a temperature shift to results given above. A more detailed analysis would
require a non-equilibrium description of the thermal cloud and a detailed
description of the source of the heating.
8.2.1 Damping in a Confined Trap
We now give a brief explanation of the Landau damping model described
in [112]. If we consider the condensate as a superposition of N0 atoms in the
groundstate, n = 0, and there are Nq atoms in a collective excitation state,
with energy ǫq = ~ωq. Then if we approximate ǫ0 = 0, the total energy of
the oscillation is simply, Eq = Nq~ωq.
The rate at which the collective oscillation loses energy is then:
dEq
dt
= −~ωq
(
W (a) −W (e)) , (8.11)
where W (a) is the rate at which excited atoms decay into the groundstate
and W (e) is the rate of the reverse (excitation) process.
To find these rates we must consider the nature of the collisions in the
gas. In the experiment [112], this primarily occurs between the oscillating
condensate and the stationary thermal atoms. Therefore, damping of the
coherent motion will take place when an excited atom collides with an atom
of the thermal bath and decays into the groundstate. From first order time-
dependant perturbation theory, the rate of these collisions is given by:
W (a) =
∑
ik
2π
~
|Aqi,0k|2NqNi δ(ǫk − ǫi − ~ωq), (8.12)
where Aqi,0k is the transition matrix element, given by the overlap integral
of all possible collisions between atoms in levels q and i producing atoms in
the groundstate 0 and some thermal state k (see equation (8.4) of [112] for
more details). The delta function ensures that this collision conserves energy.
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Again, as we are assuming the thermal cloud to be in equilibrium, the
population of the incoming thermal atoms, Ni, is given by the Bose-Einstein
distribution:
Ni = f(ǫi) =
1
e
ǫi−µ
kBT − 1
, (8.13)
where the density of states is taken to be unity as degenerate states will
be taken into account in the sum in equation (8.12).
Of course the reverse process can also occur, where a collision with the
thermal atom excites an atom from the groundstate to the excited state. The
rate of which is given by a similar expression to that in equation (8.12):
W (e) =
∑
ik
2π
~
|Aik|2(Nq − 1)Nk δ(ǫk − ǫi − ~ωq). (8.14)
Then substituting the rates, W (a) and W (e), into equation (8.11), we
obtain:
dEq
dt
= −2πωq
∑
ik
|Aik|2Nq[f(ǫi)− f(ǫk)] δ(ǫk − ǫi − ~ωq), (8.15)
where we have approximated Nq − 1 ≈ Nq because the number of atoms
initially in the coherent oscillation will be large.
The rate of energy loss and the damping of the collective oscillation are
then related by:
dEq
dt
= −2Eqγd, (8.16)
where the factor of 2 appears because, Eq ∼ 〈z〉2. Combining equations
(8.15) and (8.16) produces the damping rate equation:
γd = πωq
∑
ik
|Aik|2∂f(ǫ)
∂ǫ
∣∣∣∣
ǫi=0
δ(ǫk − ǫi − ~ωq), (8.17)
where we have approximated [f(ǫi) − f(ǫk)]/~ωq as a differential, since
~ωq ≫ kBT .
Note that equation (8.17) is entirely general for any excitation in a Bose-
Einstein condensate coupled a thermal gas. We have not needed to state the
geometry, or even the nature of the excitation, or the value of ωq.
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To proceed, however, we shall make some assumptions. Firstly, for the
experiments carried out in [112], kBT ≫ µ. From this it can be shown that
equation (8.17) can be approximated by [117–119]:
γd =
3π
8
kBTaskq
~
, (8.18)
where kq =
√
2mǫq/~ is the wavevector of the collective oscillation.
However, this expression predicts that the damping rates seen in figure
8.6 should be ∼ 50/s - 150/s. Looking at the measured damping rates (black
points) in figure 8.6 it is clear that there is a large difference between this
prediction and that found in both the experiment and the SPGPE numerical
simulations. The authors of [112] state that this is due to the momentum
conservation that is used to calculate Aik in equation (8.12) [117–119]. In
order to calculate the overlap integral of all states involved in the collisions,
the atoms are treated as plane waves with a discrete set of wavevectors in
a homogeneous box of width L. These wavevectors are then approximated
by a continuous spectrum in order to produce the simple analytical result
in equation (8.18). In order to do this, the thermal cloud is assumed to be
an infinite bath of atoms of constant density, by taking L → ∞. As shown
earlier in section (8.1.2), this is simply not the case as the thermal cloud very
quickly changes in density, especially in the region around the condensate,
in which most of the collisions will occur.
Secondly, this infinite bath approximation doesn’t take into account the
inhomogeneous nature of the trap. The large aspect ratio of the trap (ap-
proximately 1:140) results in a thermal cloud that can be approximated as
a thermal continuum in the loosely trapped direction (as kBT ≫ ~ωz) but
cannot easily be treated in the tighter directions (where kBT ∼ ~ωr).
Taking this into account, the authors of [112] produced a simple ap-
proximation which uses the first, lowest energy, term in equation (8.17) and
approximates the energy of the thermal particles involved in this collision as:
ǫi =
1
2m
[(
mc− ~kq
2
)2
+
(
~π
lr
)2]2
, (8.19)
where c =
√
µ/m is the speed of sound in the gas and lr =
√
~/mωr is
the radial oscillator length. For the experiment, ǫi = 2π~ 10 kHz.
This simple approximation produces a temperature-dependent damping
relation:
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γd = a+
b
T
sinh−2
(
ǫi − µ
kBT
)
(8.20)
where a, b and ǫi are parameters that were found by fitting the damping
rates given in figure 8.6. The first term, a, is used to offset the finite damping
that appears in the experiment at low temperatures, b is used to estimate
the transition matrix elements, Aik, and the value of ǫi gives a measure of
the agreement between the quantised theory used to produce equation (8.19)
and the experimentally measured damping rates.
Figure 8.6 shows the curves of best fit for equation (8.20). Experimentally,
the value of ǫi = 2π~ 40 kHz (black curve), is only a factor of 4 away from
the approximate theoretical value, whilst the SPGPE simulation results (blue
curve) give ǫi = 2π~ 20 kHz, very similar to the predicted value, with only
a factor of 2 difference. However, the functional forms of both theory curves
show remarkable agreement with the data.
8.3 Conclusion
In this chapter we have used the SPGPE to numerically produce equilib-
rium density distributions in a quasi-1D regime where analytical descrip-
tions can’t be used. This allowed a complete Hartree-Fock model to be used
to take into account condensate-condensate, thermal-thermal and thermal-
condensate collisions. The equilibrium densities were then used to find the
temperature and chemical potential for a range of experimentally measured
atom density profiles that were obtained as the cloud was heated by various
incoherent sources.
The SPGPE was then used to model dynamical behaviour in the con-
densate. Using the nature of the dimple trap, the condensate was driven into
a centre of mass oscillation by a shaking of the trapping potential that was
resonant with the dimple frequency. This allowed the condensate to oscillate
through a non-driven, equilibrium thermal cloud. Collisions between the two
then caused a damping of this motion.
The SPGPE gave similar decay rate values to those found experimentally,
especially for higher temperature clouds where incoherent heating in the
experiment had a smaller effect. These rates were shown to disagree with
those predicted by Landau damping in a homogenous gas. However, it was
shown that by using a theory that included quantised momentum states in
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the tightly confined direction for the thermal gas, a much improved model for
the damping could be created. Using this simple model, the experimental and
numerical results were shown to be only a factor of 4 and 2, respectively, from
the predicted values for the damping rates, with good agreement between the
measured and calculated functional variation with temperature.
These results show that the SPGPE is a relatively simple addition to
the PGPE used previously, which allows for the accurate simulation of finite
temperature effects and equilibration in ultra-cold gasses.
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Chapter 9
Summary and Outlook
9.1 Atom Dynamics in Optical Lattices
There has been much investigation of the interaction of atomic clouds in
spatio-temporal potentials such as optical lattices. This has lead to great
understanding of atom dynamics as they undergo Bloch oscillation, chaotic
motion, and transport through complex potential landscapes [22, 25–33].
In chapter 3, we take previously known non-KAM (or “non-standard”)
chaos theory from semiconductor physics and apply this to a far cleaner
system comprising an atom cloud held in a harmonic trap under the influence
of a moving optical lattice that produces a travelling wave potential. We
show that the classical theory agrees well with our semi-classical Projected
Gross-Pitaevskii Equation (PGPE) model of the atom evolution.
We then show that the theory allows accurate control the excitation of
the atoms by varying the wavelength of the travelling wave potential. This
control endures even in the presence of atom-atom interactions with provide
a complex, anharmonic potential.
In chapter 4, we then find that we can use this control to excite non-
interacting groundstate atoms into any single quantum harmonic oscillator
(QHO) state and can, similarly, controllably de-excite atoms from any single
state back to the groundstate. Whilst this type of excitation has previously
been shown experimentally, it required a complex experimental procedure
using a non-harmonic trap and a complex numerically optimised shaking of
the potential to excite atoms into only the first excited state with limited
success.
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However. our single level technique is shown to break down for the con-
trolled creation of superpositions, wherein we attempt to occupy multiple
different QHO states. Instead, we use a genetic algorithm to find the op-
timal set of optical lattice parameters to create a required superposition.
Using this method, we show that it is possible to create superpositions of
QHO states such as coherent states and even cat-states in the form of a su-
perposition of two coherent states. However, it remains an open question as
to whether this is a true many-body cat state or simple a superposition of
single particle states. If it is the former, then this method would be the first
to allow the controlled creation of a macro-scopically occupied cat state.
The level of control allowed in this system opens up a great plethora of
new avenues of investigation. Chiefly, this controllable atom excitation and
de-excitation allows for a great many quantum computational operations
to be carried out such as entangled state generation, state-storage, atom
transport and super-fast quantum gates [126–129]. More simply, there could
also be the possibility of using this method to cool thermal ensembles of
atoms down to condensate temperatures [130] or even applications in areas
such as laser-pulse shaping to control reactions in quantum chemistry [131].
9.2 Coupling Atoms to Surfaces
The interaction between atom clouds and the structures that are used to
hold them is an increasingly studied area as the creation and exploitation
of cold atom gases increases. Whilst the theoretical understanding of the
intrinsic Casimir-Polder force that couples the trapped atoms and the nearby
surface atoms appears to be well known [70,72,74] the experiments that have
investigated the interaction have been limited to qualitatively showing the
existence of the interaction and its negative effect on the lifetime of the atom
cloud [72, 74, 86].
In chapter 5 we quantitatively analyse the lifetime of atom clouds held
in 1D and 2D harmonic traps near three different materials (silicon, silicon-
nitride membranes and graphene). We show that the lifetime is dominated
by the trap-surface separation and the trapping frequency in the direction
of the surface. Due to three-body losses, we find that both the material of
the surface and the initial number of atoms has relatively little (though still
quantifiable) effect on the lifetime. Secondly, 2D harmonic traps (wherein
the atoms are confined to the QHO groundstate in the surface direction of
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the trap) were shown to allow much closer surface-trap separations because
the more tightly confined 1D traps (wherein two of the three dimensions are
confined to the QHO groundstate) showed larger three-body losses.
The results we present also show that there is no “optimum” trap geo-
metry or surface separation for an atom cloud. Instead, it appears that for
any surface separation there is a trap frequency that will allow a given life-
time. However, for current harmonic traps (typically limited to tens of kHz),
we show that atoms clouds can have experimentally useful lifetimes of tens
of milliseconds for atom surface distances of only hundreds of nano-metres.
These results show that a great range of further experiments are possible,
which allow atoms to be held very close to surfaces which would greatly in-
crease the resolution (and so the applicability) of cold atom microscopy. This
also allows for further reduction in both the size of cold atom experimental
apparatus which would also likely present a reduction in the power consump-
tion of these devices. These are both useful advantages when attempting to
take a table-top experiment and produce a mobile, rucksack sized sensing
device, as is currently being considered.
Building on these stationary results, in chapter 6, we examine an exper-
iment wherein a cold atom cloud is held near a microscopic cantilever that
is driven into oscillation via a piezo-electric crystal [72]. By matching the
cantilever oscillation frequency with the frequency of the atom trap in the
direction of the surface, the experimentalists show that Casimir-Polder in-
teraction can dynamically couple the two systems. However, they also show
that as with stationary surfaces, the atoms have lifetimes greatly limited by
the proximity of the attractive surface. They go on to show that the loss of
atoms from the trap leads to contamination of the surface and a greatly in-
creased Casimir-Polder attraction, leading to even greater atom losses. This
effect has led the experimentalists to consider alternative coupling methods
for cold atoms and microscopic devices [70].
Using our previous near-surface results, we show that the interaction
between a cantilever and the atoms can be sufficient to allow strong dy-
namical coupling whilst also affording very long lifetime. We achieve this
taking the same system as that investigated in the the previous experiment
and rotate the atom trap relative to the cantilever. This allows us to res-
onantly couple the cantilever motion and the parallel motion of the atoms
along the length of the cantilever. The trap frequency in the direction of the
surface then no longer needs to be resonant with the cantilever motion and
so can be greatly increased, allowing for a reduced cantilever-trap separation
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and so greatly increased Casimir-Polder coupling.
We show that this simple alteration of the experiment design increases
the coupling to the extent that the nanometre-scale thermal oscillations of
the cantilever (i.e. oscillations due to thermal phonons at room temperature,
without the additional driving of the piezo-electric crystal) is enough to drive
large scale excitation of the trapped atoms. We go on to show that the energy
increase in the atoms, in this un-driven, energetically constant, system is large
enough to begin cooling the cantilever.
We stop short of showing the effects of cooling cantilever as the non-
equilibrium oscillation of the cantilever requires a more complex model than
the classical damped, driven oscillator model that we have considered and,
as such, this remains open for further investigation. The aim would be to
consider methods which allow the near complete cooling of the cantilever
to its quantum-mechanical groundstate, which, we have shown, could be
possible. If this were realised then the atom cloud could be used as an
intermediary device to control the quantum state of the cantilever, which
would then be one of the largest macroscopic devices to be placed into a
defined quantum state.
9.3 Describing Finite Temperature Gases
The next topic we investigate is the semi-classical phase-space density dis-
tribution of finite temperature clouds of bosonic atoms. Whilst there are a
great deal of theoretical methods to describe the distribution of these atomic
ensembles [16], the complexity of many of them leaves them relatively unused
in typical cold atom experiments. Instead experimentalists often limit their
description of a trapped finite temperature gas of atoms to just the simplest
ideal gas model.
In chapter 7, we discuss how this simple model will contain sizeable errors
due to the contradictory approximations used in its application. We then
go onto describe the relatively unknown semi-ideal gas model [111]. We
show that as this takes into account the bosonic nature of the atoms as
well as approximating the interaction between excited atoms and those in
the cold, dense, groundstate, the previous contradictory assumptions are no
longer needed, leading to a more accurate description of these experimentally
realistic atom clouds.
Building on this work, we take the Hartree-Fock equations which include
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all the necessary interactions between a thermal ensemble of atoms and we
show that we can solve for the spatial distribution of the entire atom cloud.
This requires numerically solving a general transcendental equation, which
then allows a cloud at any experimentally reasonable temperature and occu-
pation to be well described. We show that the results of this method show
an interesting effect, in that when cooling a high temperature cloud down to
condensate temperatures, the position of the condensate phase-transition (µ
changing from negative to positive) is positively shifted (i.e. µ must become
finitely positive) due to the repulsive nature of the atom-atom interactions.
Although the exact magnitude of this shift requires the numerical solution of
the previously mentioned transcendental equation, we can make a reasonable
approximation which allows this shift to be given analytically. Whilst similar
to previous ideal gas corrections, this shift is the first to be calculated that
takes into account the trapping geometry, finite temperature as well as the
atom-atom collisional interactions.
As of June 2015, this theoretical description of finite temperature atom
clouds is currently in the process of being experimentally tested by the group
of Lucia Hackermueller at the University of Nottingham. In the event of it
being confirmed, this relatively simple, yet detailed, model will allow the
thermodynamic parameters (chiefly temperature, chemical potential, total
atom number and condensate occupation) of experimentally observed atom
clouds to be found with much greater accuracy. By better knowing the state
of an atom cloud, this model should allow for much greater optimisation of
experimental cooling processes, leading to larger final atom numbers, lower
temperatures and larger condensate occupations. This in turn should de-
crease experimental error and uncertainty due to thermal fluctuations and
broadening often seen in cold atom experiments.
Lastly, in chapters 7 and 8, we consider a recent experiment in which
a finite temperature atom cloud is produced in a trapping potential with
a large aspect ratio (but which is not so extreme as to cause the cloud to
exhibit 1D behaviour) and a central harmonic dimple which contains the
coldest atoms [112]. The cloud is then excited by periodically shaking the
potential in resonance with the dimple frequency. This then causes the cold
atoms (assumed to be in the condensate mode) to oscillate with a sizeable
amplitude, whilst the hotter thermal atoms which reside outside the dimple
show little excitation. Once the shaking is halted the oscillation of the cold
atoms is then seen to exponentially diminish. The experimentalists theorize
that this occurs due to collisions between the moving condensate and the
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stationary thermal atoms. They then show that the rate of this exponential
damping differs from that expected of a typical 3D distribution of atoms
[113], and so they use an altered theory to take into account the reduced
dimensionality of the experiment. Their new theory is then shown to agree
with the experimental results.
In chapter 8, in order to verify this theory, we use a finite temperature ex-
tension of our simpler PGPE model (known as the Stochastic PGPE model)
which has previously been used with some success [16]. Firstly, we are able
to show that, although the system cannot accurately be described by a 3D
model, the SPGPE is able to produce spatial distributions of atoms in this
dimple trap, which match those found experimentally, thereby validating the
experimentally found values of temperature and chemical potential. Next,
we are able to reproduce the excitation of the atoms due to the resonant
shaking of the trap. This allows us to find similar damping rates of the
condensate motion after the same periodic shaking. However, for low tem-
peratures we find a divergence of the simulated and experimental data. This
is explained due to a finite heating rate in the experiment which would cause
an initially cold cloud to heat during the experiment, which would skew the
low temperature data.
By producing results which closely match both the spatial density dis-
tribution of finite temperature atom clouds in this quasi-1D, anharmonic
experimental system and also re-creating the same results as those expected
by the quasi-1D damping theory, we have shown that the SPGPE is a suitable
model to re-create experimental results in this non-typical system. Secondly
the validation of the quasi-1D theory opens the possibility of studying further
inter-atom dynamics in these previously unstudied trapping geometries.
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Appendix A
Gauss-Hermite Quadrature
A.1 Numerical Techniques Using Gauss-Hermite
Quadrature
The interaction integral in the PGPE (2.18) must be solved every time step
and hence could be very computationally costly. However, using Gauss-
Hermite quadrature (GHQ), the integrand only needs to be summed over
very few points to be accurately evaluated, allowing for a efficient evaluation
of the integration.
GHQ solves integrals of the form:
I =
∫ ∞
−∞
f(x)e−x
2
dx, (A.1)
where f(x) is a polynomial of order p. It does this using a weighted sum
over the integrand evaluated at N specific points:
I =
N∑
i=1
wif(xi), (A.2)
where wi are the weights for each point xi. The integral will be entirely
accurate if the order of the quadrature, m satisfies m ≥ (p+ 1)/2.
The weights are given by the formula:
wi =
2m−1m!
√
π
m2 (Hm−1(xi))
2 (A.3)
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and the points (sometimes referred to as abscissae), xi are the roots to
the mth order Hermite polynomial Hm(x). The full derivation of the weights
and the points is not needed here. However, a good description can be found
in [120].
The integrals we wish to evaluate don’t immediately have the required
Gaussian factor in the integrand, as they are of the form:
I =
∫ ∞
−∞
Hn(x)Hn′(x)Hn′′(x)Hn′′′(x)e
−2x2dx. (A.4)
Therefore, we must use the co-ordinate transform xi → xi/
√
2 along with
wi →
√
2wi. Note that we can also see that the maximum order integration
will be 4 times the largest order mode, n. There is also the added complica-
tion of the requirement to carry out this integration in 3 dimensions, which
can be done by the following series of matrix/tensor multiplications:
P =
∑
α,β,γ
Cα,β,γhαHα(xi)hβHβ(yj)hγHγ(zk)
=
∑
α
hαHα(xi)
∑
β
hβHβ(yj)
∑
γ
Cα,β,γhγHγ(zk), (A.5)
where i, j and k are the abscissae indicies in the x, y and z directions
respectively. Defining:
Q = P |P |2, (A.6)
we finally obtain:
Mn =
∑
i,j,k
Q(xi, yj, zk)hαHα(xi)wihβHβ(yj)wjhγHγ(zk)wk
=
∑
i
wihαHα(xi)
∑
j
wjhβHβ(yj)
∑
k
wkQ(xi, yj, zk)hγHγ(zk). (A.7)
Additional Perturbations
Additional spatio-temporal perturbations can be included in the PGPE using
a similar GHQ integral. If Upert = f(t)g(x) then:
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Sn =
∑
n′
Cn′
∫ ∞
−∞
φn′(x)φn(x)g(x)dx
=
∑
n′
Cn′
∑
i
wihnHn(xi)hn′Hn′(xi)g(xi), (A.8)
where wi and xi are as described without needing any additional alteration
as the integrand contains the Gaussian required for GHQ.
A.1.1 Avoiding Double Bit Precision Limits
The following is a computational solution to issues arising from using very
large order basis states. This is not typically an issue, as the limit imposed
by Ecut is often enough to ensure that all necessary numerical operations on
the basis states can be carried out without issue. However, harmonic traps
with extreme aspect ratios can often require large numbers of modes and high
order modes. In this case, additional measures must be taken to calculate
the integrand of equation (2.18) correctly.
The largest root of an nth order Hermite polynomial, Hn(x) goes as
√
2n.
As these roots are the abscissae, xi, used in GHQ, Hn(xi) can often become
much larger than the 10308 limit of the double precision number format. As
this is often the largest format readily available in interpreted mathematical
programming packages such as MathWork’s MATLAB, this leads to an upper
limit on the order of GHQ integrals that can be calculated.
There are a number of ways around this. Firstly, if a normalised Hermite
polynomial is needed (henceforth referred to as hHn), this can be found by
multiplying the polynomial by the normalisation factor:
hn = (π
1
22nn!)−
1
2 . (A.9)
As Hermite polynomials are often calculated via the recursion relation:
H0 = 1; H1(x) = 2x, (A.10)
Hn+1(x) = 2xHn(x)− 2nHn−1(x), (A.11)
the normalisation can be added inside the same recursive calculation.
This is achieved by multiplying the latest term by the required normalisation
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factor and storing it, before multiplying all previously calculated terms by
the same normalisation factor. To begin this process, we note that:
hH0 =
1
π
1
4
; hH1(x) =
2x√
2nπ
1
4
,where n = 1. (A.12)
Therefore, after hH0 has been saved it must be multiplied by the
√
2n, n =
1 term in order to calculate the 2nd and higher order polynomials, via:
hHn+1(x) =
2xhHn(x)− 2nhHn−1(x)√
2(n+ 1)
. (A.13)
Continuing, once the hHn+1(x) term has been stored, the previous terms
must be re-normalised:
hH0:n(x)→ hH0:n(x)√
2(n+ 1)
, (A.14)
where the 0:n subscript denotes that all previous terms must have the
same re-normalisation. This algorithm works as the 1/π
1
4 constant included
in the calculation of hH0 and hH1(x) will ensure that all following terms are
multiplied by the same constant and the 1/
√
2n term will recursively create
1/
√
2nn!, as required.
However, this will only allow the calculation of a few higher order Hermite
polynomials before the same 10308 ceiling is hit. The solution to this issue is
to instead calculate the natural logarithm of the Hermite polynomial (though
the logarithm of any other sufficiently large base may be used). This can still
be calculated using a recursion relation, the first two terms of which are:
log(hH0) = −1
4
log(π); (A.15)
and
log(hH1) = −1
4
log(π) + log(2x)− 1
2
log(2n),where n = 1. (A.16)
Again,
log(hH0)→ log(hHo)− 1
2
log(2n),where n = 1. (A.17)
However, the higher order terms are made more difficult due to the ad-
ditive nature of the n and n − 1 terms. Therefore, at least one exponential
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must be used to return a non-logarithmic value. The solution is to ensure
that this is as small a number as possible. There may be many different
ways of carrying this out, though the following seems the simplest and most
convenient.
Let
A = log(hHn)− log(hHn−1)− log(n), (A.18)
then
log(hHn+1) = log(2xn) + log(hHn−1) + log(eA − 1
x
). (A.19)
Again, log(hH0:n) will have to be renormalised as before. Now, as the
exponential is of the ratio of hHn to n × hHn−1 it will never be very large
for any realistic order number, n. Though this allows the calculation of
the logarithm of the normalised polynomial, it is still of no immediate use
because to carry out GHQ the actual value of the Hermite polynomial must
be calculated. The solution is found by noting that the weighting factor used
in GHQ, given by:
wi =
2m−1m!
√
π
m2[Hm−1(xi)]2
=
1
m[hHm−1(xi)]2
, (A.20)
(where m is the order of GHQ), must get proportionately smaller as
hnHn(xi) gets larger because:
m∑
i
wi[hnHn(xi)]
2 = 1. (A.21)
Therefore, the value of wihHn(xi) must never get prohibitively large.
Using the simpler identity for the weight function, it is trivial to show that:
log(wi) = − log(m)− 2 log(hHm−1(xi)). (A.22)
This means that log(wi) can be found in logarithm form because log(hHm−1(xi))
can be calculated. Therefore:
Qn(xi) = wihHn(xi) = e
(log(wi)+log(hHn(xi))). (A.23)
However, this is not a terrifically useful function because to carry out any
GHQ in the PGPE, hHn(xi) alone would still need to be calculated. Instead,
the following function is more useful:
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Q(2)n (xi) = w
1
2
i hHn(xi) = e
( 1
2
log(wi)+log(hHn(xi))), (A.24)
where the (2) represents how many times Qn is used in the GHQ integ-
ration. Then:
m∑
i
[Q(xi)
(2)
n ]
2 = 1. (A.25)
For the integration required in the calculation of the effective potential
in the PGPE the following function is required:
Q(4)n (xi) = w
1
4
i hHn = e
( 1
4
log(wi)+log(hHn)). (A.26)
Then the overlap matrix (in 1D for simplicity) is given by:
Gn =
m∑
i
Qn(xi)
n∑
α
CαQα(xi)|
n∑
α′
Cα′Qα′(xi)|2, (A.27)
where Cα is the αth order expansion co-efficient, the maximum mode of
which is n, and, again, m is the GHQ order, which is ∼ 2n. Remembering
that for this integral, xi → xi/
√
2.
However, there are two issues that need to be addressed before this tech-
nique will work. Firstly, there are a number of places where the value log(x)
must be calculated. This is usually trivial except for the fact that a GHQ in-
tegral of odd order will have xi = 0 as an abscissa and so log(xi = 0) = −∞.
This is easily remedied by finding any abscissa that equal 0 and replacing it
with something of the order of 10−308. Making it essentially 0 but allowing
the logarithm to produce usable values.
The next issue is the careful calculation of w
1/2
i or w
1/4
i . As shown in
equation (A.20), wi is entirely positive and so w
1/2
i and w
1/4
i will be entirely
real. However, hHm−1(xi) can be negative, so:
w
1
2
i 6= e(−
1
2
log(n)−log(hHm−1)). (A.28)
Instead, the following step must be used:
log(hHm−1)→ 1
2
R[2 log(hHm−1)] = R[log(hHm−1)], (A.29)
which is the logarithmic equivalent of:
149
|hHm−1| =
√
hH2m−1. (A.30)
With the functions Qn(
√
2xi), Q
(2)
n (xi) and Q
(4)
n (xi/
√
2) it is then possible
to carry out GHQ integrals to near limitless order.
A.1.2 Finding the roots of Hn(x)
If hHn(xi) is too large to calculate then even finding the roots to begin with
is an issue. The solution is to use a more drastic normalisation, whereby
inside the recursion relation the latest term is divided by its absolute value
to produce hHn(x)± 1. The first two terms are then:
hHo = 1; hH1(x) =
2x
|2x| , (A.31)
and as before:
hHo → hHo|2x| . (A.32)
Higher order polynomials are found by using the usual relation:
Hn+1(x) = 2xHn(x)− 2nHn−1(x), (A.33)
except now:
hH0:n+1(x)→ hH0:n+1(x)|hHn+1(x)| , (A.34)
noting that all terms (including n+ 1) have been divided by |hHn+1(x)|.
Again, the trick in equation (A.34) lies in similarly re-normalising all previous
terms so that the n+1 term can be calculated ensuring that it can never get
larger than 1 in magnitude.
A convenient way of finding the position of the roots is to look at where
the polynomial changes sign. This is done most easily by finding where the
absolute difference between two points is equal to 2:
dHn(x) = |hHn(1 : nx − 1)− hHn(2 : nx)|, (A.35)
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where nx is the length of the x array used. Note that a slight correction
must be used as the actual point of the root will be somewhere between two
points, and so:
xi → xi − dx
2
(A.36)
where dx is the resolution in the x array used.
A technique often used for efficiency in the finding of roots is to propor-
tionately ’home - in’ on the root by linearly extracting the difference of Hn(x)
from 0 in order to calculate a series of exponentially closer values for the root.
However, this technique isn’t so efficient here as the procedure would have to
be carried out for each order separately. However, the technique described
above can be used to find the roots of all orders simultaneously, using a
matrix method.
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Appendix B
Genetic Optimisation Routine
B.1 Simple Genetic Algorithm
In order to solve complex, multi-variate, equations genetic algorithms have
had much success [121, 122]. They work by utilising a similar method to
biological evolution, in that by selecting out successful genomes to merge and
create new genomes under the constant influence of stochastic mutation, some
time later a maximally successful genome will be found. If we consider a list
of variables to be used in a non-linear equation as an analogy of a genome that
contains a list of ’instructions’, then we can evolve the variables by setting
some level of success for each set of variables (or ’genome’) and evolving them
in a numerical analogue of the biological evolution mechanism. Though there
are many variations of the implementation of genetic algorithms (GA), they
all hinge on three main steps, as discussed above:
• Selection of genomes based on some criteria.
• Crossover between surviving solutions.
• Addition of ’mutations’.
Each of these steps has a randomized element as explained later, therefore
the algorithm is stochastic and can be thought of as quasi-ergodic in nature.
This is because although the evolution of the genome evolves around solutions
that are most ’survivable’, which would destroy ergodicity (as after some time
has passed the GA would have evolved the genome to some limited set of
solutions). The stochastic element of the evolution will ensure that no one
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set of solutions dominates (i.e. the system won’t get infinitely stuck on one
set of genomes). Instead, the GA will always be able to evolve around all
of the available parameter space. Its ability to find solutions in a stochastic,
probabilistic, way ensures that after an infinite length of time the GA will
find the globally optimum genome.
The following is largely taken from the description in [123] where a simple
example will be used to explain the method. A more detailed analysis can
be found in [124].
Consider a relatively simple, multi-variate equation:
f(x) = a+ 2b+ 3c+ 4d− 30 = 0 (B.1)
where we require all variables to be integers. We can find the solution by
minimizing the absolute value of the function f(x). The genome in this case
is x = a, b, c, d where a, b, c and d are known as chromosomes. We will then
evolve a set of genomes in order to find a solution to f(x) = 0.
Initialization
Firstly, we start by initializing the algorithm. To do this a random selection
of chromosomes are used to create an initial generation of genomes. However,
care must be taken as the possible values of the selection will limit the ’search
space’ of the algorithm (as will the possible values allowed for mutations,
explained later). For this case we will limit our ’search space’ to integer
values between 0 and 30 this satisfies our requirement that all variables be
integers. As they all add positively to one-another, we know that 30 is a
sensible upper limit to the possible solutions.
Selection
So, once we have a family of N genomes created, we can begin the series
of three steps given above. Firstly, we calculate some objective function to
measure the ’fitness’ of each genome. In this example the fitness will simply
be the value of 1/|f(x)|, so the genomes that give the smallest value of f(x)
will be considered the ’fittest’.
Then we use a cumulative distribution of the fitness values, normalised
to 1, i.e.:
153
Ci =
∑i
j=1 1/|f(xi)|∑N
j=1 1/|f(xi)|
, (B.2)
where i = 1 : N and xi are the set of N genomes. Then we use the cumu-
lative probability function to probabilistically select the ’surviving’ genomes.
To do this, we pick a set of N random numbers, Ri, between 0 and 1 and
the surviving genes are then the genes, i, that first satisfy Ci > Ri. This
may lead to the same genome xi being chosen multiple times or, due to the
random nature of the selection, a completely unfit gene being selected. This
is all part of the quasi-ergodic nature of the evolution.
Crossover
If selection were the only step in the algorithm then we would simply end by
choosing the best genome resulting from the initial generation. Therefore we
need to create new genomes that will ideally be as good or better solutions
to the fitness function than the previous generation. The easiest method of
doing so is to merge some of the selected genomes together. This process is
known as the ’crossover’ as we simply swap parts of the genome between two
randomly selected genomes.
To do this, we first choose how many crossover genes we want every
generation, typically given as a rate so that the total number of new genomes
is Nc = ρcN . For the function given above, ρc = 0.25 is a reasonable value.
Then we create a set of Nc randomly chosen integers Ri between 1 and N that
will select which genomes will be the ’parents’ of the new ’child’ genomes.
The point at which the two parent genomes exchange genes is found
by choosing a second random point, ri, between the first two chromosomes
and the last two chromosomes (i.e. 1 and length(x)-1) and creating a new
chromosome from the first two chosen parent genomes. This is repeated with
a new, randomly chosen, crossover point for the second and third parent
genomes, and third and fourth parents, and so on until the last child genome
is created from the first and last genomes.
In pseudo-code:
• for i = 1 : Nc − 1
choose random cross over point, ri
new genomei = genomei(1 : ri) +genomei+1(ri + 1 :length[genome])
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• endfor
new genomeNc = genome1(1 : rNc) + genomeNc(rNc+1 :length[genome])
where the ’+’ symbol signifies the creation of the new array and not the
mathematical addition of the two segments of genomes. The Nc number of
new genomes will then replace the parental genes in the new generation.
Mutation
Whilst crossover is useful in creating new genomes, no new chromosomes
will be added by the process and so the evolution will be limited to a ’search
space’ of just the randomly chosen initial chromosomes. In order to cover
all of our initial search space, and find a globally maximal solution, we must
add in new chromosomes. This is done by a process analogous to biological
mutation.
To do this, we first choose how many mutations we want in our system
every generation, again typically given as a rate such that Nm = ρmN ×
length[xi]. For the example given above, ρm = 0.1 is reasonable. Secondly,
we choose what value the mutation takes. This is typically done in a similar
manner as the initialization. So, continuing the example given above, we will
choose Nm random integers between 0 and 30 for our mutations.
Then we must choose their placement in the family of genomes. Therefore
we select Nm integers between 1 and N as the number genome that will be
mutated and for each mutation we choose a random integer between 1 and
length[x] for the chromosome in the genome that will be replaced by the
mutation.
Termination
This process of evolution can be carried on indefinitely, although for any
practical purpose it is useful to set a mechanism that stops the evolution
should f(xi) = 0 and the fitness value reach ∞. However, if this is not a
realistic goal, or many solutions are required, then a maximum number of
generations could be imposed.
Choosing Evolution Parameters
The nature of the evolution will be dictated by the complicated interaction of
the fitness function, the rate of crossover, the rate of mutation, the number of
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genomes and the search space used. The following is a list of general points
on each value found by the author running many GA simulations:
The number of genomes, N , is not always particularly important as the
total number of genomes evaluated will also be dictated by the number of
generations that they are evolved for. However, if the search space is large
and the rate of mutation and crossover relatively low then a large number
of genomes is preferable as it is useful to consider many points in the search
space each generation. Unless we do this, the selection step will limit the
evolution to very confined areas that will take a long time to cover the entire
search space.
The most efficient rates of crossover and mutation are complicated to
define and often have to be altered a posteriori. As an example, if the
evolution is getting stuck in particular areas of the search space then a larger
mutation rate will aid in allowing the system to move around more freely and
investigate a larger area of search space. However, if the rate of mutation
is large then it is useful to have a relatively large crossover rate to aid in
mixing the mutations between genomes and selecting out which mutations
are most useful in each genome. A small crossover rate, combined with a
large amount of mutation, will turn the GA into a random number generator
that just evaluates a new set of random genomes each generation, which will
not be efficient in finding maximal solutions.
A suitable search space can be chosen a priori by considering the likely
values of successful solutions as discussed in the example above. Similarly,
the GA used to find the excitation times required to create cat states used a
search space limited by 0 and 1 times the complete excitation time for each
mode. Therefore, in theory, each mode had a chance of being completely
occupied or not all.
B.2 Coupling GA to Nelder-Mead Algorithm
It was found that the GA was very slow at finding ’good’ solutions for the
excitation times required to create cat states. This was because the interac-
tion between the chromosomes in any reasonable genome were so strong that
any mutation or crossover would greatly decrease the fitness of any ensuing
genomes. This was further complicated by the fact that the mutation and
crossover rates would ideally need to be large, as the GA would often get
stuck on values of reasonably large fitness (. 0.8), that were unfortunately
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still too small to be useful.
Therefore, an additional optimisation step was included before the selec-
tion step every generation. This was done so that mutations and crossovers
would allow new genomes to be created that would be useful for the evolu-
tion and simultaneously avoid getting stuck on the same solution by having
constantly evolving solutions that would have reasonable fitness values.
B.2.1 The Nelder-Mead Algoritm
The following is a simple explanation of the symplectic, heuristic algorithm
used to maximise the fitness function for each genome before selection. The
Nelder-Mead algorithm (NMA) is designed to minimise the function of in-
terest, which we will take to be the function f(xi) described earlier, as op-
posed to the fitness function 1/|f(xi)|. As the details of this method aren’t
particularly useful in understanding the optimisation process only the flow-
chart will be given here. This flowchart is taken from [125]
The NMA works by choosing, evaluating, and evolving three points in
search space. The three points are simply rated as the best point, B, the
second to best or good point, G and the worst point, W , which means that
f(B) < f(G) < f(W ). Then, using a series of trigonometry arguments, this
’triangle’ (or rather simplex) of points is expanded and contracted and moved
through search space by evaluating a series of neighbouring points given by:
M =
B +G
2
, (B.3)
R = 2M −W, (B.4)
E = 2R−M, (B.5)
C =
W +M
2
, (B.6)
S =
W +B
2
, (B.7)
where the list of parameters considered as genomes in the GA are now
used as vectors.
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The following list of logic steps is then carried out until two of the three
points converge:
1. Evaluate and reassign the three points, B, G and W .
2. if f(R) < f(G) then carry out Case 1, else carry out Case 2
Case 1
• if f(B) < f(R)
replace W with R
• else
– if f(E) < f(B)
replace W with E
– else
replace W with R
– endif
• endif
end Case 1
Case 2
• if f(B) < f(R)
replace W with R
• endif
• if f(C) < f(W )
replace W with C
• else
replace W with S and G with M
• endif
end Case 2
3. Repeat until f(B) = f(G)
This technique is not simply used by itself instead of the GA as it is
limited in its ability to find minima in very fluctuating search spaces and will
thus often converge on some local minimum that is not guaranteed to be the
global minimum that we require.
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Appendix C
Integrating the Bose-Einstein
Distribution
To obtain the line density of the thermal cloud, we must integrate over the
momentum and extraneous spatial dimensions (y and z). To do this, we begin
by simplifying the momentum integration using first cylindrical symmetry:
r2 = y2 + z2 followed by spherical symmetry k2 = k2x + k
2
r , then:
nth(x, r) =
4π
(2π)3
∫ ∞
0
k2dk
e
ǫ−µ
kBT − 1
=
2√
π
Ak
∫ ∞
0
X1/2dX
eX/Z − 1
= Ak
∞∑
l=1
Z l
l3/2
, (C.1)
where:
Ak =
(
mkBT
2π~2
)3/2
(C.2)
X =
~
2k2
2mkBT
, (C.3)
Z = exp
[
−
(m
2
(
ω2rr
2 + ω2xx
2
)
+ 2gno(x, r)− µ
)
/kBT
]
, (C.4)
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and the factor of 1/(2π)3 in (C.1) comes from using wavevectors instead
of inverse wavelengths.
We can then obtain the line density by integrating through by the radius,
r. However, this is complicated by the discontinuous nature of the condensate
density:
nth(|x| < xTF ) = 2πAk
∞∑
l=1
l−3/2
[∫ rTF (x)
0
rZ linsidedr +
∫ ∞
rTF (x)
rZ loutsidedr
]
,
nth(|x| > xTF ) = 2πAk
∞∑
l=1
l−3/2
∫ ∞
0
rZ loutsidedr, (C.5)
where:
Zinside = exp
[(m
2
(
ω2rr
2 + ω2xx
2
)− µ) /kBT] , (C.6)
Zoutside = exp
[
−
(m
2
(
ω2rr
2 + ω2xx
2
)− µ) /kBT]
= 1/Zoutside, (C.7)
and:
rTF =
√
2µ
mω2r
− ω
2
x
ω2r
x2. (C.8)
Evaluating this integral, we obtain:
nth(x) = An


∑∞
l=1
[
2− e
l
kBT
(
mω2x
2
x2−µ
)]
l−5/2 |x| < xTF
∑∞
l=1 e
l
kBT
(
µ−mω
2
x
2
x2
)
l−5/2 |x| > xTF ,
where:
An =
2πkBT
mωyωz
Ak. (C.9)
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C.0.2 Finding the Phase-Space Distribution of the Thermal
Cloud
In order to find nth(x, k), we must first integrate over the radial momentum:
k2r = k
2
y + k
2
z :
nth(x, r, k) =
1
2π
∫ ∞
0
kr
e
ǫ−µ
kBT − 1
dkr
= Bk
∫ ∞
0
dX
eX/Z − 1
= Bk
∞∑
l=1
Z l
l
, (C.10)
where:
Z = exp
[
−
(
m
2
(
ω2rr
2 + ω2xx
2
)
+
~
2k2
2m
+ 2gno(x, r)− µ
)
/kBT
]
(C.11)
and
Bk =
kBT
~2
. (C.12)
Again we have included a factor of 1/(2π)2, as we’re essentially integrating
over 2 wavevector dimensions, not two inverse-space dimensions.
The integration over the radial dimension is almost identical to that done
above, except with a different prefactor and an additional exponential term,
resulting in:
nth(x, k) = Bn


∑∞
l=1 e
−l~2k2
2mkBT
[
2− e
l
kBT
(
mω2x
2
x2−µ
)]
l−2 |x| < xTF
∑∞
l=1 e
l
kBT
(
µ−mω
2
x
2
x2− ~2k2
2mkBT
)
l−2 |x| > xTF ,
where:
Bn =
1
ωyωz
(
kBT
2π~
)2
. (C.13)
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