We have developed several algorithms for classifying objects in astronomical images. These algorithms have been used to label stars, galaxies, cosmic rays, plate defects, and other types of objects in sky surveys and other image databases. Our primary goal has been to develop techniques that classify with high accuracy, in order to ensure that celestial objects are not stored in the wrong catalogs. In addition, classi cation time must be fast due to the large number of classi cations and to future needs for on-line classi cation systems. This paper reports on our results from using decision tree classi ers to identify cosmic ray hits in Hubble Space Telescope images. This method produces classi ers with over 95% accuracy using data from a single, unpaired image. Our experiments indicate that this accuracy will get even higher if methods for eliminating background noise improve.
{ 2 {
Introduction
We have been developing new methods to address the goal of providing the astrophysical research community with tools for analyzing very large, complex, multi-parameter data sets. This paper describes a joint e ort by researchers in arti cial intelligence (AI) and astrophysics to develop and apply computational techniques to signi cant problems in astronomy. Speci cally, we are using several techniques from the machine learning sub eld of AI in order to identify and classify objects in astronomical images. This paper describes the results of an ongoing e ort to identify accurately the types of noise commonly present in Hubble Space Telescope (HST) data, especially cosmic ray hits, which are very common in Wide Field Camera images. The main techniques to be described below are algorithms for building decision trees. These trees have proven to be fast, accurate classi ers for numerous data sets, and our hope was that they would work well for the HST/WFC cosmic ray problem. Our results and comparisons with other machine learning techniques show that decision trees are excellent classi ers for many types of problems. Their accuracy on the cosmic ray problem is currently about 95%. In order to improve this gure, astronomers may have to develop better methods for identifying and removing spurious sources such as hot pixels from HST images.
Below we describe, rst, the star/cosmic ray classi cation problem for HST images. We then describe our decision tree algorithm, as well as some related techniques, and present the results of our experiments with these methods.
Classi cation of Stars and Cosmic Ray Hits in Images Obtained with the Wide Field Camera in the Hubble Space Telescope
Cosmic ray (CR) primaries and secondaries striking the CCD detectors in the HST's rst Wide Field and Planetary Camera (WF/PC-1) created electron-hole pairs in the silicon that were detected along with the electron-hole pairs created by the photons striking the CCD. During a typical 20-minute exposure, each of the four CCDs detected approximately 2,000 CR events. Many of the low amplitude CR events look like faint stars. We have been using our classi cation techniques to learn to identify CRs and stars in HST data; our rst goal was to nd classi ers that separated CRs and stars with high reliability in individual, aberrated images obtained with the WF/PC. Progress toward that goal is described below. Our long range goal, discussed in Section 5., is to extend the present successful classi cation method to the aberration-corrected images, which are being obtained with the new Wide { 3 { Field Planetary Camera (WFPC2) that was installed in the HST by the crew of the Space Shuttle Endeavor in December 1993.
We began our study by selecting two images from an HST \Key Project" aimed at measuring the Hubble Constant, i.e., the rate at which the universe is expanding. The images are two 900-second WFC exposures through a yellow lter (F555W) of a eld in the nearby galaxy M81 taken at two di erent times. Figure 1 shows part of an image from one of the four CCDs (CCD WF1) that were exposed simultaneously when a WF/PC picture was taken. The entire eld, which was centered on a portion of a spiral arm in M81, contains thousands of faint stars. Because the stars are faint and close to one another, the image is a di cult test case.
Our rst objective was to create a highly reliable catalog of the positions and identities of stars and cosmic rays. We used a standard program (the task \Combine" in the Space Telescope Institute's software package STSDAS) with one-sided, three sigma cuto to combine the two images of the M81 eld. The program retains objects (stars in this case) that are statistically above the noise in each image, and rejects objects (CRs) that appear in only one image. Note that our goal is to eliminate the need for split exposures, and thereby save the signi cant amount of spacecraft time that is required to prepare the WF/PC for the second exposure. We also wish to eliminate the noise penalty that is incurred by taking two exposures. The quadratic sum of the root mean square (rms) read noise and pre ash noise in CCD WF1 was 20 electrons per pixel. The rms read noise in WFPC2 is 5:2 electrons per pixel. Whenever the exposure is split and then subsequently summed after CR removal, the read noise is increased by p 2. This noise competes with the noise in the sky-background in short exposures or in exposures made through narrow band lters. We next used the program DAOFIND to catalog the (x; y) positions of the stars in the image. The mean background of the combined image varied from 27 to 33 counts in WF1, with an average of 31 counts. The standard deviation varied from 2.1 to 2.8, with an average of 2.55. Similar means and standard deviations were found for the other three CCDs. The threshold used for object detection by DAOFIND was 9 counts above the background, which along with the 2.55 standard deviation of the background gives a 3:5 detection limit. By subtracting the combined image from each of the individual images, we obtained two images which contain only CRs. We then used DAOFIND on each of the CR images to catalog the positions of the CRs.
As an external check on the completeness of this CR catalogue, we found the surface density of the CRs and compared it to the values recently determined in (Windhorst et al., 1994) . The Final Orbital/Science Veri cation Report by the WF/PC-1 Investigation De nition Team lists zeropoint o sets for the M81 eld for WF2 (Hunter et al., 1991) . { 5 { Consequently, we used the same CCD for our CR surface density determination. We de ned a cosmic ray to be a single pixel in the CR image with a threshold of 4:0 local in ADU ux. A fairly high threshold was used because the noise in the two input images was heavily correlated, leading to an arti cially low rms noise in the di erence (CR) image. The (x; y) catalog of these CR positions on WF2 was used as input to the IRAF task DAOPHOT.PHOT, which performed 0.55 pixel aperture photometry. This essentially gives the counts in a single pixel, which is appropriate for cosmic rays. The V magnitude given by PHOT treats CRs as if they were real objects on the sky, and is de ned as C v ? 2:5 log ADU, where ADU is the ADU ux a CR would have generated in the image during the total exposure time. We histogramed the V magnitudes from both images.
Before plotting the histogram, we needed to nd the correct zeropoint magnitude for our data, in order to use it as an o set. We followed a procedure similar to that outlined in (Freedman et al., 1994) . We located the 5 Cepheids listed for CCD WF2 and did core tting with an aperture of 2.5 pixels. In order to perform the aperture correction, we used a theoretical PSF generated by TinyTim for WF2. >From this we found that 14:3% of the light falls within a 2.5 pixel radius. We ignored color corrections as was done in (Hunter et al., 1991 ), but we did perform aperture corrections. Comparing our F555W V magnitudes to the V magnitudes listed by the IDT, we con rmed the zeropoint magnitude of 23.0 to within 0.1 magnitudes (or 10%), and used this number as our o set. Figure 2 plots the (log of the) number of pixels a ected by cosmic rays as a function of V magnitude. The peak of our CR surface density occurs around magnitude 26, whereas it is around magnitude 27 in Windhorst et al.'s paper. This di erence is most likely due to the much longer exposure times used in Windhorst et al.'s paper. We nd that the di erential CR "magnitude counts" closely follow an apparent power law, down to V ' 27 magnitude, with a slope ' 0:57 (when counted as N(m) / m ), compared to ' 0:6 in Windhorst et al.'s paper. Our observed surface density of CR hits is 3.96 pix/sec/CCD. This corresponds to 3 events cm ?2 sec ?1 . (Note that we have de ned a CR event to consist of one pixel which has signal above a certain threshold in the image containing only CRs.) In general, however, our results are consistent with theirs.
Any classi cation method uses a set of features to characterize each object; obviously, the features should be tailored to the task at hand. We took two approaches to extracting features to be used for classi cation. The rst approach has the appeal of maximum simplicity: simply give the classi er the raw data. A 3 3 array of pixels centered on a faint star contains most of the information about the star. Consequently, we extracted a 3 3 \postage stamp" centered on each star and each CR. Using the nine intensity values from this array as our features, each star and CR becomes a point in a nine-dimensional space. If the stars and CRs form separate clusters in this space, and if the classi er can separate out { 7 { those clusters, we will be able to classify the objects accurately. Our second approach is in principle more powerful. We know in great detail how aberration and di raction determined the HST intensity distribution from point sources (i.e., stars), the so-called point spread function or PSF, in WF/PC-1 images. If we t a PSF to the stars and CRs, the parameters of the t should be very di erent for the two classes. Details of these parameters are given in Appendix A..
Constructing a Decision Tree Classi er
Using these di erent parameters, we constructed a decision tree using our new OC1 system and several other well-known classi cation methods. OC1 (Oblique Classi er 1) builds decision trees that contain an oblique (not axis-parallel) hyperplane at each node. We brie y describe the OC1 algorithm below; for more details see Murthy et al. (Murthy et al., 1994) .
A decision tree is a data structure that contains tests at its internal nodes and class labels at the leaf nodes. A simple 2-D example is illustrated in Fig. 3 . A decision tree is used as a classi er by passing an example down through the tree beginning at the root (topmost) node. Each internal node contains a test of the form:
where each example X has d attributes or features. Clearly, this test just measures whether each example is above or below a d-dimensional hyperplane de ned by the a i 's. A node may also contain a simpler test of the form a i X i > k; i.e., an axis-parallel hyperplane. If the test is true, the example is sent down the \yes" branch of the tree, and otherwise it goes down the \no" branch. This process continues until the example reaches a leaf node. The leaf nodes of the tree contain category labels, in this case either \star" or \cosmic ray." Many decision tree methods have been used for classi cation (Moret 1982) , most notably C4.5 (Quinlan 1993) and CART (Breiman et al., 1984) . These classi ers were included in our experiments as well, since our goal was to nd the best overall method for the star/cosmic ray problem. As an additional baseline for our comparison, we included tests using the nearest-neighbor algorithm, which has a long history of use for pattern recognition and classi cation problems (Dasarathy 1991) . The principle di erence between OC1 and other decision tree algorithms is the form of the test at each node: these other methods use only axis-parallel hyperplanes, while OC1 considers both axis-parallel and oblique hyperplanes. The simpler tests sometimes perform very well, but their performance { 8 { depends on the concept or function that the system is attempting to learn, as well as the set of features used to represent the examples. One advantage of axis-parallel tests is that all tests of this form can be considered as the tree is being built. For a data set with n examples and d features, there are only d (n ? 1) distinct axis-parallel tests (i.e., hyperplanes that divide the examples into distinct subsets). The number of distinct oblique hyperplanes, however, is 2 d n d ; and in fact the problem of nding the optimal oblique split is NP-Complete. 2 OC1 therefore takes a heuristic approach and uses local search augmented with randomization to nd good tests at each node, as will be explained below. In other extensive empirical studies (Murthy et al., 1993 , Murthy et al., 1994 , we found that this approach was very successful at nding small, accurate decision tree classi ers.
Following is an outline of the algorithm that OC1 uses to select a hyperplane at each node of the tree. 3 This procedure is repeated until the tree correctly classi es all the training examples, after which the tree is pruned back to avoid over tting (i.e., tting the noise in the data).
OC1 and CART prune their trees using Breiman et al.'s Cost Complexity pruning, which reserves part of the training set as a separate pruning set. Once a complete tree has been induced, both systems execute the following procedure until only the root of the tree is left: determine the \weakest" subtree and remove it. The general idea is that after removing any part of the tree, one can then re-compute how well the tree that remains classi es the training set. The weakest subtree is the one whose removal has the smallest e ect on this measure (for details, including a formal de nition of \weakest" and of how accuracy is estimated for the training set, see Breiman et al. (Breiman et al., 1984) ). This process results in a set of successively smaller trees, and OC1 chooses the tree from this set that gives maximum accuracy on the separate pruning set. The user can adjust the size of this pruning set, or even turn o pruning entirely.
Picking a good split { 9 {
In order to choose a good hyperplane as a test at a decision tree node, we need to have a measure of goodness. Many such measures have been de ned in the literature, and one that has worked well for both OC1 and CART is the \twoing" criterion (Breiman et al., 1984) . This criterion assigns higher goodness values to hyperplanes that come close to splitting the data in half, and to those that do not split up examples from the same class. In other words, the ideal split will have all examples from class c j on the same side of the hyperplane, and will put exactly half the total number of examples on each side. This measure works well for two-class and also multi-class problems. If we denote the proportion of examples on the left side of a split as p L and the proportion on the right as p R , then the twoing criterion is de ned as:
where p(jjL) and p(jjR) are the proportions of class j on the left and right sides of the split.
The CART algorithm picks the axis-parallel hyperplane that maximizes this criterion as the test at a decision tree node. OC1 considers both axis-parallel and oblique splits, and picks an oblique hyperplane when it nds one that has a higher twoing criterion value than the best axis-parallel split. 4
Searching for a good oblique hyperplane
To nd a good oblique hyperplane, OC1 rst selects a random initial location at each node of the tree. Even if such a randomly placed hyperplane has a very poor location, subsequent perturbations should quickly improve it.
The strategy of searching through the space of possible hyperplanes is de ned by the procedure that perturbs the current hyperplane into a new location. First let P be the set of n examples at a given node of the tree. The equation of the current hyperplane H can be written as
{ 10 { We can plug each example into this equation to determine quickly whether it is above or below the hyperplane. Let P j = (x j1 ; x j2 ; : : : ; x jd ) be the jth example from the training set. If we substitute P j into the Eq. 3, we get: P d i=1 (a i x ji ) + a d+1 = V j , where V j > 0 only if point P j is above the hyperplane H. If H splits the training set perfectly, then all points belonging to the same category will have the same sign; i.e., sign(V j ) = sign(V k ) if and only if category(P i ) = category(P j ). OC1 then considers adjusting the coe cients of H one at a time. By treating a single coe cient a m as a variable, and all other coe cients as constants, we can compute the optimal value for a m , using an idea from Breiman et al. (Breiman et al., 1984) . OC1 cycles through the d coe cients until it can no longer improve any of them; i.e., it has reached a locally optimal hyperplane.
It is natural to ask why we should only consider linear tests|why not have much more general tests, such as k th degree polynomials at each node of a decision tree? The principal barrier to considering such tests is the enormous increase in the computational cost of searching for such polynomials. While the number of distinct hyperplanes is already very large | 2 d n d | the number of other types of surfaces is much greater.
Randomization to escape local maxima
A signi cant problem in searching for the best hyperplane (and in many other optimization problems) is that of local maxima. The search process is said to have reached a local maximum if no adjustment of the current hyperplane, as suggested by the perturbation algorithm, improves the goodness measure.
We have implemented two ways of escaping from local maxima. The rst one is easy: simply re-start the search from a new random location. Because the algorithm is fast, it can easily consider 20{100 random starting points at each node.
The second randomization step involves perturbing the hyperplane in a random direction after it reaches a local maximum. We do this by choosing a random direction represented by a vector R = (r 1 ; r 2 ; :::; r d ). We then add R to the coe cient vector A, after rst computing the optimal value for . (For details see Murthy et al. (Murthy et al., 1994) .) OC1 will consider a small constant number (determined by the user) of these \random jumps" each time it gets stuck. Note that although moving the hyperplane in a random direction modi es all the coe cients at once, it only increases the time complexity of the algorithm by a constant factor.
We should emphasize that randomization as used here is only a heuristic that works { 11 { well when OC1 is trying to nd the best hyperplane. Neither this heuristic nor any other is guaranteed to nd the global maximum; the NP-Completeness of the problem implies that no such heuristic exists.
Estimating accuracy of a tree
One measure of the accuracy of a decision tree is how well it is able to classify the data provided to it, called the training set. For the purposes of this study and most others, we assume that the class labels of the examples in the training set are correct. Of course some of these labels may be wrong, in which case the decision tree will not be as accurate as our estimates. This highlights the importance of generating good training sets.
Naturally, one can always build a tree that achieves 100% accuracy on the training set. Usually, however, we would like to know how accurate a tree will be at classifying other, unseen objects drawn from the same distribution as the training set. To estimate this accuracy, a standard practice is to reserve a portion of the training data as a separate test set, which is not used in building the tree. The accuracy of the tree on this test set is then used as an estimate of the accuracy for unseen examples.
In some of our experiments, we used a well-known statistical technique called cross-validation to estimate accuracy. This is described below in Section 4.1.. As a further check on these accuracy gures, we collected additional data from a di erent CCD and used a tree built on the rst CCD to classify this data. This provided us another estimate of accuracy.
In all experiments, we report three accuracy gures: overall, stars, and cosmic rays. Overall accuracy is just the percentage of correct classi cations over the whole test set, where \correct" means the decision tree agreed with the class label provided with the input data. Accuracy on stars (and respectively cosmic rays) is the percentage of the time that a prediction of \star" was correct. In other words, if the system predicted \star" 100 times, and the class label in the data was \star" for 95 of those predictions, then accuracy would be 95% for stars.
Experimental Design and Results
Each object was identi ed by a set of pre-de ned features. For our preliminary experiments, we used the simplest possible object de nition: simply give the classi er the { 12 { raw (calibrated) data. As mentioned above, this consisted of the nine intensity values from a 3x3 array of pixels centered on each star and each CR. After some preliminary trials, we determined that we could improve our results substantially by using additional features relevant to the problem. We know in great detail how di raction and aberration in (pre-servicing mission) HST images determine the intensity distribution from point sources (i.e., stars). We t a PSF to the star and CR images, and used parameters from that plus other knowledge about the di erences between stars and CRs to de ne 11 additional features. This gave us a total of 20 parameters, described in Appendix A.. All the algorithms tested were given the full set of 20 parameters.
A relatively small number of cosmic rays (287 out of 4689 objects) were superposed on the images of stars. These blends (stars plus CRs) are a third class of objects that we wish to classify at a later date when we have a su cient number of examples. We removed these blends from our database for the experiments described below. The database consisted of two sets of objects, taken from two adjacent CCDs, WF1 and WF2, from a 4-CCD array. WF1 was used to develop the decision tree classi ers, and give initial estimates of accuracy. We reserved WF2 to provide an independent test of the accuracy of each classi er; the idea was to use a decision tree induced from WF1 data to classify WF2 data. We chose adjacent CCDs in order to equalize global conditions such as background sky brightness as much as possible. Including blends, WF1 contained 2430 objects and WF2 contained 2484 objects. After removing the blends, WF1 contained 2259 objects and WF2 contained 2368 objects. In both cases about 60% of the objects were cosmic rays.
Experiments on WF1 data
To estimate the accuracy of a classi er on the WF1 data, we ran a ve-fold crossvalidation experiment as follows. We divided the data into ve equal-sized sets. Then for each of the ve subsets, we used the remaining 4/5 of the data as a training set and reserved the fth set as a test set. Thus each object belonged to exactly one test set, and the accuracy measure is the percentage of correct classi cations over the entire data set. (Reminder: \correct" means the decision tree agreed with the class label provided with the data. If that label is incorrect, the algorithm has no way of knowing.) Cross-validation studies are well-known to provide good estimates of accuracy, with relatively little \optimistic" bias.
We ran four di erent decision tree algorithms on this data: CART (Breiman et al., 1984) , C4.5 (Quinlan 1993) , and two versions of OC1. In addition to the version of OC1 described above, we also used a version that only considers axis-parallel (univariate) tests { 13 { at each node of the tree. We call this version OC1-AP. 5 In addition, we used the 5-nearest neighbor (5-NN) classi cation method. 5-NN simply stores all examples in the training set, and classi es test examples by nding the ve nearest (using Euclidean distance in the feature space) examples from the stored set. The majority vote among the nearest neighbors determines the class. Because this method is known to perform well on a very wide class of problems, the 5-NN results serve as a kind of baseline.
Each decision tree system was run using the default settings supplied with those systems. Consequently, the goodness measures and pruning techniques used are di erent for each of the methods. Detailed descriptions of the default settings and what they mean for each system can be found found in the following references: C4.5 (Quinlan 1993) , CART (Breiman et al., 1984) , and OC1 (Murthy et al., 1994) .
The accuracies on WF1 are given in Table 1 . Each of the lines for OC1 is an average of ten 5-fold cross-validation (CV) experiments; the other systems were run using a single 5-fold CV design. This is because OC1 has signi cant amount of randomization, and the average of ten runs is a more reliable estimate than a single run.
In the table, tree size refers to the number of leaf nodes; i.e., the number of regions that the data is divided into by the tree. Tree size in a cross validation experiment, such as this one, is the average size of the ve trees built in the 5-fold CV. Also given are the standard deviations across the ve trials. The best overall accuracy, by a small margin, was produced by the tree built with CART; however, as can be seen from the standard deviation, this was not signi cantly better than the trees built by the other methods. 5-nearest neighbor, our baseline method, did not do as well as any of the decision trees. This could be due to the large number of features present; k-NN methods do not perform as well in large feature spaces (Salzberg 1991) . In fact, we have found that feature selection methods, which reduce the number of features used, consistently improve the accuracy of k-NN. Section 4.4. contains results that indicate that k-NN will in fact perform much better with fewer features. CART, OC1, and OC1-AP all produced small trees in this rst experiment. The trees produced by C4.5 are larger because its pruning method is di erent from that of CART and OC1. It should be noted, however, that a decision tree induced on a training set having N objects can have as many as N nodes; so, considering the training set size (> 1800 objects), C4.5 trees are still relatively small.
To give an example of what a particular classi er looks like, one relatively small { 14 { tree that OC1-AP produced on the WF1 data is shown in Fig. 4 . This tree gave 93.2% accuracy on the WF1 training set. The same tree applied to the WF2 data gave 91.9% overall accuracy. Attribute 20 (x 20 ) is the standard deviation of the pixels in the 3x3 map. Attribute 16 (x 16 ) is the ratio of the magnitude at a radius of 2 pixels to the magnitude at 1 pixel. Because OC1 found a tree that used only two features, the partitioning induced by this tree can be viewed using those two features as the coordinate axes. In addition, it points out that it might be a good idea to run OC1 using only these two features to describe the examples, an idea which we pursue in Section 4.4..
Experiments on WF2 data
After training each of our programs on the WF1 data, we used the same decision trees, without any further training, to classify the WF2 data. The purpose of these experiments was to provide an independent test of the accuracy of the methods. We used a set of images from the same region in the sky in order to equalize factors such as background noise, so that the feature values on both chips were comparable. Our results showed that there were only slight decreases in accuracy: the trees produced using WF1 data were still very good classi ers for the WF2 data. The results are shown in Table 2 .
The experimental design here was very simple: we built a tree using the entire WF1 data set of 2259 objects (rather than 4/5 of the objects, as was done in the cross-validation study above), and then calculated the classi cation accuracy of that tree on the WF2 data set of 2368 objects. Because OC1 is randomized, we followed a slightly di erent procedure for it: we randomly chose 80% of the WF1 data as the training set and reserved 20% as a test set. We then built a decision tree with OC1 on the training set and measured its accuracy on the test set. We repeated this procedure with di erent random training/test partitions ten times, and chose the best (in terms of overall accuracy on its test set) of the 10 trees as the tree to use for the WF2 data. The results for that tree are the ones reported in Table 2 .
Once again the CART method had a slight edge in accuracy, at just over 92%. OC1 had very slightly lower accuracy, while C4.5 and 5-NN were somewhat worse. The performance of C4.5 can be explained in part by noting that it also built a much larger tree; perhaps this tree over t the data, resulting in the lower accuracy observed here. However, as our next experiments will show, all the methods bene t from removing additional sources of noise from the data. 
Improving the overall accuracies
Although 92% represents a very respectable accuracy, we wanted to improve this gure. With this goal in mind, we re-examined the CCD WF1 data in an attempt to locate other sources of error. One source of noise is the so-called \hot" pixels, which occur where the \dark current" is large. The dark current is found by taking long exposures when there is no light incident on the CCD. The counts generated by this kind of exposure are caused by thermal generation (i.e., the CCD is not at 0 Kelvin) of electron-hole pairs at the interfaces between the silicon and oxide layers. At normal CCD temperature, the dark current is about 0.01 electrons/pixel/second for WF/PC. The so-called hot pixels are caused by hits from high energy CRs which damage the lattice in the bulk silicon near the CCD channel stops. Because of the high electric elds near the channel stops, the lattice damage results in the creation of electron-hole pairs at the interface between the bulk silicon and the overlying silicon oxide layer.
Some of the damaged sites in the silicon lattice anneal whenever the temperature of the CCD is raised from the cold operating temperature of ?87 C to the warm decontamination temperature of 5 C; consequently, dark frames taken months before the most recent CCD temperature cycling are not a reliable guide for nding hot pixels. For this experiment, we used an ad hoc approach: the hot pixels occur in all of the images in our database (10 images that are within 1 pixel of each other). We combined all 10 images using STSDAS \combine" so that we would have better signal-to-noise, making it easier to see the hot pixels. We used a routine called DoPhot 6 which is fairly accurate at nding cosmic rays. Since the hot pixels are usually single pixel events resembling cosmic rays, we ran DoPhot on the combined image using a threshold of 10 counts above the background, and extracted all of the objects that it identi ed as cosmic rays. These are presumably the hot pixels. The mean sky varied from 33 to 42 counts with an average of 39, while the standard deviation varied from 1.6 to 2.5 with an average of 2.2, giving a detection level of 4:5 . We found between 100 and 225 hot pixels this way, depending on the CCD examined. However not all of these were su ciently intense to be detected by DAOFIND in the image from which we made the catalogue. Fig. 5 shows a portion of the combined WF1 image (not the same portion as shown in Fig. 1) . The last step, in order to nd the (x; y) values of the hot pixels and remove them from the images, was to match the (x; y) coordinates of the hot pixels given by DoPhot with our star catalogue using a radius of 1.5 pixels. (The reason that we had to do this matching is that DAOFIND and DoPhot give slightly di erent coordinates for detections, and we needed the exact coordinates of objects to delete.) { 17 { Fig. 5 .| A 900 sec WF1 image of M81 which has been combined to improve signal-to-noise. This picture shows a portion of the WF1 image.
{ 18 { We then removed these hot pixels from the WF1 and WF2 data sets, and re-ran all of our experiments to measure accuracy. For WF1, removing the hot pixels reduced the data set from 2259 objects to 2211, and for WF2 the number of objects dropped from 2368 to 2282.
The accuracy on both data sets improved substantially, as shown in Tables 3 and  4 . As in the rst experiments, the WF1 accuracies were estimated using 10 ve-fold cross-validation experiments. The WF2 accuracies were produced by using a single tree, created from WF1 data only, to classify the entire WF2 data set.
All of the methods except 5-NN did very well on the WF1 data. On the WF2 data, CART and OC1 did the best, while the other methods had somewhat lower accuracy. Overall, the increase in accuracy as a result of eliminating hot pixels was more than 2% for both data sets. CART improved by 3.2% and OC1 improved by 3.4% for the WF2 data.
Reducing the feature set
The performance of both OC1 and 5-NN can su er when a data set is characterized by a large number of features. Because OC1 searches an exponentially large space of hyperplanes, reducing the number of attributes dramatically reduces the size of the search space, improves the e ciency of OC1's search, and results in better oblique trees. We observed earlier that some of the trees for OC1-AP and C4.5 used as few as two features: attributes 16 and 20. We therefore ran a nal experiment in which we used OC1-AP, OC1, and 5-NN on the same data sets, but this time using just those two attributes. Our best results came from this nal run using fewer features. These results appear in Table 5 . As before, the results on WF2 were produced by training on the entire WF1 data set, and then testing on WF2. In the table, we see that OC1 now produces trees that are just as accurate as those from OC1-AP and CART, and are slightly smaller. In addition, 5-NN displays a dramatic improvement and now produces a very accurate classi er. This points out the importance of selecting the right features, which in this case was done by using an axis-parallel tree method (OC1-AP) as the selection mechanism.
The tree produced by OC1 in this last experiment is displayed in Fig. 6 . This gure shows the data from WF1 displayed in two dimensions, with the tree induced by OC1 superimposed. A small number of outliers have been omitted from the gure in order to improve the resolution for the rest of the data. 7 We have also not shown some objects in { 19 { the middle of the dense clusters in the gure, to help the clarity.
This very small tree (just two internal nodes) is easy to understand and even easier to interpret once displayed graphically. After the ne tuning described here, a realistic estimate of accuracy for OC1 and 5-NN on the WF2 data increased from just over 92% to over 95%. We believe that this may represent the limit of accuracy for any method using the data we have available. However, larger data sets, which provide a more complete picture of the range of possible star and cosmic ray images, might lead to additional increases.
Using decision trees to con rm labelling
In a preliminary study using paired images, OC1 produced a decision tree that discovered errors made by a standard labelling procedure used as an HST analysis tool. For this study, we produced two new images from the pair. The rst was a CR-clipped image produced by summing the original images with the STSDAS program Combine. In principle this image contains only stars. The second image was the di erence of the original images, and contains only positive and negative CRs. By learning to recognize the di erence in background for the stars in the summed image and the CRs in the di erence image, OC1 produced a nearly perfect decision tree from a training set of 2,221 objects. (The only features used for this study were the nine intensity values from the 3x3 postage stamp centered on each object.) When we classi ed the remaining objects, 11 objects found in the combined image were classi ed as CRs. Inspection of these showed that 6 objects were in fact CRs that had survived the Combine program because they appeared in both images; independent cosmic rays had struck the same pixels in both images, thus fooling the Combine software. In other words, our decision tree detected errors in the labelling resulting from using Combine. In retrospect, the expected number of corresponding pixels with CR hits in both images is (roughly) 1574 2 =800 2 4. After correcting the labelling in our catalogs, OC1 only mis-labelled (at most) four objects: one star and 3 CRs, for an overall accuracy of 99.8%. Our most important goal is to extend our work to the aberration-corrected images that are now being obtained with the WFPC2 that was installed in the HST during the December 1993 First Servicing and Repair Mission. Although the undersampling of stellar images increases by virtue of concentrating more light in a smaller number of pixels, the distinctive signature of the PSF (the sharp core surrounded by the rst ring in the di raction pattern) will be more prominent. Consequently, we are optimistic that our decision tree technique will be an excellent classi er when used on the new data.
Identi cation of Stars, Galaxies, Plate Flaws, and Blends in STScI Scans of the Palomar Sky Survey Plates. Our project group is currently developing classi ers for a very large database of images from the digitized version of northern and southern Schmidt telescope photographic sky surveys. The rst northern survey was made in the early 1950s using the 48-in. Schmidt telescope at the Palomar Observatory in California to take pairs of red-sensitive (103a-D) and blue-sensitive (103a-O) plates of the entire northern sky; the monochromatic southern survey was made in the mid-1970s with the UK Schmidt telescope in Australia using blue/green-sensitive plates (IIIa-J). There are approximately 1500 14-inch square glass plates in the two surveys. Subsequently, the STScI commissioned a \quick V" monochromatic Palomar Schmidt survey of the northern sky using short exposures with yellow-sensitive plates (IIa-d). During the last 10 years the STScI has digitized each of the \quick V" plates and each of the northern red plates and southern blue/green plates into 14000x14000 pixel images.
The HST Guide Star Catalog was constructed from the digitized images of the \quick V" survey, but it includes only the brightest objects on the plates. There is an ongoing e ort at STScI to develop the techniques required for classifying all the objects down to the faint limits of the deep northern red and southern blue/green plates; this problem is rather di cult, because the classi er must be able to distinguish not only stars and galaxies, but also a variety of image defects (including scratches, smudges, mold spots, dust, and nger prints!) and blends of objects.
We have already begun the process of developing a classi er by extracting a sample of 1000 objects from the northern red and southern blue/green plates. The object features were measured from the digitized images by standard STScI software, and were hand-classi ed by STScI experts. The experts did not examine objects that were identi ed as stars by a simple classi er (the \ridge" classi er, a Bayesian classi er using only the peak density and total density parameters). Objects called stars by the ridge classi er have a high probability of indeed being stars. Thus, the easy objects have already been removed from the data set. Our experience with this problem will be reported in a subsequent paper.
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The following 20 features were computed for every object. Computation of these features is based entirely on an object's location on the CCD and on the pixel intensities in a 3x3 grid centered on the object. Features 1-9: Raw pixel values in a 3x3 grid Feature 10: x-moment (from rst intensity moments) Feature 11: y-moment (from rst intensity moments) Feature 12: Ellipticity (from a formula combining 2nd intensity moments, provided in the task IMEXAMINE in IRAF) Feature 13: Ratio: the average of 4 pixels (above, below, left, and right of the central pixel, where the average sky value in the region has been subtracted from these intensities), divided by the intensity (minus sky) in the central pixel. 
