Abstract: A motion control system for a parallel robot with image positioning was implemented in this paper. The system is composed of a machine vision device, a delta robot and a linear stage, and the concerned hardware, software and working methods were developed completely and verified successfully. During the phase of machine vision, the image of object was captured by camera, and then the process of smoothing filter, threshold algorithm and edge detection, was applied so as to obtain the edges of image. Finally, DV-GHT (Displacement Vector Generalized Hough Transformation) algorithm was used to recognize the center of multiple and arbitrary 2-D shapes objects. After the center of objects was recognized, the objects were delivered to the workspace of a delta robot by a motorized stage. Through the coordinate transformation between the camera and the robot system, the information of center can be converted to control commands for every working motors. Following, the delta robot picks up objects to the specified position sequentially by the trajectory planning and tracking controls. The software of C++/CLI is used to achieve the phase of motion controls and the program of DV-GHT is used to detect and conduct the positions for four different characteristics of the objects simultaneously so as to indicate the delta robot to classify the objects successfully.
Introduction


Concerning the applications of parallel robots with machine vision, parts aligning and object packaging are often applied. But it is seldom to find the system that can work simultaneously for various kinds of parts. Therefore, the objective of this paper is to combine the technologies of machine vision and image recognition with the researches of reference [1] , the motion controls of a parallel robot, so as to construct an integrated automation system composed of machine vision, a parallel robot and an electrical linear stage. After the image of objects are captured, the positions of these objects would be recognized by the methods of image processing, then these objects would be picked up and placed into different stations sequentially through the trajectories programming and robot controls. An automatic classifying system for multiple and arbitrary 2-D shapes objects would be achieved finally.
About the image positioning, the position information is needed for a robot to arrest objects. In 1962, P. Hough addressed a method of HT (Hough transformation) that could map an image space into a parameter space so as to form an accumulation table and the shape parameter is the biggest value of the accumulation table. However, the calculation time would be wasted much and the larger capacity of memory would be needed due to the increasing of the parameter space dimensions. Therefore, many improving methods for calculation were provided, such as Fast HT addressed by H. Li et al. [12] and Random HT proposed by Lex XU et al. [13] . But they are adopted for the model that can be parameterised only, such as the shapes of linear, circle, ellipse, etc.
The characteristics of different objects need to be
The Design of a Motion Control System for a Parallel Robot with Image Positioning 648 observed to find an appropriate algorithm. However, it is hard to find the corresponding equations for all shapes. Therefore, Ballad [14] provided the method of GHT (generalized Hough transformation) in 1981 to construct an R table through the vector information of reference points and edge points, and the gradient information of edge points, and then applying the R table to detect the graph. According to the calculation of possible positions of the shapes and the accumulation of the values in Hough Space, the peak value of the parameters was the position of the detected shape. The Hough Space would be extended from 2-D space to 4-D space if considering the parameters of stretch and rotation so as that the calculation time and memory space would be wasted very much. Therefore, many methods to improve the efficiency of calculation were provided later.
D. Ma et al. [15] provided a method, SC-GHT, to calculate the parameters of stretch and rotation by using slope and curvature, but it is ill-fitting to the object featured by linear line. H. M. Lee et al. [16] provided a method, ER-GHT, to reduce 2-D space to 1-D by considering the edge points of an object to be reference point, but it is ill to calculate the position for the image with broken edge points. Ser and Siu [17] provided a pair of edge points to construct R table, RG-GHT, but it is unavailable to the object that is masked or has broken edge points. Thomas [18] proposed a displacement vector to index R Table. Kassim et al. [19] modified the method and provided DV-GHT to calculate the values of position, ratio and rotation simultaneously by the accumulation table in a 3-D space. The method does not waste the memory space too much to construct the accumulation table and has good calculation efficiency, so the method, DV-GHT, to be the positioning algorithm, was applied in this paper.
Image Positioning
DV-GHT (Displacement Vector Generalised Hough Transformation)
It is very complex for typical Hough Transformation to consider the parameters of position, ratio and rotation when detecting ratio and rotation. Therefore, the paper would apply the method, DV-GHT, to overcome the problem. The method uses a displacement vector to index R table so as to reduce the complexity of space and time, and to calculate the parameters of position, ratio and rotation simultaneously in 3-D Hough Space.
The process of detection can be divided into 2 phases:
(a) R- Table Construction Phase DV-GHT uses R table to record the vector information, from every edge point to reference point, the gradient information for every edge point, and gradient orientation Φ.
In Fig , y c , s) . Finally the peak value can be found to be the shape parameter. 
The Process of Image Positioning
About the image positioning, the process is listed in Fig. 7 . In order to get the image with complete edges, the original image must be greyed and the noise must be attenuated by mean value filter. Then using the method, adaptive threshold value, to separate the foreground and backgroud for an image with unbalanced illumination. When the foreground is obtained, the method of close morphology is applied to fill the small holes and connect the broken lines. If the method cannot fill the inner holes, the method of flood filling is used to fill the holes, and then detecting the image edge by the method of Sobel edge detection. Finally, the coordinates of the detected objects can be gotten by the algorithm of DV-GHT. 
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When the robot works to do the classification operation, the coordinates of the objects must be needed. Therefore, it is essential to translate the image coordinate into the robot coordinate system that includes static and dynamic coordinate translations.
In Fig. 8 , the origin of the robot coordinate system is O, the end point of the cupule is P, the bench center of the linear stage is O m and the origin of the camera coordinate system is O c .
(a) Coordinate Translation for Static Objects Coordinate translation for static objects is assumed under the condition that the working bench equipped on the linear stage stops moving when it is in the working area of the robot, then the robot begins to pick up the objects and put them to classification positions sequentially.
When O m is under O c , the image recognition is executed. After the recognition propcess, the working bench is moved to O m ' and then stopped. Because the distance between P and O m ', and the angle  between these coordinate systems have been known, the coordinate information for the robot can be obtained through the matrices of rotation and translation. In which [x, y, z] is the coordinate of the object in camera coordinate system, [x s , y s , z s ] is the coordinate of the object in robot coordinate system.
(b) Coordinate Translation for Dynamic Objects Coordinate translation for dynamic objects is under the condition that the working bench equipped on the linear stage continues moving in a constant speed and the robot picks up the objects and puts them to classification positions.
In the paper, the linear stage is equipped along the direction of x, so the objects are moving in the same dircetion and their positions are estimated as the change of x coordinate only. In Fig. 9 
Experimental Results
The experimental bench is composed of a parallel robot, an electrical linear stage and machine vision, and is shown in Fig. 10 . The hardware structure includes a PC, a digital I/O card, CMOS camera, a parallel robot, 3 axes servo motor motion control board, electrical linear stage and a stepping motor control board.
The experimental bench has two working stations as Fig. 11 . The first station is the area of vision recognition and the second station is the working area for robot control system. The objects are moved to make vision recognition in the first station, and then moved to the second station, finally the parallel robot is controlled to pick up the objects and make classification. 
DV-GHT Positioning Precision Experiments
In the section, the experiemnts do not consider the parameter of ratio, so Hough Space is 2-D and different R table is used to record information for different ratio objects.
Positioning Experiments for an Ideal Image
There are four different shapes drawn on the set coordinates in a 640 × 480 image in advance as Fig.  12 . Then observing the position bias, in which the origin (0, 0) of the image coordinate is set on the corner of the left up side, and four R tables are used to construct the information for four different objects. The positioning results for various objects are shown in Fig. 13 and Table 1 , and the positioning error is 1 pixel. 
Positioning Experiments for Camera Image
The real image is captured by camera with the resolution of 640 × 480 pixeles. For practical applications, the origin of the image coordinate would be set as (320, 240), in which 1 pixel = 0.1828125 mm.
There are 12 calibration pictures with known center coordinates put under the camera as Fig. 14 and then the bias can be observed. Finally the positioning results are shown in Fig. 15 and Table 2 , and the positioning error is about 0.4 mm.
Trajectory Tracking Experiments
The experiments are the trajectory tracking controls for a parallel robot and the control parameters are listed in Table 3 . The control period is 500 ms.
The control command is the motion on x-y plane and the control results are shown in Table 4 . After calculating the distance, the trajectory tracking error is 0.1 mm. Observing Figs. 16-18 , the control curves are smoother than point-to-pint controls and the error 
(5) (6)
(9) (10) Fig. 19 The process of objects classification: (1)-(10).
is 0.1 mm in z direction. Finally the process of objects classification is shown in Fig. 19 .
Conclusions
The integrated automation system of a parallel robot and machine vision was constructed in this paper. An image processing algorithm was applied in the system to make the working robot execute positioning and trajactory tracking controls through the information captured by camera so as to run classification operation. In order to detect the objects with arbitrary shapes, the method, DV-GHT, was applied to be the positioning algorithm. The implementation of motion control and image positioning was designed by the program language C++/CLI. From the experimental results, the positioning error for DV-GHT is within 1 pixel and the trajectory tracking error is within 0.1 mm.
The design can classify four kinds of objects simultaneously and finally the hardware and software for the integrated system of machine vision and a parallel robot are finished in the paper successfully.
