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Abstract
Human tutors detect and respond to student
emotional states, but current machine tutors do
not. Our preliminary machine learning experi-
ments involving transcription, emotion annota-
tion and automatic feature extraction from our
human-human spoken tutoring corpus indicate
that the spoken tutoring system we are devel-
oping can be enhanced to automatically predict
and adapt to student emotional states.
1 Introduction
Connections between learning and emotion are well-
documented (Coles, 1999), and studies have shown con-
siderablebeneﬁts of spokentutoring(HausmannandChi,
2002). Human tutors can respond to both the content of
student speech and the manner with which it is spoken
(e.g. ‘conﬁdently’ or ‘uncertainly’), but most intelligent
tutoring dialogue systems are text-based and thus limited
intheirabilityto recognizesuchlearningstates (Roseand
Freedman, 2000; Rose and Aleven, 2002). Building spo-
ken dialogue tutoring systems has great potential beneﬁt,
for speech is the most natural and easy to use form of
natural language interaction, and it supplies a rich source
of prosodic and acoustic information about the speaker’s
current mental state, which can be used to monitor the
pedagogical effectiveness of student-computer interac-
tions. The success of computer-based tutoring systems
could increase if they predicted and adapted to student
emotional states, e.g. reinforcing positive states, while
rectifying negative states (Evens, 2002).
Although (Ang et al., 2002; Litman et al., 2001; Bat-
liner et al., 2000) have hand-labeled naturally-occurring
utterances in a variety of corpora for various emotions,
then extracted acoustic, prosodic and lexical features and
used machine-learning techniques to develop predictive
models, little work to date has addressed emotion detec-
tion in computer-basededucational settings. In this paper
we describe preliminary annotation of positive, negative,
and neutral emotions in a human-human tutoring corpus
and discuss the results of pilot machine learning experi-
ments whose goal is to develop computational models of
speciﬁc emotional states (Section 3) for use in a spoken
dialogue system (Section 2).
2 The ITSPOKE System and Corpus
We are developing a spoken dialogue system, called IT-
SPOKE (Intelligent Tutoring SPOKEn dialogue system),
which uses as its “back-end” the text-based Why2-Atlas
dialogue tutoring system (VanLehn et al., 2002). In
Why2-Atlas, a student types an essay answering a quali-
tative physics problemand a computertutor then engages
him/her in dialogue to provide feedback, correct mis-
conceptions, and elicit more complete explanations, after
which the student revises his/her essay, thereby ending
the tutoring or causing another round of tutoring/essay
revision. To date we have interfaced the Sphinx2 speech
recognizer with stochastic language models trained from
example user utterances, and the Festival speech synthe-
sizer for text-to-speech,to the Why2-Atlas back-end,and
areadaptingthe knowledgesourcesneededbythe spoken
language components; e.g. we have developed a set of
dialogue-dependent language models using 4551 student
utterances from the Why2-Atlas 2002 human-computer
typed corpus and will enhance them using student utter-
ances from our human-humanspoken corpus.
Ourhuman-humanspokencorpuscontainsspokendia-
logues collected via a web interface supplemented with a
highqualityaudiolink,wherea humantutorperformsthe
same task as ITSPOKE and Why2-Atlas. Our subjects
areU.Pittsburghstudentswhohavetakennocollegelevel
physics and are native speakers of (Amer.) English. Our
experimental procedure, taking roughly 7 hours/student
over 1-2 sessions, is as follows: students 1) take a pretestmeasuring their physics knowledge, 2) read a small doc-
ument of background material, 3) use the web and voice
interface to work throughup to 10 trainingproblemswith
the human tutor, and 4) take a post-test similar to the
pretest. We have to date collected 63 dialogues (1290
minutes of speech from 4 females and 4 males) and tran-
scribed 20 of them. A corpus example is shown in Fig-
ure 1, containing the problem, the student’s essay, and an
annotated excerpt from the subsequent dialogue.
PROBLEM: If a car is able to accelerate at 2 m/s2, what accel-
eration can it attain if it is towing another car of equal mass?
ORIGINAL ESSAY: If the car is towing another car of equal
mass, the maximum acceleration would be the same because
the car would be towed behind and the friction caused would
only be by the front of the ﬁrst car.
...dialogue excerpt at 6.5 minutes into session ...
TUTOR: Now this law that force is equal to mass times accel-
eration, what’s this law called? This is uh since this it is a very
important basic uh fact uh it is it is a law of physics. Um you
have you have read it in the background material. Can you re-
call it?
STUDENT: Um no it was one of Newton’s laws but I don’t
remember which one. (laugh) (EMOTION=NEGATIVE)
TUTOR: Right, right, that is Newton’s second law of motion.
STUDENT: Ok, because I remember one, two, and three,
but I didn’t know if there was a different name (EMO-
TION=POSITIVE)
TUTOR: Yeah that’s right. You know Newton was a genius and
uh he looked at a large number of experiments and experimen-
tal data that was available and from that he could come to this
general law...
STUDENT: mm-hm (EMOTION=NEUTRAL)
Figure 1: Human-Human Spoken Corpus Example
3 Predicting Emotional Speech
For this pilot study, we annotated 14 transcribed dia-
logues from 7 students, 2 dialogues per student. First,
turn boundaries were manually annotated (based on con-
sensus labelings from two coders). Each turn was
then manually annotated for speaker affect (by a sin-
gle coder) using three general categorizations: negative
(e.g.‘uncertain’, ‘frustration’), positive (e.g. ‘conﬁdent’,
‘certain’),orneutral/indeterminate,as shownin Figure1.
Table 1 shows the distribution of our labeled turns.
neutral positive negative total
248 167 141 553
Table 1: Labeled Turn Counts: ITSPOKE Pilot Corpus
We next conductedexperimentsusing the RIPPER (Co-
hen, 1996) rule induction machine learning program,
which takes as input the classes to be learned (e.g. our
emotion annotations), the names and possible values in
a feature set (discussed below), and training examples,
each specifying its class and feature values (e.g. the la-
beled student turns in our pilot corpus), then outputs a
classiﬁcation model for classifying future examples, ex-
pressed as an ordered set of if-then rules. RIPPER’s “set-
valued” features allow us to represent the speech recog-
nizer’s best hypothesis and/or the turn transcription as a
set of words, and its rule outputis an intuitive way to gain
insight into our data.
For our ﬁrst pilot machine learning experiment, our
feature set consisted of SUBJECT ID and PROBLEM ID,
both representing system state, TURN START-TIME (rel-
ative to start of dialogue) and TURN DURATION, both
representing timing information, TEXT IN TURN (tran-
scription), and NUMBER OF WORDS IN TURN. Figure 2
presents the ruleset that was learned for this classiﬁca-
tion task. For example, the ﬁrst learned rule states that
if the duration of the turn is greater than 0.65 seconds
and the transcribed text of the turn contains the lexical
item “I”, then the turn is predicted to be labeled EMO-
TION=NEGATIVE. The estimated mean error and stan-
dard error of this ruleset is 33.03% +/- 2.45%, based on
25-fold cross-validation.
if (duration
￿
0.65)
￿ (text has “I”) then neg
else if (duration
￿
2.98) then neg
else if (duration
￿
0.93)
￿ (startTime
￿
297.62)then pos
else if (text has “right”) then pos
else neutral
Figure 2: All-Features Ruleset for Emotion Prediction
For comparison, our feature set in our second pilot
machine learning experiment consisted of just TEXT IN
TURN. Theruleset learnedforthis classiﬁcationtask con-
tained 21 rules; Figure 3 presents an (ordered) excerpt1.
Estimated mean error and standard error of this ruleset is
39.03% +/- 2.40%, based on 25-fold cross-validation.
if (text has “I”)
￿ (text has “don’t”) then neg
else if (text has “um”)
￿ (text has “
￿ hn
￿ ”) then neg
else if (text has “the”)
￿ (text has “
￿ fs
￿ ”) then neg
else if (text has “right”) then pos
else if (text has “so”) then pos
else if (text has “(laugh)”)
￿ (text has “that’s”) then pos
else neutral
Figure 3: Text-Feature Ruleset for Emotion Prediction
Although both these error rates are still fairly high,
they are a signiﬁcant improvement over a majority class
1
￿ hn
￿ = human noise (e.g. sighs and coughs), and
￿ fs
￿ =
false start (e.g. “I th- think”)baselinethatalways predictsthemajorityclass in ourcor-
pus (neutral/indeterminate) - which has an error rate of
55.69%. Moreover, many of the learned rules contain
features that are intuitively associated with the predicted
emotion; for example, disﬂuencies such as false starts are
often associated with negative emotions such as ‘uncer-
tainty’, as are lexical items such as “um” used in combi-
nation with human noises such as sighs.
4 Future Directions
Even using a small corpus classiﬁed by one coder and
predicted using only a handful of features, our results
suggest that there are indeed features that can automati-
cally distinguish emotions in tutoring dialogues. We will
next explore the utility of a wider variety of features rep-
resenting many knowledge sources (including acoustic,
prosodic, lexical, syntactic, semantic, discourse, and lo-
cal and global contextual dialogue features), using abla-
tionstudies. Wewillperformourlearningusingandcom-
paring large corpora of both human-human and human-
computer data for training and testing, and will evaluate
our results using a variety of metrics (e.g. recall, pre-
cision, and F-measure). We will also investigate a va-
riety of emotion annotations with the goal of producing
a reliable annotation scheme for the emotions associated
with our tutoring domain. Previous studies have shown
low inter-annotator reliability (around 70%, Kappa val-
ues around 0.47 (Narayanan, 2002)), which originates
partlyin vaguedescriptionsofthe emotionsto belabeled.
Finally, we hope to use this work to demonstrate that
enhancing a spoken dialogue tutoring system to automat-
ically predict and then dynamically respond to student
emotional states will measurably improve system perfor-
mance. Our enhancements will be motivated by tutor-
ing literature (Evens, 2002; Aist et al., 2002) that ad-
dresses how a tutor might make use of such information
if it could be inferred, as well as by looking at how the
human tutor actually responded to emotionally labeled
turns. Our methodology will build on previous adaptive
(non-tutoring) dialogue systems (see (Litman and Pan,
2002)); however, our system will predict and adapt to
both problematic and positive dialogue situations in tu-
toring.
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