Purpose of Review Myocardial perfusion imaging (MPI) with SPECT is performed clinically worldwide to detect and monitor coronary artery disease (CAD). MPI allows an objective quantification of myocardial perfusion at stress and rest. This established technique relies on normal databases to compare patient scans against reference normal limits. In this review, we aim to introduce the process of MPI quantification with normal databases and describe the associated perfusion quantitative measures that are used. Recent Findings New equipment and new software reconstruction algorithms have been introduced, which require the development of new normal limits. The appearance and regional count variations of normal MPI scans may differ between these new scanners and standard Anger cameras. Therefore, these new systems may require the determination of new normal limits to achieve optimal accuracy in relative myocardial perfusion quantification. Accurate diagnostic and prognostic results rivaling those obtained by expert readers can be obtained by this widely used technique. Summary Throughout this review, we emphasize the importance of the normal databases and the need for specific databases relative to distinct imaging procedures. Use of appropriate normal limits allows optimal quantification of MPI by taking into account subtle image differences due to the hardware and software used, and the population studied.
Introduction
Objective quantitative analysis is one of the principal strengths of SPECT and PET MPI procedures when compared to other imaging methods. Quantitative analysis has become an established practice in the systematic interpretation of nuclear cardiology studies since early descriptions of the technique for myocardial perfusion imaging (MPI) using SPECT [1, 2] . With the current quantitative approach, analysis of measured values of regional myocardial perfusion for a specific patient requires comparison to corresponding reference values in a normal population. Normal databases for relative distribution of photon count density are thus a necessary component for almost all approaches to quantification of regional hypoperfusion in SPECT MPI studies.
Recently, new SPECT scanners have been introduced [3] . These technologies utilize novel collimations systems and novel software reconstruction techniques incorporating resolution recovery. The appearance and regional count variations of normal MPI scan may differ between these new scanners and standard Anger cameras. Therefore, these new systems require the determination of new normal limits to achieve optimal accuracy in relative myocardial perfusion quantification.
The purpose of this review is to introduce and discuss the concept of normal databases used in MPI quantification in the context of latest hardware developments. We will focus on This article is part of the Topical Collection on Cardiac Nuclear Imaging SPECT MPI, although most of the issues discussed can apply to PET as well. First, we will review basic concepts of quantification with normal databases. We then present a comparison of the MPI normal databases obtained from several new scanners and new imaging protocols with those previously established for standard SPECT MPI.
Overview of MPI Quantification
Software-based myocardial perfusion quantification has become an integral part of the MPI evaluation. Although the various approaches still require an expert to check image quality and supervise automatic processing, semiquantitative measurements have been shown [4] [5] [6] to provide highly reproducible and diagnostically accurate estimates of myocardial perfusion. Routine clinical practice is to combine expert visual analysis and quantitative analysis in case interpretation.
Multiple investigators have developed comprehensive software packages to perform automatic quantification of myocardial perfusion. The examples of clinically validated software programs for quantitative MPI include the Cedars-Sinai QGS + QPS software suite [7] , the Emory Cardiac Toolbox [8] , the Michigan Corridor 4DM [9] , and Wackers-Liu CQ software [10] . The aim of these packages is to automatically provide global and regional measures of myocardial perfusion at stress and rest. The general image processing scheme used in these systems is similar. In particular, most currently used approaches for MPI quantification are based on the local comparisons of the myocardial perfusion samples using polar map coordinates from the patient being tested to the corresponding normal relative perfusion values in the database created from normal scans. This comparison allows the definition of myocardial regions which are hypoperfused and the degree of this hypoperfusion.
The first step in perfusion quantification is the left ventricular myocardium segmentation [7, 11] . Most of the available software tools provide an automatic segmentation of the left ventricle (LV), with manual interaction being necessary in some cases. The LV segmentation is required to isolate the myocardium from surrounding areas of extracardiac activity, such as the liver or bowel. This procedure is typically performed in multiple steps, which include automatic MPI reorientation to standard heart coordinates [12] and automatic detection of myocardial perfusion boundaries. We will not examine thoroughly the algorithms used during the segmentation step as these are well documented [7] [8] [9] [10] . Figure 1 gives an overview of the quantification process using normal databases as described below.
Normal Databases and Associated Measures

Polar Sampling and Polar Maps
Once the LV has been segmented, the myocardial uptake is discretized into a limited number of raw perfusion samples represented by the mean or the maximal wall photon counts, for a given point on the myocardial surface [2] . The technical approaches may differ between the different software tools [7] [8] [9] [10] , but the aim is to express myocardial perfusion in a parametric manner that will facilitate standardized intersubject comparison. To do so, the sampling scheme usually extracts an equal number of samples in the standard coordinates of the LV for each patient regardless of the true myocardial size and shape.
To facilitate the interpretation of the information extracted by polar sampling, a visual representation called "polar map" or "bull's eye map" has been developed [13] . This standardized 2D representation of the 3D myocardium allows comparison of studies of different patients on a local, per pixel-basis. Polar maps are extensively used in clinical practice, offering a quick review of myocardial perfusion information for the whole LV in a single image. In addition, polar maps allow a division of the myocardium into regions defined by vascular territories, LV wall, or normalized 17-segment model [14] that are helpful to characterize the defects on a local basis. Although it is possible to quantify myocardial perfusion in 3D on a voxel basis without polar maps [15, 16] , most currently used methods utilize the parametric polar-map approach.
Normalization of Counts
Since the quantification of myocardial perfusion is relative in nature, building the polar maps with the raw image counts extracted from the polar sampling requires an additional normalization step to allow an objective comparison between different polar maps (those of the test patient against those in the normal database). Indeed, because scans of different patients may have been obtained with different injected dose and the extracted fraction of the counts by the LV has physiological variation, the level of absolute LV counts can vary greatly. Therefore, the inter-subject normalization method is critical for the overall accuracy of quantification based on the normal limits.
For this purpose, different normalization procedures have been implemented. Simple normalization schemes can produce artifacts and biased variation within the polar maps. For example, the normalization to total counts in the myocardium would over-normalize studies with large defects, while normalization to maximum LV counts or even to a specific percentile of the count range may be skewed by occasional hot spots or heterogeneous distribution of normal counts in the myocardium. Our group has developed a more complex two-pass iterative method allowing normalization to the entire normal region of the myocardium. This method has shown better quantification accuracy than previously utilized percentile techniques [17] .
Normal Database Construction
Most quantitative techniques for myocardial perfusion are based on a comparison to normal limits. Practically, a normal database of patients is stored in the form of polar map samples from normal scans. In the Cedars-Sinai software implementation, the raw polar maps of studies used in the databases are stored before normalization and are normalized on-the-fly to a common level during quantification together with the test patient scan. This ensures identical normalizations for both the test patient and the normal database polar maps and allows modifications of the normalization procedure if required. After the normalization step, polar maps of all the patients of the database are averaged to obtain (i) an average normal polar map and (ii) a standard deviation (SD) or absolute deviation map that will serve as the reference to compare against the diseased patient. Absolute deviation representation may be preferred due to non-Gaussian properties of normalized counts.
The normal database is typically comprised of studies from 20 to 40 patients who have a low likelihood of coronary artery disease (<5 to 15 %) and who have had a MPI study which is visually normal. Low likelihood is based on Diamond and Forester criteria [18] which takes into account age, sex, symptoms, and coronary risk factor. The visual assessment of rest and stress studies is performed and patients with abnormal scans despite the low likelihood of disease are excluded.
Usually, the normal database is specific to a type of camera, detector, acquisition protocol, and even patient gender, since the normal distribution of males and females can be significantly different [19] . Moreover, since the perfusion quantification relies on a comparison between stress and rest images, specific rest and stress normal databases are commonly employed. Furthermore, since the radiopharmaceutical used during the exam will also influence the normal databases, tracer-specific databases are also generated. Several databases are usually provided together with the quantitative software which comprises some tools that allow the generation of the normal databases by the users if required.
Quantification
The resulting average normalized polar maps of the normal patients are subsequently statistically compared to the polar map of the test patient on a pixel-by-pixel basis, and the differences are shown as color-coded parametric images. Typically, at least two new polar maps are created after the comparison to normal limits, namely the extent (or blackout) and severity maps [20] . The extent map represents the proportion of the myocardial volume with hypoperfusion, while the severity map represents the degree of the hypoperfusion. The combination of the extent and severity of perfusion Fig. 1 Illustration of the normal database generation and patient quantification. Polar sampling is used to discretize the patient perfusion information to a finite number of samples represented in a polar map (step 1). A normalization step is required to allow a comparison among patients (step 2). The normal patients' normalized polar maps are averaged to produce an average and standard deviation normal polar map, constituting the normal database or normal limits (step 3). This database is used to compare against the diseased patient, allowing the generation of extent and severity polar maps, which will be used to compute the TPD and the summed scores (SSS, SRS, and SDS) (step 4). TPD total perfusion deficit, SSS summed stress score, SRS summed rest score, SDS summed difference score abnormalities has been shown to provide the greatest prognostic value of MPI.
The blackout polar map is created by setting the pixel of the patient polar map to 0 (black color) when its normalized counts are lower than a certain threshold below the normal database mean polar map. Typically, a threshold based on difference from the mean-for example 2.5 SD below (or approximately equivalent 3 mean absolute deviations)-of the normal distribution of counts in this pixel is used. The blackout map allows the reader to quickly see the location and size of the hypoperfusion defect [21] . Since the polar map can be divided into areas such as vascular regions or the 17-segment model [14] , the degree of hypoperfusion can be expressed locally as a percentage of the total defect belonging to a given region or segment. The severity polar map is expressed as the number of standard deviations or mean absolute deviations below the normal mean [21] and gives a local measure of the depth (severity) of the hypoperfusion. It can also be computed in a regional or global fashion.
Using these parametric polar maps, a measure estimating the overall magnitude of myocardial hypoperfusion-total perfusion deficit (TPD)-has been developed [17] . TPD is a computer-derived analogue of the visual percent myocardium that is abnormal by visual analysis and combines both defect extent and severity. An illustration of the TPD computation is given at the bottom right of Fig. 1 . It shows a circumferential profile for one short axis slice with the corresponding normal limit obtained from the normal database. The area below the normal limit curve and above the circumferential profile curve defines the perfusion deficit for that slice. Summing all the perfusion deficits from all circumferential profiles gives TPD. TPD is measured at stress and rest, and ischemic TPD can be defined by the difference between stress and rest TPD. The reproducibility of stress, rest, and ischemic TPD obtained by automatic quantification has been demonstrated to be superior to visual percent myocardium assessment [17] .
Well-validated visual measures of segmental and global hypoperfusion are routinely used by physicians clinically to determine magnitude of hypoperfusion. These are summed stress score (SSS), summed rest score (SRS), and summed difference score (SDS) [22] . Like TPD, these measures also combine the severity and extent of perfusion defects during stress and rest [23] . SSS is a semiquantitative score obtained by adding the individual scores derived from the 17 segments that are analyzed and scored during a stress study. Each of the 17 segments is scored on a 5-point scale: 0 = normal, 1 = equivocal, 2 = significant abnormality, 3 = severe reduction of uptake, and 4 = absence of uptake [14] . In standard clinical practice, SSS <4 indicates a lack of significant abnormality, while higher SSS reflects greater extent and severity of perfusion defects, a SSS >13 representing a severe abnormality. The SRS is obtained analogously from the rest study. The SDS, expressed as the difference between SSS and SRS, indicates the amount of reversibly hypoperfused myocardium (generally referred to as the ischemic myocardium) and the degree of reversibility. As an aid to clinicians, these scores can also be obtained automatically [17] from the severity maps, by computing appropriately calibrated average pixel abnormality scores within each segment of the 17-segment model. In general, the TPD measure is highly correlated with the SSS or SRS scores, but some differences can occur due to discretization of counts into segments and due to the rounding to integer scores [17] . Usually, a study is deemed to be abnormal if comparison to the normal distribution demonstrates that the patient's stress perfusion distribution exhibits more than 3 to 5 % TPD (depending on the imaging protocol) or a summed stress score ≥4 [24] .
Direct Change Quantification
Normal databases represent the strength as well as the weakness of the quantitative approach. They have been shown to be very effective and reproducible, giving similar diagnostic prediction as a trained observer. However, as noted above, a new database is usually required for new types of scanner or new imaging protocols. Therefore, most of the available software solutions allow the user to create site-specific normal databases. To avoid the use of normal databases, alternative measures have been developed using stress and rest or serial stress scans of the patient to obtain some measure of change in hypoperfusion. A global measure reflecting the stress-rest change and allowing a direct estimation of ischemia from stress and rest images was proposed and shown to be diagnostically useful [25] . It is calculated as the ratio of the total deficit LV counts to the total rest LV counts, after an iterative registration procedure of the stress and rest images and taking into account the count normalization of both images. This approach can be used as a complementary technique to the standard method using normal databases.
New Developments and the Need for Specific Databases
Recent MPI SPECT developments are aimed at reducing the attenuation artifacts [26] , as well as reducing imaging time and radiation exposure for the patient [27] . New scanners with solid-state detectors and specialized collimators have been introduced with improved sensitivity and image resolution. Low-dose protocols are becoming used in routine clinical practice. To reduce attenuation artifacts, CT attenuation correction [28] or 2-position imaging [29] [30] [31] (where the patient is imaged in prone/supine or upright/supine positions) have been introduced. These improvements have increased the complexity of myocardial perfusion quantification, requiring additional normal limits (limits with and without attenuation correction as well as specific limits for a particular imaging position).
New Scanner Databases
Recently introduced high efficiency cameras with specialized collimators and solid-state cadmium-zinc-telluride (CZT) detectors have demonstrated a good potential in MPI, improving image quality, shortening imaging time, while considerably lowering the radiation dose [3, 32, 33] . The reader can refer to [3, 34] for an overview of the new hardware and reconstruction approaches. The CZT cameras have been validated clinically and show similar overall diagnostic accuracy to standard cameras when compared to coronary angiography [34, 35] . For quantitative analysis, normal databases for new scanners have been generated by several groups, for example for the Discovery NM 530c (GE Healthcare) [36] [37] [38] While these studies demonstrated equal or even superior quantitative analysis using the CZT systems as compared to conventional cameras [31, 36, 37, 39 •], only one study to date to our knowledge has examined in detail the characteristics of the normal limits generated for these new systems [40••] . This multicenter trial compared conventional and CZT databases created for a D-SPECT camera, which utilizes semi-upright as well as supine imaging. With upright imaging using D-SPECT camera, as compared to standard Anger camera supine images, higher count rates were observed in the anterior and mid-inferior inferoseptal segments in men, and higher count rates were seen in the anterior wall but lower counts in the inferior segments in women. The authors concluded that these differences can be partially attributed to the sitting acquisition position that influences the position of the attenuating tissues (diaphragm and abdominal fat tissue for the men, breast tissue for the women) relative to the heart. This finding should be taken into account when imaging with semi-upright as well as upright imaging approaches.
Low-Dose Databases
With these new imaging systems, very low-dose imaging is now possible. Several groups [32, 41••, 42, 43] showed the applicability of low doses (ranging from 1 to 6 mSv) for quantitative analysis. But, the use of low dose normal databases is not yet standardized. In some studies, low-dose normal limits are used [41••, 43] , while Sharir et al. [42] uses combined lowdose and normal dose patients to build the normal database. List-mode acquisition allows for a unique manner of exploring the effects of lowering counts on quantitative MPI analysis. Nakazato et al. developed simulated count-specific normal limits by reframing the normal patients' list-mode raw data [41••] . In comparison with using the same normal limits for different count levels, these count-specific normal limits allow a significant reduction of TPD bias when lowering the dose, as shown in Fig. 2 . Thus, count-specific normal limits will allow to obtain comparable quantitative findings for studies with different count levels, since the normal thresholds for perfusion studies can be affected by the bias. As far as we know, this is the only study that specifically evaluated the effect of the reducing counts on the quantitative analysis. This methodology lends itself to further studies on low-dose MPI.
Attenuation Correction
Attenuation correction (AC) has been developed to reduce photon attenuation and associated artifacts, and most camera manufacturers now provide hardware and software implementations of AC protocols, which have been tested in several validation studies [5, [44] [45] [46] . Usually, an attenuation map of density differences throughout the body is constructed from a CT scan of the patient, and this map is then used to correct for the absorption of the photons in the SPECT image. AC SPECT images will differ from non-corrected images and therefore require specific normal databases. A number of AC specific databases have been characterized [19, [46] [47] [48] [49] . Several studies show diagnostic improvement in the use of AC compared to non-corrected images, and AC imaging has been recommended for clinical practice [50] . It has been suggested that the gender-specific normal limits may not be required for AC studies if the main differences between male and female databases could be attributed to the different patterns of photon attenuation [47, 48] . However, while some of the studies show no significant differences between male and female AC normal databases [47, 48] , others do [19, 49] . This divergence may be due to the number of patients integrated in the databases, as well as other protocol-dependent factors. Further investigations are needed to elucidate whether gender-specific databases are needed for AC images. 
Dual Position Imaging
Another way to compensate for photon attenuation was introduced with 2-position imaging [29, 51, 52] . By comparing MPI images taken with patient in two different positions, it becomes easier to isolate attenuation artifacts from true perfusion defects. This approach can be also utilized in combined 2-position MPI quantification [53, 54] and is recommended when AC is not available, which is common on newer dedicated cardiac SPECT CZT scanners [31] . Normal databases for these new protocols have been successfully developed by multiple teams [31, 38, 39•] . While separate supine and prone normal limits have been developed, a study by Nakazato et al. [31] suggests that the reference limits for upright and supine data with CZT cameras can be combined, likely because of the lower variability between upright and supine positions, as compared to prone/supine positions. Thus, the same normal limits could be used for upright/supine imaging, but this may need to be confirmed by further studies.
Population-Specific Database
Apart from the protocol or technologies that will influence the need for specific normal databases, the patients' characteristics must also be taken into account. Since most of the development of MPI software packages has taken place in the USA, the databases integrated into these solutions for the most part reflect western population. However, possible differences mostly due to body habitus should be taken into account. For example, the Japanese Society of Nuclear Medicine has recently performed an extensive validation of Japanesespecific databases [55] [56] [57] 58 •], clearly demonstrating the AC attenuation correction, NC without attenuation correction Fig. 3 Color-coded average range of normalized uptake across all stress databases from Table 1 . Databases were created with QPS software. ≤2 % (white), 2 % < range ≤ 5 % (yellow), 5 % < range ≤ 10 % (orange), and >10 % (red). AC attenuation correction, NC without attenuation correction need for building region-specific databases. Other examples include Chinese- [59] or Spanish- [60] specific databases. Nevertheless, a study of a French population [37] showed no particular difference between the population-specific and the vendor-supplied normal databases. An explanation could be that the body habitus of French patients are not that different from North America ones.
Other patient specificities can be also taken into account when building normal limits. In a recent study [61••] , a normal database has been built and proved to be efficient for patients with end-stage renal disease. Most likely, the need for a different database in these patients relates to the common presence of severe left ventricular hypertrophy associated with renal failure and its consequent hypertension. Increased count intensity in the septal wall on myocardial perfusion is observed, likely due to a partial volume effect of secondary to left ventricular hypertrophy. This finding is also likely to apply to other populations with left ventricular hypertrophy. Similar work could be extended to other pathologies with specific myocardial perfusion signatures, leading to diseasespecific databases.
Finally, obese patients are of particular interest when dealing with MPI, because they are more likely to face cardiovascular diseases and cardiac mortality [62] . Imaging of obese patients may lead to higher incidence of attenuation artifacts and produce artificial myocardial perfusion defects compared to non-obese patients [63, 64] . Studies have been conducted recently to determine the applicability of new CZT cameras [39•, 65, 66] to obese patients. While specific normal databases generated for obese patients have been tested with conventional cameras, showing no significant differences [19] as compared to non-obese patients normal databases, this investigation has not yet been conducted on the new CZT cameras. 
Variability of Normal Databases
To illustrate the possible differences between various system-, gender-and protocol-specific databases, we show a comparison of several normal databases, created from scans acquired by different methods described above ( Table 1 ). The databases have been created with the QPS Cedars-Sinai software.
These studies were performed using sestamibi technetium 99m (Tc-99m) rest and sestamibi Tc-99m stress protocols, but only stress databases are presented here. In addition, to focus on imaging protocols and scanners differences, databases are shown just for one tracer (sestamibi Tc-99m). The limits were created separately for males and females for all systems. Databases with AC are also shown, except for the CZT systems (D-SPECT and Discovery NM 530c) for which this option was not available. The criterion of inclusion to the database was a low likelihood of coronary artery disease based on traditional risk assessment and visually normal perfusion scan. The number of patients for each database ranged between 29 and 50.
The mean normalized regional myocardial uptakes were derived for each database and each gender, and displayed with a standard 17-segment model for all databases [14] . Figure 3 gives the ranges of mean normalized uptakes for all databases for each gender with/without AC. This clearly shows that AC helps reducing the variability across databases. The polar map depictions of low-likelihood male and female stress databases without AC are shown in Fig. 4 . We found significant differences (p < 0.05) in the basal and apex regions between females and males in the standard database. In the databases generated from the new technology scanners, the differences in each segment between genders decreased most notably for D-SPECT and Cardius XPO systems. There were significant differences in most segments between the new scanner databases and the standard camera database. The polar map depictions of low-likelihood male and female stress databases with AC are shown in Fig. 5 . Compared to non-corrected standard databases, only a few significant differences in the basal and apex regions between females and males in the conventional AC database could be found. In the database with resolution recovery (Astonish), there were significant differences in most areas (especially basal and apex regions) between females and males. In the database for Cardius XPO, the only significant differences between females and males were at the apex region. Similar to comparison in non-corrected databases, there were also significant differences in most segments between the AC databases for advanced technologies and standard AC databases.
Conclusions
Relative quantification of myocardial perfusion is a mainstay of the nuclear cardiology. Accurate diagnostic and prognostic results rivaling those obtained by expert readers can be obtained by this widely used technique. The use of appropriate normal limits allows optimal quantification of MPI by taking into account subtle image differences due to the hardware and software used, and the population studied. Such precise calibration of the perfusion findings is not easy for the visual observer. Normal databases may differ for the chosen patient population, hardware, isotope, and protocol and can be generated by the users if required. However, generic databases are likely to be useful for specific common protocols and scanner configurations. The importance of the normal limits has to be kept in mind because the accuracy of the final quantitative results may depend on the selection of the normal databases.
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