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Hlavním cílem této práce bylo srovnání  protokolů používaných pro správu aktivních 
prvků IP sítí a zajištění QoS. Bakalářská práce podrobně popisuje zejména protokol 
SNMP a možnosti jeho využití při zajišťování kvality služeb v datových sítích. Práce se 
hlavně zaměřuje na srovnání a analýzu jednotlivých verzí SNMP. Dalším cílem této 
práce bylo prostudovat strukturu a vlastnosti MIB databáze pro technologii DiffServ. 
Tato práce se zaměřuje na definici MIB pro technologii DiffServ a provádí analýzu této 
větve MIB. Následně bylo úkolem v programovacím  jazyce C/C++ vytvořit moduly 
front typu First In First Out (FIFO), Priority Queuing (PQ) a Weighted Round Robin 
(WRR), které zajištují řazení paketů v databázi DiffServ MIB. Tyto moduly jsou 




SNMP, MIB, DiffServ, FIFO, PRIORITY QUEUING, WEIGHT ROUND ROBIN 
 
ABSTRACT 
The main aim of this work was to compare network protocols used for management of 
active elements of the IP network and to assure QoS in data network. The bachelor 
work in detail describes especially SNMP protocol and possibilities of assuring quality 
of services in data networks. This works primary goal it to compare and analyze 
different versions of SNMP. The next aim of this work was to learn about structure and 
characteristics of the MIB database for DiffServ technology. This work studies 
definition of the MIB for the DiffServ technology and do the basic analyze of these 
MIB branches. Subsequently in programming language C/C++ create modules for 
creating queues. The type was First In First Out (FIFO), Priority Queuing (PQ) and 
Weighted Round Robin (WRR), which are used to sort packets in database DiffServ 
MIB. This modules are programmed with reference to his next usage in simulation 
environment Opnet Modeler. 
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ZOZNAM SYMBOLOV A SKRATIEK 
 
 
ASN.1 Abstract Syntax Notation number One – formálny jazyk pre popis 
 štruktúrovaných dát pre komunikačné protokoly distribuovaných 
 systémov 
 
CMOT Common management information protocol over TCP – protokol 
 pre správu sietí  TCP/IP 
 
CMIS/CMI Common Management Information Services / Common Management 
 Information Protocol – protokol riadenia siete 
 
C/C++ Vyššie programovacie jazyky (C++ je navyše objektovo orientovaný) 
 
Diffserv Differentiated Service – rozlíšené služby 
 
FIFO First In, First Out – fronta typu prvý zaradený, prvý von 
 
IETF Internet Engineering Task Force – organizácia pre rozvoj Internetu 
 
ICMP Internet Control Message Protocol – protokol internetových 
 riadiacich správ 
 
IESG Internet Engineering Steering Group –  dozorčia rada, ktorej úlohou 
 je praktické a bezprostredné riadenie aktivít IETF 
 
IntServ Integrated services – integrované služby pre zaistenie QoS 
 
IP Internet Protocol –  komunikačný protokol Internetu 
 
ISO International Organization for Standardization – Medzinárodná 
 organizácia pre normalizáciu 
 
MIB Management Information Base – databáza údajov a parametrov siete 
 
NMS Network Management System – Systém pre správu sietí, skladajúci 
 sa z výkonnej správnej konzoly a software komunikujúceho s 
 jednotlivými agendy v sieťových zariadeniach. 
 
OID Object identifier – jedinečné označenie objektu, parametra v databáze 
 MIB 
 
PQ Priority Queueing – fronta pre radenie paketov podľa priority 
 
QoS Quality of Service – zaistenie dostatku sieťových prostriedkov 
 potrebných k uspokojeniu požiadavky danej aplikácie 
 
RFC Request for Comments – zbierka dokumentov opisujúca výskumy, 
 inovácie a metódy aplikované v Internetových  technológiách 
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RSVP Resource Reservation Protocol – Rezervačný protokol, ktorý 
 odosielateľovi a príjemcovi v rámci komunikácie umožňuje vytvoriť 
 vyhradenú cestu pre prenos dát 
 
SGMP Simple Gateway Monitoring Protocol – protokol pre správu siete 
 
SMI Structure of Management Information – pravidlá spôsobov orientácie 
 v štruktúre MIB a spôsob manipulácie s objektmi 
 
SNMP Simple Network Management Protocol – protokol pre dohľad a 
 správu siete 
 
SNMP v1 Simple Network Management Protocol – prvá verzia 
 
SNMP v2 Simple Network Management Protocol – druhá verzia 
 
SNMP v3 Simple Network Management Protocol – tretia verzia 
 
TCP Transmission Control Protocol – spojovaný, spoľahlivý transportný 
 protokol 
 
TCP/IP Transmission Control Protocol / Internet Protocol – balík sieťových 
 protokolov 
 
ToS Type Of Services – údaj vzťahujúci sa na spôsob obsluhy IP paketu 
 
TTL Time To Live – maximálny počet skokov 
 
UDP User Datagram Protocol – nespojovaný, nespoľahlivý transportný 
 protokol 
 
WRR Weight Round Robin – fronta pre radenie paketov podľa triedy a 
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Nárast počítačov sa za posledných päť rokov rapídne zväčšil. V súčasnej dobe 
už neplatí, že u väčšiny firiem a organizácii, by viacero ľudí zdieľalo jeden počítač. I 
v malej firme môžeme nájsť pár desiatok počítačov a sieťových zariadení. Nejedná sa 
len o pevne pripojené zariadenia, v súčasnej dobe sú veľmi používaný mobilný klienti 
ako napr.notebooky, PDA a ďalšie mobilné zariadenia. Pri tomto veľkom náraste 
používaných zariadení vznikajú nároky na ich správu a údržbu. Táto správa a údržba sa 
netýka iba pripojenia zariadenia do siete, správne nastavenie siete a detekcii chyb. 
Dôležité je taktiež priebežné monitorovanie  prevádzky, sledovanie výkonu a využitie 
liniek s cieľom odhadnúť budúci vývoj a potrebu siete. Ak hovoríme o monitorovaní 
siete je dôležité si uvedomiť, že toto monitorovanie  môže byť buď krátkodobé alebo 
dlhodobé. Pod pojmom krátkodobé monitorovanie si môžeme predstaviť to, že si 
zapnem sieťový analyzátor a ním sledujem typy a počty prenášaných dát v danom 
okamžiku. Týmto monitorovaním získam informácie o výpadkoch, chybách, pretečení 
front a pod., ktoré môžu byť zasielané administrátorovi vo forme udalostí či alarmov. U 
dlhodobého monitorovania zbieram údaje o prenášaných dát po dobu niekoľko dní, 
týždňov, mesiacov. Výsledkom sú štatistické údaje vo forme grafov, ktoré pomáhajú 
detekovať slabé miesta v sieti a tým naplánovať ďalšie investície. Týmito investíciami 
sa rozumie napr. zvýšenie kapacity linky, rozdelenie služieb na viacero serverov, 
presunu rutinných činností servera mimo hlavný čas prenosu apod. . 
 
 Monitorovaním siete a analýzou týchto dát  zisťujeme odpovede potrebné pre 
chod prevádzky v sieti. Monitorovaním a analýzou siete sa zisťuje : 
 
• Vyťaženosť jednotlivých liniek z pohľadu časového (v ktorej dobe sú záťažové 
špičky a aké sú reálne odozvy) a aplikačného (ktorý typ dát/požiadavkou 
prevažuje). 
 
• Objem prenášaných dát, smer najväčších tokov, najviac komunikujúce uzly. 
 
• Bezpečnosť uživatelov pri komunikácii. 
 




Získavanie  informácií o stavu siete, rýchlosti prenosu, spoľahlivosti spojenia 
nieje v oblasti komunikácii nič nového. Už pri vzniku Internetu boli vytvorené postupy, 
ako zaistiť základné monitorovanie siete. Tieto základné techniky sú natoľko kvalitné, 
že tvoria základ dnešných nástrojov pre testovanie stavu sietí. Jedná sa napr. o protokol 
ICMP definovaný štandardom RFC 792 v roku 1981 a o trochu novší protokol SNMP 











































2 ICMP  
 
IP(Internet Protocol) [1] sa snaží o najlepšie doručovanie paketov (best effort). 
IP nemá žiadny mechanizmus, ako zaistiť, aby boli dáta bezpečne doručené k cieli. To 
znamená, ak nastane strata paketu z dôvodu akéjkolvek chyby, IP nemá žiadny 
mechanizmus, ako zistiť túto chybu. Dáta nemusia dosiahnuť svojho cieľa z rôznych 
dôvodov, ako sú napr. porucha sieťového zariadenia (napr. smerovača) alebo vedenia, 
nesprávna konfigurácia alebo nesprávne smerovacie informácie. Na pomoc, ako 
identifikovať tieto zlyhania, IP používa protokol internetových riadiacich správ ICMP 
(Internet Control Message Protocol), ktoré oznamujú odosielateľovi dát, že nastala 
chyba pri prenosu dát. Protokol internetových riadiacich správ ICMP je súčasťou 
TCP/IP protokolového vybavenia, ktorý pokrýva toto základné obmedzenie IP. ICMP 
neprekoná nespolahlivostné problémy v IP, spoľahlivosť musí byť poskytnutá vyššou 
vrstvou protokolu, ak je to potrebné. 
 
ICMP  nieje aplikačný protokol, je súčasťou IP. Protokol ICMP je definovaný v 
RFC 792 a každý uzol, ktorý má implementovaný IP  ho musí podporovať. Základným 
účelom ICPM je informovanie zdrojového uzla o chybách pri prenosu datagramov. Keď 
sa pri smerovaní paketu vyskytne akákoľvek chyba, ICMP je užito pre oznámenie tejto 
chyby späť do zdroja. ICMP neuskutočňuje žiadne opravy paketov, len informuje zdroj 
o vyskytnutej chybe. Riešenie tohoto problému je ponechané na vyššiu vrstvu. ICPM je  
protokol, ktorý zvyšuje spoľahlivosť pre TCP/IP.  
 
Chyby, ktoré pri prenosu paketov vznikajú, môžu byť napr. spôsobené tým, že: 
 
• Smerovač musí zrušiť paket pri prekročení TTL.   
 
• Smerovač nemá dostatočný buffer pre preposlanie datagramu. 
 
• Smerovač alebo uzol zistí chybu v syntaxy IP hlavičky.  
 
• Smerovač nemá v tabuľke záznam o cieľovej sieti. 
 
Základné funkcie protokolu ICMP  : 
 
• Testovanie dostupnosti a stavu cieľového uzla siete (Echo Request/Reply). 
 
• Riadenie zahltenia siete a toku paketov (Source quench). 
 
• Aktualizácia smerovacích tabuliek uzlov od IP zmiešavačov (Redirect). 
 17
2.1 ICMP správy 
 
ICMP správy [2] sú zapuzdrené do paketov rovnako ako iné dáta, ktoré sú 
prenášané použitím IP. Pretože sú ICMP správy prenášané rovnakým spôsobom ako iné 
dáta, taktiež podliehajú rovnakým doručovacím pravidlám. Tento fakt vytvára scenár, 
kde chybové správy môžu generovať ďalšie chybové správy, spôsobujúce ešte väčšiu 
dopravu na už zahltenej sieti. Z tohto dôvodu chyby spôsobené ICMP správami 
negenerujú ďalšie ICMP správy. Môže teda nastať situácia, keď strata paketu nieje 
nikdy oznámená naspäť odosielateľovi dát. Obrázok 2.1 zobrazuje zapuzdrenie ICMP 
dát vo vnútri IP paketa. 
                  
 





2.2 Typy ICMP správ 
 
 ICMP správy majú špeciálny formát. Každý typ ICMP správy má vlastný, 
jedinečný  parameter, ale všetky ICMP správy začínajú rovnakými troma poliami. 
Podrobnejší popis jednotlivých typov ICMP správ je uvedený v literatúre [2]. 
 
Polia ICMP správy, ktoré obsahuje každý typ správy : 
  
1) Pole – typ  
2) Pole – kód  
3) Pole – kontrolný súčet (Checksum) 
 
• Typ – Signalizuje typ ICMP správy, ktorá je poslaná. 
 
• Kód – Špecifikuje vznik ICMP pre daný typ. 
 
• Kontrolný súčet – Ako v ďalších typoch paketov, je užívaný pre 
overovanie integrity dát.                                                                            
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3  SNMP protokol 
 
SNMP (Simple Network Management Protocol) je súčasťou sady internetových 
protokolov. Umožňuje priebežný zber nejrôznějších dát pre potreby správy sietí a ich 
následné vyhodnocovanie. Na tomto protokolu je dnes založená väčšina prostriedkov a 
nástrojov pre správu sietí. SNMP má tri verzie. Najviac zariadení podporuje druhú 
verziu. 
 
 Protokol SNMP bol definovaný koncom osemdesiatych rokov, s prvou 
objavujúcou sa implementáciou na konci roka 1988. Koncept protokolu SNMP 
vychádza z protokolu SGMP (Simple Gateway Monitoring Protocol). Protokol SGMP 
je definovaný v RFC 1028 o rok skôr ako SNMP. Tento protokol mal slúžiť ako 
dočasná náhrada  za SNMP. Štandard SGMP definuje radu príkazov umožňujúcich 
získať alebo naopak zmeniť premenné v IP routeru. Ako základ pre SNMP sú využité 
niektoré z protokolových operácií zo SGMP. Hlavná výhoda SNMP spočíva v tom, že 
sa nezaoberá len IP smerovačami ako jeho predchodca SGMP. SNMP umožňuje 
spravovať ľubovolný typ sieťového zariadenia. Osud protokolu SNMP mal byť 
podobný ako jeho predchodcu (SGMP), mal zotrvať len po dobu nezbytne nutnú pre 
vytvorenie nového protokolu, ktorý mal byť nový a viac komplexnejší. Tento protokol 
sa volá CMOT založenom na CMIS/CMIP (Common Management Information 
Services/Common Management Information Protocol) technológií definovanom v RFC 
1189. Tento protokol však nebol tak prijatý ako protokol SNMP a preto sa nezačal 
používať. V súčasnej dobe registrujeme tri verzie protokolu SNMP. Jedná sa o 
protokoly SNMPv1, SNMPv2 a SNMPv3. Druhá verzia protokolu SNMPv2 sa objavila 
v roku 1993 a bola ambiciózny pokus zníženia počtu nedostatkov v SNMPv1 a 
pridaním nových rysov. Implementácia tohto nového štandardu odhalila radu 
problémov, ktoré viedli k významnejším opravám týchto špecifikácií, s pridaním 
menšej sady komplexných rysov. Nová SNMPv2 bola uvolnená v roku 1996, pričom 
uviedla napr. uzamykajúci mechanizmus a zlepšenie hlásenia chyb. Poslednou verziou 
bol protokol SNMPv3, ktorý je v podstate SNMPv2 s niekoľkými bezpečnostnými 
doplnkami ako Security model a Access Control Model. Pri čerpaní histórie protokolu 
sa vychádzalo z prameňa [3].  
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3.1 SNMPv1  
 
SNMPv1 je prvá implementácia SNMP protokolu. Je vysvetlená v RFC 1157 
(Request For Comments 1157). Pracuje v medziach špecifikácie SMI (Structure of 
Managed Information). SNMPv1 pracuje nad protokolom UDP. 
 
 
3.1.1 Architektúra a základné bloky systému 
 
 Sledovanie sieti pomocou SNMP protokolu sa uskutočňuje formou komunikácie, 
typu otázka/odpoveď, medzi dvoma základnými sieťovými entitami [4] : 
 
- Správca (riadiaci element) – MANAGER 
 
- Spravované (sledované zariadenie) – AGENT 
 
 
Manager – je aplikácia (program), ktorá je vykonávaná na sieťovej stanici, cez ktorú 
administrátor siete vykonáva riadiace funkcie a tým vykonáva správu siete. U väčších 
systémov sa jedná o pracovnú stanicu s bežiacim software NMS (Network Management 
System). Funkcia tejto aplikácie spočíva v dotazovaní jednotlivých SNMP agentov 
(spravovaných zariadení) pomocou SNMP operácií. Táto konzola je schopná 
spracovávať informácie zo siete a predávať ich vo zrozumiteľnej forme (grafickom 
rozhraní), ktoré umožňuje prezentáciu získaných dát. SNMP Manager je oprávnený 
obetovať plný výkon zariadenia napr. plne dedikovanou výkonnou management 
stanicou. 
 
Agent –  je entita, ktorá tvorí rozhranie ku sledovanému zariadeniu a ktorá odpovedá na 
dotazy SNMP Managera. Dôsledkom toho, musí Agent neustále monitorovať a zbierať 
informácie o všetkých dostupných funkciách a stavoch sledovaného zariadenia. 
Smerovače, huby, sieťové servre sú príkladom spravovaných zariadení, ktoré obsahujú 
objekty. Tieto objekty môžu byť napr. hardware, konfiguračné parametre, výkonové 
štatistiky, ktoré sa priamo týkajú s operáciami zmieneného zariadenia. Tieto objekty sú 
usporiadané v databázii, nazývanej MIB (Managment Information Base). SNMP 
dovoľuje správcovi (MANAGER) a sledovanému zariadeniu (AGENT) k tomu, aby 
komunikovali za účelom sprístupnenia týchto objektov. K získaniu informácií o danom 
zariadení, manager musí vyslať požiadavok na dané zariadenie a prejsť informácie 
poskytované Agentom, pričom musí prejsť celú stromovú štruktúru MIB až k objektu, 
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ktorý obsahuje potrebné dáta. Agent slúži len na zber dát a prenos informácií. 
Neposkytuje žiadne grafické rozhranie ako SNMP manager. Model architektúry tejto 
siete je znázornený na Obr. 3.1. SNMP agent by mal byť malý a jednoduchý a mal by 
mať minimálny vplyv na funkciu monitorovaného zariadenia. To je celkom 
pochopiteľné, nejde napr. u zaťaženého směrovača obetovať podstatnejšiu časť 
výkonnosti na účely managementu. 
 
Proxy Agent – uplatňuje sa u zariadení, ktoré napr. nevedia komunikovať pomocou 
protokolu SNMP a tak participovať na zberu informácií MIB. Jedná sa o redukciu 
potrebných požiadavkou Managera na prechádzanie MIB a tak môžeme monitorovať i 
vzdialenú sieť cez relatívne pomalý WAN spoj, ktorý by bol normálne vlastnou SNMP 
komunikáciou plne vyťažený. 
 
 
Obr 3.1: Model architektúry SNMP [4]. 




3.1.2 SNMPv1 operácie 
 
Riadiaca stanica môže pomocou protokolu SNMP komunikovať so stanicami, na 
ktorých je spustený SNMP agent pomocou  piatich správ. Slovo “Simple“ v SNMP  
pochádza z toho faktu, že protokol používa pre komunikáciu len 5 správ [4]. 
Pre získavanie dát z určitého sieťového zariadenia sa používajú príkazy :  
 
GetRequest – žiadosť o informáciu, ktorú posiela Manager Agentovi k získavaniu 
informácie o stavu alebo hodnote istého objektu. Ide vlastne o príkaz "Read". V rámci 
jedného príkazu je možné žiadať informácie o viacero objektoch. To redukuje nutnú 
komunikáciu medzi zariadeniami.  
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GetNextRequest – žiadosť o ďalšiu informáciu. Pretože informácie sú organizované 
hierarchicky, ide o žiadosť o informáciu na ďalšej, nižšej vrstve MIB štruktúry.  
 
GetRespons – tento príkaz je vyslaný Agentom ako odpoveď na príkaz GetRequest, 
ktorým vracia vyžiadanú informáciu Managerovi.  
 
Pre nastavenie určitej hodnoty v MIB sa použije príkaz: 
 
SetRequest – príkaz nastavuje hodnotu premennej v MIB Agentovi. Ide vlastne o 
príkaz "Write". Nie všetci výrobcovia SNMP zariadení ju umožňujú. Ak zariadenie 
neumožňuje tento príkaz, užívatelia nemôžu v skutočnosti uskutočňovať "management" 
zariadenia, ale len jeho monitorovanie.  
 
Informácia o chybách a zlyhaniach sieťových uzlov sa prenáša správou: 
 
Trap – tento príkaz je vysielaný Agentom Managerovi  ako oznámenie určitej 
významnej udalosti. Na rozdiel od predchádzajúcich príkazov, nieje očakávaná 
odpoveď. Výrobcovia samozrejme definujú vlastné Traps, špecifické pre ich zariadenie.  
 
 
3.1.3 Typy SNMP v1 objektov 
 
SNMP objekty môžu nadobúdať dvoch typov. Jedná sa o skalárne typy a 
tabuľky. Objekty typu skalár môžu nadobúdať len  jednoduché neštruktúrované 
hodnoty. U protokolu SNMPv1 sú to tieto typy [5] : 
 
Integer – jednoduché celé číslo. Napriek tomu, že nedefinuje žiadny limit, väčšina 
implementácií obmedzuje tento typ veľkosťou 32 bitov.  
 
Counter – nezáporný integer, ktorý sa plynule zväčšuje, až dosiahne maximálnej 
hodnoty (232 - 1), potom začína znovu od nuly. Ako už meno napovedá, používa sa 
hlavne na počítanie zaujímavých udalostí v systéme.  
 
Gauge – nezáporný integer, jeho hodnota môže narastať i klesať, nikdy ale nemôže 
prekročiť maximálnu hodnotu. Hodnota Gauge je maximálna, kedykoľvek modelovaná 
informácia je väčšia alebo rovnaká ako toto maximum. V prípade následného poklesu sa 
zníži i hodnota Gauge. Absolútna možná hodnota je opäť (232 - 1).  
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TimeTicks – nezáporný integer reprezentujúci v stotinách sekundy čas od istej doby 
(modulo (232 - 1)). Môže byť použitý k vyjadreniu doby chodu nejakého zariadenia od 
jeho zapnutia.  
 
IpAddress – 32 bitová IP adresa.  
 
Octet String – sekvencia octetov (bytov). Používa sa k vyjadreniu buď reťazca znakov, 
napríklad mena systému, alebo ľubovolných binárnych dát, napr. MAC adresy 
zariadení.  
 
Object Identifier – reprezentuje meno uzla. SNMP dovoľuje ešte tri iné typy 
skalárnych hodnôt (NULL, Opaque a Network Address), ktoré sa ale nepoužívajú. 
 
Rozšírenie týchto neštruktúrovaných jednoduchých objektov, dovoľuje štandard 
SNMP štrukturovať dáta do tabuliek. Tieto tabuľky sú potom usporiadané do riadkov a 
stĺpcov. Jednotlivé položky takejto tabuľky sú potom ľubovolné skalárné hodnoty, 
uvedené vid. vyššie. Takéto tabuľky nieje schopné do seba vnorovať.  
 
 Príkladom takejto tabuľky môže byť napríklad smerovacia tabuľka routeru – 
tcpConnTable – object identifier je 1.3.6.1.2.1.6.13 a jednotlivé stĺpce reprezentujú 
hodnoty tcpConnState, tcpConnLocalAddress, tcpConnLocalPort, tcpConnRemAddress 
a tcpConnRemPort.  
 
Identifikácia jednotlivých polí v SNMP tabuľkách sa uskutočňuje pomocou 
indexov. Tieto indexy sú buď jednoduché hodnoty alebo sady hodnôt, tvorené 
hodnotami polí vo vnútri tabuľky. K jednotlivým poliam potom môžeme pristupovať 
náhodne, teda príkazom “ Get “ a špecifikáciou pozície alebo sekvenčne, teda príkazom 










3.1.4 Formát SNMPv1 správy 
 
Formát SNMP správy [6] definuje, aké položky majú byť zahrnuté do správy a v 
akom poradí majú byť tieto položky. Správa SNMP je zložená z ASN.1 typov 
špecifikácií, ktoré sú zapuzdrené do niekoľkých vrstiev. Najvyššia vrstva, celá SNMP 
správa je typu SEQUENCE s troma položkami. Sú to SNMP version (INTEGER), 
community string (OCTET STRING) a SNMP PDU (Get-Request, GetNextRequest, 
Get-Response, Set-Request). Číslo SNMP verzie a community string sú primitívne 
dátové typy, SNMP PDU je typ odvodený od SEQUENCE. V SNMP PDU sú 
zapuzdrené tieto polia: Request ID (INTEGER), error (INTEGER), error index 
(INTEGER) a VarBind List (SEQUENCE). VarBind List je v podstate zoznam 
dotazovaných premenných (1 a viac). Každá premenná v tomto zozname pozostáva z 
dvojice, do ktorej patria OID a Value. OID reprezentuje adresu a Value reprezentuje 
hodnotu premennej, ktorá sa nazýva VarBind (SEQUENCE). Ak sa jedná o dotaz (Get-
Request), je hodnota typu NULL s dĺžkou 0 a jedná sa o rezervované miesto kam agent 
vloží požadovanú hodnotu premennej vo svojej odpovede (Get-Response). Formát 
príkazu GetRequest, GetNext Request, GetResponse and Set PDU (viď obr. 3.2). 
Príklad názorného naplnenia SNMP správy je znázornený na obr. 3.3. SNMP PDU typu 
trap sa avšak líši, viď obr. 3.4.  
 
 









Popis hodnôt z názornej ukážky naplnenia SNMP správy z Obr. 3.3 : 
 
SNMP version ? 1 
SNMP comunnity string ? public 
PDU type ? 0 ? GetRequest 
Request ID ? 8 
ErrorStatus ? No error 
ErrorIndex ? 0 
OID ? 1.3.6.1.4.311 
Value ? null 
 
 




Jednotlivé polia SNMP správy pre príkazy GetRequest, GetNextRequest, 
GetResponse a Set majú nasledujúci význam  : 
 
SNMP version – Identifikuje číslo použitej verzie protokolu. Číslo v tomto poli 
označuje o aký typ verzie sa jedná. Môže nadobúdať tieto hodnoty : 
? NMPv1      =  0 
? SNMPv2c  =  1 
 
SNMP community string – Istá forma hesla, vo verzii SNMPv1 je prenášaná len ako 
text a preto je jednoducho odchytitelná. Verzia SNMPv2 preto umožňuje šifrovanie 
DES. 
SNMP PDU – Jedná sa o telo vlastnej SNMP správy. 
 
PDU type – Stanovuje typ  PDU prenosu. Číslo v tomto poli označuje o aký typ 
prenosu sa jedná. Môže nadobúdať tieto hodnoty : 
 
? GetRequest = 0 
? GetNextRequest = 1 
? GetResponse = 2 
? SetRequest = 3 
 
Request ID –  Celé číslo identifikujúce jednotlivé dotazy. Rovnaké číslo je súčasťou 
odpovede agenta, slúžiaceho k vytvoreniu správnych dvojíc (dotaz – odpoveď). 
 
Error – Indikácia chyby. Pri dotazu je nastavený na 0, v prípade, že nastane chyba pri 
spracovaní správy agentom, vloží sa tu odpovedajúci kód. 
 
Error Index – Ak nastane chyba, slúži toto číslo ako ukazovateľ na objekt, ktorý chybu 
spôsobil. Inak je hodnota 0. 
 
VarBind List – Zoznam dvojíc: Identifikátor – OID, premenná – Hodnota. 
 
VarBind – Dvojica: Identifikátor – OID, premenná – Hodnota. 
 
OID – Unikátny identifikátor premennej spravovaný agentom. 
 
Value – Hodnota premennej. 
 
 
Jednotlivé polia SNMP správy pre príkaz TRAP majú nasledujúci význam: 
 
 
Enterprise – Identifikuje typ objektu, ktorý vygeneroval trap. 
 
Agent address – Adresa objektu, ktorý vygeneroval trap. 
 
Generic trap type, Specific trap code – Identifikujú typ a kód trapu. 
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Time stamp – Čas medzi poslednou reinicializáciou siete a vygenerovaním trapu. 
 
Variable bindings – Zoznam premenných, ktoré obsahujú relevantné informácie k 
danému trapu (OID,Value). 
 
 
3.1.5 Bezpečnosť prístupu SNMPv1 
 
Systém zabezpečenia prístupu k objektom [9] je dôležitou súčasťou SNMP 
komunikácie. Ide vlastne o definovanie rôznych prístupových práv k jednému SNMP 
Agentovi z rôznych SNMP Managerov. Každý príkaz obsahuje tzv. Community String , 
ktorý funguje ako kombinácia užívateľského mena a hesla. SNMPv1 používa pre 
autentizáciu Community String, ktoré je v podstate textové heslo, z toho vyplýva, že 
SNMPv1 má slabé zabezpečenie, pretože heslá sú uložené a prenášané v nezašifrovanej 
podobe. V praxi správca zariadenia definuje jeden Community String pre Read-Write 
prístup k objektom vo vnútri sledovaného zariadenia a jeden Community String len pre 
obmedzený Read-only prístup. V prípade, že jeden Community String obsiahnutý 
v SNMP príkaze súhlasí s jedným alebo druhým, definovaným pre zariadenie, prístup 
k zariadeniu je umožnený s odpovedajúcou sa úrovňou prístupu. V prípade, že 
nesúhlasí, požiadavok je odmietnutý. Najpoužívanejší "default" Community String u 
SNMP zariadení je "public" pre read-only prístup a "private" pre read-write prístup.V 
praxi si treba dávať pozor nato, že tieto heslá rozlišujú veľké a malé písmená. SNMP 
používa pre komunikáciu transportný protokol UDP. Označuje sa ako nespoľahlivý 
alebo “ best efforty“ protokol, nie preto, že by bol obzvlášť nespoľahlivý, ale pretože 
neoveruje, či pakety skutočne prišli do cieľa a zároveň neposkytuje žiadnu záruku, že 
prídu v poradí, v akom boli odoslané. Protokol UDP je vo všeobecnosti rýchlejší a  
jednoduchší ako konkurenčný TCP, čo vyplýva z princípu jeho nespojovaného spojenia, 
preto aj menej zaťažuje sieť. Bežná správcovská komunikácia prebieha cez UDP port 
161, len datagram Trap je posielaný na port 162. Klient, ktorý posiela dotaz, zvolí 
dynamický port, z ktorého posiela dotaz na port 161. Agent odpovedá z portu 161 na 






3.1.6 Nedostatky SNMPv1 
  
Medzi tri najväčšie nedostatky SNMPv1 patrí [9] : 
 
Architektúra – Prvým nedostatkom SNMPv1 je jej samotná architektúra. Architektúra 
SNMPv1 používa pasívne agenty. Z toho vyplýva, že títo agenti sú aktivovaný len cez 
SNMP dotazy. Preto je v tejto komunikácie nutnosť pravidelného dotazovania 
tzv.polling. Táto komunikácia zaberá významnú šírku prenosového pásma, určeného 
pre užívateľské aplikácie. 
 
Komunikácia Manager-Manager – SNMPv1 neposkytuje žiadne prostriedky pre 
komunikáciu medzi managery (manager-manager). Z toho vyplýva, že funkcia 
managementu nemôže byť distribuovaná medzi viacerými správcovskými konzolami 
(toto obmedzenie sťažuje použitie SNMP managementu vo veľkých spoločnostiach). 
 
Objem dát – Nemožnosť získavania väčšieho množstva dát jediným dotazom, napr. 
celú smerovaciu tabuľku.  
 
Komunikácia Agent – Manager –  Agent síce môže upozorniť managera na problém, 
ale bez detailných informácií (manager sa potom musí dotazovať na podrobnosti, čo sa 
vlastne stalo) a naviac si nieje agent schopný overiť, že upozornenie bolo prijaté. 
 
Slabé zabezpečenie protokolu – Systém autorizácie prístupu je veľmi primitívny a 
pretože prenášané dáta (i z heslami) niesu nijako kódované, nedá sa vlastne o nejakom 
zabezpečení prenosu vôbec hovoriť. 
 
 
3.2 SNMPv2  
 
V roku 1992, IETF (The Internet Engineering Task Force) skupina požadovala 
vyriešenie niektorých obmedzení, ktoré má protokol SNMPv1, návrhom nového 
štandardu SNMPv2. Tento návrh bol od počiatku poznamenaný sporom zástancov 
rôznych technológií. Výsledkom je avšak mätiaca séria rôznych návrhov štandardu 
SNMPv2 (SNMPv2p, SNMPv2c, SNMPv2U, SNMPv2*) [9]. Pôvodne navrhnutý 
v roku 1993, návrh štandardu  známy ako SNMPv2 alebo SNMPv2p definovaný v 
(RFC 1441–RFC 1452) obsahoval zvýšenú úroveň bezpečnosti ,schopnosť zasielať 
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požiadavky na väčšie množstvo dát (Bulk Retrieval), schopnosť komunikácie (manager-
manager). Avšak, tento návrh sa neskôr ukázal ako problematický, pretože 
implementácia SNMPv2p bola príliš zložitá pre použitie, hlavne v oblasti bezpečnosti 
a preto nebol tento návrh široko prijatý. Návrh bol preto upravený a na určitú dobu 
odložený na posudzovanie. Táto upravená verzia, nazývaná SNMPv2c definovaná v 
(RFC 1901 – RFC 1908) vznikla ako alternatíva k SNMPv2p a pridáva k protokolu 
SNMPv1 vylepšenia. Obsahuje príkazy pre získavanie väčšieho množstva dát pre 
zvýšenie výkonnosti management aplikácií, lepšie chybové správy pre diagnostiku 
konfiguračných problémov a vylepšenie efektivity protokolu. Chýba jej ale to najviac 
potrebné vylepšenie SNMP protokolu a to zvýšenie bezpečnosti a schopnosť 
komunikácie manager-manager. Táto verzia naďalej používa metódu zabezpečenia 
pomocou Community String. Tento protokol sa i navzdory svojim bezpečnostným 
nedostatkom stal najviac používaný z rodiny protokolu verzie 2. Naďalej boli snahy 
o zlepšenie protokolu SNMPv2. Vyvinula sa verzia SNMPv2u definovaná v (RFC 
1909, RFC 1910). Tato verzia vznikla ako kompromis, ktorý ponúka väčšiu bezpečnosť 
autentifikácie ako verzia 1, bez spôsobenia vysokej zložitosti SNMPv2. Varianta 
SNMPv2u bola komercializovaná ako SNMPv2*  a jej mechanizmus bol nakoniec 
prijatý ako jeden z dvoch bezpečnostných kostier v tretej verzii SNMP a to v SNMPv3. 
 
 
3.2.1 SNMPv2 operácie 
 
V protokolu SNMPv2 je celkom definovaných 6 základných operácií pre 
komunikáciu medzi centrálnou riadiacou stanicou (NMS-Manager) a agenty v 
jednotlivých sledovaných zariadení. Operácie Get, GetNext a Set sú rovnaké ako v 
SNMPv1. SNMPv2 pridáva dve nové operácie. Sú to GetBulk a Inform [7].  
 
GetBulk – Podobne ako GetNext, ale je možné prenášať efektívne veľký blok dát ako 
napr. niekoľko riadkov v tabuľke. Táto operácia bola pridaná, aby sa eliminovala 
potreba zadávať veľkého množstva žiadostí GetNext pre prenos väčších objemov 
SNMP dát. 
 
Inform – umožní jednej NMS (centrálnej riadiacej stanici ) poslať TRAP informácie 




3.2.2 Bezpečnosť SNMPv2 
 
SNMPv2 neobsahuje žiadne bezpečnostné prvky, čo spôsobuje zraniteľnosť vo 
veľkej škále hrozieb. Pretože SNMP neimplementuje autentifikáciu, veľa výrobcov 
neimplementuje operáciu Set, čiže redukujú SNMP iba na monitorovacie účely [9]. 
 
 
3.2.3 Kompatibilita SNMPv2/SNMPv1 
 
SNMPv2 je nekompatibilná so SNMPv1 v 2 kľúčových oblastiach: Formát 
správy a PDU. SNMPv2 správy používajú inú hlavičku a PDU ako SNMPv1. Taktiež 
SNMPv2 používa 2 správy, ktoré sa v SNMPv1 nenachádzajú (GetBulk, Inform). 
Existujú dva typy koexistencie SNMPv1/v2 na jednej sieti [10]. Sú to proxy agent a 
bilingválne NMS. Proxy agent prekladá správy pre SNMPv1 zariadenia a bilinguálne 
NMS zase zistí či dané zariadenie podporuje SNMPv2, ak nie tak používa SNMPv1. 
 
 
3.2.4 Formát SNMPv2 správy 
Formát SNMPv2 správy [7] pre príkazy GetRequest, GetNext Request, 
GetResponse and Set ostal rovnaký ako u SNMPv1 (viď obr. 3.2). U verzii SNMPv2 sa 
príkaz Trap používa na rovnaký účel ako u SNMPv1 ale má nový formát a je navrhnutý 
na nahradenie SNMPv1 Trap. Formát správy pre príkaz Trap je rovnaký ako pre príkazy 
GetRequest, GetNextReques, GetResponse, Inform a  Set (viď obr. 3.5). U SNMPv2 sú 
implementované dva nové príkazy (GetBulk a Inform). Formát SNMP správy pre príkaz 
Inform ostáva rovnaký ako pre príkazy GetRequest, GetNext, Response a Set (viď obr. 
3.5). Formát SNMP správy pre príkaz GetBulk sa ale líši od ostatných príkazov,        
























Jednotlivé polia SNMPv2 PDU pre príkaz GetBulk majú nasledujúci význam: 
 
PDU type – Stanovuje typ  PDU prenosu – GetBulk.  
 
Request ID – Celé číslo identifikujúce jednotlivé dotazy. Rovnaké číslo je súčasťou 
odpovede agenta, slúžiaceho k vytvoreniu správnych dvojíc (dotaz – odpoveď). 
 
Non-Repeaters – určuje počet objektov v liste premenných (variable bindings), ktoré sa 
neopakujú. 
 
Max-Repetitions – počet opakujúcich sa riadkov v tabuľke premenných. 
 




3.3 SNMPv3  
 
Práca v oblasti sieťového protokolu SNMP sa nezastavila. Stará pracovná 
skupina, ktorá pracovala na verzii 2 sa rozpustila a vznikla nová IESG (Internet 
Engineering Steering Group), riadiaca skupina pod vedením IETF zodpovedná za vývoj 
noriem. Táto pracovná skupina začala pracovať na verzii 3, ktorá využíva princípov 
dvoch smerov práce predchádzajúcej skupiny V2u a V2*. SNMPv3 stojí na rovnakých 
princípoch ako SNMPv1, ale pridáva taktiež niektoré z princípov navrhnutých 
v SNMPv2 a súčasne vylepšuje bezpečnostný mechanizmus. Hlavnou prekážkou sa 
u SNMPv2 stal veľmi zložitý a obtiažne konfigurovatelný mechanizmus. Preto je verzia 
v3 doplnená rámcom managementu siete podľa SNMPv1 a SNMPv2 novým formátom 
správ SNMP. Jedná sa o bezpečnostný mechanizmus správ a riadenie prístupu 
k sieťovým zariadeniam. Bezpečnostný mechanizmus sa predovšetkým zameriava na 
ochranu správ SNMP pri ceste sieťou (pred zničením, zmenou dát alebo ich 
odposluchom) a verifikáciou zdroja správ SNMP. Preto sa uplatňujú služby zachovania 
integrácie a dôvernosti dát, verifikácia zdroja informácie a dodržania časových režimov 
(zamedzenie oneskoreniu alebo opakovaniu správ). Špecifikácia protokolu SNMPv3 je 
popísaná v RFC 2571-2275. SNMPv3 bola prehlásená za štandard v roku 2004. Táto 
verzia konečne umožňuje uspokojivú autentifikáciu  a šifrovanie pomocou mena 
a hesla. Pre návrh SNMPv3 bola použitá modulárna architektúra, kde každá SNMP 
entita obsahuje tzv. SNMP engine, ktorý implementuje funkcie odosielania správ, 
prijímania správ, šifrovania správ a riadiaci prístup ku spravovaným objektom. Tieto 
funkcie sú poskytované ako služby aplikáciám, ktoré spolu so SNMP engine tvoria 
vlastnú SNMP entitu. Sú tu doplnené mechanizmy overovania a šifrovania prenášaných 
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dát (DES, MD5) k zamedzeniu  možnosti „podstrčenia“ skôr odchytených správ 
pomocou časových značiek. Medzi hlavné poskytované bezpečnostné vlastnosti       
patrí [11] : 
Integrita správ – pre overenie, či nebolo počas prenosu s paketom manipulováno. 
Overenie identity – k zisteniu, či je správa z planého zdroja. 
Šifrovanie – šifrovanie správ k zamedzeniu odposlechu komunikácie. 
 
 
3.3.1 SNMPv3 Engine  
 
Engine je zložený z troch základných druhov [12] : 
 
• Message Processing and Dispatching – Nahradzuje RFC 2572. Popisuje 
spracovanie správ SNMPv3 a ich rozosielanie. Definuje postupy možného 
rozosielania viac verzií správ. 
 
• User-based Security Model (USM) – Nahradzuje RFC 2574. Popisuje 
bezpečnostný model založený pre SNMPv3. Definuje postup pre zabezpečenie 
správ SNMP. Špecifikuje MIB pre vzdialené monitorovanie a management 
parametrov konfigurácie pre bezpečnostný model USM. 
 
• View-based Access Control Model (VACM) – Nahradzuje RFC 2575. 
Popisuje model riadenia prístupu na základe povoleného zobrazenia informácií v 
MIB a prístupu k nim (View-based Access Control Model, VACM). View je 
možné chápať ako súbor riadených objektov, tj. informácií pre management 
(podmnožina MIB), na ktorých je možné uskutočňovať špecifikované operácie 
oprávnenými entitami. Definuje postup riadenia prístupu k informáciám pre 
management. Špecifikuje MIB pre vzdialený management parametrov 












3.3.2 SNMPv3 aplikácie 
 
Medzi aplikácie SNMPv3 zaraďujeme [13] : 
Command generator – Generuje príkazy get, get-next, get-bulk, and set requests a  
zpracovává odpovede. Táto aplikácia je implementovaná Network Management Station 
(NMS), môže vydávať dotazy a nastaviť žiadosti proti entitám na routeroch, switches, 
alebo na Unix hosts.  
Command responder – Reaguje na get, get-next, get-bulk, and set requests. Táto 
aplikácia je implementovaná entitou na Cisco routeroch alebo Unixovom hostiteľovi.  
Notification originator – Generuje SNMP Trap a Inform správy (oznámenia). Táto 
aplikácia je implementovaná entitou na routeroch alebo Unixovom hostiteľovi. (pre 
verzie 1 a 2, Notification originator je súčasťou SNMP agenta.  
Notification receiver – Prijíma Traps a Inform správy. Táto aplikácia je 
implementovaná  NMS. 
Proxy forwarder – Usnadňuje prechádzanie správy medzi entitami. 
 
 
3.3.3 Formát SNMPv3  
                                      
 Zásadné zmeny, ktoré súviseli s prepracovaním niektorých vlastností protokolu SNMP, 
viedli súčasne k novému formátu správy. V záhlaví boli doplnené polia pre prenos informácii, o 
overovanie a šifrovanie. SNMPv3 formát správy (viď obr. 3.7). Formát SNMPv3  sa skladá z 
troch hlavných častí [8] : 
Message Processing and Dispatching :  
 
msgVersion – Toto pole obsahuje verziu SNMP. V našom prípade bude obsahovať toto 
pole číslo 3(SNMPv3 =3). 
msgID – Jednoznačný identifikátor medzi dvoma entitami. MsgID dáva do súvislosti 
žiadosť s odpoveďou behom transakcie. 
msgMaxSize – Obsahuje maximálnu veľkosť správy. 
 
msgFlags – Definuje úroveň bezpečnosti. Poskytuje šifrovanie a autentizáciu. 
 
msgSecurityModel – Určuje bezpečnostný model užívaný odosielateľom tak, že 






User-based Security Model (USM) : 
 
msgAuthoritativeEngineID – Obsahuje snmpEngineID autoritatívneho SNMP 
spojeného s výmenou tejto správy. Táto hodnota sa odkazuje na zdroj Trap, Response, 
alebo Report  a do cieľa  pre Get, GetNext, GetBulk, Set, alebo Inform. 
msgAuthoritativeEngineBoots – Obsahuje hodnotu snmpEngineBoots pre 
autoritatívne SNMP spojenie s výmenou týchto správ. Toto číslo predstavuje koľkokrát 
sa SNMP inicializoval alebo opätovne inicializoval od počiatočnej konfigurácie. 
msgAuthoritativeEngineTime – Obsahuje hodnotu snmpEngineTime pre autoritatívni 
SNMP  spojenie s výmenou týchto správ. Predstavuje počet sekúnd od Autoritatívneho 
SNMP spojenia, kedy naposledy prečítal snmpEngineBoots. 
msgUserName – Uživatel, ktorému v prospech je správa vymenená. 
msgAuthenticationParameters – Obsahuje hodnotu, ktorá určí, či potvrdenie pravosti 
je požadované pre túto správu. Ak potvrdenie pravosti nieje užívané pre túto výmenu, 
obsahuje toto pole hodnotu nula. 
msgPrivacyParameters – Hodnota, ktorá určí, či utajenie je požadované pre túto 
správu. 
ScopedPDU – Obsahuje PDU a informáciu pre zisťovanie totožnosti administratívne 
jedinečnej súvislosti pre spracovanie PDU (Context Name a Context ID). 
 
 




MIB (Management Information Base) [14] je hierarchicky organizovaná 
kolekcia informácií. Každé zariadenie je charakterizované svojimi špecifickými MIB 
objektmi. MIB databáza obsahuje tieto špecifické vlastnosti spravovaného zariadenia. K 
MIB objektom sa pristupuje pomocou network-management protokolu, v našom 
prípade prostredníctvom aplikačného protokolu SNMP. Objekty sú usporiadané do 
stromovej štruktúry, deliacu databázu do lachko priehľadných časti. Keďže databáza má 
stromovú štruktúru, je možné základnú vetvu  rozšíriť o ďalšie vetvy, odpovedajúce 
podporovaným funkciám a konkrétnym potrebám výrobcov. Databáza obsahuje na 
každej úrovni uzly, každý uzol a objekt v databáze má presne definovanú svoju polohu 
v stromovej štruktúre pomocou OID. OID je na každej pozícii označené nielen číslicou, 
ale i slovným popisom (viď Obr. 4.1). Popis súčasnej verzie MIB-2 je standardizován v 
RFC1213 a RFC 1155. MIB nieje databázou, iba definuje databázové vlastnosti pre 
uloženie a prácu s daty (niekedy je možné stretnúť sa s termínom Virtuálne dátové 
úložisko). 
Koreňový uzol (root) je sám bez popisu, ale pod ním sú prinajmenšom tri dôležité 
uzly:  
 
  - iso(1) – spravovaný organizáciou ISO 
  - ccitt(0) – spravovaný organizáciou ITU-T (bývalé CCITT)  
  - joint-iso-ccitt(2) – spoločne spravovaný ISO a ITU-T 
 




Napríklad: OID 1.3.6.1.2.1.2 odpovedá ceste ISO. org. dod. internet. mgmt. mib. 
interfaces . Touto cestou by sme sa dostali k objektu Interfaces . 
 
 
4.1 Základné elementy objektov 
 
Každý objekt (položka) v MIB databáze je zložený z niekoľkých údajov,  
určujúcich podrobnejšie vlastnosti objektov a umiestenie vo stromovej štruktúre. 
Objektom v MIB databáze rozumieme každú sledovanú hodnotu. Každý objekt má  
radu atribútov [14]. Medzi tieto atribúty patria: SYNTAX, ACCESS, STATUS, 
DESCRIPTION. 
 
Syntax – Základnou úlohou objektu  SYNTAX  je definovanie dátovej štruktúry 
objektov. Príkladom týchto dátových štruktúr môžu byť typy dát ako sú  INTEGER, 
OCTET STRING, alebo NULL. Ďalšou základnou úlohou elementu SYNTAX je 
definovanie zvláštnych prípadov jednoduchých objektov zahrnujúce napríklad 
DisplayString, ktorý je obmedzený na tisknutelné ASCII znaky. Tabuľkové objekty 
užívajú syntaxy SEQUENCE OF. 
 
Access – Úlohou elementu  je definovanie úrovne  prístupu k objektom (alebo podpore). 
Element ACCESS môže nadobúdať hodnoty : read-only, read-write, not-accessible, 
nebo write-only. SNMP nedovoľuje hodnotu write-only. 
 
Status – Úlohou elementu STATUS je definovanie podpory implementácie pre objekt, 
ktorý môže byť mandatory (povinný), optional (voliteľný), deprecated (neschválený), 
alebo obsolete (zastaralý). Keď element STATUS definuje úroveň podpory pre vybranú 
skupinu, potom táto úroveň platí pre všetky objekty vo vnútri skupiny. Objekty ktoré 
boli premiestnené spätnou kompatibilitou objektov sú deprecated (neschválené). 
Objekty, ktoré niesu dlho podporované sú obsolete(zastaralé). 
 
Description – Element DESCRIPTION (popis) nieje vždy prítomný. Poskytuje textovú 








4.2 Správa siete 
 
 MIB je dátová hierarchická stromová štruktúra, ktorá odpovedá danému 
konkrétnemu zariadeniu. Je objektovo orientovaná ako sada SNMP objektov definujúca 
relácie a operácie na a medzi objektmi. Podľa medzinárodnej organizácie ISO 
(International Standarts Organization) došlo ku štandardizácie sieťového managementu 
a jeho popísaním v dokumente označenom OSI Management Framework (opisuje 
sieťový komunikačný model). Model ISO je zložený z piatich častí, ktoré zároveň 
odpovedajú základným funkciám sieťového managementu [15]. 
 
Configuration Management (Správa konfigurácie) – Znamená monitorovanie siete a 
sieťovej konfigurácie z dôvodov rozpoznania vplyvu jednotlivých prvkov siete na 
sieťové operácie. Konfiguračný subsystém ukladá veškeré konfiguračné informácie do 
databáze pre jednoduchší ďalší prístup. 
 
Performance Management (Správa výkonnosti) – Zmyslom správy výkonnosti je 
meranie výkonnosti a zaťaženia jednotlivých systémov siete (napr. zaťaženie 
operačného systému, využitie šírky prenosového pásma, času odozvy aplikácie atd.). 
 
Fault Management (Správa porúch a chýb) – Cieľom správy porúch a chýb je detekcia 
chýb a porúch siete. Následne ich izolácia a záznam do chybového súboru. Pre zaistenie 
správneho chodu siete musí byť sledovaná funkčnosť systému ako celku, i všetkých 
dôležitých komponentov.  
 
Security Management (Správa zabezpečenia) – Riadi prístup k sieťovým zdrojom 
podľa stanovených pravidiel tak, aby nemohlo dôjsť k neoprávnenému prístupu do siete 
(ať už úmyselne alebo neúmyselne) a zničeniu a zneužitiu dát. 
 
Accouting management (Správa účtovania) – Cieľom správy účtovania je 
monitorovanie parametrov využitia siete jednotlivými uživateľami. Tieto informácie 
umožnia správcovi siete účtovať uživatelom poplatky za využitie jednotlivých zdrojov, 






5 Kvalita služieb (QoS) 
 
 Protokol IP (Internet Protocol) v doručovaní datagramov poskytuje nespoľahlivú 
službu "best effort" . Znamená to, že so všetkými dátovými jednotkami v sieti sa 
zaobchádza rovnakým spôsobom. V rámci spracovávania sa sieťový prvok snaží 
vyhovovať žiadostiam dátových jednotiek o ich predanie na správny výstup, ale bez 
žiadnych garancií (systém odosiela dáta bez záruky doručenia). Paket môže doraziť 
poškodený, prípadne, neskôr odoslaný paket dorazí skôr ako paket, ktorý bol odoslaný 
ako prvý, alebo môže byť paket stratený úplne. Technológia „best-effort“ nemá 
prostriedky pre rozpoznanie dátových tokov, každú dátovú jednotku spracuje nezávisle 
na ostatných. Preto, v prípade prístupu ku zdieľaným sieťovým prostriedkom, nie je 
možné zvýhodniť resp. znevýhodniť niektoré dátové toky. Pri prenose digitalizovaného 
hlasu alebo videa je vyžadované malé a konštantné oneskorenie a služba je schopná 
tolerovať určitú mieru strát. Naopak, riadiace systémy komunikujúcich cez dátovú sieť 
netolerujú ani straty ani väčšie oneskorenie. V moderných komunikačných sietí 
využívaných pre zaistenie rôznych typov služieb s rôznymi požiadavkami na parametre 
prenosu je ale takýto prístup nevyhovujúci. Pre efektívnu prevádzku rôznych služieb 
cez jednu sieť je nutné, aby sieť bola schopná rozpoznať dátové jednotky jednotlivých 
služieb a následne im zaistiť odpovedajúci spôsob zachádzania. Preto musia byť v sieti 
mechanizmy, ktoré ich zaručia. Návrh a implementácia metódy pre zaistenie kvality 
služby QoS (Quality of services) [16] predstavuje jeden z trendov vývoja počítačových 
sietí. Cieľom týchto aktivít je poskytovať užívateľom služby s definovanou kvalitou. Pri 
pohľade zo strany siete QoS poskytuje nástroje pre lepšie využitie dostupných 
sieťových zdrojov tým, že od seba izoluje jednotlivé rôzne dátové toky alebo ich 
skupiny a zabraňuje tak ich vzájomnému negatívnemu ovplyvňovaniu. Pomocou QoS 
tak môžeme emulovať virtuálne okruhy – združovať typovo príbuzné dátové toky (napr. 
datagramy UDP, multimediálne streamy) do skupín, definovať im vlastnosti a podľa 
mechanizmov QoS im následne prideľovať sieťové prostriedky a volné kapacity. 
Zmienené požiadavky charakterizujú parametre, ktoré jasne charakterizujú QoS 
zaistenú počítačovou sieťou. Medzi najvýznamnejšie parametre patria nasledujúce :            
 




Stratovosť paketov – Prípady, keď paket príde s oneskorením väčším, ako je nastavená 
tolerancia, alebo nepríde vôbec, sa označuje ako strata paketu. V tomto prípade sa strata 
paketu rieši jeho opätovným odoslaním. Pri strate väčšieho množstva paketov už túto 
metódu nieje možné použiť a dochádza k prerušeniu prenosu dát. 
 
Oneskorenie – V IP sieti je veľkosť oneskorenia podstatnou záležitosťou vychádzajúca 
už zo samotného princípu v porovnaní so sieťami s prepínaním okruhov, kde je 
oneskorenie viac-menej dané len fyzikálnymi vlastnosťami vedenia a teda je 
zanedbateľné. Celkové oneskorenie prenosového reťazca napr. u VoIP je dané súčtom 
niekoľkých dielčích oneskorení. V tomto prípade sa jedná o oneskorenie dané typom 
použitého kodeku a o oneskorenie z dôvodu paketizácie. Ďalšími položkami môžu byť 
napríklad oneskorenia v jednotlivých uzloch sieti, serializačné oneskorenie, čo je  čas 
potrebný k vyslaniu dát po fyzickom médiu a je závislé na rýchlosti linky  a nakoniec už  
spomínané oneskorenie v súvislosti so sieťami s prepínaním okruhov, oneskorenie 
spôsobené vplyvom fyzikálnych vlastností média. 
 
Kolísanie oneskorenia (jitter) – Celkový súčet oneskorenia nieje možné predom 
presne určiť, pretože sa priepustnosť siete mení v závislosti na jej momentálnom 
zaťažení (hodnota sa mení v čase). Tento jav sa nazýva jitter. U aplikáciách v reálnom 
čase je nežiadúce, aby oneskorenie  kolísalo po dobu realizácie. Z tohto dôvodu sa 
definuje určité maximálne oneskorenie, ktoré je možné počas spojenia tolerovať. Preto 
na prijímacej strane je zaradený prvok, tzv. jitter bufer (vyrovnávacia pamäť), ktorý 
umelo oneskoruje všetky prijaté pakety tak, aby celkové oneskorenie bolo konštantné. 
 
 Pracovná skupina IETF (Internet Engineering Task Force) stanovila dve hlavné 
prístupy riešenia : 
? Integrované služby (Integrated services, Intserv, IS), 
? Rozlišované služby (Diferentiated services, Difserv, DS). 
  
 Každá technológia pre zaistenie kvality služieb zaistí dve základné úlohy: 
 
Prideľovanie rôznych priorít podľa druhu služieb – prideľovanie priorít je 
umožnené využitím rôznych sieťových prostriedkov použitých prvkov pre zvolené 
druhy. Prideľovanie priorít podľa druhu služieb sa bežne uskutočňuje na rozhraní medzi 
užívateľom a sieťou, prip. na rozhraní medzi sieťovými prvkami.  
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Túto úlohu je možné rozdeliť na dve základné funkcie : 
 
? Klasifikácia paketu  –  Na základe identifikátoru prevádzky, či typu triedy. 
? Značkovanie paketu – Pridelením identifikátoru triedy, kde bol paket zaradený. 
 
Rezervácia sieťových prostriedkov – rezervácia prebieha pred vybudovaním spojenia. 
Sieťové prvky si vyčlenia časť svojich prostriedkov pre dané spojenie a tieto 
prostriedky nieje možné využívať iným spojením. Rezerváciu sieťových prostriedkov 
bežne zaisťujú aktívne sieťové prvky, predovšetkým smerovače. Skladá sa zo štyroch 
hlavných funkcii :  
 
? Dohľad nad prevádzkou – Zaisťuje meranie prichádzajúceho spojenia a 
prípadné vyradenie či preznačenie dátovej jednotky. 
 
? Aktívna správa front – Pomocou ktorej je zaistené odlišné zaobchádzanie 
jednotlivým triedam. 
 
? Riadené odosielanie paketov – Riadi, v ktorom okamžiku, ktorý paket bude 
odoslaný. 
 
? Tvarovanie prevádzky –  Snaží vyhladiť shlukový charakter prenosu pre lepšie 
využitie dostupnej kapacity linky. 
 
 
5.1 Integrované služby, Intserv 
 
 V prípade integrovaných služieb (intserv) [16] aplikácia oznámi počítačovej sieti 
svoje požiadavky na prenos dát, prípadne priamo požaduje od určitej QoS počítačovej 
sieti napr. určitú minimálnu priepustnosť a určité maximálne oneskorenie. Počítačová 
sieť overí, či je k dispozícii dostatok prostriedkov pre uspokojenie požiadavkou a 
rozhodne, či požiadavkám vyhovie . V prípade, že sieť nemôže požiadavkám vyhovieť, 
spojenie nieje uskutočnené. Aplikácia sa môže rozhodnúť, či požiada o menej náročnú 
QoS počítačovú sieť. Ak je požiadavkám vyhovené, počítačová sieť musí o 
požiadavkách informovať všetky komponenty, napr. smerovače v uzloch počítačovej 
sieti, cez ktoré bude prebiehať spojenie, aby mohli pre dané spojenie rezervovať 
odpovedajúci objem prostriedkov (napr. určitú šírku pásma spoja medzi dvoma 
smerovačami, určitú veľkosť fronty paketov vo vnútri smerovača a pod.). K tomuto 
účelu slúžia rezervačné protokoly. Najrozšírenejším rezervačným protokolom je RSVP 
(Resource Reservation Protocol) . Aj keď možnosť presnej špecifikácie požadovanej 
QoS počítačovej sieti je lákavá, ukazuje sa, že tento prístup je príliš restriktívny a jeho 
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implementácia prináša veľkú časovú réžiu. Rada interaktívnych aplikácií nepotrebuje 
nutne zaistiť určitú konkrétnu priechodnosť alebo minimálne oneskorenie. Postačí, keď 
bude zaistené, že tieto parametre nebudú výrazne zhoršené vplyvom inej komunikácie, 
súčasne prebiehajúcej v tej istej počítačovej sieti.  
 Vplyvom nevýhod Integrovaných služieb  sa v poslednej dobe pozornosť obracia 
viac k inému prístupu, k implementácii QoS počítačovej siete,  k rozlišovaným službám. 
 
 
5.2 Rozlišované služby, Difserv 
 
 V prípade rozlišovaných služieb (diffserv) [16] aplikácia neoznamuje predom 
počítačovej sieti svoje požiadavky na QoS. Použitie rezervačných protokolov je možné, 
ale nieje nutné a obvykle sa v tomto prípade nepoužíva. Jednotlivé smerovače neudržujú 
žiadnu stavovú informáciu o jednotlivých spojeniach. Implementácia QoS je riešená 
tak, že každý paket vstupujúci do počítačovej siete je označený značkou, ktorá hovorí, 
ako má byť s paketom zaobchádzané, alebo určuje triedu prenosu poskytnutého paketu. 
Toto označenie paketu prebieha len na vstupu (resp. diffserv domény) do počítačovej 
sieti. Počas prenosu paketov počítačovou sieťou ďalšie smerovače len prečítajú značku 
každého paketu a podľa tejto značky sa riadi pri spracovaní paketov. Počet rôznych 
značiek je relatívne malý, obvykle jednotky, maximálne desiatky.  
 
Zatiaľ, čo u integrovaných služieb udržuje každý smerovač informáciu o 
prostriedkoch pridelených každému jednotlivému spojeniu, u rozlišovaných služieb,  
smerovače len pridelia určité prostriedky každej triede prenosu a zaisťujú určitý vzťah 
medzi jednotlivými triedami.  
 
 V súčasnej dobe sú rozsiahle počítačové siete tvorené prepojením sietí menšieho 
rozsahu. Pritom, môže byť každá sieť vybavená inými smerovačmi a organizačne 
riadená iným subjektom. Z tohto dôvodu vyplývajú i rôzne možnosti spracovania 
prechádzajúcich paketov s ohľadom na zaistenie požadovanej QoS. Preto je rozsiahla 







Difserv domény – Pakety vstupujú do diffserv domény cez vstupné (ingress) 
smerovače, prechádzajú cez vnútorné smerovače diffserv domény a vystupujú cez 
výstupné (egress) smerovače. V prípade, že sú dve diffserv domény prepojené jedným 
smerovačom, pracuje egress smerovač jednej diffserv domény zároveň ako ingress 
smerovač druhej diffserv domény a plní i opačné funkcie pre pakety prechádzajúce v 
opačnom smere. Štruktúra diffserv domény (viď obr. 5.1). 
 





5.2.1 DiffServMib RFC 3289 
 
 Úlohou bakalárskej práce je preštudovať štruktúru MIB databáze  pre 
technológiu DiffServ. Práca sa sústreďuje konkrétne na štruktúru databáze DiffServMIB 
podľa RFC 3289 z dôvodu semestrálneho projektu, v ktorom sa praktická časť 
sústredila na programovanie databáze MIB v programovacom jazyku C/C++ podľa RFC 
3289. 
Dokument RFC3289 [17] popisuje MIB (Management Information Base) pre 
zariadenia, v ktorých je implementovaná DiffServ (Differentiated Services) 
architektúra. MIB definuje objekty potrebné k ovládaniu zariadenia, ktoré užíva 
Differentiated Services architektúru popísanú v RFC2475. Jednotlivé objekty 
DiffServMIB môžu byť použité napr. k monitorovaniu, konfigurácii smerovača, či 
prepínača. 
 
Štruktúra DiffservMIB podľa RFC 3289 je rozdelená do troch hlavných častí : 
 
• diffServMIBObjects  




 Každá tabuľka v objektovej štruktúre DiffServMIBObjects obsahuje indexy 
Storage a Status. 
 
Storage – Typ pamäti pre zaobchádzanie s údajmi v riadku. Tento index obsahuje 
celočíselnú hodnotu, ktorá popisuje, ako má byť s údajmi zaznamenanými v riadku 
zaobchádzané. Hodnota 1 a 2 v tomto indexu znamenajú, že údaje v predchádzajúcich 
indexoch niesu určené pre trvalé uloženie (po restarte budú vymazané). Naopak 
hodnoty 3 – 5 sú určené pre trvalé uloženie. Hodnoty v riadku obsahujúce index 3 a 4 
môžu byť menené. Ak má index storage hodnotu 5, údaje v riadku sú určené len na 
čítanie. 
 
Status – Označuje aktuálny stav hodnôt v riadku. Môže obsahovať tieto hodnoty: 
 
? active  
? notInService  
? notReady createAndGo 
? createAndWait  
? destroy  
 











 Pre účely tejto bakalárskej práce sú nevýznamne objekty DiffServTbParam,  
DiffServAction, DiffServAlgDrop, DiffServQueue, DiffServSheduler a preto niesu 
detailnejšie popísané. Podrobnejší popis DiffServMibObjects je uvedený v literatúre 
[14]. Preto sa zameriame len na tri hlavne objekty: DiifServDataPath, DiffServClasiffier 
a DiffServMeter.  
 
DiffServDataPath – Pojem dáta path odpovedá systému funkčných blokov realizujúce 
jednotlivé metódy technológie diferencovaných služieb. Udáva cestu po ktorej pakety 
dátových tokov prechádzajú behom spracovania. Takáto úroveň abstrakcie je potrebná 
preto, že popis architektúry diferencovaných služieb nešpecifikuje záväzne jednotlivé 
funkčné bloky. Preto môžu byť bloky implementačne závislé. Tabuľka ciest 
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spracovania dát (Data path table) obsahuje ukazovatele RowPointer ukazujúce na 
začiatok systému funkčného toku dát pre každé rozhranie zvlášť a smer toku. Jednotlivé 
toky sa môžu zlúčiť, alebo rozdeliť na paralelné cesty. 
 
 
DiffServClassifier – Classifier Table umožňuje spoločne využívať niekoľko triediacich 
pravidiel rovnakého alebo rôzneho typu. Klasifikátor musí kompletne klasifikovať 
všetky uvedené pakety. To znamená, že každý prenášaný paket musí odpovedať aspoň 
jednému triediacemu pravidlu špecifikovaného filtrom. Ak je použitých viac triediacich 
pravidiel, ich poradie určuje poradie vyhodnotenia tak, že sa uskutoční najprv prvé 
pravidlo. 
 
DiffServMeter – Tabuľka obsahuje merače prevádzky, napr. merače Token Bucket, 
ktoré systém môže využívať pre kontrolu dátového toku. Meraný dátový tok je určený 
systémom funkčných blokov DiffServ predchádzajúci blok merania. Meranie sa môže 
vzťahovať na všetky toky prechádzajúce cez rozhranie. 
 
Použitím ukazovateľa diffServMeterSucceedNext a diffServMeterFail-Next je 
možné logicky previazať viacero meračov prevádzky, ak je to požadované. Príkladom 
môže byť implementácia AF PHB, využívajúca viacúrovňové meranie. 
 
Meranie podľa metódy SrTCM (RFC2697) využíva dve sady objektov 
diffServMeterEntry a diffServTBParamEntry. Prvá sada definuje token-bucket pre 
garantovanú priemernú rýchlosť CIR a garantovanú veľkosť zhluku CBS. Druhá sada 
definuje token-bucket pre meranie nadmerného zhluku. 
 
Meranie podľa metódy trTCM (RFC2698) využíva dve sady objektov 
diffServMeterEntry a diffServTBParamEntry. Prvá sada definuje token-bucket pre 
garantovanú priemernú rýchlosť CIR a garantovanú veľkosť zhluku CBS. Druhá sada 
definuje token-bucket pre kontrolu maximálnej okamžitej rýchlosti a maximálnej 
veľkosti zhluku. 
 
Meranie podľa metódy tswTCM (RFC2859) využíva dve sady objektov 
diffServMeterEntry a diffServTBParamEntry. Prvá sada definuje tokenbucket pre 
garantovanú rýchlosť CTR. Druhá sada definuje token-bucket pre maximálnu rýchlosť 
PTR. 
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5.3 Difserv, riadené odosielanie paketov 
 
 Zaistenie rôzneho zaobchádzania rôznych dátových tokov vo smerovačoch je 
spravené pomocou radenia paketov do oddelených front a následne rozdielnym 
spôsobom odosielania paketov z týchto front. Výber paketov, ktoré môžu byť odoslané 
a ktoré musia ešte zostať vo frontách je úlohou procesu riadenia odosielania. Okrem 
samotného odosielania paketov, podľa príslušného prioritného mechanizmu, ďalšou 
dôležitou úlohou riadenia odosielania je dohľad nad dostupnými sieťovými 
prostriedkami, predovšetkým nad šírkou pásma odchádzajúceho portu. Úlohou tejto 
bakalárskej práce je naprogramovať fronty typu FIFO, PRIORITY QUEUING a 
WEIGHR ROUND ROBIN, preto sa časť práce teoreticky zameriava len na tieto fronty.  
  
 
5.3.1 FIFO (First-in-first-out) 
 
 Fronta typu FIFO [18] patrí medzi najstarší a zároveň najjednoduchší algoritmus 
obsluhy front. Prichádzajúce pakety sa postupne radia do fronty v poradí v akom prišli a 
v rovnakom poradí sú potom z fronty i odosielané. Veľmi jednoduchá implementácia 
tohto typu front patrí medzi najväčšiu výhodu, pretože nevyžaduje žiadny špeciálny 
algoritmus riadenia. FIFO radenie do front nerobí žiadne rozhodnutie o priorite paketov 
(zaisťuje rovnaké zaobchádzanie pre všetky pakety), preto najlepšie vyhovuje pre 
sieťovú technológiu typu „best-effort“. Uvedená vlastnosť patrí i k najväčším 
obmedzením, pretože nevie rozlíšiť triedy služieb. Preto zahltenie sieťového uzlu 
ovplyvňuje každú triedu v rovnakej miere. V prípade, ak sa fronta zaplní, zaplnenie 
spôsobí zahodenie paketov. To je nevhodné, pretože zahodený paket by mohol mať 
veľkú prioritu. FIFO radenie do front bol potrebný prvý krok v riadení sieťovej 
dopravy. V súčasnej dobe však dnešné inteligentné siete potrebujú dômyselnejšie 
algoritmy. Model fronty FIFO (viď obr. 5.2). 
 
 
Obr 5.2: Fronta typu FIFO [18]. 
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5.3.2 Priority Queueing (PQ) 
 
 Fronta typu Priority Queueing [18] patrí medzi algoritmus, ktorý zaisťuje, aby sa 
dôležitejšej doprave dostalo rýchlejšiemu zachádzaniu v každom bode, kde je tento 
algoritmus užívaný. Front PQ môže priorizovať dáta podľa  sieťového protokolu (IP, 
IPX alebo AppleTalk ), veľkosťou paketu, zdrojovej a cieľovej adresy, atď. Fronta 
predstavuje jednoduchý spôsob rozlíšenia medzi jednotlivým triedami prevádzky. 
Mechanizmus riadenia odosielania paketov spočíva v tom, že existuje M front 
s prioritou od 1 až do M. Podľa priority pridelenej fronty, vo ktorej sa paket nachádza, 
odpovedá poradie odosielania paketov z fronty. Počas prenosu, algoritmus dáva vyšším 
prioritným frontám zvláštne zachádzanie pred nízkoprioritnými frontami. Platí, že z 
fronty s prioritou M môže byť vybraný paket k odoslaniu len vtedy, ak všetky fronty s 
vyššou prioritou, tj. 1 až M-1, sú prázdne. Nevýhodou PQ je možnosť uviaznutia dát vo 
fronte s nižšou prioritou. Dochádza k tomu v dôsledku, keď sú fronty s vyššou prioritou 
doplňované pravidelne a fronty s nižšou prioritou nezískajú možnosť odosielať svoje 
pakety. V prípade, ak je oneskorenie príliš veľké, môžu byť pakety považované za 
stratené a posielané znovu, čo má za následok ďalšie zaťaženie komunikačnej sieti. 
Model fronty typu Priority Queuing (viď obr. 5.3) . 
 
 









5.3.3 Weighted Round Robin – (WRR) 
 
 Mechanizmus WRR [18] je schopný zaistiť rôznym triedam rôzne veľkú časť 
dostupnej šírky pásma. Tento mechanizmus je niekedy označený ako riadenie front 
podľa triedy (class-based queuing – CBQ), alebo užívateľsky nastaviteľné riadenie front 
(custom queuing). Dátové toky sú najskôr rozdelené do m tried a šírka pásma 
odchádzajúceho portu je rozdelená medzi tieto triedy, úmerne k váhovej hodnote 
priradenej danej triede. Pritom súčet všetkých váhových hodnôt odpovedá 100% šírky 
pásma. Frontu typu WRR (viď obr. 5.4). 
 
 Odosielanie paketu jednotlivých dátových tokov vo vnútri jednej triedy je 
riadené obsluhou FQ (Fair Queuing) [18].  
        
 Mechanizmus WRR využíva dvojúrovňové cyklické plánovanie Round-Robin. 
Prvá úroveň reprezentuje výber triedy od 1 až m a druhá úroveň sa využíva pre výber 









6 Implementácia front  
 
 
 V tejto kapitole bude podaný stručný popis implementácií typu FIFO, 
PRIORITY QUEUING a WEIGHTED ROUND ROBIN. Pre implementáciu bol 
zvolený programovací jazyk C. Programovanie prebiehalo v programovacom prostredí 
Microsoft Visual C++, v ktorom bol program skompilovaný. Pri implementácii 
jednotlivých front sa vychádzalo z teoretických poznatkov (viď kap. 5.3). Moduly front 
sú naprogramované s ohľadom na ich ďalšie využitie v simulačnom prostredí OPNET 
Modeler, v ktorom sa budú následne používať. 
 
6.1 Implementácia fronty typu FIFO 
 
 Pri implementácii fronty typu FIFO sa vychádzalo z teoretických poznámok 
uvedených (viď kap. 5.3.1). Pre správnu funkciu je nutné naprogramovať tri hlavné 
funkcie. Funkcie : 
? CreateFIFO – Funkcia, ktorá vytvorí frontu o určitej dĺžke. 
? AddPacket  –  Funkcia, ktorá vkladá pakety do fronty. 
? GetPacket   – Funkcia, ktorá vyberá pakety z fronty. 
 
 Z hladiska najjednoduchšiej implementácie fronty typu FIFO bola  zvolená  
realizácia programu pomocou ukazovateľov. Na obr. 6.1 je znázornená štruktúra fronty 
FIFO, s jednotlivými blokmi a ukazovateľmi na tieto bloky.   
 
 
Obr 6.1: Štruktúra fronty typu FIFO 
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6.1.1 Funkcia CreateFIFO 
 
 Funkcia CreateFIFO slúži na vytvorenie fronty o určitej dĺžky. Funkciou 
vytvoríme prázdny objekt (fronta FIFO), do ktorej budeme pomocou funkcie AddPacket 
vkladať, prípadne, pomocou funkcie GetPacket vyberať pakety. Pri “volaní“ tejto 
funkcie sa nastavuje i dĺžka tejto fronty (stanovuje možný počet uložených paketov vo 
fronte). Hodnota tejto položky je definovaná ako vstupný parameter funkcie (premenná 
lenght).  
Zdrojový kód funkcie : 
TFIFO *CreateFIFO(int length) { 
          tmp->max_length = length; 
      tmp->first_packet = NULL; } 
     
 
6.1.2 Funkcia AddPacket 
 
 Pomocou funkcie AddPacket sa pridávajú pakety do vytvorenej fronty. Po 
zavolaní funkcie sa na jej začiatku pomocou cyklu WHILE zisťuje dĺžka fronty 
(lenght). Cyklus je potrebný na ošetrenie podmienky, ktorá nastane v prípade, že fronta 
je  už plná a pakety v tomto prípade nemôžu vstupovať do fronty. V prípade, ak je 
fronta plná, funkcia vracia hodnotu “-1” (pakety sa zahadzujú). Ak je fronta prázdna, 
alebo z časti naplnená, je  vytvorený paket nový (malloc(sizeof(..)) z parametramy 
paketu (ID, ZNACKA, PROTOKOL). Správne ukladanie do fronty je realizované 
pomocou cyklu WHILE, aby bola splnená hlavná podmienka pre frontu FIFO a to (First 
In First Out). 
Zdrojový kód funkcie : 
 
  while (tmp != NULL){ 
   tmp = tmp->next_packet; 
   length++;    } 
  
   if (length == fifo->max_length) 
   return -1; 
 
   if(tmp==NULL){ 
 fifo->first_packet =(TFIFOPacket*)malloc(sizeof(TFIFOPacket));  
 fifo->first_packet->next_packet = NULL; 
 fifo->first_packet->packet = packet; } 
        else { 
    while (tmp->next_packet!=NULL) 
     tmp=tmp->next_packet; 
 tmp->next_packet = (TFIFOPacket*)malloc(sizeof(TFIFOPacket)); 
 tmp->next_packet->next_packet = NULL; 
 tmp->next_packet->packet = packet; 
 }  
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6.1.3 Funkcia GetPacket 
 
 Pre výber “najstaršieho“ paketu z fronty slúži funkcia GetPaket. Na začiatku 
funkcie  sa overuje, či fronta vôbec existuje a či fronta obsahuje paket (pakety). 
V prípade, že funkcia nesplnuje jednu z týchto podmienok, funkcia vracia hodnotu 
”NULL” (Fronta prázdna). Následne sa nastavíme na “najstarší“ paket vo fronte 
a načítame jeho hodnoty do premennej ”tmp packet”. Táto premenná predstavuje paket, 
ktorý bude výsledok volanej funkcie. Po načítaní tejto hodnoty vytvoríme nový 
ukazovatel (ukazovatel medzi FirstPaket a NextPaket), pričom pôvodný ukazovatel 
zrušíme. To má za následok vymazanie odobraného paketu z fronty a posunutie paketov 
vo fronte pre ich správne zoradenie pri ďalšiom výbere. 
 
Zdrojový kód funkcie : 
 
  TPacket *GetPacket(TFIFO *fifo) {  
  
    TFIFOPacket *tmp; 
    TPacket *tmp_packet; 
      
     if(fifo==NULL) 
     return NULL; 
       if(fifo->first_packet==NULL) 
       return NULL; 
 
        tmp=fifo->first_packet; 
   fifo->first_packet = fifo->first_packet->next_packet; 
   tmp_packet=tmp->packet; 
   free(tmp); 
     return tmp_packet; } 
 
 
6.1.4 Testovací program fronty FIFO 
 
 Pre otestovanie naprogramovanej fronty typu FIFO bol vytvorený program na 
testovanie, ktorý overuje správnu funkčnosť programu. V testovacom programe je 
vytvorená fronta o veľkosti „10“. Následne sa vytvorí päťdesiat paketov, ktoré sa 
každým cyklom naplnia hodnotami (ID, Znacka, Protokol). Tieto pakety každým 
cyklom vstupujú do fronty. V prípade, že fronta je plná, program vracia hodnotu „-1“ a 
vypíše na obrazovku hlášku „Fronta je plná, paket zahodený“. Rýchlosť napĺňania a 
vyberania paketov je rôzna. Rýchlosť výberu  paketov z fronty je polovičná oproti 
napĺňania paketov do fronty. Rýchlosť vyberania sa mení podmienkou if, zmenou čísla 




Zdrojový kód programu : 
 
TFIFO *fifo=CreateFIFO(10); 
    for(i=1; i<=50; i++){ 
    p=(TPacket *)malloc(sizeof(TPacket)); 
    p->ID = i; 
    p->Znacka = 0; 
    p->Protocol = FTP; 
     if(AddPacket(fifo,p)==-1) 
      printf("VSTUP FIFO -->ID %d,fronta je plna,paket zahodeny               
     ", i,i); 
  else 
   printf(" \n VSTUP FIFO -->ID %d", i);   
  if(i%2==0) 
  { 
   if((p=GetPacket(fifo))!=NULL) 
    printf("VYSTUP FIFO -->ID %d\n", p->ID); 
   else 














6.2 Implementácia fronty typu PRIORITY QUEUING 
 
 Pri implementácii fronty typu FIFO sa vychádzalo z teoretických poznámok 
uvedených (viď kap. 5.3.2). Pre správnu funkciu je nutné naprogramovať tri hlavné 
funkcie :  
? CreatePrioritneFIFO  –  Funkcia na vytvorenie prioritnej fronty. 
? AddPacketPrioritneFIFO –  Funkcia pre načítanie paketu do prioritnej fronty 
? GetPacketPrioritneFIFO  –  Funkcia pre vyberanie paketu z prioritnej fronty 
 
 Z hladiska najjednoduchšiej implementácie fronty typu PRIORITY QUEUING 
bola  zvolená  realizácia programu pomocou ukazovateľov. Na obr. 6.3 je znázornená 

















6.2.1 Funkcia CreatePrioritneFIFO 
 
 Funkcia CreatePrioritneFIFO vytvára určitý počet prioritnýh front s určitou 
dĺžkou.Tieto parametre sa definujú ako vstupné parametre funkcie.Vytváranie front sa 
deje pomocou cyklu FOR. Počet cyklov je stanovený podľa vstupného parametru 
“pocet“, ktorý definuje počet prioritných front. Pri každom prebiehajúcom cykle je 
volaná funkcia CreateFIFO, ktorého vstupný parameter predstavuje vstupný parameter 
funkcie Create PrioritneFIFO. Definuje tým dĺžku prioritnej fronty. Každej prioritnej 
fronte sa následne pridáva číslo priority, každým cyklom narastajúce o jedna. 
Zdrojový kód funkcie : 
 
TPrioritneFIFO* CreatePrioritneFIFO(int pocet, int dlzka) 
{ 
    
   for (i=0; i<pocet; i++){ 
  
     first_fifo = (TPrioritneFIFO*)malloc(sizeof(TPrioritneFIFO)); 
   first_fifo->FIFO = CreateFIFO(dlzka); 
   first_fifo->Priorita = i+1; 
   first_fifo->next_fifo = NULL; 
   tmp = first_fifo; 
    } else { 
     tmp->next_fifo = 
(TPrioritneFIFO*)malloc(sizeof(TPrioritneFIFO)); 
     tmp->next_fifo->FIFO = CreateFIFO(dlzka); 
     tmp->next_fifo->Priorita = i+1; 
     tmp->next_fifo->next_fifo = NULL; 
     tmp = tmp->next_fifo; 
    } 
   } 
 




6.2.2 Funkcia AddPacketPrioritneFIFO 
 
 Pre načítanie paketu podľa danej priority slúži funkcia AddPacketPrioritneFIFO. 
Pre správne uloženie paketu do jednej z prioritných front sa musí zavolať funkcia 
GetPacketPriorita, ktorá slúži pre určenie priority z danej značky paketu. Následne 
funkcia pre načítanie paketu vyhladáva podľa zistenej priority frontu z identickou 
prioritou ako má paket. Hladanie prioritnej fronty sa uskutočnuje podľa cyklu WHILE. 






Zdrojový kód funkcie : 
 
int AddPacketPrioritneFIFO(TPrioritneFIFO *fifo, TPacket *packet) 
{ 
   TPrioritneFIFO* tmp = fifo;  
 while((tmp!=NULL) && (tmp->Priorita!=GetPacketPriorita(packet))) 
  tmp=tmp->next_fifo; 
       if(tmp==NULL) 
  return -1; 
 
 return AddPacket(tmp->FIFO,packet); } 
 
 
6.2.3 Funkcia GetPacketPrioritneFIFO 
 
 Pre vyberanie paketov, vždy z najprioritnejšiej fronty, slúži funkcia 
GetPacketPrioritneFIFO. Pre vyhľadanie fronty, vždy z najvyššiou prioritou slúži 
cyklus WHILE. Pomocou tochto cyklu sa  vyhladá najprioritnejšia fronta zo všetkých 
vytvorených a následne sa aplikuje na túto frontu funkcia GetPacket, ktorá vyberá 
jednotlivé pakety z vyhladanej prioritnej fronty. 
Zdrojový kód funkcie : 
 
 TPacket *GetPacketPrioritneFIFO(TPrioritneFIFO *fifo) 
 { 
  TPrioritneFIFO *tmp=fifo; 
  while((tmp!=NULL) && (tmp->FIFO->first_packet==NULL)) 
  tmp=tmp->next_fifo; 
 
   if(tmp==NULL) 
   return NULL; 
  else 




6.2.4 Testovací program Priority Queuing 
 
 V testovaciom programe sa vytváraju tri fronty o dĺžke päť. Následne sa vytvorí 
32 paketov, ktoré každým cyklom vytvoríme a naplníme. Pomocou zbytku po delení 
troma meníme náhodne značku každého paketu. Každým cyklom sa vkladá paket do 
správnej fronty. V prípade, ak je fronta prázdna, vypíšeme obsah vstupujúceho paketu. 
Ak je príslušná  fronta plná, vypíšeme na obrazovku paket, ktorý sa zahadzuje. 
Rýchlosť vkladania a odoberania paketov z front je odlišná. Odoberanie paketov je 
uskutočnené polovičnou rýchlosťou oproti vkladania. Rýchlosť odoberania opäť 
meníme číslom v argumente podmienky if (zbytok po delení). Výstup programu fronty 
typu PRIORITY QUEUING (viď obr. 6.4). 
 
 55
Zdrojový kód funkcie : 
 
TPrioritneFIFO* pfifo=CreatePrioritneFIFO(3,5); 
 for(i=1; i<=32; i++) 
 { 
   p=(TPacket *)malloc(sizeof(TPacket)); 
        p->ID = i; 
  p->Znacka = i%3+1; 
  p->Protocol = FTP; 
  if (AddPacketPrioritneFIFO(pfifo, p)==0) 
  printf("\n VSTUP -->ID: %d; Priorita: %d") 
  else 
  printf("\n VSTUP-->ID %d; Priorita:%d,fronta je plna,"); 
  if(i%2==0) 
  { 
    if((p=GetPacketPrioritneFIFO(pfifo))!=NULL)   
   printf("Vystup --> ID: %d; Priorita: %d\n\n",); 
    else 
  printf("Fronta je prazdna");}} 
 
 








6.3 Implementácia fronty typu Weighted Round Robin  
 
 Pri implementácii fronty typu FIFO sa vychádzalo z teoretických poznámok 
uvedených (viď kap. 5.3.3). Pre správnu funkciu je nutné naprogramovať tri hlavné 
funkcie :  
? CreateWRRFIFO  –  Funkcia na vytvorenie fronty podľa triedy. 
? AddPacketWRRFIFO – Funkcia pre načítanie paketu do fronty(podľa triedy) 
? GetPacketWRRFIFO  – Funkcia pre vyberanie paketu z fronty (podľa triedy)  
 
 Z hladiska najjednoduchšiej implementácie fronty typu WEIGHTED ROUND 
ROBIN bola  zvolená  realizácia programu pomocou ukazovateľov. Na obr. 6.5 je 
znázornená štruktúra fronty WEIGHTED ROUND ROBIN s jednotlivými blokmi 
a ukazovateľmi na tieto bloky. 
 
 







6.3.1 Funkcia CreateWRRFIFO 
 
 Funkcia CreateWRRFIFO slúži na vytvorenie tried, ktorých počet závisí podľa 
definovaného počtu v premennej (PocetTried). Vytvorenie týchto tried sa uskutočnuje 
pomocou cyklu FOR. Pri vytvorení tejto triedy sa následne volá funkcia  
CreatePrioritneFIFO, ktorá vytvorí fronty, ktoré sú zoradené podľa priority. Ich počet je 
definovaný ako vstupný parameter funkcie CreateWRRFIFO, tak isto, ako dĺžka týchto 
front.  
Zdrojový kód funkcie : 
 
TTriedaFIFO* CreateWRRFIFO(int pocet, int dlzka) 
{ 
   int i; 
   TTriedaFIFO *first_fifo; 
   TTriedaFIFO *tmp; 
   for (i=0; i<EProtokolEnumSize; i++){ 
    if (i==0){ 
      first_fifo = (TTriedaFIFO*)malloc(sizeof(TTriedaFIFO)); 
   first_fifo->FIFO = CreatePrioritneFIFO(pocet, dlzka); 
   first_fifo->Protocol = (TProtokol)i; 
   first_fifo->next_fifo = NULL; 
   tmp = first_fifo; 
    } else { 
     tmp->next_fifo = 
(TTriedaFIFO*)malloc(sizeof(TTriedaFIFO)); 
     tmp->next_fifo->FIFO = CreatePrioritneFIFO(pocet, 
dlzka); 
     tmp->next_fifo->Protocol = (TProtokol)i; 
     tmp->next_fifo->next_fifo = NULL; 
     tmp = tmp->next_fifo; 
    } 
   } 
 




6.3.2 Funkcia AddPacketWRRFIFO 
 
 Pre načítanie paketu do príslušnej triedy a následne do správnej prioritnej fronty 
slúži funkcia AddPacketWRPFIFO. Radenie do tried je pomocou značky, ktorý nesie 
paket. Pomocou cyklu WHILE sa prehladávajú triedy s príslušnou triedou, ktorý nesie 
paket. Po nájdení príslušnej triedy sa volá funkcia AddPacketPrioritneFIFO, ktorá vloží 







Zdrojový kód funkcie : 
 
int AddPacketWRRFIFO(TTriedaFIFO *fifo, TPacket *packet) 
{ 
 TTriedaFIFO* tmp = fifo; 
  
 while((tmp!=NULL) && (tmp->Protocol!=packet->Protocol)) 
  tmp=tmp->next_fifo; 
 
 if(tmp==NULL) 
  return -1; 
 




6.3.3 Funkcia GetPacketWRRFIFO 
 
 Pomocou funkcie GetPacketWRRFIFO sa cyklicky vyberáju pakety 
z jednotlivých front uložených v triede. Cyklické vyberanie prebieha dovtedy, dokedy 
sa nevyberie posledný paket vo frontách pŕislušnej triedy. Ak je posledný paket 
odobraný z týchto front, pomocou ukazovateľa (tmp_fifo) sa nastavujeme na ďalšiu 
triedu (s menšiou prioritou ako trieda predchádzajúca). Postup uvedený vyššie sa 
opakuje rovnakým spôsobom i v teto triede. Prvý cyklus WHILE zabezpečí presúvanie 
medzi jednotlivými triedami. Pomocou ukazovateľa (tmp_fifo) sa nastavíme vždy na 
prvú frontu v triede a pomocou cyklu WHILE prehladávame jednotlivé fronty. V 
prípade, že pomocou cyklu nájdeme frontu s paketom, ktorý má prioritu väčšiu ako mal 
paket v predchadzajúcom výbere, paket s touto prioritou vyberieme. Premenná 
”AktPriorita” nám určuje prioritu naposledy vybraného paketu. Táto hodnota sa každým 
cyklom mení. Týmto mechanizmom je zabezpečene cyklické vyberane paketov z front. 
Zdrojový kód funkcie : 
 
TPacket *GetPacketWRPFIFO(TTriedaFIFO *fifo) 
  {  
 TTriedaFIFO *tmp_triedy=fifo; 
 TPrioritneFIFO *tmp_fifo; 
   while ((tmp_triedy != NULL)) { 
    
   tmp_fifo = tmp_triedy->FIFO; 
while((tmp_fifo!=NULL) && ((tmp_fifo->FIFO->first_packet==NULL) || 
(tmp_fifo->Priorita <= AktPriorita))) 
   tmp_fifo=tmp_fifo->next_fifo; 
    
   AktPriorita = tmp_fifo->Priorita; 
   return GetPacket(tmp_fifo->FIFO); 




6.3.4 Testovacia funkcia fronty Weight Round Robin 
 
 V programe na testovanie sú vytvorené tri triedy (počet stanovený 
v hlavičkovom súbore). Následne vytvoríme tridsať paketov pomocou cyklu FOR. 
Každým cyklom sa mení značka paketu, pomocou zbytku po delení (i%3+1). Následne 
pomocou funkcie AddPacketWRPFIFO napĺňame tieto pakety do príslušnej triedy, 
následne do príslušnej prioritnej fronty. Vyberanie paketov z príslušnej triedy a 
príslušnej prioritnej fronty sa uskutočnuje pomocou funkcie GetPacketWRPFIFO. 
Odoberanie paketov je polovičnou rýchlosťou oproti vkladania paketov. Rýchlosť 
odoberania opäť meníme číslom v argumente podmienky if (zbytok po delení). Výstup 
programu fronty typu Weighted Round Robin (viď obr. 6.6). 
 
 








7  Záver 
 
 
Pri tvorbe tejto bakalárskej práce boli čerpané informácie predovšetkým z 
literatúry a internetových zdrojov, venovaných protokolom pre správu sietí, 
predovšetkým protokolu SNMP, databáze MIB a zabezpečenia kvality služieb QoS. 
 
Protokol SNMP je v súčasnej dobe najpoužívanejším protokolom pre správu 
sietí. Je súčasťou sady internetových protokolov. Umožňuje priebežný zber 
najrôznejších dát pre potreby správy sieti a ich následné vyhodnocovanie. SNMP 
protokol pozostáva z troch verzií, z ktorých najviac požívaná je verzia SNMPv2, ktorú 
zariadenia podporujú najviac. Tento protokol používa pre svoju činnosť databázu MIB, 
uloženú v pamäti sledovaného zariadenia (napr.smerovača). V databáze MIB sú uložené 
dôležité vlastnosti (informácie) zariadenia (napr. smerovača), z ktorej správca siete 
pomocou protokolu SNMP “vyčítava, nastavuje“ dôležité informácie a tým zaisťuje 
správu siete. Súčasťou zabezpečenia správneho chodu sieti je nutné používanie určitých 
služieb (QoS), ktoré majú zabezpečiť požadovanú kvalitu služieb v sieti. Medzi 
v súčasnosti najviac používanú službu pre zabezpečenie kvality v sieti patrí služba 
DiffServ. 
 
Hlavným cieľom tejto bakalárskej práce bolo porovnať a analyzovať jednotlivé 
protokoly pre správu sietí, analyzovať databázu MIB a sústrediť sa na zabezpečenie 
kvality služieb v sieti a to najmä na službu DiffServ. Práca sa najmä sústredila na 
porovnanie jednotlivých verzií protokolu SNMP (SNMPv1, SNMPv2 a SNMPv3). 
Praktickou úlohou v tejto práci bolo naprogramovať moduly pre radenie paketov vo 
frontách zariadenia (napr.smerovača), konkrétne sa jednalo o vyriešenie otázky radenia 
paketov do front a ich riadiaci mechanizmus odosielania paketov do sieti. Služby 
DiffServ používajú tieto moduly front ako jednu z častí pre zabezpečenie kvality služieb 
v sieti. V programovacom jazyku C++ boli naprogramované tri moduly front pre 
radenie paketov. Tieto moduly front sa volajú FIFO, PRIORITY QUEUNING, a 
WEIGHT ROUND ROBIN a boli vytvorené na základe teoretických poznatkov, ktoré 
sú taktiež zahrnuté v tejto práci . Táto bakalárska práca je súčasťou väčšieho projektu, 
ktorý rieší problematiku zaištenia kvality služieb v prostredí Opnet Modeler, preto boli 
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A ZDROJOVÉ TEXTY 
 
A.1 Fronta FIFO 
 
// Funkcia, ktorá vytvorí objekt TFIFO (Fronta FIFO)  
TFIFO *CreateFIFO(int length) 
{ 
              // Vytvorenie objektu TFIFO v pamäti 
 TFIFO* tmp=(TFIFO*)malloc(sizeof(TFIFO)); 
    //Ošetrenie či bolo v pamäti rezervované miesto pre našu frontu 
 if (tmp==NULL) 
  return NULL; 
             //  Dĺžka zadanej fronty sa ukladá do premennej “max_lenght“ 
 tmp->max_length = length; 
    //Nastavíme že fronta neobsahuje prvý paket 
 tmp->first_packet = NULL; 
 return tmp; 
} 
 
// Funkcia, ktorá pridá do FIFO paket, ak už nieje FIFO plné 
int AddPacket(TFIFO *fifo, TPacket *packet) 
{ 
 TFIFOPacket * tmp=fifo->first_packet; 
 int length = 0; 
 // Zisťovanie dĺžky fronty 
 while (tmp != NULL){ 
  tmp = tmp->next_packet; 
  length++; 
 } 
 // Ak je fronta plná, funkcia vracia hodnotu “-1“  
 if (length == fifo->max_length) 
  return -1; 
 // Nastavenie ukazovateľa na prvý paket vo fronte 
 tmp=fifo->first_packet; 
 // V prípade prvého vkladania paketu do fronty  
 if(tmp==NULL){ 
  fifo->first_packet = (TFIFOPacket*)malloc(sizeof(TFIFOPacket)); 
  fifo->first_packet->next_packet = NULL; 
  fifo->first_packet->packet = packet; 
 } else  
 // V prípade ukladania paketu, ak už fronta obsahuje paket 
  { 
  while (tmp->next_packet!=NULL) 
   tmp=tmp->next_packet; 
  tmp->next_packet = (TFIFOPacket*)malloc(sizeof(TFIFOPacket)); 
  tmp->next_packet->next_packet = NULL; 
  tmp->next_packet->packet = packet;    
                                   } 












// Funkcia, ktorá vráti 1 paket zo začiatku FIFO a odstráni ho z FIFO 
TPacket *GetPacket(TFIFO *fifo) 
{ 
 TFIFOPacket *tmp; 
 TPacket *tmp_packet; 
 // Ak neexistuje fronta alebo neobsahuje fronta paket, funkcia vracia “NULL“ 
 if(fifo==NULL) 
  return NULL; 
 if(fifo->first_packet==NULL) 
  return NULL; 
 // Nastavenie na prvý paket vo fronte 
 tmp=fifo->first_packet; 
 //Nastavíme že fronta začína 2. paketom 
 fifo->first_packet = fifo->first_packet->next_packet; 
 // Uloženie odobraného paketu do premennej “tmp_paket“ 
 tmp_packet=tmp->packet; 
 //  Prerušenie pôvodného ukazovateľa 
 free(tmp); 




A.2 Fronta Priority Queuing 
  
// Funkcia, ktorá vytvorí počet prioritných front o určitej dĺžke 
TPrioritneFIFO* CreatePrioritneFIFO(int pocet, int dlzka) 
{ 
   int i; 
   TPrioritneFIFO *first_fifo; 
   TPrioritneFIFO *tmp; 
 // Cyklus pre vytvorenie prioritných front, podľa premennej počet zavisí počet front 
   for (i=0; i<pocet; i++){ 
 // V prípade vytvorenia prvej prioritnej fronty   
  if (i==0){ 
 // Alokovanie miesta v pamäti, pre vytvorenie prioritnej fronty 
      first_fifo = (TPrioritneFIFO*)malloc(sizeof(TPrioritneFIFO)); 
 // Voláme funkciu ktorá vytvorí frontu o určitej dĺžke 
   first_fifo->FIFO = CreateFIFO(dlzka); 
 // Nastavenie priority vo fronte  
   first_fifo->Priorita = i+1; 
 //Nastavíme že za danou frontou sa nenachádza ďaľšia fronta 
   first_fifo->next_fifo = NULL; 
  // Nastavenie ukazovateľa tmp 
   tmp = first_fifo; 
    }  
 
 //  Vytváranie ďaľšiej prioritnej fronty, postup rovnaký, viz.vyššie 
else { 
 // Nastavenie ukazovateľa na ďaľšiu prioritnú frontu 
     tmp->next_fifo = (TPrioritneFIFO*)malloc(sizeof(TPrioritneFIFO)); 
     tmp->next_fifo->FIFO = CreateFIFO(dlzka); 
     tmp->next_fifo->Priorita = i+1; 
     tmp->next_fifo->next_fifo = NULL; 
     tmp = tmp->next_fifo; 
    } 
   } 
 




// Funkcia pre načítanie paketu do správnej prioritnej fronty  
int AddPacketPrioritneFIFO(TPrioritneFIFO *fifo, TPacket *packet) 
{ 
 TPrioritneFIFO* tmp = fifo; 
 // Nastavenie sa na frontu s odpovedajúcou sa prioritou 
 while((tmp!=NULL) && (tmp->Priorita!=GetPacketPriorita(packet))) 
  tmp=tmp->next_fifo; 
 // Ošetrenie, ak fronta s danou prioritou neexistuje 
 if(tmp==NULL) 
  return -1; 
                 // Volaná funkcia pre načítanie paketu odpvedajúcej priority  
 return AddPacket(tmp->FIFO,packet); 
} 
// Funkcia pre odoberanie paketu vždy s najprioritnejšiej fronty   
TPacket *GetPacketPrioritneFIFO(TPrioritneFIFO *fifo) 
{ 
 TPrioritneFIFO *tmp=fifo; 
              //Najdeme frontu s najväčšou prioritou, ktorá obsahuje pakety  
while((tmp!=NULL) && (tmp->FIFO->first_packet==NULL)) 
  tmp=tmp->next_fifo; 
 //Ošetrenie, ak žiadna z frónt neobsahuje pakety 
 if(tmp==NULL) 
  return NULL; 
 else 
 //Vyberieme z danej fronty paket 




A.3 Fronta Weight Round Robin 
 
 
// Funkcia na vytvorenie frotny tried obsahujúce prioritné fronty 
TTriedaFIFO* CreateWRRFIFO(int pocet, int dlzka) 
{ 
   int i; 
   TTriedaFIFO *first_fifo; 
   TTriedaFIFO *tmp; 
 // Vytvorenie tried o počte “ PocetTried“ 
   for (i=0; i<PocetTried; i++){ 
 // V prípade vytvorenia prvej triedy 
    if (i==0){ 
 //Vytvorenie prioritných front v prvej triede  
      first_fifo = (TTriedaFIFO*)malloc(sizeof(TTriedaFIFO)); 
   first_fifo->FIFO = CreatePrioritneFIFO(pocet, dlzka); 
   first_fifo->Trieda = i+1; 
   first_fifo->next_fifo = NULL; 
   tmp = first_fifo; 
    } else { 
 //Vytvorenie prioritných front v druhej, respektive ďalších tried  
     tmp->next_fifo = (TTriedaFIFO*)malloc(sizeof(TTriedaFIFO)); 
     tmp->next_fifo->FIFO = CreatePrioritneFIFO(pocet, dlzka); 
     tmp->next_fifo->Trieda = i+1; 
     tmp->next_fifo->next_fifo = NULL; 
     tmp = tmp->next_fifo; 
    } 
   } 
 





// Pridanie paketu do front podľa priority a triedy  
int AddPacketWRPFIFO(TTriedaFIFO *fifo, TPacket *packet) 
{ 
 TTriedaFIFO* tmp = fifo; 
 // Hľadanie príslušnej triedy, podlľa značky paketu 
 while((tmp!=NULL) && (tmp->Trieda!=GetPacketTrieda(packet))) 
  tmp=tmp->next_fifo; 
 // Ošetrenie, ak fronta s danou triedou neexistuje 
 if(tmp==NULL) 
  return -1; 
 // Načítanie paketu do jednej z prioritných front vyhľadanej triedy 
 return AddPacketPrioritneFIFO(tmp->FIFO,packet); 
} 
 
// Funkcia na cyklické odoberanie paketov z  prioritných front, vždy z najprioritnejšiej triedy 
TPacket *GetPacketWRPFIFO(TTriedaFIFO *fifo) 
{ 
 TTriedaFIFO *tmp_triedy=fifo; 
 TPrioritneFIFO *tmp_fifo; 
 // Premenné, ktoré sa menia počas programu,  potrebné pre cyklické vyberanie z danej triedy 
 static int AktTrieda=1; 
 static int AktPriorita=1; 
 //  Prechádzanie medzi  tiedami 
 while ((tmp_triedy != NULL)) 
 { 
  tmp_fifo = tmp_triedy->FIFO; 
 // Prehladávanie front v danej triede, hladanie prvého paketu v jednej z front 
 while((tmp_fifo != NULL) && (tmp_fifo->FIFO->first_packet==NULL)) 
   tmp_fifo = tmp_fifo->next_fifo; 
 //V prípade, že v triede nieje žiadny paket, tak sa presunieme do následujúcej triedy 
  if (tmp_fifo == NULL) 
  { 
   tmp_triedy = tmp_triedy->next_fifo; 
  } 
  else 
  { 
 //ak sa nachádzame v inej triede ako pri predoslom volani funkcie, začíname čítať pakety z 
fronty z najväčšou prioritou 
   if (AktTrieda != tmp_triedy->Trieda) 
   { 
    AktTrieda = tmp_triedy->Trieda; 
    AktPriorita = 1; 
   } 
 // Nastavenie na prvú prioritnú frontu danej triedy  
   tmp_fifo = tmp_triedy->FIFO; 
 //hladanie fronty s prioritou väčšiou ako mal paket pri predošlom výbere, cyklické vyberanie  
 while((tmp_fifo!=NULL) && ((tmp_fifo->FIFO->first_packet==NULL) || (tmp_fifo->Priorita 
           <= AktPriorita))) 
    tmp_fifo=tmp_fifo->next_fifo; 
 // V prípade, že fronta, s väčšiou prioritou neexistuje, alebo je prázdna, je znova zaisťené 
cyklické vyberanie 
   if(tmp_fifo==NULL) 
   {   
    tmp_fifo = tmp_triedy->FIFO; 
            //vyberieme z triedy paket s najväčšou prioritou 
   while((tmp_fifo!=NULL) && (tmp_fifo->FIFO->first_packet==NULL)) 




//v prípade, že v triede nieje žiadny paket... nemalo by nikdy nastať 
    if(tmp_fifo==NULL) 
     return NULL; 
    else 
    { 
// Vybranie paketu z fronty a nastavenie Akt. Priority potrebnej  pre ďalší výber  
     AktPriorita = tmp_fifo->Priorita; 
     return GetPacket(tmp_fifo->FIFO); 
    }  
   } 
   else 
   { 
// Vybranie paketu z fronty a nastavenie Akt. Priority potrebnej  pre ďalší výber 
    AktPriorita = tmp_fifo->Priorita; 
    return GetPacket(tmp_fifo->FIFO); 
   } 
  } 
 } 




// Funkcia pre zistenie priority z danej značky 
int GetPacketPriorita(TPacket* packet) 
{ 
 switch (packet->Znacka) 
 { 
    case 0:  return 2; 
  break; 
    case 1:  return 1; 
  break; 
    case 2:  return 2; 
  break; 
    case 3:  return 1; 
  break; 
    case 4:  return 0; 
  break; 
 } 
 return 0; 
} 
 
// Funkcia pre zistenie triedy z danej značky 
int GetPacketTrieda(TPacket* packet) 
{ 
 switch (packet->Znacka) 
 { 
    case 0:  return 2; 
  break; 
    case 1:  return 1; 
  break; 
    case 2:  return 3; 
  break; 
    case 3:  return 2; 
  break; 
    case 4:  return 0; 
  break; 
 } 
 return 0;} 
 
 69
A.4 Hlavičkový súbor 
 
// Určenie protokolu 
typedef enum EProtokol  {FTP, HTTP, POP3, SMTP, IMAP, EProtokolEnumSize } TProtokol; 
// Určenie parametrov paketu  (ID, ZNACKA, PROTOKOL). Potrebné pre FIFO, PRIORITY 
QUEUING, WEIGHT ROUND ROBIN 
typedef struct SPacket{ 
 int ID;                                                   // ID paketu  
 int Znacka;                     // Značka paketu 
 TProtokol Protocol;       // Typ protokolu 
} TPacket; 
// Vytvorenie paketu. Potrebné pre FIFO, PRIORITY QUEUING, WEIGHT ROUND ROBIN 
typedef struct SFIFOPacket{ 
 TPacket* packet;                    // Ukazovateľ na parametre paketu 
                  struct SFIFOPacket* next_packet;  // Ukazovateľ na ďalší paket vo fronte  
}TFIFOPacket; 
// Vytvorenie objektu (fronty). Potrebná pre FIFO, PRIORITY QUEUING, WEIGHT ROUND ROBIN 
typedef struct SFIFO{  
 TFIFOPacket *first_packet;    // Ukazovateľ na prvý paket fronty 
 int max_length;                   // Parameter štruktúry – maximálna dĺžka 
} TFIFO; 
// Výtvorenie prioritnej fronty. Potrebné pre PRIORITY QUEUING, WEIGHT ROUND ROBIN 
typedef struct SPrioritneFIFO{ 
 TFIFO *FIFO;                               // Ukazovateľ na frontu 
 int Priorita;                 // Parameter štruktúry - priorita 
 struct SPrioritneFIFO* next_fifo;     // Ukazovateľ na ďalšiu prioritnú frontu 
} TPrioritneFIFO; 
// Vytvorenie fronty s triedami. Potrebné pre WEIGHT ROUND ROBIN 
typedef struct STriedaFIFO{ 
 TPrioritneFIFO *FIFO;                    // Ukazovateľ na prioritnú frontu 
 int Trieda;                                         // Parameter štruktúry - trieda     
 struct STriedaFIFO* next_fifo;        // Ukazovateľ na ďalšiu triedu 
} TTriedaFIFO; 
 
// Funkcie potrebné pre FIFO 
TFIFO *CreateFIFO(int length); 
int AddPacket(TFIFO *fifo, TPacket *packet); 
TPacket *GetPacket(TFIFO *fifo); 
 
// Funkcie potrebné pre Prioritné FIFO 
TPrioritneFIFO* CreatePrioritneFIFO(int pocet, int dlzka); 
int AddPacketPrioritneFIFO(TPrioritneFIFO *fifo, TPacket *packet); 
TPacket *GetPacketPrioritneFIFO(TPrioritneFIFO *fifo); 
 
// Funkcie potrebné pre WRR 
TTriedaFIFO* CreateWRRFIFO(int počet    //počet prioritných front 
   int dlzka);  //dĺžka každej z front 
int AddPacketWRPFIFO(TTriedaFIFO *fifo, TPacket *packet); 
TPacket *GetPacketWRPFIFO(TTriedaFIFO *fifo); 
 
// Funkcie pre zistenie priority a triedy zo značky paketu 
int GetPacketPriorita(TPacket* packet); 
int GetPacketTrieda(TPacket* packet); 
// Počet tried vo fronte WRR určuje premenna “ PocetTried“  
const int PocetTried = 4; 
 
