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第 1 章では，本研究の目的について述べた． 





第 5 章では，本論文の総括を述べる． 
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 ここで，メリットに挙げられていた 3 つのサービスモデルについてそれぞれ説明し，サ
ービスモデルごとの準備・保守項目を図 2.1 に示す． 
 























図 2.1 サービスモデルごとの準備・保守項目 
 
上記サービスモデルと合わせて，メリットに挙げられていた 3 つの実装モデルについてそ
れぞれ説明し，それらの関連性を図 2.2 に示す． 
 











3) Hybrid Cloud 













ユーザ端末からのアクセス時に往復遅延時間 (RTT: Round trip Time) が国内間で 100ms
















































 メディアエッジクラウド(Media-Edge Cloud, MEC)[7]は，クラウドコンピューティング
システムの発展型としてエッジコンピューティング以前に提唱された概念であり，マルチ











 MEC におけるシステム構成の代表例を以下で説明する． 
 
1) P2P-based MEC 
 各エッジサーバにユーザのプロファイル，コンテキストデータおよびコンテンツデータ
を蓄積し，関連するユーザのデータや各コンテンツデータの位置情報は，クラスタヘッド
を通して P2P でやり取りされる．図 2.5(a)のような構成をとる． 
 
2) Central-controlled MEC 















1) ホスト OS 型 
 仮想化ソフトウェア(仮想化アプリケーション)を用いて，物理サーバのホスト OS 上にゲ
スト OS を立ち上げる仮想化法方式．2)のハイパーバイザ型よりも比較的簡単に構築できる
というメリットをもつ一方，ホスト OS 経由でゲスト OS 上の管理が行われるため，処理速
度のオーバーヘッドが発生するといったデメリットをもつ．代表的な仮想化アプリケーシ











図 2.6 仮想化サーバ手法 
 
仮想化のメリットとして，リソースの有効活用が挙げられる．負荷のピークが異なるサ



































図 2.7 OpenFlow による SDN 動作例 
 






機能を仮想マシン上で提供する Virtualized Network Function (VNF)，VNF 用の仮想マシ
ンを実行するための基盤の NFV Infrastructure (NFVI)と Virtualized Network Function 
(VNF)，VNFを起動・設定してネットワークサービス環境を自動構築するManagement and 
Network Orchestration (MANO) (NFVI を制御する Virtualized Infrastructure Manager 
(VIM)，VNF の設定を行う VNF Manager (VNFM)，各自動化の中心的な役割を担う NVF 








 図 2.8 NFV システム概念図 
 















2) Service Function Forwarder (SFF) 
 ネットワーク上に置かれ，タグを見てパケットを適切なサービス機能に転送する． 
 
3) SFC Proxy 






 Classifier と SFF の管理およびテーブルの管理を行う． 
 
 












いる[18]．クラウドの中でも特に IaaS の代表例として，Amazon が提供する Amazon Web 




 AWS は，Amazon が社内において抱えていたビジネス課題を解決するために生まれた IT
インフラストラクチャの構築実績を元に，それを企業向けに改善して 2006 年より提供を開








(2017 年 12 月現在)． 
 




2) コンピューティング機能 [Elastic Cloud Computing (EC2)] 
コンピュータ処理能力を CPU やメモリ，ストレージといった資源をもつ仮想サーバであ
る”インスタンス”としてクラウド内で提供する．ユーザはインスタンスを起動する
Region(地域)と Availability zones(データセンタの単位) (表 2.1)，OS，インスタンスタイプ
(CPU 数，メモリ，ストレージがセットになったもの)を選択し，要求に合ったインスタン


























7) リソース計測機能 [Cloud Watch] 




8) スケーリング機能 [Auto Scaling] 













表 2.1 AWS の Region と Availability zones (2017 年 12 月時点)[22] 
Region Location Availability Zones 
US East North Virginia us-east1 
US East Ohio us-east2 
US West North California us-west1 
US West Oregon us-west2 
Asia Pacific Tokyo ap-noutheast-1 
Asia Pacific Seoul ap-nourth-2 
Asia Pacific Mumbai ap-south-1 
Asia Pacific Singapore ap-southeast-1 
Asia Pacific Sydney ap-southeast-2 
Canada Central ca-central-1 
China Beijing cn-north-1 
China Ningxia cn-northwest-1 
EU Frankfurt eu-central-1 
EU Ireland eu-west-1 
EU London eu-west-2 
EU Paris eu-west-3 






































1) コンソール機能 [OpenStack Dashboard, Horizon] 
 Web ブラウザから利用する，GUI のダッシュボードを提供する．実際の環境操作は，









証鍵，接続先の仮想スイッチ，起動するゲスト OS のテンプレートイメージなどを指定する． 
 
3) イメージ機能 [OpenStack Image Service, Glance] 







図 2.11 Glance におけるインスタンスのスナップショット[26] 
 
4) 認証機能 [OpenStack Identity, Keystone] 
 OpenStack 全体の認証機構を提供する．ユーザは各コンポーネントの API にリクエスト
を送信する際，事前に Keystone の API で認証を行う．この際に発行されるトークン(API
の利用許可証)の ID番号と合わせて，目的のコンポーネントにAPIリクエストを送信する． 
 
5) ネットワーク機能 [OpenStack Networking, Neutron] 
 プロジェクトごとに独立した仮想ネットワークを提供する．ユーザは Neutron の API を
介して仮想ルーターや仮想 L2 スイッチなど，仮想的なネットワークコンポーネントを追加
していく．典型的な構成例としては，外部ネットワークに対してプロジェクト専用の仮想
ルーターを接続しておき，その配下に仮想 L2 スイッチを接続していく． 
 
図 2.12 Neutron における仮想ネットワークの構成例[26] 
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6) オブジェクトストレージ機能 [OpenStack Object Storage, Swift] 
 ファイル単位でデータを出し入れするオブジェクトストレージサービスを提供する．イ





7) ブロックストレージ機能 [OpenStack Block Storage, Cinder] 
 永続データを保存するためのブロックボリュームストレージサービスを提供する．ユー















図 2.14 Cinder におけるブロックボリュームからのインスタンス起動[26] 
 
 




本章は文献[K. Imagane et al., “Evaluation and Analysis of System Latency of Edge Computing for 
Multimedia Data Processing,” IEEE GCCE, Oct.2016.], [今金 等., “エッジコンピューティングを活用し
たマルチメディア分散処理のための遅延評価,” IEICE CS 研究会, 2016 年 12 月.]に基づいている． 













 本節では，図 3.1 のようなコンピューティング環境において，従来のクラウドコンピュー
ティングで使用するコアサーバでの処理とエッジサーバによる分散処理の遅延分析モデル
を検討する．モデル式で用いるパラメータを，以下表 3.1 に定義する． 
 
 






表 3.1 遅延分析モデルのパラメータ定義 
パラメータ [単位] 定義 
Ltotal [s] 総遅延時間 
Lproc [s] アプリケーション処理遅延 
Lcomm [s] データ通信遅延 
𝒏 [台] エッジサーバ数 
𝒎 [回] 処理サイクル数 
𝑳𝒄𝒐𝒓𝒆,𝒆𝒅𝒈𝒆 [s] コア・エッジでの実行遅延 
𝑫𝒕𝒙 [Mbit] 送信データサイズ 
𝑫𝒓𝒙 [Mbit] 受信データサイズ 
𝑫𝒊 [Mbit] 各エッジサーバ間の送信データサイズ 
𝒃𝒘𝒄𝒐𝒓𝒆,𝒆𝒅𝒈𝒆 [Mbps] コア/エッジ NW までのスループット 
𝒃𝒘′𝒆𝒅𝒈𝒆 [Mbps] エッジ NW 内のスループット 
𝑪𝒄𝒐𝒓𝒆,𝒆𝒅𝒈𝒆 [clock cycle/s] コア・エッジサーバの処理速度 
𝑶 [clock cycle] 処理プロセス数 
 
 まず，単純化のため，ユーザ端末 1 台，エッジサーバ 1 台，コアサーバ 1 台の環境を想
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なお，Ccore ，bwcore はそれぞれコアサーバの処理速度[clock cycle/sec]，ユーザとコアサー
バ間のスループット[Mbps]とし，同様に，Cedge ，bwedge はそれぞれエッジサーバの処理速
度[clock cycle/sec]，ユーザとエッジサーバ間のスループット[Mbps]とする．また，一般的
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図 3.2 ユーザ端末 1 台，エッジサーバ 1 台，コアサーバ 1 台の環境 
(シングルエッジシナリオ) 
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(3.7) 
 
また，パイプラインシナリオにおけるコアサーバ 1 台，エッジサーバ複数台(n 台)での実行
遅延差は式(3.8)のように表すことができる． 
 

































図 3.3 ユーザ端末 1 台，エッジサーバ複数台，コアサーバ 1 台の環境 
(パイプラインシナリオ) 
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表 3.2 エッジサーバ，コアサーバの概要 
サーバ サービス CPU メモリ OS 
コアサーバ Amazon EC2 Intel® Xeon® CPU 
E5-2670 v2 @2.50GHz 
4GB Ubuntu14.04 




















ッチングを用いた手法では，図 3.6 のようなフローで処理を行う．一方，OpenCV (Open 
Source Computer Vision Library)は，インテルが開発したオープンソースのコンピュータ
ビジョン向けライブラリで，C/C++，Java，Python に対応している．プラットフォームと
































Describe and detect of future points 
 
Match the feature points 
Calculate holography matrix 
Warp and composite two images 
31 
 
図 3.7 赤外線熱画像を用いた人物検出処理フロー[28] 
 
   
 
+                → 
 
 
(a)HOG 特徴量による検出    (b)可視光・赤外線画像合成             (c)判定結果 

















て可変)．なお，ここでは分散された各計算量𝑂1, 𝑂2, , , 𝑂𝑛は等しいものとなっている．処理




図 3.9 処理回数を変化させたときの実行遅延－処理速度ゲイン特性 
シングルエッジシナリオ (n=1) 
 










優位となることがわかる．エッジサーバ 1 台での処理の際は各処理回数の交点が横軸 1 付
近に位置しているのに対し，エッジサーバ 5 台での処理の際は交点が横軸 0.2~0.3 付近に推




















図 3.14 端末－コアサーバ間の帯域を変化させたときの実行遅延－処理速度ゲイン特性 
シングルエッジシナリオ (n=1, m=5) 
 
 
図 3.15 端末－コアサーバ間の帯域を変化させたときの実行遅延－処理速度ゲイン特性 





図 3.16 端末－コアサーバ間の帯域を変化させたときの実行遅延－処理速度ゲイン特性 






























パノラマ画像 1 枚に対して入力画像は 4K 画像 6 枚とする．生成するパノラマ画像を









図 3.18 パイプライン・並列処理シナリオでの分散処理実行遅延比較 (n=5)(理論値) 
 
図 3.19 パイプライン・並列処理シナリオでの分散処理実行遅延比較 (n=10)(理論値) 
 
図 3.17 のシングルエッジシナリオでの実行時間は生成画像 5 枚で 80.0 秒，10 枚で 172.3
秒，15 枚で 249.7 秒となっており，図 3.18，3.19 ではいずれもこれらの値を下回っている．
































生成画像の枚数が少ない 5 枚では，共に実行時間はパイプラインシナリオ > 分散処理シナ
リオという関係であるのに対し，10 枚では，エッジサーバ 5 台のときパイプラインシナリ
オ<並列処理シナリオ，10 台のときパイプラインシナリオ > 並列処理シナリオという関係
になっており，さらに 15 枚では，共にパイプラインシナリオ < 分散処理シナリオという
関係になっている．各条件における実行時間の値を用いて線形近似曲線を求めたところ，













図 3.20 シングルエッジシナリオでの処理実行遅延特性 (n=1)(理論,実測値) 
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図 3.21 パイプライン・並列処理シナリオでの分散処理実行遅延比較 (n=5)(理論,実測値) 
 
図 3.22 パイプライン・並列処理シナリオでの分散処理実行遅延比較 (n=10)(理論,実測値) 
 
図 3.20~3.22 より，生成画像の枚数が少ない 5 枚では，共に実行時間はパイプラインシ
ナリオ > 分散処理シナリオという関係であるのに対し，10 枚では，エッジサーバ 5 台の
ときパイプラインシナリオ<並列処理シナリオ，10 台のときパイプラインシナリオ > 並列














3.2.4 実機評価 2 
 




>>𝑂1 , 𝑂2 といったように，遅延のボトルネックとなるような処理を含んでいる． 
 
 図 3.23，3.24 に実験環境を示す．まず，人物を可視光カメラと赤外線カメラで撮影した
画像をエッジサーバに転送する．エッジサーバでは，可視光画像のサイズ調整を行い(処理




行時間を，検出画像を 3,6,9,12 枚とした計 4 パターンで評価する． 
42 
 
図 3.23 パイプラインシナリオでの実験環境 
 
 
図 3.24 並列処理シナリオでの実験環境 
 
次に，上記で設定した 4 パターンにおける，パイプラインシナリオ，並列処理シナリオ























































転送を柔軟に制御する SDN を実現する技術である OpenFlow[14]を用いて，エッジコンピ
ューティング環境でアプリケーション処理を行う際の低遅延処理実現のためのネットワー
ク経路を行う．なお，OpenFlow を構成する環境として，OpenFlow スイッチを仮想ソフト
ウェアスイッチである OpenvSwitch[31]で，OpenFlow コントローラを Python ベースのフ
レームワークである Ryu[32]で実装し，最適なネットワーク経路導出と経路制御に利用する． 
 

































∗ 𝛽𝑖,𝑗,𝑘)𝑖,𝑗∈𝑉,𝑘∈𝑀            (3.12)   
 
Subject to: 
𝛼𝑖,𝑘 , 𝛽𝑖,𝑘  ∈ {0,1}, (𝑖, 𝑗 ∈ 𝑉, 𝑘 ∈ 𝑀)           (3.13)   
∑ 𝛼𝑖,𝑘 = 𝑚𝑖,𝑗∈𝑉,𝑘∈𝑀                        (3.14)   
∑ 𝛼𝑖,𝑘 = 1, (𝑘 ∈ 𝑀)𝑖,𝑗∈𝑉                    (3.15)   
∑ 𝛽𝑖,𝑗,𝑘 {
≥ 1 (𝑖 ≠ 𝑗)
= 0 (𝑖 = 𝑗)




延を最小化する経路決定を行う．ここで，処理プロセス数 O, 処理速度 C, データ D, サー
バ i から j へのスループット bwijは定数として扱うこととする．式(3.13)~(3.16)は制約条件
を示す．𝛼𝑖,𝑗,𝑘 , 𝛽𝑖,𝑗,𝑘は 0 or 1 をとる二値変数とし，アプリケーションの処理 k を実行する上
で，サーバ i,j 区間を経由する，または，その経由したサーバ j で処理する場合の値は 1，経
由しない，または処理しない場合の値は0とすると，この制約条件は式(3.13)で表現できる．






ここで，低遅延経路決定の例として，エッジサーバ 3 台(n=3)，2 回 (m=2)の階層処理を



















              (3.17)     
 
 
図 3.27 決定した処理経路例(n=3, m=2) 
 
 次に，図 3.28 に示すように，従来のクラウドコンピューティングおよびエッジコン
ピューティングを想定した実験環境を研究室内に構築し，アプリケーション処理の遅
延特性評価を行う．本環境は，ユーザ端末 1 台とコアサーバ 1 台(Core)，エッジサーバ
3 台(Edge1,2,3)，OpenFlow コントローラ 1 台で構成されており，各サーバのスペッ
クはそれぞれ表 3.3 の通りである． 
 
表 3.3 コアサーバ，エッジサーバの概要 









































れた映像を 2K の動画として 1 秒毎のセグメント(30 フレーム)ごとに分割し，コアもし
くはエッジサーバへ送信する．次に，1 つ目の処理として，検出処理量緩和のために，
動画のフレームサイズを 1920x1080 から 640x360 に縮小を行う．その後，2 つ目の処
理として，各フレームに対して HOG 特徴量を用いて人物検出を行う． 
 
 
図 3.28 OpenFlow を利用した経路設定実験環境 
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図 3.29 アプリケーション実行遅延理論値および実測値 (元動画 1 秒) 
 
 
図 3.30 アプリケーション実行遅延理論値および実測値 (元動画 10 秒) 
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図 3.29，3.30 からわかるように，処理時間(Processing1,2 time)に関しては理論値と実
測値は概ね一致しているが，通信時間(Reception, Transit, Transmission time)に関し
ては，特にコアサーバで処理した際に約 3 秒程度の差が生まれている．この原因とし

















最適化も行った．1 つ目の処理を Edge1，2 つ目の処理を Edge3 で行うという低遅延
経路決定が行うことで，追加で発生する Edge1→Edge3 へのデータ転送時間を含めて











本章は文献[K. Imagane et al., “Performance Evaluations of Multimedia Service Function Chaining in 
Edge Clouds,” IEEE CCNC, Jan.2018.]に基づいている． 













































































1) OpenStack を用いたエッジコンピューティング環境 
 
物理的な構成にとらわれない，論理的なリソースの統合管理・運用を実現するために，





































ネント同士が図 4.3 のような連携をとっている．例として，2 リージョン構成(A,B)でコン
トローラノード 1台，コンピュートノード 1台の時のOpenStack環境構成を図 4.4に示す． 
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図 4.3 OpenStack コンポーネントの関係性 
 













































表 4.1 エッジクラウド内のノード・リンク情報 
JSON key Type Info. 
node_info Array ノード情報 
region String リージョン名 
controllerIP String Controller の IP 
instance Array インスタンス情報 
function String 処理機能 
instanceIP String インスタンスの IP 
time Number 処理時間[s] 
exe_history String App.実行履歴 
link_info Array リンク情報 
bw Number 可用帯域[Mbps] 
 
 
表 4.2 エッジクラウド内で実行するアプリケーション情報 
JSON key Type Info. 
app_info Array アプリケーション情報 
name String アプリケーション名 
procedure Array 処理手順 
function String 処理機能 
data Number データ量[MB] 
 
 
表 4.3 エッジクラウドにアプリケーション処理要求を行うユーザ情報 
JSON key Type Info. 
user_info Array ユーザ情報 
name String ユーザ名 
region String 近接リージョン名 






































































     表 4.4 Algorithm1 概要 




































   表 4.5 Algorithm2 概要 

























ために最適化問題の解を導出する．スライスされた機能の集合を P = {1,2,…,m}，イン
スタンスの集合を I = {1,2,…,n}とし，0-1 整数計画問題として次の目的関数，制約条件










∑ ∑ (𝑡𝑖,𝑗 ∗ 𝛼𝑖,𝑗 +
𝐷𝑖
𝑏𝑤𝑗,𝑘
∗ 𝛽𝑖,𝑗,𝑘)𝑗,𝑘∈𝐼𝑖∈𝑃            (4.1)   
 
Subject to: 
𝛼𝑖,𝑘 , 𝛽𝑖,𝑘  ∈ {0,1}, (𝑖 ∈ 𝑃, 𝑗, 𝑘 ∈ 𝐼)             (4.2)   
∑ 𝛼𝑖,𝑗 ≤ 1𝑖∈𝑃 , (j ∈ 𝐼)                       (4.3)   
∑ 𝛼𝑖,𝑗 {
= 0 (if 𝑖 can share)
= 1 (else)                 
, (𝑖 ∈ 𝑃)𝑗∈𝐼           (4.4)   
∑ 𝛽𝑖,𝑗,𝑘 {
= 0 (if 𝑖 can share)
= 1 (else)                 
, (𝑖 ∈ 𝑃)𝑗,𝑘∈𝑉        (4.5)   
𝛼𝑖,𝑗 =  𝛽𝑖,𝑗,𝑘   (𝑘 ∈ 𝐼)                        (4.6)   














Step5 では，Step4 において同リージョン内で各処理につき 1 インスタンスを割り当てて
実行するという想定のもと最適化問題を解き，リソース不足から遅延のボトルネックにな













前提条件として，インスタンスが 5 台，処理機能が 3 つある場合，1 回の情報収集にかかる
時間は，ノード・リンク情報で 2.17 秒，ユーザ/アプリケーション情報で 0.27 秒ほどであ
った．また，Algorithm1 は，各情報の送受信に 0.27 秒×2，各情報の参照に 0.03 秒，合計
で 0.57 秒ほどであった．評価環境の制約はあるものの，いずれも簡単な JSON ファイルの
やり取りと参照作業のみであるため，アプリケーション実行の全体遅延に影響を及ぼさな
い程度であることがわかる．一方，Algorithm2 は，各情報の送受信に 0.27 秒×2，各情報





















エッジクラウドを想定した実験環境を図 4.9 に示す．2 リージョンのエッジクラウド
(Region A，B)を大学の 2 研究室内に OpenStack で構築し，コントローラノードを 1
台，コンピュートノードを 2 台ずつ設置する．また，オーケストレータを Region B に
1 台設置する．ここまでの各物理マシンのスペックは表 4.6 の通りである．また，ネッ





した”DASH”という計 4 台のインスタンスを生成し, これらを処理機能と定義する．
また，クラウドコンピューティング環境には，東京都内にデータセンタをもつクラウ
ドプロバイダが提供する仮想サーバ 1 台を利用し，エッジクラウドにある 4 つの機能
を全て持っているものとする．各仮想インスタンスのスペックは表 4.7 の通りである． 
 
 
図 4.9 実験環境 
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表 4.6 物理サーバの概要 
サーバ リージョン CPU メモリ OS 
















Orchestrator リージョン B 




表 4.7 仮想インスタンスの概要 
インスタンス リージョン CPU 数 メモリ ファンクション 
Cloud 東京 20 224GB ALL 
Edge リージョン A 2 4GB ALL 
Camera リージョン B 2 4GB CAMERA 
FFmpeg リージョン B 1 2GB FFMPEG 
Detect リージョン A/B 2 4/8GB DETECT 




















図 4.10 映像監視システムによる人物検出の概要 
 



















とし，1 秒のセグメントの処理結果をユーザが 30 秒分要求する際の要求開始からセグ
メント到着までの時間を，以下 3 つのシナリオで評価する． 
 





を実行する．1-3 では，エッジクラウド内の 3 台のインスタンスでスライシングされた
3 つの処理機能(Camera，FFmpeg，Detect/DASH)をそれぞれ実行する．ここで，オ
ーケストレータの機能により，Application1 に関して，Detect 処理が遅延のボトルネ
ックとなっていることを検知し，スケジューリングにより，1-4 ではメモリ量 2 倍のイ
ンスタンス(4GB→8GB)で Detect 処理を実行(リソーススケーリング)，1-5 ではこれま
69 
で Detect 処理を実行していたインスタンスを複製し，2 台のインスタンスで Detect 処
理を実行(リソース複製)する． 
 
表 4.8 Scenario1 概要 
シナリオ ユーザ インスタンス リソース操作 
1-1 A Cloud − 
















2) Scenario2：二人のユーザ(User A,B)が一つの同じアプリケーションを要求 
 
処理を実行するインスタンスおよび要求するアプリケーション別に，シナリオを表
4.9 のように細分化する．Scenario1 同様，2-1 ではクラウドサーバ(Cloud)1 台で，2-2
ではエッジクラウドと同じリージョン内に存在するエッジサーバ(Edge)1 台でアプリ
ケーション処理を実行する．2-3 も Scenario1 同様，エッジクラウド内の 3 台のインス
タンスでスライシングされた 3 つの処理機能(Camera，FFmpeg，Detect/DASH)をそ
れぞれ実行するが，ここではオーケストレータの機能により，二人のユーザが同じア
プリケーションを要求していることを検知し，User B に User A の実行結果を共有す
ることで，両ユーザ通じてすべての処理を一度のみ行う(リソース共有)．なお，Detect
処理は 1-5 のようにリソース複製されたものを用いることとする． 
 
表 4.9 Scenario2 概要 
シナリオ ユーザ インスタンス リソース操作 
2-1 A Cloud − 
2-1 B Cloud − 
2-2 A Edge − 











3) Scenario3：二人のユーザ(User A,B)が二つの異なるアプリケーションを要求 
 
処理を実行するインスタンスおよび要求するアプリケーション別に，シナリオを表
4.10 のように細分化する．Scenario1 同様，3-1 ではクラウドサーバ(Cloud)1 台で，3-2
ではエッジクラウドと同じリージョン内に存在するエッジサーバ(Edge)1 台でアプリ




し，User B に User A の Camera，FFmpeg 実行結果を共有することで，User B は各
アプリケーションの三番目の処理(Detect/DASH)のみを行う(リソース共有)．なお，
Detect 処理は 1-5 のようにリソース複製されたものを用いることとする． 
 
表 4.10 Scenario3 概要 
シナリオ ユーザ インスタンス リソース操作 
3-1 A Cloud − 
3-1 B Cloud − 
3-2 A Edge − 



























まず，一人のユーザ(User A)が一つのアプリケーションを要求する Scenario1 の結果を，
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要求したアプリケーション別に，図 4.12，4.13 に示す．図 4.12 をみると，遅延が短い順に
















図 4.13 Scenario1 実験結果 (Application2 要求時) 
 
次に，二人のユーザ(User A，B)が同じアプリケーションを要求する Scenario2 の結
果を，要求したアプリケーション別に示す．Application1 の結果を示す図 4.14 では，
総遅延(2 ユーザのそれぞれの遅延の合計)が短い順に「提案手法<クラウド 1 台<<エッ
ジ 1 台」，Application2 の結果を示す図 4.15 では，総遅延が短い順に，「提案手法<ク







図 4.14 Scenario2 実験結果 (Application1 要求時) 
 
 




が Application1 を要求した結果を示す図 4.16 では，遅延が短い順に「クラウド 1 台<
提案手法<エッジ 1 台」，Application2 を要求した結果を示す図 4.18 では，遅延が短い
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順に「提案手法<エッジ 1 台<クラウド 1 台」となっているが，User A は Scenario1 の
条件と変わらないため，Scenario1 と同様の結果となっている．一方，User B が
Application 2 を要求した結果を示す図 4.17 では，遅延が短い順に，「提案手法<エッジ
1 台<クラウド 1 台」，Application 1 を要求した結果を示す図 4.19 では，遅延が短い順
に，「提案手法<クラウド 1 台<エッジ 1 台」とであることがわかる．これは，3-3 の
User B の処理では，オーケストレータおよびコントローラノードで User A の Camera，
FFmpeg の処理結果を共有してもらうよう指示を与えられており，両ユーザ通じて
Camera，FFmpeg の処理が一度のみ行われるようになっていること，その影響で，








図 4.17 Scenario3 実験結果 (User B のみ，User A:App.1 User B:App.2 要求時) 
 
 




図 4.19 Scenario3 実験結果 (User B のみ，User A:App.2 User B:App.1 要求時) 
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