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Introduction 49 50
Sensory neuroscience aims to quantify how neurons encode and process fundamental physical stimuli: photons, 51 pressure waves, chemicals, and mechanical forces. A common experimental approach is to use controlled, 52
reduced, and repeatable stimulus sets to elicit consistent neural responses that can be averaged to reduce trial-53
to-trial variability 1-6 .This method lends itself to a description of neural coding in which neurons are tuned to a 54 small number of stimulus features 7 , and to a categorization of neurons into functional classes 8 based on their 55 differential responses to the stimuli 1,3,5,9-12 . A problem with this approach is that results are constrained by the 56 stimuli; these are typically chosen to be categorical and significantly underrepresent the stimulus space to which 57 the neurons respond. It is thus almost inevitable that the neurons will, in turn, exhibit simple, low-dimensional 58 tuning curves and categorical response types. Descriptions of neural representations of stimuli therefore remain 59
incomplete. 60
The rodent whisker system is one of the premier models for studying tactile processing and cortical function 13 . 61
During natural exploration, rodents move their whiskers in rhythmic, non-repeatable 3D trajectories 14,15 62 generating complex, continuously varying patterns of tactile input. However, most descriptions of vibrissal-63 responsive primary sensory neurons in the trigeminal ganglion (Vg) are based on experiments that use reduced 64 stimulus sets, in which variations in the presented stimuli are discrete, involving only a few features or limited 65 spatial directions, small in dynamic range, or presented only along the neuron's preferred direction. Recent work 66
in awake, whisking animals has employed a more continuous stimulus set, but these studies have been restricted 67
to a 2D analysis of whisker motion [16] [17] [18] [19] . 68
Here we take inspiration from studies of the visual system that employ increasingly complex stimulus sets 20,21 , 69
and apply to the whiskers a manual, naturalistically varying stimulus set designed for a rich exploration of tactile 70 stimulus space. The stimuli employed here span ranges similar to those observed in naturally behaving 71 animals 22,23 , Supplementary Fig. 2 ). We introduce a stereo-vision 3D whisker imaging technique, apply a model 72 of 3D whisker mechanics 24 , and implement recently developed statistical modeling techniques 25, 26 to characterize 73 the full input space available to the whisker system and the consequent response properties of Vg neurons. 74
When characterized through the expanded, naturalistic stimulus set employed here, the response properties of 75
Vg neurons reveal a fundamentally different encoding structure than generally appreciated. We find that Vg 76 neurons are broadly tuned across multiple stimulus features, including force, bending moment, and rotation, as 77 well as stimulation direction. These neurons do not represent select mechanical features, nor do they represent 78 the structure of the leading principal components that span a low dimensional subspace of the mechanical stimuli 79 space. Importantly, these diffuse representations of mechanical stimuli continuously tile the relevant stimulus 80
space, suggesting that primary sensory neurons possibly use a dense coding scheme to represent tactile stimuli. 81
Thus, Vg neurons do not segregate into functional classes that convey specialized feature information to more 82 central structures 4, 27, 28 . 83 deflections are shown for an example whisker/neuron pair. Scale bars are 0.1 , 0.5 , and 130 5° respectively. 131 132
Most neurons are jointly tuned to direction and location of stimulation along the whisker arclength 133 Previous studies demonstrated that Vg firing rate is strongly influenced by both deflection direction 2,10,12,31-33 and 134 the arclength of stimulus contact 4,28 . However, these studies have not quantitatively examined the joint effect of 135 these parameters. We quantified the effects of simultaneous changes in both arclength of contact (two or three 136 groups) and direction (eight groups). For each neuron, we computed the average firing rate across many 137 deflections for each arclength/direction combination, and used it to compute a Directional Selectivity Index (DSI) 138 defined as (1 − 2 ), where 2 is the directional circular variance 34 (see Methods). 139 140
Results of this analysis are shown in Figures 2A-D for one example neuron. This neuron's firing rate increased 141
as stimulation became increasingly proximal ( Fig. 2A ,C. 2-way ANOVA F=509 main effect of arclength, p<0.001; 142
Tukey's post-hoc test p<0.05). The neuron's preferred direction was near 225° (Fig. 2B ,C; F=305 main effect of 143 direction, p<0.001;Tukey's post-hoc test: p<0.05 for 22/28 multiple comparisons), and it exhibited a moderate 144 DSI (0.54 for proximal stimulation, 0.64 for distal stimulation) ( Fig. 2D ). For each cell, the DSI was calculated by 145
bootstrapping; we randomly sampled half of all contacts without replacement for 1000 replicates to compute the 146 mean DSI and its standard deviation. The example neuron was more directionally tuned for distal contacts 147
(Student's t-test: t=123, p<0.001). Notably, multiple combinations of arclength and direction can result in the 148 same firing rate ( Fig. 2C ). cell is shown as a function of deflection direction, for both proximal and distal arclength of contact. 159
The lines indicate average firing rate for all deflections in each group, with line thickness indicating 160 +/-S.E.M. Note that for this neuron the directional tuning curve is broader for more proximal 161 stimulation, indicating a weaker directional tuning for more proximal deflections. Importantly, the firing rate of most neurons (68/75, two-way ANOVA, p<0.05) was modulated by both direction 177
and arclength. Figure 2G shows the change in DSI for distal compared to proximal stimulations for all cells. Cells 178 with (DSIdistal -DSIproximal) greater than zero were more directionally tuned for distal contacts (28/68 neurons). 179
Note that approximately equal numbers of neurons become more/less directionally tuned as stimulation became 180 increasingly distal 181 182
The results of Figure 2 The center plots in the two examples of Figure 3A show time-varying firing rates as grayscale heatmaps for each 198 direction, with the times of maximal firing rate ("peak times") indicated by yellow asterisks. The peak times for all 199 cells and directions are shown in Figure 3B . Each cell has eight peak times, one per direction. Cells are ordered 200 by peak time variance; cells with little directional modulation of peak time are at the top and those with strong 201 modulation at the bottom. Figure 3C aggregates data across neurons and directions; peak times are most likely 202
to occur at onset, less likely at offset, and least likely in the middle of deflection. The influence of deflection 203 direction on the peak time was quantified with the DSI of the peak time; Figure 3D shows that the DSI of peak 204 time is normally distributed (Shapiro Test: n=77, W=0.98, p=0.49). Deflection direction has a moderate influence 205 on spiking patterns, with few neurons very strongly (DSI ≅ 1) or very weakly (DSI ≅ 0) modulated.
207
Vg neurons are frequently classified as rapidly adapting (RA) or slowly adapting (SA) based on their response 208
to ramp-and-hold stimulation 3, [9] [10] [11] 32 . To perform a similar analysis with the present data we introduce an 209 "Adaptation Index" (AI) as the log ratio of the firing rate during the first 10 ms of contact to the average firing rate.
210
The AI is calculated separately for each direction group. An AI of 0 indicates no difference between onset firing 211 rate and mean firing rate; a strongly negative AI indicates almost no firing during onset. The AI for each deflection 212 direction of Cell 2 is shown in Figure 3E , and aggregated for all neurons and directions in Figure 3G . Cells are 213 ordered by the mean value of AI across all directions. Note that cells which spike preferentially at onset (top, red 214 cells, "RA-like") transition smoothly into cells that spike less during onset than average (bottom, blue cells; "SA-215 ( Figure 3G , right column).
218
Consistent with previous studies 33 , Vg adaptation properties often depend strongly on deflection direction; some 219 cells exhibit positive AI for some deflection directions and negative AI for others. Previous work classified each 220 neuron into an "adaptation category" based on the number of directions in which it responded in an RA-like 221 manner 33 . Similarly, we defined a neuron to be RA-like for a given direction if the AI for that direction is positive. 222
The number of directions for which a neuron responds in this RA-like manner is termed its "adaptation category"; 223 cells are evenly distributed across adaptation category ( Fig. 3F ). Adaptation category for all cells. (G) AI for all neurons and direction groups. Cells are ordered by 244 mean AI across directions. Right column (PD) isolates the AI for each neuron's preferred direction, 245 ordered by decreasing AI. 246 247
Neural responses are correlated with many stimulus components, but these stimulus components are 248 tightly correlated 249
The 3D whisker shape and rotation measured from video can be used to model the mechanical signals at the 250 whisker base. Decomposing the forces and moments into their x, y, and z components yields six quantities, while 251 the two angular rotations, ∆ and ∆ , are proxies for the forces associated with the follicle rotating within the 252 tissue. These eight quantities and their derivatives form a total of 16 dimensions that completely describe the 253 whisker's mechanical state. A tuning map from this 16-dimensional input space onto the average firing rate of 254 each neuron quantifies the neural response during contact. The full tuning map for each neuron can be projected 255 onto each individual input dimension; some of these one-dimensional tuning maps (tuning curves) are shown in 256 Figure 4A for an example cell, and additional two-dimensional tuning maps are shown in Figure 4B . The total 257 number of spikes in these histograms is 11,010; bins in which fewer than 10 observations occurred were omitted 258 from the map. 259 260
Generally, tuning curves for all cells showed structure in most of the one-dimensional projections: the firing rates 261 of most Vg neurons correlate with most individual parameters. However, these correlations could result from 262
intrinsic covariation between individual stimulus componentsfor instance, covaries with , where is the 263 distance from the whisker base to the contact point. To quantify these covariations, we performed PCA on the 264 input space for each whisker (with and without derivatives); the cumulative percent variance explained is shown 265
in Figure 4C for all whiskers. 266 267
Instead of using the physical quantities as independent variables, tuning maps can also be obtained as a function 268 of the principal components (PCs) of the input space. Example low-dimensional tuning maps for the two first 269
PCs are shown in Figure 4D for the same neuron as in Figure 4B . Derivatives are included in the PCA 270 decomposition; notably, PCA eigenvectors tend to represent combinations of either physical quantities or their 271 derivatives, and rarely mix both ( Supplementary Fig. 3 ). 272
Because all physical quantities are measured independently of the whiskers' orientation on the head 36 , we can 273 quantify the similarity between the leading low-dimensional PC representations of stimuli space across different 274
whiskers. This analysis is equivalent to asking whether different whiskers constrain the physical input spaces in 275 a similar way. To quantify the similarity between PC representations, we used a similarity metric ( ) that 276 generalizes the dot product to measure the angles between two subspaces rather than the angle between two 277 lines (see Methods). This approach is known in formal mathematics as "canonical angles analysis" ( = 278 cos ( )) 37 , and resembles the "subspace overlap" used in previous work 38 . Lines are one-dimensional; there is 279 only one angle between two lines. In general, there are as many angles, or similarity metrics , as dimensions 280
in the subspaces. A value of = 1 corresponds to two parallel lines, one within each subspace, indicating high 281 similarity between the spaces. A value of = 0 corresponds to orthogonal directions. Multiple angles between 282 subspaces are ordered by decreasing (i.e., increasing ). 283
284
We quantified input space similarity across whiskers by computing , = 1,2,3 for pairwise comparisons between 285 all stimulated whiskers, based on the subspaces spanned by the first three PCs for each whisker (Fig. 4E ).
286
Because the applied stimulation varied with each experiment, and because the mechanical properties of each 287 whisker are unique, the observed mechanical stimulus space is also unique, even for experiments on whiskers 288 that have the same row and column identity. Most pairwise comparisons were found to be very similar: > 289 0.82 > 0.54 > 0.05 for 95% of the three leading angles; weak clustering occurs only for the third canonical angle. 290
This result implies substantial similarity of the relevant input space across whiskers. the similarity between the 3-dimensional subspaces spanned by the first 3 PCs for all whiskers. 310
Axes are ordered by whisker identity (A0( )-E5). Multiple whiskers of the same row and column 311 identity were included because whisker geometry differs across rats and stimulation pattern differs 312 across trials. Shading is the value of = cos ( ). (F) Histogram of the number of pairwise 313 comparisons with a given value of cos( ). 314 315
GLMs reveal encoding of rotation and distributed tiling of explored stimulus space 316
The preceding sections have shown that Vg neurons encode multiple stimulus features, and that stimulus 317
features themselves are strongly correlated. The one-and two-dimensional tuning maps of Figure 4A ,B provide 318 intuition for the neural representation of select stimulus features, but fall short of describing the full neural 319 response to the presented stimuli. A full description would require knowing the average firing rate in response to 320 any arbitrary point in the stimulus space, and thus fitting a tuning histogram such as those in Figure 4A to the 321 full 16-dimensional stimulus space. This goal cannot be achieved by systematic and exhaustive exploration, and 322 requires a modelling approach. 323 324
We therefore implemented a recent formulation of Generalized Linear Models (GLMs) 25 that allows for multiple 325 input filters, and thus for modeled neurons to be excited by inputs in multiple directions within the 16-dimensional 326
space. All models were fit with 3 filters, each defined in the 16-dimensional input space (see Methods and 327 Supplementary Fig. 4 ). Only stimulus values at the current time bin were accessible to the models, which 328
included no input history. A parametric nonlinearity (5 parameters) was fit for each filter, bringing the number of 329 model parameters to [(16 + 5) * 3] = 63 per neuron; overfitting was minimized via 10-fold cross-validation. 330 331
As illustrated for the example neuron in Figure 5A , we used the models to predict the spike rate with millisecond 332 resolution, smoothed the observed spike train with a Gaussian kernel whose standard deviation was varied 333
exponentially from 2 to 512 ms, and then compared the predicted rate to the smoothed rate for each value of .
334
The Pearson Correlations comparing the observed and predicted rates are shown in Figure 5B ; correlations are 335 calculated only during contact periods. On average, models best predicted the observed spike rate for =32 ms, 336
but for many neurons high prediction accuracies are achieved for as short as 2 ms. Moreover, performances 337 achieved with = 16 and 8 ms were statistically indistinguishable from that achieved for = 32 ms (Tukey's 338 post-hoc test). The relationship shown in Figure 5B is nonmonotonic; model performance drops as the value of 339 increases, indicating that the models accurately predict high resolution temporal structure in the spike trains 340 rather than fitting the average spike rate. The median correlation value was 0.69 (IQR = [0.55,0.81]) for =32 341 ms, with a minimum=0.08 and a maximum=0.91. 342 343
To determine how much information is gained from the full 3D whisker shape compared to a 2D projection ( Fig.  344 5C,D), the 3D whisker shape was projected into the top camera view. The four mechanical variables associated 345 with contact, { , , , Δ }, were computed using an established 2D model 24,39 . We mapped this 8-dimensional 346 input space (including derivatives) onto the average firing rate of each neuron, and, as in the 3D case, modeled 347 each map using a GLM with three filters. 70 neurons were fit with both 2D and 3D models. We again found that 348 the accuracy of the predicted firing rate prediction was non-monotonic with the value of used to smooth the 349 spike trains. For =32 ms, 2D model performance was significantly worse than that of 3D models (Wilcoxon 350 signed-rank test, W=51.0, p<0.001; median=0.48, IQR = [0.37,0.60]). When the 3D model for a given neuron is 351 compared with its 2D counterpart, nearly all models (60/70) perform better with 3D information (Fig. 5D ). The 352 median performance increase from 2D to 3D was 29.8% (IQR = [13.0%,73.9%]).
354
In order to determine the relative contribution of each input component to firing rate prediction, we performed a 355 dropout analysis in which models access to information was increasingly restricted (Fig. 5E ). For these analyses, 356
correlations were computed using only the =32 ms smoothed rate. Models without derivative information or 357 rotation information perform significantly worse than the full model (Wilcoxon signed- We then asked how well models performed when given access to only one class of inputs: Moments, Forces, 362
Rotations, or Derivatives ( Fig. 5E ). All models with access to only one class perform significantly worse than the 363 full model (Wilcoxon signed- tested, Fig. 5H ). Moreover, identifying the value of for which the firing rate of each neuron is best predicted 398
shows that most neurons are best predicted at shorter timescales when derivative information is included 399
(Wilcoxon signed-rank test, n= 74, W=0, p<0.001, Fig. 5I ). 400 401
Lastly, we analyzed the coefficients that characterize the GLM filters. These coefficients are organized as three 402
vectors in the 16-dimensional input space; these vectors define a 3D subspace that can be interpreted as a 403 complex, three-dimensional "mechanical receptive field" for each neuron. This receptive field cannot be 404 visualized using standard tuning curve analyses, but it provides a more complete description of a neuron's 405 response properties, and allows us to ask two important questions. First, do the neural representations 406 correspond to low dimensional structure (i.e., the principal components) of the stimulus space itself? And second, 407
how do the complex representations of different neurons compare to each other? 408 methods.
(1) The 3D whisker shape is extracted from each video frame and viewed from a whisker 411 centered coordinate system. From the 3D whisker shape, we measure the rigid body angular 412 rotations from rest (Δ , Δ ), and estimate the applied force using a 3D mechanical model of 413
whisker bending 24 . The applied force can be decomposed into the component forces at the base 414 of the whisker; knowledge of the contact point allows for the computation of component moments. 415
These mechanical quantities and their derivatives define a 16-dimensional stimulus space ( ). A 416 toy example stimulus space composed of just three dimensions is shown to the right.
(2) We fit 417 low dimensional Generalized Linear Models (GLMs) to match the observed spiking of each 418
neuron. Each GLM model finds a lower dimensional subspace embedded in the higher 419 dimensional, full stimulus space. This subspace, shown here as the plane 1 (yellow), provides a 420
representation of the stimuli that explain the firing of neuron 1.
(3) We compute the similarities 421 between the neural representations of different neurons by calculating the angles between the 422 corresponding neural representational subspaces ( 1 , 2 ). 423
424
Both of these questions can be addressed by computing again the similarity metric based on canonical angle 425 analysis 37 . This computational approach is schematized in Figure 6 . For each neuron, we calculated the similarity 426 between the neural representation and the principal components of the stimulus space. Surprisingly, the neural 427
representations are not strongly similar to the principal components: 1,2,3 = [0.36 ± 0.13, 0.14 ± 0.07, 0.03 ± 428 0.03]. Figure 7A shows the similarity metrics for all cells, ordered by decreasing similarity. Corresponding 429 histograms are shown in Figure 7B . Thus, Vg neurons do not seem to preferentially encode high-variance 430 combinations of mechanical stimuli. 431 432
We next calculate the similarity between the neural representations themselves to determine if there are 433 identifiable "groups" or "classes" of neurons that share similar representations. The existence of functional cell 434 classes would be indicated by subpopulations of neurons that are similar to other neurons within their class, and 435 dissimilar to those outside their class. Pairwise comparisons are shown in Figure 7C and the resulting histograms 436
in Figure 7D . 437 438
In contrast to multiple previous studies that have found distinct Vg cell classes 4,11,19,28,40,41 , the neural 439
representation subspaces overlap only moderately: 1,2,3 = [0.74 ± 0.12, 0.45 ± 0.15, 0.14 ± 0.11], mean ± S.D., 440
and do not cluster. The lack of clusters and the lack of bimodal distributions in the histograms of the similarity 441
metrics indicate that Vg neurons should not be grouped into classes of cells that represent similar mechanical 442
information. 443 444
Thus, the neural representations of Vg neurons do not preferentially cover the low-dimensional representation 445 of input space found by PCA, and their tuning spaces only moderately overlap, but do not cluster. This suggests 446
that as a population, Vg neurons implement a dense, uniform covering of the full input space (Supplementary 447 Fig. 4 ). 
Discussion

462
Coding properties of Vg neurons can be fully quantified only if the stimuli employed span the extent of the 463 naturalistic stimulus space. The present work, which allows mechanical stimulus features to be estimated during 464 complex, 3D whisker deflections, shows that individual Vg neurons simultaneously encode multiple stimulus 465
features, that adaptation properties do not categorize into rapidly adapting or slowly adapting groups, and that 466 neural representations overlap and tile the stimulus space. Together, these results suggest a view of Vg coding 467 in which single stimulus features cannot unambiguously be determined by the activity of a single neuron; instead, 468
features are represented across a population, and may be extracted by more central neurons that integrate 469 information across many Vg neurons. This view contrasts with proposed population codes that segregate 470 behaviorally relevant quantities into separate classes 11,28,40,42 . 471 472
Classical Vg tuning curves are "slices" of possible neural responses to complex stimuli 473
Previous studies used restricted stimulus sets that vary only a few stimulus dimensions while holding others 474 constant 1-3,7,9,10,32 . The Vg responses shown in these earlier studies can be considered "slices" through 475 multidimensional tuning maps that more completely describe responses to complex stimuli. 476 477
For example, in agreement with earlier work 9,10,28,33 , our results show that both arclength of contact and deflection 478 direction strongly influence average firing rate. However, we further show that Vg neurons are jointly tuned to 479 both stimulus features, i.e., arclength and direction cannot be disambiguated based on average firing rate ( Fig.  480 2). Here, the extended GLM models attempt to fully describe these more complex tuning maps from which 481 general coding principles can be inferred. For instance, predictive performance of these models decrease when 482
derivatives of mechanical features are omitted as inputs ( Fig. 5E ), consistent with earlier work showing joint 483
tuning to features corresponding to stimulus "amplitude" and "velocity" 1-3,7,31,32 .
485
Recently, studies based on 2D analyses of whisker shape have shown that Vg responses are more accurately 486
described in terms of mechanical rather than geometric variables 18,19,29 , but the 2D work omits crucial information 487 about 3D deflection direction, which modulates the components of applied forces. The Vg responses shown in 488 these 2D studies can thus also be considered as "slices" or marginals of responses to the 3D stimulation used 489
here. Although the marginal neural responses to individual features of the stimulus recapture observations from 490 previous work, a more complete picture emerges when responses to more complex stimuli are analyzed without 491 marginalizing to individual stimulus features. 492 493
Vg neural responses tile the mechanical space 494 495
Vg responses are tuned to multiple features of the 3D mechanical stimulus space (Fig. 5) ; statistical models 496
indicate that their activity is primarily driven by the follicle's rotation in the skin rather than by whisker bending. 497
Predictive performance of the Vg models degraded if information about rotation is omitted, but does not degrade 498
if information about bending is omitted. Remarkably, models that have access only to bending information still 499 perform moderately well, providing evidence for broad, diffuse tuning to mechanical features. 500 501
Given the relationship between bending and rotation ( Supplementary Fig. 1) , it is possible that neurons encode 502 latent mechanical features that subsume bending and rotation. Principal components of the stimulus space 503
represent such latent features. However, the neural representation does not align strongly with the principal 504 components of the stimuli (Fig. 7) : neurons do not encode linear combinations of stimulus features along high 505 variance dimensions. Preferential encoding along dimensions that differ from those that characterize the 506 variance structure of the stimuli is consistent with a diffuse, tiled representation of mechanical information. 507 508
Although the present work used passive whisker deflections, we expect the neural coverage of the stimulus to 509 remain stable regardless of whether exploration is active or passive. A Vg neuron's stimulus representation 510
cannot depend on context, as it receives no neuronal inputs. Rather, the statistics of the stimuli may differ in 511 different contexts. In this study, neural responses are likely dominated by rotations of the whisker because the 512 muscles holding the whiskers are relaxed. During active whisking, the muscles contract around the follicle, 513
resisting passive rotation within the skin and cause the whisker to bend rather than rotate 18,43 . The resulting 514
differences at the base of the whisker will correspondingly alter the effective stimulus space for the awake animal 515 such that bending is more prominent during active whisking. However, the neural representation of the 516 mechanical space itself ought to remain unchanged, with the caveat that follicle stiffness may change in the 517 awake animal. More central neurons would therefore extract features of the stimulus from a tiled and distributed 518 representation in the Vg population, while accounting for the invariance of the map from stimulus space to Vg 519 neural activity across passive and active contexts. 520
Adaptation characteristics of Vg neurons lie along a continuum 522
Vg neurons are typically classified as rapidly and slowly adapting (RA/SA). This classification is conceptually 523 intuitive, simplifies analyses, and is consistent with the existence of genetically and physiologically distinct 524 mechanoreceptor types [44] [45] [46] . However, during naturalistic stimulation we observe a continuous distribution of 525 adaptation properties that depend on direction (Fig. 3 ). This finding supports earlier interpretations of non-526 categorical adaptation responses 12,32,33 . 527 528
One interpretation of this finding is that Vg neurons respond both to mechanical features and their temporal 529 derivatives, with differential weights, such that some neurons respond very little to derivatives (SA-like), and 530 others exclusively so (RA-like). The precise balance of these weights is likely affected by various aspects of 531 follicle configuration: the physiological class of the mechanoreceptors, the arrangement and location of the 532 mechanoreceptors in the follicle, and the tissue dynamics of the follicle/mystacial pad 43, 47 . The diversity within 533
and across classes of mechanoreceptors likely generates diverse responses in the Vg population, resulting in a 534 more complete tiling of the possible stimulus space, and thus avoiding gaps in the information conveyed to more 535 central neurons 48, 49 . 536 537
On the plausibility of a dense code 538
To fully describe the trigeminal population code would require simultaneous recordings from many Vg neurons. 539
In this study, Vg neurons were individually and sequentially recorded from different animals. Nonetheless, 540
several lines of reasoning suggest that the most parsimonious interpretation of the present results is that the 541 population of Vg neurons represents the stimulus space via a dense code. 542 543
First, each Vg neuron responds to many different mechanical states of the whisker (Fig. 5 ) and to many stimulus 544 features (Fig. 2) ; many Vg neurons are thus required to fully represent any given stimulus. Second, Vg coding 545
properties are continuously distributed across all recorded neurons ( Fig. 3 and 7) . Direction selectivity index, 546 temporal adaptation patterns, alignment of the neural representation with the stimulus principal components, and 547 alignment between neural representations, all vary smoothly across the entire population of recorded neurons, 548
indicating a tiling of the input space. Finally, Vg neurons exhibit a wide range of firing rates (Fig. 2, 12 ,16,32 ), 549 consistent with a dense coding scheme 50 . 550 551
Vg neurons must represent a large range of mechanical stimuli in multiple behavioral contexts, including active 552 and passive touch, texture discrimination, collisions with objects, non-contact whisking, and airflow 553 exploration 19,51-53 . A dense coding scheme such as the one proposed here would offer several distinct 554 advantages. It offers robustness against noise in individual neurons, and even their loss. It has a high 555
representational capacity, a useful property given that there are only about 200 to 300 Vg neurons per whisker 54 .
556
A distributed, dense code would allow for individual Vg neurons to be informative of stimuli under many contexts, 557 without filtering out information at this early stage. In this way, the Vg population could represent arbitrary stimuli 558 in the space of all possible stimuli, and allow more central neurons to extract those features that are relevant in 559 the context of the animal's ongoing behavior and motor actions. 560 561
Methods
562
All procedures involving animals were approved by the Northwestern Animal Care and Use Committee. A total 563 of 22 female Long Evans rats between 3 -6 months were used. 564
Surgical procedures and electrophysiological recordings 565
Animals were anesthetized with a ketamine-xylazine-acepromazine cocktail administered intraperitoneally 566 (60mg/kg ketamine, 3.0 mg/kg xylazine, 0.6 mg/kg acepromazine). After deep anesthesia was induced, the fur 567 from the left whisker array was removed with depilatory cream (Nair) to increase contrast near the proximal 568 region of the whisker close to the basepoint. Care was taken to minimize contact between Nair and the whiskers, 569
and to wash off the Nair as soon as possible with saline. If the shape of a whisker was visibly altered by the fur 570 removal procedures, it was removed from the array prior to recordings. 571
The head was immobilized with ear-bars to a custom stereotaxic device, and three stainless steel skull screws 572
were inserted on the dorsal aspect of the cranium. Prior to the surgery, a non-insulated silver wire had been 573 soldered to one of the skull screws to serve as a ground wire for electrophysiological recordings. 574
An approximately 1 mm diameter craniotomy was made over the left hemisphere, 2 mm caudal to bregma and 575 2 mm lateral to the midline. The skull was leveled to ensure that the bregma-lambda plane was horizontal, and 576 a dental cement (methyl methacrylate) "bridge" was formed to connect the skull screws to the right side of the 577 stereotaxic device. This procedure allowed for removal of the bite support and left ear bar while maintaining a 578 level head position, giving free access to the left whisker array for stimulation. Once the dental cement bridge 579 had set, a single tungsten electrode (FHC 1-3 MΩ) was centered over the craniotomy and lowered to a depth of 580 ~10 mm, until whisker responsive field potentials could be heard in audio monitoring of the amplified electrode 581 signal during manual stimulation of the entire whisker array. We then waited ~5-10 minutes to allow the brain to 582 relax after the initial penetration before advancing slowly to isolate a unit that responded only to the deflection of 583 a single whisker. 584
Once a single unit was isolated, the whisker associated with that neuron was visually isolated to ensure high 585 contrast in both front and top camera views. A white paper background was placed behind the whisker to provide 586 a uniform background for robust tracking in the front camera. Surrounding whiskers were either trimmed or 587 placed carefully behind the paper background. Care was taken not to deform the whisker of interest or the 588 surrounding mystacial pad. 589
A custom LED sheet with a transparent white plexiglass diffuser was used as the background lighting for the top 590
camera. An adjustable Neewer CN-160 LED array was used as foreground lighting in the front camera field of 591 view. High speed video from two identical top and front cameras was recorded directly at either 300 fps (Teledyne 592
Dalsa HM640) or 500 fps (Mikrotron 4CXP) using StreamPix 7. Front and top cameras were synchronized by 593
way of clocked 5V TTL to initiate exposure of each frame in both cameras from the same source. At the end of 594 each experiment we recorded images of a checkerboard pattern with 2 mm squares in the field of view of both 595 cameras; these images were later used for camera calibration and for calculation of the 3D whisker shape. 596
Neural signals were amplified using a A-M systems 4 channel amplifier, with a 10 Hz to 10 kHz hardware filter, 597 at 1000x gain. Amplified signals were acquired via Measurements Computing DT304 card using Datawave 598
SciWorks v8. After acquisition, signals were digitally bandpass filtered at 300-6000 Hz before spike sorting with 599
KlustaKwik 55 . 600
During recording, whiskers were manually deflected with a graphite probe (0.3 mm diameter) in 8 cardinal 601
directions with respect to the emerging axis of the whisker. Deflections were applied at 2-3 distances along the 602 whisker (arclengths), and at approximately 2 speeds, for a total of approximately 32-48 different categories of 603 deflection. Each category of deflection was repeated ~20 times for each whisker. Care was taken to minimize 604 slip along the length of the whisker during a deflection. Neural signals and subsequent stimulus quantifications 605
were analyzed using custom python and MATLAB code based on the neo and elephant python packages. 606
3D whisker reconstruction 607
Whiskers were first tracked in 2D automatically using the software "Whisk" 30 . All tracked videos were manually 608 inspected to verify that the desired whisker was adequately tracked in each frame and view. Videos in which the 609 whisker was not adequately tracked (e.g., background edges were labeled as the whisker, manipulator was 610 tracked as the whisker, tracking did not extend sufficiently to the tip or to the base) were omitted from further 611 analyses. In order to reconstruct the 3D whisker, the basepoint position needed to be accurate in both front and 612 top images. Since tracking of the basepoint location was occasionally noisy or unreliable, particularly in the front 613 view, a mask outlining the rat head was manually created for each video and view. Any part of the tracked 614 whisker that fell within the mask was then removed. The distance between the edge of the mask and the 615 basepoint was calculated, and the whisker was linearly extrapolated back to the basepoint. This gave an accurate 616
and temporally smooth re-creation of the base segment and basepoint of the whisker in each view. 617
The two 2D tracked whisker shapes (one from each camera view) were cleaned by first removing and 618
interpolating over mis-tracked basepoints via a median filter (window = 5 frames) and outlier deletion (Grubbs 619 test < 10 −8 ). Next, the entire 2D whisker shape in each frame was smoothed with a spatial LOWESS filter 620
(span = 15% of whisker length). 621
In order to create 3D reconstructions of the whisker, the two cameras had to be first calibrated. This involved 622
computing the intrinsic properties of each camera (focal length, principal point, distortion, and skew), as well as 623 the relationship of the cameras to each other (rotation and translation). These procedures were done with the 624
Caltech Camera Calibration Toolbox, OpenCV, and custom MATLAB and python code. 625
Once the cameras were calibrated, it became possible to calculate the location of an arbitrary 3D point in an 626 external reference frame based only on two "corresponding" points in the two 2D camera views. In the case of 627 the tracked whiskers, however, the only two available corresponding points are the base and the tip of the 628 whisker, as there are no features on the whisker itself that can be identified as the same point in both camera 629
views. 630 Therefore, in order to reconstruct the full shape of the whisker, we used an iterative optimization to find the best 631
3D whisker shape that minimized the back-projection error, where back-projection refers to the 2D projection of 632 the estimated 3D whisker onto either camera. The back-projection error is simply the Euclidean distance between 633 the back-projected whisker and the actual, imaged whisker, summed over all back-projected points. The 634 basepoint is chosen as an initial corresponding point. We then randomly sample a 3D point at some distance 635 from the basepoint in a random direction, and compute the back-projection error for that point. We continued to 636 sample random 3D points at the same distance from the basepoint to find the point with the minimal back-637 projection error. This optimal point became the next tracked point along the 3D whisker, and the origin for the 638 next search over random 3D points at a distance . Subsequent 3D points were added in the same manner, until 639 either the cumulative back-projection error exceeded a preset threshold, or the whisker began to fold back on 640
itself. The latter happened when the next optimal point was behind the previously fit point; this indicated that the 641 whisker had been completely tracked and the folded point was then discarded. This process was carried out for 642 each tracked frame for all videos. Quality of fits were inspected manually by observing the shape of the 3D 643 whisker over time, viewing the overlap of the 2D back-projections with the original tracked 2D whiskers, and 644
monitoring the temporal trajectories of the base and tip points for large deviations. 645
3D contact point estimation 646
We needed to calculate the 3D point of contact of between whisker and manipulandum, both to quantify the 647 arclength at which contact occurred, and because the contact point is needed to compute the applied forces and 648 moments in the 3D mechanical model 24, 39 . A difficulty was that the manipulator had no corresponding points, 649
making the 3D reconstruction of the manipulator impossible. Instead, the manipulator was tracked as a 2D line 650
in each frame via a custom written spatially and temporally constrained Hough line search. We then computed 651 the intersection of that 2D manipulator line with the previously computed 2D back-projection of the 3D whisker 652
for the corresponding frame and camera view. This resulted in a 2D point in the camera view. Since the 2D back-653 projected whisker consisted of the same number of tracked points as the 3D whisker, the node of the 2D back-654
projected whisker that was closest to the intersection point was designated as the 2D contact point. This point 655
corresponded to a point on the 3D tracked whisker, which was then deemed the 3D contact point. 656
This approach had the advantage that the manipulator needed to be tracked in only one camera view per frame, 657
and that the 3D contact point was constrained to fall exactly on the reconstructed 3D whisker. The latter would 658 not be guaranteed if the manipulator was reconstructed in 3D in the same way as the whisker. Moreover, it was 659 likely that for any deflection in any given direction, the manipulator was relatively perpendicular to the field of 660 view in one camera, and so line detection was robust. Accurate tracking of the manipulator in all frames was 661 ensured in two ways: first the custom written tracking software would warn the user if large spatial or temporal 662 changes were detected, which prevented errant tracking in almost all cases; second, tracking quality was 663 monitored online in all videos during tracking and confirmed as acceptable by a second user offline. 664
Contact determination 665
Because stimulation was manually delivered, the actual time of contact onset was not known, and there was no 666
temporally repeatable stimulus onset. To determine contact manually, the most accurate method would be to 667 observe the recorded video and determine the first frame in which the tip of the whisker moved significantly. It 668 was infeasible to do this for every contact and cell recorded, so we extracted the tip position of the whisker from 669 the two camera views, resulting in a 4D temporal trace of tip position coordinates (Top (x,y), Front (x,y)). Naïve 670 techniques in which contact was assumed to occur when these traces crossed a threshold were not robust 671 enough to adequately distinguish contact from non-contact. Instead, we trained a temporal convolutional neural 672 network to distinguish between contact and non-contact for every frame. We first whitened the 4D tip position 673 within a video to have zero mean and isotropic unit variance. We then labeled a random selection of ~1 million 674 frames (amounting to approximately 10% of all data) across all experiments as either contact or non-contact. 675
Labeling was achieved by viewing the randomly sampled segments of the 4D temporal trace of the tip position.
676
A user visually determined the onset and offset of a contact period, marked by a significant deviation in the tip 677 position. Frames between onset and offset were labeled as contact, and the remaining frames in the segment 678
were labeled as non-contact. We split the labeled data into a training and a test set, and chose the architecture 679 of the network to be able to correctly classify 97.7% of the training set and 97.4% of the test set. We then applied 680 the trained neural network to the remaining ~9 million frames to get a contact/non-contact label for every frame, 681
and manually verified the contact predictions by observing the labeled 4D temporal traces for all frames and 682 correcting the predicted time of contact as needed. Ultimately, every contact was inspected manually based on 683 the 4D temporal traces of the whisker tip, but the neural network drastically reduced the effort that would have 684 been needed to manually label every one of the ~10 million recorded frames. 685
3D mechanical models 686
The mechanical models used here to calculate the three components of force and three components of moment 687
at the base of the whisker have been described previously 56 . All calculations were done in whisker-centered 688
coordinates, in which the whisker basepoint is centered at the origin, and the whisker is rotated such that the 689 approximately linear portion of the base segment of the whisker is colinear with the x-axis and the initial curvature 690 of the whisker lies in the x-y plane. Mechanical models take the 3D shape of the whisker in the frame prior to 691 each contact onset as the reference whisker for that contact. In each subsequent contact frame during which the 692 whisker is deformed, we estimated the forces and moments required to deform the reference whisker into the 693 whisker shape observed during contact. 694
As described in previous studies 24,39,56 , the mechanical model approximates the whisker as a tapered, truncated 695
beam. The three components of force and three components of moment { , , , , , } (Supplementary 696 Fig. 1) were computed at the base of each whisker. Importantly, these computations were performed in whisker-697 centered coordinates for each frame, so that the applied force takes into account only the change in shape of 698 the whisker (i.e., bending). To calculate the rotational component during whisker deflection, we computed the 699 rotation ( , ) required to move the whisker from the camera-centered reference frame to the whisker-centered 700 reference frame at every point in time. The rotation magnitude in each frame was then computed as the change 701
in these angles (Δ , Δ ) from the position of the whisker in the frame prior to contact. Marginal distributions of 702 mechanical and kinematic variables are shown across all contacts and whiskers in Supplementary Fig. 2 . 703
In some cases, we used two additional scalar quantities: the magnitude of the bending moment and the 704 rotation magnitude , which quantifies the arc swept in the direction of rotation: 705 = √ 2 + 2 , 706 = √Δ 2 + Δ 2 . 707 708
2D mechanical models 709
In order to assess the amount of information gain when moving from 2D to 3D, we calculated the mechanics due 710
to the bending and rotation of the whisker as if we only had information from the top camera. Since the 711 reconstruction of the 3D whisker is an estimation of the 3D shape, it was inappropriate to simply compare the 712 3D information with the information obtained from direct 2D tracking from the top camera, as the latter is likely 713 more accurate. Instead, we back-projected the estimated 3D whisker onto the top camera, to get a 2D image of 714 the whisker of comparable quality to that of the 3D reconstruction. The contact point was the same node along 715 the whisker as identified during the 3D analysis and did not need to be recomputed. We used the back-projected 716
2D whisker shape to calculate the angular rotation Δ as for the 3D models, but now restricted to the 2D 717 projection. We then applied a previously described 2D mechanical model 57,58 , analogous to the 3D model already 718 discussed, to calculate the bending magnitude , the axial force directed into the follicle, and the lateral force 719
. The derivatives of these physical quantities were calculated as described for the 3D mechanical quantities. 720
The resulting 8-dimensional stimulus space included { , , , Δ } and their respective derivatives. 721
Smoothing, alignment, and upsampling 723
Errors inevitably occurred at various points in the data analysis: when tracking the 2D whisker shape, when 724 reconstructing the 3D whisker, when calculating the 3D contact point or the force applied to the whisker. These 725 errors caused fluctuations in the calculation of the quantities that characterize the stimulus space. Of particular 726 difficulty were temporal outliers in which data from a given single frame differed greatly from data from the 727 surrounding frames. These outliers added erroneous temporal structure to the various quantities. To deal with 728 this problem, we applied mean absolute deviation (MAD) filtering to remove points that deviated from the mean 729 by more than 10 times the mean deviation, and then applied a Hampel filter, a thresholded median filter with a 730 window size of 5 frames and a threshold of 3 standard deviations 59 . Lastly, we performed Savitzky-Golay filtering 731 on the data, with a span of 7 frames and degree 2, to smooth over high-frequency noise. 732
Neural data was recorded at 40 kHz, and high-speed video was recorded at either 300 or 500 frames per second. 733
In addition to the voltage from the extracellular electrode, the neural data acquisition system recorded a 5V signal 734
from the top camera that was high for 100 μs at the start of the exposure for that frame. This allowed us to match 735 each video frame to a sample in the neural data. Variables associated with the video images and tracked 736
whiskers (e.g., mechanics, rotation) were linearly interpolated so as to be up-sampled to 1 kHz; spike times were 737 rounded up to the nearest millisecond. 738
Contact removal 739
Due to occasional errors in tracking of the 3D whisker or contact point, there were sometimes entire contact 740 periods that did not meet quality control and had to be removed. To deal with this problem we used the 3 741
components of moment to detect unacceptable contacts. First, gaps in moment information shorter than 10 742 consecutive frames were linearly interpolated, and a median filter with a window size of three consecutive frames 743
was then applied to smooth over temporal outliers. Each contact interval was then given a score: 744
where is the 3D moment vector, and is the duration of the contact. If a contact interval had an value 746 greater than 100 times the median value of across all contacts for that given whisker, then the entire contact 747
interval was discarded. We then manually inspected the moment versus time traces for each video and discarded 748 contacts in which the moment signal was dominated by noise. 749
Derivative calculations 750
Temporal derivative information has been shown previously to be of importance to Vg neurons 2,3,7 . In order to 751 calculate the temporal derivative of a physical quantity such as , it is customary to temporally smooth the 752 quantity to reduce the effects of sampling noise or small fluctuations in the calculation of the derivative. This 753 procedure is analogous to performing a low pass filter on the quantity whose derivative is to be calculated. Since 754 these quantities were defined to be exactly zero during non-contact, standard smoothing techniques such as 755
Butterworth filters were inappropriate, in that they would have significantly altered the onset/offset boundaries 756
and resulted in non-zero values during non-contact. Instead, we performed a local linear regression (LOESS) 757
smoothing operation on the physical quantities with a window size of 95 ms. After LOESS smoothing, we 758 performed discrete derivative calculations on each of the smoothed quantities. 759
Identification of direction and arclength groups 760
Although the naturalistic stimulation employed here does not allow for repeatability of trials, the applied stimuli 761 could be categorized. Stimulations were applied in 8 cardinal directions relative to the whisker axis, and at 2 to 762 3 distances from the base (arclengths). In order to average across similar deflections, we labeled each deflection 763
as belonging to a particular direction group and a particular arclength group. To categorize deflections into 764 direction groups, we used Δ and Δ to represent the angular trajectory of the base segment during a deflection. 765
Since deflections had variable durations, we subsampled the trajectories down to 10 time points per trajectory, 766
and represented the trajectory as a point in a 20-dimensional space of coordinates {Δ , Δ }, 1 ≤ ≤ 10. We 767 then applied PCA to the set of 20-dimensional points that corresponded to all deflections of a given whisker, and 768 reduced the dimensionality of this space from 20 to 2 by keeping only the two leading principal components. In 769 this 2-dimensional space, each point provided an abstract representation of one specific whisker deflection. Each 770 of these 2-dimensional vectors was then normalized to unit length, to eliminate the influence of deflection 771 amplitude in the angular grouping. We then clustered all these normalized 2-dimensional vectors into 8 groups 772
using a Gaussian Mixture Model unsupervised clustering algorithm 60 . The procedure was implemented 773 separately for each whisker, and the outcome was visually inspected by color coding all angular trajectories for 774 a given whisker according to cluster label, as shown in Figure 1D . Although little overlap among clusters was 775 observed, different direction groups were not always evenly spaced in angular separation, due to the manual 776 nature of the stimulation. To characterize each deflection direction group, we calculated Δ and Δ at the apex 777 of the deflection for each deflection in the group, and took the mean of these two maximal values to define the 778 characteristic angular direction of that group. 779
In each contact frame, we calculated the arclength of contact to be the distance along the whisker from its base 780
to the point where contact was made. We observed only minimal slip of the point of contact along the whisker 781 during a deflection (average slip along whisker during contact was ±0.47mm). Given these small fluctuations in 782 the arclength of contact, we used its median value during a deflection to characterize the whole deflection. We 783 then used Gaussian mixture models to cluster the median arclengths into either 2 or 3 groups. Model selection 784 between clustering into 2 or 3 distinct arclength groups was based on the minimization of the corresponding 785
Akaike Information Criterion (AIC) 61 . If three clusters were found, the deflections were labeled as proximal, 786 medial, or distal; if only two were found, the deflections were labeled as proximal or distal. 787
Direction Selectivity Index (DSI) 788
Several analyses in the present work involve modulation by an angular covariate. In order to quantify this angular 789
influence, we calculated the Direction Selectivity Index (DSI) 34 , defined as: 790
Here ( ) is the response variable, typically a firing rate, and is the value of the angular covariate for the th 792
direction. The DSI is equivalent to 1 − 2 , where 2 is the circular variance of the quantity in question. 793
Adaptation Index (AI) 794
The Adaptation Index (AI) was used to quantify how the firing rate of a given neuron changed over the course of 795 a deflection. We defined the AI as the log of the ratio of the firing rate during the first 10 ms following deflection 796 onset to the average firing rate during the entire deflection: 797
Here is the number of deflections, 10 ( ) is the number of spikes during the 10 ms following deflection onset 799
for the th deflection, ( ) is the number of spikes during the entire th deflection, and ms is the mean 800 deflection duration, averaged over all deflections of the neuron being characterized by the AI. 801
Low-dimensional tuning maps 802
Similar methods were used to calculate tuning maps in one and two dimensions. In one dimension, the stimulus 803 variable was binned into 25 equal bins; in two dimensions, each of the two stimulus variables was binned into 804 50 equal bins. The resulting histograms sample the prior probability distribution of the stimulus, marginalized to 805 the corresponding one or two dimensions within the 16-dimensional stimulus space. Bins for which the 806 corresponding stimulus value was observed less than five times were considered empty. For occupied bins, 807
normalized counts were used to estimate the prior probability distribution of the stimuli. 808
The evoked firing rate of the neuron being mapped was then computed for all occupied bins. The time-dependent 809 spike rate was estimated by convolving the binary spike train with a Gaussian kernel with = 2 ms. For such 810
small , conversion to a rate provided smoothing without greatly altering the temporal information. These rates 811
were used to create a new histogram that estimated the expectation value of the firing rate given the stimulus. 812
To this end, an average spike rate for each stimulus bin was computed over all the times a stimulus value within 813 that bin was observed. 814
Generalized linear models (GLMs) 815
The input space available to a model for predicting the firing response of a specific neuron was the 16-816 dimensional space consisting of { , , , , , , Δ , Δ } and the temporal derivatives of these quantities. 817
Each input variable was sampled at 1 ms resolution. The target output for training each neuron specific model 818
was the corresponding binary spike train recorded during the experiment: either a spike was observed (1) or not 819 (0) in each 1 ms bin. 820
The input ( ) consists of the values of the 16 stimulus variables at the time of prediction. Since Vg neurons 821 are known to respond to stimulus on fast time scales, sometimes less than 1 ms, and since the temporal 822 resolution of the stimulus is the same as the temporal scale of the Vg response, the model does not need to 823 incorporate a time lag between inputs and outputs or a stimulus history, as has been the case in previous 824 applications 29,62 . The models implemented here were constructed using cylindrical basis functions 25 : 825 ( ) = ( 1 ( 1 ( )) + 2 ( 2 ( )) + 3 ( 3 ( ))) . 826
Here ( ), the stimulus input at time , is projected onto filters , 1 ≤ ≤ 3. Each filter is a 16-dimensional vector 827
of weights assigned to each component of ; each is a nonlinearity that maps the corresponding projected 828 stimulus into a firing rate. The function is an overall sigmoidal nonlinearity. The functions ( ( )), 1 ≤ ≤ 829
3, each a function of a single scalar ( ) = ( ), were parametrized as the linear combination of 5 cylindrical 830 basis functions 25 : 831
The coefficients { }, , 1 ≤ ≤ 3, 1 ≤ ≤ 5, that control the linear combinations of cylindrical basis functions, as 833
well as the additional model parameters { }, 1 ≤ ≤ 3, that specify the neural filters, were fit to minimize the 834 negative log-likelihood of the observed spike train given the observed stimulus. All models were 10-fold cross-835 validated; 90% of the data was used for parameter fitting, and the resulting model was used to predict ̂ for the 836 remaining 10% of the data. This was repeated 10 times, so that every 1 ms bin for which ̂ is predicted was at 837 some point not part of the training data used to specify the parameters of the predictive model. Subsequent 838
analyses of the filter weights { }, 1 ≤ ≤ 3, for each neuron were performed on mean values obtained by 839 averaging across the 10 cross-validation instances. 840
For the dropout analysis to establish the relevance of the various input components, we fitted the corresponding 841 predictive models as described above after removing some classes of input components. We found no evidence 842 of overfitting due to too large a parameter space; for instance, the model with the fewest number of parameters 843
(the rotation only model, with only four input components) performed as well as the full model, while other 844 reduced models showed poorer performance than the full model. Models for the 2D whisker description were 845 constructed in the same manner, but based on an 8-dimensional input space that included { , , , Δ } and 846 their temporal derivatives. 847
We also investigated an alternative approach to modeling the input-output relation of individual neurons, the 848 "spike-triggered mixture model" 26 , based on similar input spaces and employing similar parameters. Results were 849
both qualitatively and quantitatively similar; details about these models and their corresponding results are 850 available on request. 851
Pearson Correlations 852
All models computed a probability of firing ( ) in a given 1 ms bin based on the fitted parameters { }, 1 ≤ ≤ 853
3 for the linear filters and the mixing coefficients { }, 1 ≤ ≤ 3, 1 ≤ ≤ 5 for constructing the fitted nonlinearities 854
. This expected rate or firing probability within a 1 ms bin is a continuous variable with values between 0 and 855 1. The observed spiking ( ) can be considered as a single observation of the response given an underlying 856 rate ( ). We computed the underlying rate by smoothing the observed spike train with a Gaussian kernel 857 with standard deviation . The value of was varied to investigate the temporal precision of the models. We 858 used = [2,4,8,16,32,64,128,256,512] ms; this resulted in nine different estimates of , one for each level of 859 smoothing. The Pearson Correlation was then computed between each smoothed ( ) and the model prediction 860 ( ). The calculation of correlations was restricted to periods of contact, to avoid overestimation due to silent 861 non-contact periods. 862
Similarity metric 863
The input space considered in the neural response analyses reported here was a 16-dimensional space 864
consisting of the physical quantities { , , , , , , Δ , Δ } and their temporal derivatives. At any 1 ms time 865
bin during whisker deflection, the stimulus can be represented as a point in this space. For each whisker, the 866 principal components decomposition of the cloud of such points accumulated over many deflections provides 867 eigenvectors and eigenvalues that characterize the stimuli for that whisker, regardless of the response of a Vg 868 neuron associated with that whisker. The eigenvectors are sorted in decreasing order of the eigenvalues, which 869 measure the variance in the corresponding eigenvector direction. Dimensionality reduction to the subspace 870 spanned by the leading eigenvectors maximizes the amount of variance accounted for. Since each whisker has 871 different physical properties (arclength, intrinsic curvature, diameter), the pattern of covariation of the input 872 components will be different for different whiskers, and so will be the resulting eigenvectors. 873
We have kept the three leading eigenvectors for each whisker, effectively reducing the 16-dimensional input 874 space to a 3-dimensional subspace that is whisker specific. We then asked how similarly oriented were the 875 subspaces associated with different whiskers. The cosine of the canonical angles 37 between two subspaces 876 quantify this similarity. Given two 3-dimensional subspaces ] , 883 with cos ( 1 ) ≥ cos ( 2 ) ≥ cos ( 3 ), or 1 ≤ 2 ≤ 3 . 884
In addition to comparing input stimulus subspaces across whiskers, we used principal angles to relate the 3-885 dimensional input subspace associated with a given whisker to the 3-dimensional subspace that best predicted 886 the response of a Vg neuron associated with that whisker. The GLM model for each neuron identified three 887 vectors { }, 1 ≤ ≤ 3, each of them a vector in the 16-dimesional input space, and each associated with a 888 preferred input direction for maximal neural response. The orthonormalization of these three vectors provided a 889 basis for a 3-dimensional input subspace that accounted for preferred neural responses. As above, the canonical 890 angles allowed us to compare this 3-dimensional subspace of neural responses to the 3-dimensional subspace 891
that accounted for most of the input variance to the corresponding whiskers. 892
Participation ratios 893
The participation ratio quantifies how evenly distributed the components of a vector are. Given a -dimensional 894 vector = [ 1 , 2 … ], the participation ratio is defined as: 895 = ∑ 4 (∑ 2 ) 2 . 896
When all the components of are equal, = for all 1 ≤ ≤ , attains a minimum value of 1/ . When only 897 one component of is non-zero, = and = 0 for all ≠ , attains a maximum value of 1. Intermediate 898 values of quantify the degree of inhomogeneity among the components of the vector . 899
Data availability 900
Data will be made available upon request.
Code availability 902
Analyses were performed in MATLAB and python using custom modules and scripts. This software is available 903 upon request. 904
