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TIME PERIODIC SOLUTIONS FOR 3D QUASI–GEOSTROPHIC MODEL
CLAUDIA GARCI´A, TAOUFIK HMIDI, AND JOAN MATEU
Abstract. This paper aims to study time periodic solutions for 3D inviscid quasi–geostrophic
model. We show the existence of non trivial rotating patches by suitable perturbation of sta-
tionary solutions given by generic revolution shapes around the vertical axis. The construction
of those special solutions are done through bifurcation theory. In general, the spectral prob-
lem is very delicate and strongly depends on the shape of the initial stationary solutions. More
specifically, the spectral study can be related to an eigenvalue problem of a self–adjoint compact
operator. We are able to implement the bifurcation only from the largest eigenvalues of such
operator which are simple. Additional difficulties generated by the singularities of the poles are
solved through the use of suitable function spaces with Dirichlet boundary condition type and
refined potential theory with anisotropic kernels.
Contents
1. Introduction 2
2. Vortex patch equations 5
2.1. Stationary patches 6
2.2. Reformulations for periodic patches 6
2.3. Stream function formulation 7
2.4. Functions spaces 8
3. Linearized operator 9
3.1. First representation 9
3.2. Second representation with hypergeometric functions 11
3.3. Qualitative properties of some auxiliary functions 13
4. Spectral study 14
4.1. Symmetrization of the linearized operator 14
4.2. Regularity of νΩ 15
4.3. Eigenvalue problem 35
4.4. Eigenfunctions regularity 42
4.5. Fredholm structure 50
4.6. Transversality 58
5. Nonlinear action 60
5.1. Symmetry persistence 60
5.2. Deformation of the Euclidean norm 62
5.3. Regularity persistence 64
6. Main result 80
6.1. Special case: sphere and ellipsoid 81
Appendix A. Gauss Hypergeometric function 83
Appendix B. Bifurcation theory 87
Appendix C. Potential theory 88
References 90
2010 Mathematics Subject Classification. 35Q35, 35Q86, 76U05, 35B32, 35P30.
Key words and phrases. 3D quasi-geostrophic equations, periodic solutions, Nonlinear eigenvalue problems.
C.G has been partially supported by the MINECO–Feder (Spain) research grant number RTI2018–098850–
B–I00, the Junta de Andaluc´ıa (Spain) Project FQM 954 and the MECD (Spain) research grant FPU15/04094,
T.H. has been partially supported by the ANR grant ODA (ANR-18-CE40-0020-01), and J.M has been partially
supported by MTM2016–75390 (Mineco, Spain) and 2017-SGR-395 (Generalitat de Catalunya).
1
2 C. GARCI´A, T. HMIDI, AND J. MATEU
1. Introduction
The large scale dynamics of an inviscid three–dimensional fluid subject to rapid background ro-
tation and strong stratification can be described through the so–called quasi–geostrophic model.
It is an asymptotic model derived from the Boussinesq system for vanishing Rossby and Froud
numbers, for more details about its formal derivation we refer to [37]. Rigorous derivation can
be found in [11, 12, 31].
We point out that this system is a pertinent model commonly used in the ocean and atmo-
sphere circulations to describe the vortices and to track the emergence of long–lived structures.
The quasi–geostrophic system is described by the potential vorticity q which is merely advected
by the fluid, 
∂tq + u∂1q + v∂2q = 0, (t, x) ∈ [0,+∞)× R3,
∆ψ = q,
u = −∂2ψ, v = ∂1ψ,
q(t = 0, x) = q0(x).
(1)
The second equation involving the standard Laplacian of R3 can be formally inverted using
Green’s function leading to the following representation of the stream function ψ,
ψ(t, x) = − 1
4π
∫
R
3
q(t, y)
|x− y|dA(y),
where dA denotes the usual Lebesgue measure. The velocity field (u, v, 0) is solenoidal and can
be recovered from q through the Biot–Savart law,
(u, v)(t, x) =
1
4π
∫
R
3
(x1 − y1, x2 − y2)⊥
|x− y|3 q(t, y)dA(y).
Notice that the velocity field is planar but its components depends on the all spatial variables and
the potential vorticity is transported by the associated flow. The incompressibility of the velocity
allows to adapt without any difficulties the classical results known for 2D Euler equations. For
instance, see [35], one may get global unique strong solutions when the initial data q0 belongs to
Ho¨lder class C α, for α ≥ 0. Yudovich theory [43] can also be implemented and one gets global
unique solution when q0 ∈ L1∩L∞. This latter context allows to deal with discontinuous vortices
of the patch form, meaning a characteristic function of a bounded domain. This structure
is preserved in time and the vortex patch problem consists in studying the regularity of the
boundary and to analyze whether singularities can be formed in finite time on the boundary.
For the 2D Euler equations, the C 1,α regularity of the boundary of the patch, with α ∈ (0, 1),
is preserved in time, see [8, 2, 41]. The contour dynamics of the patch is in general hardly to
track and filamentation may occur. Therefore it is of important interest to look for ordered
structure in turbulent flows like relative equilibria. It seems that, only few explicit examples
are known in the literature in the patch form: the circular patches which are stationary and
the elliptic ones which rotate uniformly with a constant angular velocity. This latter example
is known as the Kirchhoff ellipses. However lot of implicit examples with higher symmetry
have been constructed during the last decades and the first ones are discovered numerically by
Deem and Zabusky [13]. Having this kind of V-states solutions in mind, Burbea [3] designed a
rigorous approach to generate them close to Rankine vortices through complex analysis tools and
bifurcation theory. Later this idea was fruitfully improved and extended in various directions
generating lot of contributions dealing, for instance, with interesting topics like the regularity
problem of the relative equilibria, their existence with different topological structure or for
different active scalar equations and so forth. For more details about this active area we refer
the reader to the works [4, 5, 6, 7, 14, 15, 16, 19, 21, 22, 23, 24, 25, 27, 28, 29, 30] and the
references therein.
Coming back to the 3D quasi–geostrophic system, it seems that stationary solutions in the
patch form are more abundant than the planar case. Indeed, any domain with a revolution
shape about the z−axis generates a stationary solution. The analogous to Kirchhoff ellipses
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still surprisingly survive in the 3d case. In [36] it is shown that a standing ellipsoid of arbitrary
semi–axis lengths a, b and c rotates steadily about the z−axis with the angular velocity
Ω = µ
λ−1RD(µ2, λ, λ−1)− λRD(µ2, λ−1, λ)
3(λ−1 − λ) ,
where λ = ab is the horizontal aspect ratio, µ :=
c√
ab
the vertical aspect ratio and RD denotes
the elliptic integral of second order
RD(x, y, z) :=
3
2
∫ +∞
0
dt√
(t+ x)(t+ y)(t+ z)
·
For more details about the stability of those ellipsoids we refer to [17, 18, 20].
The main concern of this paper is to investigate the existence of non trivial relative equilibria
close to the stationary revolution shapes. In our context, we mean by relative equilibria periodic
solutions in the patch form, rotating uniformly about the vertical axis without any deformation.
Very recently, Reinaud has explored numerically in [40] the existence and the linear stability of
finite volume relative equilibria distributed around circular point vortex arrays. Similar analysis
has been implemented in [39] for toroidal vortices. Apart from the numerical experiments, no
analytical results had been yet developed and the main inquiry of this paper is to design some
technical material allowing to construct relative equilibria close to general smooth stationary
revolution shapes. The basic tool is bifurcation theory but as we shall see its implementation is
an involved task which requires refined and careful analysis. Let us explain more our strategy and
how to proceed. First, we start with deriving the contour dynamic equation for rotating finite
volume patches 1D. To do so, we look for smooth domains D with the following parametrization,
D =
{
(reiθ, cos(φ)) : 0 ≤ r ≤ r(φ, θ), 0 ≤ θ ≤ 2π, 0 ≤ φ ≤ π
}
,
where the shape is sufficiently close to a revolution shape domain, meaning that
r(φ, θ) = r0(φ) + f(φ, θ),
with small perturbation f . Since the domain is assumed to be smooth then we should prescribe
the Dirichlet boundary conditions,
r0(0) = r0(π) = f(0, θ) = f(π, θ) = 0.
Notice that without any perturbation, that is, f ≡ 0, the initial data q0 = 1D defines a stationary
solution for (1), as we will prove in Lemma 2.1. Now a rotating solution about the vertical axis
is a time–dependent solution taking the form,
q(t, x) = q0(e
−iΩtxh, x3), q0 = 1D, xh = (x1, x2).
We shall see later that this is equivalent to check that
F (Ω, f)(φ, θ) := ψ0(r(φ, θ)e
iθ, cos(φ)) − Ω
2
r2(φ, θ)−m(Ω, f)(φ) = 0,
for any (φ, θ) ∈ [0, π] × [0, 2π], where
m(Ω, f)(φ) :=
1
2π
∫ 2π
0
{
ψ0(r(φ, θ)e
iθ, cos(φ))− Ω
2
r2(φ, θ)
}
dθ,
where ψ0 stands for the stream function associated to q0. With this reformulation we visualize
the smooth rotating surface as a collection of interacting stratified horizontal sections rotating
with the same angular velocity but their size degenerates when we approach the north and south
poles corresponding to φ ∈ {0, π}.
In order to apply a bifurcation argument, one has to deal with the linearized operator of F
around f = 0. From Proposition 3.2 such linearized operator has a compact expression in terms
of hypergeometric functions. Indeed, for h(φ, θ) =
∑
n≥1 hn(φ) cos(nθ), one gets
∂fF (Ω, 0)h(φ, θ) = r0(φ)νΩ(φ)
∑
n≥1
cos(nθ)Ln(hn)(φ),
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where
Ln(hn)(φ) =hn(φ)−KΩn (hn)(φ)
:=hn(φ)−
∫ π
0
ν−1Ω (φ)Hn(φ,ϕ)hn(ϕ)dϕ,
with
νΩ(φ) :=
∫ π
0
H1(φ,ϕ)dϕ − Ω, R(φ,ϕ) := (r0(φ) + r0(ϕ))2 + (cos(φ)− cos(ϕ))2
and for n ≥ 1,
Hn(φ,ϕ) :=
22n−1
(
1
2
)2
n
(2n)!
sin(ϕ)rn−10 (φ)r
n+1
0 (ϕ)
[R(φ,ϕ)]n+
1
2
Fn
(
4r0(φ)r0(ϕ)
R(φ,ϕ)
)
.
Here Fn denotes the hypergeometric function
Fn(x) = F
(
n+
1
2
, n+
1
2
, 2n + 1, x
)
, x ∈ [0, 1).
An important observation is that the kernel study of ∂fF (Ω, 0) amounts to checking whether 1
is an eigenvalue for KΩn . To do that we first start with symmetrizing this operator by working
on suitable weighted Hilbert spaces. A natural candidate for that is the Hilbert space L2µΩ(0, π)
of square integrable functions with respect to the measure
dµΩ(ϕ) := sin(ϕ)r
2
0(ϕ)νΩ(ϕ)dϕ.
In general this defines a signed measure and to get a positive one we should restrict the values
of Ω to the set (−∞, κ), where κ := inf
φ∈(0,π)
∫ π
0
H1(φ,ϕ)dϕ.
In the next step we prove that for any n ≥ 1, the operator KΩn : L2µΩ → L2µΩ acts as a compact
self–adjoint integral operator. This answers to the structure of the eigenvalues which is a discret
set and we establish from the positivity of the kernel that the largest eigenvalue λn(Ω) giving
the spectral radius is positive and simple. For given integer n ≥ 1, we define the set
Sn :=
{
Ω ∈ (−∞, κ) s.t. λn(Ω) = 1
}
,
and in Proposition 4.2 we shall describe some basic properties on λn through precise study of
the kernel. Those properties show in particular that the set Sn is formed by a single point
denoted by Ωn, see Proposition 4.3 for more details. In addition, we show that the sequence
n ∈ N⋆ 7→ Ωn is strictly increasing which ensures that the kernel of the linearized operator
is a one–dimensional vector space, see Proposition 4.6. Notice that the preceding weighted
space L2µΩ is so weak in order to get its stability by the nonlinear functional F . So we need to
reinforce the regularity by selecting the standard Ho¨lder spaces C 1,α with Dirichlet boundary
condition and α ∈ (0, 1). However this choice generates two delicate problems. The first one
is to check that the eigenfunctions constructed in L2µΩ are sufficient smooth and belongs to the
new spaces. To reach this regularity we need to check that the function νΩ is C 1,α and this
requires more careful analysis due to the logarithmic singularity, see Proposition 4.1. Notice
that the eigenfunctions satisfy the boundary condition provided that n ≥ 2 and which fails
for n = 1. The second difficulty concerns the stability of the Ho¨lder spaces by the nonlinear
functional F , in fact not F but another modified functional F˜ deduced from the preceding one by
removing the singularities coming from of the north and south poles, see (14). The deformation
of the Euclidean kernel through the cylindrical coordinates generates singularities on the poles
because the size of horizontal sections degenerates on those points. That is the central difficulty
when we try to implement potential theory arguments to get the stability of the function spaces
and will be discussed in Section 5.
Before stating our result, we need to make the following assumptions on the initial profile r0
and denoted throughout this paper by (H) :
(H1) r0 ∈ C 2([0, π]), with r0(0) = r0(π) = 0 and r0(φ) > 0 for φ ∈ (0, π).
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(H2) There exists C > 0 such that
∀φ ∈ [0, π], C−1 sinφ ≤ r0(φ) ≤ C sin(φ).
(H3) r0 is symmetric with respect to φ =
π
2 , i.e., r0
(
π
2 − φ
)
= r0
(
π
2 + φ
)
, for any φ ∈ [0, π2 ].
Now we are ready to give a short version of the main result of this paper and the precise one
is detailed in Theorem 6.1.
Theorem 1.1. Assume that r0 satisfies the assumptions (H). Then for any m ≥ 2, there exists
a curve of non trivial rotating solutions with m-fold symmetry to the equation (1) bifurcating
from the trivial revolution shape associated to r0 at the angular velocity Ωm, the unique point of
the set Sm.
We precise that we mean by m-fold shape symmetry of R3 a surface invariant by rotation
with axis (oz) and angle 2πm ·
There is the particular case of r0(φ) = sin(φ) defining the unit sphere. Here, its associated
stream function can be explicitly computed (see [33]) and it is quadratic inside the shape, that
is,
ψ0(x) =
1
6
(x21 + x
3
2 + x
2
3 − 3).
That gives us some interesting properties on the eigenvalues Ωm of the above Theorem 1.1. In
particular, we achieve that the above eigenvalues Ωm belongs to (0,
1
3 ). Same properties occur
also in the case of an ellipsoid of equal x and y axes defining a revolution shape around the
z–axis. In this case, the associated stream function is also quadratic. See Section 6.1 for a more
detailed discussion about those cases.
The paper is structured as follows. In Section 2, we provide different reformulations for the
rotating patch problem and we introduce the appropriate function spaces. Section 3 is devoted
to different useful expressions of the linearized operator around a stationary solution. The
spectral study of the linearized operator will be developed in Section 4. In Section 5, we shall
discuss the well–definition of the nonlinear functional and its regularity. In Section 6, we give the
general statement of our result and provide its proof. We end this paper with three appendices
concerning special functions, bifurcation theory and potential theory.
Acknowledgements. We would like to thank D. G. Dritschel for proposing this problem
and for several discussions around it.
2. Vortex patch equations
Take an initial data uniformly distributed in a bounded domain of R3, that is, q0 = 1D. Then,
this structure is preserved by the evolution and one gets for any time t ≥ 0
q(t, x) = 1D(t)(x),(2)
for some bounded domain D(t). To track the dynamics of the boundary (which is a surface
here) we can implement the contour dynamics method introduced by Deem and Zabusky for
Euler equations [13]. Indeed, let γt : (φ, θ) ∈ T2 7→ γt(φ, θ) ∈ R3 be any parametrization of the
boundary ∂Dt. Since the boundary is transported by the flow then
(3)
(
∂tγt − U(t, γt)
) · n(γt) = 0,
where U = (u, v, 0) and n(γt) is a unit normal vector to the boundary at the point γt. There is
a special parametrization called Lagrangian parametrization given by
∂tγt = U(t, γt),
which is commonly used to follow the boundary motion. From Biot–Savart law we deduce that
U(t, γt
(
φ, θ)
)
=
1
4π
∫
Dt
(γt
(
φ, θ)− y)⊥
|γt
(
φ, θ)− y|3 dA(y) =
1
4π
∫
∂Dt
n⊥(y)
|γt
(
φ, θ)− y|dσ(y),(4)
where dσ denotes the Lebesgue surface measure of ∂Dt. We have used the notation x
⊥ =
(−x2, x1, 0) ∈ R3 for x = (x1, x2, x3) ∈ R3.
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2.1. Stationary patches. Our next goal is to check that any initial patch with revolution shape
around the vertical axis generates a stationary solution. More precisely, we have the following
result.
Lemma 2.1. Let r : [−1, 1]→ R+ be a continuous function with r(−1) = r(1) = 0 and let D be
the domain enclosed by the surface
{
(r(z)eiθ , z), θ ∈ [0, 2π], z ∈ [−1, 1]}, then q(t, x) = 1D(x)
defines a stationary solution for (1).
Proof. Recall from (4) that
(5) U(x) =
1
4π
∫
D
(x− y)⊥
|x− y|3 dA(y).
Define
G(x) := U(x) · x = 1
4π
∫
D
x · y⊥
|x− y|3 dA(y), x ∈ R
3,
and let us prove that G ≡ 0. Take θ ∈ R and denote by Rθ the rotation: x = (xh, x3) 7→
(eiθxh, x3). Since D is invariant by Rθ, changing variables leads to
G(Rθx) = G(x).
Therefore G(x) = G(|xh|, 0, x3), which means that
G(x) =
−|xh|
4π
∫
D
y2 dA(y)
((|xh| − y1)2 + y22 + (x3 − y3)2)
3
2
.
Since D is invariant by the reflexion: y 7→ (y1,−y2, y3) then a change of variables implies that
G(x1, x2, x3) = G(x1,−x2, x3) = −G(x1, x2, x3) and thus G(x) = 0. Consequently we get in
particular that
U(x) · x = 0, ∀x ∈ ∂D.
On the other hand, we get from the revolution shape property ofD that the horizontal component
of the normal vector is ~nh(x) = (x1, x2), which implies
U(x) · ~n(x) = (u, v)(x) · ~nh(x) = 0, ∀x ∈ ∂D.(6)
This implies that 1D is a stationary solution in the weak sense. 
2.2. Reformulations for periodic patches. In this section, we shall give two ways to write
down rotating patches using respectively the velocity field and the stream function. Assume
that we have a rotating patch around the x3 axis with constant angular velocity Ω ∈ R, that
is Dt = RΩtD, with RΩt being the rotation of angle Ωt around the vertical axis. Inserting this
expression into the equation (3) we get(
U(x)− Ωx⊥) · ~n(x) = 0, ∀x ∈ ∂D.
Since U is horizontal then this equation means also that each horizontal section Dx3 := {y ∈
R
2, (y, x3) ∈ D} rotates with the same angular velocity Ω. Hence the horizontal sections satisfy
the equation (
U(x)− Ωx⊥) · ~nDx3 (xh) = 0, xh = (x1, x2) ∈ ∂Dx3 , x3 ∈ R,
where ~nDx3 denotes a normal vector to the planar curve ∂Dx3 . Next we shall write down this
equation in the particular case of simply connected domains that can be described through polar
parametrization in the following way:
D =
{
(reiθ, cos(φ)) : 0 ≤ r ≤ r(φ, θ), 0 ≤ θ ≤ 2π, 0 ≤ φ ≤ π
}
.(7)
Notice that we have assumed in this description, and without any loss of generality, that orthog-
onal projection over the vertical axis is the segment [−1, 1]. The horizontal sections are indexed
by φ and parametrized by the polar coordinates as θ 7→ r(φ, θ) and it is obvious that
~n∂Dx3 (r(φ, θ)e
iθ) = (i∂θr(φ, θ)− r(φ, θ)) eiθ.
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Then, the equation of the sections reduces to
(8) Re
[{
Uh(φ, θ)− iΩr(φ, θ)eiθ
}{[
i∂θr(φ, θ) + r(φ, θ)
]
e−iθ
}]
= 0, ∀(φ, θ) ∈ [0, π] × [0, 2π],
with, according to (4) and the change of variable y3 = cosϕ,
Uh(φ, θ) :=(U1, U2)(r(φ, θ), cos φ)
=
1
4π
∫ 1
−1
∫
∂Dy3
dyhdy3
|(r(φ, θ)eiθ, cos(φ)) − y|
=
1
4π
∫ π
0
∫ 2π
0
sin(ϕ)(∂ηr(ϕ, η)e
iη + ir(ϕ, η)eiη)
|(r(φ, θ)eiθ, cos(φ))− (r(ϕ, η)eiη , cos(ϕ))|dηdϕ.(9)
We shall look for a rotating solution close to a stationary one described by a given revolution
shape (θ, φ) 7→ (r0(φ)eiθ , cos(φ)). This means that we are looking for a parametrization in the
form
(10) r(φ, θ) = r0(φ) + f(φ, θ), f(φ, θ) =
∑
n≥1
fn(φ) cos(nθ).
Implicitly, we have assumed that the domain D is symmetric with respect to the plane x2 = 0.
In addition, we ask the following boundary conditions,
r0(0) = r0(π) = f(0, θ) = f(π, θ) = 0,
meaning that the domain D intersects the vertical axis at the points (0, 0,−1) and (0, 0, 1).
Define the functionals
Fv(Ω, f)(φ, θ) := Re
[{
Iv(f)(φ, θ)− iΩr(φ, θ)eiθ
}{
i∂θr(φ, θ)e
−iθ + r(φ, θ)e−iθ
}]
,
with
(11) Iv(f)(φ, θ) := Uh(φ, θ) =
1
4π
∫ π
0
∫ 2π
0
sin(ϕ)(∂ηr(ϕ, η)e
iη + ir(ϕ, η)eiη)
|(r(φ, θ)eiθ, cos(φ))− (r(ϕ, η)eiη , cos(ϕ))|dηdϕ.
The subscript v refers to the velocity formulation and we use it to compare it later to the stream
function formulation. Hence, we need to study the equation:
Fv(Ω, f)(φ, θ) = 0, (φ, θ) ∈ [0, π] × [0, 2π].
By Lemma 2.1, one has Fv(Ω, 0)(φ, θ) ≡ 0, for any Ω ∈ R.
2.3. Stream function formulation. There is another way to characterize the rotating solu-
tions described in the previous subsection by virtue of the stream function formulation.
For φ ∈ [0, π], let θ ∈ [0, 2π] 7→ γφ(θ) := r(φ, θ)eiθ, be the parametrization of ∂Dz, where
z = cos(φ). Then one can check without difficulties that (8) agrees with
∂θ
{
ψ0(γφ(θ), cos(φ))− Ω
2
|γφ(θ)|2
}
= 0, ∀(φ, θ) ∈ [0, π] × [0, 2π].
Then, the equation can be integrated obtaining
ψ0(γφ(θ), cos(φ))− Ω
2
|γφ(θ)|2 = m(Ω, f)(φ),
where m(Ω, f)(φ) is a function depending only on φ and given by
(12) m(Ω, f)(φ) :=
1
2π
∫ 2π
0
{
ψ0(r(φ, θ)e
iθ, cos(φ))− Ω
2
r2(φ, θ)
}
dθ, r = r0 + f.
Let us consider the functional
Fs(Ω, f)(φ, θ) :=ψ0(r(φ, θ)e
iθ, cos(φ)) − Ω
2
r2(φ, θ)−m(Ω, f)(φ)
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=G(Ω, f)(φ, θ)− 1
2π
∫ 2π
0
G(Ω, f)(φ, η)dη,(13)
where
G(Ω, f)(φ, θ) := ψ0(r(φ, θ)e
iθ, cos(φ))− Ω
2
r2(φ, θ),
and the stream function is given by
ψ0(r(φ, θ)e
iθ, cos(φ)) = − 1
4π
∫ π
0
∫ 2π
0
∫ r(ϕ,η)
0
sin(ϕ)rdrdηdϕ
|(reiη , cos(ϕ)) − (r(φ, θ)eiθ, cos(φ))| ·
Then, finding a rotating solution amounts to solving in f , for some specific angular velocity
constant Ω, the equation
Fs(Ω, f)(φ, θ) = 0, ∀(φ, θ) ∈ [0, π] × [0, 2π].
Remark that one may check directly from this reformulation that any revolution shape is a
solution for any angular velocity Ω, meaning that, Fs(Ω, 0) = 0, for any Ω. Motivated by the
Section 3 on the structure of the linearized operator, we find better to filter the singularities of
the poles and work with the modified functional
F˜ (Ω, f)(φ, θ) :=
F (Ω, f)(φ, θ)
r0(φ)
·
Therefore, we get
(14) F˜ (Ω, f)(φ, θ) =
1
r0(φ)
{
I(f)(φ, θ)− Ω
2
r(φ, θ)2 −m(Ω, f)(φ)
}
,
with
(15) I(f)(φ, θ) := − 1
4π
∫ π
0
∫ 2π
0
∫ r(ϕ,η)
0
r sin(ϕ)drdηdϕ
|(reiη , cos(ϕ)) − (r(φ, θ)eiθ, cos(φ))| ,
and
r(φ, θ) = r0(φ) + f(φ, θ).
2.4. Functions spaces. First we shall recall the Ho¨lder spaces defined on an open non void set
O ⊂ Rd. Let α ∈ (0, 1) then
C 1,α(O) =
{
f : O 7→ R, ‖f‖C 1,α <∞
}
,
with
‖f‖C 1,α = ‖f‖L∞ + ‖∇f‖L∞ + sup
x 6=y∈O
|∇f(x)−∇f(y)|
|x− y|α ·
It is known that C 1,α(O) is a Banach algebra, meaning a complete space satisfying
‖fg‖C 1,α ≤ C‖f‖C 1,α‖g‖C 1,α .
Denote by T the one–dimensional torus and we identify the space C 1,α(T) to the space C 1,α2π (R)
of 2π–periodic functions that belongs to C 1,α(R). The space C 1,α(T) is equipped with the same
norm of C 1,α((0, 2π)). Next, we shall introduce the function spaces that we use in a crucial way
to study the stability of the functional F˜ defined in (14). For α ∈ (0, 1) and m ∈ N⋆, set
(16) Xαm :=
{
f ∈ C 1,α((0, π) × T ), f (φ, θ) =∑
n≥1
fn(φ) cos(nmθ)
}
,
supplemented with the conditions
(17) ∀θ ∈ [0, 2π] f(0, θ) = f(π, θ) = 0 and ∀(φ, θ) ∈ [0, π]×[0, 2π] f (π − φ, θ) = f (φ, θ) .
This space is equipped with the same norm as C 1,α((0, π)×(0, 2π)). The first assumption in (17)
is a kind of partial Dirichlet condition and the second one is a symmetry property with respect
to the equatorial φ = π2 . Notice that any function f ∈ C 1,α
(
(0, π) × T ) admits a continuous
extension up to the boundary, so the foregoing conditions are meaningful. Furthermore, the
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Dirichlet boundary conditions allow in view of Taylor formula to get a constant C > 0 such that
for any f ∈ Xαm
|f(ϕ, η)| ≤C‖f‖Lip sinϕ,
∂ηf(0, η) = ∂ηf(π, η) = 0 and |∂ηf(ϕ, η)| ≤ C‖f‖C 1,α sinα(ϕ).(18)
The notation BXαm(ε) means the ball of X
α
m centered in 0 with radius ε.
Next we shall discuss quickly some consequences needed for later purposes and following from
the assumptions (H) on r0, given in the Introduction before our main statement.
• From (H2) we have that r′0(0) > 0 and by continuity of the derivative there exists δ > 0
such that r′0(φ) > 0 for φ ∈ [0, δ]. Combining this with the mean value theorem, we
deduce the arc-chord estimate: there exists C > 0 such that
(19) C−1(φ− ϕ)2 ≤ (r0(ϕ)− r0(φ))2 + (cos(φ)− cos(ϕ))2 ≤ C(φ− ϕ)2,
for any φ,ϕ ∈ [0, π].
• We have that sin(·)r0(·) ∈ C α([0, π]), and then φ ∈ [0, π] 7→
φ
r0(φ)
∈ C α([0, π]).
3. Linearized operator
This section is devoted to show different expressions of the linearized operator around a
revolution shape. We can find an useful one in terms of hypergeometric functions. See Appendix
A for details about these special functions.
From now on, we will use the stream function formulation and then we omit the subscript s
to Fs in order to alleviate the notation. The linearized operator of the velocity formulation is
closely related to this one, see the previous section.
3.1. First representation. In the following, we provide the structure of the linearized operator
of F around the trivial solution (Ω, 0).
Proposition 3.1. Let F˜ be as in (14) and (φ, θ) ∈ [0, π]×[0, 2π] 7→ h(φ, θ) =∑n≥1 hn(φ) cos(nθ)
be a smooth function. Then,
∂f F˜ (Ω, 0)h(φ, θ) = −Ω
∑
n≥1
hn(φ) cos(nθ)
+
∑
n≥1
cos(nθ)
hn(φ)r0(φ)4π
∫
π
0
∫
2π
0
sin(ϕ)r0(ϕ) cos(η) dηdϕ√
r20(φ) + r
2
0(ϕ) + (cosφ− cosϕ)2 − 2r0(φ)r0(ϕ) cos(η)
− 1
4πr0(φ)
∫
π
0
∫
2π
0
sin(ϕ)hn(ϕ)r0(ϕ) cos(nη)√
r20(φ) + r
2
0(ϕ) + (cosφ− cosϕ)2 − 2r0(φ)r0(ϕ) cos(η)
dηdϕ
 .
(20)
Proof. First, note that
|(reiη, cos(ϕ)) − (r0(φ)eiθ, cos(φ))|2 = r2 + r20(φ) + (cos(φ) − cos(ϕ))2 − 2rr0(φ) cos(θ − η).
The linearized operator at a state r0 is defined by Gateaux derivative,
∂f F˜ (Ω, 0)h(φ, θ) :=
d
dt
F˜ (Ω, th)
∣∣∣
t=0
(φ, θ)
=
1
r0(φ)
(
d
dt
G(Ω, th)
∣∣∣
t=0
(φ, θ)− 1
2π
∫ 2π
0
d
dt
G(Ω, th)
∣∣∣
t=0
(φ, η)dη
)
.
Thus straightforward computations yield
d
dt
G(Ω, th)
∣∣∣
t=0
(φ, θ) = − 1
4π
∫
π
0
∫
2π
0
sin(ϕ)r0(ϕ)h(ϕ, η)dηdϕ
A(φ, θ, ϕ, η)
1
2
− Ωr0(φ)h(φ, θ)
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+
h(φ, θ)
4π
∫
π
0
∫
2π
0
∫
r0(ϕ)
0
sin(ϕ)r(r0(φ)− r cos(η)) drdηdϕ
(r2 + r20(φ) + (cos(φ)− cos(ϕ))2 − 2rr0(φ) cos(η))
3
2
,
with
A(φ, θ, ϕ, η) := r20(ϕ) + r
2
0(φ) + (cos(φ)− cos(ϕ))2 − 2r0(ϕ)r0(φ) cos(θ − η).
By expanding h in Fourier series we get
∂fG(Ω, 0)h(φ, θ) = −
∑
n≥1
1
4π
∫ π
0
∫ 2π
0
sin(ϕ)r0(ϕ) cos(nη)
A(φ, θ, ϕ, η)
1
2
hn(ϕ)dηdϕ +Ωr0(φ)hn(φ) cos(nθ)
+
1
4π
∑
n≥1
hn(φ) cos(nθ)
∫ π
0
∫ 2π
0
∫ r0(ϕ)
0
sin(ϕ)r(r0(φ)− r cos(η))drdηdϕ
(r2 + r20(φ) + (cos(φ)− cos(ϕ))2 − 2rr(φ, θ) cos(η))
3
2
·
Let us analyze every term. For the first one, making the change of variable θ − η 7→ η we get
using a symmetry argument,∫ π
0
∫ 2π
0
sin(ϕ)r0(ϕ)hn(ϕ) cos(nη)dηdϕ
A(φ, θ, ϕ, η)
1
2
=
∫ π
0
∫ 2π
0
sin(ϕ)r0(ϕ)hn(ϕ) cos(n(η − θ))dηdϕ
A(φ, θ, ϕ, θ − η) 12
=cos(nθ)
∫ π
0
∫ 2π
0
sin(ϕ)r0(ϕ)hn(ϕ) cos(nη)dηdϕ
(r20(ϕ) + r
2
0(φ) + (cos(φ)− cos(ϕ))2 − 2r0(ϕ)r0(φ) cos(η))
1
2
·
Concerning the last integral term, we first use the identity
∂r
r
(r2 + r20(φ) + (cos(φ)− cos(ϕ))2 − 2rr0(φ) cos(η))
1
2
=
1
(r2 + r20(φ) + (cos(φ)− cos(ϕ))2 − 2rr0(φ) cos(η))
1
2
− r(r − r0(φ) cos η)
(r2 + r20(φ) + (cos(φ)− cos(ϕ))2 − 2rr0(φ) cos(η))
3
2
·
Consequently
I(φ,ϕ) :=
∫ 2π
0
∫ r0(ϕ)
0
∂r
r cos(η)drdη
(r2 + r20(φ) + (cos(φ)− cos(ϕ))2 − 2rr0(φ) cos(η))
1
2
=
∫ 2π
0
∫ r0(ϕ)
0
cos(η)drdη
(r2 + r20(φ) + (cos(φ)− cos(ϕ))2 − 2rr0(φ) cos(η))
1
2
−
∫ 2π
0
∫ r0(ϕ)
0
r2 cos(η) − rr0(φ)(1 − sin2(η))drdη
(r2 + r20(φ) + (cos(φ)− cos(ϕ))2 − 2rr0(φ) cos(η))
3
2
·
Thus
I(φ,ϕ) =
∫ 2π
0
∫ r0(ϕ)
0
r(r0(φ)− r cos(η))drdη
(r2 + r20(φ) + (cos(φ)− cos(ϕ))2 − 2rr0(φ) cos(η))
3
2
+
∫ 2π
0
∫ r0(ϕ)
0
cos(η)drdη
(r2 + r20(φ) + (cos(φ)− cos(ϕ))2 − 2rr0(φ) cos(η))
1
2
−
∫ 2π
0
∫ r0(ϕ)
0
rr0(φ) sin
2(η)drdη
(r2 + r20(φ) + (cos(φ)− cos(ϕ))2 − 2rr0(φ) cos(η))
3
2
·
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Integrating by parts with respect to η gives∫ 2π
0
∫ r0(ϕ)
0
cos(η)drdη
(r2 + r20(φ) + (cos(φ)− cos(ϕ))2 − 2rr0(φ) cos(η))
1
2
−
∫ 2π
0
∫ r0(ϕ)
0
rr0(φ) sin(η)
2drdη
(r2 + r20(φ) + (cos(φ)− cos(ϕ))2 − 2rr0(φ) cos(η))
3
2
= 0.
Putting together the preceding identities allows to get∫ π
0
∫ 2π
0
∫ r0(ϕ)
0
sin(ϕ)r(r0(φ)− r cos(η))drdηdϕ
(r2 + r20(φ) + (cos(φ)− cos(ϕ))2 − 2rr0(φ) cos(η))
3
2
=
∫ π
0
∫ 2π
0
∫ r0(ϕ)
0
∂r
sin(ϕ)r cos(η)drdηdϕ
(r2 + r20(φ) + (cos(φ)− cos(ϕ))2 − 2rr0(φ) cos(η))
1
2
=
∫ π
0
∫ 2π
0
sin(ϕ)r0(ϕ) cos(η)drdηdϕ
(r20(ϕ) + r
2
0(φ) + (cos(φ)− cos(ϕ))2 − 2r0(ϕ)r0(φ) cos(η))
1
2
.
Therefore we obtain
∂fG(Ω, 0)h(φ, θ) = −
∑
n≥1
1
4π
∫ π
0
∫ 2π
0
sin(ϕ)r0(ϕ) cos(nη)
A(φ, θ, ϕ, θ − η) 12
hn(ϕ)dηdϕ cos(nθ)
+
1
4π
∑
n≥1
hn(φ) cos(nθ))
∫ π
0
∫ 2π
0
sin(ϕ)r0(ϕ) cos(η)drdηdϕ
(r20(ϕ) + r
2
0(φ) + (cos(φ)− cos(ϕ))2 − 2r0(ϕ)r0(φ) cos(η))
1
2
+Ωr0(φ)
∑
n≥1
hn(φ) cos(nθ).
Now it is clear that
1
2π
∫ 2π
0
∂fG(Ω, 0)h(φ, η)dη = 0,
and so (20) is given. 
3.2. Second representation with hypergeometric functions. The main purpose of this
subsection is to provide a suitable representation of the linearized operator. First we need to
use some notations. For n ≥ 1, set
Fn(x) := F
(
n+
1
2
, n+
1
2
, 2n + 1, x
)
, x ∈ [0, 1),
where the hypergeometric functions are defined in the Appendix A. Other useful notations are
listed below,
(21) R(φ,ϕ) := (r0(φ) + r0(ϕ))
2 + (cos(φ) − cos(ϕ))2, 0 < φ,ϕ < π,
and
Hn(φ,ϕ) :=
22n−1
(
1
2
)2
n
(2n)!
sin(ϕ)rn−10 (φ)r
n+1
0 (ϕ)
[R(φ,ϕ)]n+
1
2
Fn
(
4r0(φ)r0(ϕ)
R(φ,ϕ)
)
.(22)
Remark 3.1. Note from the above expression that
(23)
∫ π
0
H1(φ,ϕ)dϕ =
1
r0(φ)
∂Rψ0(Re
iθ, cos(φ))
∣∣
R=r0(φ) ,
where ψ0 is the stream function at t = 0 associated to the domain parametrized by (r0(φ)e
iθ, cos(φ)),
for (φ, θ) ∈ [0, π] × [0, 2π].
Now we are ready to state the main result of this section.
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Proposition 3.2. Let F˜ be as in (14) and h(φ, θ) =
∑
n≥1 hn(φ) cos(nθ), (φ, θ) ∈ [0, π]× [0, 2π],
be a smooth function. Then,
(24) ∂f F˜ (Ω, 0)h(φ, θ) =
∑
n≥1
cos(nθ)LΩn (hn)(φ),
where
LΩn (hn)(φ) =hn(φ)
[∫ π
0
H1(φ,ϕ)dϕ − Ω
]
−
∫ π
0
Hn(φ,ϕ)hn(ϕ)dϕ, φ ∈ (0, π).
Proof. With the help of Lemma A.1, we can simplify more the expression of the linearized
operator given in Proposition 3.1. We shall first give another representation of the first integral
of (20),
I1(φ) :=
1
4π
∫
π
0
∫
2π
0
sin(ϕ)r0(ϕ) cos(η)√
r20(φ) + r
2
0(ϕ) + (cos(φ)− cos(ϕ))2 − 2r0(φ)r0(ϕ) cos(η)
dηdϕ
=
1
4π
∫
π
0
sin(ϕ)r0(ϕ)√
2r0(φ)r0(ϕ)
∫
2π
0
cos(η)√
r20(φ)+r
2
0(ϕ)+(cos(φ)−cos(ϕ))2
2r0(φ)r0(ϕ)
− cos(η)
dηdϕ.
From Lemma A.1 we infer∫
2π
0
cos(η) dη√
r20(φ)+r
2
0(ϕ)+(cos(φ)−cos(ϕ))2
2r0(φ)r0(ϕ)
− cos(η)
= 2π
2
(
1
2
)2
1
2!
F1
(
2
1+
r2
0
(φ)+r2
0
(ϕ)+(cos(φ)−cos(ϕ))2
2r0(φ)r0(ϕ)
)
(
1 +
r20(φ)+r
2
0(ϕ)+(cos(φ)−cos(ϕ))2
2r0(φ)r0(ϕ)
) 3
2
·
Thus we deduce
I1(φ) = r0(φ)
1
4
∫
π
0
sin(ϕ)r20(ϕ)
R
3
2 (φ,ϕ)
F1
(
4r0(φ)r0(ϕ)
R(φ,ϕ)
)
dϕ = r0(φ)H1(φ,ϕ).
Remark that the validity of Lemma A.1 is guaranteed since the inequality∣∣∣∣∣∣ 21 + r20(φ)+r20(ϕ)+(cos(φ)−cos(ϕ))22r0(φ)r0(ϕ)
∣∣∣∣∣∣ =
∣∣∣∣ 4r0(φ)r0(ϕ)(r0(φ) + r0(ϕ))2 + (cos(φ)− cos(ϕ))2
∣∣∣∣ < 1,
is satisfied provided that φ 6= ϕ which leads to a negligible set. For the last integral in (20), we
apply once again Lemma A.1,∫
2π
0
cos(nη)√
r20(φ) + r
2
0(ϕ) + (cos(φ)− cos(ϕ))2 − 2r0(φ)r0(ϕ) cos(η)
dη
=
22n+1π
(
1
2
)2
n
(2n)!
rn0 (φ)r
n
0 (ϕ)
Rn+
1
2 (φ,ϕ)
Fn
(
4r0(φ)r0(ϕ)
R(φ,ϕ)
)
.
It follows that
1
4π
∫
π
0
∫
2π
0
sin(ϕ)hn(ϕ)r0(ϕ) cos(nη)√
r20(φ) + r
2
0(ϕ) + (cos(φ)− cos(ϕ))2 − 2r0(φ)r0(ϕ) cos(η)
dηdϕ
=
22n−1
(
1
2
)2
n
(2n)!
∫
π
0
rn0 (φ)r
n+1
0 (ϕ)sin(ϕ)
Rn+
1
2 (φ,ϕ)
Fn
(
4r0(φ)r0(ϕ)
R(φ,ϕ)
)
hn(ϕ)dϕ
=r0(φ)Hn(φ,ϕ),
which gives the announced result. 
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3.3. Qualitative properties of some auxiliary functions. In the following lemma, we shall
study some specific properties of the sequence of functions {Hn}n introduced in (22). We shall
study the monotonicity of the sequence n 7→ Hn(φ,ϕ) which will be crucial later in the study
of the monotonicity of the eigenvalues associated to the operators family {Ln, n ≥ 1}. We will
also study the decay rate of this sequence for large n.
Lemma 3.1. For any ϕ 6= φ ∈ (0, π), the sequence n ∈ N⋆ 7→ Hn(φ,ϕ) is strictly decreasing.
Moreover, if we assume that r0 satisfies (H2), then, for any 0 ≤ α < β ≤ 1 there exists a
constant C > 0 such that
(25) |Hn(φ,ϕ)| ≤ Cn−α sin(ϕ)r
1
2
0 (ϕ)
r
3
2
0 (φ)
|φ− ϕ|−β , ∀n ≥ 1, φ 6= ϕ ∈ (0, π).
Proof. By virtue of (22) we may write
Hn(φ,ϕ) =
22n−1Γ2
(
n+ 12
)
(2n)!π
sin(ϕ)r0(ϕ)
1
2
4n+
1
2 r0(φ)
3
2
xn+
1
2Fn(x),
where x := 4r0(φ)r0(ϕ)R(φ,ϕ) belongs to [0, 1) provided that ϕ 6= φ. Now using the integral representa-
tion of hypergeometric functions (192) we obtain
Hn(φ,ϕ) =
22n−1Γ2
(
n+ 12
)
(2n)!π
sin(ϕ)r
1
2
0 (ϕ)
4n+
1
2 r
3
2
0 (φ)
(2n)!
Γ2
(
n+ 12
)xn+ 12 ∫ 1
0
tn−
1
2 (1− t)n− 12 (1− tx)−n− 12dt
=
22n−1Γ2
(
n+ 12
)
(2n)!π
sin(ϕ)r
1
2
0 (ϕ)
4n+
1
2 r
3
2
0 (φ)
(2n)!
Γ2
(
n+ 12
)Hn(x)
=
1
4π
sin(ϕ)r0(ϕ)
1
2
r
3
2
0 (φ)
Hn(x),(26)
with the notation
Hn(x) := xn+
1
2
∫ 1
0
tn−
1
2 (1− t)n− 12 (1− tx)−n− 12 dt.
Therefore the desired result amounts to checking that n 7→ Hn(x) is strictly decreasing for any
x ∈ (0, 1). This follows from the fact that n 7→ xn+ 12 is strictly decreasing combined with the
identity∫ 1
0
tn−
1
2 (1− t)n− 12 (1− tx)−n− 12 dt =
∫ 1
0
t−
1
2 (1− t)− 12 (1− tx)− 12
(
t(1− t)
1− tx
)n
dt,
which shows the strict decreasing of this sequence since 0 < t(1−t)1−tx < 1, for any t, x ∈ (0, 1).
It follows that for any φ 6= ϕ, the sequence n 7→ Hn(φ,ϕ) is strictly decreasing.
It remains to prove the decay estimate of Hn for large n. It is an immediate consequence of
the following more precise estimate: for any α ∈ [0, 1], we get
(27) |Hn(z)| ≤
√
2|z|n− 12+α | ln(1− |z|)|
1−α
nα(1 − |z|)α ,
for n ≥ 1 and |z| < 1. To see the connection with (25) recall first from (26) that
|Hn(φ,ϕ)| . sin(ϕ)r0(ϕ)
1
2
r0(φ)
3
2
|Hn(x)|.
Since 0 ≤ x ≤ 1 then we obtain from (27) that for any 1 ≥ β > α ≥ 0
|Hn(x)| . | ln(1− x)|
1−α
nα(1− x)α . n
−α(1− x)−β ·
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According to (36) we deduce that
|Hn(x)| . 1
nα|φ− ϕ|β .
which is the desired inequality. Let us now turn to the proof of (27). We write
|Hn(z)| ≤
√
2|z|n+ 12
∫ 1
0
tn−
1
2
(1− t)n− 12
|1− tz|n− 12
dt
|1− tz| ≤
√
2|z|n+ 12
∫ 1
0
tn−
1
2
dt
1− t|z| ,
where we have used that
|1− tz| ≥ 1− t|z| ≥ 1− t,
for any t ∈ [0, 1] and |z| < 1. Observe that we get easily the identity
(28)
∫ 1
0
tn−
1
2
dt
1− t|z| =
∑
k≥0
|z|k
n+ 12 + k
,
which implies ∫ 1
0
tn−
1
2
dt
1− t|z| ≤
1
n(1− |z|) ,
and ∫ 1
0
tn−
1
2
dt
1− t|z| ≤ −
ln(1− |z|)
|z| .
By using interpolation, we obtain∫ 1
0
tn−
1
2
dt
1− t|z| ≤
1
nα
| ln(1− |z||1−α
|z|1−α(1− |z|)α ,
which gives us
|Hn(z)| ≤
√
2|z|n+ 12 | ln(1− |z||
1−α
|z|1−α(1− |z|)α
1
nα
,
for n ∈ N⋆ and |z| < 1. 
4. Spectral study
In this section, we aim to investigate some fundamental spectral properties of the linearized
operator ∂fF (Ω, 0) in order to apply the Crandall–Rabinowitz theorem. For this goal one must
check that the kernel and the co–image of the linearized operator are one dimensional vector
spaces. Noting that the study of the kernel agrees with the eigenvalue problem of a Hilbert–
Schmidt operator, we achieve that the dimension is one. Moreover, we will study the Fredholm
structure of the linearized operator, which will imply that the codimension of the image is one.
At the end of the section, we characterize also the transversal condition.
4.1. Symmetrization of the linearized operator. The main strategy to explore some spec-
tral properties of the linearized operator at each frequency level n is to construct a suitable
Hilbert space, basically an L2 space with respect to a special Borel measure, on which it acts as
a self–adjoint compact operator. Later we investigate the eigenspace associated with the largest
eigenvalue and prove in particular that this space is one–dimensional.
Let us explain how to symmetrize the operator. Recall from (24) that for any smooth function
h(φ, θ) =
∑
n≥1
hn(φ) cos(nθ), we may write the operator Ln under the form
(29) LΩn (h)(φ) = νΩ(φ)
{
h(φ) −
∫ π
0
Kn(φ,ϕ)h(ϕ)dµΩ(ϕ)
}
, φ ∈ [0, π],
with
(30) Kn(φ,ϕ) :=
Hn(φ,ϕ)
sin(ϕ)νΩ(φ)νΩ(ϕ)r20(ϕ)
,
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(31) νΩ(φ) :=
∫ π
0
H1(φ,ϕ)dϕ − Ω,
and the signed measure
(32) dµΩ(ϕ) := sin(ϕ)r
2
0(ϕ)νΩ(ϕ)dϕ.
Define the quantity
(33) κ := inf
φ∈[0,π]
∫ π
0
H1(φ,ϕ)dϕ.
We shall discuss in Proposition 4.1 below the existence of κ which allows to guarantee the
positivity of the measure dµΩ provided that the parameter Ω is restricted to lie in the interval
(−∞, κ). We shall also study the regularity of the function νΩ which is delicate and more
involved. In particular, we prove that, under reasonable assumptions on the profile r0, this
function is at least in the Ho¨lder space C 1,α for any α ∈ (0, 1).
Notice that the kernel Kn is symmetric. Indeed, according to (22) we get the formula
Kn(φ,ϕ) =
22n−1
(
1
2
)2
n
(2n)!
rn−10 (φ)r
n−1
0 (ϕ)
νΩ(φ)νΩ(ϕ) [R(φ,ϕ)]
n+ 1
2
Fn
(
4r0(φ)r0(ϕ)
R(φ,ϕ)
)
,(34)
which gives the desired property in view of the symmetry of R, that is, R(φ,ϕ) = R(ϕ, φ).
We shall explore in Section 4.3 more spectral properties of the symmetric operator associated
to the kernel Kn.
4.2. Regularity of νΩ. The main goal of this paragraph is to analyze the regularity of the func-
tion νΩ. For lower regularities than Lipschitz class, this can be implemented in a standard way
using some boundary behavior of the hypergeometric functions. However for higher regularity
of type C 1,α, the problem turns out to be more delicate due to some logarithmic singularity
induced by H1. To get rid of this singularity we use some specific cancellation coming from the
structure of the kernel. We shall also develop the local structure of νΩ near its minimum which
appears to be crucial later especially in Proposition 4.2.
The main result of this section reads as follows.
Proposition 4.1. Let r0 be a profile satisfying (H1) and (H2). Then the following properties
hold true.
(1) The function φ ∈ [0, π] 7→ νΩ(φ) belongs to C β([0, π]), for all β ∈ [0, 1).
(2) We have κ > 0 and for any Ω ∈ (−∞, κ) we get
∀φ ∈ [0, π], νΩ(φ) ≥ κ− Ω > 0.
(3) The function νΩ belongs to C
1,α([0, π]), for any α ∈ (0, 1), with
ν ′Ω(0) = ν
′
Ω(π) = 0.
(4) Let Ω ∈ (−∞, κ] and assume that νΩ reaches its minimum at a point φ0 ∈ [0, π] then
there exists C > 0 independent of Ω such that,
∀φ ∈ [0, π], 0 ≤ νΩ
(
φ
)− νΩ(φ0) ≤ C|φ− φ0|1+α.
Moreover, for Ω = κ this result becomes
∀φ ∈ [0, π], 0 ≤ νκ
(
φ
) ≤ C|φ− φ0|1+α.
Proof. (1) To start, notice first that according to (22)
H1(φ,ϕ) =
1
4π
sin(ϕ)r20(ϕ)
[R(φ,ϕ)]
3
2
F1
(
4r0(φ)r0(ϕ)
R(φ,ϕ)
)
, ∀ϕ 6= φ ∈ (0, π)
=K1(φ,ϕ)K2(φ,ϕ),(35)
where
K1(φ,ϕ) :=
1
4π
sin(ϕ)r20(ϕ)
R
3
2 (φ,ϕ)
·
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Therefore we may write
∀φ ∈ (0, π), νΩ(φ) =
∫ π
0
K1(φ,ϕ)K2(φ,ϕ)dϕ − Ω.
Using the boundary behavior of hypergeometric functions stated in Proposition A.1 we deduce
that
1 ≤ F1
(
4r0(φ)r0(ϕ)
R(φ,ϕ)
)
≤C + C ln
(
1− 4r0(φ)r0(ϕ)
R(φ,ϕ)
)
≤C + C ln
(
(r0(φ) + r0(ϕ))
2 + (cos φ− cosϕ)2
(r0(φ)− r0(ϕ))2 + (cos φ− cosϕ)2
)
.
From the assumption (H2) on r0 we can write, using the mean value theorem
(r0(φ) + r0(ϕ))
2 + (cosφ− cosϕ)2 ≤ C(sinφ+ sinϕ)2 + (φ− ϕ)2.
In view of (19) we get for all φ 6= ϕ ∈ [0, π],
(36) 1 ≤ (r0(φ) + r0(ϕ))
2 + (cos φ− cosϕ)2
(r0(φ)− r0(ϕ))2 + (cos φ− cosϕ)2 ≤ C
(sinφ+ sinϕ)2
(φ− ϕ)2 + C.
Consequently, we get
(37) 1 ≤ K2(φ,ϕ) ≤ C + C ln
(
sin(φ) + sin(ϕ)
|φ− ϕ|
)
.
On the other hand, it is obvious using the assumption (H2) on r0 that
0 ≤ sin(ϕ)r
2
0(ϕ)
[R(φ,ϕ)]
3
2
≤ sinϕ
r0(ϕ)
≤ C, ∀ϕ, φ ∈ (0, π).
It follows that
sup
φ∈(0,π)
|νΩ(φ)| ≤C + C sup
φ∈(0,π)
∫ π
0
ln
(
sin(φ) + sin(ϕ)
|φ− ϕ|
)
dϕ ≤ C,
which ensures that νΩ is bounded. Now let us check the Ho¨lder continuity. First remark that
(38) ∂φR(φ,ϕ) = 2r
′
0(φ)(r0(φ) + r0(ϕ)) + 2 sinφ(cosϕ− cosφ),
which implies that
|∂φR(φ,ϕ)| ≤ CR
1
2 (φ,ϕ).
It follows that
|∂φR−
3
2 (φ,ϕ)| .R−2(φ,ϕ) . r−40 (ϕ).
Differentiating K1 with respect to φ yields
4π∂φK1(φ,ϕ) = ∂φ(R
− 3
2 )(φ,ϕ) sinϕr20(ϕ).
Hence using (H2) we deduce that
sup
φ∈(0,π)
|∂φK1(φ,ϕ)| ≤ C sinϕ
r20(ϕ)
.
1
sinϕ
·(39)
From an interpolation argument using the boundedness of K1 we find, according to the mean
value theorem,
|K1(φ1, ϕ) −K1(φ2, ϕ)| =|K1(φ1, ϕ) −K1(φ2, ϕ)|1−β |K1(φ1, ϕ) −K1(φ2, ϕ)|β
≤(2‖K1‖L∞)1−β‖K1‖βLip|φ1 − φ2|β
.
|φ1 − φ2|β
sinβ ϕ
·(40)
Next we shall proceed in a similar way to the estimate K2. Using Leibniz rule implies that
∂φK2(φ,ϕ) = 4r0(ϕ)
r′0(φ)R(φ,ϕ) − r0(φ)∂φR(φ,ϕ)
R2(φ,ϕ)
F ′1
(
4r0(φ)r0(ϕ)
R(φ,ϕ)
)
.
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We know that
∀x ∈ (−1, 1), F ′1(x) =
3
4
F (5/2, 5/2; 4;x).
Hence by virtue of the boundary behavior stated in Proposition A.1 we get
∀x ∈ [0, 1), |F ′1(x)| . (1− x)−1.
It follows that, using (19),
∀φ 6= ϕ ∈ (0, π)
∣∣∣F ′1(4r0(φ)r0(ϕ)R(φ,ϕ)
) ∣∣∣ .(r0(φ) + r0(ϕ))2 + (cosφ− cosϕ)2
(r0(φ)− r0(ϕ))2 + (cosφ− cosϕ)2 .
R(φ,ϕ)
|φ− ϕ|2 ·(41)
By explicit calculation using (38) we get
r′0(φ)R(φ,ϕ) − r0(φ)∂φR(φ,ϕ) =r′0(φ)
(
r20(ϕ) − r20(φ) + (cos φ− cosϕ)2
)
+ 2r0(φ) sin φ(cosφ− cosϕ).
Then using the mean value theorem we get
|r′0(φ)R(φ,ϕ) − r0(φ)∂φR(φ,ϕ)| .|φ− ϕ| (r0(ϕ) + r0(φ) + | cos φ− cosϕ|)
+ r0(φ) sin φ| cosφ− cosϕ|
.|φ− ϕ|R 12 (φ,ϕ).
Putting together the preceding estimates we find
|∂φK2(φ,ϕ)| .r0(ϕ)|φ − ϕ|R−
3
2 (φ,ϕ)
∣∣∣F ′1(4r0(φ)r0(ϕ)R(φ,ϕ)
) ∣∣∣ . |φ− ϕ|−1.
Then using again the mean value theorem, we get φ ∈ (0, π) such that
|K2(φ1, ϕ) −K2(φ2, ϕ)| . |φ1 − φ2||φ− ϕ|−1.
Combining this estimate with (37) and using an interpolation argument we get for ε > 0,
|K2(φ1, ϕ) −K2(φ2, ϕ)| .|φ1 − φ2|β|φ− ϕ|−β
×
(
C + ln
(
sinφ1 + sinϕ
|φ1 − ϕ|
)
+ ln
(
sinφ2 + sinϕ
|φ2 − ϕ|
))1−β
(42)
.|φ1 − φ2|β
(
C +
∣∣ ln(sinϕ)1−β∣∣) (|φ− ϕ|−β−ε) .
Putting together (40) and (42) we deduce that
|(K1K2)(φ1, ϕ) − (K1K2)(φ2, ϕ)| ≤K1(φ1, ϕ)|K2(φ1, ϕ) −K2(φ2, ϕ)|
+ K2(φ2, ϕ)|K1(φ1, ϕ) −K1(φ2, ϕ)|
.|φ1 − φ2|β
(
C +
∣∣ ln(sinϕ)∣∣)1−β
×max
(
|φ− ϕ|−β−ε, (sinϕ)−β
)
.
Since β ∈ (0, 1), then if ε is small enough we obtain
sup
φ∈(0,π)
∫ π
0
| ln sinϕ||φ− ϕ|−β−εdϕ <∞.
Consequently we get
|νΩ(φ1)− νΩ(φ2)| ≤ C|φ1 − φ2|β,
which implies that νΩ ∈ C β([0, π]).
(2) The function φ 7→ Ω + νΩ(φ) is continuous over the compact set [0, π] then it reaches its
minimum at some point φ0 ∈ [0, π]. Thus from the definition of κ in (33) we deduce that
κ = inf
φ∈(0,π)
∫ π
0
H1(φ,ϕ)dϕ =
∫ π
0
H1(φ0, ϕ)dϕ > 0,
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which implies that
∀φ ∈ [0, π], νΩ(φ) ≥
∫ π
0
H1(φ0, ϕ)dϕ − Ω ≥ κ− Ω.
Hence we infer that for any Ω ∈ (−∞, κ)
∀φ ∈ [0, π], νΩ(φ) ≥ κ− Ω > 0.
(3) The proof is long and technical and for the clarity of the presentation it will be divided
into two steps. In the first one we prove that νΩ is C
1 in the full closed interval [0, π]. This is
mainly based on two principal ingredients. The first one is an important algebraic cancellation
in the integrals allowing to get rid of the logarithmic singularity coming from the boundary and
the second one is the boundary behavior of the hypergeometric functions allowing to deal with
the diagonal singularity lying inside the domain of integration. Notice that in order to apply
Lebesgue theorem and recover the continuity of the derivative up to the boundary we use a
rescaling argument. This rescaling argument shows in addition a surprising effect concerning the
derivative at the boundary points ν ′Ω(0) and ν
′
Ω(π): they are independent of the global structure
of the profile r0 and they do depend only on the derivative r
′
0(0). This propriety allows to
compute ν ′Ω(0) using the special geometry of the sphere where this derivative is vanishing. As
to the second step it is devoted to the proof of ν ′Ω ∈ C α(0, π) which is involved and requires
more refined analysis.
• Step 1: νΩ ∈ C 1([0, π]). The first step is to check that νΩ is C 1 on [0, π]. Set
̺(φ,ϕ) :=
4r0(φ)r0(ϕ)
R(φ,ϕ)
,
then we can check that
∂φH1(φ,ϕ) =K1(φ,ϕ)
(
−3
2
R−1(φ,ϕ)∂φR(φ,ϕ)F1(̺(φ,ϕ)) + F ′1(̺(φ,ϕ))∂φ̺(φ, ̺)
)
,
which implies after simple manipulations that
∂φH1 =K1
(
−3
2
∂φR
R
+
3
4
∂φρ− 3
2
∂φR
R
(
F1(ρ)− 1
)
+
(
F ′1(ρ)− 3/4
)[
∂φρ+ ∂ϕρ
])
−K1
(
F ′1(ρ)− 3/4
)
∂ϕρ.
In addition using the identity
K1
(
F ′1(ρ)− 3/4
)
∂ϕρ =K1∂ϕ
[
F (ρ)− 3/4ρ− 1]
=∂ϕ
(
K1
[
F (ρ)− 3/4ρ− 1])− (∂ϕK1)[F (ρ)− 3/4ρ− 1],
we find
∂φH1 = κ0 + κ1
(
F1(̺)− 1
)
+ κ2
(
F ′1(̺)− 3/4
) − ∂ϕ (K1[F (ρ)− 3/4ρ − 1]) ,
with
κ0 :=K1
(
−3
2
∂φR
R
+
3
4
∂φρ
)
− 3
4
ρ∂ϕK1,(43)
κ1 :=− 3
2
∂φR
R
K1 + ∂ϕK1,
κ2 :=K1 (∂φρ+ ∂ϕρ) .
Notice that F1(0) = 1, F
′
1(0) =
3
4 . Assuming that the following functions are well–defined and
using the boundary conditions then we can write
ν ′Ω(φ) =
∫ π
0
(
κ0(φ,ϕ) + κ1(φ,ϕ)
[
F1(̺(φ,ϕ)) − 1
]
+ κ2(φ,ϕ)
[
F ′1(̺(φ,ϕ)) − 3/4
])
dϕ
:=ζ1(φ) + ζ2(φ) + ζ3(φ),(44)
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with
ζ1(φ) :=
∫ π
0
κ0(φ,ϕ)dϕ, ζ2(φ) :=
∫ π
0
κ1(φ,ϕ)
[
F1(̺(φ,ϕ)) − 1
]
dϕ
and
ζ3(φ) =
∫ π
0
κ2(φ,ϕ)
[
F ′1(̺(φ,ϕ)) − 3/4
]
dϕ.
Direct computations show that
∂φρ(φ,ϕ) =
4r0(ϕ)r
′
0(φ)
R2(φ,ϕ)
(
R(φ,ϕ) − 2r0(φ)
(
r0(ϕ) + r0(φ)
))− 8r0(φ)r0(ϕ)
R2(φ,ϕ)
sinφ(cosϕ− cosφ).
According to (38) and using some cancellation, it implies that
κ0(φ,ϕ) =− 3r′0(φ)
r0(φ)K1(φ,ϕ)
R(φ,ϕ)
(
1 + 2
r0(ϕ)(r0(φ) + r0(ϕ))
R(φ,ϕ)
)
+ 6
K1(φ,ϕ)
R2(φ,ϕ)
sin(φ) r0(φ) r0(ϕ)
(
cosφ− cosϕ)
+ 3
K1(φ,ϕ)
R(φ,ϕ)
sin(φ)
(
cosφ− cosϕ)− 3∂ϕK1 r0(φ)r0(ϕ)
R(φ,ϕ)
.(45)
We point out that this simplification is crucial and allows to get rid of the logarithmic singularity.
Now we shall start with the regularity of the function
ζ1 : φ ∈ (0, π) 7→
∫ π
0
κ0(φ,ϕ)dϕ,
and prove first that it is continuous in [0, π]. It is obvious from (45) that κ0 is C
1 over any
compact set contained in (0, π) × [0, π] and therefore ζ1 is C 1 over any compact set contained
in (0, π). Thus it remains to check that this function is continuous at the points 0 and π. The
proofs for both cases are quite similar and we shall only check the continuity at the origin. For
this purpose it is enough to check that ζ1 admits a limit at zero. Before that let us check that ζ1
is bounded in (0, π). From the definition of R stated in (21) and using elementary inequalities
it is easy to verify the following estimates: for any (φ,ϕ) ∈ (0, π)2
r0(φ)(r0(φ) + r0(ϕ))
R(φ,ϕ)
≤1,
r0(φ)r0(ϕ)
R(φ,ϕ)
≤1
2
,
r0(φ)r0(ϕ)
∣∣ cosφ− cosϕ∣∣ ≤R(φ,ϕ).
In addition, the assumption (H2) implies that
sup
φ,ϕ∈(0,π)
K1(φ,ϕ) <∞.
Thus we find according to (39) and (H2)
∀(φ,ϕ) ∈ (0, π)2, |κ0(φ,ϕ)| . sin(φ)
R(φ,ϕ)
+ |∂ϕK1(φ,ϕ)|r0(φ)r0(ϕ)
R(φ,ϕ)
.
sin(φ)
R(φ,ϕ)
·(46)
Hence we deduce that
∀φ ∈ (0, π), |ζ1(φ)| .
∫ π
0
sin(φ)
R(φ,ϕ)
dϕ .
∫ pi
2
0
sinφ
(sinφ+ sinϕ)2
dϕ.
Making the change of variables sinϕ = x we get∫ pi
2
0
sinφ
(sinφ+ sinϕ)2
dϕ =sinφ
∫ 1
0
1
(sinφ+ x)2
dx√
1− x2
. sinφ
∫ 1
2
0
1
(sinφ+ x)2
dx+ sinφ . 1.
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Thus
(47) sup
φ∈(0,π)
|ζ1(φ)| <∞.
Let us now prove that ζ1 admits a limit at the origin and compute its value. For this goal, take
0 < δ << 1 small enough and write
ζ1(φ) =
∫ δ
0
κ0(φ,ϕ)dϕ +
∫ π
δ
κ0(φ,ϕ)dϕ.
The assumption (H2) combined with standard trigonometric formula allow to get the estimate
R(φ,ϕ) &(sinφ+ sinϕ)2 + (cosφ− cosϕ)2 & 1− cos(φ+ ϕ).(48)
From this we infer that
(49) ∀φ ∈ [0, π/2],∀ϕ ∈ (δ, π), R(φ,ϕ) & 1− cos δ.
Thus we get from (46) ∫ π
δ
κ0(φ,ϕ)dϕ .
∫ π
δ
φ
(1− cos δ)2 dϕ . φδ
−4.
This implies that for given small parameter δ one has
lim
φ→0
∫ π
δ
κ0(φ,ϕ)dϕ = 0.
Therefore
lim sup
φ→0
ζ1(φ) = lim sup
φ→0
∫ δ
0
κ0(φ,ϕ)dϕ.
Making the change of variables ϕ = φθ we get∫ δ
0
κ0(φ,ϕ)dϕ =
∫ δ
φ
0
φκ0(φ, φθ) dθ.
From (46) and (H2) one may write
∀(φ,ϕ) ∈ (0, δ)2, |κ0(φ,ϕ)| . φ
(φ+ ϕ)2
,
which yields after simplification to the uniform bound on φ,
∀θ ∈ [0, δ/φ], φκ0(φ, φθ) . 1
(1 + θ)2
·
This gives a domination which is integrable over (0,+∞). In order to apply classical dominated
Lebesgue theorem, it remains to check the convergence almost everywhere in θ as φ goes to
zero. This can be done through the first–order Taylor expansion around zero. First one has the
expansion
r0(φθ) = c0φθ + φθǫ(φθ); R(φ, φθ) = c
2
0φ
2
(
1 + θ + θǫ(φθ)
)2
,
with c0 = r
′
0(0) and lim
x→0
ǫ(x) = 0. Thus, from the definitions (21) and (35) it is straightforward
that
(50) 4π lim
φ→0
K1(φ, φθ) =
c−10 θ
3
(1 + θ)3
, lim
φ→0
φr0(φ)
R(φ, φθ)
=
c−10
(1 + θ)2
·
Hence
(51) 4π lim
φ→0
r′0(φ)
φr0(φ)K1(φ, φθ)
R(φ, φθ)
(
1 + 2
r0(φθ)(r0(φ) + r0(φθ))
R(φ, φθ)
)
=
c−10 θ
3(1 + 3θ)
(1 + θ)6
·
Similarly we get
4π lim
φ→0
K1(φ, φθ)
R2(φ, φθ)
sinφ r0(φ)r0(φθ)
(
cosφ− cos(φθ)) = 0,
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and
4π lim
φ→0
K1(φ, φθ)
R(φ, φθ)
sin(φ)
(
cosφ− cos(φθ)) = 0.
Standard computations yield
4π∂ϕK1(φ,ϕ) =− 3R−
5
2 (φ,ϕ) sin(ϕ) r20(ϕ)
(
r′0(ϕ)(r0(φ) + r0(ϕ)) + sin(ϕ) (cos φ− cosϕ)
)
+
cos(ϕ) r20(ϕ) + 2 sin(ϕ)r0(ϕ) r
′
0(ϕ)
R
3
2 (φ,ϕ)
.(52)
Thus
4π lim
φ→0
φ∂ϕK1(φ, φθ) =c
−1
0
(
−3 θ
3
(1 + θ)4
+
3θ2
(1 + θ)3
)
= 3c−10
θ2
(1 + θ)4
.(53)
Therefore
(54) 4π lim
φ→0
φ∂ϕK1(φ, φθ)
r0(φ)r0(φθ)
R(φ, φθ)
= 3c−10
θ3
(1 + θ)6
·
Plugging (51), (52) and (54) into (45)
4π lim
φ→0
φκ0(φ, φθ) =− 3c
−1
0 θ
3
(1 + θ)6
(
2 + 3θ
)
.
Using Lebesgue dominated theorem we deduce that
4π lim
φ→0
∫ δ
φ
0
φκ0(φ, φθ)dθ = −3c−10
∫ +∞
0
2θ3 + 3θ4
(1 + θ)6
dθ.
Computing the integrals we finally get
(55) 4π lim
φ→0
ζ1(φ) = − 7
10
c−10 .
Let us now move to the regularity of the function ζ2 defined in (44) through
φ ∈ (0, π), ζ2(φ) =
∫ π
0
κ1(φ,ϕ)
(
F1(ρ(φ,ϕ)) − 1
)
dϕ,
where κ1 is defined in(43). From direct computations using |∂φR| . R
1
2 , the boundedness of
K1, the assumption (H2) and (52) one can check that
|κ1(φ,ϕ)| . |∂φR(φ,ϕ)|K1(φ,ϕ)
R(φ,ϕ)
+ |∂ϕK1(φ,ϕ)|
.R−
1
2 (φ,ϕ).
Using Proposition A.1 we get
|F1(̺(φ,ϕ)) − 1| .̺(φ,ϕ) (1 + | ln(1− ̺(φ,ϕ))|)
.
r0(φ)r0(ϕ)
R(φ,ϕ)
(
1 + ln
(
(r0(φ) + r0(ϕ))
2 + (cos(φ)− cos(ϕ))2
(r0(φ)− r0(ϕ))2 + (cos(φ)− cos(ϕ))2
))
.(56)
Thus
|κ1(φ,ϕ)[F1(̺(φ,ϕ)) − 1]| .r0(φ)r0(ϕ)
R
3
2 (φ,ϕ)
(
1 + ln
(
(r0(φ) + r0(ϕ))
2 + (cos(φ)− cos(ϕ))2
(r0(φ)− r0(ϕ))2 + (cos(φ)− cos(ϕ))2
))
.
Hence using the arc-chord property (19) we find
(57) |κ1(φ,ϕ)[F1(̺(φ,ϕ)) − 1]| . r0(φ)r0(ϕ)
R
3
2 (φ,ϕ)
(
C + ln
(
R(φ,ϕ)
|φ− ϕ|2
))
.
for some constant C > 0. In addition, using (48) we get
(58) inf
φ∈[0, pi2 ],
ϕ∈[pi2 ,pi]
R(φ,ϕ) > 0,
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which leads to
∀φ ∈ [0, π/2], ϕ ∈ [π/2, π], |κ1(φ,ϕ)[F1(̺(φ,ϕ)) − 1]| . 1 + | ln |φ− ϕ||.
This implies that
(59) sup
φ∈[0,π/2]
∫ π
pi
2
|κ1(φ,ϕ)[F1(̺(φ,ϕ)) − 1]|dϕ . 1 + sup
φ∈[0,π/2]
∫ π
0
| ln |φ− ϕ||dϕ <∞.
Now in the region φ,ϕ ∈ [0, π/2], we use the estimate (H2) leading to
(φ+ ϕ)2 . R(φ,ϕ) . (φ+ ϕ)2.
Plugging this into (57) we find
sup
φ∈[0,π/2]
∫ pi
2
0
|κ1(φ,ϕ)[F1(̺(φ,ϕ)) − 1]|dϕ . 1 + sup
φ∈[0,π/2]
∫ pi
2
0
φϕ
(φ+ ϕ)3
| ln
(
φ+ ϕ
|φ− ϕ|
)
|dϕ.
Making the change of variables ϕ = φθ we obtain∫ pi
2
0
φϕ
(φ+ ϕ)3
| ln
(
φ+ ϕ
|φ− ϕ|
)
|dϕ =
∫ pi
2φ
0
θ
(1 + θ)3
ln
( 1 + θ
|1− θ|
)
dϕ
≤
∫ +∞
0
θ
(1 + θ)3
ln
( 1 + θ
|1− θ|
)
dϕ <∞,
which implies that
sup
φ∈[0,π/2]
∫ pi
2
0
|κ1(φ,ϕ)[F1(̺(φ,ϕ)) − 1]|dϕ <∞.
Therefore we obtain by virtue of (59)
sup
φ∈[0,π/2]
∫ π
0
|κ1(φ,ϕ)[F1(̺(φ,ϕ)) − 1]|dϕ <∞.
By symmetry we get similar estimate for φ ∈ [π2 , π] and hence
(60) sup
φ∈(0,π)
|ζ2(φ)| <∞.
Let us now calculate the limit when φ goes to 0 of ζ2 at zero. We shall proceed in a similar way
to ζ1. Let 0 < δ ≪ 1 enough small, then using (57) combined with (49) we obtain
lim
φ→0
∫ π
δ
κ1(φ,ϕ)|F1(ρ(φ,ϕ)) − 1|dϕ = 0.
Hence
lim sup
φ→0
ζ2(φ) = lim sup
φ→0
∫ δ
0
κ1(φ,ϕ)
(
F1(ρ(φ,ϕ)) − 1
)
dϕ.
Now we make the change of variables ϕ = φθ and then
lim sup
φ→0
ζ2(φ) = lim sup
φ→0
∫ δ
φ
0
φκ1(φ, φθ)
(
F1(ρ(φ, φθ))− 1
)
dθ.
According to (43) one has
φκ1(φ, φθ) = −3
2
φ∂φR(φ, φθ)
R(φ, φθ)
K1(φ, φθ) + φ∂ϕK1(φ, φθ).
From the differentiating of the expression of R stated in (21) we get
φ∂φR(φ, φθ)
R(φ, φθ)
=2
φr′0(φ)(r0(φ) + r0(φθ)) + φ sinφ(cos(φθ)− cosφ)
(r0(φ) + r0(φθ))2 + (cosφ− cos(φθ))2 ·
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Taking Taylor expansion at the first order we deduce the pointwise convergence,
lim
φ→0
φ∂φR(φ, φθ)
R(φ, φθ)
=
2
1 + θ
·
Combined with (50) it implies that
4π lim
φ→0
−3
2
φ∂φR(φ, φθ)
R(φ, φθ)
K1(φ, φθ) = − 3c
−1
0 θ
3
(1 + θ)4
·
Plugging (53) and the preceding estimates into the expression of κ1 given by (43) we find
4π lim
φ→0
φκ1(φ, φθ) =− 3c
−1
0 θ
3
(1 + θ)4
+ 3c−10
θ2
(1 + θ)4
=3c−10
θ2(1− θ)
(1 + θ)4
·
From the result
lim
φ→0
r0(φ)r0(φθ)
R(φ, φθ)
=
θ
(1 + θ)2
,
we deduce the point-wise convergence
lim
φ→0
F1(ρ(φ, φθ)) = F1
(
4θ
(1 + θ)2
)
.
Consequently,
4π lim
φ→0
φκ1(φ, φθ)
[
F1(ρ(φ, φθ))− 1
]
= 3c−10
θ2(1− θ)
(1 + θ)4
(
F1
(
4θ
(1 + θ)2
)
− 1
)
·
Therefore,
(61) 4π lim
φ→0
ζ2(φ) = 3c
−1
0
∫ +∞
0
θ
2(1− θ)
(1 + θ)4
(
F1
(
4θ
(1 + θ)2
)
− 1
)
dθ.
Next, we shall implement similar study for ζ3 defined in (44). Straightforward computations
yield
(62) ∂φ̺(φ,ϕ) + ∂ϕ̺(φ,ϕ) = ̺1(φ,ϕ) + ̺2(φ,ϕ),
with
(63) ̺1(φ,ϕ) := 4
r20(ϕ) − r20(φ)
R2(φ,ϕ)
r′0(φ)
(
r0(ϕ)− r0(φ)
)
,
and
̺2(φ,ϕ) :=4
r20(ϕ)− r20(φ)
R2(φ,ϕ)
r0(φ)
(
r′0(φ)− r′0(ϕ)
)
+ 8
r0(ϕ)r0(φ)
R2(φ,ϕ)
(
cosφ− cosϕ)( sinφ− sinϕ)
+ 4
(cosφ− cosϕ)2
R2(φ,ϕ)
(
r0(ϕ)r
′
0(φ) + r0(φ)r
′
0(ϕ)
)
.(64)
Since r′0 is Lipschitz then using the mean value theorem we get
∀φ,ϕ ∈ (0, π), |̺1(φ,ϕ)| + |̺2(φ,ϕ)| . (φ− ϕ)
2
R
3
2 (φ,ϕ)
·(65)
From Proposition A.1 combined with (19) we get
|F ′1(̺(φ,ϕ)) − 3/4| =
3
4
|F (5/2, 5/2; 4; ρ(φ,ϕ)) − 1|
.
̺(φ,ϕ)R(φ,ϕ)
(r0(φ)− r0(ϕ)2 + (cosφ− cosϕ)2
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.
r0(φ)r0(ϕ)
(φ− ϕ)2 .(66)
In addition
|κ2(φ,ϕ))| =|K1(φ,ϕ)||̺1(φ,ϕ) + ̺2(φ,ϕ)|
.
sinϕr20(ϕ)
R
3
2 (φ,ϕ)
(φ− ϕ)2
R
3
2 (φ,ϕ)
.
sinϕ (ϕ − φ)2
R2(φ,ϕ)
·
Consequently, we obtain in view of (H2)
|κ2(φ,ϕ)[F ′1(̺(φ,ϕ)) − 3/4]| .
sin(ϕ)r0(ϕ)r0(φ)
R2(φ,ϕ)
.
sinφ
R(φ,ϕ)
·(67)
As before, we can assume without any loss of generality that φ ∈ [0, π/2], then by (H2)∫ π
0
|κ2(φ,ϕ)[F ′1(̺(φ,ϕ)) − 3/4]|dϕ .
∫ pi
2
0
sinφ
(sinφ+ sinϕ)2
dϕ
.
∫ pi
2
0
φ(
φ+ ϕ
)2dϕ.
By the change of variables ϕ = φθ we get∫ pi
2
0
φ(
φ+ ϕ
)2dϕ = ∫ pi2φ
0
1(
1 + θ
)2dθ ≤ ∫ +∞
0
1(
1 + θ
)2dθ <∞.
Therefore
sup
φ∈[0,π/2]
∫ π
0
|κ2(φ,ϕ)[F ′1(̺(φ,ϕ)) − 3/4]|dϕ <∞.
Consequently
(68) sup
φ∈[0,π]
|ζ3(φ)| <∞.
Now, we shall calculate the limit of ζ3 at the origin. Let 0 < δ ≪ 1 enough small, then using
(67) combined with (49) and (H2) we obtain
lim
φ→0
∫ π
δ
κ2(φ,ϕ)[F
′
1(̺(φ,ϕ)) − 3/4]|dϕ = 0.
It follows that
lim sup
φ→0
ζ3(φ) = lim sup
φ→0
∫ δ
0
κ2(φ,ϕ)[F
′
1(̺(φ,ϕ)) − 3/4]|dϕ.
Making the change of variables ϕ = φθ yields
lim sup
φ→0
ζ3(φ) = lim sup
φ→0
∫ δ
φ
0
φκ2(φ, φθ)
[
F ′1(ρ(φ, φθ)) − 3/4
]
dθ.
Using Taylor expansion at the order one in (63) and (64) we can check that
lim
φ→0
φ̺1(φ, φθ) = 4
(θ − 1)2
(1 + θ)3
, lim
φ→0
φ̺2(φ, φθ) = 0.
Hence we get in view of the definition of κ2 and (50) the point-wise limit
4π lim
φ→0
φκ2(φ, φθ) =4π lim
φ→0
φK1(φ, φθ)
(
̺1(φ, φθ) + ̺2(φ, φθ)
)
= 4c−10
θ3(θ − 1)2
(1 + θ)6
·
It follows that
4π lim
φ→0
φκ2(φ, φθ)
(
F ′1(ρ(φ, φθ)− 3/4
)
= 4c−10
θ3(θ − 1)2
(1 + θ)6
(
F ′1
( 4θ
(1 + θ)2
)
− 3/4
)
.
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Applying Lebesgue theorem yields
(69) 4π lim
φ→0
ζ3(φ) = 4c
−1
0
∫ +∞
0
θ3(θ − 1)2
(1 + θ)6
(
F ′1
( 4θ
(1 + θ)2
)
− 3/4
)
dθ.
Putting together (44), (55), (61) and (69) we find
4π lim
φ→0
ν ′Ω(φ) =−
7
10
c−10 + 4c
−1
0
∫ +∞
0
θ3(θ − 1)2
(1 + θ)6
(
F ′1
( 4θ
(1 + θ)2
)
− 3/4
)
dθ
+ 3c−10
∫ +∞
0
θ2(1− θ)
(1 + θ)4
(
F1
(
4θ
(1 + θ)2
)
− 1
)
dθ := ηc−10 .
Notice that the real number η is well-defined since all the integrals converge. This shows the
existence of the derivative of νΩ at the origin. It is important to emphasize that number η is
independent of the profile r0 and we claim that the number η is zero. It is slightly difficult to
check this result directly from the integral representation of η, however we shall check it in a
different way by commuting its value for the unit ball{
(reiθ, z), r2 + z2 ≤ 1, θ ∈ R}
whose boundary can be parametrized by (φ, θ) 7→ (r0(φ)eiθ, cos φ) with r0(φ) = sinφ. Now
according to the identity (23) one has∫ π
0
H1(φ,ϕ)dϕ =
1
r0(φ)
∂rψ0(re
iθ, cos(φ))
∣∣
r=r0(φ) .
However it is known [33] that the stream function ψ0 is radial and quadratic inside the domain
taking the form
0 ≤ r ≤ sinφ, ψ0(reiθ, cos(φ) = 1
6
(
r2 + cos2 φ
)
.
Consequently, with this special geometry the function νΩ is constant and therefore
ν ′Ω(0) = ν
′
Ω(π) = 0.
• Step 2: ν ′Ω ∈ C α(0, π). We shall prove that ν ′Ω is C α(0, π) and for this purpose we start
with the first term in (44), i.e., ζ1. According to (45) it can be split into several terms and to
fix the ideas let us describe how to proceed with the first term given by
φ 7→ 4πr′0(φ)r0(φ)
∫ π
0
K1(φ,ϕ)
R(φ,ϕ)
dϕ = r′0(φ)r0(φ)
∫ π
0
sin(ϕ)r20(ϕ)
R
5
2 (φ,ϕ)
dϕ,
and check that it belongs to C α(0, π). The remaining terms of ζ1 can be treated in a similar way
and to alleviate the discussion we leave them to the reader.
From the assumptions (H) on r0 we have r
′
0, φ 7→ r0(φ)sinφ ∈ C α(0, π) , then using classical law
products it suffices to verify that
φ 7→
∫ π
0
sin(φ) sin(ϕ)r20(ϕ)
R
5
2 (φ,ϕ)
dϕ ∈ C α(0, π).
This function is locally C 1 in (0, π) and so the problem reduces to check the regularity close to
the boundary {0, π}. By symmetry it suffices to check the regularity near the origin. Decompose
the integral as follows∫ π
0
sin(φ) sin(ϕ)r20(ϕ)
R
5
2 (φ,ϕ)
dϕ =
∫ pi
2
0
sin(φ) sin(ϕ)r20(ϕ)
R
5
2 (φ,ϕ)
dϕ+
∫ π
pi
2
sin(φ) sin(ϕ)r20(ϕ)
R
5
2 (φ,ϕ)
dϕ.
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Since we are considering φ ∈ (0, π/2), it is easy to check that the last integral term defines a C 1
function in [0, π] and therefore the problem amounts to checking that the function
ζ1,1 : φ 7→
∫ pi
2
0
φ sin(ϕ)r20(ϕ)
R
5
2 (φ,ϕ)
dϕ,
is C α close to zero. Making the change of variables ϕ = φθ we get
ζ1,1(φ) =
∫ pi
2φ
0
φ2 sin(φθ)r20(φθ)
R
5
2 (φ, φθ)
dθ =
∫ pi
2φ
0
sin(φθ)
φ
(
r0(φθ)
φ
)2
((r0(φ)+r0(φθ)
φ
)2
+ ( cos(φ)−cos(φθ)φ )
2
) 5
2
dθ.
Let us now define the following functions
∀ s ∈ [φ, π/2], T1,φ(s) :=
∫ pi
2s
0
φ2 sin(φθ)r20(φθ)
R
5
2 (φ, φθ)
dθ,
and
(70) ∀ s ∈ (0, φ], T2,φ(s) :=
∫ pi
2φ
0
sin(sθ)
s
(
r0(sθ)
s
)2
(( r0(s)+r0(sθ)
s
)2
+ ( cos(s)−cos(sθ)s )
2
) 5
2
dθ.
We will show that T1,φ ∈ C α[φ, π/2] and T2,φ ∈ C α(0, φ] uniformly in φ ∈ (0, π2 ). Thus we get
in particular a constant C > 0 such that for any 0 < φ1 ≤ φ2 < π2 ,
(71) |T1,φ1(φ1)− T1,φ1(φ2)| ≤ C|φ1 − φ2|α,
and
(72) |T2,φ2(φ1)− T2,φ2(φ2)| ≤ C|φ1 − φ2|α.
By combining (71) and (72), we are able to get
|ζ1,1(φ1)− ζ1,1(φ2)| ≤ |T1,φ1(φ1)− T1,φ1(φ2)|+ |T2,φ2(φ1)− T2,φ2(φ2)| ≤ C|φ1 − φ2|α.
This ensures that ζ1,1 ∈ C α(0, π/2).
It remains to show that T1,φ ∈ C α([φ, π/2]) and T2,φ ∈ C α((0, φ]) uniformly in φ ∈ (0, π2 ). We
start with the term T1,φ. Then straightforward computations imply
∀ s ∈ [φ, π/2], |∂sT1,φ(s)| = π
2s2
φ2 sin(φπ/2s)r20(φπ/2s)
R
5
2 (φ, φπ/2s)
≤C 1
s5
φ5
φ5(1 + π2s)
5
≤ C,
for any φ, s ∈ (0, π/2]. Notice that we have used in the last line the following inequalities which
follow from the assumptions (H2),
φ . r0(φ) . φ, ∀φ ∈ [0, π/2]
and
(73) θ .
r0(φθ)
φ
. θ, ∀θ ∈ [0, π/2φ].
Hence T1,φ ∈ Lip([φ, π/2]), uniformly with respect to φ ∈ (0, π/2).
Let us move to the term T2,φ. First, we write
sin(φθ)
φ
= θ
∫ 1
0
cos(φθτ)dτ,
and taking the derivative with respect to φ we obtain
∂φ
(
sin(φθ)
φ
)
= −θ2
∫ 1
0
sin(φθτ)τ dτ.
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Hence,
(74)
∣∣∣∂φ(sin(φθ)
φ
) ∣∣∣ ≤ θ2.
By the mean value theorem we infer∣∣∣∣sin(s1θ)s1 − sin(s2θ)s2
∣∣∣∣ ≤ |s1 − s2|θ2
Interpolating between (73), which is also true for r0 = sin, and (74) we obtain
(75)
∣∣∣∣sin(s1θ)s1 − sin(s2θ)s2
∣∣∣∣ ≤ C|s1 − s2|αθ1−αθ2α = C|s1 − s2|αθ1+α.
Using Taylor formula
r0(φθ) = φθ
∫ 1
0
r′0(τφθ)dτ,
one finds that if 0 ≤ φθ ≤ π/2 then
(76)
∣∣∣∣∂φ(r0(φθ)φ
)∣∣∣∣ ≤ Cθ2.
As before, one gets that if 0 ≤ s1θ, s2θ ≤ π/2 hence
(77)
∣∣∣∣r0(s1θ)s1 − r0(s2θ)s2
∣∣∣∣ ≤ C|s1 − s2|αθ1+α.
Now, let us check that T2,φ is C
α(0, φ] uniformly in φ ∈ (0, π/2). Let s1, s2 ∈ (0, φ], then using
the estimates (75) and (73), we achieve for any s ∈ (0, φ],∣∣∣∣∣∣∣
∫ pi
2φ
0
(
sin(s1θ)
s1
− sin(s2θ)s2
)(
r0(sθ)
s
)2
((r0(s)+r0(sθ)
s
)2
+ ( cos(s)−cos(sθ)s )
2
) 5
2
dθ
∣∣∣∣∣∣∣ ≤ C|s1 − s2|α
∫ pi
2φ
0
θ1+αθ2
(1 + θ)5
≤ C|s1 − s2|α,
for α ∈ (0, 1). In the same way∣∣∣∣∣∣∣
∫ pi
2φ
0
sin(sθ)
s
r0(sθ)
s
(
r0(s1θ)
s1
− r0(s2θ)s2
)
((r0(s)+r0(sθ)
s
)2
+ ( cos(s)−cos(sθ)s )
2
) 5
2
dθ
∣∣∣∣∣∣∣ ≤ C|s1 − s2|α
∫ pi
2φ
0
θ1+αθ2
(1 + θ)5
≤ C|s1 − s2|α.
To analyze the difference of the denominator in T2,φ we first write that for any 0 ≤ sθ ≤ π2 ,
s5R−
5
2 (s, sθ) =
((
r0(s) + r0(sθ)
s
)2
+
(
cos(s)− cos(sθ)
s
)2)− 52
. (1 + θ)−5
and by differentiation using (74) and (76) we find that if 0 ≤ sθ ≤ π2 hence∣∣∣∂s((s5R− 52 (s, sθ))∣∣∣ . (1 + θ)−4.
This implies in view of the mean value theorem
∀ 0 ≤ s1θ, s2θ ≤ π
2
,
∣∣∣s51R− 52 (s1, s1θ)− s52R− 52 (s2, s2θ)∣∣∣ . (1 + θ)−4|s1 − s2|.
Moreover
∀ 0 ≤ s1θ, s2θ ≤ π
2
,
∣∣∣s51R− 52 (s1, s1θ)− s52R− 52 (s2, s2θ)∣∣∣ . (1 + θ)−5.
Then by interpolation we get
∀ 0 ≤ s1θ, s2θ ≤ π
2
,
∣∣∣s51R− 52 (s1, s1θ)− s52R− 52 (s2, s2θ)∣∣∣ . (1 + θ)α−5|s1 − s2|α.
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Therefore we obtain∫ pi
2φ
0
sin(sθ)
s
(
r0(sθ)
s
)2 ∣∣∣s51R− 52 (s1, s1θ)− s52R− 52 (s2, s2θ)∣∣∣ dθ . |s1 − s2|α
∫ ∞
0
(1 + θ)α−2dθ,
which converges since α ∈ (0, 1).
Combining the preceding estimates one deduces that
∀ s1, s0 ∈ (0, φ], |T2,φ(s1)− T2,φ(s2)| ≤ C|s1 − s2|α,
uniformly in φ ∈ (0, π/2). Hence, we conclude that ζ1,1 is C α(0, π/2), for any α ∈ (0, 1).
Let us now move to the regularity of ζ2 defined in (44) which takes the form
ζ2(φ) = − 3
8π
ζ2,1(φ) + ζ2,2(φ), ζ2,1(φ) :=
∫
π
0
∂φR(φ,ϕ)
R
5
2 (φ,ϕ)
sin(ϕ)r20(ϕ)[F1(ρ(φ,ϕ)) − 1]dϕ,
and
ζ2,2(φ) :=
∫
π
0
∂ϕK1(φ,ϕ)
(
F1(ρ(φ,ϕ)) − 1
)
dϕ.
We give the details for the first function which can be split into two parts as follows
ζ2,1(φ) =
∫ pi
2
0
∂φR(φ,ϕ)
R
5
2 (φ,ϕ)
sin(ϕ)r20(ϕ)[F1(ρ(φ,ϕ)) − 1]dϕ
+
∫
π
pi
2
∂φR(φ,ϕ)
R
5
2 (φ,ϕ)
sin(ϕ)r20(ϕ)[F1(ρ(φ,ϕ)) − 1]dϕ
=:I1(φ) + I2(φ).
As before by evoking the symmetry property or r we can restrict the study to φ ∈ [0, π2 ]. The
second term is the easiest one and we claim that I2 ∈W 1,∞. Indeed,
I ′2(φ) =
∫
π
pi
2
∂φ
(
∂φR(φ,ϕ)
R
5
2 (φ,ϕ)
)
sin(ϕ)r20(ϕ)[F1(ρ(φ,ϕ)) − 1]dϕ
+
∫
π
pi
2
∂φR(φ,ϕ)
R
5
2 (φ,ϕ)
sin(ϕ)r20(ϕ)F
′
1(ρ(φ,ϕ))∂φρ(φ,ϕ)dϕ.
It can be transformed into
I ′2(φ) =
∫ π
pi
2
∂φ
(
∂φR(φ,ϕ)
R
5
2 (φ,ϕ)
)
sin(ϕ)r20(ϕ)
(
F1(ρ(φ,ϕ)) − 1
)
dϕ
+
∫ π
pi
2
∂φR(φ,ϕ)
R
5
2 (φ,ϕ)
sin(ϕ)r20(ϕ)F
′
1(ρ(φ,ϕ))(∂φρ(φ,ϕ) + ∂ϕρ(φ,ϕ))dϕ
−
∫ π
pi
2
∂φR(φ,ϕ)
R
5
2 (φ,ϕ)
sin(ϕ)r20(ϕ)∂ϕ(F1(ρ(φ,ϕ) − 1)dϕ.
Integrating by parts yields
I ′2(φ) =
∫ π
pi
2
∂φ
(
∂φR(φ,ϕ)
R
5
2 (φ,ϕ)
)
sin(ϕ)r20(ϕ)
(
F1(ρ(φ,ϕ)) − 1
)
dϕ
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+
∫ π
pi
2
∂φR(φ,ϕ)
R
5
2 (φ,ϕ)
sin(ϕ)r20(ϕ)F
′
1(ρ(φ,ϕ))(∂φρ(φ,ϕ) + ∂ϕρ(φ,ϕ))dϕ
+
∫ π
pi
2
∂ϕ
(
∂φR(φ,ϕ)
R
5
2 (φ,ϕ)
sin(ϕ)r20(ϕ)
)(
F1(ρ(φ,ϕ) − 1
)
dϕ
+
∂φR(φ,
π
2 )
R
5
2 (φ, π2 )
r20 (π/2)
(
F1 (ρ (φ, π/2))− 1
)
.
Notice that the last term is bounded uniformly on φ ∈ [0, π/2]. In fact, one has from the
definition of R in (21)
∀φ ∈ [0, π/2], 1
R(φ, π2 )
≤ 1
r0(π/2)
·
Using (38) we get
∂φR(φ, π/2) = 2r
′
0(φ)(r0(φ) + r0(π/2)) − 2 sin φ cosφ.
Moreover, since r0 is symmetric with respect to π/2 then we get r
′
0
(
π
2
)
= 0, which implies that
∂φR(π/2, π/2) = 0 and by the mean value theorem,
∀φ ∈ (0, π),
∣∣∣(∂φR) (φ, π/2) ∣∣∣ . ∣∣∣φ− π
2
∣∣∣ .
Hence, combining (56) and (36) we find
∀φ ∈
(
0,
π
2
)
,
∣∣∣F1 (ρ(φ, π
2
))
− 1
∣∣∣ .ρ(φ, π
2
)(
1− ln
[
1− ρ
(
φ,
π
2
) ])
.
∣∣∣ln(π
2
− φ
)∣∣∣ .
Consequently
(78) ∀φ ∈
(
0,
π
2
)
,
∣∣∣∂φR(φ, π2 )∣∣∣
R
5
2 (φ, π2 )
r20
(π
2
) ∣∣∣F1 (ρ(φ, π
2
))
− 1
∣∣∣ . (π
2
− φ) ∣∣∣ln(π
2
− φ
)∣∣∣ ,
which ensures that this quantity is bounded in the interval (0, π2 ).
Next, let us check the boundedness of the integral terms of I ′2. Inequality (58) allows to get
sup
φ∈[0,pi/2]
ϕ∈[pi/2,pi]
∣∣∣∣∣∂φ
(
∂φR(φ,ϕ)
R(φ,ϕ)
5
2
)∣∣∣∣∣+
∣∣∣∣∣∂φR(φ,ϕ)R(φ,ϕ) 52
∣∣∣∣∣+
∣∣∣∣∣∂ϕ
(
∂φR(φ,ϕ)
R(φ,ϕ)
5
2
sin(ϕ)r0(ϕ)
2
)∣∣∣∣∣ <∞,
which implies
|I ′2(φ)| .1 +
∫ π
pi
2
∣∣∣F1(ρ(φ,ϕ)) − 1∣∣∣dϕ+
∫ π
pi
2
∣∣F ′1(ρ(φ,ϕ))(∂φρ(φ,ϕ) + ∂ϕρ(φ,ϕ))∣∣dϕ.
Therefore, (36) combined with (41) and (65) yield
∀φ ∈ [0, π/2], |I ′2(φ)| ≤C + C
∫ π
pi
2
ln
(
φ+ ϕ
|φ− ϕ|
)
dϕ+ C
∫ π
pi
2
R(φ,ϕ)
(φ− ϕ)2
(φ− ϕ)2
R
3
2 (φ,ϕ)
dϕ ≤ C.
Let us move to I1. First, we do the change of variables ϕ = φθ leading to
I1(φ) =
∫ pi
2φ
0
φ(∂φR)(φ, φθ)
R
5
2 (φ, φθ)
sin(φθ)r20(φθ)
(
F1(ρ(φ, φθ))− 1
)
dθ.
We will check that I1 is C
α(0, π/2), for any α ∈ (0, 1). Indeed, take φ1 ≤ φ2 ∈ (0, π2 ), then
I1(φ1)− I1(φ2) =
∫ pi
2φ1
pi
2φ2
φ1(∂φR)(φ1, φ1θ)
R
5
2 (φ1, φ1θ)
sin(φ1θ)r
2
0(φ1θ)
(
F1(ρ(φ1, φ1θ))− 1
)
dθ
30 C. GARCI´A, T. HMIDI, AND J. MATEU
+
∫ pi
2φ2
0
φ1(∂φR)(φ1, φ1θ)
R
5
2 (φ1, φ1θ)
sin(φ1θ)r
2
0(φ1θ)
(
F1(ρ(φ1, φ1θ))− F1(ρ(φ2, φ2θ))
)
dθ
+
∫ pi
2φ2
0
(
φ1(∂φR)(φ1, φ1θ)
R
5
2 (φ1, φ1θ)
sin(φ1θ)r
2
0(φ1θ)−
φ2(∂φR)(φ2, φ2θ)
R
5
2 (φ2, φ2θ)
sin(φ2θ)r
2
0(φ2θ)
)
×
(
F1(ρ(φ2, φ2θ))− 1
)
dθ
=:I1,1 + I1,2 + I1,3,(79)
where
I1,1 :=
∫ pi
2φ1
pi
2φ2
φ1(∂φR)(φ1, φ1θ)
R
5
2 (φ1, φ1θ)
sin(φ1θ)r
2
0(φ1θ)
(
F1(ρ(φ1, φ1θ))− 1
)
dθ.
We follow the ideas done for ζ1. In order to estimate I1,1, define
G1,φ(s) :=
∫ pi
2s
0
φ(∂φR)(φ, φθ)
R
5
2 (φ, φθ)
sin(φθ)r20(φθ)
(
F1(ρ(φ, φθ))− 1
)
dθ.
Then
∀ s ∈ [φ, π/2), ∂sG1,φ(s) = − π
2s2
φ(∂φR)(φ,
πφ
2s )
R
5
2 (φ, πφ2s )
sin
(
πφ
2s
)
r20
(
πφ
2s
)[
F1
(
ρ
(
φ,
πφ
2s
))
− 1
]
.
Applying the mean value theorem with
(∂φR)(φ, φθ) = 2r
′
0(φ)(r0(φ) + r0(φθ)) + 2 sin(φ)(cos(φθ)− cos(φ)),
we get
(80) |(∂φR)(φ, φθ)| ≤ Cφ(1 + θ) + φ|1− θ|.
Moreover, using as before (56) combined with the assumptions (H) we find
(81)
∣∣F1(ρ(φ, φθ))− 1∣∣ . 1
1 + θ
(
1 + ln
∣∣∣∣1 + θ1− θ
∣∣∣∣ ).
Putting together the preceding estimates allows to get
|∂sG1,φ(s)| . 1
s2
φ
{
φ(1 + π2s) + φ|1− π2s |
}
φ5(1 + π2s)
5
φ3
s3
1
1 + π2s
(
1 + ln
∣∣∣∣1 + π2s1− π2s
∣∣∣∣)
.
(s+ π2 ) + |s− π2 |
(s+ π2 )
6
(
1 + ln
∣∣∣∣1 + π2s1− π2s
∣∣∣∣) .
It follows that
∀s ∈ (0, π/2), sup
φ∈(0,s]
|∂sG1,φ(s)| .1 +
∣∣∣ln(π
2
− s
)∣∣∣ .
Now using this estimate combined with the mean value theorem we get for 0 < φ1 ≤ φ2 < π2
|I1,1| ≤
∫ φ2
φ1
|∂sG1,φ1(s)| ds
≤C|φ1 − φ2|+
∫ φ2
φ1
∣∣∣ln(π
2
− s
)∣∣∣ ds.
Using Ho¨lder inequality yields for any α ∈ (0, 1),∫ φ2
φ1
∣∣∣ln(π
2
− s
)∣∣∣ ds ≤|φ1 − φ2|α
(∫ pi
2
0
∣∣∣ln(π
2
− s
)∣∣∣ 11−α ds)1−α ≤ Cα|φ1 − φ2|α.
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Notice that the constant Cα blows up when α approaches 1. Thus
∀φ1, φ2 ∈ (0, π/2), |I1,1| ≤ Cα|φ1 − φ2|α.
Next, let us move to the estimate of I1,2. Using (41) we arrive at
(82) |F ′1(ρ(φ, φθ))| ≤ C
R(φ, φθ)
φ2(1− θ)2 ≤ C
(1 + θ)2
(1− θ)2 ·
Set
R(θ, φ) := ρ(φ, φθ) =
4r0(φ)r0(φθ)
R(φ, φθ)
,
then differentiating with respect to θ we get
∂θR(θ, φ) =− 8r0(φ)r0(φθ)
R(φ, φθ)2
(
(r0(φ) + r0(φθ))φr
′
0(φθ) + (cos(φ)− cos(φθ))φ sin(φθ)
)
+
4r0(φ)φr
′
0(φθ)
R(φ, φθ)
·
Using the assumption (H2) we may check that
∀ 0 ≤ φθ ≤ π/2, |∂θR(θ, φ)| ≤ C
(1 + θ)2
,
where C depends only on ‖r′0‖L∞ . Now by rewriting
∂θR(θ, φ) =
4r0(φ)
φ r
′
0(φθ)(
r0(φ)+r0(φθ)
φ
)2
+
(
cos(φ)−cos(φθ)
φ
)2
−
8 r0(φ)φ
r0(φθ)
φ{(
r0(φ)+r0(φθ)
φ
)2
+
(
cos(φ)−cos(φθ)
φ
)2}2
×
[
(r0(φ) + r0(φθ))
φ
r′0(φθ) + (cos(φ)− cos(φθ))
sin(φθ)
φ
]
,
and differentiating on φ we get the estimate
∀ 0 ≤ φθ ≤ π/2, |∂φ∂θR(θ, φ)| ≤ C
(1 + θ)
,
where C depends only on ‖r0‖C2 . Taylor formulae
R(θ, φ) = R(1, φ) +
∫ θ
1
∂θR(τ, φ)dτ
combined with R(1, φ) = 1 yields
∂φR(θ, φ) =
∫ θ
1
∂φ∂θR(τ, φ)dτ.
This implies in turn that
(83) sup
φ∈(0, pi
2θ
)
|∂φR(θ, φ)| ≤ C
∣∣∣∣ln(1 + θ2
)∣∣∣∣ .
Combining this estimate with (82) we deduce that
sup
φ∈(0, pi
2θ
)
∣∣∂φ[F1(ρ(φ, φθ))]∣∣ ≤ C (1 + θ)2
(1− θ)2
∣∣∣∣ln(1 + θ2
)∣∣∣∣ .
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Following an interpolation argument combining the preceding estimate with (81) yields for any α ∈ [0, 1]
and for 0 < φ1 ≤ φ2 ≤ π2θ∣∣F1(ρ(φ1, φ1θ))− F1(ρ(φ2, φ2θ))∣∣ ≤ C|φ1 − φ2|α (1 + θ)3α−1|1− θ|2α
∣∣∣∣ln(1 + θ2
)∣∣∣∣α(1 + ln ∣∣∣∣1 + θ1− θ
∣∣∣∣)1−α .
Plugging this estimate into the definition of I1,2 given in (79) implies
|I1,2| ≤ C|φ1 − φ2|α
∫ ∞
0
θ3
(1 + θ)5
(1 + θ)3α−1
|1− θ|2α
∣∣∣∣ln(1 + θ2
)∣∣∣∣α(1 + ln ∣∣∣∣1 + θ1− θ
∣∣∣∣)1−α dθ.
This integral converges, close to 1 and at ∞, provided that 0 ≤ α < 1. We mention that to get
the integrability close to 1 we use the approximation
ln
(
1 + θ
2
)
1∼ θ − 1
2
·
As to the estimate of the term I1,3 described in (79) we roughly implement similar ideas. For
that purpose, we introduce the function
∀ 0 ≤ s ≤ φ ≤ π
2
, G2,φ(s) =:
∫ pi
2φ
0
s(∂φR)(s, sθ)
R
5
2 (s, sθ)
sin(sθ)r20(sθ)[F1(ρ(φ, φθ)) − 1]dθ
=
∫ pi
2φ
0
(∂φR)(s,sθ)
s
R
5
2 (s,sθ)
s5
sin(sθ)
s
(r0(sθ)
s
)2(
F1(ρ(φ, φθ)) − 1
)
dθ.
Then combining (75), (80) and (81), we deduce that∫ pi
2φ
0
|∂φR(s,sθ)|
s
∣∣∣ sin(s1θ)s1 − sin(s2θ)s2 ∣∣∣((
r0(s)+r0(sθ)
s
)2
+
(
cos(s)−cos(sθ)
s
)2)52 r0(sθ)
2
s2
∣∣F1(ρ(φ, φθ)) − 1∣∣dθ
≤C|s1 − s2|α
∫ ∞
0
1 + θ
(1 + θ)5
θ1+αθ2
1
1 + θ
(
1 + ln
∣∣∣∣1 + θ1− θ
∣∣∣∣) dθ
≤C|s1 − s2|α,
provided that α ∈ (0, 1). Implementing the same analysis for the remaining terms and using in
particular (77) as for ζ1, we find
∀ 0 ≤ s1, s2 ≤ φ, |G2,φ(s1)−G2,φ(s2)| ≤ C|s1 − s2|α,
uniformly for φ ∈ (0, π/2). Therefore from the definition (79) we obtain for any 0 ≤ φ1 ≤ φ2 ≤ π2 ,
|I1,3| =
∣∣G2,φ2(φ1)−G2,φ2(φ1)∣∣ ≤ C|φ1 − φ2|α.
It remains to estimate the term ζ3 defined by (44). It can be split as follows,
ζ3(φ) =
1
4π
∫ π
0
sin(ϕ)r20(ϕ)
R
3
2 (φ,ϕ)
(∂φρ(φ,ϕ) + ∂ϕρ(φ,ϕ))
[
F ′1(ρ(φ,ϕ)) −
3
4
]
dϕ
=
1
4π
∫ pi
2
0
sin(ϕ)r20(ϕ)
R
3
2 (φ,ϕ)
(∂φρ(φ,ϕ) + ∂ϕρ(φ,ϕ))
[
F ′1(ρ(φ,ϕ)) −
3
4
]
dϕ
+
1
4π
∫ π
pi
2
sin(ϕ)r20(ϕ)
R
3
2 (φ,ϕ)
(∂φρ(φ,ϕ) + ∂ϕρ(φ,ϕ))
[
F ′1(ρ(φ,ϕ)) −
3
4
]
dϕ
=I3 + I4.
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We will show that I3 belongs to C
α(0, π2 ) and the same procedure works as well to check the
regularity for I4 that we skip here. To estimate I3 we proceed as before through the use of the
change of variables ϕ = φθ,
I3(φ) =
1
4π
∫ pi
2φ
0
φ sin(φθ)r0(φθ)
2
R(φ, φθ)
3
2
((∂φρ)(φ, θφ) + (∂ϕρ)(φ, φθ))
[
F ′1(ρ(φ, φθ)) −
3
4
]
dθ.
Define the functions
H1,φ(s) :=
∫ pi
2s
0
φ sin(φθ)r20(φθ)
R
3
2 (φ, φθ)
(
(∂φρ)(φ, θφ) + (∂ϕρ)(φ, φθ)
) [
F ′1(ρ(φ, φθ)) −
3
4
]
dθ,
H2,φ(s) :=
∫ pi
2φ
0
s sin(sθ)r20(sθ)
R2(s, sθ)
R
1
2 (φ, φθ)
(
(∂φρ)(φ, θφ) + (∂ϕρ)(φ, φθ)
) [
F ′1(ρ(φ, φθ)) −
3
4
]
dθ,
H3,φ(s) :=
∫ pi
2φ
0
φ sin(φθ)r20(φθ)
R2(φ, φθ)
R
1
2 (s, sθ)
(
(∂φρ)(s, θs) + (∂ϕρ)(s, sθ)
) [
F ′1(ρ(φ, φθ))−
3
4
]
dθ,
H4,φ(s) :=
∫ pi
2φ
0
φ sin(φθ)r20(φθ)
R2(φ, φθ)
R
1
2 (φ, φθ)
(
(∂φρ)(φ, θφ) + (∂ϕρ)(φ, φθ)
) [
F ′1(ρ(s, sθ))−
3
4
]
dθ.
In order to check that I3 belongs to C
α(0, π2 ), it suffices to prove that each function Hi,φ is in
C α(0, π2 ) uniformly in φ ∈ (0, π/2), for any i = 1, . . . , 4. Let us start with H1,φ showing that its
derivative is bounded.
From straightforward calculus it is easy to check that for any 0 ≤ φ ≤ s < π2 ,
|H ′1,φ(s)| ≤
π
2s2
φ sin
(
φπ
2s
)
r20
(
φπ
2s
)
R
3
2
(
φ, φπ2s
) ∣∣∣(∂φρ) (φ, φπ/2s) + (∂ϕρ) (φ, φπ/2s) ∣∣∣ ∣∣∣∣F ′1 (ρ(φ, φπ/2s))− 34
∣∣∣∣ .
Hence, we obtain
|H ′1,φ(s)| .
1
s5
φ4
φ3(1 + π2s)
3
∣∣∣(∂φρ) (φ, φπ/2s) + (∂ϕρ) (φ, φπ/2s) ∣∣∣ ∣∣∣∣F ′1 (ρ(φ, φπ/2s))− 34
∣∣∣∣ .
Using (62)–(65)–(66) allows to get
|H ′1,φ(s)| .
1
s5
φ4
φ3(1 + π2s)
3
φ2
(
1− π2s
)2
φ3
(
1 + π2s
)3 φ2 π2s
φ2
(
1− π2s
)2 . 1,
which is uniformly bounded on 0 ≤ φ ≤ s < π2 . We shall skip the details for H2,φ which can be
analyzed following the same lines of the term T2,φ introduced in (70).
Let us now focus on the estimate of H3,φ. Set
T (θ, s) := R
1
2 (s, sθ)
(
(∂φρ)(s, sθ) + (∂ϕρ)(s, sθ)
)
,
then using (65), we deduce
(84) |T (θ, s)| ≤ C (1− θ)
2
(1 + θ)2
·
By ranging the expression of T as follows
T (θ, s) =4
r20(sθ)
s2 −
r20(s)
s2
R
3
2 (s,sθ)
s3
r′0(s)
(
r0(sθ)
s
− r0(s)
s
)
+ 4
r20(sθ)
s2
− r20(s)
s2
R
3
2 (s,sθ)
s3
r0(s)
s
(
r′0(s)− r′0(sθ)
)
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+ 8
r0(sθ)
s
r0(s)
s
R
3
2 (s,sθ)
s3
(
cos s− cos sθ)
(
sin s
s
− sin sθ
s
)
+ 4
(cos s−cos sθ)2
s2
R
3
2 (s,sθ)
s3
(
r0(sθ)
s
r′0(s) +
r0(s)
s
r′0(sθ)
)
,
and differentiating with respect to s we find
(85) |∂sT (θ, s)| ≤ C (1− θ)
2
(1 + θ)
.
We will not give the full details for this estimate because the computations are long and tedious,
but to get a more precise idea how this works we shall just explain the estimate of the first term
in ∂sT given by (the other terms are treated similarly)
∀ 0 < θs < π
2
, T1(θ, s) =: 4
∂s
(
r0(sθ)−r0(s)
s
)
r0(sθ)+r0(s)
s
R
3
2 (s,sθ)
s3
r′0(s)
r0(sθ)− r0(s)
s
·
Define
∀ 0 < θs < π
2
, g(θ, s) :=
r0(sθ)− r0(s)
s
·
Then, one has ∂θg(θ, s) = r
′
0(sθ) and then
(86) |∂s∂θg(θ, s)| = |θr′′0(sθ)| ≤ Cθ.
Since g(1, s) = 0, we can write by Taylor formulae
g(θ, s) =
∫ θ
1
∂θg(τ, s)dτ,
and hence
∂sg(θ, s) =
∫ θ
1
∂s∂θg(τ, s)dτ.
Using (86), we achieve
∀ 0 < θs < π
2
, |∂sg(θ, s)| ≤ C|1− θ|θ.
Plugging this into the the definition of T1 and using the mean value theorem yield to the estimate
|T1| ≤ C |1− θ|θ(1 + θ)|1− θ|
(1 + θ)3
≤ C (1− θ)
2
(1 + θ)
·
Now, interpolating between (84) and (85), we find that for any α ∈ (0, 1)
(87) |T (θ, s1)−T (θ, s2)| ≤ C|s1 − s2|α (1− θ)
2
(1 + θ)2−α
.
Using (66) we get
(88) ∀ 0 ≤ φθ ≤ π
2
,
∣∣∣∣F ′1(ρ(φ, φθ)) − 34
∣∣∣∣ ≤ C θ(1− θ)2 .
Combining this estimate with (87) and (66), we conclude that for any 0 ≤ s1, s2 ≤ φ ≤ π2
|H3,φ(s1)−H3,φ(s2)| ≤C|s1 − s2|α
∫ +∞
0
φ4θ3
φ4(1 + θ)4
(1− θ)2
(1 + θ)2−α
θ
(1− θ)2dθC|s1 − s2|
α,(89)
for any α ∈ (0, 1). Let us finish working with H4,φ. Moreover, as a consequence of (199) and
(83) one has
(90)
∣∣∣∣∂s(F ′1(ρ(s, sθ))− 34
)∣∣∣∣ ≤ C|F ′′1 (ρ(s, sθ))||∂s(ρ(s, sθ))| ≤ C (1 + θ)4(1− θ)4
∣∣∣∣ln(1 + θ2
)∣∣∣∣ .
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Interpolating between (88) and (90) we achieve∣∣F ′1(ρ(s1, s1θ))− F ′1(ρ(s2, s2θ))∣∣ ≤C|s1 − s2|α (1 + θ)4α(1− θ)4α
∣∣∣∣ln(1 + θ2
)∣∣∣∣α θ1−α(1− θ)2(1−α)
≤C|s1 − s2|α (1 + θ)
1+3α
(1− θ)2+2α
∣∣∣∣ln(1 + θ2
)∣∣∣∣α .(91)
Finally, using (63), (65), (84) and (91) we obtain for any 0 ≤ s1, s2 ≤ φ
|H4,φ(s1)−H4,φ(s2)| ≤C|s1 − s2|α
∫ +∞
0
θ3
(1 + θ)4
(1− θ)2
(1 + θ)2
(1 + θ)1+3α
(1− θ)2+2α
∣∣∣∣ln(1 + θ2
)∣∣∣∣α dθ
≤C|s1 − s2|α
∫ +∞
0
(1 + θ)3α−2|1− θ|−2α
∣∣∣∣ln(1 + θ2
)∣∣∣∣α dθ
≤C|s1 − s2|α,
the convergence of the integral is guaranteed provided that α ∈ (0, 1). This achieves the proof
of νΩ ∈ C 1,α(0, π) for any α ∈ (0, 1).
(4) Since the function νΩ reaches its minimum at a point φ0 ∈ [0, π], we have that if this point
belongs to the open set (0, π) then necessary ν ′Ω(φ0) = 0. However when φ0 ∈ {0, π} then from
the point (3) of Proposition 4.1 we deduce also that the derivative is vanishing at φ0. Using the
mean value theorem, we obtain for any φ ∈ [0, π]
νΩ(φ) =νΩ(φ0) + ν
′
Ω
(
φ
)
(φ− φ0) = νΩ(φ0) +
(
ν ′Ω
(
φ
)− ν ′Ω(φ0))(φ− φ0),
for some φ ∈ (φ0, φ). Since ν ′Ω ∈ C α then∣∣∣ν ′Ω(φ)− ν ′Ω(φ0)∣∣∣ ≤ ‖ν ′Ω‖Cα |φ− φ0|α.
Notice that ‖ν ′Ω‖Cα is independent of Ω. Consequently
∀φ ∈ [0, π], 0 ≤ νΩ
(
φ
)− νΩ(φ0) ≤ C|φ− φ0|1+α,
for some absolute constant C. In the particular case Ω = κ we get from the definition (33) that
νκ(φ0) = 0 and therefore the preceding result becomes
∀φ ∈ [0, π], 0 ≤ νκ
(
φ
) ≤ C|φ− φ0|1+α, νκ(φ0) = 0.

4.3. Eigenvalue problem. In Section 4.1 we have checked that the operator LΩn defined in
(29) is of integral type. Then studying the kernel of this operator reduces to solving the integral
equation
(92) KΩnhn(φ) :=
∫ π
0
Kn(φ,ϕ)hn(ϕ)dµΩ(ϕ) = hn(φ), ∀φ ∈ [0, π],
where the kernel Kn and the measure dµΩ are defined successively in (30) and (32). The
parameter Ω ranges over the interval (−∞, κ). This latter condition is imposed to guarantee
the positivity of the measure dµΩ through the positivity of νΩ according to Lemma 4.1. We
point out that studying the kernel of LΩn amounts to finding the values of Ω such that 1 is an
eigenvalue of KΩn . To investigate the spectral study of KΩn we need to introduce the Hilbert space
L2µΩ of measurable functions f : [0, π]→ R such that
(93) ‖f‖µΩ :=
(∫ π
0
|f(ϕ)|2dµΩ(ϕ)
) 1
2
<∞.
Notice that the space L2µΩ is equipped with the usual inner product:
〈f, g〉Ω =
∫ π
0
f(ϕ)g(ϕ)dµΩ(ϕ), ∀ f, g ∈ L2µΩ .(94)
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Remarks 4.1. (1) Since dµΩ is a nonnegative bounded Borel measure for any Ω ∈ (−∞, κ),
then the Hilbert space L2µΩ is separable.
(2) For any Ω ∈ (−∞, κ), the space L2µΩ is isomorphic to the space L2µ where
dµ(ϕ) = sin(ϕ) r20(ϕ) dϕ.
This follows from Proposition 4.1-(2)which ensures that νΩ is nowhere vanishing. How-
ever this property fails for the critical value Ω = κ because νκ is vanishing at some
points.
The next proposition deals with some basic properties of the operator KΩn .
Proposition 4.2. Let Ω ∈ (−∞, κ) and r0 satisfies the assumptions (H1) and (H2). Then,
the following assertions hold true.
(1) For any n ≥ 1, the operator KΩn : L2µΩ → L2µΩ is Hilbert–Schmidt and self-adjoint.
(2) For any n ≥ 1, the eigenvalues of KΩn form a countable family of real numbers. Let
λn(Ω) be the largest eigenvalue, then it is strictly positive and satisfies∫ π
0
∫ π
0
Hn(φ,ϕ) sin
1
2 (φ)r0(φ)̺(ϕ)̺(φ)
ν
1
2
Ω(ϕ)ν
1
2
Ω(φ) sin
1
2 (ϕ)r0(ϕ)
dϕdφ ≤ λn(Ω) ≤
∫ π
0
∫ π
0
K2n(φ,ϕ)dµΩ(ϕ) dµΩ(φ),
for any function ̺ such that
∫ π
0
̺2(ϕ)dϕ = 1.
(3) We have the following decay: for any α ∈ [0, 1) there exists C > 0 such that
∀Ω ∈ (−∞, κ), ∀n ≥ 1,
∫ π
0
∫ π
0
K2n(φ,ϕ)dµΩ(ϕ) dµΩ(φ) ≤ C(κ− Ω)−2n−α.
(4) The eigenvalue λn(Ω) is simple and the associated nonzero eigenfunctions do not vanish
in (0, π).
(5) For any Ω ∈ (−∞, κ), the sequence n ∈ N⋆ 7→ λn(Ω) is strictly decreasing.
(6) For any n ≥ 1 the map Ω ∈ (−∞, κ) 7→ λn(Ω) is differentiable and strictly increasing.
Proof. (1) In order to check that KΩn is a Hilbert–Schmidt operator, we need to verify that the
kernel Kn satisfies the integrability condition
‖KΩn ‖µΩ :=
(∫ π
0
∫ π
0
|Kn(φ,ϕ)|2dµΩ(ϕ)dµΩ(φ)
) 1
2
< +∞.
Indeed, by (30) anf (22), one gets
‖KΩn ‖2µΩ =Cn
∫ π
0
∫ π
0
sin(ϕ) sin(φ) r2n0 (φ)r
2n
0 (ϕ)
R2n+1(φ,ϕ) νΩ(ϕ)νΩ(φ)
F 2n
(
4r0(φ)r0(ϕ)
R(φ,ϕ)
)
dϕdφ,
for some constant Cn and R was defined in (21). Remark that∣∣∣∣4r0(φ)r0(ϕ)R(φ,ϕ)
∣∣∣∣ ≤ 1.
Moreover, according to Lemma 4.1 the function νΩ(ϕ) is not vanishing in the interval [0, π]
provided that Ω < κ. Therefore we get
‖KΩn ‖2µΩ .
∫ π
0
∫ π
0
sin(ϕ) sin(φ)
R(φ,ϕ)
F 2n
(
4r0(φ)r0(ϕ)
R(φ,ϕ)
)
dϕdφ.
By (197) and the assumption (H2) we deduce that
‖KΩn ‖2µΩ ≤C + C
∫ π
0
∫ π
0
ln2
(
1− 4r0(φ)r0(ϕ)
R(φ,ϕ)
)
dϕdφ
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≤C + C
∫ π
0
∫ π
0
ln2
(
(r0(φ)− r0(ϕ))2 + (cosφ− cosϕ)2
R(φ,ϕ)
)
dϕdφ.
It suffices now to use the inequality (36) to get
‖KΩn ‖2µΩ ≤C + C
∫ π
0
∫ π
0
ln2
(
sinφ+ sinϕ
|φ− ϕ|
)
dϕdφ <∞.
This concludes that the operator KΩn is bounded and is of Hilbert–Schmidt type. As a conse-
quence from the general theory this operator is necessary compact.
On the other hand, as we have mentioned before the kernel Kn is symmetric in view of
the formula (34) and the symmetry of R defined in (21). Therefore we deduce that KΩn is a
self–adjoint operator
(2) From the spectral theorem on self-adjoint compact operators, we know that the eigenvalues
of KΩn form a countable family of real numbers. Define the real numbers
m = inf
‖h‖µΩ=1
〈KΩnh, h〉Ω and M = sup
‖h‖µΩ=1
〈KΩnh, h〉Ω.
Since K is self-adjoint, we obtain σ(KΩn ) ⊂ [m,M ], with m ∈ σ(KΩn ) and M ∈ σ(KΩn ), where the
set σ(KΩn ) denotes the spectrum of KΩn . Since λn(Ω) is the largest eigenvalue, then
(95) λn(Ω) =M = sup
‖h‖µΩ=1
〈KΩnh, h〉Ω.
We shall prove that M > 0 and |m| ≤ M . Indeed, for any h ∈ L2µΩ , the positive function |h|
belongs also to L2µΩ with the same norm and using the positivity of the kernel Kn we obtain
sup
‖h‖µΩ=1
〈KΩnh, h〉Ω = sup
h≥0,‖h‖µΩ=1
〈KΩnh, h〉Ω.
Using once again the positivity of the kernel one deduces that
∀h ≥ 0, ‖h‖µΩ = 1 =⇒ 〈KΩnh, h〉Ω > 0.
Consequently, we obtain that M > 0. In order to prove that |m| ≤ M , we shall proceed as
follows. Using the positivity of the kernel, we achieve
|m| ≤ 〈KΩn |h|, |h|〉Ω ≤M, ∀ ‖h‖µΩ = 1.
This implies that M is nothing but the spectral radius of the operator KΩn , that is,
M = ‖KΩn ‖L(L2µΩ ).
From the Cauchy–Schwarz inequality, one deduces that
‖KΩn ‖2L(L2µΩ ) ≤
∫ π
0
∫ π
0
|Kn(φ,ϕ)|2dµΩ(φ)dµΩ(ϕ),
which implies that
λ2n(Ω) ≤
∫ π
0
∫ π
0
|Kn(φ,ϕ)|2dµΩ(φ)dµΩ(ϕ).
For the lower bound, we shall work with the special function
f(ϕ) =
̺(ϕ)
sin(ϕ)
1
2 r0(ϕ)νΩ(ϕ)
1
2
, ϕ ∈ (0, π),
with the normalized condition ‖f‖µΩ = 1 which is equivalent to∫ π
0
̺2(ϕ)dϕ = 1
and
λn(Ω) ≥ 〈KΩn f, f〉Ω =
∫ π
0
∫ π
0
Hn(φ,ϕ)
ν
1
2
Ω(ϕ)ν
1
2
Ω(φ)
sin
1
2 (φ)r0(φ)
sin
1
2 (ϕ)r0(ϕ)
̺(ϕ)̺(φ)dϕdφ.
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This gives the announced lower bound for the largest eigenvalue.
(3) From the expression of Kn given by (30) we easily get
‖KΩn ‖2µΩ≤
∫ π
0
∫ π
0
K2n(φ,ϕ)dµΩ(ϕ) dµΩ(φ) =
∫ π
0
∫ π
0
H2n(φ,ϕ)
νΩ(φ)νΩ(ϕ)
sin(φ)r20(φ)
sin(ϕ)r20(ϕ)
dφdϕ.
Using the definition (33) of κ we infer
∀φ ∈ [0, π], νΩ(φ) ≥ κ− Ω
and combined with the assumption (H2) we obtain
‖KΩn ‖2µΩ . (κ− Ω)−2
∫ π
0
∫ π
0
H2n(φ,ϕ)
sin(φ)r20(φ)
sin(ϕ)r20(ϕ)
dφdφdϕ.
Applying Lemma 3.1 yields for any 0 ≤ α < β ≤ 1
‖KΩn ‖2µΩ .(κ− Ω)−2n−2α
∫ π
0
∫ π
0
|φ− ϕ|−2βdφdϕ.
By taking β < 12 we get the convergence of the integral and consequently we obtain the desired
result,
‖KΩn ‖2µΩ . (κ− Ω)−2n−2α.
(4) First, let us check that any nonzero eigenfunction associated to the largest eigenvalue λn(Ω)
should be with a constant sign. Indeed, let f be a nonzero normalized eigenfunction and assume
that it changes the sign over a non negligible set. From the strict positivity of the kernel in the
interval (0, π), we deduce that
KΩn f(φ) < KΩn |f |(φ), ∀φ ∈ (0, π).
First, by the assumption on f we get∫ π
0
KΩn (f)(φ)f(φ)dµΩ(φ) = λn(Ω)
∫ π
0
f2(φ)dµΩ(φ) = λn(Ω).
Second, from (95) we have that∫ π
0
KΩn (|f |)(φ)|f(φ)|dµΩ(φ) ≤ λn(Ω).
Consequently,
λn(Ω) =
∫ π
0
KΩn (f)(φ)f(φ)dµΩ(φ) <
∫ π
0
KΩn (|f |)(φ)|f(φ)|dµΩ(φ) ≤ λn(Ω),
achieving a contradiction. Hence, any nonzero eigenfunction of λn(Ω) must have a constant
sign. Now let us check that f is not vanishing in (0, π). First we write
f(φ) =
1
λn(Ω)
KΩn f(φ) =
1
λn(Ω)νΩ(φ)
∫ π
0
Hn(φ,ϕ)f(ϕ)dϕ.
From (22) and Lemma 4.1 we get
∀φ,ϕ ∈ (0, π), Hn(φ,ϕ) > 0, νΩ(φ) > 0.
The first assertion follows from the strict positivity of the associated hypergeometric function.
Combined with the positivity of f we deduce that
∀φ ∈ (0, π), f(φ) > 0.
Finally, we shall check that the dimension of the subspace generated by the eigenfunctions
associated to λn(Ω) is one–dimensional. Assume that we have two independent eigenfunctions
f0 and f1, which are necessary with constant sign, then there exists a, b ∈ R such that the
eigenfunction af0 + bf1 changes its sign. This is a contradiction.
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(5) Using (30) combined with Lemma 3.1, we get that n ∈ N⋆ 7→ Kn(φ,ϕ) is strictly decreasing
for any ϕ 6= φ ∈ (0, π). Then, for any Ω ∈ (−∞, κ) and for any nonnegative function f , we get
∀φ ∈ (0, π), KΩn f(φ) > KΩn+1f(φ),
which implies in turn that∫ π
0
KΩn (f)(φ)f(φ)dµΩ(φ) >
∫ π
0
KΩn+1(f)(φ)f(φ)dµΩ(φ).
Since the largest eigenvalue λn+1(Ω) is reached at some positive normalized function fn+1 ≥ 0,
then
λn+1(Ω) =
∫ π
0
KΩn+1(fn+1)(φ)fn+1(φ)dµΩ(φ)
<
∫ π
0
KΩn (fn+1)(φ)fn+1(φ)dµΩ(φ)
< sup
‖f‖µΩ=1
∫ π
0
KΩn (f)(φ)f(φ)dµΩ(φ)
< λn(Ω).
This provides the announced result.
(6) Fix Ω0 ∈ (−∞, κ) and denote by fΩn the positive normalized eigenfunction associated to the
eigenvalue λn(Ω). Using the definition of eigenfunction, then
λn(Ω) =
〈KΩn fΩn , fΩ0n 〉Ω0
〈fΩn , fΩ0n 〉Ω0
, ‖fΩn ‖µΩ0 = 1.
The regularity follows from the general theory using the fact this eigenvalue is simple. However
we can in our special case give a direct proof for its differentiability in the following way. From
the decomposition
1
νΩ(φ)
=
1
νΩ0(φ)
+
Ω− Ω0
νΩ(φ)νΩ0(φ)
,
we get according to the expression of KΩn
KΩn f(φ) =
1
νΩ0(φ)
∫ π
0
Hn(φ,ϕ)f(ϕ)dϕ + (Ω− Ω0)
∫ π
0
Hn(φ,ϕ)
νΩ(φ)νΩ0(φ)
f(ϕ)dϕ
=KΩ0n f(φ) + (Ω− Ω0)RΩ0,Ωn f(φ)
with
RΩ0,Ωn f(φ) :=
∫ π
0
Hn(φ,ϕ)
νΩ(φ)νΩ0(φ)
f(ϕ)dϕ.
Therefore we obtain
λn(Ω) =
〈KΩ0n fΩn , fΩ0n 〉Ω0
〈fΩn , fΩ0n 〉Ω0
+ (Ω − Ω0)〈R
Ω0,Ω
n fΩn , f
Ω0
n 〉Ω0
〈fΩn , fΩ0n 〉Ω0
.
As KΩ0n is self-adjoint on the Hilbert space L2µΩ0 then
〈KΩ0n fΩn , fΩ0n 〉Ω0
〈fΩn , fΩ0n 〉Ω0
=
〈fΩn ,KΩ0n fΩ0n 〉Ω0
〈fΩn , fΩ0n 〉Ω0
= λn(Ω0).
Therefore we deuce that Ω 7→ λn(Ω) is differentiable at Ω0 and
λ′n(Ω0) =
〈RΩ0,Ω0n fΩ0n , fΩ0n 〉Ω0
〈fΩ0n , fΩ0n 〉Ω0
=
∫ π
0
Hn(φ,ϕ)
νΩ0(φ)
fΩ0n (ϕ)f
Ω0
n (φ) sin(φ)r
2
0(φ)dφdϕ.
This formula is nothing but the Feynman-Hellman formula. Since
∀ϕ, φ ∈ (0, π), Hn(φ,ϕ) > 0, fΩ0n (φ) > 0, νΩ0(φ) > 0,
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we find that λ′n(Ω0) > 0, which achieves the proof of the suitable result. 
Next we shall establish the following result.
Proposition 4.3. Let n ≥ 1 and r0 satisfies the assumptions (H1) and (H2). Set
(96) Sn :=
{
Ω ∈ (−∞, κ) s.t. λn(Ω) = 1
}
.
Then the following holds true
(1) The set Sn is formed by a single point denoted by Ωn .
(2) The sequence (Ωn)n≥1 is strictly increasing and satisfies
lim
n→+∞Ωn = κ.
Proof. (1) To check that the set Sn is non empty we shall use the intermediate value theorem.
From the upper bound in Proposition 4.2–(2) and (30)we find that
0 ≤ λn(Ω) ≤
∫
π
0
∫
π
0
H2n(φ,ϕ) sin φ r
2
0(φ)
νΩ(φ)νΩ(ϕ) sin(ϕ) r
2
0(ϕ)
dµΩ(ϕ) dµΩ(φ).
Thus by taking the limit as Ω→ −∞ we deduce that
(97) lim
Ω→−∞
λn(Ω) = 0.
Next, we intend to show that
(98) lim
Ω→κ
λn(Ω) = +∞.
Using the lower bound of λn(Ω) in Proposition 4.2–(2), we find by virtue of Fatou Lemma∫ π
0
∫ π
0
Hn(φ,ϕ)
ν
1
2
κ (ϕ)ν
1
2
κ (φ)
sin
1
2 (φ)r0(φ)
sin
1
2 (ϕ)r0(ϕ)
̺(φ)̺(ϕ)dϕdφ ≤ lim inf
Ω→κ
λn(Ω),
for any ̺ satisfying
∫ π
0
̺2(φ)dφ = 1. According to Lemma 4.1–(4), the function νκ reaches its
minimum at a point φ0 ∈ [0, π] and
∀φ ∈ [0, π], 0 ≤ νκ(φ) ≤ C|φ− φ0|1+α.
There are two possibilities: φ0 ∈ (0, π) or φ0 ∈ {0, π}. Let us start with the first case and we
shall take ̺ as follows
̺(φ) =
cβ
|φ− φ0|β ,
with β < 12 and the constant cβ is chosen such that ̺ is normalized. Hence using the preceding
estimates we get
(99) C
∫ π
0
∫ π
0
Hn(φ,ϕ)
|φ− φ0|
1+α
2
+β|ϕ− φ0|
1+α
2
+β
sin
1
2 (φ)r0(φ)
sin
1
2 (ϕ)r0(ϕ)
dϕdφ ≤ lim inf
Ω→κ
λn(Ω).
Let ε > 0 such that [φ0−ε, φ0+ε] ⊂ (0, π). According to (22) the function Hn is strictly positive
in the domain (0, π)2, hence there exists δ > 0 such
∀ (φ,ϕ) ∈ [φ0 − ε, φ0 + ε]2, Hn(φ,ϕ) sin
1
2 (φ)r0(φ)
sin
1
2 (ϕ)r0(ϕ)
≥ δ.
Thus we obtain
C
∫ φ0+ε
φ0−ε
∫ φ0+ε
φ0−ε
dφ dϕ
|φ− φ0|
1+α
2
+β|ϕ− φ0|
1+α
2
+β
≤ lim inf
Ω→κ
λn(Ω).
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By taking 1+α2 + β > 1, which is an admissible configuration, we find
lim
Ω→κ
λn(Ω) = +∞.
Now let us move to the second possibility where φ0 ∈ {0, π} and without any loss of generality
we can only deal with the case φ0 = 0. From (22) and using the inequality
∀x ∈ [0, 1), Fn(x) ≥ 1,
we obtain
∀φ,ϕ ∈ (0, π), Hn(φ,ϕ) ≥cn sin(ϕ)r
n−1
0 (φ)r
n+1
0 (ϕ)
[R(φ,ϕ)]n+
1
2
.
Combined with the assumption (H2), it implies
∀φ,ϕ ∈ (0, π), Hn(φ,ϕ) ≥cn sin
n+2(ϕ) sinn−1(φ)
[R(φ,ϕ)]n+
1
2
.
Plugging this into (99) we find
Cn
∫ π
0
∫ π
0
1
φ
1+α
2
+βϕ
1+α
2
+β
sinn+
1
2 (ϕ) sinn+
1
2 (φ)
[R(φ,ϕ)]n+
1
2
dϕdφ ≤ lim inf
Ω→κ
λn(Ω).
Let ε > 0 sufficiently small, then using Taylor expansion we get according to (21)
0 ≤ φ,ϕ ≤ ε =⇒ R(φ,ϕ) ≤ C(φ+ ϕ)2.
Thus
Cn
∫ ε
0
∫ ε
0
1
φ
1+α
2
+βϕ
1+α
2
+β
ϕn+
1
2φn+
1
2
(φ+ ϕ)2n+1
dϕdφ ≤ lim inf
Ω→κ
λn(Ω).
which gives after simplification
Cn
∫ ε
0
∫ ε
0
ϕn−
α
2
−βφn−
α
2
−β
(φ+ ϕ)2n+1
dϕdφ ≤ lim inf
Ω→κ
λn(Ω).
Making the change of variables ϕ = φθ we obtain∫ ε
0
∫ ε
0
ϕn−
α
2
−βφn−
α
2
−β
(φ+ ϕ)2n+1
dϕdφ =
∫ ε
0
φ−α−2β
∫ ε
φ
0
θn−
α
2
−β
(1 + θ)2n+1
dθdφ.
This integral diverges provided that α+ 2β > 1 and thus under this assumption
lim
Ω→κ
λn(Ω) = +∞.
Hence we obtain (98). By the intermediate mean value, we achieve the existence of at least one
solution for the equation
λn(Ω) = 1.
Consequently, using Proposition 4.2 we deduce by the intermediate value theorem that the set
Sn contains only one element.
(2) Since Ωn satisfies the equation
λn(Ωn) = 1.
According to Proposition 4.2–(5) the sequence k 7→ λk(Ωn) is strictly decreasing. It implies in
particular that
λn+1(Ωn) < λn(Ωn) = 1.
Hence by (98) one may apply the intermediate value theorem and find an element of the set
Sn+1 in the interval (Ωn, κ). This means that Ωn+1 > Ωn and thus this sequence is strictly
increasing. It remains to prove that this sequence is converging to κ. The convergence of this
sequence to some element Ω ≤ κ is clear. To prove that Ω = κ we shall argue by contradiction
by assuming that Ω < κ. By the construction of Ωn one has necessary
∀n ≥ 1, λn(Ω) > 1.
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Using the upper-bound estimate stated in Proposition 4.2–(2) combined with the point (3) we
obtain for any α ∈ (0, 1)
(100) ∀n ≥ 1, 0 < λn(Ω) . (κ− Ω)−2n−α.
By taking the limit as n→ +∞ we find
lim
n→+∞λn(Ω) = 0.
This contradicts (100) which achieves the proof. 
4.4. Eigenfunctions regularity. This section is devoted to the strong regularity of the eigen-
functions associated to the operator KΩn and constructed in Proposition 4.2. We have already
seen that these eigenfunctions belongs to a weak function space L2µΩ . Here we shall show first
their continuity and later their Ho¨lder regularity.
4.4.1. Continuity. The main result of this section reads as follows.
Proposition 4.4. Let Ω ∈ (−∞, κ), n ≥ 1, r0 satisfies the assumptions (H1) and (H2), and
f be an eigenfunction for KΩn associated to a non-vanishing eigenvalue. Then f is continuous
over [0, π], and for n ≥ 2 it satisfies the boundary condition f(0) = f(π) = 0. However this
boundary condition fails for n = 1 at least with the eigenfunctions associated to the largest
eigenvalue λ1(Ω).
Proof. Let f ∈ L2µΩ be any non trivial eigenfunction of the operator KΩn defined in (92) and
associated to an eigenvalue λ 6= 0, then
(101) f(φ) =
1
λ νΩ(φ)
∫ π
0
Hn(φ,ϕ)f(ϕ)dϕ, ∀φ ∈ (0, π) a.e.
Since f ∈ L2µΩ , then the function g : ϕ ∈ [0, π] 7→ r
3
2
0 (ϕ)f(ϕ)belongs to L
2((0, π); dϕ). Therefore
the equation (101) can be written in terms of g as follows
g(φ) =
1
λ νΩ(φ)
∫ π
0
r
− 3
2
0 (ϕ)r
3
2
0 (φ)Hn(φ,ϕ)g(ϕ)dϕ, ∀φ ∈ (0, π) a.e.
Coming back to the definition of Hn in (22) we obtain for some constant cn the formula
r
− 3
2
0 (ϕ)r
3
2
0 (φ)Hn(φ,ϕ) =cn
sin(ϕ)r
n− 1
2
0 (ϕ)r
n+ 1
2
0 (φ)
[R(φ,ϕ)]n+
1
2
Fn
(
4r0(φ)r0(ϕ)
R(φ,ϕ)
)
.
Using (37) and the assumption (H2) yields
r
− 3
2
0 (ϕ)r
3
2
0 (φ)Hn(φ,ϕ) .
r
n+ 1
2
0 (ϕ)r
n+ 1
2
0 (φ)
Rn+
1
2 (φ,ϕ)
(
1 + ln
(
sin(φ) + sin(ϕ)
|φ− ϕ|
))
(102)
.1 + ln
(
sin(φ) + sin(ϕ)
|φ− ϕ|
)
.
This implies, using Cauchy-Schwarz inequality and the fact that νΩ is bounded away from zero
|g(φ)| .
∫ π
0
(
1 + ln
(
sin(φ) + sin(ϕ)
|φ− ϕ|
))
g(ϕ)dϕ
.‖g‖L2(dϕ)
(
1 +
∫ π
0
ln2
(
sin(φ) + sin(ϕ)
|φ− ϕ|
)
dϕ
) 1
2
.‖f‖µΩ , ∀φ ∈ (0, π) a.e.
It follows that g is bounded. Now inserting this estimate into (101) allows to get
|f(φ)| .‖g‖L∞
∫ π
0
r
− 3
2
0 (ϕ)Hn(φ,ϕ)dϕ,
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.‖f‖µΩ
∫
π
0
sin(ϕ)r
n− 1
2
0 (ϕ)r
n−1
0 (φ)
[R(φ,ϕ)]n+
1
2
Fn
(
4r0(φ)r0(ϕ)
R(φ,ϕ)
)
dϕ.(103)
Using once again (37) and the assumption (H2) we deduce that
|f(φ)| .‖f‖µΩ
∫
π
0
sinn−1(φ) sinn+
1
2 (ϕ)(
(sin(φ) + sin(ϕ))2 + (cosφ− cosϕ)2)n+ 12
(
1 + ln
(sin(φ) + sin(ϕ)
|φ− ϕ|
))
dϕ.
By symmetry we may restrict the analysis to φ ∈ [0, π2 ]. Thus, splitting the integral given in
(103) and using that
inf
ϕ∈[pi/2,pi]
φ∈[0,pi/2]
R(φ,ϕ) > 0,
we obtain
|f(φ)| .‖f‖µΩ
∫ pi
2
0
sinn−1(φ) sinn+
1
2 (ϕ)(
sin(φ) + sin(ϕ)
)2n+1(1 + ln(sin(φ) + sin(ϕ)|φ− ϕ| ))dϕ
+‖f‖µΩ
∫
π
pi
2
(
1 + ln
(sin(φ) + sin(ϕ)
|φ− ϕ|
))
dϕ.
It follows that
|f(φ)| .‖f‖µΩ
∫ pi
2
0
φn−1ϕn+
1
2(
φ+ ϕ
)2n+1(1 + ln( φ+ ϕ|φ− ϕ|))dϕ+ ‖f‖µΩ .
Using the change of variables ϕ = φθ we get
|f(φ)| .‖f‖µΩφ−
1
2
∫ pi
2φ
0
θn−1(
1 + θ
)2n+1(1 + ln( 1 + θ|1− θ|))dθ + ‖f‖µΩ
.‖f‖µΩφ−
1
2 .
Consequently we find
sup
φ∈(0,π)
r
1
2
0 (φ)|f(φ)| . ‖f‖µΩ .
Inserting this estimate into (101) and using (102) yields
|f(φ)| .‖f‖µΩ
∫ π
0
r
− 1
2
0 (ϕ)Hn(φ,ϕ)dϕ
.‖f‖µΩ
∫
π
0
r
n+ 3
2
0 (ϕ)r
n−1
0 (φ)
Rn+
1
2 (φ,ϕ)
(
1 + ln
(
sin(φ) + sin(ϕ)
|φ− ϕ|
))
dϕ.
As before we can restrict φ ∈ [0, π2 ] and by using the fact
inf
ϕ∈[pi/2,pi]
φ∈[0,pi/2]
R(φ,ϕ) > 0,
we deduce after splitting the integral
|f(φ)| .‖f‖µΩ
∫ π
0
r
− 1
2
0 (ϕ)Hn(φ,ϕ)dϕ
.‖f‖µΩrn−10 (φ) + ‖f‖µΩ
∫ pi
2
0
ϕn+
3
2φn−1
(φ+ ϕ)2n+1
(
1 + ln
(
φ+ ϕ
|φ− ϕ|
))
dϕ.
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Making the change of variables ϕ = φθ leads to
∀φ ∈ [0, π/2], |f(φ)| .|f‖µΩrn−10 (φ) + ‖f‖µΩφ
1
2
∫ pi
2φ
0
θn+
3
2
(1 + θ)2n+1
(
1 + ln
(
θ + 1
|θ − 1|
))
dθ
.|f‖µΩ(φn−1 + φ
1
2 ).
Consequently we get
∀φ ∈ (0, π), |f(φ)| .|f‖µΩ(rn−10 (φ) + r
1
2
0 (φ)).
This shows that f is bounded over (0, π) and by Lebesgue theorem one can show that f is in
fact continuous on [0, π] and satisfies for n ≥ 2 the boundary condition
f(0) = f(π) = 0.
Last, we shall check that this boundary condition fails for n = 1 with the largest eigenvalue
λ1(Ω). Indeed, according to (101) we have
f(0) =
1
λνΩ(0)
∫ π
0
H1(0, ϕ)f(ϕ)dϕ.
However, from (22) we get
∀ϕ ∈ (0, π), H1(0, ϕ) = c1 r
3
0(ϕ)
R
3
2 (0, ϕ)
> 0.
Combining this with the fact that f does not change the sign allows to get that f(0) 6= 0. 
4.4.2. Ho¨lder continuity. The main goal of this section is to prove the Ho¨lder regularity of the
eigenfunctions.
Proposition 4.5. Assume that r0 satisfies the conditions (H) and let Ω ∈ (−∞, κ), then any
solution h of the equation
(104) h(φ) =
1
λ νΩ(φ)
∫ π
0
Hn(ϕ, φ)h(ϕ)dϕ, ∀φ ∈ (0, π),
with λ 6= 0, belongs to C 1,α(0, π), for any n ≥ 2. The functions involved in the above expression
can be found in (22)–(29)–(30).
Proof. From the initial expression of the linearized operator (20) in Proposition 3.1 and com-
bining it with Proposition 3.2, one has
Fn(h)(φ) :=
∫ π
0
Hn(ϕ, φ)h(ϕ)dϕ=
1
4π
1
r0(φ)
∫ π
0
∫ 2π
0
Hn(φ,ϕ, η)h(ϕ)dηdϕ,(105)
with
R̂(φ,ϕ, η) :=(r0(φ)− r0(ϕ))2 + 2r0(φ)r0(ϕ)(1 − cos η) + (cosφ− cosϕ)2,
Hn(φ,ϕ, η) :=sin(ϕ)r0(ϕ) cos(nη)
R̂
1
2 (φ,ϕ, η)
.
It is clear that any solution h of (104) is equivalent to a solution of
∀φ ∈ (0, π), h(φ) = Fn(h)(φ)
λ νΩ(φ)
·
From Proposition 4.1 we know that νΩ ∈ C 1,α(0, π) and does not vanish when Ω ∈ (−∞, κ).
Therefore to check the regularity h ∈ C 1,α(0, π) it is enough from the classical law products to
establish that Fn(h) ∈ C 1,α(0, π). Since h is symmetric with respect to φ = π2 , then one can
verify that Fn(h) preserves this symmetry and hence we shall only check the regularity in the
interval [0, π2 ]. Notice that Proposition 4.4 tells us that h is continuous in [0, π], for any n ≥ 1.
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In order to prove such regularity, let us first check that
(106) R̂(φ,ϕ, η) ≥ C {(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)} , ∀φ,ϕ ∈ (0, π),∀η ∈ (0, 2π),
which is the key point in this proof. In order to do so, recall first from (19) that
(107) R̂(φ,ϕ, η) ≥ C(φ− ϕ)2.
On the other hand, define the function
g1(x) = x
2 + r0(ϕ)
2 − 2xr0(ϕ) cos(η) + (cos(ϕ)− cos(φ))2,
which obviously verifies g1(r0(φ)) = R̂(φ,ϕ, η). Such function has a minimum located at
xc = r0(ϕ) cos(η).
Now we shall distinguish two cases: cos η ∈ [0, 1] and cos η ∈ [−1, 0]. In the first case we get
g1(x) ≥g1(xc) = r20(ϕ) sin2(η) + (cos(ϕ)− cos(φ))2
≥r20(ϕ) sin2(η).
From elementary trigonometric relations we deduce that
sin2 η = 2 sin2(η/2)
(
1 + cos(η)
) ≥ 2 sin2(η/2).
This implies in particular that, for cos η ∈ [0, 1]
R̂(φ,ϕ, η) ≥ 2r20(ϕ) sin2(η/2).
As to the second case cos η ∈ [−1, 0], we simply notice that the critical point xc is negative and
therefore the second degree polynomial g1 is strictly increasing in R+. This implies that
R̂(φ,ϕ, η) = g1(r0(φ)) ≥g1(0) ≥ r20(ϕ) ≥ r20(ϕ) sin2(η/2).
Therefore we get in both cases
(108) R̂(φ,ϕ, η) ≥ r20(ϕ) sin2(η/2).
By the symmetry property R̂(φ,ϕ, η) = R̂(ϕ, φ, η) we also get
(109) R̂(φ,ϕ, η) ≥ r20(φ) sin2(η/2).
Adding together (107)–(108)–(109), we achieve
(110) 3R̂(φ,ϕ, η) ≥ C(φ− ϕ)2 + (r20(φ) + r20(ϕ)) sin2(η/2).
It suffices now to combine this inequality with the assumption (H2) on r0 in order to get the
desired estimate (106).
Let us now prove that Fn(h) ∈ C 1,α and for this aim we shall proceed into four steps.
• Step 1: If h ∈ L∞ then Fn(h) ∈ C α(0, π).
Here we check that Fn(h) ∈ C α(0, π) for any n ≥ 1. In order to avoid the singularity in the
denominator coming from r0, we integrate by parts in the variable η
Fn(h)(φ) = − 1
4πn
∫
π
0
∫
2π
0
sin(ϕ)r20(ϕ) sin(nη) sin(η)h(ϕ)
R̂
3
2 (φ,ϕ, η)
dηdϕ.
Introduce
K1(φ,ϕ, η) :=
sin(ϕ)r20(ϕ) sin(nη) sin(η)h(ϕ)
R̂
3
2 (φ,ϕ, η)
,
and according to Chebyshev polynomials we know that
(111) sin(nη) = sin(η)Un−1(cos η),
with Un being a polynomial of degree n. Thus
K1(φ,ϕ, η) =
sin(ϕ)r20(ϕ)Un−1(cos η) sin
2(η)h(ϕ)
R̂
3
2 (φ,ϕ, η)
·
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Using the assumption (H2) combined with the estimate (106) for the denominator R̂(φ,ϕ, η),
we achieve
|K1(φ,ϕ, η)| . ‖h‖L
∞ sin3(ϕ) sin2(η/2)(
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)) 32
.
sin(ϕ)(
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)) 12 ·
Interpolating between the two inequalities
sin(ϕ)(
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)) 12 ≤ |ϕ− φ|−1
and
sin(ϕ)(
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)) 12 ≤ sin−1(η/2),
we deduce that for any β ∈ [0, 1]
(112)
sin(ϕ)(
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)) 12 . |ϕ− φ|−(1−β) sin−β(η/2).
Then,
|K1(φ,ϕ, η)| . 1|φ− ϕ|1−β sinβ(η/2) ·
Let us now bound the derivative ∂φK1(φ,ϕ, η). For this purpose, let us first show that
(113) |∂φR̂(φ,ϕ, η)| . R̂
1
2 (φ,ϕ, η).
Indeed
∂φR̂(φ,ϕ, η)
R̂
1
2 (φ,ϕ, η)
=
2r′0(φ)(r0(φ)− r0(ϕ)) + 2r′0(φ)r0(ϕ)(1 − cos(η)) + 2 sin(φ)(cos(ϕ)− cos(φ))
R̂
1
2 (φ,ϕ, η)
·
Using the identity 1− cos(η) = 2 sin2(η/2) and (106), we get a constant C such that∣∣∂φR̂(φ,ϕ, η)∣∣
R̂
1
2 (φ,ϕ, η)
.
|φ− ϕ|+ sin(ϕ) sin2(η/2)(
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)) 12 ≤ C,
achieving (113). Therefore, taking the derivative in φ of K1 yields
|∂φK1(φ,ϕ, η)| ≤C‖h‖L∞ sin
3(ϕ) sin2(η/2)(
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2))2
.
sin(ϕ)
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)
.
|φ− ϕ|−1 sin(ϕ)(
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)) 12 ·
Hence (112) allows to get or any β ∈ (0, 1),
|∂φK1(φ,ϕ, η)| . 1|φ− ϕ|2−β sinβ(η/2) ·
By adapting Proposition C.1 to the case where the operator K depends only on one variable,
we infer Fn(h) ∈ C β(0, π) for any β ∈ (0, 1).
• Step 2: For n ≥ 2, if h is bounded then Fn(h)(0) = 0.
TIME PERIODIC SOLUTIONS FOR 3D QUASI–GEOSTROPHIC MODEL 47
Notice that this property was shown in Proposition 4.4 and we give here an alternative proof.
Since νΩ is not vanishing then this amounts to checking that Fn(h)(0) = 0. By continuity, it is
clear by Fubini that
Fn(h)(0) =− 1
4πn
∫
π
0
∫
2π
0
(
sin(ϕ)r20(ϕ) sin(nη) sin(η)h(ϕ)(
r20(ϕ) + (1− cosϕ)2
) 3
2
dηdϕ
=− 1
4πn
∫
π
0
sin(ϕ)r20(ϕ)h(ϕ)dϕ(
r20(ϕ) + (1− cosϕ)2
) 3
2
∫ 2π
0
sin(nη) sin(η)dη,
which is vanishing if n ≥ 2. Hence, h(0) = 0, for any n ≥ 2.
• Step 3: If h ∈ C α(0, π) and h(0) = 0, then Fn(h) ∈W 1,∞(0, π).
Since we have shown before that Fn(h) ∈ C β(0, π) for any β ∈ (0, 1). Then it is enough to
check that Fn(h)′ ∈ L∞(0, π). For this aim, we write
Fn(h)′(φ) =3
8
1
πn
∫ π
0
∫ 2π
0
sin(ϕ)r0(ϕ)
2 sin(nη) sin(η)h(ϕ)∂φR̂(φ,ϕ, η)
R̂
5
2 (φ,ϕ, η)
dηdϕ.
Adding and subtracting some appropriated terms, we find
Fn(h)′(φ) = 3
8πn
∫ π
0
∫ 2π
0
sin(ϕ)r20(ϕ) sin(nη) sin(η)
(
h(ϕ) − h(φ))∂φR̂(φ,ϕ, η)
R̂
5
2 (φ,ϕ, η)
dηdϕ
+
3h(φ)
8πn
∫ π
0
∫ 2π
0
sin(ϕ)r20(ϕ) sin(nη) sin(η)
[
∂φR̂(φ,ϕ, η) + ∂ϕR̂(φ,ϕ, η)
]
R̂
5
2 (φ,ϕ, η)
dηdϕ
− 3h(φ)
8πn
∫ π
0
∫ 2π
0
sin(ϕ)r20(ϕ) sin(nη) sin(η)∂ϕR̂(φ,ϕ, η)
R̂
5
2 (φ,ϕ, η)
dηdϕ
:=
3
8πn
(I1 + I2 − I3)(φ).(114)
Let us bound each term separately. Using (106), (111) and (113) we achieve
|I1(φ)| ≤C‖h‖Cα
∫ π
0
∫ 2π
0
sin3(ϕ) sin2(η)|ϕ − φ|αdηdϕ(
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2))2
≤C‖h‖Cα
∫ π
0
∫ 2π
0
sin(ϕ)|ϕ − φ|αdηdϕ
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2) .
We write in view of (112)
sin(ϕ)
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2) ≤
|φ− ϕ|−1 sin(ϕ)(
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)) 12
.
1
|φ− ϕ|2−β sinβ(η/2) ·
Therefore by imposing 1− α < β < 1 we get
|I1(φ)| ≤ C‖h‖Cα
∫ π
0
∫ 2π
0
dηdϕ
|φ− ϕ|2−α−β sinβ(η/2) ≤ C‖h‖Cα ,
which implies immediately that I1 ∈ L∞. Now let us move to the boundedness of I2. From
direct computations we get∣∣∣(∂φ + ∂ϕ)R̂(φ,ϕ, η)∣∣∣ =∣∣∣2(r0(φ) − r0(ϕ))(r′0(φ)− r′0(ϕ)) + 2(cos φ− cosϕ)(sinϕ− sinφ)
+2(1− cos η)(r′0(φ)r0(ϕ) + r′0(ϕ)r0(φ))∣∣∣.(115)
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Combining the assumption (H2) with r′0 ∈W 1,∞ and the intermediate value theorem yields∣∣∣(∂φ + ∂ϕ)R̂(φ,ϕ, η)∣∣∣ ≤C(|φ− ϕ|2 + (sinϕ+ sinφ) sin2(η/2))
≤C
(
|φ− ϕ|2 + (sinϕ+ sinφ) sin2(η/2)
)
.(116)
Hence, using (106) and (111) we obtain
|I2(φ)| ≤C|h(φ)− h(0)|
∫ π
0
∫ 2π
0
sin3(ϕ) sin2(η)
(|φ− ϕ|2 + (sinϕ+ sinφ) sin2(η/2))(
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)) 52 dηdϕ
≤C‖h‖Cα
∫ π
0
∫ 2π
0
φαdηdϕ(
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)) 12 ·
Interpolation inequalities imply
(117)
1(
(φ− ϕ)2 + (sin2(ϕ) + sin2(φ)) sin2(η/2)) 12 ≤ |φ− ϕ|α−1 sin−α(φ) sin−α(η/2).
Therefore we get for any φ ∈ (0, π/2), ϕ ∈ (0, π) and η ∈ (0, 2π),
φα(
(φ− ϕ)2 + (sin(φ) + sin(ϕ))2 sin2(η/2)) 12 . |φ− ϕ|α−1 sin−α(η/2).(118)
It follows that
|I2(φ)| ≤C‖h‖Cα
∫ π
0
∫ 2π
0
dηdϕ
|φ− ϕ|1−α sinα(η/2) ≤ C||h||Cα ,
which gives the boundedness of I2. It remains to bound the last term I3. Then integrating by
parts we infer
I3(φ) =
2
3
h(φ)
∫ π
0
∫ 2π
0
∂ϕ
(
sin(ϕ)r20(ϕ)
)
sin(nη) sin(η)
R̂
3
2 (φ,ϕ, η)
dηdϕ.
Then, since h(0) = 0 and h ∈ C α we find according to the assumptions (H), (106) and (111)
|I3(φ)| ≤C‖h‖Cα
∫
π
0
∫
2π
0
φα sin2(ϕ) sin2(η)dηdϕ[
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)] 32
≤C‖h‖Cα
∫
π
0
∫
2π
0
φαdηdϕ[
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)] 12 ·
Applying (118) yields
|I3(φ)| ≤C‖h‖C α
∫
π
0
∫
2π
0
dηdϕ
|φ− ϕ|1−α sinα(η/2) ≤ C‖h‖Cα .
Finally, we get the desired result, that is, h ∈W 1,∞(0, π).
• Step 4: If h′ ∈ L∞(0, π) and h(0) = 0, then Fn(h)′ ∈ C β(0, π) for any β ∈ (0, 1).
Coming back to (114) and integrating by parts in the last integral we deduce
Fn(h)′(φ) = 3
8πn
∫
π
0
∫
2π
0
sin(ϕ)r20(ϕ)h(ϕ) sin(nη) sin(η)
[
∂φR̂(φ,ϕ, η) + ∂ϕR̂(φ,ϕ, η)
]
R̂
5
2 (φ,ϕ, η)
dηdϕ
− 1
4πn
∫
π
0
∫
2π
0
∂ϕ
(
sin(ϕ)r20(ϕ)h(ϕ)
)
sin(nη) sin(η)
R̂
3
2 (φ,ϕ, η)
dηdϕ
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:=
3
8πn
∫ π
0
∫ 2π
0
(
T1 − 2
3
T2
)
(φ,ϕ, η)dηdϕ,(119)
with
T2(φ,ϕ, η) =
∂ϕ
(
sin(ϕ)r0(ϕ)
2h(ϕ)
)
sin(nη) sin(η)
R̂
3
2 (φ,ϕ, η)
·
We want to apply Proposition C.1 to each of those terms. First, for T1 we use (H) and (116)
combined with (106), we arrive at
|T1(φ,ϕ, η)| .
sin3(ϕ)|h(ϕ)| sin2(η)(|φ− ϕ|2 + (sin φ+ sinϕ) sin2(η)){
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)} 52
.
|h(ϕ)|{
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)} 12 ·
Since h′ ∈ L∞ and h(0) = h(π) = 0 then we can write h(ϕ) = sin(ϕ)ĥ(ϕ), with ĥ ∈ L∞(0, π).
Consequently,
|T1(φ,ϕ, η)| .||ĥ||L∞ sin(ϕ){
(φ− ϕ)2 + sin2(ϕ) sin2(η/2)} 12
.
1{
(φ− ϕ)2 + sin2(η/2)} 12 ·
Interpolating again, we find that for any β ∈ [0, 1]
|T1(φ,ϕ, η)| . 1|φ− ϕ|1−β sinβ(η/2) ·
Let us mention that we have proven that
|h(ϕ)|{
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)} 12 ≤ C 1|φ− ϕ|1−β sinβ(η/2) ,(120)
for any β ∈ (0, 1), φ ∈ (0, π/2), ϕ ∈ (0, π) and η ∈ (0, 2π), which will be useful later.
Now we shall estimate the derivative of T1 with respect to φ. We start with∣∣∣∂φ {(∂φ + ∂ϕ)R̂(φ,ϕ, η)} ∣∣∣ =∣∣∣2r′0(φ)(r′0(φ) − r′0(ϕ)) + 2(r0(φ)− r0(ϕ))r′′0 (φ)
− 2 sin(φ)(sinϕ− sinφ)− 2(cos φ− cosϕ) cos(φ)
+ 2(1− cos η)(r′′0(φ)r0(ϕ) + r′0(ϕ)r′0(φ))∣∣∣.(121)
Using that r′′0 ∈ L∞, we find∣∣∣∂φ {(∂φ + ∂ϕ)R̂(φ,ϕ, η)} ∣∣∣ ≤C (|φ− ϕ|+ sin2(η/2)) .(122)
Thus,
|∂φT1(φ,ϕ, η)| .
sin3(ϕ)|h(ϕ)| sin2(η)
∣∣∣∂φ {(∂φ + ∂ϕ)R̂(φ,ϕ, η)} ∣∣∣
R̂
5
2 (φ,ϕ, η)
+
sin3(ϕ)|h(ϕ)| sin2(η)
∣∣∣(∂φ + ∂ϕ)R̂(φ,ϕ, η)∣∣∣ ∣∣∣∂φR̂(φ,ϕ, η)∣∣∣
R̂
7
2 (φ,ϕ, η)
·
Using (106)–(116)–(122), we find
|∂φT1(φ,ϕ, η)| .
sin3(ϕ)|h(ϕ)| sin2(η){|φ− ϕ|+ sin2(η/2)}{
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)} 52
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+
sin3(ϕ)|h(ϕ)| sin2(η){|φ− ϕ|2 + (sin(ϕ) + sin(φ)) sin2(η/2)}{
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)}3 ·
It follows that
|∂φT1(φ,ϕ, η)| .
sin(ϕ)|h(ϕ)|{|φ− ϕ|+ sin2(η/2)}{
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)} 32
+
sin(ϕ)|h(ϕ)|{|φ− ϕ|2 + (sin(ϕ) + sin(φ)) sin2(η/2)}{
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)}2
.
|h(ϕ)|{
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)} ·
Putting together this estimate with (120) we infer
|∂φT1(φ,ϕ, η)| . |φ− ϕ|
−1|h(ϕ)|{
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)} 12
.C|φ− ϕ|−(2−β) sin−β(η/2),
for any β ∈ (0, 1).
Concerning the estimate of the term T2, we first make appeal to (106) and (111) leading to
|T2(φ,ϕ, η)| . (sin
3(ϕ) + sin2(ϕ)|h(ϕ)|) sin2(η/2){
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)} 32
.
(sin(ϕ) + |h(ϕ)|){
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)} 12 ·
Applying (112) and (120), one finds
|T2(φ,ϕ, η)| ≤ C|φ− ϕ|1−β sinβ(η/2),
for any β ∈ (0, 1). The next stage is devoted to the estimate of ∂φT2 and one gets from direct
computations
|∂φT2(φ,ϕ, η)| .
(sin3(ϕ) + sin2(ϕ)|h(ϕ)|) sin2(η/2)
∣∣∣∂φR̂(φ,ϕ, η)∣∣∣
R̂
5
2 (φ,ϕ, η)
·
Using (113) and (106), it implies
|∂φT2(φ,ϕ, η)| . (sin
3(ϕ) + sin2(ϕ)|h(ϕ)|) sin2(η/2){
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2)}2
.
(sin(ϕ) + |h(ϕ)|)
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2(η/2) ·
Therefore (112) and (120) allows to get
|∂φT2(φ,ϕ, η)| . |φ− ϕ|−(2−β) sinβ(η/2),
for any β ∈ (0, 1). Hence, by Proposition C.1 we achieve that Fn(h)′ ∈ C β , for any β ∈ (0, 1),
which achieves the proof of the announced result. 
4.5. Fredholm structure. In this section we shall be concerned with the Fredholm structure
of the linearized operator ∂f F˜ (Ω, 0) defined through (24) and (29). Our main result reads as
follows.
Proposition 4.6. Let m ≥ 2, α ∈ (0, 1) and Ω ∈ (−∞, κ), then ∂f F˜ (Ω, 0) : Xαm → Xαm
is a well–defined Fredholm operator with zero index. In addition, for Ω = Ωm, the kernel of
∂f F˜ (Ωm, 0) is one–dimensional and its range is closed and of co-dimension one.
Recall that the spaces Xαm have been introduced in (16) and Ωm in Proposition 4.3.
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Proof. We shall first prove the second part, assuming the first one. The structure of the linearized
operator is detailed in (24) and one has for h(φ, θ) =
∑
n≥1 hn(φ) cos(nθ)
∂f F˜ (Ω, 0)h(φ, θ) =
∑
n≥1
cos(nθ)LΩn (hn)(φ),
where
LΩn (hn)(φ) =νΩ(φ)hn(φ)−
∫ π
0
Hn(φ,ϕ)hn(ϕ)dϕ, φ ∈ [0, π].
In view of (29) and (92), this integral equation can be written in the form
KΩnh = h.
We define the dispersion set by
S = {Ω ∈ (−∞, κ), Ker∂f F˜ (Ω, 0) 6= {0}}.
Hence Ω ∈ S if and only if there exists m ≥ 1 such that the equation
∀φ ∈ [0, π], KΩm(hm)(φ) = hm(φ),
admits a nontrivial solution satisfying the regularity hm ∈ C 1,α(0, π) and the boundary condition
hm(0) = hm(π) = 0. By virtue of Proposition 4.4 and Proposition 4.5 the foregoing conditions
are satisfied for any eigenvalue provided that m ≥ 2. On the other hand, we have shown in
Proposition 4.2-(4) that for Ω = Ωm the kernel of Lm is one–dimensional. Moreover, Proposition
4.2-(5) ensures that for any n > m we have λn(Ωm) < λm(Ωm) = 1. Since by construction
λn(Ωm) is the largest eigenvalue of KΩmn , then 1 could not be an eigenvalue of this operator and
the equation
KΩmn h = h,
admits only the trivial solution. Thus the kernel of the restricted operator ∂f F˜ (Ωm, 0) : X
α
m →
Xαm is one-dimensional and is generated by the eigenfunction
(φ, θ) 7→ hm(φ) cos(mθ).
We emphasize that this element belongs to the space Xαm because it belongs to the function
space C 1,α((0, π) × (0, 2π)) since φ 7→ hm(φ) ∈ C 1,α(0, π). The range of ∂f F˜ (Ωm, 0) is closed
and of co-dimension one follows from the fact this operator is Fredholm of zero index.
Next, let us show that ∂f F˜ (Ω, 0) is Fredholm of zero index. By virtue of the computations
developed in Proposition 3.1, we assert that
∂f F˜ (Ω, 0)h(φ, θ) = νΩ(φ)h(φ, θ) − 1
4π
G(h)(φ, θ),
with
G(h)(φ, θ) =
1
r0(φ)
∫ π
0
∫ 2π
0
sin(ϕ)r0(ϕ)h(ϕ, η)dηdϕ
A(φ, θ, ϕ, η)
1
2
,(123)
A(φ, θ, ϕ, η) =(r0(φ)− r0(ϕ))2 + 2r0(φ)r0(ϕ)(1 − cos(θ − η)) + (cos(φ)− cos(ϕ))2.
Since Ω ∈ (−∞, κ), the function νΩ is not vanishing. Moreover, by Proposition 4.1 one has that
νΩ ∈ C 1,β, for any β ∈ (0, 1).
Define the linear operator νΩId : X
α
m → Xαm by
(νΩId)(h)(φ, θ) = νΩ(φ)h(φ, θ)·
We shall check that it defines an isomorphism. The continuity of this operator follows from
the regularity νΩ ∈ C 1,α(0, π) combined with the fact C 1,α((0, π) × (0, 2π)) is an algebra. The
Dirichlet boundary condition, the m–fold symmetry and the absence of the frequency zero are
immediate for the product νΩh, which finally belongs toX
α
m. Moreover, since νΩ is not vanishing,
one has that νΩId is injective. In order to check that such an operator is an isomorphism, it is
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enough to check that it is surjective, as a consequence of the Banach theorem. Take k ∈ Xαm,
and we will find h ∈ Xαm such that (νΩId)(h) = k. Indeed, h is given by
h(φ, θ) =
d(φ, θ)
νΩ(φ)
·
Using the regularity of νΩ and the fact that it is not vanishing, it is easy to check that its inverse
1
νΩ
still belongs to C 1,α(0, π). Similar arguments as before allow to get h ∈ Xαm. Hence νΩId is
an isomorphism, and thus it is a Fredholm operator of zero index. From classical results on index
theory, it is known that to get ∂f F˜ (Ω, 0) is Fredholm of zero index, it is enough to establish
that the perturbation G : Xαm → Xαm is compact. To do so, we prove that for any β ∈ (α, 1) one
has the smoothing effect
∀h ∈ Xαm, ‖G(h)‖C 1,β ≤ C‖h‖C 1,α ,
that we combine with the compact embedding C 1,β
(
(0, π) × (0, 2π)) →֒ C 1,α((0, π) × (0, 2π)).
Take h ∈ Xαm and let us show that G(h) ∈ C 1,β
(
(0, π)× (0, 2π)), for any β ∈ (0, 1). We shall
first deal with a preliminary fact. Define the following function
(124) ∀ϕ ∈ [0, π], θ, η ∈ R, gθ(ϕ, η) =
∫ η
θ
h(ϕ, τ)dτ.
By (18) we infer
|gθ(ϕ, η)| ≤ C‖h‖Lip|θ − η| sin(ϕ),
According to the definition of the space Xαm, the partial function τ 7→ h(ϕ, τ) is 2π-periodic
and with zero average, that is,
∫ 2π
0
h(ϕ, τ)dτ = 0. This allows to get that η 7→ gθ(ϕ, η) is also
2π-periodic, and from elementary arguments we find
(125) |gθ(ϕ, η)| ≤ C‖h‖Lip | sin((θ − η)/2)| sin(ϕ),
for any ϕ ∈ [0, π] and θ, η ∈ [0, 2π]. In addition, it is immediate that gθ ∈ C 1,α
(
(0, π)× (0, 2π))
and
∂ϕgθ(ϕ, η) =
∫ η
θ
∂ϕh(ϕ, τ)dτ.
The same arguments as before show that the partial function τ 7→ ∂ϕh(ϕ, τ) is 2π-periodic and
with zero average. Moreover, η 7→ ∂ϕgθ(ϕ, η) is also 2π-periodic and
(126) |∂ϕgθ(ϕ, η)| ≤ C‖h‖Lip | sin((θ − η)/2)|,
for any ϕ ∈ [0, π] and θ, η ∈ [0, 2π]. Using the auxiliary function gθ, one can integrate by parts
in G(h) in the variable η obtaining
G(h)(φ, θ) =
∫ π
0
∫ 2π
0
sin(ϕ)r20(ϕ) sin(η − θ)gθ(ϕ, η)
A(φ, θ, ϕ, η)
3
2
dηdϕ.(127)
The boundary term in the above integration by parts is vanishing due to the periodicity in η of
the involved functions. It follows from (106),
(128) A(φ, θ, ϕ, η) & (φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2((θ − η)/2),
for any φ,ϕ ∈ (0, π) and θ, η ∈ (0, 2π), and this estimate is crucial in the proof.
The boundedness of G(h) can be implemented by using (125) and (128). Indeed, we write
|G(h)(φ, θ)| .‖h‖Lip
∫ π
0
∫ 2π
0
sin2(ϕ)r20(ϕ)| sin(θ − η)|| sin((θ − η)/2)|dηdϕ(
(φ− ϕ)2 + (sin2(ϕ) + sin2(φ)) sin2((θ − η)/2)) 32
.‖h‖Lip
∫ π
0
∫ 2π
0
r20(ϕ) sin
2(ϕ) sin2((θ − η)/2)|dηdϕ(
(φ− ϕ)2 + (sin2(ϕ) + sin2(φ)) sin2((θ − η)/2)) 32 ·
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Therefore, we obtain
|G(h)(φ, θ)| .‖h‖Lip
∫ π
0
∫ 2π
0
r20(ϕ)|dηdϕ(
(φ− ϕ)2 + (sin2(ϕ) + sin2(φ)) sin2((θ − η)/2)) 12 ·
From the assumption (H2) on r0 combined with (112) we get for any β ∈ (0, 1), and then
|G(h)(φ, θ)| .‖h‖Lip
∫ π
0
∫ 2π
0
|φ− ϕ|β−1| sin((θ − η)/2)|−βdηdϕ . ‖h‖Lip.
Therefore
‖G(h)‖L∞ . ‖h‖C 1α .(129)
The next step is to check now that ∂φG(h) ∈ C α by making appeal to Proposition C.1. From
direct computations using (127) we infer
∂φG(h)(φ, θ) =
3
2
∫ π
0
∫ 2π
0
sin(ϕ)r20(ϕ) sin(θ − η)gθ(ϕ, η)∂φA(φ, θ, ϕ, η)
A(φ, θ, ϕ, η)
5
2
dηdϕ.
Adding and subtracting in the numerator ∂ϕA(φ, θ, ϕ, η), it can be written in the form
∂φG(h)(φ, θ) =
3
2
∫ π
0
∫ 2π
0
sin(ϕ)r20(ϕ) sin(θ − η)gθ(ϕ, η)
(
∂φA(φ, θ, ϕ, η) + ∂ϕA(φ, θ, ϕ, η)
)
A(φ, θ, ϕ, η)
5
2
dηdϕ
− 3
2
∫ π
0
∫ 2π
0
sin(ϕ)r20(ϕ) sin(θ − η)gθ(ϕ, η)∂ϕA(φ, θ, ϕ, η)
A(φ, θ, ϕ, η)
5
2
dηdϕ.
Integrating by by parts in ϕ in the last term yields
∂φG(h)(φ, θ) =
3
2
∫ π
0
∫ 2π
0
sin(ϕ)r20(ϕ) sin(θ − η)gθ(ϕ, η)
(
∂φA(φ, θ, ϕ, η) + ∂ϕA(φ, θ, ϕ, η)
)
A(φ, θ, ϕ, η)
5
2
dηdϕ
−
∫ π
0
∫ 2π
0
∂ϕ
(
sin(ϕ)r20(ϕ)gθ(ϕ, η)
)
sin(θ − η)
A(φ, θ, ϕ, η)
3
2
dηdϕ
=:
3
2
G1(φ, θ)− G2(φ, θ).
The goal is check the kernel assumptions for Proposition C.1 in order to prove that G1 and G2
belong to C β, for any β ∈ (0, 1). For this aim, we define the kernels
K1(φ, θ, ϕ, η) :=
sin(ϕ)r20(ϕ) sin(θ − η)gθ(ϕ, η)(∂φ + ∂ϕ)A(φ, θ, ϕ, η)
A(φ, θ, ϕ, η)
5
2
,
and
K2(φ, θ, ϕ, η) :=
∂ϕ
(
sin(ϕ)r20(ϕ)gθ(ϕ, η)
)
sin(θ − η)
A(φ, θ, ϕ, η)
3
2
·
Let us start with K1 and show that it satisfies the hypothesis of Proposition C.1. From straight-
forward calculus we obtain in view of the assumptions (H) and the mean value theorem
|(∂φ + ∂ϕ)A(φ, θ, ϕ, η)| =|2(r′0(φ)− r′0(ϕ))(r0(φ)− r0(ϕ))
+ 2(r0(φ)r
′
0(ϕ) + r0(ϕ)r
′
0(φ))(1 − cos(θ − η))
+ 2(sin(φ)− sin(ϕ))(cos(φ)− cos(ϕ))|
. (φ− ϕ)2 + ( sinϕ+ sinφ) sin2((θ − η)/2).(130)
Using the inequality |ab| ≤ 12(a2 + b2) allows to get
sinϕ|(∂φ + ∂ϕ)A(φ, θ, ϕ, η)| . (φ− ϕ)2 +
(
sin2 ϕ+ sin2 φ
)
sin2((θ − η)/2).
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Thus, applying (128) we deduce that
sinϕ
∣∣(∂φ + ∂ϕ)A(φ, θ, ϕ, η)∣∣ .|A(φ, θ, ϕ, η)|.(131)
Then, putting together (125), (H2), (128) and (131) we find
|K1(φ, θ, ϕ, η)| .‖h‖Lip sin(ϕ)r
2
0(ϕ) sin
2((θ − η)/2)(
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2((θ − η)/2)) 32
.‖h‖Lip sin(ϕ)(
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2((θ − η)/2)) 12 ·
As a consequence of (112), we immediately get
|K1(φ, θ, ϕ, η)| . ‖h‖Lip|φ− ϕ|β−1| sin((θ − η)/2)|−β ,(132)
for any β ∈ (0, 1). Let us compute the derivative with respect to φ of K1,
∂φK1(φ, θ, ϕ, η) =
sin(ϕ)r20(ϕ) sin(θ − η)gθ(ϕ, η)∂φ((∂φ + ∂ϕ)A(φ, θ, ϕ, η))
A(φ, θ, ϕ, η)
5
2
− 5
2
sin(ϕ)r20(ϕ) sin(θ − η)gθ(ϕ, η)((∂φ + ∂ϕ)A(φ, θ, ϕ, η))∂φA(φ, θ, ϕ, η)
A(φ, θ, ϕ, η)
7
2
·
From direct computations, we easily get
(133) |∂φ((∂φ + ∂ϕ)A(φ, θ, ϕ, η))| . |φ− ϕ|+ sin2((θ − η)/2)
and
(134) |∂φA(φ, θ, ϕ, η)| . |φ− ϕ|+ sin(ϕ) sin2((θ − η)/2).
Then, it is clear from (128) that
(135) |∂φA(φ, θ, ϕ, η)| . A
1
2 (φ, θ, ϕ, η).
In addition, one may check that
|(∂φ + ∂ϕ)A(φ, θ, ϕ, η)| . (φ− ϕ)2 +
(
sinϕ+ sinφ
)
sin2((θ − η)/2)
.A
1
2 (φ, θ, ϕ, η)
(|ϕ− φ|+ | sin((θ − η)/2)|).(136)
By using (125), (H2), (128) (128), (131), (133), (134) and (136), one achieves
|∂φK1(φ, θ, ϕ, η)| .‖h‖Lip
sin2(ϕ)
(|φ− ϕ|+ sin2((θ − η)/2))(
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2((θ − η)/2)) 32
+ ‖h‖Lip
sin2(ϕ)
(|ϕ− φ|+ | sin((θ − η)/2)|)(
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2((θ − η)/2)) 32
.‖h‖Lip sin
2(ϕ) (|φ− ϕ|+ | sin((θ − η)/2)|)(
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2((θ − η)/2)) 32 ·
Therefore, using some elementary inequalities allow to get
|∂φK1(φ, θ, ϕ, η)| .‖h‖Lip sinϕ
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2((θ − η)/2)
.‖h‖Lip |φ− ϕ|
−1 sinϕ(
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2((θ − η)/2)) 12 ·
Applying (112)implies for any β ∈ (0, 1)
|∂φK1(φ, θ, ϕ, η)| ≤ C‖h‖Lip|φ− ϕ|−(2−β)| sin((θ − η)/2)|−β .
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Now, let us move to the estimate of the partial derivative ∂θK1, given by
∂θK1(φ, θ, ϕ, η) =
sin(ϕ)r20(ϕ)∂θ(sin(θ − η)gθ(ϕ, η))(∂φ + ∂ϕ)A(φ, θ, ϕ, η)
A(φ, θ, ϕ, η)
5
2
+
sin(ϕ)r20(ϕ) sin(θ − η)gθ(ϕ, η)∂θ {(∂φ + ∂ϕ)A(φ, θ, ϕ, η)}
A(φ, θ, ϕ, η)
5
2
− 5
2
sin(ϕ)r20(ϕ) sin(θ − η)gθ(ϕ, η)((∂φ + ∂ϕ)A(φ, θ, ϕ, η))(∂θA(φ, θ, ϕ, η))
A(φ, θ, ϕ, η)
7
2
·
By definition of gθ in (124) and (125), one concludes in view of (128) that
|∂θ(sin(θ − η)gθ(ϕ, η))| .‖h‖Lip sin(ϕ)| sin((θ − η)/2)| . ‖h‖LipA
1
2 (φ, θ, ϕ, η).(137)
Moreover, using (130) one gets
|∂θ {(∂φ + ∂ϕ)A(φ, θ, ϕ, η)} | .(sin(φ) + sin(ϕ))| sin(θ − η)| . A
1
2 (φ, θ, ϕ, η).(138)
Using also the definition of A, we obtain
(139) |∂θA(φ, θ, ϕ, η)| ≤ C sin(φ) sin(ϕ)| sin(θ − η)| . sin(ϕ)A
1
2 (φ, θ, ϕ, η).
Then, with the help of (128), (130) (137), (138) and (139), we can estimate ∂θK1 as
|∂θK1(φ, θ, ϕ, η)| .‖h‖Lip
sin3(ϕ)
(
(φ− ϕ)2 + (sin(ϕ) + sin(φ)) sin2((θ − η)/2))(
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2((θ − η)/2))2
+ ‖h‖Lip sin
2(ϕ)
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2((θ − η)/2)
+ ‖h‖Lip
sin3(ϕ)
(
(φ− ϕ)2 + (sin(ϕ) + sin(φ)) sin2((θ − η)/2))(
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2((θ − η)/2))2 ·
Consequently we get
|∂θK1(φ, θ, ϕ, η)| .
‖h‖Lip sin2(ϕ)
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2((θ − η)/2)
.
‖h‖Lip | sin((θ − η)/2)|−1 sin(ϕ)(
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2((θ − η)/2)) 12 ·
Therefore we obtain by virtue of (112)
|∂θK1(φ, θ, ϕ, η)| ≤ C‖h‖Lip|φ− ϕ|−β | sin((θ − η)/2|−(2−β),(140)
for any β ∈ (0, 1). Hence, all the hypothesis of Proposition C.1 are satisfied and therefore we
deduce that G1 belongs to C
β
(
(0, π) × (0, 2π)), for any β ∈ (0, 1). The estimates of the kernel
K2 we are quite similar to those of K1 modulo some slight adaptations. We shall not develop
all the estimates which are straightforward and tedious. We will restrict this discussion to the
analogous estimate to (132) and (140). First note that thanks to (125) and (126) one gets∣∣∂ϕ(sin(ϕ) r20(ϕ)gθ(ϕ, θ))∣∣ . ‖h‖Lip sin3(ϕ)| sin((θ − η)/2)|.
This implies that ∣∣K2(φ, θ, ϕ, η)∣∣ .‖h‖Lip sin3(ϕ) sin2((θ − η)/2)
A(φ, θ, ϕ, η)
3
2
.‖h‖Lip sin(ϕ)
A(φ, θ, ϕ, η)
1
2
·
It follows from (128) and (112) that
(141) |K2(φ, θ, ϕ, η)| . ‖h‖Lip|φ− ϕ|−β| sin((θ − η)/2|−(1−β),
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which is the desired estimate. As to the estimate of ∂θK2 we first write
∂θK2(φ, θ, ϕ, η) =−
∂ϕ
(
sin(ϕ)r20(ϕ)h(ϕ, η)
)
sin(θ − η)
A(φ, θ, ϕ, η)
3
2
+
∂ϕ
(
sin(ϕ)r20(ϕ)gθ(ϕ, η)
)
cos(θ − η)
A(φ, θ, ϕ, η)
3
2
−3
2
K2(φ, θ, ϕ, η)
∂θA(φ, θ, ϕ, η)
A(φ, θ, ϕ, η)
(142)
Straightforward calculations using (H2) and (18) show that∣∣∂ϕ (sin(ϕ)r20(ϕ)∂θgθ(ϕ, η)) sin(θ − η)∣∣
A(φ, θ, ϕ, η)
3
2
.‖h‖Lip sin
3(ϕ)| sin((θ − η)/2)|
A(φ, θ, ϕ, η)
3
2
.‖h‖Lip sin
2(ϕ)
A(φ, θ, ϕ, η)
·
Putting together (128) and (112) implies
sin2(ϕ)
A(φ, θ, ϕ, η)
.| sin((θ − η)/2)|−1 sin(ϕ)
A
1
2 (φ, θ, ϕ, η)
.
1
|φ− ϕ|β | sin((θ − η)/2)|2−β ·(143)
Therefore we find∣∣∂ϕ (sin(ϕ)r20(ϕ)∂θgθ(ϕ, η)) sin(θ − η)∣∣
A(φ, θ, ϕ, η)
3
2
.
‖h‖Lip
|φ− ϕ|β | sin((θ − η)/2)|2−β ·
As to the second term of the right-hand side of (142), we get in view of (H2), (125) and (126)∣∣∂ϕ (sin(ϕ)r20(ϕ)gθ(ϕ, η)) cos(θ − η)∣∣
A(φ, θ, ϕ, η)
3
2
.‖h‖Lip sin
3(ϕ)| sin((θ − η)/2)|
A(φ, θ, ϕ, η)
3
2
.‖h‖Lip sin
2(ϕ)
A(φ, θ, ϕ, η)
·
It follows from (143) that∣∣∂ϕ (sin(ϕ)r20(ϕ)gθ(ϕ, η)) cos(θ − η)∣∣
A(φ, θ, ϕ, η)
3
2
.‖h‖Lip ‖h‖Lip|φ− ϕ|β | sin((θ − η)/2)|2−β ·
Concerning the last term of (142), we put together (139), (141), (128) and (112) that
|K2(φ, θ, ϕ, η)| |∂θA(φ, θ, ϕ, η)|
A(φ, θ, ϕ, η)
.‖h‖Lip|φ− ϕ|−β | sin((θ − η)/2|−(1−β) sinϕ
A
1
2 (φ, θ, ϕ, η)
.‖h‖Lip|φ− ϕ|−β | sin((θ − η)/2|−(2−β).
Therefore collecting the preceding estimates allows to get the suitable estimate for ∂θK2,
|∂θK2(φ, θ, ϕ, η)| . ‖h‖Lip|φ− ϕ|−β | sin((θ − η)/2|−(2−β).
The estimate for ∂φK2 can be done similarly in a straightforward way. Consequently the
assumptions of Proposition C.1 hold true and one deduces that G1 ∈ C β
(
(0, π)× (0, 2π)). Hence
we obtain ∂φG ∈ C β
(
(0, π) × (0, 2π)), with the estimate
‖∂φG(h)‖C β . ‖h‖C 1,α .(144)
The next stage is to show that ∂θG(h) ∈ C β
(
(0, π) × (0, 2π)) following the same strategy as
before. From (123), we get
∂θG(h)(φ, θ) = −1
2
1
r0(φ)
∫ π
0
∫ 2π
0
sin(ϕ)r0(ϕ)h(ϕ, η)∂θA(φ, θ, ϕ, η)
A(φ, θ, ϕ, η)
3
2
dηdϕ.
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Direct computations show that
∂θA(φ, θ, ϕ, η) =2r0(φ)r0(ϕ) sin(θ − η) = −∂ηA(φ, θ, ϕ, η).
It follows
∂θG(h)(φ, θ) =
1
2
1
r0(φ)
∫ π
0
∫ 2π
0
sin(ϕ)r0(ϕ)h(ϕ, η)∂ηA(φ, θ, ϕ, η)
A(φ, θ, ϕ, η)
3
2
dηdϕ.
On the other hand, integration by parts in η yields∫ π
0
∫ 2π
0
sin(ϕ)r0(ϕ)h(ϕ, θ)∂ηA(φ, θ, ϕ, η)
A(φ, θ, ϕ, η)
3
2
dηdϕ = 0.
Thus we deduce by subtraction
∂θG(h)(φ, θ) =
1
2
1
r0(φ)
∫ π
0
∫ 2π
0
sin(ϕ)r0(ϕ)
(
h(ϕ, η) − h(ϕ, θ))∂ηA(φ, θ, ϕ, η)
A(φ, θ, ϕ, η)
3
2
dηdϕ
=
∫ π
0
∫ 2π
0
sin(ϕ)r20(ϕ)
(
h(ϕ, η) − h(ϕ, θ)) sin(η − θ)
A(φ, θ, ϕ, η)
3
2
dηdϕ.(145)
Since h ∈ C 1,α, then the mean value theorem implies
|h(ϕ, θ)− h(ϕ, η)| . ‖h‖Lip|θ − η|.
Moreover, by the 2π-periodicity of h in η one obtains
(146) |h(ϕ, θ) − h(ϕ, η)| . ‖h‖C 1,α
∣∣ sin ((θ − η)/2)∣∣.
Define the kernel
K3(φ, θ, ϕ, η) :=
sin(ϕ)r20(ϕ) sin(η − θ)
(
h(ϕ, η) − h(ϕ, θ))
A(φ, θ, ϕ, η)
3
2
,
and let us check the hypothesis of Proposition C.1. First using (128), (H2) and (146) we obtain
|K3(φ, θ, ϕ, η)| . sin
3(ϕ) sin2((θ − η)/2)(
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2((θ − η)/2)) 32
.
sin(ϕ)(
(φ− ϕ)2 + (sin2(φ) + sin2(ϕ)) sin2((θ − η)/2)) 12 .
Applying (112) yields
|K3(φ, θ, ϕ, η)| . ‖h‖C 1,α |φ− ϕ|−(1−β)| sin((θ − η)/2)|−β ,(147)
for any β ∈ (0, 1). Let us estimate ∂φK3 which is explicitly given by,
∂φK3(φ, θ, ϕ, η) =− 3
2
sin(ϕ)r20(ϕ) sin(η)
(
h(ϕ, η) − h(ϕ, θ))∂φA(φ, θ, ϕ, η)
A(φ, θ, ϕ, η)
5
2
=− 3
2
K3(φ, θ, ϕ, η)
∂φA(φ, θ, ϕ, η)
A(φ, θ, ϕ, η)
·
By virtue of (135) and (147), we achieve
|∂φK3(φ, θ, ϕ, η)| .‖h‖C 1,α |φ− ϕ|−(1−β)
∣∣ sin ((θ − η)/2)∣∣−βA− 12 (φ, θ, ϕ, η),
.
‖h‖C 1,α
|φ− ϕ|2−β | sin((θ − η)/2)|β ,
for any β ∈ (0, 1). It remains to establish the suitable estimates for ∂θK3. First we have
∂θK3(φ, θ, ϕ, η) =− 3
2
K3(φ, θ, ϕ, η)
∂θA(φ, θ, ϕ, η)
A(φ, θ, ϕ, η)
− sin(ϕ)r
2
0(ϕ) sin(η − θ)∂θh(ϕ, θ)
A(φ, θ, ϕ, η)
3
2
58 C. GARCI´A, T. HMIDI, AND J. MATEU
− sin(ϕ)r
2
0(ϕ) cos(η − θ)
(
h(ϕ, η) − h(ϕ, θ))
A(φ, θ, ϕ, η)
3
2
·
Using (139) and (147) (where we exchange β by 1− β) we get∣∣K3(φ, θ, ϕ, η)∣∣ ∣∣∂θA(φ, θ, ϕ, η)∣∣
A(φ, θ, ϕ, η)
.
‖h‖C 1,α
|φ− ϕ|β | sin((θ − η)/2)|1−β
sinϕ
A
1
2 (φ, θ, ϕ, η)
.
‖h‖C 1,α
|φ− ϕ|β | sin((θ − η)/2)|2−β ·
For the second term of the right-hand side of ∂θK3 we write in view of (H2)
sin(ϕ)r20(ϕ)| sin(η − θ)||∂θh(ϕ, θ)|
A(φ, θ, ϕ, η)
3
2
.‖h‖Lip sin
3(ϕ)| sin((θ − η)/2)|
A(φ, θ, ϕ, η)
3
2
.‖h‖Lip sin
2(ϕ)
A(φ, θ, ϕ, η)
·
Applying (143) yields
sin(ϕ)r20(ϕ)| sin(η − θ)||∂θh(ϕ, θ)|
A(φ, θ, ϕ, η)
3
2
.
‖h‖Lip
|φ− ϕ|β | sin((θ − η)/2)|2−β ·
Concerning the last term of the right-hand side of ∂θK3, it is similar to the foregoing one.
Indeed, using (146) and (H2) we get
sin(ϕ)r20(ϕ)| cos(η − θ)|
∣∣h(ϕ, η) − h(ϕ, θ)∣∣
A(φ, θ, ϕ, η)
3
2
.‖h‖C 1,α
sin3(ϕ)| sin((η − θ)/2)|
A(φ, θ, ϕ, η)
3
2
.‖h‖C 1,α
sin2(ϕ)
A(φ, θ, ϕ, η)
·
It suffices to use (143) to obtain
sin(ϕ)r20(ϕ)| cos(η − θ)|
∣∣h(ϕ, η) − h(ϕ, θ)∣∣
A(φ, θ, ϕ, η)
3
2
.‖h‖C 1,α
sin3(ϕ)| sin((η − θ)/2)|
A(φ, θ, ϕ, η)
3
2
.
‖h‖C 1,α
|φ− ϕ|β | sin((θ − η)/2)|2−β ·
Therefore we get from the preceding estimates
|∂θK3(φ, θ, ϕ, η)| . ‖h‖C 1,α|φ− ϕ|β | sin((θ − η)/2)|2−β ·
Consequently, all the assumptions of Proposition C.1 are verified by the kernel K3 and thus we
deduce that ∂θG(h) ∈ C β
(
(0, π) × (0, 2π)) for any β ∈ (0, 1), with the estimate
‖∂θG(h)‖C β . ‖h‖C 1,α .
Putting together this estimate with (144) and (129) yields
‖G(h)‖C 1,β . ‖h‖C 1,α ,
and this achieves the proof of the proposition. 
4.6. Transversality. We have shown in Proposition 4.6 that when Ω belongs to the discrete set
{Ωm,m ≥ 2} then the linearized operator ∂f F˜ (Ω, 0) is of Fredholm type with one–dimensional
kernel. This property is not enough to bifurcate to nontrivial solutions for the nonlinear problem.
A sufficient condition for that, according to Theorem B.1, is the the transversal assumption which
amounts to checking
∂2Ω,f F˜ (Ωm, 0)f
⋆
m /∈ Im(∂f F˜ (Ωm, 0)),
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where f⋆m is a generator of the kernel of ∂f F˜ (Ωm, 0). Note that as a consequence of (29) and
(30), for a function h : (φ, θ) 7→∑n≥1 hn(φ) cos(nθ) ∈ Xαm, we get
∂f F˜ (Ω, 0)h(φ, θ) =
∑
n≥1
LΩnhn(φ) cos(nθ),
with
LΩnhn(φ) =νΩ(φ)hn(φ)−
∫ π
0
Hn(φ,ϕ)hn(φ,ϕ)dϕ
=νΩ(φ)
(
hn(φ)−KΩnh(φ)
)
,
where KΩn is defined in (92). Hence, the second mixed derivative takes the form,
∂2Ω,f F˜ (Ω, 0)h(φ, θ) = −h(φ, θ).
Our main result of this section reads as follows.
Proposition 4.7. Let m ≥ 2, then the transversal condition holds true, that is,
∂2Ω,f F˜ (Ωm, 0)f
⋆
m /∈ Im(∂f F˜ (Ωm, 0)),
where f⋆m is a generator of the kernel of ∂f F˜ (Ωm, 0).
Proof. Recall from the proof of Proposition 4.6 that the function f⋆m has the form
f⋆m(φ, θ) = h
⋆
m(φ) cos(mθ)
and h⋆m is a nonzero solution to the equation
KΩmm h⋆m(φ) = h⋆m(φ).
It follows that
∂2Ω,f F˜ (Ωm, 0)f
⋆
m(φ, θ) = −h⋆m(φ) cos(mθ).
Assume that this element belongs to the range of ∂f F˜ (Ωm, 0). Then we can find hm such that
h⋆m(φ) = νΩm(φ)
(
hm(φ) −KΩmm hm(φ)
)
.
Dividing this equality by νΩm and taking the inner product with h
⋆
m, with respect to 〈·, ·〉Ωm
defined in (94) yields by the symmetry of KΩmm〈 h⋆m
νΩm
, h⋆m
〉
Ωm
=
〈
hm, h
⋆
m
〉
Ωm
−
〈
KΩmm hm, h⋆m
〉
Ωm
=
〈
hm, h
⋆
m
〉
Ωm
−
〈
hm,KΩmm h⋆m
〉
Ωm
=
〈
hm, h
⋆
m −KΩmm h⋆m
〉
Ωm
=0.
Coming back to the definition of the inner product (94) and (32), we find∫ π
0
(h⋆m(ϕ))
2 sin(ϕ) r20(ϕ)dϕ = 0.
From the assumption (H) we know that r0 does not vanish in (0, π). Then we get from the
continuity of h⋆m that this latter function should vanish everywhere in (0, π), which is a contra-
diction. Hence, we deduce that f⋆m does not belong to the range of ∂f F˜ (Ωm, 0) and then the
transversal condition is satisfied. 
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5. Nonlinear action
This section is devoted to the regularity study of the nonlinear functional F˜ defined in (14)
that we recall for the convenience of the reader,
F˜ (Ω, f)(φ, θ) =
1
r0(φ)
{
I(f)(φ, θ)− Ω
2
r2(φ, θ)−m(Ω, f)(φ)
}
,
for any (φ, θ) ∈ (0, π) × (0, 2π) and where
I(f)(φ, θ) = − 1
4π
∫ π
0
∫ 2π
0
∫ r(ϕ,η)
0
r sin(ϕ)drdηdϕ
|(reiη, cos(ϕ)) − (r(φ, θ)eiθ, cos(φ))| ,
the mean m is defined in (12) and
r(φ, θ) = r0(φ) + f(φ, θ).
We would like in particular to analyze the symmetry/regularity persistence of the function
spaces Xαm defined in (16) and (17) through the action of the nonlinear functional F˜ .
5.1. Symmetry persistence. The main task here is to check the symmetry persistence of the
function spaces Xαm defined in (16) through the nonlinear action of F˜ . Notice that at this level,
we do not raise the problem of whether or not this functional is well-defined and this target is
postponed later in Section 5. First recall that
Xαm =
{
f : [0, π]× [0, 2π]→ R : f ∈ C 1,α, f(0, θ) = f(π, θ) ≡ 0,
f
(π
2
− φ, θ
)
= f
(π
2
+ φ, θ
)
, f (φ, θ) =
∑
n≥1
fn(φ) cos(nmθ)
}
.
Proposition 5.1. Let Ω ∈ R, f ∈ Xαm with m ≥ 1 and assume that r0 satisfies the conditions (H).
Then the following assertions hold true.
(1) The equatorial symmetry:
F˜ (Ω, f) (π − φ, θ) = F˜ (Ω, f) (φ, θ) , ∀ (φ, θ) ∈ [0, π] × R .
(2) We get the algebraic structure,
F˜ (Ω, f)(φ, θ) =
∑
n≥1
fn(φ) cos(nθ),
for some functions fn and for any (φ, θ) ∈ [0, π] × [0, 2π].
(3) The m-fold symmetry: F˜ (Ω, f)(φ, θ + 2πm ) = F˜ (Ω, f)(φ, θ), for any (φ, θ) ∈ [0, π] × R.
Proof. (1) From the expression of F˜ in (14), it is suffices to check the property for I(f). One
can easily verify using the symmetry of the functions cos and r combined with the change of
variables ϕ 7→ π − ϕ
I(f) (π − φ, θ) =− 1
4π
∫ π
0
∫ 2π
0
∫ r(ϕ,η)
0
r sin(ϕ)drdηdϕ
|(reiη , cos(ϕ)) − (r(π − φ, θ)eiθ, cos(π − φ))|
=− 1
4π
∫ π
0
∫ 2π
0
∫ r(π−ϕ,η)
0
r sin(π − ϕ)drdηdϕ
|(reiη ,− cos(ϕ))− (r(φ, θ)eiθ,− cos(φ))|
=− 1
4π
∫ π
0
∫ 2π
0
∫ r(ϕ,η)
0
r sin(ϕ)drdηdϕ
|(reiη , cos(ϕ)) − (r(φ, θ)eiθ, cos(φ))|
=I(f) (φ, θ) .
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(2) In order to get the desired structure, it suffices to check the following symmetry
I(f)(φ,−θ) = I(f)(φ, θ), ∀ (φ, θ) ∈ [0, π] ×R .
To do that, we use the symmetry of r, that is r(ϕ,−θ) = r(ϕ, θ), combined with the change of
variables η 7→ −η allowing to get
I(f)(φ,−θ) =− 1
4π
∫ π
0
∫ 2π
0
∫ r(ϕ,η)
0
r sin(ϕ)drdηdϕ
|(reiη , cos(ϕ))− (r(φ,−θ)e−iθ, cos(φ))|
=− 1
4π
∫ π
0
∫ 2π
0
∫ r(ϕ,−η)
0
r sin(ϕ)drdηdϕ
|(re−iη, cos(ϕ))− (r(φ, θ)e−iθ, cos(φ))|
=− 1
4π
∫ π
0
∫ 2π
0
∫ r(ϕ,η)
0
r sin(ϕ)drdηdϕ
|(reiη , cos(ϕ))− (r(φ, θ)eiθ, cos(φ))|
=I(f)(φ, θ).
(3) First, since r belongs to Xαm then it satisfies r(ϕ, θ +
2π
m ) = r(ϕ, θ). Thus we get by the
change of variables η 7→ η + 2πm
I(f)
(
φ, θ +
2π
m
)
= − 1
4π
∫ π
0
∫ 2π
0
∫ r(ϕ,η)
0
r sin(ϕ)drdηdϕ
|(reiη, cos(ϕ)) − (r(φ, θ + 2πm )ei(θ+
2pi
m
), cos(φ))|
= − 1
4π
∫ π
0
∫ 2π
0
∫ r(ϕ,η+ 2pi
m
)
0
r sin(ϕ)drdηdϕ
|(rei(η+ 2pim ), cos(ϕ))− (r(φ, θ)ei(θ+ 2pim ), cos(φ))|
= − 1
4π
∫ π
0
∫ 2π
0
∫ r(ϕ,η)
0
r sin(ϕ)drdηdϕ
|(reiη, cos(ϕ)) − (r(φ, θ)eiθ, cos(φ))|
= I(f)(φ, θ).
Notice that we have used the fact that the Euclidean distance id C is invariant by the rotation
action z 7→ ei 2pim z. 
The next discussion is devoted to the symmetry effects of the surface of the vortices on the
velocity structure. We shall show the following.
Lemma 5.1. If r0 satisfies (H) and f ∈ Xαm, with m ≥ 2, then
∀ z ∈ R,
∫ π
0
∫ 2π
0
sin(ϕ)∂η(r(ϕ, η) cos(η))dηdϕ(
r2(ϕ, η) +
(
z − cosϕ)2) 12 =0,
∀ z ∈ R,
∫ π
0
∫ 2π
0
sin(ϕ)∂η(r(ϕ, η) sin(η))dηdϕ(
r2(ϕ, η) +
(
z − cosϕ)2) 12 =0.
As a consequence, the velocity field defined in (5) is vanishing at the vertical axis, that is,
U(0, 0, z) = 0,
for any z ∈ R.
Proof. Set for any z ∈ R,
I1(z) :=
∫ π
0
∫ 2π
0
sin(ϕ)∂η(r(ϕ, η) cos(η))dηdϕ(
r2(ϕ, η) +
(
z − cosϕ)2) 12 ,
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I2(z) :=
∫ π
0
∫ 2π
0
sin(ϕ)∂η(r(ϕ, η) sin(η))dηdϕ(
r2(ϕ, η) +
(
z − cosϕ)2) 12 .
Observe that from the periodicity in η we may write
I1(z) =
∫ π
0
∫ π
−π
sin(ϕ)(∂ηr)(ϕ, η) cos(η)dηdϕ(
r2(ϕ, η) +
(
z − cosϕ)2) 12
−
∫ π
0
∫ π
−π
sin(ϕ)r(ϕ, η) sin(η)dηdϕ(
r2(ϕ, η) +
(
z − cosϕ)2) 12 .
Since f ∈ Xαm, then r(ϕ,−η) = r(ϕ, η) and so (∂ηr)(ϕ,−η) = −(∂ηr)(ϕ, η). Therefore making
the change of variables η 7→ −η allows to get I1(z) = 0.
To check I2(z) = 0 we shall use the m-fold symmetry of r. In fact by the change of variables
η 7→ η + 2πm and using the 2π-periodicity in η and some elementary trigonometric identity, we
find
I2(z) =
∫ π
0
∫ 2π
0
sin(ϕ)∂η
(
r(ϕ, η) sin(η + 2πm )
)
(r(ϕ, η)2 + (z − cos(ϕ)2) 12
dηdϕ
=cos(2π/m)I2(z) + sin(2π/m)I1(z).
Since m ≥ 2 and I1(z) = 0 then we get I2(z) = 0.
Coming back to (5) and following the change of variables giving (9) we easily get
U(0, 0, z) =
(
I1(z), I2(z), 0
)
,
which gives the announced result. 
5.2. Deformation of the Euclidean norm. The spherical change of coordinates used to
recover both the velocity and the stream function from the surface geometry of the patch yields
to a deformation of the Green function. Notice that in the usual Cartesian coordinates the Green
kernel is radial and thus it is isotropic with respect to all the variables. In the new coordinates
we loose such property and the Green kernel becomes anisotropic and the north and south poles
are degenerating points. To deal with these defects one needs refined treatments in the behavior
of the kernel or also the adaptation of the function spaces which are of Dirichlet type. The
following lemma is crucial to deal with the anisotropy of the kernel.
Lemma 5.2. Let m ≥ 1, α ∈ (0, 1), r0 satisfies (H), f ∈ Xαm such that ‖f‖Lip ≤ ε with ε small
enough and set r = r0 + f . Define for any φ ∈ [0, π2 ], ϕ ∈ [0, π], θ, η ∈ [0, 2π] and s ∈ [0, 1]
Js(φ, θ, ϕ, η) := (r(ϕ, η) − sr(φ, θ))2 + 2sr(φ, θ)r(ϕ, η)(1 − cos(θ − η)) + (cos(φ)− cos(ϕ))2.
Then
|J0(φ, θ, ϕ, η)| ≥C sin2(ϕ),(148)
|Js(φ, θ, ϕ, η)| ≥C
((
sin2(ϕ) + s2φ2
)
sin2((θ − η)/2) + (ϕ+ φ)2(φ− ϕ)2
)
,(149)
with C an absolute constant. Remark that we have restricted φ to ∈ [0, π/2] instead of [0, π]
because the symmetry of r with respect to π2 .
Proof. Since f ∈ BXαm(ε), for some ε < 1, and r0 verifies (H2) then
r(ϕ, η) =r0(ϕ) + f(ϕ, η) ≥ 2C sinϕ− |f(ϕ, η)|.
In addition f satisfies (18) and in particular
|f(ϕ, η)|
sin(ϕ)
≤ C1‖f‖Lip.
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It follows that,
r(ϕ, η) ≥ (2C − C1‖f‖Lip) sin(ϕ).
By imposing ‖f‖Lip ≤ ε = CC1 , we infer
(150) r(ϕ, η) ≥ C sin(ϕ).
Consequently, we obtain
J0(φ, θ, ϕ, η) =r
2(ϕ, η) + (cos(ϕ) − cos(φ))2 ≥ C sin2(ϕ),
which gives the estimate (148). Let us now check the validity of (149). First, we remark that
Js(φ, θ, ϕ, η) = r
2(ϕ, η) + s2r2(φ, θ)− 2sr(ϕ, η)r(φ, θ) cos(θ − η) + (cos(ϕ)− cos(φ))2.
Denote
g1(x) := r
2(ϕ, η) + x2 − 2xr(ϕ, η) cos(θ − η) + (cos(ϕ) − cos(φ))2,
and therefore we get the relation g1(sr(φ, θ)) = Js(φ, θ, ϕ, η). From the variation arguments we
infer that the function g1 reaches its global minimum at the point
xc = r(ϕ, η) cos(θ − η).
Let us distinguish the cases cos(θ− η) ∈ [0, 1] and cos(θ− η) ∈ [−1, 0]. In the first case, one has
according to (150)
Js(φ, θ, ϕ, η) =g1(sr(φ, θ))
≥g1(xc) = r2(ϕ, η) sin2(θ − η) + (cos(ϕ)− cos(φ))2
≥C(sin2(ϕ)sin2(θ − η) + (cos(ϕ) − cos(φ))2).
Using that cos(θ − η) ∈ [0, 1], one gets
sin2(θ − η) = 2 sin2((θ − η)/2)(1 + cos(θ − η)) ≥ 2 sin2((θ − η)/2).
Moreover, since φ ∈ [0, π2 ] and ϕ ∈ [0, π], we obtain
| cos(ϕ)− cos(φ)| =|(1− cos(φ))− (1− cos(ϕ))|
=2| sin2(φ/2) − sin2(ϕ/2)|
=2| sin(φ/2) − sin(ϕ/2)|(sin(φ/2) + sin(ϕ/2))
≥C|φ− ϕ||φ+ ϕ|.(151)
Hence
Js(φ, θ, ϕ, η) ≥C
(
sin2(ϕ)sin2((θ − η)/2) + (φ+ ϕ)2(φ− ϕ)2
)
.(152)
In the second case where cos(θ − η) ∈ [−1, 0], the critical point is negative, xc ≤ 0, and one has
from the variations of g1, the estimate (150) and (151)
Js(φ, θ, ϕ, η) =g1(sr(φ, θ))
≥g1(0) = r(ϕ, η)2 + (cos(ϕ)− cos(φ))2
≥C(sin2(ϕ)sin2((θ − η)/2) + (φ+ ϕ)2(φ− ϕ)2).(153)
Putting together (152) and (153), one deduces that
Js(φ, θ, ϕ, η) ≥C
(
sin2(ϕ)sin2((θ − η)/2) + (φ+ ϕ)2(φ− ϕ)2
)
,(154)
for any φ ∈ [0, π/2], ϕ ∈ [0, π] and θ, η ∈ [0, 2π].
Following the same ideas, we introduce the function
g2(x) := x
2 + s2r2(φ, θ)− 2sxr(φ, θ) cos(θ − η) + (cos(ϕ) − cos(φ))2,
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which satisfies g2(r(ϕ, η)) = Js(φ, θ, ϕ, η). Then as before we can check easily that the function
g2 reaches its minimum at the point x˜c = sr(φ, θ) cos(θ−η). Similarly we distinguishing between
two cases cos(θ − η) ∈ [0, 1] and cos(θ − η) ∈ [−1, 0]. For the first case, using (151), we have
Js(φ, θ, ϕ, η) ≥C(s2 sin2(φ)sin2((θ − η)/2) + (φ+ ϕ)2(φ− ϕ)2).
Since φ ∈ [0, π/2], we have that sin(φ) ≥ 2πφ, and then
Js(φ, θ, ϕ, η) ≥C(s2φ2sin2((θ − η)/2) + (φ+ ϕ)2(φ− ϕ)2).(155)
By summing up (154)–(155) we achieve (149). 
5.3. Regularity persistence. In this section we shall investigate the regularity of the function
F˜ introduced in (14). The main result reads as follows.
Proposition 5.2. Let m ≥ 2, α ∈ (0, 1) and r0 satisfy (H). There exists ε ∈ (0, 1) small enough
such that the functional
F˜ : R×BXαm(ε)→ Xαm
is well-defined and of class C 1. The function spaces Xαm are defined in (16) and (17).
Proof. First we shall split the functional F˜ into two pieces
F˜ (Ω, f)(φ, θ) = F1(f)(φ, θ)− Ω
2
F2(f)(φ, θ)− 1
2π
∫ 2π
0
[
F1(f)(φ, θ)− Ω
2
F2(f)(φ, θ)
]
dθ,
with
F1(f)(φ, θ) =
I(f)(φ, θ)
r0(φ)
,
F2(f)(φ, θ) =2f(φ, θ) +
f2(φ, θ)
r0(φ)
·
Note that I(f) is defined (15) and it is nothing but the stream function ψ0 associated to the
domain parametrized by
(φ, θ) ∈ [0, π] × [0, 2π] 7→
((
r0(φ) + f(φ, θ)
)
eiθ, cos φ
)
·
Thus
(156) F1(f)(φ, θ) =
ψ0
((
r0(φ) + f(φ, θ)
)
eiθ, cosφ
)
r0(φ)
·
We point out that according to the general potential theory the steam function ψ0 belongs at
least to the space C 1,α(R3). The proof will be divided into three steps.
Step 1: f 7→ F2(f) is C 1. In this step, we check that F2 is well-defined and of class C 1. The first
term is trivial to check. As to the second one, it is clear by Taylor formula using the boundary
conditions and (H2) that the function f
2
r0
is bounded and vanishes at the points φ = 0, π. For
the regularity, we differentiate with respect to φ,
∂φ
(
f2(φ, θ)
r0(φ)
)
= −r′0(φ)
(
f(φ, θ)
r0(φ)
)2
+ 2
f(φ, θ)
r0(φ)
∂φf(φ, θ).
Using again Taylor formula and the assumptions (H) on r0 we deduce that the functions (φ, θ) 7→
f(φ,θ)
sinφ and (φ, θ) 7→ sinφr0(φ) belongs to C α. Thus using the algebra structure of this latter space
we infer that (φ, θ) 7→ f(φ,θ)r0(φ) belongs also to C α. The same algebra structure allows to get
∂φ
(
f2
r0
)
∈ C α. Following the same argument we obtain ∂θF2 belongs to C α. Concerning the
symmetry; it can be derived from Proposition 5.1 combined with the fact that frequency n = 0
is eliminated in the definition of F˜ by subtracting the mean value in θ.
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Now let us check the C 1 dependence in f of F1. First we can check that its Frechet derivative
takes the form
∂fF2(f)h(φ, θ) = 2h(φ, θ) + 2
f(φ, θ)h(φ, θ)
r0(φ)
·
Using similar ideas as before, we can easily get that
‖∂fF2(f1)h− ∂fF2(f2)h‖Xαm ≤ C‖f1 − f2‖Xαm‖h‖Xαm .
This implies that f 7→ ∂fF2(f) is continuous and therefore F2 is of class C 1.
Step 2: f 7→ F1(f) is well-defined. This is more involved than F2. According to Proposition 5.1
the functional F1 is symmetric with respect to φ =
π
2 and therefore it suffices to check the desired
regularity in the range φ ∈ (0, π/2). Let us emphasize that we need to check the regularity not
for F1 but for its fluctuation with respect to the mean rate, that is,
F1 : (φ, θ) 7→ F1(f)(φ, θ)− 〈F1(f)〉θ with 〈F1(f)〉θ := 1
2π
∫ 2π
0
F1(f)(φ, θ)dθ.
First, we shall check that F1 is bounded and satisfies the boundary condition F1(0, θ) = 0, for
any θ ∈ (0, 2π). The remaining boundary condition F1(π, θ) = 0 follows from the symmetry
with respect to the equatorial. For this purpose, we write by virtue of Taylor formula
∀xh ∈ R2, ψ0(xh, cosφ) =ψ0(0, 0, cos φ) + xh ·
∫ 1
0
∇hψ0
(
τxh, cosφ
)
dτ.(157)
Making the substitution xh = (r0(φ) + f(φ, θ))e
iθ and using (156) we infer
F1(f)(φ, θ) =
ψ(0, 0, cos φ)
r0(φ)
+
(
1 +
f(φ, θ)
r0(φ)
)
eiθ ·
∫ 1
0
∇hψ0
(
τ(r0(φ) + f(φ, θ))e
iθ, cosφ
)
dτ
=:
ψ(0, 0, cos φ)
r0(φ)
+ F1,1(φ, θ).
We observe that the · denotes the usual Euclidean inner product of R2 . Consequently, we obtain
(158) F1(φ, θ) = F1,1(φ, θ)− 〈F1,1〉θ.
Let us analyze the term F1,1 and check its continuity and the Dirichlet boundary condition.
First we observe from the assumption (H2) that 0 is a simple zero for r0 and we know that
f(0, θ) = 0, then one may easily obtain the bound
|F1,1(φ, θ)| ≤ C(1 + ‖∂φf‖L∞)‖∇hψ0‖L∞(R3).
Furthermore, according to Lebesgue dominated convergence theorem we infer
lim
φ→0
F1,1(φ, θ) =
(
1 +
∂φf(0, θ)
r′0(0)
)
eiθ · ∇hψ0 (0, 0, 1) ,
and this convergence is uniform in θ ∈ (0, 2π). Notice that the same tool gives the continuity of
F1,1 in [0;π/2] × [0; 2π].
Now, applying Lemma 5.1 we get ∇hψ0 (0, 0, 1) = 0, and therefore
∀ θ ∈ (0, 2π), lim
φ→0
F1,1(φ, θ) = lim
φ→0
〈F1,1〉θ = 0.
This implies that F1 is continuous in [0, π]×[0, 2π] and it satisfies the required Dirichlet boundary
condition F1(0, θ) = F1(π, θ) = 0.
The next step is to establish that ∂θF1 and ∂φF1 are C
α. We will relate such derivatives to
the two-components velocity field U = ∇⊥h ψ0. Differentiating (156) with respect to θ leads to
∂θF1(φ, θ) =∂θF1(f)(φ, θ)
=r−10 (φ)∇hψ0(r(φ, θ)eiθ, cos(φ)) ·
(
r(φ, θ)ieiθ + ∂θr(φ, θ)e
iθ
)
=−r(φ, θ)
r0(φ)
U(r(φ, θ)eiθ, cos(φ)) · eiθ+∂θr(φ, θ)U(r(φ, θ)e
iθ, cos(φ))
r0(φ)
· ieiθ,(159)
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where r(φ, θ) = r0(φ) + f(φ, θ) and recall that · is the usual Euclidean inner product of R2 .
Concerning the regularity of the partial derivative in φ, we achieve
∂φF1(f)(φ, θ) =− r
′
0(φ)
r20(φ)
ψ0(r(φ, θ)e
iθ, cos(φ)) +
∂φr(φ, θ)
r0(φ)
∇hψ0(r(φ, θ)eiθ, cos(φ)) · eiθ
− sin(φ)
r0(φ)
∂zψ0(r(φ, θ)e
iθ, cos(φ))
=− r
′
0(φ)
r20(φ)
ψ0(r(φ, θ)e
iθ, cos(φ))− ∂φr(φ, θ)U(r(φ, θ)e
iθ, cos(φ))
r0(φ)
· ieiθ
− sin(φ)
r0(φ)
∂zψ0(r(φ, θ)e
iθ, cos(φ)).(160)
Define
J1(φ, θ) =
r′0(φ)
r20(φ)
ψ0(r(φ, θ)e
iθ, cos(φ)),
and
J2(φ, θ) = ∂φr(φ, θ)
U(r(φ, θ)eiθ, cos(φ))
r0(φ)
· ieiθ.
Then from (160) we may write
∂φF1(f)(φ, θ) = −J1(φ, θ)−J2(φ, θ)− sin(φ)
r0(φ)
∂zψ0(r(φ, θ)e
iθ, cos(φ)).
Note that the last term belongs to C α. Indeed, as (φ, θ) 7→ (r(φ, θ)eiθ, cos(φ)) belongs to
C 1,α and ∂zψ0 ∈ C α(R3) then by composition we infer (φ, θ) 7→ ∂zψ0
(
r(φ, θ)eiθ, cos(φ)
)
is in
C α((0, π)× (0, 2π)). On the other hand, the function sinr0 belongs to C α and thus by the algebra
structure of C α we obtain the desired result.
Concerning the term J1, we use Taylor formula for the stream function ψ0 as in (157) finding
that
J1(φ, θ) =
r′0(φ)ψ0(0, 0, cos φ)
r20(φ)
+ r−10 (φ)
(
1 +
f(φ, θ)
r0(φ)
) ∫ 1
0
∇hψ0
(
s r(φ, θ)eiθ, cosφ
)
ds · eiθ
=
r′0(φ)ψ0(0, 0, cos φ)
r20(φ)
−
(
1 +
f(φ, θ)
r0(φ)
)
r−10 (φ)
∫ 1
0
U
(
s r(φ, θ)eiθ, cosφ
)
ds · ieiθ.
We observe that the first term is singular and depends only in φ and therefore it does not
contribute in J1 − 〈J1〉θ. Since (φ, θ) 7→ r(φ,θ)r0(φ) belongs to C α then to get J1 − 〈J1〉θ ∈ C α it
suffices to prove that
(161) (φ, θ) 7→
∫ 1
0
U(sr(φ, θ)eiθ, cos(φ))
r0(φ)
· ieiθds ∈ C α.
On the other hand to obtain J2 ∈ C α it is enough to get
(162) (φ, θ) 7→ U(r(φ, θ)r
iθ, cos(φ))
r0(φ)
· i eiθ ∈ C α.
From (159) we get that ∂θF1(f) ∈ C α provided that (161) and (162) are satisfied together with
(163) (φ, θ) 7→ U(r(φ, θ)riθ, cos(φ)) · eiθ ∈ C α.
By virtue of (11) and the fact that U = ∇⊥h ψ, we find that
(164) U(r(φ, θ)ei,θ, cos(φ)) =
1
4π
∫ π
0
∫ 2π
0
sin(ϕ)
(
∂ηr(ϕ, η)e
iη + ir(ϕ, η)eiη
)
dηdϕ
|(r(φ, θ)eiθ, cos(φ)) − (r(ϕ, η)eiη , cos(ϕ))| ·
Next we intend to prove (161), (162) and (163).
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• Proof of (163). Using (164), we deduce that
U(r(φ, θ)ei,θ, cos(φ)) · eiθ = 1
4π
∫ π
0
∫ 2π
0
sin(ϕ)∂η
(
r(ϕ, η) cos(η − θ)) dηdϕ
|(r(φ, θ)eiθ, cos(φ)) − (r(ϕ, η)eiη , cos(ϕ))| ·
Using the notation of Lemma (5.2) we find that
|(r(φ, θ)eiθ, cos(φ))− (r(ϕ, η)eiη , cos(ϕ))| = J
1
2
1 (φ, θ, ϕ, η),
and therefore we may write
U(r(φ, θ)ei,θ, cos(φ)) · eiθ = 1
4π
∫ π
0
∫ 2π
0
sin(ϕ)∂η
(
r(ϕ, η) cos(η − θ)) dηdϕ
J
1
2
1 (φ, θ, ϕ, η)
.
This can be split into two integral terms
U(r(φ, θ)ei,θ, cos(φ)) · eiθ =
∫ π
0
∫ 2π
0
sin(ϕ)∂ηr(ϕ, η) cos(η − θ)dηdϕ
J
1
2
1 (φ, θ, ϕ, η)
−
∫ π
0
∫ 2π
0
sin(ϕ)r(ϕ, η) sin(η − θ)dηdϕ
J
1
2
1 (φ, θ, ϕ, η)
:=I1(φ, θ)− I2(φ, θ).(165)
Next, we shall prove that I1 is C α. Notice that the second term I2 is more easier to deal with
than I1 because its kernel is more regular on the diagonal than that of I1. To get I2 ∈ C α it
suffices to use in a standard way Proposition C.1. We shall skip this part and focus our attention
to the proof to the delicate part I1. For this aim let us define the kernel
K1(φ, θ, ϕ, η) =
sin(ϕ)∂ηr(ϕ, η) cos(η − θ)
J
1
2
1 (φ, θ, ϕ, η)
·
We shall start with checking that K1 is bounded. For this goal we use Lemma 5.2 which implies
|K1(φ, θ, ϕ, η)| ≤ C sin(ϕ)|∂ηr(ϕ, η)|{(ϕ+ φ)2(φ− ϕ)2 + (sin2(ϕ) + φ2) sin2((θ − η)/2)} 12
·
It is easy to check the inequality
(166)
sin(ϕ)(
(ϕ+ φ)2(φ− ϕ)2 + (sin2(ϕ) + φ2) sin2((θ − η)/2)
) 1
2
≤ 1(
(φ− ϕ)2 + sin2((θ − η)/2)
) 1
2
·
By interpolating between (
(φ− ϕ)2 + sin2((θ − η)/2)
) 1
2 ≥ |φ− ϕ|,
and (
(φ− ϕ)2 + sin2((θ − η)/2)
) 1
2 ≥ | sin((θ − η)/2)|,
one finds that for any β ∈ [0, 1],
(167)
sin(ϕ)(
(ϕ+ φ)2(φ− ϕ)2 + (sin2(ϕ) + φ2) sin2((θ − η)/2)
) 1
2
≤ 1|φ− ϕ|1−β | sin((θ − η)/2)|β ,
implying that
|K1(φ, θ, ϕ, η)| ≤ C|φ− ϕ|1−β | sin((θ − η)/2)|β ·(168)
Therefore, we easily achieve that I1 ∈ L∞. To establish that I1 ∈ C α, we proceed in a direct
way using the definition. Before that we remark that to get the C α regularity in both variables
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(φ, θ) it is enough to check the C α-regularity separately in the partial variables. Thus we shall
check that φ 7→ I1(φ, θ) is C α(0, π) uniformly in θ ∈ [0, 2π]. The C α-regularity of the mapping
θ 7→ I1(φ, θ) uniformly in φ ∈ [0, π] can be done in a similar way to the preceding one, and to
alleviate the discussion we shall skip this part. Take φ1, φ2 ∈ [0, π2 ] with 0 < φ1 < φ2, then it is
easy to check from some algebraic considerations that
I1(φ2, θ)− I1(φ1, θ) =
∫ π
0
∫ 2π
0
sin(ϕ)∂ηr(ϕ, η) cos(η − θ)(J1(φ1, θ, ϕ, η) − J1(φ2, θ, ϕ, η))dηdϕ
J
1
2
1 (φ2, θ, ϕ, η)J
1
2
1 (φ1, θ, ϕ, η)(J
1
2
1 (φ1, θ, ϕ, η) + J
1
2
1 (φ2, θ, ϕ, η))
·
Coming back to the definition of J1 seen in Lemma 5.2, we can check that
J1(φ1, θ, ϕ, η)− J1(φ2, θ, ϕ, η) =
(
r(φ1, θ)− r(φ2, θ)
)(
r(φ1, θ)− r(ϕ, θ) + r(φ2, θ)− r(ϕ, η)
)
+ 2r(ϕ, η)
(
r(φ1, θ)− r(φ2, θ)
)(
1− cos(θ − η))
−( cosϕ− cosφ1 + cosϕ− cosφ2)( cosφ1 − cosφ2).
Since r ∈ Lip we infer by interpolation∣∣r(φ1, θ)− r(φ2, θ)∣∣ ≤ C|φ1 − φ2|α(|r(φ1, θ)− r(ϕ, η)|1−α + |r(φ2, θ)− r(ϕ, η)|1−α),
and ∣∣r(φ1, θ)− r(φ2, θ)∣∣ ≤ C|φ1 − φ2|α(r1−α(φ1, θ)|+ r1−α(φ2, θ)).
Consequently we find
|J1(φ1, θ, ϕ, η)−J1(φ2, θ, ϕ, η)| ≤ C|φ1 − φ2|α
(
|r(φ1, θ)− r(ϕ, η)|2−α + |r(φ2, θ)− r(ϕ, η)|2−α
+ r(ϕ, η)
(
r1−α(φ1, θ) + r1−α(φ2, θ)
)(
1− cos(η − θ))
+ | cos(ϕ) − cos(φ1)|2−α + | cos(ϕ)− cos(φ2)|2−α
)
.
From straightforward calculus we observe that
|r(φi, θ)− r(ϕ, η)|2−α + r(ϕ, η)r(φi, θ)1−α
(
1− cos(η − θ))+ |(cos(ϕ) − cos(φi)|2−α
J1(φi, θ, ϕ, η)
2−α
2
≤ C,
and then we find
|J1(φ1, θ, ϕ, η)−J1(φ2, θ, ϕ, η)| ≤ C|φ1 − φ2|α
(
J
2−α
2
1 (φ1, θ, ϕ, η) + J
2−α
2
1 (φ2, θ, ϕ, η)
)
.
It follows that
|J1(φ1, θ, ϕ, η) − J1(φ2, θ, ϕ, η)|
J
1
2
1 (φ2, θ, ϕ, η)J1(φ1, θ, ϕ, η)
1
2 (J1(φ1, θ, ϕ, η)
1
2 + J
1
2
1 (φ2, θ, ϕ, η))
.
|φ1 − φ2|α
J
α
2
1 (φ2, θ, ϕ, η)J
1
2
1 (φ1, θ, ϕ, η)
+
|φ1 − φ2|α
J
1
2
1 (φ2, θ, ϕ, η)J
α
2
1 (φ1, θ, ϕ, η)
·(169)
Using (169), one finds
|I1(φ2, θ)− I1(φ1, θ)| .|φ1 − φ2|α
∫ π
0
∫ 2π
0
sin(ϕ)|∂ηr(ϕ, η)|dηdϕ
J
α
2
1 (φ2, θ, ϕ, η)J
1
2
1 (φ1, θ, ϕ, η)
+ |φ1 − φ2|α
∫ π
0
∫ 2π
0
sin(ϕ)|∂ηr(ϕ, η)|dηdϕ
J
1
2
1 (φ2, θ, ϕ, η)J
α
2
1 (φ1, θ, ϕ, η)
·
By virtue of (167), for any β ∈ (0, 1) we obtain∫ π
0
∫ 2π
0
sin(ϕ)|∂ηr(ϕ, η)|dηdϕ
J
α
2
1 (φ2, θ, ϕ, η)J
1
2
1 (φ1, θ, ϕ, η)
≤
∫ π
0
∫ 2π
0
|∂ηr(ϕ, η)|J−
α
2
1 (φ2, θ, ϕ, η)dηdϕ
|φ1 − ϕ|1−β | sin((θ − η)/2)|β ·
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Hence, we get in view of Lemma 5.2 and (18)
|∂ηr(ϕ, η)|
J1(φi, θ, ϕ, η)
α
2
.
ϕα(
(ϕ+ φi)2(φi − ϕ)2 + (sin2(ϕ) + φ2i ) sin2((θ − η)/2)
)α
2
.|φi − ϕ|−α.
for any i = 1, 2. This implies that∫ π
0
∫ 2π
0
sin(ϕ)|∂ηr(ϕ, η)|dηdϕ
J
α
2
1 (φ2, θ, ϕ, η)J
1
2
1 (φ1, θ, ϕ, η)
.
∫ π
0
∫ 2π
0
|φ2 − ϕ|−αdηdϕ
|φ1 − ϕ|1−β | sin((θ − η)/2)|β
.
∫ π
0
|φ2 − ϕ|−αdϕ
|φ1 − ϕ|1−β ·
It is classical that
sup
φ1,φ2∈(0,π)
∫ π
0
|φ2 − ϕ|−α
|φ1 − ϕ|1−β dϕ <∞,
provided that 0 ≤ α < β < 1. Similarly we prove under the same condition that
sup
φ1,φ2∈(0,pi)
θ∈(0,2pi)
∫ π
0
∫ 2π
0
sin(ϕ)|∂ηr(ϕ, η)|dηdϕ
J
1
2
1 (φ2, θ, ϕ, η)J
α
2
1 (φ1, θ, ϕ, η)
<∞.
Putting together the preceding estimates yields for any 0 < α < β < 1
∀θ ∈ (0, 2π), φ1 , φ2 ∈ (0, π), |I1(φ2, θ)− I1(φ1, θ)| ≤ C|φ1 − φ2|α,
where the constant C is independent of θ, φ1 and φ2. Using similar ideas, we can also prove that
|I1(φ, θ2)− I1(φ, θ1)| ≤ C|θ1 − θ2|α.
Finally, this allows to get that I1 is C α(0, π) × (0, 2π).
• Proof of (162). In fact we shall establish a more refined result:
(φ, θ) 7→ U
(
sr(φ, θ)eiθ, cos(φ)
)
r0(φ)
· ieiθ ∈ C α([0, π] × [0, 2π]).
uniformly with respect to s ∈ [0, 1]. This allows to get the results (162) and (161).
Coming back to (164) and using Js introduced in Lemma 5.2 we find the expression
U
(
sr(φ, θ)eiθ, cos(φ)
)
r0(φ)
· ieiθ = 1
r0(φ)
∫ π
0
∫ 2π
0
sin(ϕ)∂η
(
r(ϕ, η) sin(η − θ))
J
1
2
s (φ, θ, ϕ, η)
dηdϕ.(170)
Moreover, by Lemma 5.1 we have
∀φ, θ) ∈ (0, π) × (0, 2π),
∫ π
0
∫ 2π
0
sin(ϕ)∂η
(
r(ϕ, η) sin(η − θ))dηdϕ
J0(φ, θ, ϕ, η)
1
2
= 0,
and then we can subtract this vanishing term obtaining
U
(
sr(φ, θ)eiθ, cos(φ)
)
r0(φ)
· ieiθ =
− r(φ, θ)
r0(φ)
∫ π
0
∫ 2π
0
sin(ϕ)∂η
(
r(ϕ, η) sin(η − θ))s(sr(φ, θ)− 2r(ϕ, η) cos(θ − η))
J
1
2
s (φ, θ, ϕ, η)J
1
2
0 (φ,ϕ, η)
(
J
1
2
s (φ, θ, ϕ, η) + J
1
2
0 (φ,ϕ, η)
) dηdϕ.
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Notice that we eliminate .the variable θ from the definition of J0 because it is independent of
this parameter. Since (φ, θ) 7→ r(φ,θ)r0(φ) is C α, then to get the desired regularity it is enough to
check it for the the integral term. Denote
(171) K2(s, φ, θ, ϕ, η) =
sin(ϕ)∂η
(
r(ϕ, η) sin(η − θ))s(sr(φ, θ)− 2r(ϕ, η) cos(θ − η))
J
1
2
s (φ, θ, ϕ, η)J
1
2
0 (φ,ϕ, η)
(
J
1
2
s (φ, θ, ϕ, η) + J
1
2
0 (φ,ϕ, η)
) ,
and let us show first that
(φ, θ) 7→
∫ π
0
∫ 2π
0
K2(s, φ, θ, ϕ, η)dηdϕ,
belongs to L∞. It is plain that
|K2(s, φ, θ, ϕ, η)| .
sin(ϕ)
(
r(ϕ, η) + |∂ηr(ϕ, η)|| sin(η − θ)|
)
s
(
sr(φ, θ) + r(ϕ, η)
)
J
1
2
s (φ, θ, ϕ, η)J0(φ,ϕ, η)
·
Combined with the estimate (148), it yields
|K2(s, φ, θ, ϕ, η)| .(r(ϕ, η) + |∂ηr(ϕ, η)|| sin(η − θ)|)s(sr(φ, θ) + r(ϕ, η))
sin(ϕ)J
1
2
s (φ, θ, ϕ, η)
·
As we have mentioned before at different stages, the symmetry allows us to restrict the
discussion to the interval φ ∈ (0, π/2). Then using Lemma 5.2 and (18) we achieve that
sr(φ, θ) + r(ϕ, η)
J
1
2
s (φ, θ, ϕ, η)
.
sφ+ sinϕ{
(ϕ+ φ)2(φ− ϕ)2 + (sin2(ϕ) + s2φ2) sin2((θ − η)/2)} 12
.
1(
(φ− ϕ)2 + sin2((θ − η)/2)) 12 ·(172)
Hence, the estimate of (18) allows to get
|K2(s, φ, θ, ϕ, η)| . sin(ϕ) + sin
α(ϕ)| sin(θ − η)|
sin(ϕ)
(
(φ− ϕ)2 + sin2((θ − η)/2)) 12
.
1(
(φ− ϕ)2 + sin2((θ − η)/2)) 12 + 1sin1−α(ϕ) ·
By interpolation we deduce for any β ∈ (0, 1),
|K2(s, φ, θ, ϕ, η)| . 1|φ− ϕ|1−β | sin((θ − η)/2)|β + sin
α−1(ϕ).
It follows that
(φ, θ) 7→
∫ π
0
∫ 2π
0
K2(s, φ, θ, ϕ, η)dηdϕ ∈ L∞
(
(0, π) × (0, 2π)).
Let us move to the C α-regularity of this latter function. This amounts to checking the partial
regularity separately in φ and θ. The strategy is the same for both of them and to alleviate the
discussion, we shall establish the regularity in the variable θ, contrary to the preceding section
where it wass established for I1 in the direction of ϕ. The goal is to get a convenient estimate
for the difference ∫ π
0
∫ 2π
0
(
K2(s, φ, θ1, ϕ, η) −K2(s, φ, θ2, ϕ, η)
)
dηdϕ,
where 0 ≤ θ1 < θ2 ≤ 2π. Coming back to the definition of the kernel K2 in (171) one deduces
through straightforward algebraic computations that
K2(s, φ, θ1, ϕ, η) −K2(s, φ, θ2, ϕ, η) = I3 + I4 + I5 + I6.
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with
I3 =
sin(ϕ)∂η
[
r(ϕ, η)
(
sin(η − θ1)− sin(η − θ2)
)]
s
[
sr(φ, θ1)− 2r(ϕ, η) cos(θ1 − η)
]
J
1
2
s (φ, θ1, ϕ, η)J
1
2
0 (φ,ϕ, η)
(
J
1
2
s (φ, θ1, ϕ, η) + J
1
2
0 (φ,ϕ, η)
) ,
I4 =
sin(ϕ)∂η
[
r(ϕ, η) sin(η − θ2)
]
s
[
sr(φ, θ1)− 2r(ϕ, η) cos(θ1 − η)
]
J
1
2
s (φ, θ1, ϕ, η)J
1
2
0 (φ,ϕ, η)
(
J
1
2
s (φ, θ1, ϕ, η) + J
1
2
0 (φ,ϕ, η)
)
× Js(φ, θ2, ϕ, η) − Js(φ, θ1, ϕ, η)[
J
1
2
s (φ, θ2, ϕ, η) + J
1
2
0 (φ,ϕ, η)
][
J
1
2
s (φ, θ1, ϕ, η) + J
1
2
s (φ, θ2, ϕ, η)
] ,
I5 =
sin(ϕ)∂η
[
r(ϕ, η) sin(η − θ2)
]
s
[
sr(φ, θ1)− sr(φ, θ2)− 2r(ϕ, η)
(
cos(θ1 − η)− cos(θ2 − η)
)]
J
1
2
s (φ, θ1, ϕ, η)J
1
2
0 (φ,ϕ, η)
(
J
1
2
s (φ, θ2, ϕ, η) + J
1
2
0 (φ,ϕ, η)
)
and
I6 =
sin(ϕ)∂η
(
r(ϕ, η) sin(η − θ2)
)
s
[
sr(φ, θ2)− 2r(ϕ, η) cos(θ2 − η)
]
Js(φ, θ1, ϕ, η)
1
2J0(φ,ϕ, η)
1
2 (Js(φ, θ2, ϕ, η)
1
2 + J0(φ,ϕ, η)
1
2 )
× Js(φ, θ2, ϕ, η) − Js(φ, θ1, ϕ, η)
J
1
2
s (φ, θ2, ϕ, η)
(
J
1
2
s (φ, θ2, ϕ, η) + J
1
2
s (φ, θ1, ϕ, η)
) ·
We shall estimate independently each one of those terms. Concerning the term I3 it can be
estimated using (148)
|I3| .|θ1 − θ2|
sin(ϕ)
(
r(ϕ, η) + |∂ηr(ϕ, η)|
)
s
(
sr(φ, θ1) + r(ϕ, η)
)
sin2(ϕ)J
1
2
s (φ, θ1, ϕ, η)
.|θ1 − θ2|
(
r(ϕ, η) + |∂ηr(ϕ, η)|
)
s
(
sr(φ, θ1) + r(ϕ, η)
)
sin(ϕ)J
1
2
s (φ, θ1, ϕ, η)
·
Then by virtue of (172) and (18), we find
|I3| .
|θ1 − θ2|
(
sin(ϕ) + sinα(ϕ)
)
sin(ϕ)
(
(φ− ϕ)2 + sin2((θ1 − η)/2)
) 1
2
.
|θ1 − θ2| sinα−1(ϕ)(
(φ− ϕ)2 + sin2((θ1 − η)/2)
) 1
2
·
Combining this estimate with the interpolation inequality: for any β ∈ [0, 1]
1{
(φ− ϕ)2 + sin2((θ1 − η)2)
} 1
2
≤ 1|ϕ− φ|β| sin((η − θ1)/2)|1−β ,
we infer
|I3| . |θ1 − θ2|
sin1−α(ϕ)|ϕ − φ|β| sin((η − θ1)/2)|1−β
·
Thus ∫ π
0
∫ 2π
0
|I3|dηdϕ .
∫ π
0
∫ 2π
0
|θ1 − θ2|dηdϕ
sin1−α(ϕ)|ϕ − φ|β | sin((η − θ1)/2)|1−β
.|θ1 − θ2|,
uniformly in φ ∈ (0, π) and θ1, θ2 ∈ (0, 2π), provided that 0 < β < α ≤ 1.
Concerning the term I4, we first use the definition of Js in Lemma 5.2 and one may check
|Js(φ, θ2, ϕ, η) − Js(φ, θ1, ϕ, η)| ≤|sr(φ, θ1)− sr(φ, θ2)|(|sr(φ, θ1)− r(ϕ, η)| + |sr(φ, θ2)− r(ϕ, η)|)
+ 2(sr(φ, θ1)− sr(φ, θ2))r(ϕ, η)(1 − cos(θ1 − η))
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+ 2sr(φ, θ2)r(ϕ, η)
∣∣ cos(θ2 − η)− cos(θ1 − η)∣∣.(173)
Using the trigonometric identity
(174) 1− cos(θ − η) = 2 sin2((θ − η)/2),
we get
|Js(φ, θ2, ϕ, η) − Js(φ, θ1, ϕ, η)| .|sr(φ, θ1)− sr(φ, θ2)|
(
J
1
2
s (φ, θ2, ϕ, η) + J
1
2
s (φ, θ1, ϕ, η)
)
+ 2sr(φ, θ2)r(ϕ, η)
∣∣ cos(θ2 − η)− cos(θ1 − η)∣∣.(175)
From (18) combined with Taylor formula we find
|r(φ, θ2)− r(φ, θ1)| ≤
∣∣∣∣∫ θ2
θ1
∂ηr(φ, η)dη
∣∣∣∣
. |θ2 − θ1| sinα(φ).
Therefore we get by interpolation inequality
|sr(φ, θ1)− sr(φ, θ2)| . |θ1 − θ2|αsαφα2
[
|sr(φ, θ1)− r(ϕ, η)|1−α
+ |sr(φ, θ2)− r(ϕ, η)|1−α
]
.
Hence
|sr(φ, θ1)− sr(φ, θ2)| . |θ1 − θ2|αsαφα2
[
J
1−α
2
s (φ, θ1, ϕ, η) + J
1−α
2
s (φ, θ2, ϕ, η)
]
.(176)
Combining (176) together with (173) implies
|Js(φ, θ2, ϕ, η) − Js(φ, θ1, ϕ, η)| .|θ1 − θ2|αsαφα2
(
J
1−α
2
s (φ, θ2, ϕ, η) + J
1−α
2
s (φ, θ1, ϕ, η)
)
+2sr(φ, θ2)r(ϕ, η)
∣∣ cos(θ2 − η)− cos(θ1 − η)∣∣.(177)
Using once again (174) we get successively
ξ := | cos(θ2 − η)− cos(θ1 − η)| ≤ 2
(
sin2((θ2 − η)/2) + sin2((θ1 − η)/2)
)
and
ξ =
√
2
∣∣∣√1− cos(θ2 − η)−√1− cos(θ1 − η)∣∣∣(| sin((θ1 − η)/2)| + | sin((θ2 − η)/2)|)
≤2|θ1 − θ2|
(
| sin((θ1 − η)/2)| + | sin((θ2 − η)/2)|
)
,
where we have used the inequality
|| sin x| − | sin y|| ≤ |x− y|.
Hence we deduce by interpolation
ξ .|θ1 − θ2|α
(
| sin((θ1 − η)/2)|2−α + | sin((θ2 − η)/2)|2−α
)
.(178)
Using the assumption (18) and (149)we find
sr(φ, θ2)r(ϕ, η)ξ . sφϕ|θ1 − θ2|α
(
| sin((θ1 − η)/2)|2−α + | sin((θ2 − η)/2)|2−α
)
. sαφα|θ1 − θ2|α
[
J
1−α
2
s (φ, θ1, ϕ, η) + J
1−α
2
s (φ, θ2, ϕ, η)
]
.
Inserting this inequality into (177) implies
|Js(φ, θ2, ϕ, η) − Js(φ, θ1, ϕ, η)| .|θ1 − θ2|αsαφα2
(
J
1−α
2
s (φ, θ2, ϕ, η) + J
1−α
2
s (φ, θ1, ϕ, η)
)
.
It follows that
|Js(φ, θ2, ϕ, η) − Js(φ, θ1, ϕ, η)|
J
1
2
s (φ, θ2, ϕ, η) + J
1
2
s (φ, θ1, ϕ, η)
.|θ1 − θ2|αsαφα2
(
J
1−α
2
s (φ, θ2, ϕ, η) + J
1−α
2
s (φ, θ1, ϕ, η)
)
.
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Thus we get
|I4| . |θ1 − θ2|α
(
r(ϕ, η) + ∂ηr(ϕ, η)| sin(θ2 − η)|
)
s(sr(φ, θ1) + r(ϕ, η))s
αφα
2
J
1
2
s (φ, θ1, ϕ, η)
(
sin(ϕ) + J
1
2
s (φ, θ1, ϕ, η)
)α(
sin(ϕ) + J
1
2
s (φ, θ2, ϕ, η)
)
+ |θ1 − θ2|α (r(ϕ, η) + ∂ηr(ϕ, η)| sin(θ2 − η)|)s(sr(φ, θ1) + r(ϕ, η))s
αφα
2
J
1
2
s (φ, θ1, ϕ, η)
(
sin(ϕ) + J
1
2
s (φ, θ1, ϕ, η)
)(
sin(ϕ) + J
1
2
s (φ, θ2, ϕ, η)
)α ·
Applying (172) combined with (18) we arrive at
|I4| .
|θ1 − θ2|α
(
sin(ϕ) + sinα(ϕ)| sin(θ2 − η)|
)
ssαφα
2{
(φ− ϕ)2 + sin2((θ1 − η)/2)
} 1
2 (sin(ϕ) + J
1
2
s (φ, θ1, ϕ, η))α(sin(ϕ) + J
1
2
s (φ, θ2, ϕ, η))
+
|θ1 − θ2|α
(
sin(ϕ) + sinα(ϕ)| sin(θ2 − η)|
)
ssαφα
2{
(φ− ϕ)2 + sin2((θ1 − η)/2)
} 1
2 (sin(ϕ) + J
1
2
s (φ, θ1, ϕ, η))(sin(ϕ) + J
1
2
s (φ, θ2, ϕ, η))α
. J1 + J2.(179)
The right hand side terms J1 and J2 are treated similarly and we shall only focus on the first
one. Using (149) allows to get
|J1| . |θ1 − θ2|
α{
(φ− ϕ)2 + sin2((θ1 − η)/2)
} 1
2 sinα(ϕ)
+
|θ1 − θ2|α| sin(θ2 − η)| sαφα2{
(φ− ϕ)2 + sin2((θ1 − η)/2)
} 1
2 (sin(ϕ) + J
1
2
s (φ, θ2, ϕ, η))
·
Using (149) we deduce, since α ∈ (0, 1), that
| sin(θ2 − η)| sαφα2 ≤ | sin(θ2 − η)|α2 sα2φα2
. J
α2
2
s (φ, θ2, ϕ, η).(180)
Thus
|J1| . |θ1 − θ2|
α{
(φ− ϕ)2 + sin2((θ1 − η)/2)
} 1
2 sinα(ϕ)
+
|θ1 − θ2|α{
(φ− ϕ)2 + sin2((θ1 − η)/2)
} 1
2 sin1−α2(ϕ)
·
The same estimate holds true for J1. Therefore we find
|I4| . |θ1 − θ2|α sin
−α(ϕ) + sinα
2−1(ϕ){
(φ− ϕ)2 + sin2((θ1 − η)/2)
} 1
2
·
Hence by interpolation inequality we get for all γ ∈ (0, 1)
|I4| . |θ1 − θ2|α sin
−α(ϕ) + sinα
2−1(ϕ)
|φ− ϕ|γ | sin((θ1 − η)/2)|1−γ ·
It follows that∫ π
0
∫ 2π
0
|I4|dηdϕ .|θ1 − θ2|
∫ π
0
∫ 2π
0
sin−α(ϕ) + sinα
2−1(ϕ)
|φ− ϕ|γ | sin((θ1 − η)/2)|1−γ dϕdη
.|θ1 − θ2|,
uniformly in φ ∈ (0, π) and θ1, θ2 ∈ (0, 2π), provided that 0 < γ < min(1− α,α2).
As to the treatment of I6, it is quite similar to I4. Thus we shall omit the details for this
term and focus on the estimate of the term I5. First we make the decomposition
I5 = J3 + J4,
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with
J3 =
sin(ϕ)∂η
[
r(ϕ, η) sin(η − θ2)
]
s
[
sr(φ, θ1)− sr(φ, θ2))
]
J
1
2
s (φ, θ1, ϕ, η)J
1
2
0 (φ,ϕ, η)
(
J
1
2
s (φ, θ2, ϕ, η) + J
1
2
0 (φ,ϕ, η)
) ,
and
J4 = −2
sin(ϕ)∂η
[
r(ϕ, η) sin(η − θ2)
]
sr(ϕ, η)
[
cos(θ1 − η)− cos(θ2 − η)
]
J
1
2
s (φ, θ1, ϕ, η)J
1
2
0 (φ,ϕ, η)
(
J
1
2
s (φ, θ2, ϕ, η) + J
1
2
0 (φ,ϕ, η)
) ·
Let us start with the last term J4. Using Lemma 5.2 combined with (178) and (18) yields
|J4| .|θ1 − θ2|α
[
sinϕ+ sinα(ϕ)| sin ((η − θ2)/2)|] sinϕ
J
1
2
s (φ, θ1, ϕ, η)
(
J
1
2
s (φ, θ2, ϕ, η) + sinϕ
) ·
From (149) we infer
|J4| .|θ1 − θ2|α sin
2(ϕ) + sinα(ϕ)J
1
2
s (φ, θ2, ϕ, η)|
J
1
2
s (φ, θ1, ϕ, η)
(
J
1
2
s (φ, θ2, ϕ, η) + sinϕ
)
.|θ1 − θ2|α sin
α(ϕ)
J
1
2
s (φ, θ1, ϕ, η)
·
Applying (172) leads to
|J4| .|θ1 − θ2|α ϕ
α−1(
(φ− ϕ)2 + sin2((θ1 − η)/2)
) 1
2
.|θ1 − θ2|α ϕ
α−1
|φ− ϕ|β | sin((θ1 − η)/2)|1−β ·
Therefore ∫ π
0
∫ 2π
0
|J4|dηdϕ . |θ1 − θ2|α
∫ π
0
∫ 2π
0
ϕα−1dηdϕ
|φ− ϕ|β | sin((θ1 − η)/2)|1−β
.|θ1 − θ2|α,
uniformly in φ ∈ (0, 2π) and θ1, θ2 ∈ (0, 2π) provided that 0 < β < α < 1. Next we shall deal
with the term J5. Then by virtue of (176) combined with (18) we may write
|J3| .|θ1 − θ2|α sin(ϕ) + sin
α(ϕ)| sin(θ2 − η)|
Js(φ, θ1, ϕ, η)
1
2 (Js(φ, θ2, ϕ, η)
1
2 + sinϕ)
× (s1+αφα2
[
J
1−α
2
s (φ, θ1, ϕ, η) + J
1−α
2
s (φ, θ2, ϕ, η)
]
.
It follows that
|J3| .|θ1 − θ2|α
(
sin(ϕ) + sinα(ϕ)| sin(θ2 − η)|
)
s1+αφα
2
J
1
2
s (φ, θ1, ϕ, η)
(
J
1
2
s (φ, θ2, ϕ, η) + sinϕ
)α
+ |θ1 − θ2|α
(
sin(ϕ) + sinα(ϕ)| sin(θ2 − η)|
)
s1+αφα
2
J
α
2
s (φ, θ1, ϕ, η)
(
J
1
2
s (φ, θ2, ϕ, η) + sinϕ
)
.|θ1 − θ2|αJ3,1 + |θ1 − θ2|αJ3,2.
According to (180) and since α ∈ (0, 1) we find that
|J3,1| . sin(ϕ) + sin
α(ϕ)| sin(θ2 − η)|α2sα2φα2
J
1
2
s (φ, θ1, ϕ, η)
(
J
1
2
s (φ, θ2, ϕ, η) + sinϕ
)α
.
sin(ϕ) + sinα(ϕ)J
α2
2
s (φ, θ2, ϕ, η)
J
1
2
s (φ, θ1, ϕ, η)
(
J
1
2
s (φ, θ2, ϕ, η) + sinϕ
)α
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and similarly we obtain
|J3,2| . sin(ϕ) + sin
α(ϕ)J
α2
2
s (φ, θ2, ϕ, η)
J
α
2
s (φ, θ1, ϕ, η)
(
J
1
2
s (φ, θ2, ϕ, η) + sinϕ
) ·
Consequently, we get from (172)
|J3,1| . sin
−α(ϕ) + sinα
2−1(ϕ)(
(φ− ϕ)2 + sin2((θ1 − η)/2)
) 1
2
.
sin−α(ϕ) + sinα
2−1(ϕ)
|φ− ϕ|γ | sin((θ1 − η)/2)|1−γ ·
By integration, we obtain∫ π
0
∫ 2π
0
|J3,1|dηdϕ .
∫ π
0
∫ 2π
0
sin−α(ϕ) + sinα
2−1(ϕ)
|φ− ϕ|γ | sin((θ1 − η)/2)|1−γ dηdϕ
.1,
uniformly in φ ∈ (0, 2π) and θ1 ∈ (0, 2π) provided that 0 < γ < min(α2, 1− α).
Following the same ideas as before and using (172) we get
|J3,2| .
 sinϕ
J
1
2
s (φ, θ1, ϕ, η)
α(sin−α(ϕ) + (J 12s (φ, θ2, ϕ, η) + sinϕ)α2−1)
.
sin−α(ϕ) + sinα
2−1(ϕ)(
(φ− ϕ)2 + sin2((θ1 − η)/2)
) α
2
·
It follows that
|J3,2| .sin
−α(ϕ) + sinα
2−1(ϕ)
| sin((θ1 − η)/2)|α ·
By integration, we deduce that∫ π
0
∫ 2π
0
|J3,2|dηdϕ .
∫ π
0
∫ 2π
0
sin−α(ϕ) + sinα
2−1(ϕ)
| sin((θ1 − η)/2)|α dηdϕ.
.1,
uniformly in φ ∈ (0, 2π) and θ1 ∈ (0, 2π) provided that 0 < α < 1. Putting together the
preceding estimates allows to get∫ π
0
∫ 2π
0
|I5|dηdϕ .|θ1 − θ2|α.
Therefore, we obtain∣∣∣∣∫ π
0
∫ 2π
0
(K2(s, φ, θ1, ϕ, η) −K2(s, φ, θ2, ϕ, η))dηdϕ
∣∣∣∣ ≤ C|θ1 − θ2|α,
uniformly in φ ∈ (0, π). This concludes the proof of the stability of the function spaces by F˜ .
Step 3: F1 is C
1. In this last step, we check that F1 is C
1.
More precisely, we intend to prove the following
‖∂fF1(f1)h− ∂fF1(f2)h‖L∞ . ‖h‖C 1,α‖f1 − f2‖γC 1,α ,(181)
‖∂θ
(
∂fF1(f1)h− ∂fF1(f2)h
)‖Cα . ‖h‖C 1,α‖f1 − f2‖γC 1,α ,(182)
and
‖∂φ
(
∂fF1(f1)h− ∂fF1(f2)h
)‖Cα .‖h|‖C 1,α‖f1 − f2‖γC 1,α ,(183)
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for some γ > 0, and where f1, f1 ∈ Xαm and are small enough.
Notice that this is more stronger than the C 1-regularity. Denote ri(φ, θ) = r0(φ) + fi(φ, θ),
for i = 1, 2. We will check directly the estimates for the derivatives, i.e., (182)–(183) and leave
the first estimate which is less delicate. From the expressions (159) and (160), it is enough to
check the estimates for the terms: U ·eiθ and Ur0 ·ieiθ. As we can guess the computations are very
long, tedious and share lot of similarities. For this reason we shall focus only on one significant
term given by (165) to illustrate how the estimates work, and restrict the discussion to the part
I2. One has
∂fI2(f)h(φ, θ) =
∫ π
0
∫ 2π
0
sin(ϕ)h(ϕ, η) sin(η − θ)dηdϕ
J
1
2
1 (f)(φ, θ, ϕ, η)
− 1
2
∫ π
0
∫ 2π
0
sin(ϕ)r(ϕ, η) sin(η − θ)
J
3
2
1 (f)(φ, θ, ϕ, η)
∂fJ1(f)h(φ, θ, ϕ, η)dηdϕ
=:T1(f)h(φ, θ)− T2(f)h(φ, θ),
where
|(r(φ, θ)eiθ, cos(φ))− (r(ϕ, η)eiη , cos(ϕ))|2 = J1(f)(φ, θ, ϕ, η), r = r0 + f,
and
1
2
∂fJ1(f)h(φ, θ, ϕ, η) =(r(ϕ, η) − r(φ, θ))(h(ϕ, η) − h(φ, θ))
+ (r(ϕ, η)h(φ, θ) + h(ϕ, η)r(φ, θ))(1 − cos(η − θ)).
We will analyze only the first term T1 to exhibit the main ideas. The goal is to check
‖T1(f1)h− T1(f2)h‖Cα .‖h‖C 1,α‖f1 − f2‖γC 1,α ,
for some γ > 0. We observe that
(J1(f1)− J1(f2))(φ, θ, ϕ, η) =(r1(ϕ, η) − r1(φ, θ))2 − (r2(ϕ, η) − r2(φ, θ))2
+ 2(r1 − r2)(φ, θ)r1(ϕ, η)(1 − cos(θ − η))
+ 2r2(φ, θ)(r1 − r2)(ϕ, η)(1 − cos(θ − η)).(184)
Now we write for any φ,ϕ ∈ (0, π) and θ, η ∈ (0, 2π)
|r(φ, θ)− r(ϕ, η)| ≤ |r(φ, θ)− r(ϕ, θ)|+ |r(ϕ, θ)− r(ϕ, η)|,
By the C 1,α regularity of r one has
|r(φ, θ)− r(ϕ, θ)| . |φ− ϕ|‖r‖Lip.
In addition, we claim that
|r(ϕ, θ)− r(ϕ, η)| . | sin((θ − η)/2)|‖r‖Lip.
Indeed, and without any restriction to the generality we can impose that 0 ≤ η ≤ θ ≤ 2π. We
shall discuss two cases: 0 ≤ θ − η ≤ π and π ≤ θ − η ≤ 2π. In the first case, we simply write
|r(ϕ, θ)− r(ϕ, η)|
| sin((θ − η)/2)| =
|r(ϕ, θ)− r(ϕ, η)|
|θ − η|
|θ − η|
| sin((θ − η)/2)| ≤ C‖r‖Lip,
with C a constant. As to the second case π ≤ θ − η ≤ 2π, by setting η̂ = η + 2π we get
η̂ − θ ∈ [0, π], sin((θ − η)/2) = − sin((θ − η̂)/2).
Since η 7→ r(ϕ, η) is 2π-periodic then using the result of the first case yields
|r(ϕ, θ)− r(ϕ, η)|
| sin((θ − η)/2)| =
|r(ϕ, θ)− r(ϕ, η̂)|
| sin((θ − η̂)/2)|
≤ C‖r‖Lip.
This achieves the proof of the claim. Consequently we find
(185) |r(φ, θ)− r(ϕ, η)| . ‖r‖Lip
(|φ− ϕ|+ | sin((θ − η)/2)|).
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From algebraic calculus we easily get
|(r1(ϕ, η) − r1(φ, θ))2 − (r2(ϕ, η) − r2(φ, θ))2| =
∣∣((r1 − r2)(ϕ, η) − (r1 − r2)(φ, θ)∣∣
× ∣∣((r1 + r2)(ϕ, η) − (r1 + r2)(φ, θ))∣∣.
Therefore we deduce successively from (185)
|(r1(ϕ, η) − r1(φ, θ))2 − (r2(ϕ, η) − r2(φ, θ))2| .‖r1 − r2‖Lip
(|φ− ϕ|+ | sin((θ − η)/2)|)
×
(
|r1(ϕ, η) − r1(φ, θ)|+ |r2(ϕ, η) − r2(φ, θ)|
)
,
and
|(r1(ϕ, η) − r1(φ, θ))2 − (r2(ϕ, η) − r2(φ, θ))2| . |r1(ϕ, η) − r1(φ, θ)|2 + |r2(ϕ, η) − r2(φ, θ)|2.
By interpolation, we infer for any γ ∈ [0, 1],∣∣∣(r1(ϕ, η) − r1(φ, θ))2−(r2(ϕ, η) − r2(φ, θ))2∣∣∣ . ‖r1 − r2‖γLip(|ϕ− φ|γ + | sin((θ − η)/2)|γ |)
×
(
|r1(ϕ, η) − r1(φ, θ)|2−γ + |r2(ϕ, η) − r2(φ, θ)|2−γ
)
,(186)
On the other hand, coming back to the definition of J1 we get
J1(f1)(φ, θ, ϕ, η) ≥ |r1(φ, θ)− r1(ϕ, η)|2.
Thus, putting together this inequality with (186) and (184) yield
|(J1(f1)− J1(f2))(φ, θ, ϕ, η)|
J
1
2
1 (f1)(φ, θ, ϕ, η) + J
1
2
1 (f2)(φ, θ, ϕ, η)
. ‖r1 − r2‖γC 1
{(|ϕ− φ|γ + | sin((θ − η)/2)|γ)
× [J 1−γ21 (f1)(φ, θ, ϕ, η) + J 1−γ21 (f2)(φ, θ, ϕ, η)] + φ| sin((θ − η)/2)|}.(187)
Now, we shall give an estimate of T1(f1)− T1(f2) in L∞. For this purpose, define the quantity
K3(f)(φ, θ, ϕ, η) =
sin(ϕ)h(ϕ, η) sin(η − θ)
J
1
2
1 (f)(φ, θ, ϕ, η)
,
then one can easily check that
I7(φ, θ, ϕ, η) :=K3(f1)(φ, θ, ϕ, η) −K3(f2)(φ, θ, ϕ, η)
=
sin(ϕ)h(ϕ, η) sin(η − θ)
J
1
2
1 (f1)(φ, θ, ϕ, η)J
1
2
1 (f2)(φ, θ, ϕ, η)
J1(f2)(φ, θ, ϕ, η) − J1(f1)(φ, θ, ϕ, η)
J
1
2
1 (f1)(φ, θ, ϕ, η) + J
1
2
1 (f2)(φ, θ, ϕ, η)
·(188)
From this definition, it follows that(T1(f1)− T1(f2))(φ, θ) = ∫ π
0
∫ 2π
0
I7(φ, θ, ϕ, η)dϕdη.
According to (149)
φ| sin((θ − η)/2)| .| sin((θ − η)/2)|γφ1−γ | sin((θ − η)/2)|1−γ
.| sin((θ − η)/2)|γJ
1−γ
2
1 (f1)(φ, θ, ϕ, η).
Combining this inequality with (187) and (188) leads to
|I7(φ, θ, ϕ, η)| . ‖r1 − r2‖γC 1,α
sin(ϕ)|h(ϕ, η)|(|ϕ− φ)|γ + | sin((θ − η)/2)|γ)
J
1
2
1 (f1)(φ, θ, ϕ, η)J
1
2
1 (f2)(φ, θ, ϕ, η)
×
(
J
1−γ
2
1 (f1)(φ, θ, ϕ, η) + J
1−γ
2
1 (f2)(φ, θ, ϕ, η)
)
.(189)
Applying Lemma 5.2, we infer
|I7(φ, θ, ϕ, η)| .‖r1 − r2‖γC 1,α
sin(ϕ)|h(ϕ, η)|(|ϕ − φ)|γ + | sin((θ − η)/2)|γ )
J
1
2
1 (f1)(φ, θ, ϕ, η)J
γ
2
1 (f2)(φ, θ, ϕ, η)
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+ ‖r1 − r2‖γC 1,α
sin(ϕ)|h(ϕ, η)|(|ϕ − φ)|γ + | sin((θ − η)/2)|γ )
J
γ
2
1 (f1)(φ, θ, ϕ, η)J
1
2
1 (f2)(φ, θ, ϕ, η)
.‖r1 − r2‖γC 1,α
sin(ϕ)|h(ϕ, η)|(|ϕ − φ)|γ + | sin((θ − η)/2)|γ ){
(ϕ+ φ)2(φ− ϕ)2 + (sin2(ϕ) + φ2) sin2((θ − η)/2)} 1+γ2 ·
Using the inequality ϕ2 ≥ sin2(ϕ) for any ϕ ∈ R, one achieves
|I7(φ, θ, ϕ, η)| .‖r1 − r2‖γC 1,α
sin(ϕ)|h(ϕ, η)|(|ϕ − φ)|γ + | sin((θ − η)/2)|γ )
(sin(ϕ) + φ)1+γ
{
(φ− ϕ)2 + sin2((θ − η)/2)} 1+γ2
.
|h(ϕ, η)|‖r1 − r2‖γC 1,α
sinγ(ϕ)
{
(φ− ϕ)2 + sin2((θ − η)/2)} 12 ·
The boundary conditions h(0, η) = h(π, η) = 0 allow to cancel the singularity and one gets
|I7(φ, θ, ϕ, η)| .
‖h‖C 1,α‖r1 − r2‖γC 1,α{
(φ− ϕ)2 + sin2((θ − η)/2)} 12 ·
Interpolating we find that for any β ∈ (0, 1),
|I7(φ, θ, ϕ, η)| .
‖h‖C 1,α‖r1 − r2‖γC 1,α
|φ− ϕ|1−β | sin((η − θ)/2)|β ·
Thus, we have that I7 is integrable in the variable (ϕ, η) uniformly in (φ, θ), and then
‖T1(f1)h− T1(f2)h‖L∞ .‖h‖C 1,α‖f1 − f2‖γC 1,α .
The next purpose is establish the partial C α-regularity in φ and the partial regularity in θ can
be done similarly. We want to prove the following
|(T1(f1)− T1(f2))h(φ1, θ)− (T1(f1)− T1(f2))h(φ2, θ)| .‖h‖C 1,α‖f1 − f2‖γC 1,α |φ1 − φ2|α.(190)
For this goal we need to study the kernel |I7(φ1)− I7(φ2)|. To alleviate the notation we simply
denote I7(φ, θ, ϕ, η) by I7(φ) and J1(fi)(φi, θ, ϕ, η) by J1(fi)(φi). Adding and subtracting some
appropriate terms, one finds
|I7(φ1)− I7(φ2)| . I8 + I9 + I10 + I11 + I12
with
I8 = sin(ϕ)|h(ϕ, η)|
J
1
2
1 (f1)(φ1)J
1
2
1 (f1)(φ2)J
1
2
1 (f2)(φ1)
|J1(f2)(φ1)− J1(f1)(φ1)|
J
1
2
1 (f1)(φ1) + J
1
2
1 (f2)(φ1)
× |J1(f1)(φ1)− J1(f1)(φ2)|
J
1
2
1 (f1)(φ1) + J
1
2
1 (f1)(φ2)
,
I9 = sin(ϕ)|h(ϕ, η)|
J1(f1)(φ2)
1
2J1(f2)(φ1)
1
2
|J1(f2)(φ1)− J1(f1)(φ1)|
(J
1
2
1 (f1)(φ1) + J
1
2
1 (f2)(φ1))(J1(f1)(φ1)
1
2 + J1(f2)(φ2)
1
2 )
× |J1(f2)(φ1)− J1(f2)(φ2)|
J
1
2
1 (f2)(φ1) + J
1
2
1 (f2)(φ2)
,
I10 = sin(ϕ)|h(ϕ, η)|
J
1
2
1 (f1)(φ2)J
1
2
1 (f2)(φ1)
|(J1(f2)− J1(f1))(φ1)− (J1(f2)− J1(f1))(φ2)|
J
1
2
1 (f1)(φ1) + J
1
2
1 (f2)(φ2)
,
I11 = sin(ϕ)|h(ϕ, η)|
J
1
2
1 (f1)(φ2)J
1
2
1 (f2)(φ1)
|J1(f2)(φ2)− J1(f1)(φ2)|
(J
1
2
1 (f1)(φ2) + J
1
2
1 (f2)(φ2))(J
1
2
1 (f1)(φ1) + J
1
2
1 (f2)(φ2))
× |J1(f1)(φ1)− J1(f1)(φ2)|
J
1
2
1 (f1)(φ1) + J
1
2
1 (f1)(φ2)
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and
I12 = sin(ϕ)|h(ϕ, η)|
J
1
2
1 (f1)(φ2)J
1
2
1 (f2)(φ1)J
1
2
1 (f2)(φ2)
|J1(f2)(φ2)− J1(f1)(φ2)|
J
1
2
1 (f1)(φ2) + J
1
2
1 (f2)(φ2)
× |J1(f2)(φ1)− J1(f2)(φ2)|
J
1
2
1 (f2)(φ1) + J
1
2
1 (f2)(φ2)
.
The estimate of those terms are quite similar and we shall restrict the discussion to the term
I10 which involves more computations. The analysis is straightforward and we will just give the
basic ideas. First one should give a suitable estimate for the quantity
|(J1(f2)− J1(f1))(φ1)− (J1(f2)− J1(f1))(φ2)|.
By using (184)–(186), one finds
|(J1(f2)− J1(f1))(φ1)− (J1(f2)− J1(f1))(φ2)|
.|(r1 − r2)(φ1, θ)− (r1 − r2)(φ2, θ)||(r1 + r2)(φ1, θ)− (r1 + r2)(ϕ, η)|
+ |(r1 − r2)(φ2, θ)− (r1 − r2)(ϕ, η)||(r1 + r2)(φ1, θ)− (r1 + r2)(φ2, θ)|
+ |(r1 − r2)(φ1, θ)− (r1 − r2)(φ2, θ)|r1(ϕ, η) sin2((θ − η)/2)
+ |r2(φ1, θ)− r2(φ2, θ)||(r1 − r2)(ϕ, η)| sin2((θ − η)/2).
Moreover,
|(r1 − r2)(φ1, θ)− (r1 − r2)(φ2, θ)| . ‖r1 − r2‖α|φ1 − φ2|α
(|r1(φ1, θ)− r1(ϕ, η)|1−α
+|r2(φ1, θ)− r2(ϕ, η)|1−α + |r1(φ2, θ)− r1(ϕ, η)|1−α + |r2(φ2, θ)− r2(ϕ, η)|1−α
)
,
and
|(r1 + r2)(φ1, θ)−(r1 + r2)(φ2, θ)| . |φ1 − φ2|α(|r1(φ1, θ)− r1(ϕ, η)|1−α
+ |r2(φ1, θ)− r2(ϕ, η)|1−α + |r1(φ2, θ)− r1(ϕ, η)|1−α
+ |r2(φ2, θ)− r2(ϕ, η)|1−α).
In a similar way, we deduce first by triangular inequality
|(r1 + r2)(φ1, θ)− (r1 + r2)(ϕ, η)| ≤|r1(φ1, θ)− r1(ϕ, η)| + |r2(φ1, θ)− r1(ϕ, η)|
and second from (186)
|(r1 − r2)(φ2, θ)− (r1 − r2)(ϕ, η)| .‖r1 − r2|‖γ(|φ2 − ϕ|γ + | sin((θ − η)/2)|γ)
× (|r1(φ2, θ)− r1(ϕ, η)|1−γ + |r2(φ2, θ)− r2(ϕ, η)|1−γ) .
Combining the preceding estimate we achieve
|(J1(f2)− J1(f1))(φ1)− (J1(f2)− J1(f1))(φ2)|
.|φ1 − φ2|α‖f1 − f2‖γ
(|r1(φ1, θ)− r1(ϕ, η)|2−α + |r2(φ1, θ)− r2(ϕ, η)|2−α
+|r1(φ2, θ)− r1(ϕ, η)|2−α + |r2(φ2, θ)− r2(ϕ, η)|2−α
)
.|φ1 − φ2|α‖f1 − f2‖γ(E 2−α1,1 + E 2−α2,1 + E 2−α1,2 + E 2−α2,2 ).
where we use the notation
Ei,j = |ri(φj , θ)− ri(ϕ, η)|; i, j ∈ {1, 2}
Hence,
|I10| .|φ1 − φ2|α‖f1 − f2‖γ sin(ϕ)|h(ϕ, η)|
J
1
2
1 (f1)(φ2)J
1
2
1 (f2)(φ1)
∑2
i,j=1 E
2−α
i,j
J
1
2
1 (f1)(φ1) + J
1
2
1 (f2)(φ2)
·
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By using the definition of J1 in Lemma 5.2, we immediately get
Ei,j ≤ J
1
2
1 (fi)(φj),
that we combine with (185) in order to get
Ei,j . |φj − ϕ|+ | sin((θ − η)/2)|.
We shall analyze the term associated to E1,1 and the treatment of the other ones are quite
similar. First we note
E 2−α1,1
J
1
2
1 (f1)(φ2)J
1
2
1 (f2)(φ1)
(
J
1
2
1 (f1)(φ1) + J
1
2
1 (f2)(φ2)
) . |φ1 − ϕ|1−α + | sin((θ − η)/2)|1−α
J
1
2
1 (f1)(φ2)J
1
2
1 (f2)(φ1)
·
Making appeal to (172) and (18), we infer
sin(ϕ)|h(ϕ)|
J
1
2
1 (f1)(φ2)J
1
2
1 (f2)(φ1)
.
‖h‖Lip{
(φ1 − ϕ)2 + sin2((θ − η)/2)
} 1
2
{
(φ2 − ϕ)2 + sin2((θ − η)/2)
} 1
2
·
By interpolation we obtain for any γ, β ∈ [0, 1],
sin(ϕ)|h(ϕ)|
J
1
2
1 (f1)(φ2)J
1
2
1 (f2)(φ1)
. ‖h‖Lip |φ1 − ϕ|
−γ |φ2 − ϕ|−β
| sin((θ − η)/2)|2−γ−β ·
Combining the preceding inequalities gives for any γ1, γ2, β1, β2 ∈ [0, 1]
sin(ϕ)|h(ϕ, η)|
J1(f1)(φ2)
1
2J1(f2)(φ1)
1
2
E 2−α1,1
J1(f1)(φ1)
1
2 + J1(f2)(φ2)
1
2
.‖h‖Lip |φ1 − ϕ|
1−α−γ1 |φ2 − ϕ|−β1
| sin((θ − η)/2)|2−γ1−β1
+ ‖h‖Lip |φ1 − ϕ|
−γ2 |φ2 − ϕ|−β2
| sin((θ − η)/2)|1+α−γ2−β2 ·
The majorant functions are integrable in the variable (ϕ, η) uniformly in φ1, φ2, θ provided that
1 < γ1 + β1 < 2− α and α < γ2 + β2 < 1,
and under these constraints one can find admissible parameters. Consequently,∫ π
0
∫ 2π
0
I10dϕdη . ‖h‖C 1,α‖f1 − f2‖γC 1,α |φ1 − φ2|α.
This achieves the proof. 
6. Main result
In this section we shall provide a general statement that precise Theorem 1.1 and give its
proof using all the previous results. Recall that the search of rotating solutions in the patch
form to the equation (1), that is, solutions in the form
q(t, x) = q0(e
−iΩt(x1, x2), x3), q0 = 1D,
where D is a bounded simply–connected domain surrounded by a surface parametrized by
(φ, θ) ∈ [0, π] × [0, 2π] 7→ ((r0(φ) + f(φ, θ))eiθ, cos(φ)),
reduces to solving the following infinite-dimensional equation
F˜ (Ω, f) = 0
with f in a small neighborhood of the origin in the Banach space Xαm and F˜ is introduced in
(14). Notice that a solution is nontrivial means that the associated shape is not invariant by
rotation along the vertical axis. Looking to the structure of the elements of space Xαm one can
easily see that a nonzero element guarantees a nontrivial shape. Our result stated below asserts
that solutions to this functional equation do exist and are organized in a countable family of
one-dimensional curves bifurcating from the trivial solution at the largest eigenvalues of the
linearized operator at the origin. More precisely, we have the following.
TIME PERIODIC SOLUTIONS FOR 3D QUASI–GEOSTROPHIC MODEL 81
Theorem 6.1. Let m ≥ 2 be a fixed integer and r0 : [0, π]→ R satisfies the conditions:
(H1) r0 ∈ C 2([0, π]), with r0(0) = r0(π) = 0 and r0(φ) > 0 for φ ∈ (0, π).
(H2) There exists C > 0 such that
∀φ ∈ [0, π], C−1 sinφ ≤ r0(φ) ≤ C sin(φ).
(H3) r0 is symmetric with respect to φ =
π
2 , i.e., r0
(
π
2 − φ
)
= r0
(
π
2 + φ
)
, for any φ ∈ [0, π2 ].
Then there exist δ > 0 and two one–dimensonal C 1-curves s ∈ (−δ, δ) 7→ fm(s) ∈ Xαm and
s ∈ (−δ, δ) 7→ Ωm(s) ∈ R, with
fm(0) = 0, fm(s) 6= 0, ∀ s 6= 0 and Ωm(0) = Ωm,
where Ωm is defined in Proposition 4.3, such that
∀ s ∈ (−δ, δ), F˜ (Ωm(s), fm(s)) = 0.
Proof. The main material to prove this result is Crandall–Rabinowitz theorem, recalled in The-
orem B.1. First the well–possednes and the regularity of F˜ : Xαm → Xαm were discussed in
Proposition 5.2. Thus it remains to check the suitable spectral properties of the linearized op-
erator at the origin. The expression of this operator is detailed in Proposition 3.2 and it is a of
Fredholm type of zero index according to Proposition 4.6. In addition for Ω = Ωm the kernel
is a one-dimensional vector space. Finally, the transversal condition is satisfied by virtue of
Proposition 4.7. 
6.1. Special case: sphere and ellipsoid. In this section we aim to show the particular case
of bifurcating from spherical or ellipsoidal shapes. The main particularity of these shapes is that
their associated stream function is well–known in the literature, see [33]. More specifically, let
E be an ellipsoid inside the region
x21
a2
+
x22
b2
+
x23
c2
= 1.
The associated stream function given by
ψ0(x) = − 1
4π
∫
E
dA(y)
|x− y| ,
can be computed inside the ellipsoid as
ψ0(x) =
abc
4
∫ ∞
0
{
x21
a2 + s
+
x22
b2 + s
+
x23
c2 + s
− 1
}
ds√
(a2 + s)(b2 + s)(c2 + s)
·
In the case that a = b we have that the ellipsoid is invariant under rotations about the z–axis
and then it defines a stationary patch, see Lemma 2.1. Moreover and without loss of generality
we can take c = 1. Note that in this case
ψ0(x) = α1(a)(x
2
1 + x
3
2) + α2(a)x
2
3 + α3(a),
where
α1(a) :=
a2
4
∫ ∞
0
ds
(a2 + s)2
√
1 + s
,
α2(a) :=
a2
4
∫ ∞
0
ds
(a2 + s)
√
(1 + s)3
,
and
α3(a) := −a
2
4
∫ ∞
0
ds
(a2 + s)2
√
1 + s
.
The sphere coincides with the case a = 1 having α1(1) = α2(1) =
1
6 and α3(1) =
1
2 .
The above expression of the stream function together with Remark 3.1 gives us that∫ π
0
H1(φ,ϕ)dϕ = 2α1(a),
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for any φ ∈ [0, π]. Recall that Hn is defined in (22). Now, by virtue of Proposition 3.2 one has
∂f F˜ (Ω, 0)h(φ, θ) =
∑
n≥1
cos(nθ)LΩn (hn)(φ),
where
LΩn (hn)(φ) =hn(φ) [2α1(a)− Ω]−
∫ π
0
Hn(φ,ϕ)hn(ϕ)dϕ, φ ∈ (0, π).
Moreover, the function νΩ used in the spectral study and defined in (31) agrees with
νΩ(φ) = 2α1(a)− Ω,
which now is constant on φ. Also the constant κ in (33) equals now to 2α1(a). Hence, the
key point in Section 4.1 is the symmetrization of the above operator. For that reason, we have
defined the signed measure dµΩ as
dµΩ(ϕ) = sin(ϕ)r
2
0(ϕ)νΩ(ϕ)dϕ,
in (32) and the operator KΩn in (92). However, since in this case νΩ(ϕ) is constant on ϕ, there is
no need to introduce it in the measure with the goal of symmetryzing the operator. Following
the ideas developed above, we deduce that the kernel study of the linearized operator agrees in
this case with the following eigenvalue problem
K˜n(φ) = (2α1(a)− Ω)h(φ).
Here, we define
K˜n(φ) := (2α1(a)− Ω)KΩn (φ),
which does not depend now on Ω by definition of KΩn . Note that both operators have similar
properties. Hence K˜n sets the properties given in Proposition 4.2 taking the Lebesgue space
L2µ˜Ω with
dµ˜Ω(ϕ) = sin(ϕ)r
2
0(ϕ)dϕ.
Denote by βn,i the eigenvalues of K˜n (for each n we have a family of eigenvalues). Then, we
have necessary that
Ωn = 2α1(a)− βn,i.
In Theorem 6.1, bifurcation occurs from Ω⋆n given by
Ω⋆n = 2α1(a)− β⋆n,
with
β⋆n = max
i
βn,i.
Moreover, we know that β⋆n is positive and then Ω
⋆
n < 2α1(a). In particular, by Proposition 4.3,
we have that Ω⋆n tends to κ = 2α1(a). Furthermore, Ω
⋆
n increases in n and then we can bound
it below by Ω⋆1. Using the equation for β
⋆
1 , that is∫ π
0
H1(ϕ, φ)h(ϕ)dϕ = β
⋆
1h(φ),
one finds that β⋆1 ≤ 2α1(a) and then Ω⋆1 is positive. This implies that Ω⋆n is positive for any n.
Then, in Theorem 6.1 bifurcation holds at some Ω⋆n ∈ (0, 2α1(a)). Let us remark that in the
case of the sphere, meaning a = 1, one has 2α1(a) =
1
3 .
There is an interesting open problem concerning, first the spectral distribution of the eigen-
values βn,i (whether or not they are finite, simple or multiple), and second if bifurcation occurs
at the eigenvalues Ωn = 2α1(a)− βn,i (which is shown to happen only for the largest eigenvalue
β⋆n). Notice that the simplicity and the monotonicity of the eigenvalues is a delicate problem
and could be related to the geometry of the revolution shape. Finally we observe that since
βn,i < β
⋆
n then Ωn = 2α1(a)− βn,i > 13 − β⋆n > 0.
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Appendix A. Gauss Hypergeometric function
We give a short discussion on Gauss hypergeometric functions and illustrate some of their
basic properties. The formulas listed below were crucial in the computations of the linearized
operator associated to the V–states equation and in the analysis of the main feature of its
spectral properties. Recall that for any real numbers a, b ∈ R, c ∈ R\(−N) the hypergeometric
function z 7→ F (a, b; c; z) is defined on the open unit disc D by the power series
(191) F (a, b; c; z) =
∞∑
n=0
(a)n(b)n
(c)n
zn
n!
, ∀z ∈ D.
The Pochhammer’s symbol (x)n is defined by
(x)n =
{
1, n = 0,
x(x+ 1) · · · (x+ n− 1), n ≥ 1,
and verifies
(x)n = x (1 + x)n−1, (x)n+1 = (x+ n) (x)n.
The series converges absolutely for all values of |z| < 1. For |z| = 1 we have the absolute
convergence if Re(a+ b− c) < 0 and it diverges if 1 ≤ Re(a+ b− c). See [10] for more details.
We recall the integral representation of the hypergeometric function, see for instance [38, p.
47]. Assume that Re(c) > Re(b) > 0, then
(192) F (a, b; c; z) =
Γ(c)
Γ(b)Γ(c − b)
∫ 1
0
xb−1(1− x)c−b−1(1− zx)−a dx, ∀z ∈ C \[1,+∞).
Notice that this representation shows that the hypergeometric function initially defined in the
unit disc admits an analytic continuation to the complex plane cut along [1,+∞). Another
useful identity is the following:
(193) F (a, b; c; z) = (1− z)−aF
(
a, c− b; c; z
z − 1
)
,
for Re(c) > Re(b) > 0. The function Γ : C \{−N} → C refers to the gamma function, which is
the analytic continuation to the negative half plane of the usual gamma function defined on the
positive half-plane {Rez > 0}, and given by
Γ(z) =
∫ +∞
0
τ z−1e−τdτ,
and satisfies the relation Γ(z + 1) = z Γ(z), ∀z ∈ C \(−N). From this we deduce the identities
(x)n =
Γ(x+ n)
Γ(x)
, (x)n = (−1)n Γ(1− x)
Γ(1− x− n) ,
provided that all the quantities in the right terms are well-defined.
We can differentiate the hypergeometric function obtaining
(194)
dkF (a, b; c; z)
dzk
=
(a)k(b)k
(c)k
F (a+ k, b+ k; c+ k; z),
for k ∈ N. Depending on the parameters, the hypergeometric function behaves differently at 1.
When Re(c) > Re(b) > 0 and Re(c−a− b) > 0, it can be shown that it is absolutely convergent
on the closed unit disc and one finds the expression
(195) F (a, b; c; 1) =
Γ(c)Γ(c − a− b)
Γ(c− a)Γ(c− b) ,
see for example [38] for the proof. However, in the case a+ b = c, the hypergeometric function
exhibits a logarithmic singularity as follows
lim
z→1−
F (a, b; c; z)
− ln(1− z) =
Γ(a+ b)
Γ(a)Γ(b)
,(196)
see for instance [1] for more details. Next, we shall give a proof of the following classical result.
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Lemma A.1. Let n ∈ N, β ≥ 0 and A > 1, then∫ 2π
0
cos(nθ)
(A− cos(θ))β2
dθ =
2π
(1 +A)
β
2
+n
(
β
2
)
n
2n
(
1
2
)
n
(2n)!
F
(
n+
β
2
, n+
1
2
; 2n + 1;
2
1 +A
)
.
Proof. By a change of variables and using cos(2θ) = 2 cos2(θ)− 1, we arrive at∫ 2π
0
cos(nθ)
(A− cos(θ))β2
dθ =
2
(1 +A)
β
2
∫ π
0
cos(2nθ)
(1− 21+A cos2(θ))
β
2
dθ.
Since 21+A < 1, we can use Taylor series in the following way,(
1− 2
1 +A
cos2(θ)
)−β
2
=
∑
m≥0
(
β
2
)
m
m!
2m
(1 +A)m
cos2m(θ).
Then, ∫ 2π
0
cos(nθ)
(A− cos(θ))β2
dθ =
2
(1 +A)
β
2
∑
m≥0
(
β
2
)
m
m!
2m
(1 +A)m
∫ π
0
cos(2nθ) cos2m(θ)dθ.
At this stage we use the identity, see [42, p. 449],∫ π
0
cosx(θ) cos(yθ)dθ =
πΓ(x+ 1)
2xΓ(1 + x+y2 )Γ(1 +
x−y
2 )
,
for x > −1 and y ∈ R. That identity For x = 2m and y = 2n, we obtain∫ 2π
0
cos(nθ)
(A− cos(θ))β2
dθ =
2π
(1 +A)
β
2
∑
m≥n
(
β
2
)
m
m!
2m
(1 +A)m
Γ(2m+ 1)
22mΓ(1 +m+ n)Γ(1 +m− n)
=
2π
(1 +A)
β
2
∑
m≥0
(
β
2
)
m+n
(m+ n)!
1
(1 +A)m+n
Γ(2m+ 2n + 1)
2m+nΓ(1 +m+ 2n)Γ(1 +m)
.
We can use some properties of Gamma functions in order to find
Γ(m+ 1 + 2n)Γ(m+ 1) =(2n)!m!(2n + 1)m,
Γ(2m+ 2n+ 1)
(m+ n)!
=22m+2n
(
1
2
)
m+n
,(
β
2
)
m+n
=
(
β
2
)
n
(
n+
β
2
)
m
,
which implies
2π
(1 +A)
β
2
∑
m≥0
(
β
2
)
m+n
(m+ n)!
1
(1 +A)m+n
Γ(2m+ 2n+ 1)
2m+nΓ(1 +m+ 2n)Γ(1 +m)
=
2π
(1 +A)
β
2
+n
(
β
2
)
n
2n
(
1
2
)
n
(2n)!
∑
m≥0
(
n+ β2
)
m
(
n+ 12
)
m
m!(2n + 1)m
(
2
1 +A
)m
=
2π
(1 +A)
β
2
+n
(
β
2
)
n
2n
(
1
2
)
n
(2n)!
F
(
n+
β
2
, n+
1
2
, 2n + 1,
2
1 +A
)
.

Now we propose to describe the boundary behavior of the Hypergeometric functions in some
suitable cases that were very useful in the preceding sections.
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Proposition A.1. The following assertions hold true.
(1) Bound for F (a, a; 2a;x) : for a > 1, there exists C > 0 such that
(197) ∀x ∈ [0, 1), F (a, a; 2a;x) ≤ C | ln(1− x)|
x
≤ C + C| ln(1− x)|.
(2) Bound for F (a, a; 2a − 1, x) : for a > 2, there exists C > 0 such that
(198) ∀x ∈ [0, 1), F (a, a; 2a− 1;x) ≤ C 1|1− x| ·
(3) Bound for F (a, a; 2a − 2, x) : for a > 3, there exists C > 0 such that
(199) ∀x ∈ [0, 1), F (a, a; 2a − 2;x) ≤ C 1|1− x|2 ·
(4) For a > 1, there exists C > 0 such that
∀x ∈ [0, 1), 0 ≤ F (a, a; 2a;x) − 1 ≤ Cx(1 + | ln(1− x)|).
(5) For a > 2, there exists C > 0 such that
∀x ∈ [0, 1), |F (a, a; 2a − 1;x)− 1| ≤ C x
1− x ·
(6) For a > 1, there exists C > 0 such that any α ∈ [0, 1]
(200) ∀x2 ≤ x1 ∈ [0, 1), |F (a, a; 2a;x1)− F (a, a; 2a;x2)| ≤ C |x1 − x2|
α
|1− x1|α ·
(7) For a > 2, there exists C > 0 such that any α ∈ [0, 1]
(201) ∀x2 ≤ x1 ∈ [0, 1), |F (a, a; 2a − 1;x1)− F (a, a; 2a − 1;x2)| ≤ C |x1 − x2|
α
|1− x1|1+α ·
Proof. The main tool is the integral representation of the Hypergeometric functions (192).
(1) From the integral representation (192), it is easy to get
|F (a, a, 2a, x)| ≤C
∫ 1
0
ta−1(1− t)a−1
(1− xt)a dt
≤C
∫ 1
0
(
t(1− t)
1− xt
)a−1 1
1− xtdt·
Because t(1− t) ≤ 1− tx for any t, x ∈ [0, 1], then we deduce
|F (a, a, 2a, x)| ≤C
∫ 1
0
dt
1− xt
≤C | ln(1− x)|
x
·
(2) As for (1), we find
|F (a, a, 2a − 1, x)| ≤C
∫ 1
0
ta−1(1− t)a−2
(1− xt)a dt
≤C
∫ 1
0
(
t(1− t)
1− xt
)a−2 dt
(1− xt)2 .
Consequently, we infer from direction calculation
|F (a, a, 2a − 1, x)| ≤C
∫ 1
0
1
(1− xt)2 dt
≤ C|1− x| ·
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(3) We omit here the details of the proof by similarity with (1) and (2).
(4) First note from the integral representation that F (a, a; 2a;x) > 0 provided that a > 0 and
x ∈ [0, 1). Moreover, it is strictly increasing function since from (194)
F ′(a, a; 2a;x) =
a
2
F (a+ 1, a+ 1; 2a+ 1;x) > 0, ∀x ∈ [0, 1).
According to (191) one may check by construction that F (a, a; 2a; 0) = 1 and therefore
F (a, a; 2a;x) − 1 ≥ 0.
By the mean value theorem, we achieve
F (a, a; 2a;x) − 1 = a
2
x
∫ 1
0
F (a+ 1, a+ 1, 2a + 1, τx)dτ.
Combining this representation with (198), where we replace a by a+ 1, we achieve
F (a, a; 2a;x) − 1 ≤ Cx
∫ 1
0
dτ
1− τx ≤ Cx(1 + | ln(1− x)|).
(5) By using similar arguments as the previous point, we obtain
0 ≤ F (a, a; 2a − 1;x) − 1 ≤ Cx
∫ 1
0
F (a+ 1, a+ 1; 2a; τx)dτ.
Applying (199) by changing a with a+ 1 allows to get
|F (a+ 1, a+ 1; 2a;x)| ≤ C
(1− x)2 ,∀x ∈ [0, 1).
Then,
F (a, a; 2a − 1;x) − 1 ≤ Cx
∫ 1
0
dτ
(1− τx)2 ≤ C
x
1− x ·
(6) Let t ∈ [0, 1) and set gt(x) = (1− tx)−a. Take 0 ≤ x2 < x1 < 1, then direct computations,
using in particular the mean value theorem, show that
|gt(x1)− gt(x2)| ≤2(1 − tx1)−a
|gt(x1)− gt(x2)| ≤C(1− tx1)−a−1|x1 − x2|.
Let α ∈ [0, 1] then by interpolation between the preceding inequalities we deduce that
|gt(x1)− gt(x2)| =|gt(x1)− gt(x2)|1−α|gt(x1)− gt(x2)|α
≤C(1− tx1)−a−α|x1 − x2|α.
It follows that
|F (a, a, 2a, x1)− F (a, a, 2a, x2)| ≤C
∣∣∣∣∫ 1
0
ta−1(1− t)a−1 (gt(x1)− gt(x2)) dt
∣∣∣∣
≤C|x1 − x2|α
∫ 1
0
ta−1(1− t)a−1
(1− x1t)a+α dt.
Since a > 1 and for any t, x1 ∈ [0, 1),
0 ≤ t
a−1(1− t)a−1
(1− x1t)a+α ≤ (1− x1t)
−1−α,
then
|F (a, a, 2a, x1)− F (a, a, 2a, x2)| ≤C|x1 − x2|α
∣∣∣∣∫ 1
0
(1− x1t)−1−αdt
∣∣∣∣
≤C |x1 − x2|
α
|1− x1|α .
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(7) This is quite similar to the proof of the preceding one. Indeed,
|F (a, a, 2a − 1, x1)− F (a, a, 2a − 1, x2)| ≤C
∣∣∣∣∫ 1
0
ta−1(1− t)a−2 (gt(x1)− gt(x2)) dt
∣∣∣∣
≤C|x1 − x2|α
∣∣∣∣∫ 1
0
(1− x1t)−2−αdt
∣∣∣∣
≤C |x1 − x2|
α
|1− x1|1+α ·

Appendix B. Bifurcation theory
We shall briefly recall some basic facts around bifurcation theory which mainly focuses on
the topological transitions of the phase portrait through the variation of some parameters. A
particular case is to understand this transition in the equilibria set for the stationary problem
F (λ, x) = 0, where F : R×X → Y is a smooth function between Banach spaces X and Y .
Assuming that one has a trivial solution, F (λ, 0) = 0 for any λ ∈ R, we would like to explore the
bifurcation diagram in the neighborhood of this elementary solution, and see whether multiple
branches of solutions may bifurcate from a given point (λ0, 0), called a bifurcation point. When
the linearized operator around this point generates a Fredholm operator, then one may use
Lyapunov–Schmidt reduction in order to reduce the infinite-dimensional problem to a finite-
dimensional one, known as the bifurcation equation. For this latter problem we need some
specific transversal conditions so that the Implicit Function Theorem can be applied. For more
discussion in this subject, we refer to see [32, 34]. Notice that Theorem B.1 below is one of
those interesting results that can cover various configurations and it is used in this paper to
prove our main result. Before giving its precise statement, we need to recall some basic results
on Fredholm operators.
Definition B.1. Let X and Y be two Banach spaces. A continuous linear mapping T : X → Y,
is a Fredholm operator if it fulfills the following properties,
(1) dim KerT <∞,
(2) ImT is closed in Y ,
(3) codim ImT <∞.
The integer dim KerT − codim ImT is called the Fredholm index of T .
Next, we shall discuss the index persistence through compact perturbations, see [32, 34].
Proposition B.1. The index of a Fredholm operator remains unchanged under compact pertur-
bations.
Now, we recall the classical Crandall-Rabinowitz Theorem whose proof can be found in [9].
Theorem B.1 (Crandall-Rabinowitz Theorem). Let X,Y be two Banach spaces, V be a neigh-
borhood of 0 in X and F : R× V → Y be a function with the properties,
(1) F (λ, 0) = 0 for all λ ∈ R.
(2) The partial derivatives ∂λFλ, ∂fF and ∂λ∂fF exist and are continuous.
(3) The operator ∂fF (0, 0) is Fredholm of zero index and Ker(Ff (0, 0)) = 〈f0〉 is one-
dimensional.
(4) Transversality assumption: ∂λ∂fF (0, 0)f0 /∈ Im(∂fF (0, 0)).
If Z is any complement of Ker(∂fF (0, 0)) in X, then there is a neighborhood U of (0, 0) in
R×X, an interval (−a, a), and two continuous functions Φ : (−a, a)→ R, β : (−a, a)→ Z such
that Φ(0) = β(0) = 0 and
F−1(0) ∩ U = {(Φ(s), sf0 + sβ(s)) : |s| < a} ∪ {(λ, 0) : (λ, 0) ∈ U}.
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Appendix C. Potential theory
This last section is devoted to some results on the continuity of specific operators with singular
kernels, taking the form
(202) K(f)(x1, x2) =
∫ 1
0
∫ 1
0
K(x1, x2, y1, y2)f(y1, y2)dy1dy2,
with (x1, x2) ∈ [0, 1]2 and the kernel K : [0, 1]2 × [0, 1]2 → R is smooth out the diagonal.
Proposition C.1. Let K : [0, 1]2 × [0, 1]2 → R be smooth out the diagonal, satisfying
|K(x1, x2, y1, y2)| ≤ C0|x1 − y1|1−α|x2 − y2|γ ,(203)
|K(x1, x2, y1, y2)| ≤ C0|x1 − y1|γ |x2 − y2|1−α ,(204)
|∂x1K(x, y)| ≤
C0
|x1 − y1|2−α|x2 − y2|γ(205)
|∂x2K(x, y)| ≤
C0
|x1 − y1|γ |x2 − y2|2−α ,(206)
with α, γ ∈ (0, 1). Then K : L∞([0, 1] × [0, 1])→ C α([0, 1] × [0, 1]) is well-defined and
‖K(f)‖C α ≤ CC0‖f‖L∞ ,
with C an absolute constant.
Remark C.1. Note that condition (205) (and also (206)) can be replaced by
|K(x1, x2, y1, y2)−K(x˜1, x2, y1, y2)| ≤ C|x1 − x˜1|αg(x1, x˜1, x2, y1, y2),
for x1 < x˜1 and 3|x1 − x˜1| ≤ |y1 − x1|. The function g must satisfy∣∣∣∣∣
∫ 1
0
∫ 1
|y1−x1|>3|x1−x˜1|
g(x1, x˜1, y1, x2, y2)dy1dy2
∣∣∣∣∣ ≤ C,
uniformly in x1, x˜1, x2.
Proof. The L∞ norm of K(f) can be estimated as
|K(f)(x)| ≤C‖f‖L∞
∫ 1
0
∫ 1
0
|K(x1, x2, y1, y2)|dy1dy2
≤CC0‖f‖L∞
∫ 1
0
dy1
|x1 − y1|1−α
∫ 1
0
dy2
|x2 − y2|γ
≤CC0‖f‖L∞ .
The convergence follows from the assumptions α, γ ∈ (0, 1). Hence,
‖K(f)‖L∞ ≤ CC0‖f‖L∞ .
For the Ho¨lder regularity, take x1, x˜1 ∈ [0, 1] with x1 < x˜1. Define d = |x1 − x˜1|, Bx1(r) =
{y1 ∈ [0, 1] : |y1 − x1| < r} and Bcx1(r) its complement set. Hence
K(f)(x1, x2)−K(f)(x˜1, x2)
=
∫ 1
0
∫ 1
0
K(x1, x2, y1, y2)f(y1, y2)dy1dy2 −
∫ 1
0
∫ 1
0
K(x˜1, x2, y1, y2)f(y1, y2)dy1dy2
=
∫ 1
0
∫
[0,1]∩Bx1 (3d)
K(x1, x2, y1, y2)f(y1, y2)dy1dy2
−
∫ 1
0
∫
[0,1]∩Bx1 (3d)
K(x˜1, x2, y1, y2)f(y1, y2)dy1dy2
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+
∫ 1
0
∫
[0,1]∩Bcx1(3d)
(K(x1, x2, y1, y2)−K(x˜1, x2, y1, y2))f(y1, y2)dy1dy2
=:I1 + I2 + I3.
Using (203), we arrive at
|I1| ≤CC0‖f‖L∞
∫
[0,1]∩Bx1(3d)
1
|x1 − y1|1−α dy1
∫ 1
0
1
|x2 − y2|γ dy2
≤CC0‖f‖L∞
∫
Bx1 (3d)
1
|x1 − y1|1−α dy1
≤CC0‖f‖L∞dα
=CC0‖f‖L∞ |x1 − x˜1|α.
In order to work with I2, note that Bx1(3d) ⊂ Bx˜1(4d). Thus,
|I2| ≤CC0‖f‖L∞
∫
[0,1]∩Bx1(3d)
1
|x˜1 − y1|1−α dy1
∫ 1
0
1
|x2 − y2|γ dy2
≤CC0‖f‖L∞
∫
Bx1 (4d)
1
|x˜1 − y1|1−α dy1
≤CC0‖f‖L∞ |x1 − x˜1|α.
For the last term I3 we use the mean value theorem and (205) achieving
|I3| ≤C
∣∣∣∣∣(x1 − x˜1)
∫ 1
0
∫ 1
0
∫
[0,1]∩Bcx1(3d)
(∂x1K)(x1 + (1− s)(x˜1 − x1), x2, y1, y2)f(y1, y2)dy1dy2ds
∣∣∣∣∣
≤CC0‖f‖L∞ |x1 − x˜1|
∫ 1
0
∫
[0,1]∩Bcx1 (3d)
dy1ds
|x1 + (1− s)(x˜1 − x1)− y1|2−α
∫ 1
0
dy2
|x2 − y2|γ .
Note that if y1 ∈ Bcx1(3d), then
|x1 + (1− s)(x˜1 − x1)− y1| ≥ |x1 − y1| − (1− s)d ≥ |x1 − y1| − (1− s)
3
|x1 − y1| ≥ 2
3
|x1 − y1|,
which implies
|I3| ≤CC0‖f‖L∞ |x1 − x˜1|
∫
[0,1]∩Bcx1(3d)
dy1
|x1 − y1|2−α
≤CC0‖f‖L∞ |x1 − x˜1| 1|x1 − x˜1|1−α
≤CC0‖f‖L∞ |x1 − x˜1|α.
Putting together the preceding estimates yields
|K(f)(x˜1, x2)−K(f)(x1, x2)| ≤ CC0‖f‖L∞ |x1 − x˜1|α.
The same arguments enables to obtain
|K(f)(x1, x2)−K(f)(x1, x˜2)| ≤ CC0‖f‖L∞ |x1 − x˜1|α.
Then, we conclude that
||K(f)||C α ≤ CC0‖f‖L∞ .

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