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1. Introduction
Throughout this paper, H is a complex Hilbert space of dimension at least 2 with the inner product
〈·, ·〉. By B(H) we denote the algebra of bounded linear operators on H. Let x be in H and S be a subset
of H. If 〈x, y〉 = 0 for all y ∈ S , we say that x is orthogonal to S and denote x ⊥ S . A projection on H
is a self-adjoint idempotent operator. For a projection P, we let P⊥ = I − P, where I is the identity on
H. If H is of ﬁnite dimension n, we will identify H with Cn, the complex vector space of n-component
column vectors with the standard inner product 〈x, y〉 = y∗x, x, y ∈ Cn, and will identify B(H) with
Mn(C), the algebra of n × n complex matrices.

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It is an interesting and important problem to studywhen a set of operators is linearly dependent. In
general thereare twoapproaches to thisproblem.One is to studywhether the locally lineardependence
determines the linear dependence. Recall that a set Γ of operators on H is called locally linearly
dependent if for each x ∈ H the vector set {Ax, A ∈ Γ } is linearly dependent. A classical result says that
locally linear dependence implies linear dependence in this case for two operators. Kaplansky showed
in [4] that for an operator A if {Ak : 0 k n} is locally dependent then it is linearly dependent. For
more results on the locally linear dependence problem, we refer to [6] and references therein.
Another approach to the linear dependence problem is to investigate whether a set of functions
determines the linear dependence of operators. For example, from the Toeplitz–Hausdorff Theorem
about the numerical range [3, Problem 211], we know that if |〈Ax, x〉| = 1 for all normalized vectors x
then A = νI for some ν ∈ C, |ν| = 1. Most recently, the authors of paper [1] considered the functions
A → 〈Ax, y〉 with ‖x‖ = ‖y‖ = 1 and 〈x, y〉 = r for a ﬁxed value r ∈ [0, 1], and proved the following
result.
Theorem 1.1. Let A and B be in B(H).
(1) If |〈Ax, x〉| = |〈Bx, x〉| for all x ∈ H then either B = νA or B = νA∗ for some ν ∈ C, |ν| = 1.
(2) If |〈Ax, y〉| = |〈Bx, y〉| for all orthogonal pairs (x, y) in H then B = μI + νA for some μ, ν ∈ C,
|ν| = 1.
(3) If |〈Ax, y〉| = |〈Bx, y〉| for all normalized pairs (x, y) in H with 〈x, y〉 being a ﬁxed non-zero value in
(0, 1) then B = νA for some ν ∈ C, |ν| = 1.
In this paper, as suggested in [1], we consider functions deﬁned by trace operators. More precisely,
we shall study the linear dependence of operators A and Bwhich satisﬁes |tr(AC)| = |tr(BC)| for all C
belonging to the unitary orbit of a ﬁxed trace operator. Recall that a compact operatorA inB(H) is called
a trace operator if
∑
n|〈(AA∗) 12 en, en〉| < +∞, and the trace of A is deﬁned by tr(A) = ∑n〈Aen, en〉,
where {en} is any orthonormal basis for H. Note that the convergence and the sum of series are both
independent of the choice of basis. For example, with non-zero vectors x and y in H, we associate the
rank one operator x ⊗ ywhich maps z in H into 〈z, y〉x. Then x ⊗ y is a trace operator and tr(x ⊗ y) =
〈x, y〉.
We close this section by collecting some properties of trace operators, which can be found in many
literature, for example [2].
Proposition 1.2. Let C be a trace operator on H.
(1) tr(C) = tr(C∗);
(2) tr(AC) = tr(CA) for all A ∈ B(H);
(3) tr(U∗CU) = tr(C) for all unitaries U on H;
(4) if C is self-adjoint then tr(AC) is real for all self-adjoint operators A ∈ B(H).
2. Auxiliaries
In this section, we show some results which will be used to prove our main theorem and have
independent interest.
Lemma 2.1 [5, Lemma 2.4]. Let A and B be in B(H). Assume that for every x ∈ H the vector Ax belongs to
the linear span of x and Bx. Then A, B and I are linearly dependent.
Henceforth, for anon-zero vector x ∈ H, byPx wedenote theprojectiononto the space spannedby x.
Lemma 2.2. Let C be an operator in B(H). Suppose that P⊥x Cx and P⊥x C∗x are linearly dependent for each
x ∈ H. If the dimension of H is greater than 2, then C, C∗ and I are linearly dependent.
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Proof. Assume ﬁrst that for x ∈ H, P⊥x Cx = 0 if and only if P⊥x C∗x = 0. Then for each x ∈ H the vector
Cx is in the linear span of x and C∗x. Thus we can apply Lemma 2.1 to get the result.
Now, in order to complete the proof we have to show that for x ∈ H, P⊥x Cx = 0 if and only if
P⊥x C∗x = 0. Otherwise, without loss of generality we may suppose, for some unit vector x1 ∈ H, that
Cx1 = α1x1 and C∗x1 = α¯1x1 + x2,
where α1 ∈ C, x2 ⊥ x1 and x2 /= 0. If we replace C and α1 by C‖x2‖ and α1‖x2‖ , respectively, we can
assume that ‖x2‖ = 1. Now, write
Cx2 = α2x2 + u and C∗x2 = α¯2x2 + v,
where α2 ∈ C, x2 ⊥ span{u, v}, u and v are linearly dependent. Then for λ ∈ C, we have
C(x1 + λx2) = α1x1 + λα2x2 + λu and C∗(x1 + λx2) = α¯1x1 + x2 + λα¯2x2 + λv.
Compute
β := 1
1 + |λ|2 〈C(x1 + λx2), x1 + λx2〉 =
1
1 + |λ|2 (α1 + |λ|
2α2 + λ〈u, x1〉)
and
γ := 1
1 + |λ|2 〈C
∗(x1 + λx2), x1 + λx2〉 = 1
1 + |λ|2 (α¯1 + |λ|
2α¯2 + λ〈v, x1〉 + λ¯).
Since β = γ¯ , we have
λ〈u, x1〉 = λ〈v, x1〉 + λ
for all λ ∈ C. It follows that 〈v, x1〉 = 0 and 〈u, x1〉 = 1. Hence v = 0 since u and v are linearly
dependent. So C∗(x1 + λx2) = α¯1x1 + (1 + λα¯2)x2. Let α = α1 − α2. Then
y :=C(x1 + λx2) − β(x1 + λx2) = 1
1 + |λ|2 (|λ|
2α − λ)x1 − λ(α + λ)x2 + λ(1 + |λ|2)u)
and
z :=C∗(x1 + λx2) − γ (x1 + λx2) = 1
1 + |λ|2 (|λ|
2α¯ − λ¯)x1 + (1 − λα¯)x2).
Since y and z are linearly dependent, u is dependent of x1 and hence u = x1. Thus we have
Cx1 = α1x1, C∗x1 = α¯1x1 + x2,
Cx2 = α2x2 + x1, C∗x2 = α¯2x2.
Take a unit vector x3 which is orthogonal to span{x1, x2}. Since (Cx3, xj) = (x3, C∗xj) = 0 and
(C∗x3, xj) = (x3, Cxj) = 0 for j = 1, 2, we can suppose that
Cx3 = α3x3 + x4 and C∗x3 = α¯3x3 + x5,
whereα3 ∈ C and the vectors x4 and x5 are linearly dependent and both orthogonal to span{x1, x2, x3}.
Let x =
√
2
2
(x1 + x3). Then
P⊥x Cx =
√
2
4
(α1 − α3)x1 +
√
2
4
(α3 − α1)x3 +
√
2
2
x4,
P⊥x C∗x =
√
2
4
(α¯1 − α¯3)x1 +
√
2
4
(α¯3 − α¯1)x3 +
√
2
2
x2 +
√
2
2
x5.
It follows that P⊥x Cx = 0 from the linear dependence of P⊥x Cx and P⊥x C∗x. Hence α3 = α1 and x4 = 0.
Similarly, ifwe lety =
√
2
2
(x2 + x3), then the lineardependenceofP⊥y Cy andP⊥y C∗ygives thatα3 = α2
and x5 = 0.
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Now let C0 = C − α1I. Then C0x1 = C∗0 x2 = C0x3 = C∗0 x3 = 0, C0x2 = x1 and C∗0 x1 = x2. Let z =√
3
3
(x1 + x2 + x3). Then
P⊥z C0z =
2
√
3
9
x1 −
√
3
9
x2 −
√
3
9
x3,
P⊥z C∗0 z = −
√
3
9
x1 + 2
√
3
9
x2 −
√
3
9
x3.
These two vectors are obviously linearly independent. This contradiction completes the proof. 
The proof of the following propositions follows that of [1, Theorem 2.2] but is based on a different
technique.
Proposition 2.3. Let A and B be in B(H). Suppose that
〈Ax, y〉〈Ay, x〉 = 〈Bx, y〉〈By, x〉 for all orthogonal pairs (x, y) in H. (2.1)
Then either B = μI + νA or B = μI + νA∗ for some μ, ν ∈ C, |ν| = 1.
Proof. We proceed in some steps.
Step 1. Assume that H = C2.
Apply simultaneous unitary similarity to A and B such that A becomes a upper triangular matrix.
Then applying addition of scalar matrices to A and B we may suppose that
A =
[
0 a12
0 a22
]
, B =
[
0 b12
b21 b22
]
, aij , bij ∈ C.
Applying (2.1) with x = e1, y = e2, we see that b¯12b21 = 0. Therefore, b12 = 0 or b21 = 0.
First suppose that b21 = 0. Applying (2.1) with x =
[
z
1
]
, y =
[
1
−z¯
]
, z ∈ C, we obtain
(a12 − a22z)(a¯12z + a¯22)z = (b12 − b22z)(b¯12z + b¯22)z.
From this we get
|a12|2 − |a22|2 = |b12|2 − |b22|2, a12a¯22 = b12b¯22.
Hence (|a12| + |a22|i)2 = (|b12| + |b22|i)2,where i is the imaginaryunit. So |a12|2 + |a22|2 = |b12|2 +
|b22|2. Thus |a12| = |b12| and |a22| = |b22|. Therefore B = νA with ν = b12a12 if a12 /= 0, or ν = b22a22 if
a22 /= 0, or ν = 1 if a12 = a22 = 0.
Note that Eq. (2.1) is equivalent to
〈Ax, y〉〈Ay, x〉 = 〈B∗x, y〉〈B∗y, x〉 for orthogonal pairs (x, y) in H.
So, if b12 = 0, by the argument in the preceding paragraph we have B = νA∗ for some ν ∈ C with|ν| = 1.
Step 2. Assume that H = C3.
Without loss of generality, we can suppose that
A =
⎡
⎣0 a12 a130 a22 a23
0 0 a33
⎤
⎦ , B =
⎡
⎣ 0 b12 b13b21 b22 b23
b31 b32 b33
⎤
⎦ , aij , bij ∈ C.
Case 1. a12 = a13 = 0.
Consider
[
0 a12
0 a22
]
and
[
0 b12
b21 b22
]
. By the proof in Step 1, we see that b12 = b21 = 0. Similarly,
by taking into account matrices
[
0 a13
0 a33
]
and
[
0 b13
b31 b33
]
we get b13 = b31 = 0.
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Now let A1 =
[
a22 a23
0 a33
]
and B1 =
[
b22 b23
b32 b33
]
. For z ∈ span{e2, e3}, let α = −‖z‖2. Apply-
ing (2.1) with x = αe1 + z and y = e1 + z, we get |〈A1z, z〉| = |〈B1z, z〉| for all z ∈ span{e2, e3}. By
Theorem 1.1, B1 = νA1 or B1 = νA∗1 for some ν ∈ C, |ν| = 1. Hence B = νA or B = νA∗.
Case 2. a12 /= 0.
By (2.1), we see that b¯12b21 = 0. So either b21 = 0 or b12 = 0.
If b12 = 0, we consider B∗. Thus we may suppose that b21 = 0. In view of Step 1, by multiplying
B by a scalar with modulus 1 we may further suppose that b12 = a12 and b22 = a22. Now we aim at
showing B = A.
Applying (2.1) with x = e1 and y = e2 + e3, we get b31(a¯12 + b¯13) = 0. This together with facts
a12 /= 0 and b¯13b31 = 0 gives b31 = 0.
Applying (2.1) with x = e1 − ze2 and y = z¯e1 + e2 + we3 for z, w ∈ C, we get
(z2a12 + za22)(a12 + wa13 − z¯(a22 + wa23))
= (z2a12 + za22 + zw¯b32)(a12 + wb13 − z¯(a22 + wb23)). (2.2)
Then a¯12(a22 + wa23) = a¯12(a22 + wb23) and hence b23 = a23. Hence by (2.2),
a¯12(a12 + wa13) = a¯12(a12 + wb13) − wb¯32(a22 + wa23) (2.3)
for allw ∈ C. It follows that b32a23 = 0. If a23 = 0, by the proof in Step 1, we see that b32 = b23 = 0.
Consequently, we always have that b32 = 0. Thus by (2.3), a¯12a13 = a¯12b13 and then b13 = a13.
There now remains to show b33 = a33. To this end, we apply (2.1) with x = ze1 + e2 + e3 and
y = e1 − z¯e3 for z ∈ C. Then we have
(a12 + a13 − a33z)(a¯13z2 + a¯23z + a¯33z) = (a12 + a13 − b33z)(a¯13z2 + a¯23z + b¯33z).
So a33a¯13 = b33a¯13 and (a12 + a13)(a¯23 + a¯33) = (a12 + a13)(a¯23 + b¯33). These two equations give
that a12a¯33 = a12b¯33 and so b33 = a33.
Case 3. a12 = 0 and a13 /= 0.
Applying the proof in Step 1 to [aij]2ij=1 and [bij]2ij=1, we see that b12 = b21 = 0.
By the equation (2.1), we see that b13b¯31 = 0. So either b13 = 0 and b31 = 0. Without loss of
generality, we suppose that b31 = 0.
Applying the proof in Step 1 to the 2 × 2 submatrices of A and B generating by the 1st and 3rd rows
and columns, we get b13 = a13 and b33 = a33 by multiplying B by a scalar modulus one. The next goal
is to show B = A.
Applying (2.1) with
x =
⎡
⎣00
1
⎤
⎦ , y =
⎡
⎣11
0
⎤
⎦ ,
we obtain that b¯32(a13 + b23) = 0. Since a13 /= 0 and b¯32b23 = 0, it follows that b32 = 0.
Applying (2.1) with
x =
⎡
⎣−z1
1
⎤
⎦ , y =
⎡
⎣1z¯
0
⎤
⎦ , z ∈ C,
we obtain
a¯22(a13 + (a22 + a23)z)z = b¯22(a13 + (b22 + b23)z)z.
Hence a¯22a13 = b¯22a13 and a¯22(a22 + a23) = b¯22(b22 + b23). Since a13 /= 0, it follows that b22= a22. Furthermore, we have that a¯22a23 = b¯22b23. If b22 = a22 /= 0, we have that b23 = a23. If b22= a22 = 0, applying the proof in Step 1 to the 2 × 2 submatrices of A and B generated by the 2nd and
3rd rows and columns, and noting that b33 = a33 and b32 = 0, we see that b23 = a23.
Step 3. Assume that dimH  4.
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We shall complete the proof by considering some cases.
Case 1. A ∈ CI.
Let x be in H. For any y ∈ H orthogonal to x, let P be the projection onto the space spanned by x
and y. Then by Step 1, PBx ∈ Cx and therefore (Bx, y) = 0. So Bx ∈ Cx for any x ∈ H. Consequently,
B ∈ CI.
Case 2. A, A∗ and I are linearly dependent but A /∈ CI.
In this case, by Step 1 and Step 2 we know that A, B and I are linearly dependent restricted to
2-dimensional subspaces and to 3-dimensional subspaces. Now applying an argument similar to that
in the step 1 in the section 4 in [1], we get B = μI + νA for some μ, ν ∈ C, |ν| = 1.
Case 3. A, A∗ and I are linearly independent.
In this case, by Lemma 2.2 we can choose (and ﬁx) an orthogonal pair (x, y) such that 〈Ax, y〉 = 1
and 〈A∗x, y〉 = 0. Let P0 be the projection onto the space spanned by x and y. Thenμ1P0 + ν1P0AP0 /=
μ2P0 + ν2P0A∗P0 for all μ1,μ2, ν1, ν2 ∈ C, ν1ν2 /= 0.
Now we assume that P0BP0 = μP0 + νP0AP0 for some μ, ν ∈ C, |ν| = 1. For z ∈ H, let P be the
projection onto the space spanned by x, y and z. Then by Step 1 and Step 2, and by the argument in
the preceding paragraph, we have
PBP = μzP + νzPAP, μz , νz ∈ C. (2.4)
Then μz〈x, x〉 + νz〈Ax, x〉 = μ〈x, x〉 + ν〈Ax, x〉 and νz = ν . So μz = μ and νz = ν . Thus 〈Bz, z〉 =
μ〈z, z〉 + ν〈Az, z〉 for all z ∈ H. Consequently, B = μI + νA.
By a same way, if we assume that P0BP0 = μP0 + νP0A∗P0 for some μ, ν ∈ C, |ν| = 1, then B =
μI + νA∗.
The proof is complete. 
Proposition 2.4. Let A and B be in B(H). Suppose that
〈Ax, y〉〈Az, x〉 = 〈Bx, y〉〈Bz, x〉 for orthogonal triples (x, y, z) in H. (2.5)
Then B = μI + νA for some μ, ν ∈ C, |ν| = 1.
Proof. If the conclusion is true for the case H = C3, then it is also true for the case H = C2. Hence
the proposition holds for the general Hilbert space by an argument similar to that in the step 3 in the
proof of Proposition 2.3.
Now we assume that H = C3. For an orthonormal triple (x, y, z) and λ ∈ C with |λ| = 1, in (2.5)
replacing y and z by y + λ¯z and y − λ¯z respectively, we get
〈Ax, y〉〈Ay, x〉 − λ2〈Ax, z〉〈Az, x〉 = 〈Bx, y〉〈By, x〉 − λ2〈Bx, z〉〈Bz, x〉.
Hence 〈Ax, y〉〈Ay, x〉 = 〈Bx, y〉〈By, x〉 for all orthogonal pairs (x, y) in H. By Proposition 2.3, either
B = μI + νA or B = μI + νA∗ for some μ, ν ∈ C, |ν| = 1.
Assume on the contrary that B = μI + νA∗ for some μ, ν ∈ C, |ν| = 1. Then we can further
suppose that
A =
⎡
⎣0 a12 a130 a22 a23
0 0 a33
⎤
⎦ , B =
⎡
⎣ 0 0 0a¯12 a¯22 0
a¯13 a¯23 a¯33
⎤
⎦ , aij ∈ C.
We shall get a contradiction by considering some cases.
Case 1. All of a12, a13 and a23 are zero.
Applying (2.5) with
x =
⎡
⎣−2−1
1
⎤
⎦ , y =
⎡
⎣ 1−1
1
⎤
⎦ , z =
⎡
⎣01
1
⎤
⎦ ,
we get that
(a22 + a33)(−a22 + a33) = (a¯22 + a¯33)(−a¯22 + a¯33).
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So a22a¯33 = a¯22a33. Therefore, B = ωAwith ω = a¯22a22 .
Case 2. a12 /= 0.
Applying (2.5) with x = e2, y = e1, z = e3, we obtain a12a¯23 = 0 and then a23 = 0.
For an orthonormal triple (x, y, z) in H and a scalar λ with |λ| = 1, replacing x by λx + y and y by
λx − y in (2.5), respectively, we have
(〈Ax, x〉 − 〈Ay, y〉)(λ〈Az, x〉 + 〈Az, y〉) − λ〈Ax, y〉〈Az, y〉 + 〈Ay, x〉〈Az, x〉
= (〈Bx, x〉 − 〈By, y〉)(λ〈Bz, x〉 + 〈Bz, y〉) − λ〈Bx, y〉〈Bz, y〉 + 〈By, x〉〈Bz, x〉
Hence
(〈Ax, x〉 − 〈Ay, y〉)〈Az, y〉 + 〈Ay, x〉〈Az, x〉 = (〈Bx, x〉 − 〈By, y〉)〈Bz, y〉 + 〈By, x〉〈Bz, x〉 (2.6)
Applying (2.6) with x = e1, y = e2, z = e3, we obtain that a12a¯13 = 0 and then a13 = 0.
Applying (2.6) with x = e3, y = e1, z = e2, we obtain that a33a¯12 = 0 and then a33 = 0.
Applying (2.6) with x = e3, y = e2, z = e1, we obtain that −a¯22a12 = 0 and then a22 = 0.
Now applying (2.5) with
x =
⎡
⎣11
1
⎤
⎦ , y =
⎡
⎣−21
1
⎤
⎦ , z =
⎡
⎣ 0−1
1
⎤
⎦ , (2.7)
we obtain that 2|a12|2 = 0 and then a12 = 0, a contradiction.
Case 3. a12 = 0 and a13 /= 0.
Applying (2.6) with x = e2, y = e1 and z = e3, we obtain that a22a¯13 = 0 and then a22 = 0.
Applying (2.6) with x = e2, y = e3 and z = e1, we obtain that −a¯33a13 = 0 and then a33 = 0.
Applying (2.5) with
x =
⎡
⎣11
1
⎤
⎦ , y =
⎡
⎣ 10
−1
⎤
⎦ , z =
⎡
⎣ 1−2
1
⎤
⎦ ,
we obtain that (a13 − a23)(a13 + a23) = 0 and so either a23 = a13 or a23 = −a13.
If a23 = a13, we apply (2.5) with
x =
⎡
⎣21
1
⎤
⎦ , y =
⎡
⎣ 01
−1
⎤
⎦ , z =
⎡
⎣−11
1
⎤
⎦ ,
and obtain 3|a13|2 = 0, a contradiction. If a23 = −a13, we apply (2.5) with
x =
⎡
⎣−21
1
⎤
⎦ , y =
⎡
⎣ 0−1
1
⎤
⎦ , z =
⎡
⎣11
1
⎤
⎦ ,
and obtain |a13|2 = 0, a contradiction.
Case 4. a12 = a13 = 0 and a23 /= 0.
Applying (2.6) with x = e1, y = e3 and z = e2, we obtain that −a33a¯23 = 0 and then a33 = 0.
Applying (2.6) with x = e1, y = e2 and z = e3, we obtain that −a¯22a23 = 0 and then a22 = 0.
Now applying (2.5) with x, y, z as in (2.7), we obtain that −2|a23|2 = 0, a contradiction.
The proof is complete. 
3. Main results
Our main result reads as follows.
Theorem 3.1. Let C be a trace operator in B(H) and suppose that C /∈ CI. Let A and B be in B(H).
Then
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|tr(AUCU∗)| = |tr(BUCU∗)| (3.1)
for all unitaries U ∈ B(H) if and only if one of the following holds:
(1) tr(C) = 0, C and C∗ are linearly dependent, and either B = μI + νA or B = μI + νA∗ for some
μ, ν ∈ C, |ν| = 1;
(2) tr(C) /= 0, C andC∗ are linearly dependent, and either B = νAor B = νA∗ for someν ∈ C, |ν| = 1;
(3) tr(C) = 0, C and C∗ are linearly independent, and B = μI + νA for some μ, ν ∈ C, |ν| = 1;
(4) tr(C) /= 0, C, C∗ and I are linearly independent, and B = νA for some ν ∈ C, |ν| = 1.
(5) tr(C) /= 0, C and C∗ are linearly independent, C, C∗ and I linearly dependent, tr(A) = 0, and either
B = νA or B = νA∗ for some ν ∈ C, |ν| = 1.
(6) tr(C) /= 0, C and C∗ are linearly independent, C, C∗ and I linearly dependent, tr(A) /= 0, and B = νA
for some ν ∈ C, |ν| = 1.
The sufﬁciency is obvious. So we only need to verify the necessity. To do this, we need two lemmas
in which we keep the notations in the statement of Theorem 3.1 and assume that (3.1) holds.
Lemma 3.2. Let P be a projection on H. Then for all unitaries U in B(H), we have that
tr(U∗AUPCP⊥)tr(U∗AUP⊥CP) = tr(U∗BUPCP⊥)tr(U∗BUP⊥CP).
Proof. In view of (3.1), for all unitaries V and U we have that
|tr(U∗AUV∗CV)| = |tr(U∗BUV∗CV)|. (3.2)
For simplicity, let AU = U∗AU, BU = U∗BU and CP = PCP + P⊥CP⊥. For λ ∈ C with |λ| = 1,
putting V = P + λP⊥ in (3.2), we get
|tr(AUCP) + λtr(AUPCP⊥) + λ¯tr(AUP⊥CP)| = |tr(BUCP) + λtr(BUPCP⊥) + λ¯tr(BUP⊥CP)|.
Since this equation also holds for −λ, it follows from the parallelogram law that
|tr(AUCP)|2 + |λtr(AUPCP⊥) + λ¯tr(AUP⊥CP)|2 = |tr(BUCP)|2 + |λtr(BUPCP⊥)
+λ¯tr(BUP⊥CP)|2. (3.3)
By replacing λ by iλand by the parallelogram law, we have
|tr(AUCP)|2 + |tr(AUPCP⊥)|2 + |tr(AUP⊥CP)|2 = |tr(BUCP)|2 + |tr(BUPCP⊥)|2
+|tr(BUP⊥CP)|2.
This together with (3.3) yields
Reλ2tr(AUPCP
⊥)tr(AUP⊥CP) = Reλ2tr(BUPCP⊥)tr(BUP⊥CP)
for all λ ∈ C with |λ| = 1. From this the desired result follows.
Lemma 3.3. We have that either B = μI + νA or B = μI + νA∗ for some μ, ν ∈ C, |ν| = 1.
Furthermore, if C, C∗ and I are linearly independent and dimH  3, then B = μI + νA for some μ, ν ∈
C, |ν| = 1.
Proof. If for each x ∈ H, eitherP⊥x Cx = 0orP⊥x C∗x = 0, then for eachorthogonal pair (x, y) thereholds
〈Cx, y〉〈Cy, x〉 = 0. Hence C ∈ CI by Proposition 2.3, a contradiction. So, there exists a unit vector x0 in
H such that y0 :=P⊥x0Cx0 /= 0 and z0 :=P⊥x0C∗x0 /= 0. Now by Lemma 3.2,
〈AUx0, Uy0〉〈AUz0, Ux0〉 = 〈BUx0, Uy0〉〈BUz0, Ux0〉 (3.4)
for all unitaries U. If y0 and
z0 are linearly dependent, then
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〈Ax, y〉〈Ay, x〉 = 〈Bx, y〉〈By, x〉 for all orthogonal pairs (x, y) in H.
It follows from Proposition 2.3 that B = μI + νA or B = μI + νA∗ for some μ, ν ∈ C, |ν| = 1.
Furthermore, if C, C∗ and I are linearly independent and dimH  3, by Lemma 2.2, we can assume
thaty0 and z0 are linearly independent.Write z0 = αy0 + u0,whereα ∈ C,u0 ⊥ span{x0, y0},u0 /= 0.
Let V be a unitary and for λ ∈ C with |λ| = 1 let Vλ be a unitary operator in B(H) such that x0 → x0,
y0 → y0 and u0 → λu0. Then putting U = VVλ in (3.4), we get
α¯〈AVx0, Vy0〉〈AVy0, Vx0〉 + λ¯(AVx0, Vy0〉〈AVu0, Vx0〉
= α¯〈BVx0, Vy0〉〈BVy0, Vx0〉 + λ¯〈BVx0, Vy0〉〈BVu0, Vx0〉.
So (AVx0, Vy0〉〈AVu0, Vx0〉 = 〈BVx0, Vy0〉〈BVu0, Vx0〉 for all uniataries V . Hence (Ax, y〉〈Az, x〉 =〈Bx, y〉〈Bz, x〉 for all orthogonal triples (x, y, z). It follows from Proposition 2.4 that B = μI + νA for
some μ, ν ∈ C, |ν| = 1.
The proof is complete. 
Before proving the necessity of the theorem, we need two results on the linear dependence of
operators.
Remark 3.4. Let T be an operator in B(H) such that T /∈ CI.
(1) Suppose that T and T∗ are linearly dependent. Then T is linearly dependent of a self-adjoint
operator. Indeed,wehave that T∗ = αT for someα ∈ C, |α| = 1. Letβ be inC such thatβ2 = α.
Let S = βT . Then S∗ = β¯T∗ = β¯αT = βT = S.
(2) Suppose that T , T∗ and I are linearly dependent. Then there is a scalar γ with |γ | = 1 such
the imaginary part of γ T is a scalar operator. Indeed, we have that T = αI + βT∗ for some
α,β ∈ C. Since T /∈ CI, there is an orthogonal pair (x, y) in H such that 〈Tx, y〉 /= 0. Hence we
have 〈Tx, y〉 = β〈T∗x, y〉 = β〈Tx, y〉. So |β| = 1. Let β be inC such that γ 2 = β¯ . Then (γ T)∗ =
γ¯ α¯I + γ¯ β¯T = γ¯ α¯I + γ T . Soγ T − (γ T)∗ ∈ CI. This implies that the imaginary ofγ T is a scalar
operator.
3.1. Proof of Theorem 3.1 (1) and (2)
It is obvious that (1) follows from Lemma 3.3. We now prove (2). To do this, we assume that C is
self-adjoint and tr(C) = 1. By Lemma 3.3, either B = μI + νA or B = μI + νA∗ for some μ, ν ∈ C,
|ν| = 1.
First suppose that B = μI + νA, μ /= 0 and |ν| = 1. For a unitary U in B(H), let λU = tr(U∗AUC).
Then by (3.1)wehave that |λU | = |μ + νλU |. This leads to |μ|2 + 2Reμ¯νλU = 0. Hence, sinceμ /= 0,
it follows that |μ| + 2Reγ λU = 0, where γ = μ¯ν|μ| . Therefore, Retr(γU∗AUC) = − 12 |μ| for all uni-
taries U. Write γ A = A1 + iA2, where A1 and A2 are selfadjoint. Since C is self-adjoint, it follows from
Proposition 1.2 that Retr(U∗CUγ A) = tr(U∗CUA1). Thus tr(U∗CU(A1 + |μ|2 I)) = 0 for all unitaries U.
Hence A1 + |μ|2 I = 0 by [1, Theorem 6.1]. Now
γ B = γμI + νγ A = γμI + ν
(
−|μ|
2
I + iA2
)
= ν
( |μ|
2
I + iA2
)
= −ν(γ A)∗.
So B = −γ¯ 2νA∗.
Similarly, if B = μI + νA∗ with μ /= 0 and |ν| = 1, then B = ωA for some w ∈ C, |ω| = 1.
3.2. Proof of Theorem 3.1 (3)
We assume that C and C∗ are linearly independent and tr(C) = 0.
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First suppose that dimH  3. If C = αI + βC∗ for someα,β ∈ C, thenα = 0 since tr(C) = 0. Thus
C and C∗ are linearly dependent, a contradiction. So C, C∗ and I are linearly independent. Then the
desired result follows from Lemma 3.3.
In the following we assume that H = C2.
If C is of rank one, then C = x ⊗ y for some an orthogonal pair (x, y). In this case, the result follows
from Theorem 1.1.
Now suppose that C is of rank two. Applying unitary similarity to C, we may suppose that
C =
[
1 η
0 −1
]
.
Hence η /= 0 since C, C∗ and I are linearly independent. By Lemma 3.3, it sufﬁces to show that A, A∗
and I are linearly dependent if
B = μI + νA∗ for some μ, ν ∈ C, |ν| = 1. (3.5)
Now assume that (3.5) holds. Applying simultaneous unitary similarity and addition of scalar
matrices to A and B we may suppose that
A =
[
0 a12
0 a22
]
, B =
[
0 0
a¯12 a¯22
]
, aij ,∈ C.
For λ ∈ C with |λ| = 1, let Uλ be a unitary such that
U∗λCUλ =
[
1 λη
0 −1
]
.
Then by (3.1) we have that |ληa12 − a22| = |a22| for all λ ∈ C with |λ| = 1. Hence a12 = 0. Now it is
easy to verify that A, A∗ and I are linearly dependent.
3.3. Proof of Theorem 3.1 (4)
We assume that C, C∗ and I linearly independent, and tr(C) = 1.
First suppose that dimH  3. Thenby Lemma3.3,wemay suppose thatB = μI + A for someμ ∈ C.
Assume that μ /= 0. Then for all unitaries U there holds |tr(U∗AUC)| = |μ + tr(U∗AUC)|. So |μ|2 +
2Reμ¯tr(U∗AUC) = 0. Hence,
Retr(U∗A0UC) = −|μ|
2
, (3.6)
where A0 = μ¯|μ|A.
Since C, C∗ and I are linearly independent, by Lemma 2.2we can take a unit vector x0 inH such that
y0 :=P⊥x0Cx0 and z0 :=P⊥x0C∗x0 are linearly independent. Let C0 = Px0CPx0 + P⊥x0CP⊥x0 . For λ ∈ C with
|λ| = 1, let Vλ = Px0 + λP⊥x0 . Then replacing U by UVλin (3.6), we get
−1
2
|μ| = Retr(U∗A0UC0) + Reλ¯〈A0Uy0, Ux0〉 + Reλ〈A0Ux0, Uz0〉.
Hence comparing two equations for λ = ±1, we get
Re〈A0Uy0, Ux0〉 + Re〈A0Ux0, Uz0〉 = 0. (3.7)
Write y0 = αz0 + u0, where α ∈ C, the vector u0 in H is non-zero and orthogonal to span{x0, z0}.
Now in (3.7) replacing y0 by αz0 + λu0 for λ ∈ C with |λ| = 1, we have that
Reλ〈A0Uu0, Ux0〉 + Reα〈A0Uz0, Ux0〉 + Retr〈A0Ux0, Uz0〉 = 0.
So 〈A0Uu0, Ux0〉 = 0 for all unitaries U. It follows [1, Theorem 2.2] that A0 ∈ CI. Hence B = νA for
some ν ∈ C, |ν| = 1.
Now assume that H = C2. Without loss of generality, we may suppose that C =
[
c11 c12
0 c22
]
. Then
c11 + c22 = 1. Moreover, since C, C∗ and I linearly independent, it follows that c12 /= 0. By (3.1), we
have that
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|c11〈Ax, x〉 + c22〈Ay, y〉 + c12〈Ax, y〉| = |c11〈Bx, x〉 + c22〈By, y〉 + c12〈Bx, y〉| (3.8)
for all orthonormal pairs (x, y) in H. Suppose that
A =
[
a11 a12
0 a22
]
and B =
[
b11 b12
b21 b22
]
.
Case 1. a12 /= 0.
Putting x = λe2 and y = e1 for λ ∈ C with |λ| = 1 in (3.8), we get that
|c11a22 + c22a11 + λc12a12| = |c11b22 + c22b11 + λc12b12|,
which yields
(c11a22 + c22a11)c12a12 = (c11b22 + c22b11)c12b12. (3.9)
If b12 /= 0, by Lemma 3.3 wemay suppose that b21 = 0, b12 = a12 and b11 − a11 = b22 − a22 = μ
for someμ ∈ C. Then by (3.9), c11a22 + c22a11 = c11b22 + c22b11 = c11(a22 + μ) + c22(a11 + μ). So
μ = 0. Thus, B = A.
Now we have to show that b12 /= 0. Suppose on the contrary that b12 = 0. Then by Lemma 3.3 we
may assume that b21 = a¯12 and b11 − a¯11 = b22 − a¯22 = μ for some μ ∈ C. Thus by (3.9) we have
c11a22 + c22a11 = 0. Similarly c11b11 + c22b22 = 0.
For λ, z ∈ C with |λ| = 1 applying (3.8) with
x = λ
[
z
1
]
, y =
[
1
−z¯
]
,
we get that
|(c11a11 + c22a22)|z|2 + λc12a12 + (c11 − c22)a12z¯ + λc12(a11 − a22)z|
= |(c11b22 + c22b11) − λc12b21z2 + (c11 − c22)b21z + λc12(b11 − b22)z|. (3.10)
Since this equation is also true for −z, it follows that
|(c11a11 + c22a22)|z|2 + λc12a12|2 + |(c11 − c22)a12z¯ + λc12(a11 − a22)z|2
= |(c11b22 + c22b11) − λc12b21z2|2 + |(c11 − c22)b21z + λc12(b11 − b22)z|2.
This together with (3.10) gives that
Re((c11 − c22)a12z¯ + λc12(a11 − a22)z)((c11a11 + c22a22)|z|2 + λc12a12)
= Re((c11b22 + c22b11) − λc12b21z2)((c11 − c22)b21z + λc12(b11 − b22)z).
Hence
Reλc12(a11 − a22)(c11a11 + c22a22) = −Reλc12b21(c11 − c22)b21.
So
(a11 − a22)(c11a11 + c22a22) = −|b21|2(c11 − c22).
This together with the equation
c11a11 + c22a22 = (a11 − a22)(c11 − c22)
gives that
(|a11 − a22|2 + |b21|2)(c11 − c22) = 0.
It follows from b21 /= 0 that c11 − c22 = 0. Thus c11a11 + c22a22 = c11a22 + c22a11 = 0.
Now applying (3.8) with x = e1 and y = e2, we get c12b21 = 0, a contradiction.
Case 2. a12 = 0.
By Proposition 3.3 we have that b12 = b21 = 0.
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For α,β ∈ C with |α| = |β| = 1 applying (3.8) with
x = α
[
1
β
]
, y =
[
1
−β¯
]
,
we get that
|a11 + a22 + αc12a11 − β2αc12a22| = |b11 + b22 + αc12b11 − β2αc12b22|.
Since this equation is also true for iβ , it follows that
|a11 + a22 + αc12a11|2 + |β2αc12a22|2 = |b11 + b22 + αc12b11|2 + |β2αc12b22|2.
HenceReβ2αc12(a22(a11 + a22 + αc12a11) − b22(b11 + b22 + αc12b11)) is constant forallβ ∈ Cwith
|β| = 1 and hence α(a22(a11 + a22 + αc12a11) − b22(b11 + b22 + αc12b11)) = 0 for all α ∈ C with
|α| = 1. It follows that a22a¯11 = b22b¯11 and |a22| = |b22|. Similarly, |a11| = |b11|. Therefore B = νA
with ν = b22
a22
.
3.4. Proof of Theorem 3.1 (5) and (6)
We assume that tr(C) /= 0, C and C∗ are linearly independent, and that C, C∗ and I are linearly
dependent.
Fromassumptions and the fact that trace operators are compact, it follows that the identity operator
I on H is compact. Hence by the Riesz Lemma, we know that H is ﬁnite-dimensional. Let n be the
dimension of H. Furthermore, we can write C = αI + D, where α ∈ Ri, α /= 0, D∗ = D and αn +
tr(D) /= 0. Now for all unitaries U,
|αtr(A) + tr(U∗DUA)| = |αtr(B) + tr(U∗DUB)|. (3.11)
Let β be in R such that βn + tr(D) /= 0. Then for unitaries U, by (3.11) we have∣∣∣tr (U∗(D + βI)U (A + α−β
nβ+tr(D) tr(A)I
))∣∣∣
=
∣∣∣tr (U∗(D + βI)U (B + α−β
nβ+tr(D) tr(B)I
))∣∣∣ .
Note that D + βI is selfadjoint. By (2), there exists νβ ∈ C with |νβ | = 1 such that either
B + α − β
nβ + tr(D) tr(B)I = νβ
(
A + α − β
nβ + tr(D) tr(A)I
)
(3.12)
or
B + α − β
nβ + tr(D) tr(B)I = νβ
(
A + α − β
nβ + tr(D) tr(A)I
)∗
(3.13)
Supposeﬁrst that (3.12)holds for inﬁnitelymanyβ . Thenwemay further suppose that limβ→∞ νβ =
ν and |ν| = 1. Taking the limit in (3.12) we get
B − 1
n
tr(B)I = ν(A − 1
n
tr(A)I).
From this,we obtain that tr(B) = νtr(A) andhence B = νA. Similarly, if (3.13) holds for inﬁnitelymany
β , then B = νA∗. This proves (5).
To prove (6),we assume that tr(A) = 1 and B = A∗. Then by (3.11)wehave that |α + tr(U∗DUA)| =
|α + tr(U∗DUA∗)| for all unitaries U. Hence
Reαtr(U∗DUA) = Reαtr(U∗DUA∗) for all unitaries U. (3.14)
Write A + A1 + iA2, where A1 and A2 are selfadjoint. Since α is a pure imaginary number, it follows
from (3.14) that tr(U ∗ DUA2) = 0 for all unitaries U. Hence A2 ∈ CI by [1, Theorem 6.1] and hence
A2 = 0 since tr(A) is real. So A = A∗ and B = A, completing the proof.
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