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DESIGN AND TESTING OF A NOVEL MODULAR
NANOSATELLITE STRUCTURAL BUS
NATHAN THOMAS DARLING
ABSTRACT
Launch cost per unit mass is the most consistent and largest cost driver for any
modern spaceflight mission, with quoted per-kilogram launch fees in the thousands
or tens of thousands of dollars. This is followed by the costs associated with long
development schedules, shifting mission requirements, radiation-hardened electron-
ics and other similar systems engineering constraints common to satellite develop-
ment efforts. The Boston University Student satellite for Applications and Training
(BUSAT) responds directly to these issues by providing a modular satellite bus archi-
tecture addressing the early hardware lifecycle from concept development to launch.
BUSAT’s novel approach to the logistics of satellite structural integration supports
a novel plug-and-play software and physical-layer architecture. Unique pressure-lock
fastening techniques not only allow very fast integration but also display excellent
frequency response characteristics when subjected to stringent vibration tests. The
unique cubic geometry of BUSAT’s modular structure allows mission planners better
control over cost and risk before launch, including the ability to predict features of
the structure’s frequency response over a variety of payload configurations.
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1Chapter 1
Introduction
1.1 Small Satellites and Scientific Space
Since 1957 and the launch of the Russian Sputnik 1, the first Earth-orbiting artificial
satellite, the concept of spaceflight has taken a superlative position in the politics,
technology, education and cultural psyche of the United States of America. Despite
budget cuts to spaceflight programs within NASA, the Air Force and elsewhere, names
like Yuri Gagarin, Neil Armstrong and now Elon Musk resonate even with people who
are unfamilar with engineering and space physics.
Scientific exploration was integral to the first successful US attempts to fly a satel-
lite - James Van Allen’s inclusion of a Geiger counter on the Explorer I mission (1958)
enabled discovery of the Earth’s radiation belts that now bear his name. As would be
expected from early, ground-breaking missions developed under the political pressure
of the early Cold War, these early US satellite missions were “one-off” engineering
concepts.
More recent trends in spaceflight hardware (and especially in the funding avail-
able for space missions) indicate an industry shift towards cheaper spaceflight plat-
forms. Perhaps the single biggest game-changer in the small satellite industry has
been the CubeSat, a containerized satellite concept originated at California Polytech-
nic State University. The core concepts that have enabled the CubeSat standard to
tally roughly 75 successful launches since 2003 are miniaturization, containerization,
interface standardization, and open-source development.
2Figure 1·1: The Pumpkin CubeSatKit 1U picosatellite structure, com-
mercially available and used widely accross academia, industry and even
the military.
Weighing under 2 kilograms at a volume of 1 liter, the basic single-unit (1U)
CubeSat contains all modifications to the satellite structure within an external stan-
dard, allowing any CubeSat “rideshare” on a launch vehicle via the standardized
Poly-Picosatellite Orbital Deployer (P-POD). This gives greater freedom to the pay-
load developer by relieving the paperwork, cost, risk and time spent interfacing to
the launch vehicle.
Figure 1·2: The ANDESITE mission, a Boston University 3U CubeSat
currently approved for funding from the Air Force Office of Scientific
Research. Andesite will explore fine-scale filamentation in the Earth’s
magnetosphere.
31.2 Boston University and Scientific Space
The Boston University Student satellite for Applications and Training (BUSAT)
program is a grassroots spaceflight hardware development program entirely staffed
and directed by students of engineering, physics, astronomy, and computer science.
BUSAT was initially formed in 2007 in response to the University Nanosat Pro-
gram (UNP) Nanosat-5 competition for the purpose of delivering a completed space
weather nanosatellite. Since that time, the BUSAT program has grown to include
the Boston University Near Space Program (BU NSP, a scientific high-altitude bal-
looning program for the Boston University community and the local MATCH charter
public high school), the Boston University Amateur Radio Club (BUARC), and ul-
timately a new space weather satellite design for the UNP Nanosat-7 competition.
While professional and academic mentorship is essential to the program, BUSAT is
entirely staffed and directed by students of Boston University and Boston Univer-
sity Academy. Cooperative efforts by students at Georgia Institute of Technology
and New Mexico Institute of Mining and Technology also contribute considerably to
the BUSAT effort. BUSAT’s programmatic goals include the laying the groundwork
for future spaceflight hardware and general sensor development programs at Boston
University.
BUSAT’s current scientific space weather satellite effort seeks to characterize mag-
netosphere ionosphere interactions from low-Earth orbit by simultaneously measuring
energetic electron flux and subsequent light emissions in the polar latitudes. Comple-
mentary information about the local magnetic field, plasma environment, and internal
system health will also be collected and telemetered to ground, along with structural
health monitoring and total radiation dose data.
41.2.1 Background: The University Nanosat Program (UNP)
The University Nanosat Program is a joint program between the Air Force Research
Laboratory’s Space Vehicles Directorate (AFRL/RV), the Air Force Office of Scien-
tific Research (AFOSR) and the American Institute of Aeronautics and Astronautics
(AIAA). The objectives of the program are to educate and train the future workforce
through a national student satellite design and fabrication competition and to enable
small satellite research and development, payload development, integration, and flight
testing.
The Nanosat Program has two distinct stages. The first stage is a design and
proto-flight build phase, which lasts approximately two years and culminates in the
AIAA Student Satellite Flight Competition Review (FCR). During this first phase the
universities are partially funded by the AFOSR and construct a proto-flight satellite
while participating in various design reviews and program-sponsored hands-on activ-
ities and workshops over a two-year period. Teams are evaluated based on criteria
including program maturity, hardware maturity and flight readiness. FCR judges are
a distinguished panel of government and industry professionals.
The UNP is currently in its seventh competition cycle. Boston University and
BUSAT participated in Nanosat-5; currently the BUSAT program is a participant in
Nanosat-7.
5Chapter 2
Requirements Development
2.1 Requirements Identification and Flow-down
In a project as complex and long-lived as the development of a satellite it is essen-
tial to ground-truth development at regular intervals to keep the project progressing
efficiently towards the originally stated goal. The process of requirements identifica-
tion is complicated by the fact that there are at least three customers: the BUSAT
Principal Investigator, the satellite industry (represented by the Air Force), and the
UNP (whose dual mission is education and technology development)
Figure 2·1: Requirements originate from the Principal Investigator
via high-level mission definition, the University Nanosat Program via
industry standards for safety and best practices. Additionally, BUSAT
has identified a niche opportunity in the pico- and nanosatellite industry
from which requirements are sourced.
62.1.1 The BUSAT Primary Science Mission: Ionosphere-Magnetosphere
Coupling
BUSAT’s primary scientific instrumentation includes the Remote Polar Imager (RPI),
a pushbroom-style geographically resolved spectrometer sensitive to visible light at
391.4 nm, 427.8 nm, 557.7 nm, and 630.0 nm. These wavelengths correspond to auro-
ral phenomena produced by energetic particle interactions with oxygen and nitrogen
in the ionosphere. Imaging is accomplished using several off-the-shelf components
mounted to an optical bench, including the Lippert Cool Space Runner single-board
computer, an ATIK 314L+ astronomical camera, and a sophisticated arrangement of
customized commercially available mirrors, lenses and a diffraction grating. Together
these components provide the ability to bend the required focal length into a 3U form
factor, the sensitivity required for low-light measurements, and the processing power
needed to compress, buffer and translate data to BUSATs native SPA-1 I2C data
protocol.
Working in tandem with the RPI is the Compact Half-Unit IES for Cubesat
Operations (CHICO). Complementing the RPI’s data, CHICO allows simultaneous
in-situ measurement of energetic electron flux. CHICO is based on a line of legacy
hardware flown on the Cluster (launched 2000) and Polar (launched 1996) missions, as
well as the Fixed Sensor Head (FSH), currently awaiting launch on the Demonstration
and Science Experiments (DSX) mission (Gunda, 2008). Filling a total CubeSat
volume of less that 0.5U, CHICO represents a powerful new adaptation of this line of
legacy hardware, capable of detecting particles with energies between 30keV and 500
keV and resolving pitch angle to within 10 degrees in a plug-and-play sensor package.
Originally developed for Boston University’s Twin Imaging of the Moving Electron
trapping boundary (TIME) mission, CHICOs utility is demonstrated by its ability to
be integrated into the BUSAT bus with a minimum of redesign.
7The RPI’s requirement for pointing and stability is the primary scientific con-
straint on the mechanical satellite bus design. These requirements are satisfied by
the BUSAT bus three-axis torque coil control and an on-orbit attitude control scheme
that matches the satellites rotational period to its orbital period (described as a
“Thomson Spinner”). In this way, the auroral imager points towards the earth and
CHICO points towards zenith at all times. It is interesting to note that future spec-
trographic imaging missions with higher resolution and much finer pointing would
be possible with minimal recurring engineering cost if several reaction wheels were
included in Mission Group A. A further requirement levied on the current BUSAT
mission by the space weather instrumentation is the need for a low-Earth orbit in-
sertion. Additionally, both RPI and CHICO require direct access to open space for
measurement.
2.2 Space Plug-and-Play Protocol, Operationally Responsive
Space (ORS) and the Getting to Space
The Space Test Program (STP) has been the primary provider of Department of
Defense (DoD) integration and launch services for almost 50 years since it was char-
tered in 1965, and had over 200 missions to its name as of 2010 (Galliand). Serving
the entire DoD, the STP coordinates the Space Experiments Review Board (SERB),
which meets on an annual basis with the Air Force, AFRL, the Navy, the Army,
DARPA, the NRO and the MDA. The panel hears a series of 15-minute briefs from
spaceflight mission representatives and a ranking is then assigned based on percieved
military relevance and DoD interest in providing access to space via sounding rocket,
the International Space Station or a launch vehicle to orbit. While this process may
seem challenging at best, current plans for the U.S. fiscal year 2013 budget have in-
dicated that both STP and the Operationally Responsive Space (ORS) program may
8be closed altogether.
Against this background, small scientific spaceflight systems that actively seek to
optimize the massive cost of satellite development and launch are absolutely essen-
tial for the U.S. to maintain its current level of industrial, educational, scientific and
defense activity beyond the lower atmosphere. Figure (2·2) shows a portion of the
2012 SERB list, showing rankings for programs currently seeking launch opportuni-
ties. Twelve CubeSat missions are included on the ranked list, with a total volume
of 42.5U. With appropriate funding for development, BUSAT could eliminate more
than 20% of the CubeSat missions on the SERB list in just two deployments, with
room to spare. This could very easily be accomplished with just one launch.
Figure 2·2: The Space Experiments Review Board (SERB) 2012 rank-
ings include a total CubeSat volume of over 40U in experimentation
awaiting launch opportunities.
The cost of launch is not the only problem in need of engineering in the cur-
rently challenging fiscal environment. Many satellite development programs follow
9a one-of-a-kind design path in which a unique satellite is developed specifically to
support the needs of a distinct set of instrumentation. This method is both expen-
sive and time-consuming [4]. Because of the complexity and variability of satellite
missions, a universal satellite has yet to develop fully, although at least one modular
demonstration mission has received substantial support [2]. BUSATs novel satellite
nanosatellite bus provides both the general utility of a multi-mission structure while
at the same time retaining mission-specific adaptability to a wide range of instrument
requirements.
Figure 2·3: BUSAT seeks to optimize the pre-launch lifecycle, with
particular emphasis on tolerance to late, game-changing requirements
shifts and the lengthy integration process.
While BUSAT strives to optimize the design cycle by reducing recurring engineer-
ing costs, the superlative and elegant universal satellite bus is not possible, especially
on a university budget. This is supported by the fact that programs such as Space
Plug-and-Play (SPA), developed at AFRL and in the ORS program, have met with
limited success operating under much more favorable budgetary constraints. How-
ever, while the concept of universality is unwieldy in its most general form, it can be
effectively applied to a slightly narrowed subset of spacecraft missions, namely those
requiring only basic system support functions. The broad satellite bus functionalities
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required by this subset include rough pointing, low data rate telemetry and tolerance
of duty cycling, and are achievable on a university budget. In other words, the elegant
solution is practical if properly constrained.
BUSATs target role in the spaceflight industry is that of a mission broker for small
scientific instrumentation. By adhering to standardized interfaces in a star network,
taking advantage of symmetries that exist in software, hardware, mission design and
even documentation, and by arranging the misssion around a centralized bus, BUSAT
facilitates mission sharing and drives down cost for payload developers and overall
risk for launch providers.
2.3 Mission Overview and Concept of Operations
The dual design intent that drives BUSAT’s requirements addresses both the geo-
physical environment of the upper atmosphere as much as it addresses the economic
and technical environments in which a small satellite develops. Initially, BUSAT
was planned as a scientific platform for space weather research. As the design ma-
tured, budget and personnel constraints stimulated the development of a parallel
engineering mission in order to optimize the pre-launch lifecycle. The two missions
are co-dependent and fully supported by the satellite’s mechanical architecture.
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Figure 2·4: The BUSAT Low-Earth orbit (LEO) concept of opera-
tions.
2.4 High-level Mechanical Bus Requirements
Modularity, scalability, limited resources and a robust science mission are the four
main themes to BUSAT’s mission. Science requirements have been introduced and
have little direct effect on the structure of the satellite (other than what was mentioned
in Section 2.1.1). The following list of high-level requirments pertaining to the satellite
mechanical bus fall under the remaining three headings.
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Modularity
i. Any 1U BUSAT payload shall be capable of integrating with the spacecraft in at
least two different angular orientations.
ii. Any 1U BUSAT payload shall have at least one to three open look-directions into
space.
iii. Any BUSAT payload shall interface to the mechanical bus via a single standard-
ized connector and harness.
iv. Integration shall take less than 6 hours (nominal) for any given payload bay
configuration.
v. Integration shall be repeatable - i.e., several build-up / take-down sequences must
be possible without new machining, fabrication, or undue effort.
Scalability
i. The final flight configuration shall be scalable from a single central module to a
larger, more capable aggregate spacecraft.
ii. The avionics module shall be capable of removal and use in other compatible
satellites.
iii. BUSAT compatible payloads shall be capable of flying in multiple configurations
on multiple missions.
Low Cost
i. Hardware should be radiation tolerant wherever possible, but BUSAT shall pro-
vide enough shielding to protect off-the-shelf radiation sensitive electronics.
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ii. BUSAT shall be compatible with Commercial Off-The-Shelf (COTS) components
commonly available to the satellite developer, thereby eliminating the cost of in-
house development.
iii. Payloads shall require no more than 30 seconds between “plug” and “play” (i.e.,
physical layer integration completed and functionl testing commenced within that
time).
iv. Payload structural raw materials shall be sourced from commonly available and
affordable stock.
v. Machining tolerances specified in engineering drawings shall be 0.005 inches or
greater wherever possible.
vi. Locking helicoils shall only be used in final integration phases. Alternative meth-
ods shall be used during early build / rebuild sessions.
2.5 Low-level Design Requirements
The process of requirements identification is iterative and new design specifications
generate new dependencies and new design requirements arise. The following design
constraints are more evolved than the requirements listed in Section (2.3) and begin to
suggest the actual design specifications and choices described later in this document.
2.6 Solar Panel Deployment
While a single side panel covered with conventional satellite solar cells (such as the
Spectrolab Ultra Triple Junction (UTJ) Solar Cell) would provide power for the en-
tire satellite, a cheaper modular solar panel based on Triangular Advanced Solar
Cells (TASCs, also from Spectrolab) was chosen instead. The TASCs are custom
manufactured at Boston University using a solder reflow oven and are therefore very
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cheap to manufacture, install and replace. Because they do not produce sufficient
power for a comfortable margin of error (one side of BUSAT’s exoskeleton can pro-
duce approximately 20 W with TASCs - which leaves a power budget margin of only
8 W without considering the power draw from the payload bay. The power budget,
therefore, drives a requirement for BUSAT to deploy additional solar panels once in
orbit.
Figure 2·5: BUSAT’s 1U solar panel design costs about $150 in parts
and takes less than three hours to build using reflow solder techniques
but do not perform as well as more expensive cells. PCB substrate is
shown at left, finished component is shown at right.
2.7 Nanosat-5 Inherited Design Features
Even given the geometric and conceptual simplicity of BUSAT’s cube stack, it has
proven very difficult for both the Nanosat-5 and Nanosat-7 teams to provide an
elegant solution to more advanced design issues such as cabling, integration and
access to key electrical components after assembly. As more information about the
original development of the Nanosat-5 structure became available, it was clear that
requirements for easy assembly of the structure were compromised late in the design
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process because of a break down in modularity. The spacers became specific to the
geometry of adjacent cubes, removing the ability to reorient or reposition payloads
as originally intended. As the design evolved incrementally, with new modifications
to both machine drawings and fabricated parts, each spacer was edited in such a way
that many distinct modifications to the original part were necessary. Due to these
non-standard spacers, as well as the sheer number of unique parts and attachments,
the assembly process became very difficult.
Figure 2·6: Nanosat-5 model structural spacers (not to scale). From
left: exterior spacers arranged in top panel configuration, interior spacer
(original model, unmodified), hexagonal spacer.
Interior, exterior and hexagonal (standoff) spacers ultimately made up 15 dis-
tinctly modified manufactured parts. Since the Nanosat-5 part naming scheme lacked
enumeration and because there was no intuitive way to quickly assemble components,
build-up was belabored and slow. Each assembly step was not necessarily intuitive
and would not have been possible to rebuild without a working CAD model. The
CAD model was not without its own challenges, however. Due to revision control
issues during Nanosat-5, even the SolidWorks structural model lacked coherence and
did not reflect the fabricated structure, leaving ample room for interpretation as the
NS-7 team assembled the structure.
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Figure 2·7: 1-U, 2-U and 3-U Cube Structures.
Once a UNP satellite passes the Final Competition Review (wins the competi-
tion), the satellite and the team are supported for a further two years of integration
and testing in preparation for launch. Integration, the process of forming a single co-
hesive unit (electrically, mechanically and in software) from the satellite’s substems, is
undertaken by professional technicians at AFRL’s in-house facility. One of the largest
challenges to the Nanosat-5 structure would have been in the integration phase. Even
with a very good assembly manual to explain the complex assembly procedure, tech-
nicians working to integrate the satellite with a launch vehicle would be challenged
by cabling and by the inevitable need to assemble and disassemble the structure re-
peatedly for troubleshooting. This is especially important for centralized subsystems
like the data processing unit or the communications system. Since the Nanosat-5
structure provides no re-usable means of restraining cabling, some semi-permanent
solution such as epoxy staking would have to be adopted, effectively locking sub-
systems into a complicated mechanical puzzle. Though the intent and end goal of
the design was novel and impressive, the actual prototype did not satisfy original
requirements for ease of use and modularity.
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Chapter 3
Structural Design
Figure 3·1: Early concept sketch of the BUSAT mechanical architec-
ture.
With a total payload bay of 27U, BUSAT reserves the core 3U volume for its cen-
tral avionics unit, leaving a total of 24U open for payloads seeking a “mission-of-
opportunity” launch into space. One of the best advertising points for future BUSAT
missions is the centralized electrical bus architecture. While conventional 1U, 2U
and 3U satellites must necessarily use substantial portions of their meager mass and
payload allotments on support subsystems like radios and batteries, BUSAT payloads
optimize the “rideshare” launch opportunity and can use entire mission resource bud-
gets (mass, volume, power, time, and fiscal) on the payload and the mission itself.
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Figure 3·2: The BUSAT satellite shown before solar panels are de-
ployed.
The BUSAT bus is organized into five specific groups of hardware: Hub, En-
doskeleton, Exoskeleton, Deployables and Cubestack. An explanation of each is nec-
essary to fully understand BUSATs intended function and mechanical design.
3.1 Components
3.1.1 Hub
The Hub (Figure 3·3) is literally and figuratively the core of the satellite bus, hold-
ing all of the subsystems essential for supporting a satellite mission. This includes
command and data handling, communications, power generation and regulation, at-
titude determination and control, and a single magnetometer implemented on fifteen
standard printed circuit boards using a standard set of stack-through connectors.
The Hub is completely enclosed in 6061-T6 aluminium to shield the satellite bus
subsystems.
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Figure 3·3: Exploded views of the BUSAT Hub (upper assembly)
and Endoskeleton showing the hub PC\104 printed circuit board stack,
connectors, and four routing boards.
The PC\104 embedded systems standard defines printed circuit board dimensions
as seen in Figure (3·4). Following suit with much of the industry that has developed
surrounding the CubeSat standard (such as hardware manufacturers AstroDev and
Clyde Space), BUSAT’s hub includes 15 printed circuit boards that conform to the
PC\104 standard. Also in line with common practice in the embedded systems in-
dustry, the BUSAT design rejects some features of the PC\104 standard, including
the use of several specified electrical headers. While the modularity of the standard
is beneficial in lowering non-recurring engineering costs (i.e. every student designer
begins from the same template), mating and de-mating PC\104 headers is very dif-
ficult without damaging components and there must certainly be a better solution
for modular circuit design in small satellites. Additionally, standard PC\104 circuit
board dimensions (as shown in Figure 3·4) are within press-fit tolerances of the inner
diameter of BUSAT’s 4-inch extruded aluminum cube design, meaning that either
the standard must be compromised or that other materials must be used for payload
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cube design (the hub can allow standard PC\104 dimensions because it is machined
from four pieces of aluminum).
Figure 3·4: Detail from the PC\104 embedded systems standard
showing fastener placement, header (right) and keep-out areas.
The PC\104 circuit board stack within the hub is supported by three sets of four
mid-plane standoffs that fasten directly to the four walls of the hub (Figure 3·5),
which allow each of the avionics subsystems to be fully integrated (with standoffs)
before enclosing them in the structure. This allows for easy trouble shooting should a
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component within the hub stack fail, as often happens during satellite environmental
testing and integration.
Figure 3·5: Detail view of the hub stack assembly showing three mid-
plane standoffs. Each standoff fastens to the external hub walls in a
slotted groove that allows variations in hub stack height due to non-
standard PC\104 overhead height in COTS components.
Figure 3·6: Detail view of bottom cap and three hub walls inte-
grated. Apertures for 25-pin and SMA connectors are shown, as well
as a tongue-and-groove fastening technique that minimizes the need for
fasteners along the entire length of the hub, and the labeled PC\104
bolt pattern.
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The hub interfaces electrically to the payload bay via four axially symmetric walls
of the Endoskeleton (Figure 3·3). Both data and power are routed through four 25-
line wire harnesses that connect at the hub’s top cap and run to one of the four
Endoskeleton walls (Figure 3·7). As shown in Figure (3·6), the hub bottom cap
allows routing to the external components of the BUSAT bus, including solar arrays,
external sensors and radio antennas.
Figure 3·7: Top left: schematic top view of the BUSAT wiring har-
ness. Composed of several standardized short cable harnesses, this
wiring method alleviates the need for costly and time-consuming one-
off harness design and allows the hub to be removed from the satellite
at any time during integration. Top right: side vew of the harnessing
scheme from the payload (left) to endoskeleton to hub (right).
In order to satisfy low-cost requirements for the satellite that, in a structural
design, translate to judicious use of machining tolerances, a 45◦ surface has been
included in the hub bottom cap to provide registration and a lateral restraint. When
the hub is pressed “down” into the satellite structure by the exoskeleton top plate,
this surface alleviates the need to access the bottom of the hub for fastening (Figure
3·8).
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Figure 3·8: The hub. Inset: A 45◦ filet fixes the hub in place.
3.1.2 Cube Stack
BUSAT’s containerized structure is based on a broad interpretation of the CubeSat
standard. Due to the availability and price of extruded aluminum tubing (4-inch outer
diameter, 0.125-inch wall) as well as the relative ease with which it is machined, the
BUSAT standard 1U cube is 4 inches on edge and contains a volume of 64 in2. The
Birtcher WedgeLokTMprovides a novel and effective means of fixing the cube stack in
place (Figure 3·9).
Figure 3·9: The Birtcher WedgeLok is the principal fastener used in
BUSAT’s easily integrable design. A torque applied to the tension bar
results in a lateral pressure applied to the cube stack.
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3.1.3 Endoskeleton
As the interface element between bus and payloads, the Endoskeleton provides a
structural registration point for BUSATs cubes to be fixed in a controlled location at
the center of the satellite. While the endoskeleton is fastened directly to the bottom
plate of the exoskeleton, compression forces are distributed radially inward and no
shear forces should be applied to the fasteners between both components as long
as compression is applied gradually and distributed evenly (see Figure 3·10). If a
standard flange bolt tightening pattern is followed the cube stack and endoskeleton
will be compressed equally from all sides.
Figure 3·10: Twelve WedgeLokTMs are distributed around the
cubestack and provide sufficient clamping force to restrain BUSAT’s
payload bay during launch.
Twelve pairs of board-mounted connectors on four routing boards allow interface
between payloads and the endoskeleton with a single standard, two-ended instrument
harness. This dramatically reduces time and effort spent fabricating a more tradi-
tional multi-point wiring harness. As seen in Figure 5, the endoskeleton and harness
design allows the hub to be inserted at any time during satellite payload integration.
25
3.1.4 Exoskeleton
Figure 3·11: The BUSAT exoskeleton.
The Exoskeleton fastens directly to the Endoskeleton’s four identical side walls as
the satellite is assembled. Deceptively simple in concept, the Exoskeletons primary
purpose is that of a space-born shipping container. The external structures two
key features are its ability to allow standard (and customized) apertures for payload
instrumentation and the ability to support the forces associated with launch and later
solar panel deployment.
Figure 3·12: The BUSAT-NMT Langmuir Probe shown protruding
through the exoskeleton top panel.
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3.1.5 Deployables
Since BUSAT will be sun-facing under normal operating conditions but will begin
its operational life in a tumbling state, solar panels that begin the mission arranged
around the satellite and are moved to face the sun are optimal. This deployment
configuration is easily realized in the form of a simple door, as seen in Figure (3·13).
Figure 3·13: The BUSAT satellite showing modular solar panels de-
ployed.
While the spring-loaded hinge and latch concept is not challenging to design, cer-
tain features of the deployment mechanism required sufficient design effort and testing
due to the risky nature of deployable structures in the eyes of past UNP competition
reviewers. Because the deployment hinge was predicted to be the weakest part of the
design all analysis was completed as if the hinge pin were not in place. Actuation
is accomplished using the TINI Aerospace Frangibolt (Figure 3·14), a non-explosive
actuator (NEA) that functions by heating a shape-memory alloy to expand and break
a pre-scored #4 bolt. While the Frangibolt has flight heritage on many successful
spaceflight missions, any moving parts designed by Boston University students (no
matter how good) will not be as well trusted. It is therefore necessary to find a
method of allowing the Frangibolt to completely constrain the deployment without
the use of additional moving parts (in this case, hinges).
27
Figure 3·14: The TINI Aerospace Frangibolt (shown in red) with
associated housing and custom titanium flange for heat isolation.
The Frangibolt itself required that no shear force be transmitted to the breakable
bolt at any time before deployment at the risk of early actuation at the test facility
(not dangerous) or on launch (very dangerous). A cup-cone kinematic mount was
employed (Figure 3·15) with five mated conic surfaces of slightly interfering dimen-
sions (i.e. the male “cone” was very slightly more oblique than the female “cup” and
guarunteed zero shear at the interface). Titanium was chosen for the female fixture
in order to isolate the actuator during its 15 second heating phase.
Figure 3·15: Cross-sectional view of the cup-cone kinematic mounting
structure.
This heat isolation was shown to be particularly important for successful de-
ployments during microgravity testing, and the addition of a titanium washer was
necessary to ensure that the titanium pad did not act as a heat sink and delay or
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even deny actuation.
Figure 3·16: The BUSAT deployable panel stowed and completely
constrained (at left) by the TINI Aerospace #4 Frangibolt and (at
right) by a titanium groove (to avoid cold-welding under extreme vi-
bration.
While the cup-cone assemblly is able to produce contact forces in any direction
radially from or along the axis of the Frangibolt, there is only friction at the cup-cone
interfaces to keep it from rotating. For this reason a tongue-and-groove feature was
added to hinged end of the deployment panel to provide further support (Figure 3·16).
Because of an offset hinge, the deployment naturally de-mates the tongue-and-groove
before allowing the panel to swing free (Figure 3·17).
Figure 3·17: The tongue-and-groove kinematic mount after deploy-
ment.
It is important to note that the tongue-and-groove feature allows all structural
analysis of the assembly to exclude the hinge. In other words, the only functional
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reason for the hinge is to guide the solar panel into the correct position after deploy-
ment.
3.2 Assembly
Figure 3·18: The BUSAT assembly procedure (top left to bottom
right) beginning with the exoskeleton bottom plate, endoskeleteon,
cube stack, WedgeLokTMs, and hub.
BUSATs assembly procedure is shown in Figure (3·18), and demonstrates the de-
sign’s minimization of non-recurring engineering by exploiting symmetry about the
vertical axis. Four vertical Exoskeleton walls (identical with small modifications post-
fabrication) are assembled with a bottom panel to form an aluminium (6061-T6) box.
The central component of the satellite is the Endoskeleton, a routing node that pro-
vides power and data transfer to each of up to 24 payload modules. The Birtcher
WedgeLokTMis used to compress the internal structure (center). Once the Exoskele-
ton panels have been fully fastened, the WedgeLokTMassemblies are tightened and
torque coils are installed. Solar panels and antennas are then installed and connected
to the power system and the deployable mechanism is ready for testing, as shown
from a top view in Figures (3·16) and (3·17).
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3.3 Mass Budget
The cost of launch is directly related to a system’s mass as it is accelerated into
orbit, with per-kilogram cost of launch to low-Earth orbit ranging from thousands
of dollars to tens of thousands of dollars, depending on the launch vehicle. Like any
other satellite, BUSAT’s structural mass is closely tracked. The tables in this section
summarize BUSAT’s mass budget and are organized by major assemblies.
Figure 3·19: BUSAT’s mass breakdown arranged by subsystem.
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Name Mass (g) Qty. Total (g)
Hub
Outer Structure
Hub Bottom Cap 405.83 1 405.83
Hub Top Cap 263.65 1 263.65
Side Hub Wall 330.38 2 660.76
Front/Back Hub Wall 194.26 2 388.52
PCBs and Components
FlexUEPS 31.31 1 31.31
30 Whr CubeSat Standalone Battery 103.51 1 103.51
Helium 100 Radio 33.00 1 33.00
Interface, Voltage Regulator Stack 45.36 1 45.36
RF Switching PCB 22.68 1 22.68
Magnetometer Small Plate 3.79 1 3.79
Magnetometer Large Plate 5.80 1 5.80
Magnetometer PCB 22.68 1 22.68
AD&C PCB 22.68 2 45.36
C&DH 22.68 1 22.68
NanoCDH 6.02 1 6.02
Expansion PCB 22.68 4 90.72
Routing Node PCB 22.68 1 22.68
Right Angle Cable Plug 0.87 2 1.75
Right Angle Jack 0.61 2 1.21
Standoffs
0.25in Standoff 0.13 24 3.12
1524 Standoff 0.29 48 13.92
2200 Standoff 1.11 4 4.44
Midplane Standoff 1 0.41 3 1.23
Midplane Standoff 2 0.66 3 1.98
Midplane Standoff 3 0.59 3 1.77
Midplane Standoff 4 0.41 3 1.23
Other Components
AirBorn Connector 1.29 4 5.16
Fasteners
Washer 0.01 20 0.2
#40-40 1/4” Button Head Cap Screw 0.06 8 0.50
#4-40 3/16” Button Head Screw 0.05 4 0.18
#6-32 1/4” Button Head Cap Screw 0.1 12 1.13
#4-40 Machine Hex Nut 0.07 4 0.28
Total Hub Mass (g) 2212.38
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(continued) Mass (g) Qty. Total (g)
Endoskeleton
Endo Wall 512.88 4 2051.52
Endo Routing PCB 44.31 4 177.24
Endo AirBorn Connector 17.0109 24 408.26
Endoskeleton Spacers
Bottom Spacer 55.53 8 444.24
Interior Spacer 47.72 4 190.88
Half Interior Spacer 56.4 1 56.4
Total Endoskeleton Mass 3328.54
Exoskeleton
Bottom Plate 2532.10 1 2532.10
Top Plate 2611.81 1 2611.81
Back Plate 1776.07 1 1776.07
Side Plate 1 1755.73 1 1755.73
Side Plate 2 1754.01 1 1754.01
Front Plate 1755.12 1 1755.12
Total Exoskeleton Mass 12184.84
Empty Payload Cubes
Single Cube Assembly 295.10 1 295.10
Double Cube Assembly 260.75 3 782.25
Triple Cube Assembly 654.64 5 3273.2
Total Empty Payload Cube Mass 4350.55
Payloads
CHICO 295.10 1 295.10
LPP-SHM Assembly 755.47 1 755.47
Total Payload Mass (g) 1050.57
WedgeLoks
WedgeLok Corner Pad 196.03 4 784.12
WedgeLok Side Pad 207.2 10 2072
Total WedgeLoks Mass 2856.12
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(continued) Mass (g) Qty. Total (g)
FrangiBolt Assembly
X-Wing EXO 197.45 2 394.9
Cup Attachment for X-Wing EXO 21.87 2 43.74
MiniActuator Housing 2.67 2 5.34
MiniActuator Bolt 1.59 2 3.18
MiniActuator FD04 10.62 2 21.24
X-Wing SOL 74.35 2 148.7
Total FrangiBolt Mass 617.1
Torque Coil Assembly
TCH Bottom Side 72.19 3 216.57
TCH Left Side 72.24 3 216.72
TCH Right Side 72.24 3 216.72
TCH Top Side 72.24 3 216.72
TCH Standoff Special 4.62 24 110.88
TCH Standoff Corner 5.92 12 71.04
Total Torque Coil Assembly Mass 1048.65
Solar Panel Assembly
Solar Panel Plate 295.91 2 591.82
Support Flange 433.95 2 867.9
Spring Hinge Mounting Extension 39.15 2 78.3
Dowel Pin 1.74 4 6.96
Setscrew 0.21 4 0.84
Spring 0.03 4 0.12
Solar Panel PCB 17.46 18 314.28
Total Solar Panel Assembly Mass 1860.22
MGSE Assembly
MGSE Vertical Support 1354.5 2 2709
MGSE Corner Plate 188.7 4 754.8
MSGE Corner Fixture 93.01 4 372.04
Total MSGE Assembly Mass 3835.84
Total Mass (g) 33344.80
Total Mass (kg) 33.34
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Chapter 4
Vibration Testing
4.1 Background
4.1.1 Vibration Testing for Small Satellites
Integrated environmental testing makes up one part of the overall lifecycle of a small
satellite and occurs after fabrication and before launch. For BUSAT, environmental
test procedures including cleaning, functional testing, mass and volume verification,
and final review will likely occur at the AFRL High Bay facility at Kirtland Air Force
Base in Albuquerque, NM (see Figure 4·1). Integrated environmental testing is one
part of this process and includes several mechanical vibration tests (usually performed
on a shake table and shock testing apparatus) interspersed with electronics testing.
Figure 4·1: Nanosat-5 integration and test flow (from NS-7 User’s
Guide)
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This is followed by a bake out test, during which time the satellite is subjected to
temperatures high enough to vaporize many of the volatiles that would otherwise later
contaminate the vacuum chamber (the volatiles will also boil out at low pressure).
Thermal and vacuum testing then ensues, followed by electromagnetic interference
and electromagnetic compatibility testing (see Figure 4·2). These last tests ensure
that the satellite can function within the ambient electromagnetic environment of
low-Earth orbit, as well as perform all electronic tasks without adversely affecting its
own circuitry.
Figure 4·2: Mechanical Test Flow (from NS-7 User’s Guide).
36
4.1.2 Mechanical Vibration Testing
Figure 4·3: Concept schematic of Thermotron vibration table control
loop. (10)
Mechanical testing (the main focus of the testing described in this document) in-
cludes four categories of vibration testing. All four can be administered on a shake
table, although other apparatus are also used such as centrifuges, drop test machines
and Hopkinson bar or hammer blow test rigs. A shake table can be explained as
a very large audio speaker or solenoid connected to a large power supply and con-
trolled by a software system with closed-loop feedback from a control accelerometer
(see Figure 4·3, Figure 4·5). The software package models an incremental series of
mass-spring-damper oscillators. Control software causes an initial vibration in the
shake table by commanding the power supply to deliver an electrical oscillation to
the coils in the vibration table, which in turn induces a mechanical oscillation in the
armature, test object and control accelerometer. The control accelerometer provides
confirmation of the actual vibration induced in the armature to the control software,
which is then able to change the properties of the actual mechanical oscillation de-
livered to the armature. In this way, the control accelerometer becomes an active
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part of the test equipment and at the same time provides a means of estimating the
forcing function that excites the test object.
Figure 4·4: Schematic view of the structural test as performed at the
Draper ETF showing control accelerometer mounted on the shake table
armature.
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Figure 4·5: Conceptual representation of SRS plot generation and vi-
bration table control showing (in red) control accelerometer input to
a virtual mass-spring-oscillator array implemented within the control
software. The model simulates a system response based on the control
accelerometer input, and this signal is plotted (red). Control software
commands based on this simulation are then passed to a power am-
plifier which sends current to the table’s inductive coils, imparting an
acceleration to the table and again causing the control accelerometer
to feed back to the software oscillator model. The number of oscillators
in the software model (n) determines resolution (10)
Sine Sweep
The sine sweep test is performed on a shake table and subjects the test object to
sinusoidal motion from 20 Hz to 2 kHz, keeping maximum acceleration values very
low. This is meant to identify any resonant frequencies that the satellite may have
without subjecting the satellite to potentially destructive forces. When a sine sweep
is administered, several accelerometers around the structure monitor the vibration
response of various mechanical elements of the satellite. When plotted against fre-
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quency, the resulting acceleration data clearly identifies resonant responses at each
accelerometer location. In the normal test flow, the sine sweep is performed first to
establish a baseline response, and then again after each random vibration, sine burst
and shock test. It can be assumed that any structural change (such as a loosening bolt
or plastic deformation) will result in some shift in the baseline sine sweep acceleration
responses.
Figure 4·6: Typical plot of sine sweep acceleration vs. frequency. This
is an in-axis response.
Sine Burst
The sine burst test is meant to expose the structure to inertial loading similar to
that experienced on a launch vehicle. The number of actual strokes of the table as
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it delivers the sine burst is very low (around 50 cycles), and the test is over very
quickly (around .5 seconds). Typically, sine burst tests are performed at a frequency
of at least one third the lowest identified natural frequency of the structure. In
the case of the BUSAT structure, this lowest resonance occurred at relatively high
frequencies (∼300 Hz and ∼500 Hz). Based on recommendations from UNP staff,
the BUSAT sine burst test was performed at 50 Hz to more accurately recreate the
launch environment, although future sine burst testing would likely be performed at
levels as low as 20 Hz. Acceleration levels were set at 24 G, as specified by the UNP
User’s Guide.
Because the main purpose of the sine burst test is to simulate inertial loading (not
necesarily oscillatory loading), similar testing can also be performed in a centrifuge.
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Figure 4·7: Typical plot of sine burst acceleration as a function of
time. This is an in-axis response.
Random Vibration
Rather than taking its input control from an oscillatory sine wave, the random vibra-
tion test is generated by a white noise source (11) and provides a better approximation
of the launch environment. Random vibration data is plotted as a root mean square
(RMS) value (also referred to as “Power Spectral Density” or PSD) over frequency.
This provides a qualitative comparison between the natural frequencies (represented
by peaks) in both the diagnostic sine sweep test and the random vibration test, al-
though the values are shown in Gs in the former and G2/Hz in the latter (see Figure
4·8).
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Figure 4·8: Random vibration response raw data from 20Hz to
2000Hz.
Shock
The effect of transient events that are not emphasized in the random vibration and
sine burst tests are measured directly in the shock test. Shock, or a sudden forcing over
a very short time period, often affects stiff or brittle satellite components (components
with higher natural frequencies) like circuit boards and solder joints. Shock tests are
delivered very quickly and therefore require testing apparatus capable of rapid and
large accelerations. Consequently, shock tests for large objects are not often delivered
on shake tables. Instead, hammer blow tests, Hopkinson bar tests, or drop tests
apparatus are employed.
Because cost and time were test constraints on BUSAT’s three days at the ETF,
shock tests were delivered at the maximum possible acceleration values that the vi-
bration table and power supply could deliver. This amounted to around 60% of the
given UNP test specification for shock tests in the Z-axis, and 40% of the same for
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those delivered in the X and Y axes (the difference is accounted for by the use of a
large slip plate and air bearing in the latter two tests, adding to the effective mass of
the objects driven by the shake table). Additionally, shock tests delivered on a shake
table include some amount of “ramp up” and “ramp down” motion before and after
the delivered shock (see Figure 4·9).
Figure 4·9: Typical time history of shock test. This is an in-axis
response. “Ramp up” and “ramp down” motion can be seen from 0.00
ms to 0.04 ms and from 0.06 ms and 0.09 ms.
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Chapter 5
Data Analysis
5.0.3 Observations
Meeting the 100 Hz Stiffness Requirement
The first natural frequency was higher than 100 Hz consistently in all diagnostic sine
sweep and random vibration tests, thus passing the minimum design criteria from
the UNP. Not only did the natural frequency remain higher than 100 Hz during all
sine sweep and random vibration tests, but it occurred along a very clear and distinct
curve toward the first peak above the 60 Hz noise, which can be seen in Figure 5·2.
All comparative graphs can be found in Appendix C.
The dominant first natural frequencies were found as an average of peak response
frequency values over each successive diagnostic sine sweep. Using this method, a
good approximation of the exact lowest resonance frequency in each axis can be seen
in Table (5.1)
Random vibration data plots are qualitatively very similar to the diagnostic sine
sweep plots. This similarity could be indicative of a structurally resilient design - even
under the more stressful random vibration test the Nanosat-5 structure responds to
X-Axis 569.32 Hz
Y-Axis 233.61 Hz
Z-Axis 221.16 Hz
Table 5.1: BUSAT’s lowest natural frequencies when subjected to a
sine sweep test at a fixed base in each of three orthogonal directions
described in Figure6·13
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vibration inputs in the same way it did under the low-stress diagnostic sine sweep.
The interplay between WedgeLoksTM normal and friction forces in all three axes could
be one cause of this trend and a more thorough treatment of the test data and ana-
lytical models would likely yield proof of this.
Domain Peak Shifts
Data analysis of the graphs from before and after each diagnostic sine sweep shows
a progressive shift toward a lower frequency with each successive run. Though the
shift signifies a decrease in stiffness, the changes are relatively small. Because the
shifts are no more than 5% for each comparative diagnostic sine sweep, the use of
the WedgeLokTM proves to be promising for a flight-ready structure. It maintains a
level of stiffness that would not have been possible without strict tolerancing and an
increase in manufacturing costs of the cubes.
Channel Location Code Difference
Between
Runs 1 and 3
(%)
Difference
Between
Runs 12 abd
14 (%)
2 AI-3Z 4.40 2.77
3 AI-1Z 4.40 0.67
4 WedgeLokTM 4.29 2.66
5 AI-2X 3.97 2.77
6 Exo (Z) 4.40 2.77
7 Top Corner (X) 4.40 2.77
Table 5.2: Percent change between Runs 3 and 5 ( Before and after
the random vibration tests in the Z- Axis) and Run 12 and 14 (before
and after the random vibration tests in the Y-Axis).
Range Peak Shifts
The amplitude of the acceleration associated with the first natural frequency varies
greatly between runs and channels. As seen in Table 5.3, the greatest percent change
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between any two runs and among all channels occurs between Runs 3 and 5 and
Runs 12 and 14. Each pair is separated by a random vibration test in the Z-Axis and
X-Axis, respectively.
The outliers in the percent shift are Channel 4 along the Z-Axis (which is discussed
in a later section) and Channel 6 along the Y-Axis. However the Channel 6 response
amplitude is so small along the Y-Axis, the large percent (197.69%) belies the sig-
nificance of the shift in acceleration. In Run 19, Channel 6 has a 0.024 gn response,
while in Run 22, it has a 0.073 gn response.
Table 5.3: Response amplitude measured in units of Normal Accel-
eration (gn=9.80665 m/s
2). Run 24 is a duplicate of Run 22 due to
human error.
Data Outlier: The C-Channel
Figure 5·1: C-channel assembly.
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Table 5.4: Percent change in acceleration amplitude for each succes-
sive diagnostic sine sweep test according to axes. Run 24 is a duplicate
of Run 22 due to an unrecorded test run, hence the 0% change. Change
over axis is a comparison of averaged peak shift for the first and last
diagnostic sweep in each axis.
Channel Location Code Difference
Between
Runs 1 and 3
(%)
Difference
Between
Runs 12 and
14 (%)
2 AI-3Z 60.96 18.27
3 AI-1Z 46.66 62.31
4 WedgeLokTM 174.65 1.39
5 AI-2X 58.72 21.48
6 Exo (Z) 55.51 41.18
7 Top Corner (X) 14.34 22.70
Table 5.5: Percent change in acceleration amplitude between Runs 3
and 5 ( Before and after the random vibration tests in the Z- Axis)
and Run 12 and 14 (Before and after the random vibration tests in the
Y-Axis).
Channel 4 was attached to a c-channel WedgeLokTM retainer (see Figure 5·1) and
showed the most discrepancy in relation to other channels, with peaks well below the
first natural frequency of the rest of the structure (Figure 5·2). However, since the
c-channel was not well constrained it had more degrees of freedom than most other
structural elements. This allowed different acceleration and lower resonance peaks
than in data from other channels.
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Figure 5·2: First Diagnostic Sine Sweep. Run 1: Z-Axis.
Off-axis accelerometers reflect more variation in the plotted data than on axis
channels for the same sine sweep, as seen in Figure 5·2. Note the curves on channels
4, 5 and 7. Channels 5 and 7 have noticeable peaks before the on-axis channels reach
the first natural frequency at approximately 590 Hz. Channel 4 has two noticeable
peaks, although neither of those peaks can be definitively established as first natural
frequencies for this channel. It is also important to note that most of the activity
in the off-axis channels is occurring below the 0.25 gn control accelerometer read-
ing (Channel plotted in blue as a relatively straight horizontal line from 20 Hz to
2000 Hz). This suggests that the channels in question are experiencing a lower level
of acceleration than the forcing that is applied by the shake table, indicating damping.
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Figure 5·3: Channel 4 only. Diagnostic Sine Sweep Runs 1, 3, 5 and
9.: Z-Axis.
While mostly below the 0.25 Gn control level, Channel 4 does exhibit some res-
onance amplitude values that rise above this level, indicating a lower first natural
frequency than the rest of the satellite structure. An isolated view of Channel 4
during all runs along the Z-Axis shows that there are multiple peaks before the en-
tire system’s overall first natural frequency at approximately 590 Hz. Aside from
this channel’s disparity with the first natural frequency of all other channels, the
WedgeLokTM maintained a level of stiffness in the structure that was not catas-
trophic, but rather consistent with the design goals. In spite of all the questionable
and numerous structural elements that were continually edited up until test date, the
structure held up well and maintained a high natural frequency.
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On-Axis Versus Off-Axis Data
Further analysis of data from X and Y axis vibration tests show that the anomalies
can be greatly attributed to the axis of vibration. The on-axis sensors have higher
acceleration for all diagnostic sine sweep and random vibration tests, while the off-
axis sensors reflect fluctuant responses, relative to the on-axis curves.
In Figure 5·4, the two X-axis channels, 5 and 7, have the highest acceleration and
the most congruous curves, while all the other channels are off-axis and have lower
acceleration, but more erratic curvature. All the channels except 5 and 7 have at least
one, but frequently more, maxima and minima prior to the system natural frequency
at 237 Hz. For example, Channel 3 in Run 14 has four maxima and four minima
between the 200 and 300 Hz range. This behavior is analogous to the behavior of
Channel 4 in the Z-Axis (Figure 5·3).
Similarly, Figure 5·5 shows that the only Y-axis channel, Channel 4, now has the
highest acceleration response and a smooth curve as it approaches the first natural
frequency at 222 Hz. Whereas Channel 4 was the outlier in previous runs, here it is
the only curve with a distinct resonant frequency.
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Figure 5·4: Diagnostic Sine Sweep, Run 14: X-Axis. All Channels.
Figure 5·5: Diagnostic Sine Sweep, Run 19: Y-Axis. All Channels.
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Drumheading and Separation
Sine Burst graphs show out of phase acceleration in all axes. In the Z-Axis, Channel 3
is out of phase with Channel 2 and 6. Because accelerometers are located on different
surfaces, all with the potential of drumheading, it is likely that Channel 3, attached
to the End Cap of the center 3U Auroral Imager cube, was drumheading out of phase
with the Top Panel of the Exoskeleton (Channel 6). Since Channel 2 and Channel
6 were very close, though slightly out of line in the Z-Axis, the in-phase sinusoidal
waves indicate that they were accelerating in the same direction at all times during
the Sine Burst test.
There is no evidence of separation within the system because the on-axis sensors
reflect a clean sinusoidal curve that does not have any aberrations throughout the
time domain. If separation had been an issue, the resultant “chatter” or “knocking”
would have shown up in the sine burst data as transient, shock-like waves. The sine
burst test displayed only smooth sinusoidal curves indicating that separation was
probably not an issue.
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Figure 5·6: Sine Burst, Run 02: Z-Axis. All Channels.
Figure 5·7: Sine Burst, Run 11: X-Axis. All Channels.
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WedgeLokTM Loosening
Any significant decrease in natural frequency is indicative of a decrease in stiffness,
system components loosening, or structural elements reaching a plastic limit. An
incremental decrease in the lowest natural frequency of every channel, although small,
leads to a hypothesis that there was loosening in the WedgeLoksTMover the three
day test period. The data in Table 5.6 is a list of the peaks along the curve of all
diagnostic sine sweep tests. A comparison of the frequencies shows a progressive
decrease in magnitude with continued vibration testing. However Table 5.7 reflects
an overall stabilization toward the last few tests. The decrease in stiffness for the
Y-Axis is much smaller in relation to both the X-Axis and Z-Axis. The apparent
stiffening between runs 14 and 18 is an anomaly and any conjecture to the cause or
effect would be unfounded.
Table 5.6: Natural frequencies for each channel determined by the
first peak along the curves of the diagnostic sine sweep tests. Run 24
is a duplicate of Run 22 due to human error.
Frequency Shift: Analysis
While not outside of the specifications given by the UNP for structural testing, some
shifting was observed in the lowest natural frequency of the BUSAT structure over
the three-day span of testing. Shown in Figure 5·8 are the four diagnostic sine sweeps
that were interspersed between shock, random vibration and sine burst tests. There
is a clear and somewhat regular peak shift from Run 1 (blue, at right) to Run 9 (teal,
at left). Additionally, the quality of the peaks appear to indicate decreasing damping
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Table 5.7: Percent change of natural frequencies for each succes-
sive diagnostic sine sweep test according to axes. Change in natural
frequencies are compared to percent change in torque readings from
WedgeLoksTM. Run 24 is a duplicate of Run 22 due to errors in record
keeping, hence the 0% change. “Change over axis” (last row) is a com-
parison of the average peak of all channels for the first and last run
along each axis.
with each subsequent test.
One possible explanation of this phenomenon is that the WedgeLoksTMcould be
loosening over time due to relaxation of shear stresses in the wedges themselves, due
to thermal cycling, or due to threaded tension rods vibrating loose. This would in
turn cause an overall ”loosening” of the structure and therefore a lower fundamental
frequency.
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Figure 5·8: While still within specifications, the BUSAT structure
does display some shift in lowest natural frequency. Generally, the
peak shifted lower by around 10 to 20 Hz after each subsequent test
(frequency and magnitude are labeled for each of the four response
curves).
Figure 5·9: Elastic modulus as a function of temperature.
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The regularity of the peaks, however, suggests that at least one other hypothesis
is warranted. While temperature was not controlled or measured during testing, it
can be assumed that the climate inside the Draper test facility was relatively stable
with fluctuations of only a few degrees and that the test facility heating system was
sufficient to offset the chilly New England fall weather.
For a two-dimensional solid in which both transverse and longitudinal waves are
possible, the lowest natural frequency can be written as a function of the speed of
sound in the solid (aluminum, in this case):
fn =
√(ncT
2N
)2
+
(mcL
2M
)2
, (5.1)
where n and m are mode numbers, N and M represent characteristic lengths of
the solid, cT is the speed of transverse waves in aluminum and cL is the speed of
longitudinal waves in aluminum. If n = m and N = M ,
fn =
n
2N
√
(cT )
2 + (cL)
2. (5.2)
Inserting the Lame´ constants, (5.2) becomes
fn =
n
2N
√
µ
ρ
+
λ+ 1µ
ρ
. (5.3)
Simplifying and using the definitions µ = E
2(1+ν)
and λ = Eν
(1+ν)(1−2ν) , where ν is
Poisson’s ratio,
fn =
n
2N
√
E
ρ
(
1
2(1 + ν)(1− 2ν)
)
(5.4)
Given that ρ ≈ 2700 kg
m3
and ν ≈ 0.35 for Aluminum, natural frequency as a function
of the elastic modulus E is given as
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fn =
n
2N
(.021)
√
E (5.5)
Since the elastic modulus E varies inversely with temperature (see Figure 5·9), a rough
relationship between temperature change and elastic modulus can be established.
From Figure (5·9), this corresponds to a reduction of about 2.75 GPa for an increase
of 35◦C. Assuming an inverse linear relationship, this corresponds to about 0.078GPa
per degree. Substitution into (5.5) reveals that even a small change in temperature
can produce a large shift in natural frequency:
∆fn =
n
2N
.021
√
∆E(T ) =
n
2N
.021×
√
0.78× 109 ≈ n
2N
186Hz) (5.6)
Therefore, for values of n and N near unity, response frequency is very sensitive to
changes in temperature. Additionally, since the elastic modulus decreases with in-
creasing temperature, the lowest natural frequency also displays an inverse relation-
ship with temperature, suggesting that future testing efforts should include either
precise temperature monitoring or fine temperature control.
Wear
Figure 5·10 shows an example of surface wear that was found after testing and disas-
sembly. The pressure exerted by the Wedgeloks and the frictional forces acting along
the surface was large enough to remove portions of the anodized material. Results
showed less evidence of wear than expected.
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Figure 5·10: Evidence of wear on the anodized surfaces of a cube.
5.0.4 Summary of Data Gathered and Conclusion
The vibration tests supplied proof that the WedgeLokTM concept upholds UNP vi-
brational specifications, and suggests that a redesign of the Exoskeleton, Cubes and
Spacers, while necessary, may need to include more features of the original structural
design than previously thought. Considering the positive results of the vibration tests,
the WedgeLokTM may be used with the right design constraints for the cube arrange-
ments in the next engineering design unit. Structurally, the NS-5 prototype exceeded
the requirements from the UNP, thus the primary objectives of the new design should
be modifications geared toward modularity, ease of assembly and accommodations for
integrating new ideas in the other subsystems.
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Chapter 6
Analytical Model
6.1 Introduction
Because vibration testing presents a potential point of failure for many aspects of a
satellite mission, it is desirable for the systems engineer to have tools at hand that
will accurately predict whether a given satellite structural will fail when subjected
to the sine sweep and other tests described in Section (4.1). Additionally, prediction
of the vibration environment within subsystem component housings is valuable in
identifying critical points of failure within payloads. In other words an excellent sys-
tems engineering model would produce frequency response charts from characteristic
information about a variable configuration of mission payloads.
Figure 6·1: The model developed in this section seeks to determine
the BUSAT satellite’s frequency response based on the characteristics
of the payload bay.
Due to the cubic and modular nature of the BUSAT mechanical bus, an iterated
mass-spring-oscillator model can be developed to assess the frequency response of
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the system for a given payload configuration. This is accomplished by recognizing
that each of the satellite payloads can be modeled as an assembly of masses, springs
and dampers. The model developed in this section houses 27 1U point masses in a
cubic matrix of springs and dampers constrained by a vibrating, rigid housing. As a
mesh of relatively simple oscillatory systems, the primary challenge is organizing the
hundreds of variables so that control of the model is retained throughout. For the
remainder of this section, it is noted that the terms “mass”, “cube” and “payload”
are analagous and interchangeable.
6.2 Damped Mechanical Oscillators
Development of the equations of motion for a coupled 27 degree of freedom mass,
spring, and damper system starts with an elementary model. The most basic model
of a vibrating system has three basic elements arranged as in Figure (6·2).
Figure 6·2: A basic mass, spring, and damper system where the mo-
tion of mass m in response to an excitation ξ(t) is described by the
state variable x measured from the origin in the upper left hand corner
of the diagram.
The equations of motion are found by considering the free-body diagram for m,
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using Newton’s second law x¨ −∑ F
m
= f(t)
m
, where F is the sum of forces applied
to the mass m and f(t) = f(ξ(t)) is the periodic forcing delivered to the mass via
damper and spring and caused by the periodic motion ξ of the platform:
mx¨+ cx˙+ kx = cξ˙(t) + kξ(t) (6.1)
and ξ(t) is the motion of the rigid platform. Written in standard notation for a
second-order system
x¨+ 2ζωnx˙+ ω
2
nx =
c
m
ξ˙(t) +
k
m
ξ(t) (6.2)
with forcing terms from the platform motion ξ placed in the right hand side of the
equation. The undamped natural frequency of the system is
ωn =
√
k
m
(6.3)
which can be solved immediately upon inspecting the single spring and mass. The
damped natural frequency is given by
ωd = ωn
√
1− ζ2 (6.4)
where the damping ratio, ζ can be solved from Equation (6.2) and is
ζ =
c
2
√
km
(6.5)
If the mass is placed inside a vibrating box with more than one coupling to the
input motion x(t) as in Figure (6·3), the equations do not differ greatly, but deserve
mention as the next step in evolving the model to a larger system.
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Figure 6·3: A single degree of freedom mass, spring and damper sys-
tem with two points of coupling to the oscillating platform.
The equations of motion for m3 are
x¨+
c2 + c4
m3
x˙+
k2 + k4
m3
x =
c2 + c4
m3
ξ˙(t) +
k2 + k4
m3
ξ(t) (6.6)
Several comments can be made about the utility of the enclosed single-mass system
shown in Figure (6·3). First, it is recognized as the same system as the one represented
in Figure (6·2) with c = c2 + c4 and k = k2 + k4. Second, while redundant, this
system will prove to be a useful simplification in the larger model. It is also noted
that the subscript convention used to describe masses, springs and dampers captures
an element’s position with respect to the origin. Finally, the vertical motion of the
platform is a very good model for the shaking of the vibration table, which can only
impart vibrations in one axis at a time.
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6.3 Multiple Degrees of Freedom
In general, the equations of motion for a vibrating system with more than one degree
of freedom can be written in matrix form as
Mx¨+ Cx˙+Kx = f(t) (6.7)
where M , C and K are symmetric matrices representing the mass, damping and
stiffness of the system, and f(t) some forcing function affecting the motion of the
system. In the case of Equation (6.6), the forcing term is dependent on the motion of
the rigid supporting platform as well as the connecting dampers and springs, therefore
f(t) = c2+c4
m3
ξ˙(t) + k2+k4
m3
ξ(t).
Undamped natural frequencies are found by solving the eigenvalue problem
Kx = λx, (6.8)
where the system’s natural frequencies ωn and mode shapes are recovered from the
eigenvalues and eigenvectors of Equation (6.8).
6.4 Damped Frequency Response for Multiple Degrees of
Freedom
In the case of the BUSAT structure undergoing a sine sweep over a range of frequencies
with the magnitude of acceleration held constant, the forcing function is sinusoidal
by definition and can be represented with complex exponentials:
f(t) = < [Feiωt] (6.9)
Taking the real part of f(t) can be expressed as a function of f(t) and its complex
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conjugate yielding:
f(t) =
1
2
[
Feiωt + F ∗e−iωt
]
(6.10)
Similarly, one can assume a steady-state displacement xp(t) of the matching form:
xp(t) = <
[
Xpe
iωt
]
(6.11)
Taking the real part of xp(t) yields:
xp(t) =
1
2
[
Xpe
iωt +X∗pe
−iωt] (6.12)
Substituting f(t) and xp(t) into Equation (6.7) and reorganizing terms yields:
(−ω2M + iωC +K) 1
2
Xpe
iωt
+
(−ω2M + iωC +K) 1
2
X∗pe
−iωt =
1
2
Feiωt +
1
2
F ∗e−iωt (6.13)
This can be separated into two equations - one real and one imaginary:
(−ω2M + iωC +K) 1
2
Xpe
iωt =
1
2
Feiωt (6.14)(−ω2M + iωC +K) 1
2
X∗pe
−iωt =
1
2
F ∗eiωt (6.15)
Because (8) is the complex conjugate of (7), they are redundant equations. The
term (−ω2M + iωC +K) is a matrix, and can be inverted to find Xp(ω):
Xp(ω) =
(−ω2M + iωC +K)−1 F (6.16)
Xp(ω) = (G(ω))
−1 F, (6.17)
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where Equation (6.17) is the complex displacement frequency response, and is
valid for oscillating systems of any size and configuration for which G(ω) can be
inverted, including a single degree of freedom damped oscillator in Section (6.2).
Since acceleration frequency response plots are desired (based on the data collected
during shake testing and based on industry standards), Equation (6.17) is differenti-
ated twice and the magnitude is taken. Since taking the second time derivative in the
time domain is equivalent to multiplying by a factor of ω2 in the complex frequency
domain, the final quantity to be plotted is
∣∣∣X¨p(ω)∣∣∣ = ω2 |Xp(ω)| = ω2 ∣∣(G(ω))−1 F ∣∣ (6.18)
6.5 Spring Coefficients and Forcing Input Motion ξ
Initial values of mass are then set at 1 kg and spring constants k are calculated using
Hooke’s law
F = ∆k = ∆
AE
L
(6.19)
where the cross-sectional area A is based on the dimensions of 4-inch extruded alu-
minum tube with a 0.0032 m (0.125-inch) wall, modulus of elasticity E is taken to
be 69× 109 Pa (Aluminum 6061-T6), and L is 0.1m.
Looking again at Equations (6.9) and (6.5), the forcing term is written as
f(t) = ξ˙(t)
(
c2 + c4
m3
)
+ ξ(t)
(
k2 + k4
m3
)
. (6.20)
Since ξ, the motion of the vibration table discussed in Section (4), is the sinusoidal
displacement that will drive the network of masses,
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ξ(t) = Aeiωt (6.21)
ξ˙(t) = iωAeiωt (6.22)
ξ¨(t) = −ω2Aeiωt, (6.23)
where A is the magnitude of displacement and ω is the frequency sweep over which
the frequency response is plotted.
By definition of the sine sweep test, the forcing magnitude is a constant 0.25G0,
where G0 is 9.8
m
s2
. From Equation (6.23),
∣∣∣ξ¨(t)∣∣∣ = ∣∣−ω2Aeiωt∣∣ = Aω2 (6.24)
and therefore, A = A(ω) = 0.25G
ω2
. Now Equation (6.20) is written
f(t) = iω
0.25G
ω2
eiωt
(
c2 + c4
m3
)
+
0.25G
ω2
eiωt
(
k2 + k4
m3
)
(6.25)
and the magnitude can be recovered as
√<f 2 + =f 2 or
F (ω) =
0.25G
m3
(
(k2 + k4)
2
ω4
+
(c2 + c4)
2
ω2
)1/2
(6.26)
Next, the magnitude of the complex displacement response |Xp| is plotted over
frequency for a range of damping constants using Equation (6.17), as seen in Figure
(6·4). Qualitatively, the plot is similar to the test data in Section (4), but displays
far higher resonance frequencies because of the low mass to spring coefficient ratio.
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Figure 6·4: Single degree of freedom mass-spring-damper system dis-
placement response plotted over frequency.
It is also noted that this is a plot of displacement over frequency that, while not
directly applicable to the test data discussed in Section (4), does illustrate the effect
of Equation 6.24 which constrains the sine sweep to a constant acceleration input.
Finally, the system’s acceleration frequency response is plotted, as shown in Figure
(6·5). As in Figure (6·4), the high resonance frequency response reflects the relatively
low mass of the system when compared to the spring constants applied.
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Figure 6·5: Single degree of freedom mass-spring-damper system ac-
celeratation frequency response plotted over frequency.
6.6 Three Degree of Freedom Model
Extrapolating the vibrating single-mass system into a three-mass system, position
vectors x1 to x3 are assigned to each of the three masses and the system is driven
by the motion x(t), as in Figure (6.6). It is also noted that in Figure (6·6), the
simple numbering scheme adopted in Figure (6.6) has been extended to the larger
system. Proceeding vertically down from the origin at the top left (at k = 0 springs
and dampers appear at even positions (beginning at k = 2 while masses only occupy
positions k = 1, k = 2 and k = 3. Since the model does not extend in the i or j
direction, there is no subscript applied.
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Figure 6·6: A three degree of freedom mass, spring and damper system
with four points of coupling to the oscillating platform.
The equations of motion are again obtained from free-body diagrams of each mass,
however, a general method of analyzing the diagram can be used. By noting that
any mass mk is connected to other mass elements by springs or dampers in positions
k ± 1, a general formula for the kth mass is found.
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Figure 6·7: Generalized free-body diagram for the three degree of
freedom system.
mkx¨k =
∑
Fk
mkx¨k = Fkk−1 + Fck−1 − Fkk+1 − Fkk+1
mkx¨k = kk−1 (xk−2 − xk) + ck−1 (x˙k−2 − x˙k)
− kk+1 (xk − xk+2)− kk+1 (xk − xk)
and finally, rearranging Equation (??) according to state variable,
x¨k − ck−1
mk
x˙k−2 +
ck−1 + ck+1
mk
x˙k − ck+1
mk
˙xk+2
− kk−1
mk
xk−2 +
kk−1 + kk+1
mk
xk − kk+1
mk
xk+2 = 0 (6.27)
Equation (6.27) represents the generalized equation of motion for the three mass
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system, where subscripts k = 3, 5, 7 call appropriate values for each of the masses,
springs and dampers that are relevant to the kth equation of motion for the system.
Since the three-mass system is bounded above and below the three masses m3, m5
and m7, the general equation for state variables xk±2 will result in state variables
x1 and x9 entering the equation. Looking again at Figure (6·6), the position values
k = 1 and k = 9 indicate the rigid structure surrounding the system and are therefore
variables of motion associated with the forcing term. Therefore, the full equations of
motion for this system are
x¨3 − [ 0 ] + c2 + c4
m3
x˙3 − c4
m3
x˙5
− [ 0 ] + k2 + k4
m3
x3 − k4
m3
x5 =
c2
m3
ξ˙(t) +
k2
m3
ξ(t)
x¨5 − c4
m5
x˙3 +
c4 + c6
m5
x˙5 − c6
m5
x˙7
− k4
m5
x3 +
k4 + k6
m5
x5 − k6
m5
x7 = 0
x¨7 − c6
m7
x˙5 +
c6 + c8
m7
x˙7 − [ 0 ]
− k6
m7
x5 +
k6 + k8
m7
x7 − [ 0 ] = c8
m7
ξ˙(t) +
k8
m7
ξ(t) (6.28)
Where the terms on the right hand side of Equations (6.28) are the motion x1 =
x9 = ξ and x˙1 = x˙9 = ξ˙ of the rigid enclosure. The equations of motion are therefore
shown in Equations (6.30) and the (normalized) frequency response is shown in Figure
(6·8).
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Where
M =
m1 0 00 m2 0
0 0 m3
 , C =
c2 + c4 −c4 0−c4 c4 + c6 −c6
0 −c6 c6 + c8
 (6.29)
K =
k2 + k4 −k4 0−k4 k4 + k6 −k6
0 −k6 k6 + k8
 , f(t) =

c2ξ˙(t) + k2ξ(t)
0
c8ξ˙(t) + k8ξ(t)
 (6.30)
Figure 6·8: Three degree of freedom forced mass-spring-damper accel-
eration response plotted over frequency. Undamped natural frequencies
are marked by vertical lines.
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6.7 Nine Degree of Freedom Model (Coupled)
Figure 6·9: Schematic representation of a general planar cube array
element surrounded by four masses, four springs and four dampers.
As the image in Figure (6·14) shows, a nine degree of freedom model is also simply
constructed using a slightly more complex version of the three degree of freedom
method, as shown in Figure (6·9), and the general equation of motion that describes
any of the nine state variables is
x¨(i,k) +
c(i+1,k) + c(i−1,k) + c(i,k+1) + c(i,k−1)
m(i,k)
x˙(i,k)
− c(i+1,k)
m(i,k,k)
x˙(i+2,k) −
c(i−1,k)
m(i,k,k)
x˙(i−2,k)
− c(i,k)
m(i,k,k)
x˙(i,k) −
c(i,k)
m(i,k,k)
x˙(i,k) (6.31)
− c(i,k+1)
m(i,k,k)
x˙(i,k+2) −
c(i,k−1)
m(i,k,k)
x˙(i,k−2)
+
k(i,k+1) + k(i,k−1)
m(i,k)
x(i,k)
− k(i,k+1)
m(i,k,k)
x(i,k+2) −
k(i,k−1)
m(i,k,k)
x(i,k−2) = 0
Using Equations (6.31) and this time varying mass values for the system, Figures
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(6·10) through (6·12) were generated to show qualitatively that the model develop-
ment model reflects a real system. Simulating a system with one very heavy (around
50 kg) node, the lowered first natural frequency verifies that the system behaves as
it should. Before continuing to the full model, it is also useful to note that the sig-
nificant asymmetry of a large mass in only one node of the system generates very
different high-frequency effects in each of the 9 degrees of freedom (as expected).
Figure 6·10: Masses 1-3 of a nine degree of freedom forced mass-
spring-damper frequency response plotted over frequency. Undamped
natural frequencies for each mass are marked by vertical lines.
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Figure 6·11: Masses 4-6 of a nine degree of freedom forced mass-
spring-damper frequency response plotted over frequency. Undamped
natural frequencies for each mass are marked by vertical lines.
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Figure 6·12: Masses 7-9 of a nine degree of freedom forced mass-
spring-damper frequency response plotted over frequency. Undamped
natural frequencies for each mass are marked by vertical lines.
6.8 Twenty-seven Degree of Freedom Model (Coupled)
This model being developed is essentially a matrix that organizes all masses, springs,
and dampers within a framework that reflects the orthogonal modularity of the
BUSAT structure itself. Because the models components are distributed regularly
about a 10x10x10 matrix, they can be manipulated in a regular fashion using itera-
tive loops in MATLAB, and a generalized method for dealing with the rather large
(27 -DOF) system becomes more manageable.
In the full model the subscripts i, j, k now run from 1 to 10 in order to accomodate
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all masses, dampers and springs within the model. It is notable that positions i, j, k =
0, 10 are empty, that masses occupy the odd position values i, j, k = 3, 5, 7 only, and
that dampers and springs occupy even position values i, j, k = 2, 4, 6, 8 only. Thus
the model contains 27 masses, 108 dampers and 36 springs. Only motion in the
vertical (z) direction will be considered in this model.
6.9 Framework of Analysis
In order to predict frequency response, an equation of motion must first be developed.
The standard notation for this system is
Mx¨+ Cx˙+Kx = f(t), (6.32)
where M , C and K are diagonal matrices representing the mass, damping and stiffness
of the system, and f(t) some forcing function affecting the motion of the system.
Since the BUSAT satellite has up to 27 mass elements of interest (excluding the
exoskeleton, which is considered a rigid external structure to which forcing motion is
applied), there must necessarily be 27 degrees of freedom (one for each mass) and M ,
C and K are therefore square 27 x 27 matrices.
Due to the high number of discrete elements (high for an analytical model, at
least) in the system, a regular and easily accessed data structure is needed for storage
of the satellite’s spring, mass and damping characteristics. These characteristics will
also be the “knobs” to be adjusted in order to “tune” the model and calibrate it to
reflect the data described in Section (4.1), so they must also be stored in a logical
manner for ease of access. The most intuitive structure reflects the cubic nature of
the satellite itself: a 10 x 10 x 10 MATLAB cell array holds values for the system’s
dampers, springs and masses, allowing intuitive access by the systems engineer as well
as indexed access by the frequency response algorithm implemented in MATLAB.
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Subscripts for the discrete modelling elements placed within the cell array will be
governed by the following rules:
• Masses will occupy odd subscript combinations of 3, 5 and 7 only.
• Springs and dampers will occupy indexes within the cell array that have at least
one even value.
• Any mass subscripted with a single value of 1 or 9 will indicate the position of
the rigid external frame.
Further simplifications are brought about by setting all spring constants to zero,
except those that are subscripted with odd integer values of 3, 5, or 7. Physically,
this reflects the fact that damping will likely occur only between cubes or between
the cubes and the structure, but that spring forces are likely to be important only
in the vertical direction. In other words, because the system is clamped primarily
in the lateral direction because of the placement of WedgeLoks vertically around the
perimeter of the cube stack, it is assumed that the vertically mated surfaces of the
wedgeloks, exoskeleton and endoskeleton will be better by use of friction forces than
spring forces.
Figure 6·13: The BUSAT standard satellite-fixed reference frame.
The unit vectors iˆ, jˆ and kˆ are assigned to the x, y and z axes, respec-
tively.
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A method of naming each variable for tracking throughout the model is also essen-
tial. While the numbering system is arbitrary, strict adherence to the identifications
given in Table (6.2) is absolutely necessary. Additionally, a frame of reference for the
structure (to be reflected in the subscripted indices of the MATLAB cell array) will
ensure fidelity in the model. The frame of reference is shown in Figure (6·13).
Figure 6·14: A one-to-one transformation between payload cube po-
sition and state variable subscript, as shown in Table (6.2.
Because each point mass is arranged in a regular network, the motion of any given
mass is coupled with the motion of as many as six different masses surrounding it
(four lateral adjacent, two vertical adjacent). Since the forces applied by dampers
and springs to a given mass are a function of both the motion of that mass and
the surrounding ones, it is important to establish the positional relationship between
mass values in the MATLAB cell array and their corresponding values within the
M , C and K matrix equivalents. In other words, a regular relationship between the
position of a mass in the MATLAB cell array and the subscript of its state variable in
the equations of motion must be established. This relationship is given by the linear
function
f(i, j, k) = 4.5i+ 1.5j + 0.5k − 18.5, (6.33)
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Cube Mass −→ State Variable
x333 −→ x1
x335 −→ x2
x337 −→ x3
x353 −→ x4
x355 −→ x5
x357 −→ x6
x373 −→ x7
x375 −→ x8
x377 −→ x9
x533 −→ x10
x535 −→ x11
x537 −→ x12
x553 −→ x13
x555 −→ x14
x557 −→ x15
x573 −→ x16
x575 −→ x17
x577 −→ x18
x733 −→ x19
x735 −→ x20
x737 −→ x21
x753 −→ x22
x755 −→ x23
x757 −→ x24
x773 −→ x25
x775 −→ x26
x777 −→ x27
Table 6.1: State variable conversion from the satellite matrix to sub-
scripts used to describe the 27 equations of motion.
where (i, j, k) are the positions of each mass value within the MATLAB cell array
and f(i, j, k) gives the index of the mass within the mass matrix, also the subscript
value in Table (6.2). If a relationship is discussed between a mass mi,j,k and the mass
mi,j,k+2 directly below it, the index of the lower mass is
f(i, j, k + 2) = 4.5i+ 1.5j + 0.5(k + 2)− 18.5 (6.34)
= 4.5i+ 1.5j + 0.5k − 17.5 (6.35)
= f(i, j, k) + 1, (6.36)
indicating a net motion of +1 in the mass matrix index value for degree of freedom
(i, j, k+ 2) in the downward or k- direction within the MATLAB cell array model. In
the following sections this convention will be used to developed a series of analyses
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starting with simplified one and three degree of freedom models. An illustration of
the “satellite matrix” is shown in Figure (6·15).
Figure 6·15: Two-dimensional representation of the satellite cell array.
Intuitively, this is the equivalent of beginning at the cube m(3,3,3) and progressing
first down the column of cubes in the positive k-direction, then shifting one column
in the positive i-direction and progressing down that column. Once the first row of
columns is complete, the process starts over with the adjacent row of columns in the
positive j-direction.
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The generalized equation of motion for the mass mi,j,k is
x¨(i,j,k) +
c(i+1,j,k) + c(i−1,j,k) + c(i,j+1,k) + c(i,j−1,k) + c(i,j,k+1) + c(i,j,k−1)
m(i,j,k)
x˙(i,j,k)
− c(i+1,j,k)
m(i,j,k)
x˙(i+2,j,k) −
c(i−1,j,k)
m(i,j,k)
x˙(i−2,j,k)
− c(i,j+1,k)
m(i,j,k)
x˙(i,j+2,k) −
c(i,j−1,k)
m(i,j,k)
x˙(i,j−2,k)
− c(i,j,k+1)
m(i,j,k)
x˙(i,j,k+2) −
c(i,j,k−1)
m(i,j,k)
x˙(i,j,k−2)
+
k(i,j,k+1) + k(i,j,k−1)
m(i,j,k)
x(i,j,k)
− k(i,j,k+1)
m(i,j,k)
x(i,j,k+2) −
k(i,j,k−1)
m(i,j,k)
x(i,j,k−2) = 0,
where i, j, k = 3, 5, 7. As stated in Rule (6.9), any state variables xi,j,k where
i = 1 or 9, j = 1 or 9 or k = 1 or 9 then = 1 xi,j,k = −ξ(t) and it is
expressed as a forcing term on the right side of the equation. Additional simplifica-
tions can be made for ci,j,k where (i, j, k) is equal to (2, j, k), (i, 2, k), (i, j, 2), (8, j, k),
(i, 8, k), (i, j, 8) - these values can be simplified to a group of ”outer” damping values
and separated from the ”inner” damping values between cubes. Additionally, the
three dampers installed at the extreme faces of each corner cube all depend on the
motion between the rigid outer structure and that corner cube, and can be combined
into one value.
The above equation can be re-written as
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x¨(i,j,k) + Ax˙(i,j,k)
+B1x˙(i+2,j,k) +B2x˙(i−2,j,k)
+ C1x˙(i,j+2,k) + C2x˙(i,j−2,k)
+D1x˙(i,j,k+2) +D2x˙(i,j,k−2)
+ Ex(i,j,k)
+ F1x(i,j,k+2) + F2x(i,j,k−2) = 0
where the coefficients are matched with indexed with state variables according to
Table (6.2).
Coefficient −→ State Variable
A −→ x˙(i,j,k)
B1 −→ x˙(i+2,j,k)
B2 −→ x˙(i−2,j,k)
C1 −→ x˙(i,j+2,k)
C2 −→ x˙(i,j−2,k)
D1 −→ x˙(i,j,k+2)
D2 −→ x˙(i,j,k−2)
E −→ x(i,j,k)
F1 −→ x(i,j,k+2)
F2 −→ x(i,j,k−2)
Table 6.2: Coefficients of the i, j, kth equation of motion. Since the
acceleration term always has a coefficient of 1, there is no letter as-
signed.
It is recognized that while the coefficients of the velocity and position terms will
vary with values of i, j, k, the shifting subscripts also indicate an interdependence on
the adjacent cube motions, i.e., the motion of cube m(i,j,k) is coupled to the motion
of the two cubes above and below m(i,j,k±2) and the four laterally adjacent cubes
m(i±2,j,k) and m(i,j±2,k).
In addition to the linear Equation (6.33) that governs transformations from the
85
MATLAB cell array to the equations of motion, it is also useful to note that
f(i± 2, j, k) = f(i, j, k)± 9
f(i, j ± 2, k) = f(i, j, k)± 3
f(i, j, k ± 2) = f(i, j, k)± 1
6.9.1 Building Mass, Spring and Damping Matrices
If P is the newly indexed position of variable x˙i,j,k in the 27-DOF velocity vector x˙,
then PA = g(x˙(i,j,k)) = f(i, j, k) and
PA = 4.5i+ 1.5j + 0.5k − 18.5 (6.37)
This means that, when x˙ is multiplied with the damping matrix C, the PAth term
of x˙ will multiply the PAth term of the rows of C, and PA therefore dictates the
position of the damping coefficients within the rows of C:

c1,1 c1,2 · · · c1,PA · · · c1,27
c2,1 c2,2 · · · c2,PA · · · c2,27
...
...
. . .
...
...
...
. . .
...
...
...
. . .
...
c27,1 · · · · · · c27,PA · · · c27,27

×

x1
x2
...
xPA
...
x27

(6.38)
In this way, the coefficient A (which, as above, is multiplied by velocity x˙i,j,k) is
appropriately indexed to the PAth position in the rows of C. Similarly, the positions
of the remaining damping coefficients are
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PB1,2 = g(x˙(i±2,j,k)) = f(i, j, k)± 9 = 4.5i+ 1.5i+ 0.5k − 18.5± 9
PC1,2 = g(x˙(i,j±2,k)) = f(i, j, k)± 3 = 4.5i+ 1.5i+ 0.5k − 18.5± 3
PD1,2 = g(x˙(i,j,k±2)) = f(i, j, k)± 1 = 4.5i+ 1.5i+ 0.5k − 18.5± 1
and the position of each of the stiffness terms are
PE = g(x(i,j,k)) = f(i, j, k) = 4.5i+ 1.5i+ 0.5k − 18.5
PF1,2 = g(x(i,j,k±2)) = f(i, j, k)± 1 = 4.5i+ 1.5i+ 0.5k − 18.5± 1
Therefore, one may build both the stiffness and damping matrices K and C by
placing the coefficients A through F in the P th positions along each row.
6.10 Initial Results
Created using the MATLAB scripts included in Appendix (??), Figures (6·17) (6·25)
show the frequency response for each of 27 payloads. The plots shown here are based
on a model that assumes the following characteristics:
1. A 3U cube is placed at the center of the satellite matrix. This is accomplished by
“fusing” the central column of cubes by increasing the spring constants between
them by a factor of 100 (line 145).
2. “Drumheading” of the otherwise rigid exoskeleton top plate is assumed to play
a role, so spring constant values at the top and bottom plate are lowered by
just over an order of magnitude (lines 163, 170). The value used is based on a
SolidWorks Finite Element Analysis of the top plate under 1N loading at the
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center. Hooke’s law was used to solve for the equivalent spring constant using
the displacement from the FEA plot (Figure 6·16).
Figure 6·16: SolidWorks FEA displacement analysis of Top Plate.
3. 10% random noise is added to each of the values in the mass, spring and damping
matrices. Because the model is still very symmetric, this helps to simulate a
more realistic response.
4. Light damping from ζ = 0 to ζ = 0.3 is considered (line 316).
5. Redundant corner dampers are eliminated. For example, the cube at position
(3,3,3) had three faces with dampers connecting to the cube, but is now reduced
to just one (lines 344, 354).
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Figure 6·17: Acceleration response for masses x1, x2 and x3. Sub-
scripted mass notation can be converted using Table 6.2
Figure 6·18: Acceleration response for masses x4, x5 and x6. Sub-
scripted mass notation can be converted using Table 6.2
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Figure 6·19: Acceleration response for masses x7, x8 and x9. Sub-
scripted mass notation can be converted using Table 6.2
Figure 6·20: Acceleration response for masses x10, x11 and x12. Sub-
scripted mass notation can be converted using Table 6.2
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Figure 6·21: Acceleration response for masses x13, x14 and x15. Sub-
scripted mass notation can be converted using Table 6.2
Figure 6·22: Acceleration response for masses x16, x17 and x18. Sub-
scripted mass notation can be converted using Table 6.2
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Figure 6·23: Acceleration response for masses x19, x20 and x21. Sub-
scripted mass notation can be converted using Table 6.2
Figure 6·24: Acceleration response for masses x22, x23 and x24. Sub-
scripted mass notation can be converted using Table 6.2
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Figure 6·25: Acceleration response for masses x25, x26 and x27. Sub-
scripted mass notation can be converted using Table 6.2
6.11 Discussion
It is noted that of the 27 acceleration response plots in Section (6.10), only x13, x14
and x15 resemble what is ordinarily thought of as a mass-spring-damper oscillation,
with the quality of the response smoothing out as damping is increased. The re-
maining 24 masses also display a smoothing characteristic, but instead of “smoothing
down” from the sharp, undamped peak, they “smooth up” and the magnitude of the
damped response approaches the magnitude of the undamped response at the reso-
nance frequency as damping is increased. This seemingly odd behaviour is illustrated
by Figures (6·26) and (6·27).
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Figure 6·26: Acceleration response for mass x13, located in the center
of the top layer of the satellite cube stack.
Figure 6·27: Acceleration response for mass x19, located at a corner
of the top layer of the satellite cube stack.
While this effect is not intuitive, it is entirely the result of the system’s depen-
dence on dampers as part of the forcing term (see Section 6.5). In the analytical
model presented here, mass x13 has fewer dampers attached to it than mass x19 and
is therefore acts more like a “normal” oscillatory system. This can be verified by
increasing the value of the forcing damper constant in the model shown in Figure
(6·4) by two orders of magnitude. The resulting plot is shown in Figure (6·28).
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Figure 6·28: Single DOF system experiencing variable damped forc-
ing.
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Chapter 7
Results and Conclusion
7.1 Design
Developed under a requirements-based design method, the BUSAT structure is able
to respond to almost all of the structural, scientific and logistical ideas that were
introduced in the first BUSAT University Nanosat Program competition (Nanosat-5,
2007 to 2009). This is remarkable, considering the project’s 100% personnel turnover
rate and low budget ($55,000 per year in 2007, 2008, 2011 and 2012). In addition, if
BUSAT continues to be successful in the University Nanosat Program and beyond,
the concept of an aggregate and containerized nanosatellite will carry a huge impact
on the current scientific spaceflight industry. The structural system’s potential cost
savings alone will ensure this. However, the development documented here is only
an early portion of the potential life cycle of the BUSAT modular bus as an industry
game-changer; there is much work to be done in qualifying with a first successful
launch.
7.2 Testing
Not only did the vibration testing performed at Draper Laboratories in October,
2011 prove that BUSAT’s novel fastening technique works well, it also served as a
good starting point for development of a standardized, modular testing protocols for
potential payloads. Because strict controls must be placed at the interfaces between
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bus and subsystems in the modular BUSAT system, particular care must be taken
with the mechanical interfaces to see that they will satisfy the minimum needs for
both sections of the satellite. This includes predicting the inner cube vibration,
radiation and magnetic enviroments so that potential payload providers will know
what to expect on launch and on orbit.
Future testing will necessarily include electronic hardware, or at least mass models,
as well as thermal and electromagnetic environmental procedures to verify structural
performance. Due to the sensitivity of the system to changes in temperature, im-
proved monitoring, control and modeling is necesary to ensure that any temperature-
dependent frequency shift can be predicted and removed from results. This will
ensure that marginal test results do not result in the need for a complete redesign of
the structure.
7.3 Tuned 27 Degree of Freedom Model and Comparison to
Vibration Test Data
The first significant result of the 27-mass model is that the method of forming equa-
tions of motion is verified. Based on the results of both the simplified and the final
models, the systems behave qualitatively as they should in the frequency response
plots and the remaining work to be done is in tuning and refining the model itself.
Second, while initial simple models suggested that the spring coefficients were far
more important than damping values in tuning the system, the 27-mass model high-
lights an interesting feature of the dampers. Probably because of the sheer number
of dampers surrounding the cube stack (54), the low-frequency peak seen in Figure
(6·17) rises to meet the lightly damped resonance, smoothing it. From this it can
be hypothesized that BUSAT’s dependence on a friction force oriented in the vertical
direction for fastening (the WedgeLok TM) could provide an inherent tolerance to
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high-energy environments and may be more appropriate for aerospace applications
than standard threaded fasteners.
The fact that the model’s frequency response begins to approach actual data
when the top layer of springs is weakened suggests that as-built, the model may need
improvement. In its current configuration, the model can only approximate the effect
of the exoskeleton top plate resonance feeding back into the cube stack, and a more
thorough look at plate bending under vibration is warranted.
Appendix A
MATLAB Script for 1-DOF Model
c l c
c l e a r
c l o s e a l l
%Spec i f y d i r e c t o r y to which M− f i l e and subsequent p l o t s w i l l save
d i r = ’C:\ Users \Nate\Documents\newschool \1000 docs \1200 c l a s s e s \ ’ ;
subd i r = ’ Thes i s \The s i s F ina l s \10 Model Bui ld ing \ ’ ;
subsubdir = ’ 1DOF\ ’ ;
cd ( s t r c a t ( d ir , subdir , subsubdir ) ) ;
%Vector o f c o l o r s f o r p l o t t i n g
c o l o r s =[ ’b ’ , ’ g ’ , ’ r ’ , ’ c ’ , ’m’ , ’ y ’ , ’ k ’ , ’ b : ’ , ’ g : ’ , ’ r : ’ , ’ c : ’ , ’m: ’ , ’ y : ’ , ’ k : ’
. . .
’ b ’ , ’ g ’ , ’ r ’ , ’ c ’ , ’m’ , ’ y ’ , ’ k ’ , ’ b : ’ , ’ g : ’ , ’ r : ’ , ’ c : ’ , ’m: ’ , ’ y : ’ , ’ k : ’ . . .
’ b ’ , ’ g ’ , ’ r ’ , ’ c ’ , ’m’ , ’ y ’ , ’ k ’ , ’ b : ’ , ’ g : ’ , ’ r : ’ , ’ c : ’ , ’m: ’ , ’ y : ’ , ’ k : ’ . . .
’ b ’ , ’ g ’ , ’ r ’ , ’ c ’ , ’m’ , ’ y ’ , ’ k ’ , ’ b : ’ , ’ g : ’ , ’ r : ’ , ’ c : ’ , ’m: ’ , ’ y : ’ , ’ k : ’ ] ;
s = 1 ; %f o r s tepp ing through c o l o r s
%%Spring Constant Ca l cu l a t i on
cubewidth = . 1 ; %m
cubelength = . 1 ; %m
wa l l t h i c kn e s s = . 1 25∗ . 0 2 5 4 ; %inche s ∗ . 0254 m/ inch
A = 4∗ cubewidth∗wa l l t h i c kn e s s ; %mˆ2
L = cubewidth ; %m
E = 69∗10ˆ9; %N/mˆ2
%Set mass and spr ing c h a r a c t e r i s t i c s
m3 = 1 ;
k2 = A∗E/L ;
k4 = A∗E/L ;
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K = (k2 + k4 ) ;
M = m3;
%Find natura l f requency o f system
omega n = sq r t (K/m3) ;
l ight ly damped = 0 . 0 0 1 ;
c r i t i c a l l y damped = 1 ;
%Set vec to r o f f r e qu en c i e s f o r p l o t domain
omega = l i n s p a c e (1 ,2000000 ,1000) ;
%I n i t i a l i z e Magnitude Response Vector
X p = ze ro s (1 ,1000) ;
%% KNOBS AND BUTTONS
%Sca l i ng f a c t o r and switch f o r second−order f o r c i n g A(omega )
s c a l i n g = 1 ;
%Print Button
ppr int = true ;
ggr id = f a l s e ;
box = f a l s e ;
ax = f a l s e ;
omegal ines = true ;
%%
%for−loop to i t e r a t e p l o t s over i n t e r e s t i n g damping va lue s
f o r ze ta = l ight ly damped : . 1 : c r i t i c a l l y damped
%Set damping va lue s
c2 = 0 .5∗ (2∗ zeta ∗omega n ) ;
c4 = 0 .5∗ (2∗ zeta ∗omega n ) ;
C = ( c2 + c4 ) ;
%A ” f o r”− loop to cons t ruc t the vec to r o f magnitude response f o r the
range
%of f r e qu en c i e s s p e c i f i e d . Note that the f o r c i n g func t i on i s
dependent
%on frequency .
f o r l = 1 : l ength ( omega )
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X p( l ) = 1/(−omega ( l ) ˆ2∗M + 1 i ∗omega ( l ) ∗C + K) ∗ . . .
s c a l i n g ∗ . . .
omega ( l ) ˆ2∗ (0 .25/m3) ∗ s q r t ( ( ( k2+k4 ) ˆ2/omega ( l ) ˆ4 + 1000∗( c2 + c4 )
ˆ2/omega ( l ) ˆ2) ) ;
end
%Plot
l o g l o g (omega , abs (X p) , s p r i n t f ( c o l o r s ( s ) ) )
hold on
s = s+1;
end
%Fin i sh Plot
i f ax
ax i s ( [ 2 0 , 2000 , . 001 , 2 5 ] )
end
y l im = get ( gca , ’YLim ’ ) ;
x l im = get ( gca , ’XLim ’ ) ;
i f omegal ines
l i n e ( omega n ∗ [ 1 1 ] , y l im , ’ Color ’ , ’ k ’ )
l i n e ( x l im ,10ˆ0∗ [ 1 1 ] , ’ Color ’ , ’ k ’ )
end
t i t l e ( ’ S i ng l e DOF model ’ )
y l ab e l ( ’ Response Magnitude (m/ s ˆ2) ’ )
x l ab e l ( ’ Frequency (Hz) ’ )
%Block out area where we want the p l o t to appear
i f box
l i n e (20∗ [ 1 1 ] , y l im , ’ Color ’ , ’ k ’ )
l i n e ( x l im ,10ˆ−3∗ [1 1 ] , ’ Color ’ , ’ k ’ )
l i n e (2000∗ [ 1 1 ] , y l im , ’ Color ’ , ’ k ’ )
l i n e ( x l im , 2 5∗ [ 1 1 ] , ’ Color ’ , ’ k ’ )
end
i f gg r id
g r id on
end
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hold o f f
i f ppr int
%Change to d i r e c t o r y f o r sav ing p l o t s
fo ldername = s t r c a t ( ’ p l o t s \ ’ , d a t e s t r (now , 30) )
mkdir ( s t r c a t ( d ir , subdir , subsubdir , fo ldername ) ) ;
cd ( s t r c a t ( d ir , subdir , subsubdir , fo ldername ) ) ;
f i l ename = s t r c a t ( ’ f i g 1 ’ )
p r i n t ( ’−pa i n t e r s ’ , ’−dpng ’ , ’−r600 ’ , f i l ename )
end
Appendix B
MATLAB Script for 3-DOF Model
c l e a r
c l o s e a l l
c l c
%Spec i f y d i r e c t o r y to which M− f i l e and subsequent p l o t s w i l l save
d i r = ’C:\ Users \Nate\Documents\newschool \1000 docs \1200 c l a s s e s \ ’ ;
subd i r = ’ Thes i s \The s i s F ina l s \10 Model Bui ld ing \ ’ ;
subsubdir = ’ 3DOF\ ’ ;
cd ( s t r c a t ( d ir , subdir , subsubdir ) ) ;
%Vector o f c o l o r s f o r p l o t t i n g and co l o r increment counter
c o l o r s =[ ’b ’ , ’ g ’ , ’ r ’ , ’ c ’ , ’m’ , ’ y ’ , ’ k ’ , ’ b : ’ , ’ g : ’ , ’ r : ’ , ’ c : ’ , ’m: ’ , ’ y : ’ , ’ k
: ’ . . .
’ b ’ , ’ g ’ , ’ r ’ , ’ c ’ , ’m’ , ’ y ’ , ’ k ’ , ’ b : ’ , ’ g : ’ , ’ r : ’ , ’ c : ’ , ’m: ’ , ’ y : ’ , ’ k : ’
. . .
’ b ’ , ’ g ’ , ’ r ’ , ’ c ’ , ’m’ , ’ y ’ , ’ k ’ , ’ b : ’ , ’ g : ’ , ’ r : ’ , ’ c : ’ , ’m: ’ , ’ y : ’ , ’ k : ’
. . .
’ b ’ , ’ g ’ , ’ r ’ , ’ c ’ , ’m’ , ’ y ’ , ’ k ’ , ’ b : ’ , ’ g : ’ , ’ r : ’ , ’ c : ’ , ’m: ’ , ’ y : ’ , ’ k : ’ ] ;
s=0;
%%Spring Constant Ca l cu l a t i on
cubewidth = . 1 ; %m
cubelength = . 1 ; %m
wa l l t h i c kn e s s = . 1 25∗ . 0 2 5 4 ; %inche s ∗ . 0254 m/ inch
A = 4∗ cubewidth∗wa l l t h i c kn e s s ; %mˆ2
L = cubewidth ; %m
E = 69∗10ˆ9; %N/mˆ2
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%Set i n i t i a l va lue s f o r mass , s p r i ng s
m = 1 ; %ki logram
k = A∗E/L ; %N/m
m3 = 5∗m;
m5 = 3∗m;
m7 = m;
M = [ m3, 0 , 0
0 , m5, 0
0 0 , m7 ] ;
k2 = k ;
k4 = k ;
k6 = k ;
k8 = k ;
K = [ k2+k4 , −k4 , 0 ;
−k4 , k4+k6 , −k6 ;
0 , −k6 , k6+k8 ] ;
%Find e i g enva lu e s and e i g env e c t o r s f o r system
[ Phi , Omega ] = e i g (K, M) ;
omega n = sq r t ( diag (Omega) ) ;
%Def ine s i z e o f system (DOF) and number o f data po in t s
DOF = length ( diag (M) ) ;
X p = ze ro s (DOF,5000 ) ;
counter = 1 ;
%Begin ” f o r”− loop f o r p l o t t i n g over a range o f damping va lue s
f o r ze ta = 0 . 0 0 1 : . 1 : 1 ;
%Construct damping matrix based on range o f damping r a t i o s in ” f o r”− loop
c2 = 2∗ ze ta ∗ s q r t ( k∗m) ;
c4 = 2∗ ze ta ∗ s q r t ( k∗m) ;
c6 = 2∗ ze ta ∗ s q r t ( k∗m) ;
c8 = 2∗ ze ta ∗ s q r t ( k∗m) ;
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C = [ c2+c4 , −c4 , 0 ;
−c4 , c4+c6 , −c6 ;
0 , −c6 , c6+c8 ] ;
%Increment c o l o r counter f o r t h i s p l o t
s = s + 1 ;
%Set up frequency range o f i n t e r e s t f o r p l o t t i n g
omega = l i n s p a c e (1 ,200000 ,5000) ;
%” f o r”− loop to cons t ruc t the vec to r o f magnitude response f o r the range
%s p e c i f i e d . Note that the f o r c i n g func t i on i s dependent on frequency
f o r r = 1 : l ength ( omega )
X p ( : , r ) = inv ((−omega ( r ) ˆ2) ∗M + 1 i ∗omega ( r ) ∗C + K) ∗ . . .
omega ( r ) ˆ2∗ [ c2/omega ( r ) + k2/omega ( r ) ˆ2 ; %( f o r c i n g func t i on )
0 ;
c6/omega ( r ) + k6/omega ( r ) ˆ2 ] ∗ 9 . 8 ∗ 0 . 2 5 ; %( f o r c i n g
func t i on
end
%” i f ” statement to a l low f i g u r e s e t up only once in t h i s loop
i f counter == 1
s c r s z = get (0 , ’ Sc r eenS i z e ’ ) ;
f i g u r e ( ’ Po s i t i on ’ , [ 5 5 s c r s z (3 ) ∗ . 995 s c r s z (4 ) ∗ . 9 ] )
hold on
counter = counter + 1 ;
end
%Plot f i r s t DOF
subplot (DOF, 1 , 1 )
z=1;
l o g l o g (omega , abs (X p( z , : ) ) , s p r i n t f ( c o l o r s ( s ) ) )
t i t l e ( s t r c a t ( s p r i n t f ( ’%d ’ , DOF) , ’DOF System in Rigid Enclosure ’ ) )
y l ab e l ( ’ Response m 3 (m/ s ˆ2) ’ )
x l ab e l ( ’ Frequency (Hz) ’ )
l i n e ( [ omega n (1 ) , omega n (1 ) ] , [ 10ˆ −15 ,10ˆ5 ] )
t ex t ( . 9∗ omega n (1 ) , 10ˆ6 , ’ \omega {n1} ’ , ’ Color ’ , ’ k ’ ) ;
l i n e ( [ omega n (2 ) , omega n (2 ) ] , [ 10ˆ −15 ,10ˆ5 ] )
t ex t ( . 9∗ omega n (2 ) , 10ˆ6 , ’ \omega {n2} ’ , ’ Color ’ , ’ k ’ ) ;
l i n e ( [ omega n (3 ) , omega n (3 ) ] , [ 10ˆ −15 ,10ˆ5 ] )
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t ex t ( . 9∗ omega n (3 ) , 10ˆ6 , ’ \omega {n3} ’ , ’ Color ’ , ’ k ’ ) ;
ax i s ( [ 10ˆ3 10ˆ5 10ˆ−2 10ˆ2 ] )
hold on
%Plot second DOF
subplot (DOF, 1 , 2 )
z=2;
l o g l o g (omega , abs (X p( z , : ) ) , s p r i n t f ( c o l o r s ( s ) ) )
t i t l e ( s t r c a t ( s p r i n t f ( ’%d ’ , DOF) , ’DOF System in Rigid Enclosure ’ ) )
y l ab e l ( ’ Response m 5 (m/ s ˆ2) ’ )
x l ab e l ( ’ Frequency (Hz) ’ )
l i n e ( [ omega n (1 ) , omega n (1 ) ] , [ 10ˆ −15 ,10ˆ5 ] )
t ex t ( . 9∗ omega n (1 ) , 10ˆ6 , ’ \omega {n1} ’ , ’ Color ’ , ’ k ’ ) ;
l i n e ( [ omega n (2 ) , omega n (2 ) ] , [ 10ˆ −15 ,10ˆ5 ] )
t ex t ( . 9∗ omega n (2 ) , 10ˆ6 , ’ \omega {n2} ’ , ’ Color ’ , ’ k ’ ) ;
l i n e ( [ omega n (3 ) , omega n (3 ) ] , [ 10ˆ −15 ,10ˆ5 ] )
t ex t ( . 9∗ omega n (3 ) , 10ˆ6 , ’ \omega {n3} ’ , ’ Color ’ , ’ k ’ ) ;
ax i s ( [ 10ˆ3 10ˆ5 10ˆ−2 10ˆ2 ] )
hold on
%Plot th i rd DOF
subplot (DOF, 1 , 3 )
z=3;
l o g l o g (omega , abs (X p( z , : ) ) , s p r i n t f ( c o l o r s ( s ) ) )
t i t l e ( s t r c a t ( s p r i n t f ( ’%d ’ , DOF) , ’DOF System in Rigid Enclosure ’ ) )
y l ab e l ( ’ Response m 7 (m/ s ˆ2) ’ )
x l ab e l ( ’ Frequency (Hz) ’ )
l i n e ( [ omega n (1 ) , omega n (1 ) ] , [ 10ˆ −15 ,10ˆ5 ] )
t ex t ( . 9∗ omega n (1 ) , 10ˆ6 , ’ \omega {n1} ’ , ’ Color ’ , ’ k ’ ) ;
l i n e ( [ omega n (2 ) , omega n (2 ) ] , [ 10ˆ −15 ,10ˆ5 ] )
t ex t ( . 9∗ omega n (2 ) , 10ˆ6 , ’ \omega {n2} ’ , ’ Color ’ , ’ k ’ ) ;
l i n e ( [ omega n (3 ) , omega n (3 ) ] , [ 10ˆ −15 ,10ˆ5 ] )
t ex t ( . 9∗ omega n (3 ) , 10ˆ6 , ’ \omega {n3} ’ , ’ Color ’ , ’ k ’ ) ;
ax i s ( [ 10ˆ3 10ˆ5 10ˆ−2 10ˆ2 ] )
hold on
end
hold o f f
pngname=s p r i n t f ( ’ 3DOFBOXED’ ) ;
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pr in t ( ’−dpng ’ , ’−r500 ’ , pngname)
Appendix C
MATLAB Script for 9-DOF Model
c l e a r
c l o s e a l l
c l c
%% LOGISTICS
%Spec i f y d i r e c t o r y to which M− f i l e and subsequent p l o t s w i l l save
d i r = ’C:\ Users \Nate\Documents\newschool \1000 docs \1200 c l a s s e s \ ’ ;
subd i r = ’ Thes i s \The s i s F ina l s \10 Model Bui ld ing \ ’ ;
subsubdir = ’ 9DOF Coupled\ ’ ;
cd ( s t r c a t ( d ir , subdir , subsubdir ) ) ;
%Vector o f c o l o r s f o r p l o t t i n g and co l o r increment counter
c o l o r s =[ ’b ’ , ’ g ’ , ’ r ’ , ’ c ’ , ’m’ , ’ y ’ , ’ k ’ , ’ b : ’ , ’ g : ’ , ’ r : ’ , ’ c : ’ , ’m: ’ , ’ y : ’ , ’ k
: ’ . . .
’ b ’ , ’ g ’ , ’ r ’ , ’ c ’ , ’m’ , ’ y ’ , ’ k ’ , ’ b : ’ , ’ g : ’ , ’ r : ’ , ’ c : ’ , ’m: ’ , ’ y : ’ , ’ k : ’
. . .
’ b ’ , ’ g ’ , ’ r ’ , ’ c ’ , ’m’ , ’ y ’ , ’ k ’ , ’ b : ’ , ’ g : ’ , ’ r : ’ , ’ c : ’ , ’m: ’ , ’ y : ’ , ’ k : ’
. . .
’ b ’ , ’ g ’ , ’ r ’ , ’ c ’ , ’m’ , ’ y ’ , ’ k ’ , ’ b : ’ , ’ g : ’ , ’ r : ’ , ’ c : ’ , ’m: ’ , ’ y : ’ , ’ k : ’ ] ;
s=0;
%%Spring Constant Ca l cu l a t i on
cubewidth = . 1 ; %m
cubelength = . 1 ; %m
wa l l t h i c kn e s s = . 1 25∗ . 0 2 5 4 ; %inche s ∗ . 0254 m/ inch
A = 4∗ cubewidth∗wa l l t h i c kn e s s ; %mˆ2
L = cubewidth ; %m
E = 69∗10ˆ9; %N/mˆ2
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%% UNDAMPED SYSTEM
%Set va lue s f o r mass , s p r i ng s
m = 1 ; %ki logram
k = A∗E/L ; %N/m
m33 = m;
m35 = 1∗m;
m37 = 1∗m;
m53 = 1∗m;
m55 = 1∗m;
m57 = m;
m73 = 1∗m;
m75 = 1∗m;
m77 = m;
M3 = [ m33 , 0 , 0
0 , m35 , 0
0 0 , m37 ] ;
M5 = [ m53 , 0 , 0
0 , m55 , 0
0 0 , m57 ] ;
M7 = [ m73 , 0 , 0
0 , m75 , 0
0 0 , m77 ] ;
M = [M3, z e r o s (3 , 3 ) , z e r o s (3 , 3 ) ;
z e r o s (3 , 3 ) , M5, z e r o s (3 , 3 ) ;
z e r o s (3 , 3 ) , z e r o s (3 , 3 ) , M7 ] ;
k32 = k ;
k34 = k ;
k36 = k ;
k38 = k ;
k52 = k ;
k54 = k ;
k56 = k ;
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k58 = k ;
k72 = k ;
k74 = k ;
k76 = k ;
k78 = k ;
K3 = [ k32+k34 , −k34 , 0 ;
−k34 , k34+k36 , −k36 ;
0 , −k36 , k36+k38 ] ;
K5 = [ k52+k54 , −k54 , 0 ;
−k54 , k54+k56 , −k56 ;
0 , −k56 , k56+k58 ] ;
K7 = [ k72+k74 , −k74 , 0 ;
−k74 , k74+k76 , −k76 ;
0 , −k76 , k76+k78 ] ;
K = [K3, z e ro s (3 , 3 ) , z e r o s (3 , 3 ) ;
z e r o s (3 , 3 ) , K5 , z e r o s (3 , 3 ) ;
z e r o s (3 , 3 ) , z e r o s (3 , 3 ) , K7 ] ;
%Find e i g enva lu e s and e i g env e c t o r s f o r system
[ Phi , Omega ] = e i g (K, M) ;
omega n = sq r t ( diag (Omega) ) ;
DOF = length ( omega n ) ;
X p = ze ro s (DOF,5000 ) ;
s c rncounte r = 1 ;
%Vector and cons tant s to change p l o t l o c a t i o n s
vec = [ 1 , 2 , 3 , 1 , 2 , 3 , 1 , 2 , 3 ] ;
p l o t1 = 1 ;
p lo t2 = 3 ;
%% DAMPED SYSTEM
%Begin ” f o r”− loop f o r p l o t t i n g over a range o f damping va lue s
f o r ze ta = 0 . 0 0 1 : . 1 : 1 ;
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%Construct damping matrix based on range o f damping r a t i o s in ” f o r”− loop
c32 = 2∗ ze ta ∗ s q r t ( k∗m) ;
c34 = 2∗ ze ta ∗ s q r t ( k∗m) ;
c36 = 2∗ ze ta ∗ s q r t ( k∗m) ;
c38 = 2∗ ze ta ∗ s q r t ( k∗m) ;
c52 = 2∗ ze ta ∗ s q r t ( k∗m) ;
c54 = 2∗ ze ta ∗ s q r t ( k∗m) ;
c56 = 2∗ ze ta ∗ s q r t ( k∗m) ;
c58 = 2∗ ze ta ∗ s q r t ( k∗m) ;
c72 = 2∗ ze ta ∗ s q r t ( k∗m) ;
c74 = 2∗ ze ta ∗ s q r t ( k∗m) ;
c76 = 2∗ ze ta ∗ s q r t ( k∗m) ;
c78 = 2∗ ze ta ∗ s q r t ( k∗m) ;
C3 = [ c32+c34 , −c34 , 0 ;
−c34 , c34+c36 , −c36 ;
0 , −c36 , c36+c38 ] ;
C5 = [ c52+c54 , −c54 , 0 ;
−c54 , c54+c56 , −c56 ;
0 , −c56 , c56+c58 ] ;
C7 = [ c72+c74 , −c74 , 0 ;
−c74 , c74+c76 , −c76 ;
0 , −c76 , c76+c78 ] ;
C = [C3 , z e ro s (3 , 3 ) , z e r o s (3 , 3 ) ;
z e r o s (3 , 3 ) , C5 , z e r o s (3 , 3 ) ;
z e r o s (3 , 3 ) , z e r o s (3 , 3 ) , C7 ] ;
%Increment c o l o r counter f o r t h i s p l o t
s = s + 1 ;
%Set up frequency range o f i n t e r e s t f o r p l o t t i n g
omega = l i n s p a c e (1 ,200000 ,5000) ;
%” f o r”− loop to cons t ruc t the vec to r o f magnitude response f o r the range
%s p e c i f i e d . Note that the f o r c i n g func t i on i s dependent on frequency
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f o r r = 1 : l ength ( omega )
X p ( : , r ) = inv ((−omega ( r ) ˆ2) ∗M + 1 i ∗omega ( r ) ∗C + K) ∗ . . .
[ c32/omega ( r ) + k32 ; %( f o r c i n g func t i on )
0 ;
c36/omega ( r ) + k36 ;
c52/omega ( r ) + k52 ; %( f o r c i n g func t i on )
0 ;
c56/omega ( r ) + k56 ;
c72/omega ( r ) + k72 ; %( f o r c i n g func t i on )
0 ;
c76/omega ( r ) + k76 ] ∗ 9 . 8 ∗ 0 . 2 5 ; %( f o r c i n g func t i on
end
%Create f i r s t f i g u r e only
i f s c rncounte r == 1
s c r s z = get (0 , ’ Sc r e enS i z e ’ ) ;
f i g u r e ( ’ Po s i t i on ’ , [ 5 5 s c r s z (3 ) ∗ . 995 s c r s z (4 ) ∗ . 9 ] )
hold on
sc rncounte r = 4 ;
end
%Create three v e r t i c a l l y o r i en t ed p l o t s with in each f i g u r e
f o r d1 = 1 :3
f i g u r e (1 ) ;
hold on
subplot (3 , 1 , d1 )
l o g l o g (omega , abs (X p(d1 , : ) ) , s p r i n t f ( c o l o r s ( s ) ) )
t i t l e ( s t r c a t ( s p r i n t f ( ’%d ’ , d1 ) , ’ { } ’ , ’ o f ’ , ’ { } ’ , . . .
s p r i n t f ( ’%d ’ , DOF) , ’DOF System in Rigid Enclosure ’ ) )
y l ab e l ( ’ Response (m/ s ˆ2) ’ )
x l ab e l ( ’ Frequency (Hz) ’ )
ax i s ( [ 1 0ˆ3 , 10ˆ5 , 10ˆ−5 , 10ˆ5 ] )
l i n e ( [ omega n ( d1 ) , omega n ( d1 ) ] , [ 10ˆ −15 ,10ˆ5 ] )
t ex t (1∗ omega n ( d1 ) , 10ˆ−16 , s t r c a t ( ’ \omega ’ , s p r i n t f ( ’%d ’ , d1 ) ) )
;
g r i d on
hold on
end
hold o f f
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%Create second f i g u r e only
i f s c rncounte r == 4
s c r s z = get (0 , ’ Sc r e enS i z e ’ ) ;
f i g u r e ( ’ Po s i t i on ’ , [ 5 5 s c r s z (3 ) ∗ . 995 s c r s z (4 ) ∗ . 9 ] )
hold on
sc rncounte r = 7 ;
end
%Create three v e r t i c a l l y o r i en t ed p l o t s with in each f i g u r e
f o r d2 = 4 :6
f i g u r e (2 ) ;
hold on
subplot (3 , 1 , d2−3)
l o g l o g (omega , abs (X p(d2 , : ) ) , s p r i n t f ( c o l o r s ( s ) ) )
t i t l e ( s t r c a t ( s p r i n t f ( ’%d ’ , d2 ) , ’ { } ’ , ’ o f ’ , ’ { } ’ , . . .
s p r i n t f ( ’%d ’ , DOF) , ’DOF System in Rigid Enclosure ’ ) )
y l ab e l ( ’ Response (m/ s ˆ2) ’ )
x l ab e l ( ’ Frequency (Hz) ’ )
ax i s ( [ 1 0ˆ3 , 10ˆ5 , 10ˆ−5 , 10ˆ5 ] )
l i n e ( [ omega n ( d2 ) , omega n ( d2 ) ] , [ 10ˆ −15 ,10ˆ5 ] )
t ex t (1∗ omega n ( d2 ) , 10ˆ−16 , s t r c a t ( ’ \omega ’ , s p r i n t f ( ’%d ’ , d2 ) ) )
;
g r i d on
hold on
end
hold o f f
%Create th i rd f i g u r e only
i f s c rncounte r == 7
s c r s z = get (0 , ’ Sc r e enS i z e ’ ) ;
f i g u r e ( ’ Po s i t i on ’ , [ 5 5 s c r s z (3 ) ∗ . 995 s c r s z (4 ) ∗ . 9 ] )
hold on
sc rncounte r = 8 ;
end
%Create three v e r t i c a l l y o r i en t ed p l o t s with in each f i g u r e
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f o r d3 = 7 :9
f i g u r e (3 ) ;
hold on
subplot (3 , 1 , d3−6)
l o g l o g (omega , abs (X p(d3 , : ) ) , s p r i n t f ( c o l o r s ( s ) ) )
t i t l e ( s t r c a t ( s p r i n t f ( ’%d ’ , d3 ) , ’ { } ’ , ’ o f ’ , ’ { } ’ , . . .
s p r i n t f ( ’%d ’ , DOF) , ’DOF System in Rigid Enclosure ’ ) )
y l ab e l ( ’ Response (m/ s ˆ2) ’ )
x l ab e l ( ’ Frequency (Hz) ’ )
ax i s ( [ 1 0ˆ3 , 10ˆ5 , 10ˆ−5 , 10ˆ5 ] )
l i n e ( [ omega n ( d3 ) , omega n ( d3 ) ] , [ 10ˆ −15 ,10ˆ5 ] )
t ex t (1∗ omega n ( d3 ) , 10ˆ−16 , s t r c a t ( ’ \omega ’ , s p r i n t f ( ’%d ’ , d3 ) ) )
;
g r i d on
hold on
end
hold o f f
end
hold o f f
%% Print a l l f i g u r e s to time−stamped f o l d e r c a l l e d ”PLOTS”
%Change to d i r e c t o r y f o r sav ing p l o t s
fo ldername = s t r c a t ( ’ p l o t s \ ’ , d a t e s t r (now , 30) )
mkdir ( s t r c a t ( d ir , subdir , subsubdir , fo ldername ) ) ;
cd ( s t r c a t ( d ir , subdir , subsubdir , fo ldername ) ) ;
f o r f = 1 :3
f i g u r e ( f )
f i l ename = s t r c a t ( ’ f i g ’ , s p r i n t f ( ’%d ’ , f ) ) ;
p r i n t ( f , ’−pa in t e r s ’ , ’−dpng ’ , ’−r600 ’ , f i l ename )
end
pngname=s p r i n t f ( ’ 9DOFCOUPLED 1−3 ’ ) ;
p r i n t ( ’−f 1 ’ , ’−dpng ’ , ’−r500 ’ , pngname)
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pngname=s p r i n t f ( ’ 9DOFCOUPLED 4−6 ’ ) ;
p r i n t ( ’−f 2 ’ , ’−dpng ’ , ’−r500 ’ , pngname)
pngname=s p r i n t f ( ’ 9DOFCOUPLED 7−9 ’ ) ;
p r i n t ( ’−f 3 ’ , ’−dpng ’ , ’−r500 ’ , pngname)
%
Appendix D
MATLAB Script for 27-DOF Model
c l e a r
c l o s e a l l
c l c
%% LOGISTICS
%Spec i f y d i r e c t o r y to which M− f i l e and subsequent p l o t s w i l l save
d i r = ’C:\ Users \Nate\Documents\newschool \1000 docs \1200 c l a s s e s \ ’ ;
subd i r = ’ Thes i s \The s i s F ina l s \10 Model Bui ld ing \ ’ ;
subsubdir = ’ 27DOF Coupled\ ’ ;
cd ( s t r c a t ( d ir , subdir , subsubdir ) ) ;
c o l o r s =[ ’ c ’ , ’ k ’ , ’ b ’ , ’ c ’ , ’ b ’ , ’ c ’ , ’ b ’ , ’ c ’ , ’ b ’ , ’ c ’ , ’ b ’ , ’ c ’ , ’ b ’ , ’ c ’ , . . .
’ b ’ , ’ c ’ , ’ b ’ , ’ c ’ , ’ b ’ , ’ c ’ , ’ b ’ , ’ c ’ , ’ b ’ , ’ c ’ , ’ b ’ , ’ c ’ , ’ b ’ , ’ c ’ , . . .
’ b ’ , ’ c ’ , ’ b ’ , ’ c ’ , ’ b ’ , ’ c ’ , ’ b ’ , ’ c ’ , ’ b ’ , ’ c ’ , ’ b ’ , ’ c ’ , ’ b ’ , ’ c ’ , . . .
’ b ’ , ’ c ’ , ’ b ’ , ’ c ’ , ’ b ’ , ’ c ’ , ’ b ’ , ’ c ’ , ’ b ’ , ’ c ’ , ’ b ’ , ’ c ’ , ’ b ’ , ’ c ’ ] ;
s=0;
%Recover s c r e en s i z e
s c r s z = get (0 , ’ Sc r e enS i z e ’ ) ;
%Create 27 f i g u r e s with which to p l o t 27 DOFs
f o r f i g z = 1:10
f i g u r e ( ’ Po s i t i on ’ , [ 5 5 s c r s z (3 ) ∗ . 995 s c r s z (4 ) ∗ . 9 ] )
end
%Create switch f o r f i g u r e p l o t t i n g
f i g sw i t c h = 1 ;
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%Set log−l og p l o t axes
xmin = 20 ;
xmax = 1000000;
ymin = .00001 ;
ymax = 25 ;
%Set log−l og p l o t axes
% xmin = 20 ;
% xmax = 2000 ;
%
% ymin = 10ˆ−2;
% ymax = 40 ;
%Create S a t e l l i t e S t ru c tu ra l Matrix
L = c e l l (10 ,10 ,10) ;
%% INITIALIZE ALL MATRICES USED IN SCRIPT
M = zero s (27) ;
K = ze ro s (27) ;
C = ze ro s (27) ;
F 1 = ze ro s (27 , 1) ; %Forcing through dampers
F 2 = ze ro s (27 , 1) ; %Forcing through sp r i ng s
%% SPRING CONSTANT CALCULATION BASED ON AREA AND LENGTH OF CUBES
% cubewidth = . 1 ; %m
% cubelength = . 1 ; %m
% wa l l t h i c kn e s s = . 1 2 5∗ . 0 2 5 4 ; %inche s ∗ . 0254 m/ inch
%
% AA = 4∗ cubewidth∗wa l l t h i c kn e s s ; %mˆ2
% l = cubewidth ; %m
% E = 69∗10ˆ9; %N/mˆ2
%
%
% %Set va lue s f o r mass , s p r i ng s
% m = 1 ; %ki logram
% k s = AA∗E/ l ; %N/m
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%% SPRING CONSTANT CALCULATION BASED ON AREA AND LENGTH OF SPACERS
spacerwidth = . 0 1 ; %m
space r l eng th = . 0 1 ; %m
space r th i ck = . 0 1 ; %m
AA = 4∗ spacerwidth ∗ space r l eng th ; %mˆ2
l = spac e r th i ck ; %m
E = 69∗10ˆ9; %N/mˆ2
%Set va lue s f o r mass , s p r i ng s
m = 1 . 2 ; %ki logram
k s = AA∗E/ l ; %N/m
%% SATELLITE STRUCTURAL MATRIX: MASSES AND SPRINGS
%Create s a t e l l i t e s t r u c t u r a l matrix as a 10x10x10 c e l l array with mass
%va lue s in each o f the [ 3 , 5 , 7 ] x [ 3 , 5 , 7 ] p o s i t i o n s and 2x1 column vec to r s
%[<damping c o e f f i c i e n t >; < s t i f f n e s s c o e f f i c i e n t >] in o f f−d iagona l
%po s i t i o n s with in the matrix ( i . e . , any odd−even index such as 323 or
454
%w i l l c a l l a damper or sp r ing c o e f f i c i e n t ) .
%Spr ings
f o r x = [ 2 , 4 , 6 , 8 ]
f o r y = [ 3 , 5 , 7 ]
f o r z = [ 3 , 5 , 7 ]
L{x , y , z } (2) = k s ;
end
end
end
f o r x = [ 3 , 5 , 7 ]
f o r y = [ 2 , 4 , 6 , 8 ]
f o r z = [ 3 , 5 , 7 ]
L{x , y , z } (2) = k s ;
end
end
end
f o r x = [ 3 , 5 , 7 ]
f o r y = [ 3 , 5 , 7 ]
f o r z = [ 2 , 4 , 6 , 8 ]
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L{x , y , z } (2) = k s ;
end
end
end
%Masses
f o r x = [ 3 , 5 , 7 ]
f o r y = [ 3 , 5 , 7 ]
f o r z = [ 3 , 5 , 7 ]
L{x , y , z} = m;
end
end
end
%% TEST MODULE
%For i n s e r t i n g a d i f f e r e n t mass s i z e at any po int in the s a t e l l i t e
%s t r u c t u r a l matrix .
% i i = 5 ;
% j j = 5 ;
% kk = 3 ;
%
% L{ i i , j j , kk} = 500 ;
% te s t ed = 4.5∗ i i + 1 .5∗ j j + 0 .5∗ kk − 1 8 . 5 ;
% s t r c a t ( ’The DOF being t e s t ed i s : ’ , s p r i n t f ( ’%d ’ , t e s t ed ) )
%% INSERT CUSTOM PROPERTIES: 3U CUBE IN CENTER OF SATELLITE
%Simulates r i g i d i t y in cente r 3U s t ru c tu r e by s e t t i n g a l l v e r t i c a l l y
%or i en t ed i n t e r n a l va lue s o f sp r ing constant to very l a r g e numbers
%approaching i n f i n i t y .
f o r v = [ 4 , 6 ]
L{3 ,3 , v } (2) = 100∗ k s ;
end
%Notes : no s i g n i f i c a n t s h i f t towards lower f r e qu en c i e s .
%% INSERT CUSTOM PROPERTIES: ALL 3U CUBES
% fo r x = [ 3 , 5 , 7 ]
% f o r y = [ 3 , 5 , 7 ]
% f o r v = [ 4 , 6 ]
% L{x , y , v } (2) = 100000∗ k s ;
% end
% end
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% end
%Notes : no s i g n i f i c a n t s h i f t towards lower f r e qu en c i e s .
%% INSERT CUSTOM PROPERTIES: SIMULATE DRUMHEADING BY LOWERING SPRINGS IN
%% CENTERMOST CUBES (TOP AND BOTTOM)
beta = . 1 1 ;
L{5 ,5 ,2} (2 ) = beta ∗5∗10ˆ6;
L{5 ,5 ,8} (8 ) = beta ∗2∗10ˆ6;
%NOTES: Su c c e s s f u l l y lowers lowest natura l f requency
%% INSERT CUSTOM PROPERTIES: SIMULATE DRUMHEADING BY LOWERING SPRINGS IN
%% PERIPHERAL TOP CUBES
f o r x = [ 3 , 7 ]
f o r y = [ 5 ]
f o r v = [ 2 , 8 ]
L{x , y , v } (2) = beta ∗2∗10ˆ7;
end
end
end
f o r x = [ 5 ]
f o r y = [ 3 , 7 ]
f o r v = [ 2 , 8 ]
L{x , y , v } (2) = beta ∗2∗10ˆ7;
end
end
end
f o r x = [ 3 , 7 ]
f o r y = [ 3 , 7 ]
f o r v = [ 2 , 8 ]
L{x , y , v } (2) = beta ∗1∗10ˆ7;
end
end
end
%NOTES: Su c c e s s f u l l y lowers lowest natura l f requency and othe r s f o l l ow
%% INSERT CUSTOM PROPERTIES: TEST TO SEE IF LOWERING SPRING UNDER DOF #1
%DOES WHAT IT SHOULD
% L{3 ,3 ,4} (2 ) = .05∗ k s ;
% L{3 ,3 ,2} (2 ) = L{3 ,3 ,4} (2 ) ;
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%% INSERT CUSTOM PROPERTIES: LOWER SPRING EXTERIOR LATERAL SPRING
CONSTANTS
% fo r x = [ 2 , 8 ]
% f o r y = [ 2 , 8 ]
% f o r v = [ 3 , 5 , 7 ]
% L{x , y , v } (2) = k s ;
% end
% end
% end
%% INSERT STRUCTURE PROPERTIES: 3U CUBES AS IN DRAPER TEST CONFIG
fu s e = 10ˆ7 ;
% f o r v = [ 4 , 6 ]
% L{3 ,3 , v} = fus e ∗L{3 ,3 , v } ;
% L{5 ,5 , v} = fus e ∗L{5 ,5 , v } ;
% L{7 ,7 , v} = fus e ∗L{7 ,7 , v } ;
% end
%% INSERT STRUCTURE PROPERTIES: 2U CUBES AS IN DRAPER TEST CONFIG
% L{3 ,5 ,6} = fus e ∗L{3 ,5 , 6} ;
% L{4 ,7 ,7} = fus e ∗L{4 ,7 , 7} ;
% L{3 ,7 ,4} = fus e ∗L{3 ,7 , 4} ;
% L{5 ,3 ,4} = fus e ∗L{5 ,3 , 4} ;
% L{6 ,3 ,7} = fus e ∗L{6 ,3 , 7} ;
%% BUILD MASS AND SPRING MATRICES
f o r I = [ 3 , 5 , 7 ]
f o r J = [ 3 , 5 , 7 ]
f o r k = [ 3 , 5 , 7 ]
%Row # i s g iven by
r = 4.5∗ I + 1 .5∗ J + 0.5∗ k − 1 8 . 5 ;
%Populate mass matrix :
M ( r , r ) = L{ I , J , k } ;
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%Coe f f i c i e n t va lue s :
E = (L{ I , J , k+1}(2)+L{ I , J , k−1}(2) ) ;
F1 =−L{ I , J , k+1}(2) ;
F2 = −L{ I , J , k−1}(2) ;
%Co e f f i c i e n t i n d i c e s in rth row :
%The c o e f f i c i e n t PE
PE = 4.5∗ I + 1 .5∗ J + 0.5∗ k − 1 8 . 5 ;
K( r , PE) = K( r , PE) + E; %E w i l l never be ”out o f bounds”
PF1 = 4.5∗ I + 1 .5∗ J + 0 . 5∗ ( k+2) − 1 8 . 5 ;
i f k == 7
F 2 ( r , 1) = F 2 ( r , 1) − F1 ;
e l s e K( r , PF1) = K( r , PF1)+ F1 ;
end
PF2 = 4.5∗ I + 1 .5∗ J + 0 . 5∗ ( k−2) − 1 8 . 5 ;
i f k == 3
F 2 ( r , 1) = F 2 ( r , 1) − F2 ;
e l s e K( r , PF2) = K( r , PF2) + F2 ;
end
end
end
end
%%
%%
%% KNOBS AND BUTTONS
f o r c e s c a l e = 1 ; %s c a l e s magnitude o f p l o t
s i g n a l = f a l s e ; %f a l s e turns o f f constant a c c e l e r a t i o n damping
e p s i l o n c = . 1 ;
e p s i l o n k = . 1 ;
eps i lon m = . 1 ;
%%
%%
%% ADD NOISE TO THE SPRING MATRIX
f o r u = 1:27
f o r v = 1:27
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K(u , v ) = K(u , v ) ∗(1 + ep s i l o n k ∗( rand (1 ) −.5) ) ;
end
end
%% ADD NOISE TO THE MASS MATRIX
f o r u = 1:27
f o r v = 1:27
M(u , v ) = M(u , v ) ∗(1 + eps i lon m ∗( rand (1 ) −.5) ) ;
end
end
%% UNDAMPED SYSTEM
%Find e i g enva lu e s and e i g env e c t o r s f o r system
[ Phi , Omega ] = e i g (K, M) ;
%Recover a l l system natura l f r e qu en c i e s
omega n = sq r t ( diag (Omega) ) ;
omega n sorted = so r t ( omega n ) ;
%Set damping va lue s ranging from undamped to l i g h t l y damped
z e t a i = 0 ;
z e t a f = . 3 ;
%Def ine r eg i on o f i n t e r e s t at lowest natura l f requency − i . e . , the
lowest
%natura l f requency o f the s a t e l l i t e d i s p l a y s a very sharp peak at around
%590 Hz , and i n d i c a t e s that damping va lues should be s e t to r e f l e c t
l i g h t
%damping around the lowest natura l f requency (min ( omega n ) )
c i = 2∗ z e t a i ∗min( omega n ) ∗min( diag (M) ) ;
c f = 2∗ z e t a f ∗min( omega n ) ∗min( diag (M) ) ;
r e s = 11 ;
i n t e r v a l = ( c f − c i ) / r e s +1; %+1 i s a t r i c k to make sure the l a s t
p l o t
%comes out dark blue . . . based on c o l o r
” s ”
f o r c = c i : i n t e r v a l : c f ; %Begin damping for−loop
f o r x = [ 2 , 4 , 6 , 8 ]
f o r y = [ 3 , 5 , 7 ]
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f o r z = [ 3 , 5 , 7 ]
L{x , y , z } (1) = c ;
end
end
end
f o r x = [ 3 , 5 , 7 ]
f o r y = [ 2 , 4 , 6 , 8 ]
f o r z = [ 3 , 5 , 7 ]
L{x , y , z } (1) = c ;
end
end
end
f o r x = [ 3 , 5 , 7 ]
f o r y = [ 3 , 5 , 7 ]
f o r z = [ 2 , 4 , 6 , 8 ]
L{x , y , z } (1) = c ;
end
end
end
%% INSERT CUSTOM PROPERTIES: TURN OFF TOP AND BOTTOM CORNER DAMPING
fo r x = [ 3 , 7 ]
f o r y = [ 3 , 7 ]
f o r v = [ 2 , 8 ]
L{x , y , v } (1) = 0 ;
end
end
end
%% INSERT CUSTOM PROPERTIES: TURN OFF ONE OF TWO REMAINING DAMPERS THAT
%% ATTACH TO CORNERMOST CUBES
f o r x = [ 2 , 8 ]
f o r y = [ 3 , 7 ]
f o r v = [ 3 , 7 ]
L{x , y , v } (1) = 0 ;
end
end
end
%% INSERT CUSTOM PROPERTIES: INTERIOR DAMPING SOME PROPORTION OF
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EXTERIOR
%% DAMPING
%Sca l i ng f a c t o r :
alpha = 1 ;
f o r x = [ 4 , 6 ]
f o r y = [ 4 , 6 ]
f o r v = [ 3 , 5 , 7 ]
L{x , y , v } (1) = alpha ∗c ;
end
end
end
% Notes : May help to i s o l a t e cubestack as s i n g l e mass
%% DRIVE CUBE 5 ,5 ,8 WITH LARGE DAMPING
%Sca l i ng f a c t o r :
alpha = 1 ;
% f o r x = [ 5 ]
% f o r y = [ 5 ]
% f o r v = [ 8 ]
% L{x , y , v } (1) = alpha ∗c ;
% end
% end
% end
% Notes : May help to i s o l a t e cubestack as s i n g l e mass
%% BUILD DAMPING MATRIX
f o r I = [ 3 , 5 , 7 ]
f o r J = [ 3 , 5 , 7 ]
f o r k = [ 3 , 5 , 7 ]
%Row # i s g iven by
r = 4.5∗ I + 1 .5∗ J + 0.5∗ k − 1 8 . 5 ;
%Co e f f i c i e n t va lue s :
A = (L{ I+1,J , k } (1) + L{ I−1,J , k } (1) . . .
+L{ I , J+1,k } (1) + L{ I , J−1,k } (1) . . .
+L{ I , J , k+1}(1) + L{ I , J , k−1}(1) ) ;
125
B1 = −L{ I+1,J , k } (1) ;
B2 = −L{ I−1,J , k } (1) ;
C1 = −L{ I , J+1,k } (1) ;
C2 = −L{ I , J−1,k } (1) ;
D1 = −L{ I , J+1,k } (1) ;
D2 = −L{ I , J−1,k } (1) ;
%Co e f f i c i e n t i n d i c e s in rth row :
PA = 4.5∗ I + 1 .5∗ J + 0.5∗ k − 1 8 . 5 ;
C( r , PA) = C( r , PA) + A;
PB1 = 4 .5∗ ( I+2) + 1.5∗ J + 0.5∗ k − 1 8 . 5 ;
i f I==7
F 1 ( r , 1) = F 1 ( r , 1) − B1 ;
e l s e
C( r , PB1) = C( r , PB1) + B1 ;
end
PB2 = 4 .5∗ ( I−2) + 1.5∗ J + 0.5∗ k − 1 8 . 5 ;
i f I == 3
F 1 ( r , 1) = F 1 ( r , 1) − B2 ;
e l s e
C( r , PB2) = C( r , PB2) + B2 ;
end
PC1 = 4.5∗ I + 1 . 5∗ ( J+2) + 0.5∗ k − 1 8 . 5 ;
i f J == 7
F 1 ( r , 1) = F 1 ( r , 1) − C1 ;
e l s e
C( r , PC1) = C( r , PC1) + C1 ;
end
PC2 = 4.5∗ I + 1 . 5∗ ( J−2) + 0.5∗ k − 1 8 . 5 ;
i f J == 3
F 1 ( r , 1) = F 1 ( r , 1) − C2 ;
e l s e
C( r , PC2) = C( r , PC2) + C2 ;
end
PD1 = 4.5∗ I + 1 .5∗ J + 0 . 5∗ ( k+2) − 1 8 . 5 ;
i f k == 7
F 1 ( r , 1) = F 1 ( r , 1) − D1 ;
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e l s e
C( r , PD1) = C( r , PD1) + D1 ;
end
PD2 = 4.5∗ I + 1 .5∗ J + 0 . 5∗ ( k−2) − 1 8 . 5 ;
i f k == 3
F 1 ( r , 1) = F 1 ( r , 1) − D2 ;
e l s e
C( r , PD2) = C( r , PD2) + D2 ;
end
end
end
end
%% ADD NOISE TO THE DAMPING MATRIX
f o r u = 1:27
f o r v = 1:27
C(u , v ) = C(u , v ) ∗(1 + ep s i l o n c ∗( rand (1 ) −.5) ) ;
end
end
%% DAMPED SYSTEM
%Set up frequency range o f i n t e r e s t f o r p l o t t i n g
omega = l i n s p a c e (1 ,10ˆ6 ,9000) ;
%I n i t i a l i z e complex response vec to r
X p = ze ro s (27 ,5000) ;
%A ” f o r”− loop to cons t ruc t the vec to r o f magnitude response f o r the
range
%of f r e qu en c i e s s p e c i f i e d . Note that the f o r c i n g func t i on i s dependent
%on frequency .
i f s i g n a l
f o r l = 1 : l ength ( omega )
X p ( : , l ) = inv(−omega ( l ) ˆ2∗M + 1 i ∗omega ( l ) ∗C + K) ∗ . . .
0 . 2 5 ∗ . . .
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( F 1∗omega ( l )ˆ−1 + F 2∗omega ( l ) ˆ−2)∗ f o r c e s c a l e ;
end
e l s e
f o r l = 1 : l ength ( omega )
X p ( : , l ) = inv(−omega ( l ) ˆ2∗M + 1 i ∗omega ( l ) ∗C + K) ∗ . . .
0 . 2 5 ∗ . . .
omega ( l ) ˆ2∗( F 1∗omega ( l )ˆ−1 + F 2∗omega ( l ) ˆ−2)∗ f o r c e s c a l e ;
end
end
%Increment the c o l o r counter ” s ” f o r t h i s p l o t ( cor re spond ing to cur rent
%looped value o f damping r a t i o zeta
s = s + 1 ;
%Var iab le d1 f o r increment ing DOF a f t e r each p lo t
d1 = 0 ;
f o r f i g 2 = 1 :9
f o r p lo t2 = 1 :3
f i g u r e ( f i g 2 ) %Begin f i g u r e f o r each degree o f freedom
%Increment to next DOF and p lo t
d1 = d1 + 1 ;
subplot (3 , 1 , p l o t2 )
l o g l o g (omega , abs (X p(d1 , : ) ) , s p r i n t f ( c o l o r s ( s ) ) )
i f f i g sw i t c h %Block o f code to p r i n t f i r s t graph on
%f i g 1 0
f i g u r e (10)
subplot ( 2 , 1 , 1 )
l o g l o g (omega , abs (X p(d1 , : ) ) , s p r i n t f ( c o l o r s ( s ) )
)
f i g sw i t c h = 0 ; %f i g 1 0 only
end
ax i s ( [ xmin , xmax , ymin , ymax ] )
y l ab e l ( ’ Response (G n) ’ )
x l ab e l ( ’ Frequency (Hz) ’ )
g r id on
t i t l e ( s p r i n t f ( ’ x {%d} ’ , d1 ) )
hold on
end
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end
%Plot natura l f r e qu en c i e s as v e r t i c a l l i n e s on each f i g u r e
e1 = 0 ; %DOF Counter .
ten = 4 ;
f o r f i g 1 = 1 :9
f o r p lo t1 = 1 :3
f i g u r e ( f i g 1 )
subplot (3 , 1 , p l o t1 )
%Plot natura l f requency f o r lowest 5 DOF
f o r e1 = 1 :5
y l im = get ( gca , ’YLim ’ ) ;
l i n e ( r e a l ( omega n sorted ( e1 ) ) ∗ [ 1 1 ] , y l im , ’ Color ’ , ’ r ’ )
% hold on
% text (1 . 02∗ omega n sorted ( e1 ) , ten ∗10ˆ3 , . . .
% s t r c a t ( ’\ omega ’ , s p r i n t f ( ’%d ’ , e1 ) ) ) ;
hold on
ten = ten ˆ−1;
end
%Plot 0 .25G f o r c i n g magnitude f o r a l l omega
%l i n e ( [ xmin , xmax ] , [ . 2 5 ∗ 9 . 8 , . 2 5 ∗ 9 . 8 ] )
%Plot 10ˆ1 peak measure
%l i n e ( [ xmin , xmax ] , [ 1 0 , 1 0 ] , ’ Color ’ , ’ k ’ )
end
end
end % End damping for−loop
%% FIG10 : UNDAMPED SYSTEM RESPONSE WITH NAT. FREQ. AND PHASE ANGLE
f i g u r e (10)
t i t l e ( ’Undamped Response with Natural Frequenc ie s and Phase Angle ’ )
subplot ( 2 , 1 , 1 )
y l ab e l ( ’ Response (m/ s ˆ2) ’ )
x l ab e l ( ’ Frequency (Hz) ’ )
g r id o f f
f o r e1 = 1 : l ength ( omega n )
y l im = get ( gca , ’YLim ’ ) ;
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l i n e ( r e a l ( omega n ( e1 ) ) ∗ [ 1 1 ] , y l im , ’ Color ’ , ’ k ’ )
hold on
end
subplot ( 2 , 1 , 2 )
y l ab e l ( ’ Phase Angle ’ )
x l ab e l ( ’ Frequency (Hz) ’ )
semi logx (omega , ang le (X p(d1 , : ) ) )
ax i s ( [ xmin , xmax , −4, 4 ] )
hold o f f
%% Print a l l f i g u r e s to time−stamped f o l d e r c a l l e d ”PLOTS13”
%Change to d i r e c t o r y f o r sav ing p l o t s
fo ldername = s t r c a t ( ’ p l o t s15 \ ’ , d a t e s t r (now , 30) )
mkdir ( s t r c a t ( d ir , subdir , subsubdir , fo ldername ) ) ;
cd ( s t r c a t ( d ir , subdir , subsubdir , fo ldername ) ) ;
f o r f = 1 :10
f i g u r e ( f )
f i l ename = s t r c a t ( ’ f i g ’ , s p r i n t f ( ’%d ’ , f ) ) ;
p r i n t ( f , ’−pa in t e r s ’ , ’−dpng ’ , ’−r600 ’ , f i l ename )
end
cd ( s t r c a t ( d ir , subdir , subsubdir ) ) ; % Change back to home d i r e c t o r y
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