Abstract-We consider asymptotic capacities of bipartite unitary gates. We present a gate with exponentially larger entanglement capacity than the total communication capacity. The key tool in our proof, which may be of independent interest, is a communication-efficient protocol for testing whether a bipartite quantum state belongs to a short list of candidate states.
the forward communication capacity (from Alice to Bob) equals that from Bob to Alice. Also, both U and U † have the same entanglement capacity. The above special cases support a somewhat natural belief -the level of nonlocality of a gate is reflected roughly equally in each capacity -thus a gate that communicates much in the forward direction also does so in the backward direction, and a highly entangling gate can also disentangle or communicate a lot.
But such beliefs turn out to be false. Reference [6] finds a gate U that has entanglement capacity exponentially larger than that of U † , and has exponentially larger forward communication capacity than the backward one. In this paper, we demonstrate the remaining separation -an exponential one between entanglement capacity and communication capacity. Together with the results of [6] , this indicates that most unitary gate capacities of interest can vary nearly independently.
We now state our result more precisely. First we define some notations. Following [2] , define E(U ) to be the asymptotic rate of entanglement that can be generated using U ; that is, for any δ, > 0 and n large enough, n uses of U can generate n(E(U ) − δ) ebits with error ≤ . (One ebit is the amount of entanglement in one EPR pair
(|00 + |11 ).) Similarly C → (U ) is the rate at which U can communicate classical bits from Alice to Bob, and C ← (U ) the rate from Bob to Alice. If free entanglement is allowed (typically, but not necessarily, in the form of an arbitrary number of shared EPR pairs) then we denote the (entanglement-assisted) classical capacities by
Finally, let the bidirectional communication capacity C + (U ) be the maximum of C 1 + C 2 for all pairs (C 1 , C 2 ) such that U can asymptotically send C 1 bits from Alice to Bob and C 2 bits from Bob to Alice at the same time. Similarly we can define C E + (U ) by allowing unlimited entanglement. Note that max(C → (U ), C ← (U )) ≤ C + (U ) ≤ C ← (U ) + C → (U ) (and similarly for the entanglement assisted capacities).
Since any protocol for sending classical information using a unitary gate can also be used to generate at least as much entanglement [2] , we have that E(U ) ≥ C + (U ). Before this paper, it was unknown whether this inequality was ever tight. Our main result is an example of a gate U for which the entanglement capacity E(U ) is exponentially larger than C E + (U ) (which in turn is at least as large as any of the other communication capacities).
The proof is obtained by demonstrating a simulation of the gate that uses only static resources (i.e. shared entangled states) and a small amount of communication. A key tool is a new communication-efficient protocol for nonlocal state identification, which we define to be the problem of testing whether a state shared by Alice and Bob equals a particular state or not.
II. THE GATE U For our gate U , A and B each have d+1 dimensions (or equivalently, n = log(d+1) qubits) and a basis given by
In other words, U swaps |00 with |Φ and leaves the rest of the space (i.e. the support of Q) unchanged. Note that U = U † . By construction, U can certainly create or remove log d ≈ n ebits. However, since it leaves most of the space unchanged, it does not appear to be very useful for communication. We formalize this intuition with:
Theorem 1: For any c > 2 and for all n sufficiently large, C E → (U ) ≤ 2c log n. Here U is implicitly parameterized by n. We will prove Thm. 1 in the next section. Since U is symmetric with respect to the two inputs, the same bound applies to C E ← (U ) and so C E + (U ) ≤ 4c log n. Together with the lower bound on the entanglement capacity, we have
for sufficiently large n. Thus the entanglement capacity is exponentially larger than C E + (U ), which is the most generous measure of communication capacity.
III. UPPER BOUNDS OF CAPACITIES VIA GATE SIMULATION
Our proof consists of (1) a simulation protocol W that uses static resources and some communication to approximate U and (2) a continuity bound that tells us how accurate W has to be if the capacities of U and W are to differ by no more than a vanishing function of n. (3) The heart of W is an approximate nonlocal state identification protocol M a whose accuracy increases with the amount of communication available.
Together, the continuity bound translates to an asymptotic sufficiency of ≈ 4 log n qubits of communication in W (each way), which provides an upper bound for the capacity of W and also of U .
A. The simulation protocol W
|Φ − |00 . Note that U has only 1 nontrivial eigenvalue, −1, and the corresponding eigenvector is |φ − . Let M i be the ideal coherent measurement that maps |φ − |0 → |φ − |0 and |φ |0 → |φ |1 for all φ|φ − = 0. M i is a 2-outcome measurement with POVM elements 2) Applies M a . The outcome 0/1 is stored in a qubit C in Bob's possession (WLOG). We will prove later that M a differs from M i in the diamond norm [7] by no more than O(m −1/2 ) using the catalyst |φ − ⊗m−1 and log(m) qubits of (forward) communication.
3) The gate Diag(−1, 1) is applied to C, so that |0 is mapped to −|0 and |1 mapped to |1 . 4) Reverse M a in step 1, so as to coherently erase the outcome in C. This step requires log(m) + 1 qubits of (backward) communication. 5) Discards the ancillas and system C.
Steps 1-4 defines an isometry, V , with a growing output size of mn qubits.
Step 5 equalizes the input/output dimensions of U and W .
Since V uses only 2 log(m) qubits of forward communication, it must have
The protocol W is not unitary, but the capacity C E → (W ) of noisy bidirectional quantum channels was studied in [8] , which gave a simple formula:
Here A, B are the registers acted on by W , A , B are ancillas of arbitrary dimension, X is a classical register, I(X; Y ) = H(X)+H(Y )−H(XY ) is the quantum mutual information of the state given by the subscript. H(R) = H(σ) = −trσ log σ is the von Neumann entropy for the reduced density matrix σ on the system R. When one of the registers X is classical, the state on XY represents an ensemble of quantum states on Y labeled by basis states of X, and the quantum mutual information is the Holevo information [9] . Eq. (1) can be interpreted to mean that C E → (W ) equals the largest singleshot increase in mutual information possible when applying W to any ensemble of bipartite states. Together with the fact that mutual information is nonincreasing when we trace out a subsystem, this implies that step (4) cannot increase the capacity, and
Note that if M a = M i , W = U . Thus, to upper bound the communication capacity of U , we need to express the difference in the capacities of two bipartite quantum operations in terms of their difference.
B. Continuity bound
For a superoperator S, let S := max ψ≥0,trψ=1 (I ⊗ S(ψ) 1 denote the diamond-norm of S. We have the following continuity bound:
where H 2 is the binary entropy function.
Proof outline: Due to Eq. (1), the bound is essentially a continuity result for quantum mutual information. The crucial challenge is the lack of dimensional bounds on the ancillary systems A B , so that Fannes inequality [10] does not provide the needed continuity result. The above Lemma is proved in Lemma 1 of [6] which uses a result by Fannes and Alicki [11] that generalizes Fannes inequality [10] to conditional entropy. This generalized inequality provides an upper bound that is independent of the size of the conditioned system. The proximity of the state evaluated is ensured by the small distance between the TCP maps in diamond norm (which includes the ancillas).
We note that Lemma 1 in [6] is stated for isometric N 1 and N 2 but the proof there only uses Eq. (1), which was shown by [8] to hold for general noisy bidirectional channels. This establishes our Lemma for arbitrary operations N 1 , N 2 .
C. Procedure for nonlocal state identification M a
We start with an informal description of the task, ignoring locality constraints. Suppose we want to know whether or not an unknown incoming state |β is equal to some other state |α , and we have possession of m−1 copies of |α . One method is to project |α ⊗m−1 |β onto the symmetric subspace of ( 
, and this simulates the measurement with operators {|α α|, I − |α α|} up to error at most 1/m.
Observe that instead of π ranging over all m! permutations, it would suffice to take only the m cyclic permutations. For the bipartite setting, this will allow us to save dramatically on communication.
We now describe the bipartite protocol and derive a careful bound on the accuracy.
Let |s = 
where R is a reference system that may be entangled with the incoming systems AB, α ⊥ |α AB = 0, and |a 0 , |a 1 are unit vectors that are not necessarily orthogonal to one another. This is the most general initial state. Evolving |φ according to M a gives a final state |fin = √ p |a 0 |α ⊗m |s |0 + 1−p |a 1 |α ⊥ |α ⊗m−1 |s |1 + |err
|0 −|1 . The first two terms in |fin is precisely the state |cor obtained by applying M i to |φ . The last term |err represents the deviation. The derivation is routine and is included in the appendix. When calculating | cor|err |, only terms with j = j contribute to the inner product. There are m such terms, all being the same, giving the bound | cor|err | ≤ √ 1−p √ m and matching precisely the probability of failure given by the informal argument. It also
. We are now ready to apply the well known relation
Before returning to the proof of Thm. 1, note that the nonlocal state identification protocol generalizes straightforwardly to more than two remote parties (say, k). One way to do this is for one party to create |s which is then circulated among all parties and back. Another way is to have the k parties sharing |s = 
2−c + 13.5n
where each term is bounded by the corresponding term in the subsequent line (and H 2 (x) ≤ 2 √ x). It follows that the total communication capacity, even when assisted by free entanglement, is asymptotically upper bounded by 4c log n.
E. A more efficient simulation
We design W to use the nonlocal measurement M a twice as subroutines to simplify the explanation and analysis. But we can instead insert a few steps (labeled by *) into one execution of M a to simulate U , and call this protocol W : 
IV. DISCUSSION
Our simulation procedure allows us to simulate any bipartite gate with r non-trivial eigenvalues using O(r log(r/ )) qubits of communication. This is accomplished by testing the state held by Alice and Bob sequentially against each of the r corresponding eigenvectors. Each individual test needs to have error /r so that the total error can be bounded by . For gates on d×d-dimensional systems the resulting gate simulation is more efficient than the trivial O(log d)-cost simulation whenever r d 2 / log d. This suggests that our simulation procedure may be near optimal unless we make more assumptions about the gate to be simulated.
Our nonlocal state identification protocol generalizes to k parties as long as they form a connected set under the available communication structure.
Regarding unitary gate capacities, we have shown that C E + (U ) can scale like the logarithm of E(U ). However, it is unknown how much further this result could be improved. For our example, it is possible that C E + (U ) can be upper-bounded by a constant even as n → ∞. Moreover, it is possible that even stronger separations are possible. Bound 1 of [2] implies that C E + (U ) > 0 whenever E(U ) > 0, but even for fixed dimension no nonzero lower bound on C E + (U ) is known. The difficulty is that the proof in [2] relates C E + (U ) to the amount of entanglement which one use of U can be create from unentangled inputs. This quantity can be arbitrarily smaller than E(U ) even for fixed dimensions.
