Inexact Interior-Point Methods for Large Scale Linear and Convex Quadratic Semidefinite Programming by LI LU
INEXACT INTERIOR-POINT METHODS






FOR THE DEGREE OF DOCTOR OF PHILOSOPHY
DEPARTMENT OF MATHEMATICS






I would like to express my heartfelt gratitude to my advisor Professor Toh Kim-
Chuan, for his invaluable guidance and expertise in optimization, his utmost sup-
port and encouragement throughout the past five years. Without him, this thesis
would never have been possible. The way of conducting scientific research, the
opening posture towards new ideas and the attitude on teaching that I learned
from him would be a lifelong treasure.
I would like to express my sincere thanks to Professor Zhao Gongyun for his in-
struction on game theory and numerical optimization, which are the first and the
last modules I took during my study in NUS. I sincerely thank him for sharing
with me his wisdom and experience in the field of numerical computation and
optimization theory.
I am also indebted to Professor Sun Defeng for his continuous effort on conduct-
ing weekly optimization seminars in Department of Mathematics, NUS. His broad
knowledge and enthusiasm on optimization have helped me tremendously in ex-
ploring various topics.
I am also thankful to Dr. Liu Yongjin, Dr. Yun Sangwoon and Dr. Zhao Xinyuan
v
vi Acknowledgements
for their helpful and constructive discussions in many topics related to my thesis.
This acknowledgement will remain incomplete without expressing my gratitude to
my fellow colleagues and friends at NUS, where many happy memories I will carry
from.
My thanks also goes out to National University of Singapore and Department of





List of Tables xiii
Notation xvi
1 Introduction 1
1.1 The bottleneck of interior-point methods . . . . . . . . . . . . . . . 2
1.2 Organization of the thesis . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Convex quadratic SDP . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Sparse covariance selection . . . . . . . . . . . . . . . . . . . . . . . 10
1.5 Dual-scaling interior-point methods . . . . . . . . . . . . . . . . . . 16
2 Symmetric cones and Euclidean Jordan Algebras 19
vii
viii Contents
3 Polynomial-time inexact interior-point methods for convex quadrat-
ic programming over symmetric cones 29
3.1 Convex quadratic symmetric cone programming . . . . . . . . . . . 30
3.2 An infeasible central path and its neighborhood . . . . . . . . . . . 33
3.3 An inexact infeasible interior-point algorithm . . . . . . . . . . . . . 38
3.4 Proof of Lemma 3.7 . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4 Inexact primal-dual path-following methods for l1-regularized log-
determinant semidefinite programming problem 57
4.1 A customized inexact primal-dual interior-point method . . . . . . . 58
4.2 Preconditioners . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.3 Computation of search direction for the special case (1.8) . . . . . . 66
4.3.1 Computing (∆x,∆y) first . . . . . . . . . . . . . . . . . . . 67
4.3.2 Computing (∆y,∆u) first . . . . . . . . . . . . . . . . . . . 69
4.4 Numerical Experiment . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.4.1 Synthetic Examples . . . . . . . . . . . . . . . . . . . . . . . 72
4.4.2 Real world examples . . . . . . . . . . . . . . . . . . . . . . 78
5 An inexact dual-scaling interior-point method for linear program-
ming problems over symmetric cones 83
5.1 An inexact dual-scaling interior point algorithm . . . . . . . . . . . 84
5.1.1 Inexact search directions . . . . . . . . . . . . . . . . . . . . 87
5.2 Verification of the admissible condition (5.13b) . . . . . . . . . . . . 95
5.3 A practical inexact-direction dual-scaling algorithm . . . . . . . . . 98
5.4 Numerical experiments . . . . . . . . . . . . . . . . . . . . . . . . . 103





Interior-point methods have been intensively studied during the last few decades.
In theory, interior-point methods can solve a wide range of convex programming
problems to high accuracy in polynomial time. In practice, the difficulty faced by
interior-point methods is to compute the search direction from a linear system in
each iteration. Classical interior-point methods use a direct solver such as Cholesky
factorization to store and solve the linear system. Thus only small to medium scale
problems are solvable due to limited computer memory and processing speed. A
well-known alternative approach is the inexact interior-point method. As the name
suggests, this method applies iterative solvers to the linear system to avoid storing
and manipulating the large coefficient matrix explicitly. Its consequence is that
the search direction in each iteration becomes inexact because the linear system is
only solved approximately.
To ensure that the inexact search directions do not jeopardize the polynomial
convergence of the interior-point algorithm, the effect of the inexactness needs
to be carefully reviewed and controlled. In this thesis, we developed an inexact
primal-dual path-following interior-point method for convex quadratic symmetric
xi
xii Summary
cone programming problems and an inexact dual-scaling interior-point method
for linear symmetric cone programming problems. Admissible conditions on the
inexactness are thoroughly discussed and polynomial convergence is established.
The motivation for studying inexact interior-point methods is to obtain high perfor-
mance in numerical experiments. However, a naive implementation of the iterative
solvers may not lead to better performance. The real bottleneck of inexact interior-
point methods is to construct efficient preconditioners for the iterative solvers since
the linear system in each iteration is generally ill-conditioned. The construction of
preconditioners is heavily dependent on the particular structure of each problem
class. As an example, we proposed a customized inexact primal-dual interior-point
algorithm with specialized preconditioners for solving log-determinant semidefinite
programming problems with l1-regularization. Extensive numerical experiments on
covariance selection problems demonstrate that our customized inexact interior-
point methods are efficient and robust in solving covariance selection problems,
outperforming many existing algorithms.
List of Tables
4.1 Comparison of the IIPM and ANS methods in solving the problems
(1.6) and (1.7) with the data matrix Σ̂ generated from Example
1. The regularization parameter ρ is set to ρ = 5/p for all the
problems. The numbers in each parenthesis are the average number
of MINRES steps taken in each iteration, LossQ, LossE, Specificity
and Sensitivity, respectively. . . . . . . . . . . . . . . . . . . . . . 73
4.2 Comparison of the IIPM and ANS methods in solving the problem
(1.6) with the data matrix Σ̂ generated from Example 2. The reg-
ularization parameter ρ is set to ρ = 0.1 for all the problems. The
numbers in each parenthesis are the average number of MINRES
steps taken in each iteration, LossQ, LossE, Specificity and Sensitiv-
ity, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
xiii
xiv List of Tables
4.2 Comparison of the IIPM and ANS methods in solving the problem
(1.6) with the data matrix Σ̂ generated from Example 2. The reg-
ularization parameter ρ is set to ρ = 0.1 for all the problems. The
numbers in each parenthesis are the average number of MINRES
steps taken in each iteration, LossQ, LossE, Specificity and Sensitiv-
ity, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.3 Comparison of the IIPM and ANS methods in solving the problem
(1.7) with the data matrix Σ̂ generated from Example 2. The reg-
ularization parameter ρ is set to ρ = 0.1 for all the problems. The
numbers in each parenthesis are the average number of MINRES
steps taken in each iteration, LossQ, LossE, Specificity and Sensitiv-
ity, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.4 Comparison of the IIPM and ANS methods on the problem (1.6)
using gene data sets. The number in parenthesis is the average
number of MINRES steps taken in each iteration. In the table, r is
the rank of Σ̂. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.1 Numerical results for the practical DIPM algorithm on computing
maximum stable set problems with the search directions in (5.35)
computed via the PCR method . . . . . . . . . . . . . . . . . . . . 105
5.1 Numerical results for the practical DIPM algorithm on computing
maximum stable set problems with the search directions in (5.35)
computed via the PCR method . . . . . . . . . . . . . . . . . . . . 106
5.1 Numerical results for the practical DIPM algorithm on computing
maximum stable set problems with the search directions in (5.35)
computed via the PCR method . . . . . . . . . . . . . . . . . . . . 107
List of Tables xv
5.2 Numerical results for the practical dual-scaling method based on
Cholesky factorization of the Schur complement equation on com-
puting maximum stable set problems . . . . . . . . . . . . . . . . . 108
5.2 Numerical results for the practical dual-scaling method based on
Cholesky factorization of the Schur complement equation on com-
puting maximum stable set problems . . . . . . . . . . . . . . . . . 109
5.2 Numerical results for the practical dual-scaling method based on
Cholesky factorization of the Schur complement equation on com-
puting maximum stable set problems . . . . . . . . . . . . . . . . . 110

Notation
Rn+ n-dimensional nonnegative orthant.
Qn second-order cone (a.k.a. quadratic cone,
Lorentz cone, or ice-cream cone), i.e. any
x ∈ Qn is indexed from zero such that x =
(x0; x¯), x0 ∈ R, x¯ ∈ Rn−1, x0 ≥ ‖x¯‖.
Sn the space of n×n real symmetric matrices en-
dowed with the standard trace inner product.
Sn+(Sn++) the cone of positive semidefinite (definite) ma-
trices.
‖ · ‖, ‖ · ‖F The Frobenius norm of an element or a self-
adjoint operator, i.e. the square root of the
sum of squared eigenvalues.
‖ · ‖2 The 2-norm of an element or a self-adjoint op-




svec An operator concatenating the columns of the
lower triangular part of any X ∈ Sn:
svec (X) := (x11,
√




2x32, . . . ,
√
2xn2, . . . , xnn)
T .
.
smat The inverse map of svec .
 () partial orders relative to the symmetric cone
(respectively, interior of the symmetric cone),




Optimization research community has been fighting long battles with large-scale
problems while the magnitude of “large-scale” has been evolving dramatically. In
1947, when simplex method was just invented by George Dantzig, it took 120
man-days to solve a nine-constraint Stigler’s diet problem on hand-operated desk
calculators [18]. On electronic computers, according to [70], it was reasonable to
solve linear programming (LP) problems with up to 200 constraints in 1950s. The
number of constraints grew to 10, 000 in 1970s. Nowadays, solving LP with millions
of variables and hundreds of thousands of constraints is possible.
Although the exponential growth of the computing power is largely attributed to
the rapid development of processing capacity [66], a more crucial factor is that of
innovative optimization algorithms. For LP, Karmarkar’s paper [44] in 1984 on a
polynomial time interior-point algorithm initiated a wave of research on the theory
and practice of interior-point methods in the ensuing two decades [49].
1
2 Chapter 1. Introduction
1.1 The bottleneck of interior-point methods
The significance of interior-point methods is that they can be applied to a much
larger class of problems than just LPs. In 1994, Nesterov and Nemirovskii [69] pro-
vided a unified analysis on various interior-point methods for convex programming
which include LP and linear semidefinite programming as special cases.
Semidefinite programming (SDP) has wide applications, ranging from control and
system theory, statistics, structure design, to combinatorial optimization problems.
The standard form of linear SDP involves a linear objective function of symmetric
matrix variables subject to affine and positive semidefinite constraints. The posi-
tive semidefinite constraint for a matrix is nonlinear and nonsmooth, but convex.
For an excellent survey paper to linear SDP, we refer the readers to Todd [88]. In
addition, the website of Helmberg [37] provides an up-to-date online record of SDP
related works. Primal-dual path-following interior-point methods (IPM) are known
to be the most efficient and robust class of interior-point methods for solving linear
SDP. Theoretical convergence analyses on IPM can be found in [38, 47, 64, 115].
Also, well developed softwares for linear SDP such as SDPA [108], SDPT3 [98],
and SeDuMi [85] are publicly available.
As Nesterov and Nemirovskii [69] have pointed out, every convex programming
problem can be reformulated into the problem of minimizing a linear function
over a closed convex domain where a self-concordant barrier always exists. Thus,
semidefinite programming is within the scope of polynomial-time interior-point
methods for getting a solution in high relative accuracy due to its “computable”
self-concordance barriers.
Nevertheless, the computational cost of interior-point method for a single iteration
grows nonlinearly with the dimension of the problem. The main task in each
iteration is to compute a search direction from a linear system of equations, either in
1.1 The bottleneck of interior-point methods 3
the form of an augmented system or a Schur complement system. When this linear
system is sparse, computational cost can be substantially reduced by exploiting
sparsity, see [32] for details. However, for SDP, this linear system is in general
fully dense even if the given data is sparse. Thus it typically requires a lot of CPU
time and computer memory to solve the linear system directly, say by Cholesky
decomposition. This drawback has limited the capacity of IPM solvers to small
and medium scale SDP problems.
Fortunately, iterative linear system solvers such as the conjugate gradient method
provide a viable alternative to direct factorization methods. The main advantage
of an iterative solver is that only matrix-vector products are needed and it does not
require computing and storing the entire coefficient matrix of the linear system.
But the search direction computed in this way is often inexact (an exact solution
is deemed to be of machine accuracy). Therefore the interior-point methods using
iterative solvers are commonly called inexact interior-point methods.
In order to guarantee the global polynomial convergence of inexact interior-point
methods, the inexactness in each iteration must be controlled appropriately. For
LP and monotone linear complementarity problems, numerous papers have been
devoted to the subject of inexact interior-point methods. Freund, Jarre and Mizuno
[29] presented a convergence analysis for a class of inexact infeasible-interior-point
methods. Their methods are practically implementable but no polynomial-time
complexity results are established. Korzak [48], and Mizuno and Jarre [63] also
proposed polynomial inexact interior-point methods for LP. In their algorithm,
if any iterate happens to be feasible, then the remaining iterates are required to
maintain the feasibility. As a result, the linear system must be solved to machine
accuracy and the cost of solving the linear system turns out to be as expensive as
in an exact algorithm. For linear SDP, the idea of using an iterative method to
solve the Schur complement equation to get an inexact search direction has been
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well-known for a long time. The readers are referred to [94] for the implementation
of inexact interior-point methods for linear SDP. The first inexact interior-point
method for linear SDP was introduced by Kojima et al. [46] wherein the algorithm
only allows inexactness in the component corresponding to the complementarity
equation (the third equation in (3.3)). Later, Zhou and Toh [118] developed an
inexact interior-point method allowing inexactness not only in the complementarity
equations but also in the primal and dual feasibilities. Furthermore, primal and
dual feasibilities need not be maintained even if some iterates happen to lie in
the feasible region. The latter property implies that the linear system at that
particular iteration need not be solved to machine accuracy.
Although iterative solvers can save a large amount of memory, it may take too
many iterations to converge as the linear system is generally ill-conditioned [93,
94, 96]. Thus the successful implementation of an inexact interior-point algorithm
is heavily dependent on whether an efficient preconditioner can be constructed.
And this is probably the real bottleneck of the further development of interior-
point algorithms. To construct an efficient preconditioner, it is crucial to carefully
explore the property and the structure of the coefficient matrix. To our knowledge,
there is no systematic way to build preconditioners. Toh et al. [93, 96] discussed
some approaches for several classes of convex quadratic SDP problems. But most
of the time, we have to design inexact interior-point algorithms on a case by case
basis, especially for well-structured large scale optimization problems.
The difficulty in constructing effective and computationally efficient precondition-
ers for large scale dense and ill-conditioned linear system in each iteration explain-
s why recent approaches for solving large scale linear SDP have moved beyond
interior-point methods to consider algorithms based on classical methods for convex
programming, such as proximal-point and augmented Lagrangian methods. (For
details on non-interior-point based methods for solving large scale linear SDP, see
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[11, 41, 102, 117].) But as we shall see in chapter 4, inexact interior-point methods
can compete favorably with the proximal-point methods for well-structured large
scale SDPs arising from covariance selection problems.
1.2 Organization of the thesis
In this thesis, we design, analyze and implement inexact interior-point methods
for three classes of semidefinite programming problems, presented in chapters 3, 4
and 5, respectively. The details on the three classes of problems studied are given
in the next three subsections.
The thesis is organized as follows.
• In chapter 2, the concepts and notations of Euclidean Jordan algebra are
introduced. Euclidean Jordan algebra is the foundation of our subsequen-
t analysis on linear and convex quadratic symmetric cone programming.
We summarize some useful results from many existing works on extending
interior-point methods to symmetric cones.
• In chapter 3, we investigate the polynomial convergence of an inexact primal-
dual infeasible path-following algorithm (IIPF) for solving convex quadratic
programming over symmetric cones, which includes convex quadratic SDP
(cf. section 1.3) as a special case. Our analysis is based on [118], which
shows that IIPF needs at most O(n2 ln(1/)) iterations to compute an -
optimal solution for linear SDP. But there is a major difference in that we
always have to consider the effect of the quadratic terms in the objective
function of the convex quadratic programming.
We notice that the self-dual embedding approach [60, 113] often simplifies
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the complexity analysis as an alternative to the primal-dual scheme for path-
following interior-point algorithms. The self-dual embedding method is not
chosen to be the framework of our inexact interior point method because the
feasibility of the iterates cannot be maintained for the self-dual embedding
model under the inexact interior-point framework. Therefore there is no
obvious advantage in using the self-dual embedding model. In addition, the
linear system in self-dual embedding method is nonsymmetric, which is less
conducive to an iterative solver compared to a symmetric linear system (in
the primal-dual framework).
• In chapter 4, a customized inexact primal-dual interior-point method (IIPM)
is designed and implemented for log-determinant (log-det) SDP problem-
s. By exploiting the particular structures in the log-det SDP arising from
covariance selection model, we are able to design highly efficient precondi-
tioners such that the condition numbers of the preconditioned matrices in
each IIPM iteration are bounded independent of the barrier parameter. Ex-
tensive numerical experiments on sparse covariance selection problems with
both synthetic and real data demonstrate that IIPM outperforms other exist-
ing algorithms for solving covariance selection problems in terms of efficiency
and robustness.
• In chapter 5, we study an inexact dual-scaling interior-point method (DIPM)
for solving linear symmetric cone programming problems. Our algorithm is
based on a dual-scaling interior-point algorithm introduced to linear SDP
in [5]. In particular, we prove that DIPM still maintains global polynomial
convergence if the inexact directions satisfy certain admissible conditions.
These admissible conditions lead naturally to a stopping condition for the
iterative solver used to compute the inexact directions.
Since a theoretical dual scaling algorithm with polynomial convergence may
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not be efficient in practice, we also derive practical admissible conditions for
inexact directions that can be verified with a modest amount of computation-
al cost. We should mention that the implementation of the inexact direction
algorithm is more complicated than its exact counterpart. For example, the
verification of whether a trial primal matrix satisfies the positive semidefi-
nite constraints can be costly if one uses the standard technique of checking
whether its Cholesky factorization exists. Thus we also discuss ways to im-
plement the inexact direction algorithm as efficient as possible. Numerical
results on maximum stable set problems are presented.
• In chapter 6, we summarize the major results of this thesis and discuss a few
possible future works.
1.3 Convex quadratic SDP
The first class of semidefinite programming problems we considered is convex
quadratic semidefinite programming. Let Sn be the space of n× n real symmetric
matrices endowed with the standard trace inner product. A convex quadratic SDP
(QSDP) can be formulated as follows:
(QSDP) min 1
2
〈X, H(X)〉+ 〈C, X〉
s.t. A(X) = b,
X  0,
where H is a self-adjoint positive semidefinite linear operator on Sn, b ∈ Rm,
and A is a linear map from Sn to Rm. X  0( 0) indicates that X is positive
semidefinite(definite).
Convex quadratic semidefinite programming (QSDP) has been widely applied in
solving engineering and scientific problems such as nearest correlation problems
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and nearest Euclidean distance matrix problems. In stock analysis, sample corre-
lation matrices reflect the pairwise relationships between random market variables.
Due to incomplete data or noise, it is common in practice that sample correlation
matrices may be invalid (e.g. indefinite). Moreover, for some scenario analysis such
as stress testing, manipulation of certain entries in a sample correlation matrix is
necessary [75, 97]. But it again may destroy the positive semidefinite property. In
addition, correlation matrix calibration is also useful in collaborative filtering sys-
tems in machine learning [33]. A possible way to calibrate correlation matrix is to
compute an approximate correlation matrix that satisfies the positive semidefinite
constraints and all other linear constraints on its entries. To this end, Higham [39]






‖X −G‖2 : diag(X) = e,X  0
}
, (1.1)
where e ∈ Rn is the vector of all ones. The norm given in (1.1) can be Frobenius
norm or other weighted norms, see [39] for more details.
NCM is a QSDP and can be viewed as a special case of the more general linearly
constrained semidefinite least squares problem:
(SDLS) min
X
{‖W(X)−K‖F : A(X) = b, X  0} , (1.2)
where W : Sn → Sp is a linear operator and K is a given symmetric matrix in Sp.
Another interesting problem that can be formulated into an SDLS is the Euclidean
distance matrix completion problem (EDM). Applications of EDM can be found in
many areas, in particular, molecular conformation and sensor-network localization
[7, 16, 71, 67], multidimensional scaling and multivariate analysis problems in
statistics [53], data compression, metric-space embedding, covering and packing,
chain folding, machine learning, and others [13, 40, 55, 103, 109].
Higham [39] developed a variant of Dykstra’s alternating projection method [24] for
solving the NCM problem with weighted Frobenius norm. The method is simple to
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implement but its linear convergence is possibly slow. Malick [61] applied a quasi-
Newton method to solve the Lagrangian dual of the SDLS problem. Boyd and
Xiao [10] considered the similar Lagrangian dual approach but applied a projected
sub-gradient method to solve the dual problem. These two methods perform well
on certain SDLS problems because the dimension of the dual problem only equals
to the number of equality constraints of the primal problem. But their general
convergence rate is at best linear. Zhang [114] proposed a modified alternating
direction method for solving both NCM and EDM under a more general framework
namely monotropic semidefinite programming.
Qi and Sun [73] proposed a quadratically convergent semismooth Newton method
for the NCM problem based on the developments on strongly semismooth ma-
trix valued functions [86]. Borsdorf and Higham [9] further studied the numerical
performance of the semismooth Newton method by using the minimal residual
method (MINRES) with an implicit Jacobi preconditioner and other numerical
enhancements. Gao and Sun [34] designed an inexact smoothing Newton method
to solve (SDLS) with both equality and inequality constraints. Their method is
highly efficient for problems with large number of constraints. Zhao, Sun and Toh
[117, 116] discussed the global and local convergence of a Newton-CG augment-
ed Lagrangian (NAL) method for convex quadratic programming over symmetric
cones which includes (QSDP) as a special case. The NAL method can be viewed as
a classical proximal point method [77, 76] with the inner sub-problem solved by a
semismooth Newton-CG algorithm. Numerical experiments conducted on a series
of large scale convex quadratic problems demonstrates that NAL method is highly
robust and efficient. Recent studies [12, 87] revealed that under certain constraint
nondegenerate conditions, NAL method can locally be regarded as an approximate
generalized Newton method applied to a semismooth equation.
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In regards to interior-point methods for solving (QSDP), Alfakih et al. [1] proposed
a primal-dual interior-point algorithm with the Guass-Newton approach to solve
the perturbed optimality conditions. In each iteration, a linear system of dimension
m + r must be solved directly, say by Cholesky decomposition. Here, r is the
rank of H, and r = n(n + 1)/2 if H is nonsingular. The computational cost and









, respectively. For an ordinary desktop PC, this
direct approach can only solve small size problems with n less than a hundred.
Using a preconditioned symmetric quasi-minimal residual (PSQMR) iterative solver
to solve either the augmented or the Schur complement equation in each iteration,
an inexact primal-dual path-following Mehrotra-type predictor-corrector method
for solving QSDP problems was developed by Toh et al. [93, 96]. A variety of pre-
conditioners are constructed to tackle a broad class of problems, including NCM
and EDM problems. Extensive numerical experiments with matrices of dimensions
up to 2000 show that the preconditioners are effective and the algorithm is robust.
Their inexact interior-point algorithm was also implemented by Fushiki [33] with
a specialized preconditioner. In [33], Fushiki considered a statistical modeling ap-
proach for solving NCM problem by formulating a QSDP problem (possibly with
an l2 norm penalized term) with information on the variances of the estimated
correlation coefficients. A set of MovieLens data containing 100,000 ratings for
1,682 movies by 943 users is used for the numerical experiments.
1.4 Sparse covariance selection
The second class of semidefinite programming problems we considered is log-
determinant semidefinite programming. This class of problems arises naturally
in various statistical estimation problems. A notable example is the covariance
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selection problem, where one aims to estimate the true inverse covariance matrix
of a distribution from a given sample covariance matrix.
Given n independent and identically-distributed (i.i.d.) observations x(1), . . . , x(n)
drawn from a p-dimensional Gaussian distribution N (x;µ,Σp), the sample covari-






(x(k) − µˆ)(x(k) − µˆ)T ,





the sample mean. If Σp is non-singular, then the probability density function of x
is given by







(x− µˆ)TΣ−1p (x− µˆ)
)
. (1.3)
To estimate Σp from the sample X := {x(1), . . . , x(n)}, we consider the log-likelihood
function






(x(k) − µˆ)TΣ−1p (x(k) − µˆ) + c, (1.4)
where c is a constant. The expression (1.4) can be written in matrix form as





〈Σ−1p , Σ̂〉+ c. (1.5)
From (1.5) we can see that if Σ̂ is nonsingular (hence n ≥ p), then
Σ̂−1 = arg max {logP (X ; µˆ,Σp) | Σp ∈ Sp++}
is the maximum likelihood estimator of the inverse covariance matrix Σ−1p , a.k.a.
precision matrix or concentration matrix. However, in practice, one may not want
to use Σ̂−1 as the estimator of Σ−1p for a variety of reasons. The most obvious
is that when Σ̂ is singular or nearly so, it is not a robust estimator of Σ−1p for
many statistical purposes. The second is that one may want to impose structural
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conditions on Σ−1p , such as conditional independence between different components
of x, which is reflected as zero entries in Σ−1p [104, Proposition 5.2].
Covariance selection problem was first introduced by Dempster [22], who suggested
that the covariance structure of a multivariate normal population can be simplified
by setting elements of the inverse covariance matrix to zero. Since then, covariance
selection model has become a common statistical tool to distinguish direct from
indirect interactions among a set of variables. The graphical interpretation of
covariance selection model is called Gaussian graphical model (GGM) [25, 52].
Given an undirected graph G = (V , E), the Gaussian graphical model assumes a
multivariate Gaussian distribution for the underlying data, and any nonadjacent
pair in G indicates the independence between the underlying variables conditional
on the remaining.
Applications of covariance selection model or GGM can be found in various ar-
eas. In financial portfolio management, sparse portfolios with fewer assets incurs
less transaction costs and are more tractable. In [19], covariance selection model
is applied to find a sparse portfolio for mean-reversion trading strategy. In the
research of dependency networks of genome data, a gene may play a role in many
biological pathways and be associated with many other genes, though all these
effects may be transmitted through direct associations of only a few genes in the
neighborhood. The sparse gene association network exhibited in GGM can help to
explain the known biological pathways and to provide insights on the unknowns,
see for example [4, 79]. Recent advances in DNA microarray technology require
modeling association network on a large number of genes (say, 103 − 104) from a
small sample (say, 102), which will lead to a singular sample covariance matrix Σ̂.
In this situation, covariance selection model provides a systematic way to recover
the population covariance matrix. For more applications of covariance selection
model, see [6, 14].
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As an important statistical problem, covariance selection model has been inten-
sively studied. There are many available statistical approaches, including the well
known stepwise backward selection [25] and graphical-lasso [31, 62]. However, the
challenges from high dimensional data require more efficient and robust algorithm-
s to handle the covariance selection problems. It is well known that covariance
selection problems can be modeled as log-det semidefinite programming (SDP)
problems. Typically, covariance selection problems can be divided into two classes,
depending on whether the sparsity pattern is given a priori. If no sparsity pat-




log detX − 〈Σ̂, X〉 − 〈H, |X|〉 | X ∈ Sp++
}
. (1.6)
In (1.6), |X| takes entry-wise absolute value of the matrix X, and H ∈ Sp is a
given nonnegative weight matrix. The latter controls the trade-off between the
goodness-of-fit and the sparsity of X. A typical choice for H is H = ρE, where E
is the matrix of ones and ρ is a positive parameter. The matrix H may also assign
zero weight on certain entries, such as the diagonal entries.
If the conditional independence structure between all the variables is given, then the
covariance selection problem can be formulated as a log-det maximization problem
with linear constraints, that is, finding the maximum log-likelihood value subject
to given entry-wise constraints [17, 100]
max
{
log detX − 〈Σ̂, X〉 | Xij = 0, (i, j) ∈ Ω, and X ∈ Sp++
}
, (1.7)
where Ω contains the indices of the upper triangular part of X that are supposed to
be zero, i.e. the sparsity pattern. We let Ωc be the set of the remaining indices of
the upper triangular part of X. It is not difficult to find some connections between
(1.6) and (1.7). In [31], the constraint Xij = 0 in (1.7) is approximately enforced
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by setting Hij to be a large number (say, 10
6) in (1.6), and this is the approach
taken by [31] to solve (1.6) via (1.7).
Combining (1.6) and (1.7), we have the following l1 regularized log-det semidefinite
programming problem with linear constraints:
max
log detX − 〈Σ̂, X〉 − ∑
(i,j)6∈Ω
Hij|Xij| | Xij = 0, (i, j) ∈ Ω, X ∈ Sp++
 ,(1.8)
where Ω is as defined previously.
In principle, problems (1.6)-(1.8) can be solved by popular interior-point method
based solvers such as SDPT3 [95] or SeDuMi [85]. In [111], Yuan and Lin actually
applied a standard primal-dual interior-point method to solve (1.8). However, as
we have pointed out earlier, a standard IPM solver would encounter severe com-
putational bottleneck or even become impractical when the dimension p in (1.8)
is large since its computational cost per iteration is at least Θ(p6). Thus a variety
of customized algorithms have been developed to solve the problem (1.6) or (1.7),
and most of them avoided the interior-point method approach.
The graphical Lasso methods developed by Meinshausen and Bu¨hlmann [62] and
Friedman et al. [31] for solving (1.6) are essentially block coordinate descent meth-
ods. In [4, 20], d’Aspremont et al. considered Nesterov’s smooth gradient method
[68] as well as block coordinate gradient method (BCG) for solving the dual of (1.6).
The complexity of their Nesterov’s first order algorithm is Θ(1

). For their BCG
method, a box-constrained quadratic programming subproblem is to be solved in
each iteration and the total complexity is unknown. Lu [57] proposed a variant
of Nesterov’s smoothing method for solving (1.6) with complexity Θ( 1√

). More
recently, Lu [58] proposed an adaptive Nesterov’s smooth method (ANS) to solve
(1.8) by solving a sequence of penalized problems of the form (1.6). Yuan [112]
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applied alternating direction methods to (1.6). Scheinberg and Rish [80] proposed
a coordinate descent method for the primal problem of (1.6) in a greedy approach.
First order methods only need small memory and CPU time per iteration, but
they typically take many iterations to converge even for relative low accuracy. Kr-
ishnamurthy and d’Aspremont [50] developed a pathwise algorithm consisting of
a predictor step with conjugate gradient method and a corrector step with block
coordinate descent method. Second-order information is involved in their predictor
step. Note that among the methods just described, the ANS method in [58] is the
only one that is designed for the problem (1.8).
In [99], Ueno and Tsuchiya considered the problem (1.7) but with Ω chosen to re-
flect local interactions between variables defined on a grid. They proposed to elim-
inate the constraints Xij = 0 by using the parametrization X =
∑
(i,j)∈Ωc XijEij,
where Eij are unit matrices in Sp. By doing so, (1.7) is converted to an uncon-
strained smooth convex problem for which they applied a standard Newton method
with back-tracking line search to solve the problem. For the problems in [99], X is
extremely sparse and well structured, and the authors were able to solve problems
with p up to 34, 000 and |Ωc| up to 100, 000 although the computer architecture
used and times taken were not mentioned.
More recently, Wang, Sun and Toh [102] applied Newton-CG primal proximal-point
(PPA) method to solve (1.8). Their numerical results show that PPA is efficient
for solving problem (1.8) with p up to 2,000 and m (the cardinality of Ω) up to 106.
In particular, for randomly generated test examples, it can be a factor of 2 − 19
times faster than the ANS method in solving the problem (1.7).
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1.5 Dual-scaling interior-point methods
The last class of problems we considered in the thesis is linear semidefinite pro-
gramming. Specifically we design inexact dual-scaling algorithms with polynomial
iteration complexity for linear programming problems over symmetric cones. The
motivation for us to design inexact dual-scaling algorithms is discussed next.
Recall that in the each iteration of primal-dual interior-point methods, both the
primal and the dual variables are needed explicitly. For many SDP problems,
the primal variable is usually dense while the dual variable is sparse. Thus, the
computation and storage of the primal variable can be considerably expensive
for large-scale SDP, unless sophisticated method such as the matrix completion
technique by Fukuda et al. [32] is used to reduce the memory requirement. In
this situation, the memory bottleneck is rooted in the primal-dual framework of
the algorithm. To overcome such a bottleneck, a dual-scaling algorithm, avoiding
the need to explicitly form the primal variable, is more appropriate. There is
another advantage of the dual-scaling algorithm that is not usually mentioned in
the literature. When the data is sparse or has special structures, such as consisting
of only low rank constraint matrices, the dual-scaling algorithm can exploit these
structures more easily than a primal-dual algorithm because it only uses the dual
variable explicitly.
Benson et al. [5] proposed a dual-scaling interior-point algorithm for linear SD-
P. In their algorithm, the major computational cost is in solving a dense linear
system of dimension m, which is the number of linear constraints. As in a primal-
dual method, a direct solver for the linear system will also encounter memory
and computational bottlenecks. Thus we are interested in an inexact dual-scaling
interior-point method (DIPM) for which the search direction is computed by an
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iterative solver. In [15], the authors considered an inexact dual-scaling interior-
point method by using conjugate gradient method with diagonal preconditioners.
However, they did not investigate the issue on how to control the inexactness
to guarantee polynomial-time convergence. Designing admissible conditions for
the inexact search directions is crucial to ensure the polynomial convergence of
the inexact dual-scaling interior-point algorithm. Thus, it is our focus in chap-
ter 5. We also discuss how to efficiently implement the algorithm, especially on
the verification of admissible conditions and positive semidefiniteness of the pri-
mal variables. It turns out that the practical algorithm is much more complicated
than its theoretical counterpart due to the above implementation issues. Finally,




Symmetric cones and Euclidean Jordan
Algebras
Semidefinite cones, second-order cones, and nonnegative orthants are all in the
category of symmetric cones. To deal with these cones simultaneously, it is much
more convenient to carry out a unified analysis across the symmetric cones and its
associated algebra. In this chapter, we present a selection of results on Euclidean
Jordan algebra from [2, 27, 81, 82] to establish the foundation for the subsequent
chapters.
Jordan algebra was first introduced by Jordan, von Neumann, and Wigner [43]
in an attempt to lay a proper algebraic foundation for the study of quantum me-
chanics. In quantum mechanics, Jordan algebra is used to describe the set of
self-adjoint operators on a Hilbert space. It is commutative but not necessarily
associative. This property also fits well to the analysis of symmetric cones. A
comprehensive treatment of Jordan algebra for symmetric cones can be found in
the book of Faraut and Kora´nyi [27]. Besides that, Alizadeh et al. [2, 81, 82]
have extensively studied interior-point methods over symmetric cones under the
framework of Jordan algebra.
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Definition 2.1. Let J be a finite dimensional real vector space equipped with
the bilinear map ◦ : (x,y) → x ◦ y ∈ J , for x,y ∈ J . Then (J , ◦) is a Jordan
algebra if for all x,y ∈ J the bilinear map satisfies the following properties:
1. x ◦ y = y ◦ x,
2. x ◦ (x2 ◦ y) = x2 ◦ (x ◦ y) where x2 := x ◦ x.
Since ◦ is bilinear for any x,y ∈ J , there exists a linear map L(x) such that
x ◦ y = L(x)y. Then the second property in Definition 2.1 is equivalent to
L(x)L(x2) = L(x2)L(x).
In addition to L(x), there is another linear map associated with each x ∈ J called
the quadratic representation:
Q(x) := 2L2(x)− L(x2).
Also, we define Q(x,y) := L(x)L(y) + L(y)L(x) − L(x ◦ y), for all x,y ∈ J .
Hence Q(x) can be viewed as Q(x,x). Note that Q(x,y) is a linear operator on
J since Q(x,y)z ∈ J for any x,y, z ∈ J .
The second property in Definition 2.1 is weaker than the associative law. It indi-
cates that a Jordan algebra is power associative [27, Proposition II.1.2]. Thus for
any positive integer p, xp for any x ∈ J is well defined.
Definition 2.2. A Jordan algebra (J , ◦) is said to be Euclidean if there exists an
associative symmetric, positive definite bilinear form on J . In other words, we can
define an inner product 〈x, y〉 for x,y ∈ J such that 〈L(z)x, y〉 = 〈x, L(z)y〉
for any z ∈ J .
Note that from the definition of Q(x), it is clear that 〈Q(z)x, y〉 = 〈x, Q(z)y〉.
We can see that L(x) and Q(x) are both self-adjoint operators in J .
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We also define a unity e for the Euclidean Jordan algebra J such that L(e)x =
L(x)e = x ∈ J . The unit element does not necessarily exist in a Jordan algebra.
If exists, it will be unique. Throughout the thesis, we always assume that J is a
Euclidean Jordan algebra with a unity e.
An idempotent c is a nonzero element of J such that c2 = c. An idempotent
is primitive if it is not the sum of two other idempotents. A complete system of
orthogonal idempotents is a set of idempotents {c1, . . . , ck} where ci ◦ cj = 0 for
any distinct i, j, and c1 + · · · + ck = e. For an element x ∈ J , the degree of x
is the smallest integer such that
{
e,x, . . . ,xk
}
is linearly dependent. The rank of
J is the largest degree of x ∈ J . Let the rank of J be r, we can see that the
maximum possible number of primitive elements in J is r. A complete system of
orthogonal primitive idempotents {c1, . . . cr} is called a Jordan frame.
Theorem 2.1. [27, Theorem III.1.2] Let J be a Euclidean Jordan algebra with
rank r. Then for x ∈ J there exists a Jordan frame {c1, . . . , cr} and real numbers
λ1, . . . , λr such that x = λ1c1 + · · ·+λrcr The numbers λi, i = 1, . . . , r (with their
multiplicities) are uniquely determined by x.
Furthermore, we define
1. tr(x) = λ1 + . . .+ λr,
2. det(x) = λ1 . . . λr.
In particular, tr(e) = r and det(e) = 1.
Since tr(x2) ≥ 0, for any x ∈ J . It is proper to define inner product on a Euclidean
Jordan algebra J as
〈x, y〉 := tr(x ◦ y).
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In general, we can extend any real valued continuous function to the elements of
Jordan algebra f : J → J in terms of their eigenvalues Λ(x) := {λ1, . . . , λr}:
f(x) := f(λ1)c1 + · · ·+ f(λr)cr.
It is easy to see that the following identities are well-defined:
x−1 := λ−11 c1 + · · ·+ λ−1r cr, if λi 6= 0, i = 1, . . . , r (2.1)
x1/2 := λ
1/2
1 c1 + · · ·+ λ1/2r cr, if λi ≥ 0 i = 1, . . . , r (2.2)
‖x‖F :=
√
λ21 + · · ·+ λ2r =
√
〈x, x〉, (2.3)
‖x‖2 := max {|λ1|, . . . , |λr|} . (2.4)
In the following analysis, we will use ‖ · ‖ for ‖ · ‖F . Another special function is
f(x) = log det(x), λi(x) > 0. It is shown that ∇ ln det(x) = x−1 [27, Proposition
III.4.2] and ∇2 log det(x) = Q(x−1).
With the definition of Frobenius norm, we can define the eigenvalues of linear self-
adjoint operators and their operator norms. First we find the smallest and largest
eigenvalues of any element x ∈ J
λmin(x) = minu∈J
〈u, x ◦ u〉
〈u, u〉 , λmax(x) = maxu∈J
〈u, x ◦ u〉
〈u, u〉 . (2.5)
Similarly, for a self-adjoint operator A in J , we define
|λmin(A)| = minu∈J
〈u, Au〉
〈u, u〉 , |λmax(A)| = maxu∈J
〈u, Au〉
〈u, u〉 . (2.6)
Hence the operator norm ‖A‖2 = |λmax(A)|. If we replace u ◦ x by L(x)u in
equation (2.5), then we can see that λmin(L(x)) = λmin(x) and λmax(L(x)) =
λmax(x). The following lemma also explains this condition.
Lemma 2.2. [74, Lemma 2.8,2.9] Given the spectral decomposition x = λ1c1 +
. . .+ λrcr in a rank r Euclidean Jordan algebra, we have that:
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1. The matrices L(x) and Q(x) commute and share a common system of eigen-
vectors.
2. The eigenvalues of L(x) can be written as
λi+λj
2
for some 1 ≤ i, j ≤ r,
which means the eigenvalues of x is among the eigenvalues of L(x) and
x ∈ K (intK) if and only if L(x) is positive semidefinite (definite).
3. The eigenvalues of Q(x) can be written as λiλj for some 1 ≤ i, j ≤ r, the
square of eigenvalues of x is among the eigenvalues of Q(x).
4. ‖x ◦ y‖ ≤ ‖x‖‖y‖.
The last inequality is obvious since ‖x ◦ y‖ = ‖L(x)y‖ ≤ ‖L(x)‖2‖y‖ ≤ ‖x‖‖y‖.
Another useful inequality is the Cauchy-Schwarz inequality
|〈x, y〉| ≤ ‖x‖‖y‖.
Note that from Lemma 2.2, we can define Tr(L(x)) and Tr(Q(x)) accordingly.
Definition 2.3. x,y ∈ J is said to be operator commute if L(x)L(y) = L(y)L(x).
In other words, x and y operator commute if for all z ∈ J , we have x ◦ (y ◦ z) =
y ◦ (x ◦ z).
Lemma 2.3. [27, Lemma X.2.2] Let x and y be two elements of a Euclidean
Jordan algebra J . x and y operator commute if and only if there is a Jordan
frame c1 . . . cr such that x =
∑r
i=1 λici and y =
∑r
i=1 µici
Definition 2.4. For a Euclidean Jordan algebra J , its cone of squares is the set
K(J ) := {x2 | x ∈ J } .
We use “ ()” to denote partial orders relative to (the interior of) the symmetric
cone , i.e. x  y( y) indicates that x− y ∈ K (intK).
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Theorem 2.4. [82, Jordan algebraic characterization of symmetric cones]
A cone is symmetric iff it is the cone of squares of some Euclidean Jordan algebra.
Theorem 2.4 indicates that symmetric cone is a self-dual homogenous closed convex
cone and for any x ∈ J , Q(x)K = K.
Next we present some useful identities needed in the remaining part of the thesis.
Lemma 2.5. The quadratic representation Q satisfies the following properties:
1. Q(Q(y)x) = Q(x)Q(y)Q(x).
2. det(Q(x)y) = det(x2) det(y).
3. Q(x−1/2)x = e, (Q(x))−1 = Q(x−1), Q(x)x−1 = x.
4. tr(Q(x)y) = 〈x2, y〉.
Lemma 2.6. If x,y ∈ K, then 〈x, y〉 ≥ 0; if x ∈ K and −y ∈ K, then 〈x, y〉 ≤ 0.
Next we will give a brief discussion to the three major symmetric cones.
Semidefinite cone. Let J = Sn, the vector space of n × n real symmetric ma-
trices. Define ◦ and 〈·, ·〉 as
X ◦ Y := 1
2
(XY + Y X) and 〈X, Y 〉 := tr(X ◦ Y ) = tr(XY ).
By Definition 2.1, Sn is a Euclidean Jordan algebra. And we can define the
unit element to be the identity matrix I. By Definition 2.4, Sn+, the set of all
positive semidefinite matrices in Sn is the cone of squares. Also, we have
L(X)(Y ) = (X ~ I)(Y ) = X ◦ Y, (2.7)
Q(X)(Y ) = (X ~X)(Y ) (2.8)
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Here X ~ Y denotes the symmetric Kronecker product of any two n × n
matrices X and Y , and for any M ∈ Sn, it is defined by
(X ~ Y )(M) := 1
2
(XMY T + YMXT ). (2.9)
We refer the reader to the appendix of [89] for some of its properties.
For any X ∈ Sn, it has real eigenvalue decomposition
X = λ1q1q
T
1 + . . .+ λnqnq
T
n ,
where qi are the eigenvectors of X. Thus, we have tr(X) = λ1 + · · ·+λn and
det(X) = λ1 · · ·λn.
Second-order cone. Let J = Rn, where any vector x ∈ Rn is in the form of
x = (x0; x¯) with x0 ∈ R and x¯ ∈ Rn−1. Define x ◦ y := (xTy;x0y¯ + y0x¯)
and
〈x, y〉 := tr(x ◦ y) = 2xTy.
The unit element is e := (1; 0) ∈ Rn. The cone of squares is given by
Qn = {x ∈ Rn : ‖x¯‖ ≤ x0} ,




y = x ◦ y, (2.10)
Q(x)y = 2x ◦ (x ◦ y)− x2 ◦ y. (2.11)
For spectral decomposition, x can be written as












; 0 ) x¯ = 0
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and c2 = e − c1. Thus, we have λ1,2 = x0 ± ‖x¯‖ and tr(x) = 2x0 and
det(x) = x20 − ‖x¯‖2. If det(x) 6= 0, we can also define






where J is a diagonal matrix with the (1, 1) entry equal to 1 and the remain-
ing diagonal entries equal to −1.
For the quadratic form in second-order cone, we can see that
Q(x) = 2L2(x)− L(x2) =
 ‖x‖2 2x0x¯T
2x0x¯ det(x)I + 2x¯x¯
T




















Nonnegative orthants. Let J = Rn, the n-dimensional real vector space with
x◦y := (xiyi) i = 1 . . . , n, and 〈x, y〉 := tr(x◦y) = xTy. e = (1, . . . , 1) ∈
Rn is the unit element. The cone of squares is Rn+ = {x : xi ≥ 0 i = 1, . . . , n}.
Also, we have
L(x)y = diag(x)y = x ◦ y, (2.16)
Q(x)y = diag(x2)y, (2.17)
Q(x−1) = diag(x−2), if xi > 0, ∀i. (2.18)
Every x ∈ Rn has the eigenvalue decomposition
x = x1e1 + · · ·+ xnen,
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where ei is the ith unit vector in Rn. Thus we have tr(x) = x1 + · · · + xn
and det(x) = x1 · · ·xn.
The problems studied in this thesis can be formulated into convex quadratic and
linear programming over semidefinite, quadratic, and linear cones. We write the
most general form as follows
(P1) min 1
2
〈x, H(x)〉+ 〈c, x〉
s.t. A(x) = b,
x ∈ K.
(2.19)
HereH is a given self-adjoint positive semidefinite linear operator on J . We usually
consider variables x, c, e and operatorA in the form of blocks. Let J = Js×Jq×Jl,
where Js, Jq,Jl are the Euclidean Jordan algebras corresponding to the vector
spaces of SNs , RNq , Rnl , respectively. Each of them may further be decomposed as
a direct product of subalgebras, say Js = J s1s ×. . .×J snss , or Jq = J q1q ×. . .×J qnqq .
Thus Ns =
∑ns
i=1 si, Nq =
∑nq
j=1 qj. We have K(J ) = K(Js)×K(Jq)×Kl(Jl), and
x = [xs;xq;xl], c = [cs; cq; cl], e = [es; eq; el], (2.20)
A(x) = As(xs) +Aq(xq) +Al(xl), (2.21)
H(x) = diag(Hs(xs),Hq(xq),Hl(xl)), (2.22)
and operations on them
x ◦ y = (xs ◦ ys; xq ◦ yq; xl ◦ yl), (2.23)
tr(x) = tr(xs) + tr(xq) + tr(xl), (2.24)
det(x) = det(xs) det(xq) det(xl), (2.25)
〈x, y〉 = 〈xs, ys〉+ 〈xq, yq〉+ 〈xl, yl〉. (2.26)
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For linear operators on J , we have










methods for convex quadratic
programming over symmetric cones
In this chapter we design an inexact primal-dual infeasible path-following algorith-
m for convex quadratic programming over symmetric cones, which includes the
problem (QSDP) in section 1.3 as a special case. Our algorithm∗ is a generaliza-
tion of an analogous algorithm designed for linear SDP [118]. Our extension here
is twofold. The first is the extension from linear to convex quadratic problems.
The second is from semidefinite cones to symmetric cones.
In section 3.1, we formulate the primal and dual problems of convex quadratic
symmetric cone programming and their optimal conditions. In section 3.2, we
define the infeasible central path and its corresponding neighborhood. In addition,
we also establish some key lemmas that are needed for subsequent complexity
analysis. In section 3.3, we discuss the computation of inexact search directions.
∗The version of the algorithm specialized to convex quadratic SDP have been accepted for
publication in Pacific Journal of Optimization [54].
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Chapter 3. Polynomial-time inexact interior-point methods for convex
quadratic programming over symmetric cones
We also present our inexact primal-dual infeasible path-following algorithm and
establish a polynomial complexity result for this algorithm. In section 3.4, we give
detailed proofs on the polynomial complexity result.
3.1 Convex quadratic symmetric cone program-
ming
Given an Euclidean Jordan algebra J with an identity element e, we consider the
convex quadratic programming problem (P1) defined in Section 2
(P1) min f(x) := 1
2
〈x, H(x)〉+ 〈c, x〉
s.t. A(x) = b,
x ∈ K,
(3.1)
where c,x ∈ J , K is the symmetric cone on J . A is a linear map from J to Rm.
b ∈ Rm. H is a self-adjoint positive semidefinite linear operator on J .




s.t. ATy + z = ∇f(x) = H(x) + c
z ∈ K.
(3.2)
The problem (P1) includes linear programming over symmetric cones as a spe-
cial case when H = 0. It also includes the following linearly constrained convex




xTHx+ cTx : Ax = b, x ∈ Rn+
}
,
where H is a given positive semidefinite matrix.
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Assuming that A is surjective and AT is the adjoint of A so that AAT is non-
singular. The pseudo inverse of A is defined as A+ = AT (AAT )−1.
For any element x ∈ J , we ordered its eigenvalues λi(x) in an increasing order.
The perturbed Karush-Kuhn-Tucker (KKT) optimality conditions for the problems
(P1) and (D1) are as follows:








 , x, z ∈ intK. (3.3)
The last equation of (3.3) is a relaxation of the complementarity conditions x◦z =
0. Here ν > 0 is a given parameter that is to be driven to zero explicitly. When
ν = 0, (3.3) gives the optimal conditions for (P1) and (D1). For a nonzero ν,
(3.3) is the optimal condition for the log-det problems, that is, adding log barriers
−ν log detx and ν log det z + nν(1 − log ν) to (P1) and (D1) respectively. Just
like the case of a linear SDP, linearizing the third equation in (3.3) may not lead
to an element in J . Thus it is necessary to “symmetrize” that equation before
linearizing it. That is, given an invertible p ∈ K, the last equation of (3.3) is
replaced by
Hp(x, z) := Q(p)x ◦Q(p−1)z = νe. (3.4)
It has been shown in [82, Lemma 28] that for x, z,p ∈ J , if x, z  0 and p
invertible, then Hp(x, z) = νe if and only if x ◦ z = νe. In this chapter, we only
consider p that is in the commutative class defined by
C(x, z) := {p invertible | Q(p)x and Q(p−1)z operator commute}.
It is a subclass of Monteiro-Zhang family of similarly scaled directions [65]. This
class includes the common choices: p = z1/2,p = x−1/2, a.k.a. Helmberg-Kojima-
Monteiro (HKM) directions [38, 47, 64], and Nesterov-Todd (NT) direction p =
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w−1/2 where w is the NT scaling element satisfying Q(w)z = x [89]. For NT














We can easily verify that












= Q(x1/2)e = x.
The last two equalities use the properties 1 and 3 in Lemma 2.5, respectively.
Moreover, we have
Q(p−1)z = Q(p)Q(w)z = Q(p)x. (3.6)
Note that the search direction defined by p = e is not in C(x, z). The associated
direction is usually referred as Alizadeh-Haeberly-Overton (AHO) direction [3].
In this chapter, we choose p to be the NT scaling matrix rather than any other
p ∈ C(x, z) as considered in [115]. The main reasons for considering only the NT
scaling matrix are that it simplifies the complexity analysis and also gives the best
iteration complexity. In addition, it is employed in practical computations since it
has certain desirable properties that allow one to design efficient preconditioners for
the augmented system (3.28a) for computing search directions; see [93] for details.
Throughout the chapter, we made the following assumption.
Assumption 1. Problems (P1) and (D1) are strictly feasible. We say that (P1)
and (D1) are (strictly) feasible if there exists (x, y,z) satisfying the linear con-
straints in (3.3) and (x, z ∈ int(K)) x, z ∈ K.
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3.2 An infeasible central path and its neighbor-
hood
Let L = ‖H‖2. Note that L is a Lipschitz constant of the gradient of f(x) defined
in (P1), i.e.,
‖∇f(x)−∇f(y)‖ = ‖H(x)−H(y)‖ ≤ L‖x− y‖. (3.7)
Let (x0, y0, z0) be an initial point such that
x0 = z0 = ρe, (3.8)
where ρ > 0 is a given constant. For given positive constants γp ≤ γd such that
γd + Lγp ∈ (0, 1), the constant ρ is chosen to be sufficiently large so that for some
solution (x∗, y∗, z∗) to (P1) and (D1), the following conditions hold:
(1− γp)x0  x∗  0, (1− (γd + Lγp))z0  z∗  0, (3.9)
tr(x∗) + tr(z∗) ≤ nρ. (3.10)
Here n = tr(e).
Remark. Under the condition γd + Lγp < 1, γp could be close to 0 for a large
L. Without loss of generality, we may always assume L ≤ 1. This can be easily
achieved by scaling f(x) with a proper constant. In particular, for the case where













〈x, Ĥ(x)〉+ bTy | ATy + z = Ĥ(x) + ĉ, z ∈ K
}
,
where Ĥ = H/‖H‖2 and ĉ = c/‖H‖2.
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We define
µ0 = 〈x0, z0〉/n = ρ2, (3.11)
Rp0 = A(x0)− b, (3.12)
Rd0 = −∇f(x0) +ATy0 + z0. (3.13)
For θ, ν ∈ (0, 1], the following infeasible KKT system has a unique solution under
Assumption 1:








 , x, z  0. (3.14)
Define the infeasible central path as:
P = {(θ, ν,x, y,z) ∈ R++ × R++ × intK × Rm × intK such that (3.14) holds} .
The primary idea of a primal-dual infeasible path-following algorithm is to generate
a sequence of points (xk, yk, zk) such that (θk, νk,xk, yk, zk) ∈ P and (xk, yk, zk)
converges to a solution of (P1) and (D1) when θk and νk are driven to 0. In
practice of course, the points are never exactly on the central path P but lie in some
neighborhood of P . In our inexact primal-dual infeasible path-following algorithm,
we consider the following neighborhood of P . Choose a constant γ ∈ (0, 1) in
addition to γp and γd, we define the neighborhood to be:
N =

(θ, ν,x, y,z) ∈ (0, 1]× (0, 1]× intK × Rm × intK : θ ≤ ν,
−∇f(x) +ATy + z = θ(Rd0 + ξd), ‖ξd‖ ≤ γdρ,
A(x)− b = θ(Rp0 + ξp), ‖A+ξp‖ ≤ γpρ,
‖Q(x1/2)z − νµ0e‖2 ≤ γνµ0.

.
Let θ0 = ν0 = 1. It follows from (3.8) that (θ0, ν0,x0, y0, z0) ∈ N .
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Lemma 3.1. [82, Proposition 21] Let x, z,p ∈ intK and p ∈ C(x, z). Define
x̂ = Q(p)x and ẑ = Q(p−1)z, then
1. Q(x1/2)z and Q(z1/2)x have the same spectrum.
2. Q(x1/2)z and Q(x̂1/2)ẑ have the same spectrum.
It is easy to show that if (θ, ν,z, y,z) ∈ N and p ∈ C(x, z), then Hp(x, z) =






= 2L(x̂1/2)2L(ẑ)e− x̂ ◦ ẑ
= 2L(ẑ)L(x̂1/2)2e− x̂ ◦ ẑ
= 2L(ẑ)x̂− x̂ ◦ ẑ = x̂ ◦ ẑ. (3.15)
From the definition of N , it is easy to see that we have
(1− γ)νµ0e  HP (x, z)  (1 + γ)νµ0e (3.16)
(1− γ)νµ0 ≤ 〈x, z〉/n ≤ (1 + γ)νµ0. (3.17)
Next, we present two lemmas that are needed for the iteration complexity analysis
in section 3.3.
Lemma 3.2. For any rp and rd satisfying ‖rd‖ ≤ γdρ and ‖A+rp‖ ≤ γpρ, there
exists (x˜, y˜, z˜) that satisfies the following conditions:
−∇f(x˜) +AT y˜ + z˜ = Rd0 + rd , (3.18)
A(x˜)− b = Rp0 + rp , (3.19)
(1− γp)ρe  x˜  (1 + γp)ρe , (3.20)
[1− (γd + Lγp)]ρe  z˜  [1 + (γd + Lγp)]ρe . (3.21)
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Proof. Let
x˜ = x0 +A+rp ,
y˜ = y0 ,
z˜ = z0 + rd +∇f(x˜)−∇f(x0) ,
(3.18)–(3.20) are readily shown. To show (3.21), we only need to establish the
following inequality:
‖rd +∇f(x˜)−∇f(x0)‖ ≤ ‖rd‖+ ‖∇f(x˜)−∇f(x0)‖ ≤ (γd + Lγp)ρ.
Lemma 3.3. Given the initial conditions (3.8), (3.9) and (3.10), for any (θ, ν,x, y,z) ∈
N , we have
θtr(x) ≤ 6νρn
1− (γd + Lγp) , θtr(z) ≤
6νρn
1− γp .
Proof. This proof is adapted from that for Lemma 2 in [118]. For (θ, ν,x, y,z) ∈
N , we have
−∇f(x) +ATy + z = θ(Rd0 + rd), ‖rd‖ ≤ γdρ, (3.22)
A(x)− b = θ(Rp0 + rp), ‖A+rp‖ ≤ γpρ. (3.23)
By Lemma 3.2, there exists (x˜, y˜, z˜) satisfies conditions (3.18)–(3.21). Also, a
solution (x∗, y∗, z∗) to (P1) and (D1) satisfies the following equations:
A(x∗)− b = 0,
−∇f(x∗) +ATy∗ + z∗ = 0.
Let
x¯ = (1− θ)x∗ + θx˜− x, y¯ = (1− θ)y∗ + θy˜ − y, z¯ = (1− θ)z∗ + θz˜ − z.
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Then we have
A(x¯) = 0, AT (y¯) + z¯ = H x̂.
Hence 〈x¯, z¯〉 = 〈x¯, H(x¯)〉. Together with the fact that H is positive semidefinite,
we have
〈(1− θ)x∗ + θx˜, z〉+ 〈x, (1− θ)z∗ + θz˜〉
= 〈(1− θ)x∗ + θx˜, (1− θ)z∗ + θz˜〉+ 〈x, z〉 − 〈x¯, H(x¯)〉
≤ 〈(1− θ)x∗ + θx˜, (1− θ)z∗ + θz˜〉+ 〈x, z〉. (3.24)
By using (3.10), (3.17), (3.20), (3.21), (3.24), and the fact that 〈x∗, z∗〉 = 0,
〈x∗, z〉, 〈x, z∗〉 ≥ 0, we have that
θρ[(1− (γd + Lγp))〈e, z〉+ (1− γp)〈e, z〉] ≤ θ(〈z˜, x〉+ 〈x˜, z〉)
≤ 〈(1− θ)x∗ + θx˜, z〉+ 〈x, (1− θ)z∗ + θz˜〉
≤ 〈(1− θ)z∗ + θx˜, (1− θ)z∗ + θz˜〉+ 〈x, z〉
≤ θ(1− θ)(〈x∗, z˜〉+ 〈x˜, z∗〉) + θ2〈x˜, z˜〉+ 〈x, z〉
≤ θ(1− θ)(1 + γd + Lγp)ρ(〈x∗, e〉+ 〈e, z∗〉)
+θ2(1 + γp)(1 + γd + Lγp)ρ
2n+ (1 + γ)νµ0n
≤ 6νρ2n.
From here, the required results follow.
Remark. {(x, y,z) | (θ, ν,x, y,z) ∈ N} is bounded if θ = ν, since from Lemma
3.2 we have ‖x‖ ≤ tr(x) ≤ O(ρn) and ‖z‖ ≤ tr(z) ≤ O(ρn). Suppose we generate
a sequence {(θk, νk,xk, yk, zk)} ∈ N such that
νk ≥ θk, ∀k, and 1 = ν0 ≥ νk ≥ νk+1 ≥ 0.
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If νk → 0 as k →∞, then any limit point of the sequence {xk, yk, zk} is a solution
of (P1) and (D1). In particular, if θk = νk, then the sequence {xk, zk} is also
bounded.
3.3 An inexact infeasible interior-point algorith-
m
Let η1, η2 ∈ (0, 1] be given constants such that η1 ≥ η2. Given a current iterate
(θk, νk,xk, yk, zk) ∈ N , we want to construct a new iterate which remains in N
with respect to smaller θ and ν. To this end, we consider the search direction

















where for pk = w
−1/2
k (wk is the NT scaling element satisfying Q(wk)zk = xk),
Ek = L(Q(p
−1
k )zk)Q(pk), Fk = L(Q(pk)xk)Q(p
−1
k ),
Rdk = −∇f(xk) +ATyk + zk, Rpk = A(xk)− b
Rck = (1− η2)νkµ0e−Hpk(xk, zk).
The last equation of (3.25) is equivalent to
Hpk(xk, zk) +Hpk(∆xk, zk) +Hpk(xk,∆zk) = (1− η2)νµ0e + rck. (3.26)
The search direction (∆xk,∆yk,∆zk) solved from (3.25) is an “inexact” Newton





k are the residual components for infeasibilities and complementarity,
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k are the residual components for the inexactness in
the computed search direction.
Let {σk}∞k=1 be a given sequence in (0, 1] such that σ¯ :=
∑∞
k=0 σk < ∞. We
require the residual components in the inexactness in (3.25) to satisfy the following
accuracy conditions:
‖A+rpk‖ ≤ γpρθkσk, ‖rdk‖ ≤ γdρθkσk, ‖rck‖ ≤ 0.5(1− η2)γνkµ0. (3.27)
Remark. In practice, we can solve (3.25) by the following procedure:






 −η1(Rdk + rdk)− F−1k Rck
−η1(Rpk + rpk)
 (3.28a)
with the residual vectors rdk and r
p
k satisfying the conditions in (3.27).
2. Compute ∆zk from
∆zk = −F−1k Ek∆xk + F−1k Rck. (3.28b)
Here, we can see that ∆zk is obtained directly from (3.26) with r
c
k = 0. Thus, r
c
k
can be ignored in the system (3.25). For an SDP variable (∆xk,∆yk), the dimen-
sion of the augmented system (3.28a) is 1
2
n(n + 1) + m, which is typically a large
number even for n = 100. The computational cost and memory requirement for
solving (3.28a) by a direct solver are at least Θ((n2 + m)3) and Θ((n2 + m)2) re-
spectively, which are prohibitively expensive for large scale problems. An iterative
solver would not require the storage or manipulation of the full coefficient ma-
trix. However, the disadvantage of using an iterative solver is the demand of good
preconditioners to accelerate its convergence. In practice, constructing cheap and
effective preconditioners could be the most challenging task in the implementation
of an inexact interior-point algorithm for solving QSDP; see [93] for details.
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After computing the search direction in (3.25), we consider the following trial
iterate to determine the new iterate:
(θk(α), νk(α),xk(α), yk(α), zk(α)) (3.29)
= ((1− αη1)θk, (1− αη2)νk,xk + α∆xk, yk + α∆yk, zk + α∆zk), α ∈ [0, 1].
To find the new iterate, we need to choose an appropriate step length αk to keep
the new iterate in N . The precise choice of αk will be discussed shortly. Before
that, we present our inexact primal-dual infeasible path-following algorithm.
Algorithm IIPF. Let θ0 = ν0 = 1. Choose parameters η1, η2 ∈ (0, 1] with η1 ≥ η2,
γp, γd ∈ (0, 1) such that γp ≤ γd and γd+Lγp < 1. Pick a sequence {σk}∞k=1 in (0, 1]
such that σ¯ :=
∑∞
k=0 σk < ∞. Choose (x0, y0, z0) satisfying (3.8), (3.9), (3.10).
Note that (θ0, ν0,x0, y0, z0) ∈ N .
For k = 0, 1, . . .
1. Terminate when νk < .
2. Find an inexact search direction (∆xk,∆yk,∆zk) from the linear system
(3.25).
3. Let αk ∈ [0, 1] be chosen appropriately so that
(θk+1, νk+1,xk+1, yk+1, zk+1) := (θk(αk), νk(αk),xk(αk), yk(αk), zk(αk)) ∈ N .
Let α0, α1, . . . , αk−1 be the step lengths that have already been determined in the
previous k iterations. For reasons that will become apparent shortly, we assume
that the step lengths αi, i = 0, . . . , k − 1, are contained in the interval
I := [0,min{1, 1/(η1(1 + σ¯))}]. (3.30)
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Let the primal and dual infeasibilities associated with (θk(α), νk(α),xk(α), yk(α),xk(α))
be
Rpk(α) = A(xk(α))− b,
Rdk(α) = −∇f(xk(α)) +ATyk(α) + zk(α).
We will show that Rpk(α) and R
d
k(α) satisfy the first two conditions in N when α
is restricted to be in the interval I given in (3.30).
Lemma 3.4. Suppose the step lengths αi associated with the iterates (θi, νi,xi, yi, zi)












‖A+ξpk(α)‖ ≤ γpρ, ‖ξdk(α)‖ ≤ γdρ, ∀ α ∈ I.
Proof. Note that Rpk(α) has exactly the same form as in the inexact interior-point
























The quantity Rdk(α) is different from its counterpart in a linear SDP as it contains
an extra term from the quadratic term in f(x). Thus, we need to investigate the
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details. Given that the current iterate belongs to N , we have
Rdk(α) = −∇f(xk(α)) +ATyk(α) + zk(α)
= −∇f(xk) +ATyk + zk + α[−H(∆xk) +AT∆yk + ∆zk]
= Rdk − αη1(Rdk + rdk)
































From (3.33) and (3.34), we see that since αi ≤ 1η1(1+σ¯) for i = 1, . . . , k− 1, we have












Next, we check the last condition in N . The following lemma generalizes the result
of Lemma 4.2 in [115].
Lemma 3.5. For (θk, νk,xk, yk, zk) ∈ N and ∆xk,∆zk satisfying (3.25), we have
(a) Hpk(xk(α), zk(α)) = (1− α)Hpk(xk, zk) + α(1− η2)νkµ0e
+α rck + α
2Hpk(∆xk,∆zk)




) ≤ (1 + γ)νk(α)µ0 ∀ α ∈ [0, α¯k].
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Proof. (a) The proof of part (a) is quite standard and uses equation (3.26).










≥ (1− α)(1− γ)νkµ0 + α(1− η2)νkµ0 − α‖rck‖ − α2‖Hpk(∆xk,∆zk)‖ − (1− γ)νk(α)µ0
= αγ(1− η2)νkµ0 − α‖rck‖ − α2‖Hpk(∆xk,∆zk)‖
≥ 0.5α(1− η2)γνkµ0 − α2‖Hpk(∆xk,∆zk)‖
≥ 0 for α ∈ [0 , α¯].




) ≤ (1 + γ)νk(α)µ0 for all α ∈ [0 , α¯] is
similar, and we shall omit it.
Lemma 3.6. Under the conditions in Lemmas 3.4 and 3.5, for any α ∈ [0, α¯k],
we have
(θ(α), ν(α),x(α), y(α), z(α)) ∈ N .
Proof. The result follows from Lemmas 3.4 and 3.5.
Lemma 3.7. Suppose the conditions in (3.8), (3.9) and (3.10) hold. Then
‖Hpk(∆xk,∆zk)‖ =
O(1)
(1− (γd + Lγp))2n
2νkµ0. (3.36)
The proof of Lemma 3.7 is non-trivial and we devote the next section to its proof.
We are now ready to present the main result of this chapter, the polynomial iter-
ation complexity of Algorithm IIPF.
Theorem 3.8. Let  > 0 be a given tolerance. Suppose the conditions in (3.8),
(3.9) and (3.10) hold. At each iteration of Algorithm IIPF, set the step length
αk = α¯k. Then for some k = O(n
2 ln(1/)) it follows νk ≤  .
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Proof. From (3.35), Lemma 3.6 and Lemma 3.7, we know that














(1− αiη2) ≤ (1− α¯η2)k ≤ ε for k = O(n2 ln(1/ε)).
3.4 Proof of Lemma 3.7
For a given (θk, νk,xk, yk, zk) ∈ N , the purpose of Lemma 3.7 is to establish an
upper bound for ‖Hpk(∆xk,∆zk)‖. Throughout this section, we shall consider
only the NT direction, where pk = w
−1/2
k , with wk satisfying Q(wk)zk = xk.
To facilitate our analysis, we introduce the following notation:
x̂k = Q(pk)xk, ẑk = Q(p
−1
k )zk;




−1) = L(ẑk), F̂k = FkQ(pk) = L(x̂k).
From (3.6) we have
ẑk = x̂k, Êk = F̂k. (3.37)
Let the spectrum decomposition of x̂k and ẑk be









From (3.16), we have
(1− γ)νkµ0 ≤ (λ1k)2 ≤ · · · ≤ (λnk)2 ≤ (1 + γ)νkµ0. (3.39)
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From Lemma 2.2 we know the spectrum of Êk and F̂k





, 1 ≤ i, j ≤ n
Let Ŝk := F̂kÊk = (Êk)







2 : 1 ≤ i, j ≤ n
}
.
From (3.38) and (3.39), we have
(1− γ)νkµ0e  Ŝk  (1 + γ)νkµ0e, (3.40)
and
‖Ŝk‖2 ≤ (1 + γ)νkµ0, ‖Ŝ−1k ‖2 ≤
1
(1− γ)νkµ0 . (3.41)
Now we state a few lemmas, which will lead to the proof of Lemma 3.7.
















k )ẑk and Hpk(xk, zk) all have the same spectrum. Thus we have












≤ (1 + γ)νkµ0 (3.42)












≤ (1 + γ)νkµ0 (3.43)
By (3.5) and (3.42) , we have
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Similarly, by (3.43) we have









































































Proof. The last equation of (3.25) can be rewritten as





Multiplying (3.44) by Ŝ
−1/2
k from the left, we have







From here, the first equation in the lemma follows.
For the second inequality, by Lemma 2.2, we have








Lemma 3.11. We have
‖Ŝ−1/2k (Rck + rck)‖2 = O(nνkµ0).
Proof. From (3.27) and (3.41), we have




4(1− γ) . (3.45)
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Observe that from (3.38),
Λ(Rck) = (1− η2)νkµ0 − Λ(x̂k)2.
Thus






(1− η2)νkµ0 − (λki )2
)2
≤ nνkµ0
1− γ (γ + η2)
2, by (3.39). (3.46)
The required result follows from (3.45) and (3.46). This completes the proof.
In the rest of our analysis, we introduce an auxiliary point (x˜k, y˜k, z˜k) whose exis-
tence is ensured by Lemma 3.2. From Lemma 3.4, we have the following equations
at the kth iteration:
−∇f(xk) +ATyk + zk = θk(Rd0 + ξdk), ‖ξdk‖ ≤ γdρ, (3.47)
A(xk)− b = θk(Rp0 + ξpk), ‖A+ξpk‖ ≤ γpρ. (3.48)
Thus by Lemma 3.2, there exists (x˜k, y˜k, z˜k) such that
−∇f(x˜k) +AT y˜k + z˜k = Rd0 + ξdk (3.49)
A(x˜k)− b = Rp0 + ξpk (3.50)
(1− γp)ρe  x˜k  (1 + γp)ρe , (3.51)
[1− (γd + Lγp)]ρe  z˜k  [1 + (γd + Lγp)]ρe. (3.52)
Lemma 3.12. Let
x¯k = xk − x∗ − θk(x˜k − x∗), z¯k = zk − z∗ − θk(z˜k − z∗).
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The following equations hold:
〈x¯k, z¯k〉 = 〈x¯k, Hx¯k〉, (3.53)
〈∆xk + η1θk(x˜k − x∗) + η1A+rpk, ∆zk + η1θk(z˜k − z∗) + η1rdk〉
= 〈∆xk + η1θk(x˜k − x∗) + η1A+rpk, H (∆xk + η1θk(x˜k − x∗))〉. (3.54)
Proof. By (3.47)–(3.50) and the fact that
Ax∗ − b = 0,
−∇f(x∗) +ATy∗ + z∗ = 0,
we have
Ax¯k = 0
AT (yk − y∗ − θk(y˜k − y∗)) + z¯k = H (x¯k),
which implies (3.53). Next, by (3.25), and (3.47)–(3.50), we have
A
(





∆yk + η1θk(y˜k − y∗)
)















‖Q(pk)A+rpk‖2 + ‖Q(p−1k )rdk‖2
)1/2
(3.57)
T4 = ‖Q(p−1k )H (A+rpk)‖. (3.58)
Then we have the following lemma.
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Lemma 3.13.











Proof. By (3.54), we have that
−〈∆x̂k, ∆ẑk〉 = −〈∆xk, ∆zk〉
= η1θk[〈∆xk, z˜k − z∗〉+ 〈x˜k − x∗, ∆zk〉] + η1[〈∆xk, rdk〉+ 〈A+rpk, ∆zk〉]
+ η21θk[〈x˜k − x∗, rdk〉+ 〈A+rpk, z˜k − z∗〉] + η21〈A+rpk, rdk〉
+ η21θ
2
k〈x˜k − x∗, z˜k − z∗〉 − η1〈A+rpk, H (∆xk + η1θk(x˜k − x∗))〉
−〈∆xk + η1θk(x˜k − x∗), H (∆xk + η1θk(x˜k − x∗))〉.
Also, we have the following inequalities:
|〈∆xk, z˜k − z∗〉+ 〈x˜k − x∗, ∆zk〉|
= |〈∆x̂k, Q(p−1k )(z˜k − z∗)〉+ 〈Q(pk)(x˜k − x∗), ∆ẑk〉| ≤ T1T2
|〈∆xk, rdk〉+ 〈A+rpk, ∆zk〉| ≤ T1T3
|〈x˜k − x∗, rdk〉+ 〈A+rpk, z˜k − z∗〉| ≤ T2T3
|〈A+rpk, rdk〉| ≤ T 23
|〈A+rpk, H (x˜k − x∗)〉| ≤ T2T4
|〈A+rpk, H (∆xk)〉| ≤ T1T4
−〈∆xk + η1θk(x˜k − x∗), H (∆xk + η1θk(x˜k − x∗))〉 ≤ 0.




c2 + d2 for a, b, c, d ≥ 0.
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By Lemma 3.10, and the above inequalities, we have
T 21 = ‖Ŝ−1/2k (Rck + rck)‖2 − 2〈∆x̂k, ∆ẑk〉
≤ 2
(










+‖Ŝ−1/2k (Rck + rck)‖2 + 2η21θ2k〈x˜k − x∗, z˜k − z∗〉
= 2η1T1(θkT2 + T3 + T4) + T5.
The quadratic function t2− 2η1(θkT2 +T3 +T4)t−T5 has a unique positive root at
t+ = η1(θkT2 + T3 + T4) +
√
η21(θkT2 + T3 + T4)
2 + T5,
and it is positive for t > t+, hence we must have T1 ≤ t+ ≤ 2η1(θkT2 + T3 + T4) +
√
T5.
Lemma 3.14. We have
T 23 =
O(1)
(1− (γd + Lγp))2n
2νkµ0.
Proof. By (3.27), we have
‖A+rpk‖ ≤ θkγpρ, ‖rdk‖ ≤ θkγdρ. (3.59)





























2νkµ0 by Lemma 3.3.
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(1− (γd + Lγp))2n
2νkµ0 by Lemma 3.3.
From here, the required result follows.
Lemma 3.15. Under the conditions (3.8), (3.9) and (3.10),
〈x˜k − x∗, z˜k − z∗〉 ≤ 4nµ0.
Proof. The result follows from Lemma 11 in [118] and (3.51)–(3.52).





Proof. First we note that for any u ∈ J , Q(u)x  0 if x  0. Then for any
x  0
‖Q(u)x‖ ≤ tr(Q(u)x) = 〈Q(u)x, e〉 = 〈u2, x〉. (3.60)
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By the fact that 0  x˜k − x∗  (1 + γp)ρe, and (3.60), (3.5), we have
‖Q(pk)(x˜k − x∗)‖ ≤ 〈p2k, x˜k − x∗〉
= 〈Q(p−2)p2k, Q(p2)(x˜k − x∗)〉










































= 〈Q[(Q(z1/2k )xk)−1/2](Q(z1/2k )xk)1/2, Q(z1/2k )(x˜k − x∗)〉






〈zk, x˜k − x∗〉
≤ 1√
(1− γ)νkµ0
〈zk, x˜k − x∗〉.
Similarly, from 0  z˜k − z∗  (1 + γd + Lγp)ρe, we have
‖Q(p−1k )(z˜k − z∗)‖ ≤
1√
(1− γ)νkµ0













〈zk, x˜k − x∗〉+ 〈xk, z˜k − z∗〉
)2
.
From (3.53) and the facts that 〈x∗, z∗〉 = 0, 〈xk, z∗〉, 〈x∗, zk〉, 〈x˜k, z∗〉, 〈z˜k, x∗〉 ≥
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0, we have
θk〈x˜k − x∗, zk〉+ θk〈xk, z˜k − z∗〉
= 〈zk, zk〉 − 〈xk, z∗〉 − 〈x∗, zk〉+ 〈x∗, z∗〉
+ θk
(〈x∗, z˜k − z∗〉+ 〈x˜k − x∗, z∗〉)+ θ2k〈x˜k − x∗, z˜k − z∗〉
− 〈xk − x∗ − θk(x˜k − x∗), H(xk − x∗ − θk(x˜k − x∗))〉
≤ 〈xk, zk〉+ θk
(〈x∗, z˜k〉+ 〈x˜k, z∗〉)+ θ2k〈x˜k, z˜k〉









(1− (γd + Lγp))2n
2νkµ0.





















(1− (γd + Lγp))2n
2ν2kρ
2, by Lemma 3.3
=
O(1)
(1− (γd + Lγp))2n
2νkµ0.
The following proof directly leads to Lemma 3.7.




(1− (γd + Lγp))2n
2νkµ0.








≤ 8(θkT2 + T3 + T4)2 + 2T5





(1− (γd + Lγp))2n
2νkµ0 +O(nνkµ0).














In this chapter, we design a customized inexact primal-dual path-following interior-
point algorithm for solving large scale log-determinant semidefinite programming
(log-det SDP) problems arising from sparse covariance selection problems. A fa-
vorable feature of the log-det SDP is that the log-det term acts naturally as a
barrier function for the semidefinite constraints. This will relax the complemen-
tarity condition of interior-point method and improve the condition number of the
Schur complement equation. Section 4.1 describes the formulation of log-det SDP
problem and the details of an inexact primal-dual interior-point algorithm (which
we call it as Algorithm IIPM). In Section 4.2, we construct preconditioners for
the generally ill-conditioned linear systems of equations arising in each iteration
of IIPM. Section 4.3 further discusses the efficient computation of search direction
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in each iteration of IIPM for the covariance selection problem (1.8). We also de-
sign efficient preconditioners for the linear systems of equations associated with
the special case (1.8). Section 4.4 demonstrates the computational performance of
IIPM on both synthetic and real examples. The performance of IIPM is compared
with the ANS method of Lu [58] and the PPA method of Wang et al. [102].
4.1 A customized inexact primal-dual interior-
point method
Here we design a customized inexact primal-dual path-following interior-point
method for the following l1-regularized log-det SDP problem which includes (1.8)
as a special case:
(P ) min 〈C, X〉 − γ log detX + hTx1 + hTx2
s.t. A(X) = b
B(X)− x1 + x2 = 0
x1,x2 ≥ 0, X  0,
(4.1)
where γ is a given positive constant, C,X ∈ Sp, h ∈ Rl+ and b ∈ Rm are given
data; A : Sp → Rm is a linear map defined by A(X) = [〈A1, X〉, . . . , 〈Am, X〉]T
where {Ai ∈ Sp : i = 1, . . . ,m} are given matrices; B : Sp → Rl is another linear
map defined by B(X) = [〈B1, X〉, . . . , 〈Bl, X〉]T where {Bi ∈ Sp : i = 1, . . . , l}
are given matrices. Without loss of generality, we assume that the linear map
defining the linear equality constraints in (4.1) is surjective. Thus we must have
m+l ≤ p(p+1)/2+2l. Note that the problem (1.8) can be easily transformed to the
form in (P ) by writing Xij = X
+
ij−X−ij with X+ij , X−ij ≥ 0 for (i, j) ∈ Ωc; see Section
4.4 for details. For the problem (P ), if an optimal solution X∗ exists, then it must
be unique since the problem is equivalent to min{〈C, X〉−γ log detX+hT |B(X) :
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A(X) = b,X  0|}, whose objective function is strictly convex with respect to X.
The dual problem of (P ) is given by:
(D) max bTy + γ log detZ + pγ(1− log γ)
s.t. ATy + BT (u) + Z = C
−h ≤ u ≤ h, Z  0,
(4.2)
where AT and BT are the adjoint of A and B respectively. For the problem (D), if
an optimal solution Z∗ exists, then it must be unique since the problem is equivalent
to the problem max{bTy+ γ log det(Z(y,u) := C− [AT ,BT ] [y;u]) : −h ≤ u ≤
h, y ∈ Rm, Z(y,u)  0}, whose objective function is strictly concave with respect
to [y;u].
The perturbed KKT optimality conditions for (P ) and (D) are as follows:
ATy + BT (u) + Z − C = 0
A(X)− b = 0,
B(X)− x1 + x2 = 0 (4.3)
XZ − γI = 0, X, Z  0,
x1 ◦ (h + u) = νe, x1 > 0, h + u > 0,
x2 ◦ (h− u) = νe, x2 > 0, h− u > 0,
where e is the vector of ones and ν > 0 is the barrier parameter. Here the notation
“◦” denotes element-wise multiplication between two vectors. The last two equa-
tions of (4.3) are the perturbed complementarity conditions, where the positive
barrier parameter ν is to be driven to 0 explicitly.
Due to the fact that XZ is usually nonsymmetric, the equation XZ = I in (4.3)
is usually symmetrized to HP (XZ) = γI, the matrix version of (3.4). For a given
positive definite matrix P , HP : Rp×p → Sn is defined by HP (M) := (PMP−1 +
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(PMP−1)T )/2. In this chapter, we choose P = W−1/2 whereW  0 is the Nesterov-
Todd (NT) scaling matrix satisfying WZW = X for given X,Z ∈ Sp++ [89]. It has
been shown in [115] that for X,Z ∈ Sp++ and our choice of P , HP (XZ) = γI if
and only if XZ = γI.
Given the current iterate (X,x1,x2, y,u, Z), our IPM algorithm computes a search
direction for the current iterate by applying one step of Newton method to (4.3)
with the fourth equation XZ = γI replaced by HP (XZ) = γI. Without going
through the algebraic manipulations, the search direction is the solution to the
following linear system of equations:
AT∆y + BT∆u + ∆z = Rd := C − Z −ATy − BT (u),
A(∆x) = rp := b−A(X),
B(∆x)−∆x1 + ∆x2 = rp := x1 − x2 − B(X),
W−1 ~W−1(∆x) + ∆z = Rc := γX−1 − Z, (4.4)
x1
−1 ◦ (h + u) ◦∆x1 + ∆u = r1 := νx1−1 − h− u,
x2
−1 ◦ (h− u) ◦∆x2 −∆u = r2 := νx2−1 − h + u.
Here, for a given vector x > 0, we let x−1 be the componentwise reciprocal of x.
It is clear that the linear system (4.4) has dimension m+p(p+1)+3l, which could
easily be very large. In practice, one would not solve (4.4) directly, but would first
perform block eliminations so that only a smaller linear system is solved.
There are two possible ways to obtain a smaller linear system for computing the
search direction from (4.4). The first approach is based on the fact that ∆x1,∆x2
and ∆u, the variables associated with the linear constraints, can easily be elimi-
nated. From the last two equations of (4.4), we have
∆x1 = (h + u)
−1 ◦ x1 ◦ (r1 −∆u),
∆x2 = (h− u)−1 ◦ x2 ◦ (r2 + ∆u).
(4.5)
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Then from (4.5) and the third equation of (4.4), we get
∆u = q−1 ◦ g − diag(q−1)B(∆x) (4.6)
where
q = (h + u)−1 ◦ x1 + (h− u)−1 ◦ x2, (4.7)
g = −2ν u ◦ (h ◦ h− u ◦ u)−1 − B(X). (4.8)
By using (4.6) and eliminating ∆z from the first and fourth equations of (4.4), we






 Rd −Rc − BT (q−1 ◦ g)
rp
 . (4.9)
To compute the search direction associated with the current iterate, one can solve
the linear system (4.9) for ∆x,∆y. Once they are obtained, ∆u,∆z can be ob-
tained from (4.6) and the first equation of (4.4), respectively. After that, ∆x1,∆x2
can be computed from (4.5). Note that if (4.9) is solved inexactly such that the
computed solution (∆x,∆y) has residual given by (Ξ, ξ), then the residual of the
computed search direction for (4.4) is given by (0, ξ, 0,−Ξ, 0, 0). In our numer-
ical implementation, we deem (∆X,∆y) computed from (4.9) to be sufficiently
accurate if the following relative stopping criterion is satisfied:
max {‖Ξ‖, ‖ξ‖} ≤ κmax{‖Rd‖, ‖rp‖, ‖rp‖, ‖Rc‖, ‖r1‖, ‖r2‖} ,
where κ ∈ (0, 1) is an accuracy parameter. Although we do not investigate the
global polynomial convergence of our inexact IPM under such a stopping criterion,
we note that a similar criterion has been used in the analysis in [118].
Observe that for the system (4.9), if let H = W−1 ~W−1 + BTdiag(q−1)B and
G = [−H, AT ;A, 0] be its coefficient matrix, then
G−1 =
 −H−1 +H−1ATY −1AH−1 H−1ATY −1
Y −1AH−1 Y −1
 , (4.10)
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where Y = AH−1AT . Thus for any given [x; y], G−1[x; y] can be computed via the
following steps:
Compute v = Y −1(AH−1x+ y); (4.11)
Compute G−1[x; y] = [H−1(ATv − x); v]. (4.12)
However, note that it is impractical to compute either (4.11) or (4.12) exactly since
it is extremely costly to compute H−1 and Y −1.
In the second approach for computing the search direction in (4.4), we rewrite the











W−1 ~W−1, (h + u) ◦ x1−1, (h− u) ◦ x2−1
)
, V = (A, 0, 0;B,−I, I) ,





, r˜ = (rp; rp) .
Since U−1 exists and is easy to compute, by eliminating ∆X˜, the system (4.13)
can be reduced to the following smaller system:
V U−1V T∆y˜ = V U−1R˜ + r˜. (4.14)
By rewriting (4.14) with the original variables, ∆y,∆u can be computed from the
following linear system: AW ~WAT AW ~WBT





 AW ~W (Rd −Rc) + rp
BW ~W (Rd −Rc) + g
(4.15)
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where g is defined as in (4.8). Once ∆y,∆u are computed, ∆z can be obtained
from the first equation of (4.4), while ∆x1,∆x2 can be computed from (4.5). The
unknown ∆x is easy to obtain since from the fourth equation of (4.4), we have
∆x = W ~W (Rc −∆z). (4.16)
Suppose that the solution (∆y,∆u) computed from the system (4.15) has residual
given by [η; ζ]. Then the residual of the computed search direction for (4.4) is given
by [0; η; ζ; 0; 0; 0].
Note that the linear systems (4.9) and (4.15) have dimensions m+ p(p+ 1)/2 and
m+ l, respectively. These dimensions can still be very large. Thus it is impractical
to solve (4.9) or (4.15) via a direct solver. The only viable alternative is to use
an iterative solver to compute an approximate solution with a sufficiently small
residual norm.
Now we describe the details of our inexact primal-dual path-following algorithm.
Algorithm (IIPM). Choose starting points X0 = Z0 ∈ Sp++, x10 = x20 > 0,
y0 = 0, u0 = 0. Let σ, τ ∈ (0, 1) be given parameters.
For k = 0, 1, 2, . . .









1 + |pobj|+ |dobj| , pinf, dinf
}
≤ Tol, (4.17)
where pobj, dobj are the primal and dual objective values, and
gap = (h + u)Tx1 + (h− u)Tx2 + 〈X, Z〉 − γ log det(XZ)− pγ(1− log γ)
pinf = max
{ ‖rp‖






1 + ‖C‖ .
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2. Compute the search direction (∆x,∆x1,∆x2,∆u,∆y,∆z) from (4.4) by
solving the augmented system (4.9) for (∆x,∆y) or (4.15) for (∆y,∆u) with
ν = σµ, where
µ =
(h + u)Tx1 + (h− u)Tx2
2l
.
3. Determine the maximum step lengths α¯, β¯ ∈ (0, 1] such that X + α¯∆x,
Z+ β¯∆z remain positive semidefinite; x1+ α¯∆x1, x2+ α¯∆x2, h+u+ β¯∆u,
h− u− β¯∆u remain nonnegative.
4. (Update) Compute the next iterate as:
X+ = X + α∆x, x1
+ = x1 + α∆x1, x2
+ = x2 + α∆x2,
Z+ = Z + β∆z, y+ = y + β∆y, u+ = u + β∆u,
where α = min{1, τ α¯} and β = min{1, τ β¯}.
4.2 Preconditioners
When we apply an iterative solver to (4.9) or (4.15), it is crucial for us to construct
efficient preconditioners for the systems since they are generally ill-conditioned.
The main idea in constructing a preconditioner M for a coefficient matrix of the
form G = [−H,A;AT , 0] is to find an M such that the eigenvalues of M−1G are
clustered, and at the same time M−1[x; y] can be evaluated at moderate cost for
any given [x; y]. Because of the 2× 2 block structure in G,M is usually chosen to
have a similar 2× 2 block structure as well, and the constituent blocks are chosen
such that the evaluation of M−1[x; y] through steps similar to (4.11) and (4.12)
can be done at moderate cost.
We will first discuss the construction of preconditioners for (4.9). We assume
that strict complementarity conditions hold for the last two equations in (4.3) at
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an optimal solution (X∗,x∗1,x
∗
2,u
∗, y∗, Z∗), i.e., there exists a positive constant κ
independent of ν such that for x1,x2,u that is sufficiently close to the optimal
solution, we have x1 +h+u ≥ κ, x2 +h−u ≥ κ. Let L := {1, . . . , l}. We define
L1 = {k ∈ L : (x1)k = Θ(ν) and (x2)k = Θ(ν)} , (4.18)
and L2 = L\L1 = {k ∈ L : (h + u)k = Θ(ν) or (h − u)k = Θ(ν)}. It is clear




Θ(ν) for k ∈ L1
Θ(1/ν) for k ∈ L2.
Thus when L1 6= ∅, the coefficient matrix in (4.9) would have its norm increase like
O(1/ν) as ν ↓ 0 since its (1,1) block involves q−1. The ill-conditioning problem
caused by q−1 can be fixed by considering the following preconditioner:
M1 =
 −D−1 ~D−1 − BTdiag(q−1)B AT
A 0
 , (4.19)
where D = diag(W ). Note that inverting the (1,1) block of M1 is relatively
straightforward since in their respective matrix representations, D−1 ~ D−1is a
diagonal matrix and BTdiag(q−1)B is typically sparse when B is sparse. However,
note that to invert M1 using the formula (4.10), we also need to invert its Schur
complement, which is given by
S1 = A(D−1 ~D−1 + BTdiag(q−1)B)−1AT . (4.20)
In the event that inverting S1 is expensive, thenM1 would not be an appropriate
preconditioner as the construction cost would be too high. One can replaceM1 by
a block diagonal preconditioner by keeping the (1,1) block of M1 and filling the
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(2,2) block by a cheap approximation to S1 such as the diagonal matrix, diag(S1),
namely,
Md1 =
 −D−1 ~D−1 − BTdiag(q−1)B 0
0 diag(S1)
 . (4.21)
Next we construct a preconditioner for the coefficient matrix in (4.15). When
L2 6= ∅, the matrix in (4.15) would have its norm increase like O(1/ν) when ν ↓ 0
because its (2,2) block contains q. A possible preconditioner for (4.15) would be
the following:
M2 =
 AD ~DAT 0
0 BD ~DBT + diag(q)
 . (4.22)
Notice that in this case we do not consider a preconditioner that retains the (1,2)
and (2,1) blocks of the coefficient matrix in (4.15). The reason is simply because
for such a preconditioner, computing and inverting the corresponding Schur com-
plement matrix would be extremely expensive since the (1,2) and (2,1) blocks are
typically dense.
4.3 Computation of search direction for the spe-
cial case (1.8)
For the special case (1.8), the computation of the search direction via the systems
(4.9) and (4.15) can further be simplified. More importantly, we can also design
more efficient preconditioners for the simplified systems.
Recall that for the problem (1.8), we have m + l = p(p + 1)/2, and [AT ,BT ] is
a just a permutation of the identity operator. As a result, we have the following
properties:
ATA+ BTB = Ip¯, AAT = Im, BBT = Il, ABT = 0m×l, (4.23)
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where p¯ := p(p+ 1).
4.3.1 Computing (∆x,∆y) first
First we consider linear system (4.9) corresponding to the problem (1.8). By using
(4.23), we have ∆x = AT (A∆x)+BT (B∆x) = AT rp+BT (B∆x), thus the system
(4.9) can be rewritten as follows:
(BW−1 ~W−1BT + diag(q−1))∆ξ = f, (4.24)
where ∆ξ = B∆x and f = q−1 ◦ g − B(Rd − Rc + W−1(AT rp)W−1). Once ∆ξ is
computed, (∆x,∆y) can be recovered from the following equation:
∆x = AT rp + BT∆ξ, ∆y = A(W−1∆xW−1 +Rd −Rc). (4.25)
Suppose that the computed solution ∆ξ from (4.24) has residual δ. Then for
the direction (∆x,∆y) computed based on (4.24) and (4.25), the residual vector
associated with the system (4.9) is given by [−BT δ; 0].
It is easy to see that when X,Z are sufficiently close to the optimal solutions
X∗, Z∗, there exists a positive constant τ (independent of the barrier parameter ν)
such that
W−1 ~W−1  τΛ−1 ~ Λ−1,
where Λ is a given positive definite diagonal matrix, for example, Λ = I. In our
numerical implementation of the IIPM algorithm, we take Λ−1 = diag(W−1).
We can rewrite (4.24) as
(B(W−1 ~W−1 − τΛ−1 ~ Λ−1)BT +M3)∆ξ = f, (4.26)
where
M3 = τBΛ−1 ~ Λ−1BT + diag(q−1). (4.27)
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If we precondition (4.26) by M3, then we get
(





For the above preconditioned system (4.28), which has a symmetric positive definite
coefficient matrix, the iterative solver of choice is the minimum residual (MINRES)
method [78, p. 134]. We can expect the MINRES method to be efficient in solving
(4.28), as the result in Theorem 4.1 indicates.
Theorem 4.1. Let β = ‖M−1/23 B(W−1 ~W−1 − τΛ−1 ~ Λ−1)BTM−1/23 ‖2. The
MINRES method applied to (4.28) would converge at a rate given by
√
1 + β − 1√
1 + β + 1
.
Proof. Let H be the preconditioned matrix in (4.28). It is clear that the eigen-
values of H are contained in the interval [1, 1 + β]. Thus the condition number of
H is no more than 1 + β, and the required convergence rate follows by adapting
the standard convergence result for the conjugate gradient method [78, p. 203] to
the MINRES method.
Note that the quantity β in Theorem 4.1 can be bounded independent of the barrier
parameter ν.
In our implementation of Algorithm IIPM, we use the symmetric quasi-minimal
residual (SQMR) iterative method [30] to solve the linear system (4.28) instead of
the MINRES method. We note that the SQMR method is mathematically equiv-
alent to the MINRES method when the coefficient matrix is symmetric positive
definite. But we prefer the former in our implementation as it has slightly better
numerical performance in finite-precision arithmetic.
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4.3.2 Computing (∆y,∆u) first
Next, we consider the linear system (4.15) corresponding to the problem (1.8). In
this case, by using (4.23), the linear system (4.15) can be rewritten as follows:(
W ~W + BTdiag(q)B)∆V = F (4.29)
where ∆V = AT (∆y) + BT (∆u) and F = AT rp + W (Rd − Rc)W + BTg. After
solving for ∆V , the search direction can be found as follows:
∆y = A(∆V ), ∆u = B(∆V ), ∆z = Rd −∆V,
and ∆x1,∆x2 can be computed from (4.5). The unknown ∆x can be computed
either from (4.16) or from the following equation: ∆x = AT rp + BT (g − q ◦∆u).
We found that the former has better numerical stability and we adopt it in the
implementation of Algorithm IIPM.
Suppose ∆V is computed from (4.29) with residual Φ. Then the residual cor-
responding to the system (4.15) for the computed (∆y,∆u) above is given by
[AΦ;BΦ]. Note that if ∆x is computed from (4.16), then the residual vector asso-
ciated with the computed search direction for (4.4) is given by (0, AΦ, BΦ, 0, 0, 0).
It is easy to see that when X,Z are sufficiently close to the optimal solutions
X∗, Z∗, there exists a positive constant τ (independent of the barrier parameter ν)
such that
W ~W  τΛ~ Λ,
where Λ is a given positive definite diagonal matrix. In our implementation of the
IIPM algorithm, we take Λ = diag(W ).
We can rewrite (4.29) as
(W ~W − τΛ~ Λ +M4) ∆V = F, (4.30)
where
M4 = τΛ~ Λ + BTdiag(q)B. (4.31)
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If we precondition (4.30) by M4, then we get(





For the above preconditioned system (4.32), which has a symmetric positive definite
coefficient matrix, again the iterative solver of choice is the MINRES method. As
in (4.28), we can expect the MINRES method to be efficient in solving (4.32), as
the result in the next theorem indicates.
Theorem 4.2. Let β = ‖M−1/24 (W~W−τΛ~Λ)M−1/24 ‖2. The MINRES method
applied to (4.32) would converge at a rate given by
√
1 + β − 1√
1 + β + 1
.
Proof. Similar to that of Theorem 4.1.
Note that as before, the quantity β in Theorem 4.2 can be bounded independent
of the barrier parameter ν. Again, for the same reason mentioned in the last
subsection, we use the SQMR method to solve (4.32) instead of the MINRES
method in our implementation of Algorithm IIPM.
Remark. Given the systems (4.24) and (4.29), we have the flexibility to choose
a better conditioned system among the two to compute the search direction. By
noting that W ≈ X/√γ when (X,Z) is close to optimality, the system (4.29) is
preferred if ‖X‖ is moderate. On the other hand, the system (4.24) is preferred
if ‖X−1‖ is moderate. In our implementation of Algorithm IIPM for solving (1.7)
and (1.6), we replace Step 2 in the algorithm as follows:
2′. If ‖X−1‖ < 10−2‖X‖, compute the search direction (∆x,∆x1,∆x2,∆u,∆y,∆z)
for (4.4) via solving the system (4.28) for (∆x,∆y); otherwise, compute the
search direction via solving the system (4.32) for (∆y,∆u).
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4.4 Numerical Experiment
In this section, we conduct numerical experiments to evaluate the performance of
Algorithm IIPM for solving the problem (1.8) arising from covariance selection.
Specifically, we solve the following problem:
min 〈Σ̂, X〉 − log detX + hT (x+ + x−)
s.t. Xij = 0 ∀ (i, j) ∈ Ω,
B(X)− x+ + x− = 0,
x+,x− ≥ 0, X  0,
(4.33)
where Σ̂ is a given p× p sample covariance matrix, h corresponds to H = ρE, and
E is the matrix of ones. The linear map B : Sp → Rl is defined by B(X) = XΩc ,
where XΩc is the vector in Rl is that obtained by stacking the elements Xij with
(i, j) ∈ Ωc in lexicographical order into a column vector.
The input sample covariance matrices Σ̂ are chosen from both synthetic data and
real data. For synthetic data, the sparsity pattern of the true inverse covariance
matrix Σ−1 is assumed to be known. In this case, we create linear constraints
Xij = 0 by letting Ω to be a subset of Ξ, where Ξ is the set of indices of the zero
elements of Σ−1. In our experiments, we randomly choose 50% of the elements in
Ξ to form the subset Ω and expect to recover the rest by solving (4.33). For the
real data considered in this section, we have no priori knowledge on the sparsity
pattern. Hence, we set Ω = ∅ in the problem (4.33).
In Algorithm IIPM, we use the following starting iterate:
Z0 = Σ̂ + I, y0 = 0, u0 = 0,
X0 = (Z0)−1, x0+ = γe, x
0
− = γe,
where γ = 0.1e+ ‖X0‖/p, with p being the dimension of Σ̂, and e is the vector of
ones.
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All the numerical experiments are carried out in Matlab 7.6 on a 3.0GHz Intel
Xeon PC with 4.0GB RAM running Linux 9.10. We compare the performance of
our inexact interior point algorithm (Algorithm IIPM) with the Adaptive Nesterov
Smoothing (ANS) method proposed by Lu [57, 58] and the Newton-CG primal
proximal-point (PPA) method proposed in [102]. For the IIPM method, we use
the stopping condition (4.17) with Tol = 10−6. For the ANS method, its stopping
conditions depend on two tolerance parameters, εo and εc, which control the duality
gap and constraint violation, respectively. When solving examples with linear
constraints, Xij = 0, (i, j) ∈ Ω in (1.7), we use ANS method with its default
updating parameter rρ = 2. For the PPA method, the stopping condition used is
similar to that in (4.17), and the tolerance is set to be Tol = 10−6.
4.4.1 Synthetic Examples
Example 4.3. We adopt the idea from d’Aspremont [20] to construct a random
sparse inverse covariance matrix. In particular, let U be a p×p sparse matrix with
a few randomly chosen nonzero entries that are equal to ±1, then we generate a
sparse inverse covariance matrix as follows:
A = UTU ; d = diag(A); A = max(min(A− diag(d), 1),−1);
A = A+ diag(d+ 1); Σ−1 = A+ max(−1.2λmin(A), ε)I (4.34)
where ε = 10−4 is a small perturbation to ensure that Σ−1 is positive definite.
The above choice has been frequently considered when constructing a synthetic
testing example for covariance selection problems, see for example [57, 58, 102]. It
is worth pointing out that (4.34) is a slight modification of d’Aspremont’s original
example. The reason for doing so is to generate a true covariance matrix Σ such
that the problem (1.8) can recover Σ−1 reasonably well.
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Using the true sparse inverse covariance matrix Σ−1 generated in (4.34), we first
generate n i.i.d. random vectors from the p-dimensional Gaussian distribution
N (0,Σ). Then we calculate the sample covariance matrix Σ̂. Note that in [20, 58,
58], the sample covariance matrix is obtained by adding an i.i.d uniform random
noise to Σ. Here we prefer the simulation approach to the noise term approach
since it is more commonly employed in statistics [106, 107].
Table 4.1: Comparison of the IIPM and ANS methods in solving the problems (1.6) and
(1.7) with the data matrix Σ̂ generated from Example 1. The regularization parameter ρ
is set to ρ = 5/p for all the problems. The numbers in each parenthesis are the average
number of MINRES steps taken in each iteration, LossQ, LossE , Specificity and Sensitivity,
respectively.
problem p | m iteration count primal objective value time (secs)
IIPM ANS|PPA IIPM ANS|PPA IIPM ANS|PPA
random 500 | 0 14 (11.2| 2.6-2| 1.6-1| 0.90| 0.87) 239 |68 -1.75100724 2 9.01-4|-9.34-5 19.2 51.5|79.5
random 1000 | 0 15 (12.2| 2.2-2| 1.8-1| 0.88| 0.90) 310 |82 -6.48857883 2 7.64-4|-2.16-4 122.1 365.9|547.6
random 1500 | 0 15 (11.9| 2.3-2| 2.3-1| 0.84| 0.83) 295 |73 -1.44108284 3 5.72-4|-3.71-4 359.7 1089.6|1410.4
random 2000 | 0 15 (10.3| 2.3-2| 2.7-1| 0.82| 0.75) 307 |76 -2.41395693 3 3.53-4|-5.64-4 735.6 2602.5|3188.6
random 500 | 56774 13 (14.2| 2.4-2| 1.5-1| 0.94| 0.89) 3087 |69 -1.68294895 2 9.28-4|-6.75-5 19.3 654.4|80.5
random 1000 | 221990 16 (18.1| 2.1-2| 1.7-1| 0.92| 0.93) 5462 |82 -6.31255339 2 9.78-4|-1.02-5 157.4 6325.8|628.5
random 1500 | 491764 16 (17.9| 2.1-2| 2.2-1| 0.90| 0.87) 5714 |80 -1.40417016 3 9.81-4| 5.44-6 473.6 19959.0|1762.6
random 2000 | 862392 15 (16.5| 2.1-2| 2.5-1| 0.89| 0.81) 5958 |83 -2.35187373 3 9.07-4|-5.13-5 945.1 47690.0|4100.8
Table 4.1 presents the results obtained by Algorithm IIPM and the ANS and PPA
methods for various instances of Example 1 on the problems (1.7) and (1.6). For
all the problems, we set ρ = 5/p. We use the primal objective value and computing
time to compare the performance of the two algorithms. Observe that the CPU
time taken by the IIPM method to solve (1.7) is only slightly more than that
taken to solve (1.6) for the same sample covariance matrix. The same observation
also applies to the PPA method. But for the ANS method, the time it takes to
solve (1.7) is about 20 times of that needed for solving (1.6). Thus the IIPM and
PPA methods can solve (1.7) and (1.6) equally efficiently, but the ANS method
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is typically much slower in solving (1.7) compared to (1.6). Overall, we see that
the IIPM method outperforms the ANS and PPA methods by quite a big margin.
The IIPM method is faster than the ANS method by a factor of 2.7 − 3.5 and
33.9 − 50.5 in solving the problems (1.6) and (1.7), respectively. Comparing the
IIPM and PPA methods, the former is faster by a factor of 3.9− 4.5 and 3.7− 4.3
in solving (1.6) and (1.7), respectively. One may expect the IIPM method to
outperform the ANS method by an even larger margin when the matrix dimension
p is increased. As one may observe from Table 4.1, the number of iterations and
the average number of MINRES steps needed to solve each linear system do not
increase visibly when p increases for the IIPM method. But for the ANS method,
the number of iterations increases moderately when p increases.
Due to the difference in stopping criteria for different algorithms, we set different
accuracy tolerances for the IIPM and ANS methods. For the ANS method, we set
the tolerances to εo = 10
−3, and εc = 10−5. For the IIPM method, we set Tol =
10−6 in (4.17). They are chosen in such a way the both algorithms would obtain
roughly the same primal objective values while the primal infeasibilities are below
10−6. As we can see from Table 4.1, the columns of “primal objective value ANS
(PPA)” show the differences between the primal objective values obtained by ANS
(PPA) and those obtained by IIPM. A positive difference means IIPM achieved
a better (smaller) primal objective value while a negative difference indicates a
worse (larger) result by IIPM. As we can observe from the table, the differences
are usually insignificant.
To evaluate how well we have recovered the true inverse covariance matrix Σ−1, we




(Tr(ΣX)− log det ΣX − p), LossQ := 1
p
‖ΣX − I‖. (4.35)
In general, it is impossible to recover Σ−1 accurately based on Σ̂ by solving (1.8).
Thus the purpose of solving (1.8) is not to recover the true matrix Σ−1 accurately
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but to detect the sparsity pattern while maintaining a reasonable approximation
to the true matrix. To measure the quality of the sparsity pattern in X in relation









where TP, TN, FP, and FN denotes the number of true positives, true negatives,
false positives, and false negatives, respectively. In our situation, specificity mea-
sures the quality of zero entries while sensitivity measures the quality of nonzero
entries. As we may observe from the results in Table 4.1, by solving (1.6) or (1.7)
with an appropriately chosen regularization parameter ρ, one can obtain a reason-
ably good estimation X of the true inverse covariance matrix Σ−1 from the sample
covariance matrix Σ̂. In particular we see that the Specificity and Sensitivity of
the sparsity pattern of the estimated matrix X are both quite close to 1.
Next we consider a collection of problems considered in [26] and [111].
Example 4.4. Let A denotes a p×p sparse inverse covariance matrix. We consider
the following problems.
AR(1) An autoregressive process of order one, defined as Aii = 1, Ai,i−1 = Ai−1,i =
0.5;
AR(2) Aii = 1, Ai,i−1 = Ai−1,i = 0.5, Ai,i−2 = Ai−2,i = 0.25;
AR(3) Aii = 1, Ai,i−1 = Ai−1,i = 0.4, Ai,i−2 = Ai−2,i = Ai,i−3 = Ai−3,i = 0.2;
AR(4) Aii = 1, Ai,i−1 = Ai−1,i = 0.4, Ai,i−2 = Ai−2,i = Ai,i−3 = Ai−3,i =
0.2, Ai,i−4 = Ai−4,i = 0.1;
Full Aii = 2, Aij = 1, ∀i 6= j;
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Decay Exponential decay matrix Aij = exp(−2|i−j|), far-end off-diagonal entries
could be close to zero for A with large dimensions;
Star Every node connects to the first node Aii = 1, Ai1 = A1i = 1/p;
Circle Aii = 1, Ai,i−1 = Ai−1,i = 0.5, A1p = Ap1 = 0.4.
For each of the problem, we generate 2p i.i.d. random samples from the p-
dimensional Gaussian distributionN (0, A−1) and use the sample covariance matrix
Σ̂ as the input to the covariance selection problems (1.6) or (1.7). The numerical
results for the problems (1.6) and (1.7) are presented in Tables 4.2 and 4.3, respec-
tively. As in Table 4.1, we see that the IIPM method can solve both the problems
(1.6) and (1.7) equally efficiently but the ANS method is much slower in solving
(1.7) compared to (1.6). The PPA method is slightly slower in solving (1.7) com-
pared to (1.6) for the same data matrix. Overall, the IIPM method outperforms
both the ANS and PPA methods by a rather big margin. It is faster than the ANS
method by a factor of 1.0 − 5.1 and 1.8 − 26.9 in solving the problems (1.6) and
(1.7), respectively. The IIPM method is faster than the PPA method by a factor
of 2.7− 5.7 and 3.2− 5.2 in solving the problems (1.6) and (1.7), respectively.
Table 4.2: Comparison of the IIPM and ANS methods in solving the problem (1.6) with the
data matrix Σ̂ generated from Example 2. The regularization parameter ρ is set to ρ = 0.1
for all the problems. The numbers in each parenthesis are the average number of MINRES
steps taken in each iteration, LossQ, LossE , Specificity and Sensitivity, respectively.
problem p | m iteration count primal objective value time (secs)
IIPM ANS|PPA IIPM ANS|PPA IIPM ANS|PPA
ar1 500 | 0 22 (24.6| 2.2-1| 4.7-2| 0.99| 1.00) 957 |111 9.13018630 2 9.76-4| 3.49-3 42.5 189.4|204.5
ar1 1000 | 0 28 (37.5| 2.3-1| 3.9-2| 1.00| 1.00) 2109 |130 1.84038733 3 -4.00-1|-3.50-1 446.8 2363.2|1632.7
ar2 500 | 0 14 (11.1| 1.3-2| 5.0-2| 0.98| 1.00) 248 |51 7.51955161 2 3.74-1| 3.73-1 17.3 56.6|61.2
ar2 1000 | 0 15 (12.1| 8.2-3| 4.5-2| 1.00| 1.00) 291 |48 1.51119408 3 9.24-1| 9.23-1 115.8 374.1|313.0
ar3 500 | 0 13 (10.3| 1.3-2| 5.4-2| 0.99| 0.76) 208 |45 6.92658631 2 1.42 0| 1.42 0 15.5 44.8|53.1
ar3 1000 | 0 12 (9.0| 8.5-3| 5.2-2| 1.00| 0.74) 268 |48 1.39055266 3 -6.84-1|-6.85-1 80.5 325.3|293.1
ar4 500 | 0 12 (6.7| 1.2-2| 5.7-2| 0.99| 0.52) 110 |37 6.77784642 2 2.24 0| 2.24 0 12.2 26.1|44.2
ar4 1000 | 0 12 (7.5| 8.5-3| 5.5-2| 1.00| 0.52) 118 |37 1.35939369 3 1.46-1| 1.45-1 74.7 159.0|225.0
full 500 | 0 10 (3.1| 4.7-3| 1.6-2| NaN| 0.00) 34 |24 5.45765356 2 1.75 0| 1.74 0 8.3 9.3|32.3
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Table 4.2: Comparison of the IIPM and ANS methods in solving the problem (1.6) with the
data matrix Σ̂ generated from Example 2. The regularization parameter ρ is set to ρ = 0.1
for all the problems. The numbers in each parenthesis are the average number of MINRES
steps taken in each iteration, LossQ, LossE , Specificity and Sensitivity, respectively.
problem p | m iteration count primal objective value time (secs)
IIPM ANS|PPA IIPM ANS|PPA IIPM ANS|PPA
full 1000 | 0 10 (3.1| 3.1-3| 1.1-2| NaN| 0.00) 36 |29 1.09305256 3 2.12 0| 2.12 0 47.7 58.0|187.2
decay 500 | 0 10 (3.6| 7.4-3| 1.6-2| 1.00| 0.01) 32 |25 5.62153506 2 1.73 0| 1.73 0 8.6 8.7|32.7
decay 1000 | 0 10 (3.5| 5.2-3| 1.6-2| 1.00| 0.00) 31 |29 1.12579339 3 5.14-1| 5.13-1 49.3 51.6|185.6
star 500 | 0 11 (3.2| 5.0-1| 6.2-3| 1.00| 0.33) 51 |44 5.58744528 2 8.90-1| 9.01-1 9.1 12.5|51.4
star 1000 | 0 11 (3.1| 4.5-1| 5.1-3| 1.00| 0.33) 65 |47 1.10745413 3 9.78-1| 1.17 0 52.4 90.8|296.5
circle 500 | 0 22 (25.7| 2.2-1| 4.8-2| 0.99| 1.00) 1115 |108 9.14061736 2 1.73-1| 1.78-1 43.1 220.2|198.3
circle 1000 | 0 29 (40.2| 2.3-1| 3.9-2| 1.00| 1.00) 2232 |133 1.84145113 3 2.16 0| 2.20 0 485.5 2499.2|1703.0
78
Chapter 4. Inexact primal-dual path-following methods for l1-regularized
log-determinant semidefinite programming problem
Table 4.3: Comparison of the IIPM and ANS methods in solving the problem (1.7) with the
data matrix Σ̂ generated from Example 2. The regularization parameter ρ is set to ρ = 0.1
for all the problems. The numbers in each parenthesis are the average number of MINRES
steps taken in each iteration, LossQ, LossE , Specificity and Sensitivity, respectively.
problem p | m iteration count primal objective value time (secs)
IIPM ANS|PPA IIPM ANS|PPA IIPM ANS|PPA
ar1 500 | 62126 22 (34.3| 2.2-1| 4.1-2| 1.00| 1.00) 8524 |122 9.16396506 2 2.90-1| 2.93-1 52.3 1679.4|244.4
ar1 1000 | 249251 30 (53.1| 2.3-1| 3.5-2| 1.00| 1.00) 12211 |146 1.84492497 3 1.03 0| 1.07 0 633.7 13633.0|2233.6
ar2 500 | 61877 13 (11.3| 1.2-2| 4.8-2| 0.99| 1.00) 1250 |44 7.53991596 2 3.28-1| 3.27-1 15.5 285.1|50.6
ar2 1000 | 248752 13 (10.9| 8.3-3| 4.4-2| 1.00| 1.00) 1299 |53 1.51324471 3 2.94-1| 2.93-1 93.4 1675.3|333.6
ar3 500 | 61628 11 (9.7| 1.3-2| 5.4-2| 0.99| 0.77) 693 |41 6.93360782 2 7.55-5|-9.17-4 12.4 150.3|45.3
ar3 1000 | 248253 13 (11.2| 8.7-3| 5.2-2| 1.00| 0.74) 614 |50 1.39111340 3 5.76-1| 5.75-1 95.3 762.0|298.7
ar4 500 | 61380 11 (7.4| 1.2-2| 5.6-2| 1.00| 0.53) 284 |34 6.78121646 2 1.41 0| 1.41 0 11.2 72.1|38.0
ar4 1000 | 247755 11 (7.9| 8.6-3| 5.6-2| 1.00| 0.52) 252 |38 1.35948285 3 1.33 0| 1.33 0 68.8 381.5|220.1
full 500 | 62375 10 (3.1| 4.7-3| 1.6-2| NaN| 0.00) 52 |25 5.45773261 2 1.64-1| 1.63-1 7.9 22.9|30.0
full 1000 | 249750 10 (3.1| 3.1-3| 1.1-2| NaN| 0.00) 56 |28 1.09305145 3 1.16 0| 1.15 0 46.6 210.5|173.6
decay 500 | 57961 10 (3.7| 7.4-3| 1.6-2| 1.00| 0.01) 42 |25 5.62165596 2 1.69 0| 1.69 0 8.2 14.8|30.6
decay 1000 | 240836 10 (3.6| 5.2-3| 1.6-2| 1.00| 0.00) 47 |28 1.12579253 3 1.59 0| 1.59 0 48.4 171.0|175.2
star 500 | 62126 11 (3.1| 5.0-1| 6.1-3| 1.00| 0.33) 66 |43 5.58755927 2 1.08 0| 1.10 0 8.6 25.6|49.0
star 1000 | 249251 11 (3.0| 4.5-1| 5.1-3| 1.00| 0.33) 82 |46 1.10745324 3 2.17 0| 2.50 0 50.6 225.8|263.1
circle 500 | 62125 23 (36.1| 2.2-1| 4.1-2| 1.00| 1.00) 9876 |126 9.17446117 2 3.50-1| 3.53-1 56.0 1955.7|259.9
circle 1000 | 249250 28 (42.6| 2.3-1| 3.5-2| 1.00| 1.00) 12161 |149 1.84600264 3 8.96-1| 9.52-1 498.8 13513.2|2262.3
4.4.2 Real world examples
GGM has become a popular statistical tool in the reverse engineering of genetic
regulatory networks, where individual genes are represented by the nodes in a graph
and the conditional dependencies between their expression profiles are indicated
by edges. The GGM constructed from sample data is usually dense, which covers
underlying interactions among the genes. Moreover, the number of genes can reach
thousands while the number of samples is limited. Note that the rank of a sample
covariance matrix cannot exceed n, where n is the sample size. Thus for such “large
p small n” data set, the sample covariance matrix is not positive definite and it is
not suitable for many statistical purposes. The sparse covariance selection model
(4.33) can help to reduce spurious edges in the graph and also to estimate a positive
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definite covariance matrix. In this section, we consider several gene expression data
sets that have been widely used in the model selection and classification literature.
Example 4.5. Lymph node status data
Lymph node status is an important clinical risk factor affecting the long-term out-
look of breast cancer treatment outcome. Pittman et al. [72] analyzed the prediction
of Lymph mode positivity status at gene expression level. Here, we use the data
after the pre-processing of Dobra [23], which consists of 4514 genes from 148 sam-
ples. The samples can be divided into two classes, 100 low-risk (node-negative) and
48 high-risk (high-node-positive).
Example 4.6. Estrogen receptor data Increasingly, patterns of gene expres-
sions are combined with traditional clinical risk factors in the prediction of disease
outcome at the individual patient level. As mentioned before, Pittman et al. [72]
demonstrated substantially improved accuracy in the combined prediction of prima-
ry breast cancer recurrence. Their study involves 158 breast cancer patients. The
data we use is after an initial pre-processing [23] and contains 7027 probe sets in
158 samples that are potentially related to estrogen receptor pathway. The log-scaled
and normalized data can be downloaded from Dobra’s BMSS package [23].
Example 4.7. Arabidopsis thaliana data
Arabidopsis thaliana, a small flowering plant, is important for understanding the
genetic pathways of many plant traits, partially due to its small genome. Wille
et al. [105] studied a gene network for isoprenoid biosynthesis in Arabidopsis
thaliana, which links to many other biochemical products in plants such as sterols
(membranes), gibberellins(hormones), carotenoids and chlorophylls (photosynthet-
ic pigments). Their data set contains the gene expression data from 40 isoprenoid
genes in mevalonate (MVA) and non-mevalonate (MEP) pathways as well as 795
additional genes from 56 downstream pathways. All gene expression values were
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monitored under various experimental conditions using 118 GeneChip (Affymetrix)
microarrays.
Example 4.8. Leukemia data
Golub et al. [35] developed a generic approach to cancer classification based on
gene expression data. Their data contains 7129 human genes monitored by DNA
microarrays from 72 samples. The samples are divided into two cancer classes,
25 in class acute myeloid leukemia (AML) and 47 in class acute lymphoblastic
leukemia (ALL). Yeung et al. [110] further reduced the data set to 3501 genes with
significant variance across the two classes. We use their data for analysis.
Example 4.9. Hereditary breast cancer data In order to discover the connec-
tions between a mutant BRCA1 or BRCA2 gene and the risk of inherited breast
cancer, Hedenfalk et al. [36] studied 3226 genes of primary breast tumors from both
hereditary and sporadic cases, including 7 BRCA1-mutation-positive, 8 BRCA2-
mutation-positive and 7 sporadic cases.
In Examples 4.6 and 4.9, we only select a sub-matrix of sample covariance matrix
for testing. The selection is based on [4, Theorem 4], where we remove columns and
rows whose off-diagonal entries are all smaller than the regularization parameter
ρ in absolute value. The rank of the matrix after the selection is expected to be
the same as the original matrix. The dimension of the sub-matrix can be found in
Table 4.4. In Examples 4.5 and 4.8, to reduce the dimension of the initial data,
we apply false discovery rate (FDR) multiple testing and select q-values at 5%
significance level; see [84] and [23].
We log-scaled and normalized the data so that the sample mean is zero and the
sample variance for each gene is one. The parameter ρ is set to be 0.5 for all the
examples. The performance of the IIPM and ANS methods on the problem (1.6)
for the five real data sets is summarized in Table 4.4. As before, the stopping
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tolerance for the IIPM and PPA methods is set to Tol = 10−6 while for the ANS
method, the tolerance is set to εo = 10
−3. As we can see from the table, the IIPM
method consistently outperforms the ANS and PPA methods in terms of the CPU
time taken to achieve almost the same objective values. For the largest problem
with p = 1869, the IIPM method is about 15.8 times faster than the ANS method,
and it is about 3.1 times faster than the PPA method.
Table 4.4: Comparison of the IIPM and ANS methods on the problem (1.6) using gene
data sets. The number in parenthesis is the average number of MINRES steps taken in
each iteration. In the table, r is the rank of Σ̂.
problem p | r | ρ iteration count primal objective value time (secs)
IIPM ANS|PPA IIPM ANS|PPA IIPM ANS|PPA
Lymph 587 | 147 | 0.50 20 (8.2) 443 | 43 8.13260834 2 5.96-4 |-3.87-4 34.6 131.6 | 80.5
ER 692 | 157 | 0.50 20 (13.6) 931 | 49 9.23106034 2 -9.26-4 |-1.76-3 62.1 415.3 | 146.1
Arabidopsis 834 | 117 | 0.50 24 (14.2) 1074 | 56 1.10930058 3 4.84-4 |-2.11-4 126.4 752.6 | 321.7
Leukemia 1255 | 71 | 0.50 30 (16.7) 1718 | 60 1.69788920 3 -1.32-3 |-2.21-3 533.6 3829.0 | 1258.6
hereditarybc 1869 | 21 | 0.50 29 (17.2) 3567 | 70 2.37258798 3 -1.11-3 |-1.98-3 1563.7 24619.2 | 4787.4

Chapter5
An inexact dual-scaling interior-point
method for linear programming problems
over symmetric cones
In this chapter, we design inexact dual-scaling interior-point algorithms both in
theory and in practice for linear programming problems over symmetric cones. In
section 5.1, the exact dual-scaling interior-point algorithm for mixed semidefinite-
quadratic-linear programming is introduced. In section 5.1.1, a theoretical inexact
dual-scaling interior-point algorithm is developed. In section 5.2, the efficient way
to verify the admissible conditions is discussed. In section 5.3, a practical inexact
dual-scaling algorithm is given in detail. In section 5.4, numerical experiment
results on maximum stable set problems are presented.
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5.1 An inexact dual-scaling interior point algo-
rithm
Let J denote an n-dimensional Euclidean Jordan algebra with unity e, we consider
the following linear programming problem over symmetric cones :
(P2) min 〈c, x〉
s.t. A(x) = b,
x ∈ K,
where K is the cone of squares of J . Note that J may be the direct product
of a few Euclidean Jordan algebras as we have considered in chapter 2. Its dual
problem is given by
(D2) max bTy
s.t. AT (y) + z = c,
z ∈ K,
where x, c, z,∈ J and b, y ∈ Rm. A is a linear map from J to Rm. Note that the
symmetric cone K is self-dual. We use x  0( 0) to denote x ∈ K(intK). Define
a “conic” version of the Tanabe-Todd-Ye primal-dual potential function
Ψ(x, z) := ρ ln〈x, z〉 − ln detx− ln detz, x, z ∈ intK
where ρ is a constant greater than n. Here n = 〈e, e〉. Let u be an upper bound
of the dual object value. The dual potential function is
ψ(y;u) := ρ ln
(
u− bTy)− ln detz,
where z = c−ATy, and (y, z) is strictly dual feasible. Its gradient is
∇ψ(y;u) := − ρ
∆(y;u)
b+A(z−1)
where ∆(y;u) = u− bTy denotes the duality gap.
5.1 An inexact dual-scaling interior point algorithm 85
Lemma 5.1. [28, 44, 45, 90]
1. If ξ > 0 then ln(ξ) ≤ ξ − 1.












(y, z) | ATy + z = c, z  0} be the strictly feasible set of (D2).
Lemma 5.2. For (yk, zk) ∈ FD, if ‖Q(z−1/2k )(zk − z)‖ ≤ τ < 1, then
− (ln detz − ln detzk) ≤ 〈A(z−1k ), y − yk〉+
‖Q(z−1/2k )(zk − z)‖2
2(1− τ) (5.1)
Proof. From Lemma 2.5 and 5.1 we have
−(ln detz − ln detzk) = − ln det(z) det((z−1/2k )2)
= − ln det(Q(z−1/2k )z)
≤ −tr(Q(z−1/2k )z − e) +




k )(zk − z)) +
‖Q(z−1/2k )(zk − z)‖2
2(1− τ)
= 〈z−1k , zk − z〉+
‖Q(z−1/2k )(zk − z)‖2
2(1− τ)
= 〈A(z−1k ), y − yk〉+
‖Q(z−1/2k )(zk − z)‖2
2(1− τ)
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By Lemma 5.2, we can set an over-estimator of the potential reduction:
ψ(y;u)− ψ(yk;u)
= ρ ln(u− bTy)− ρ ln(u− bTyk)− (ln detz − ln detzk)
≤ ρ ln(u− bTy)− ρ ln(u− bTyk) + 〈A(z−1k ), y − yk〉+
‖Q(z−1/2k )(zk − z)‖2
2(1− τ)
≤ ∇ψ(yk;u)T (y − yk) + ‖Q(z
−1/2
k )(zk − z)‖2
2(1− τ) (5.2)
where the last inequality is based on the concavity of ln(u − bTy). To decrease
the dual potential function at the point (yk, zk) ∈ FD, the search direction can be
computed from the following problem
min ∇ψ(yk;u)T (y − yk)
s.t. ‖Q(z−1/2k )AT (y − yk)‖2 ≤ α
(5.3)
Denote its solution by yk+1, we have the following results
yk+1 = yk + βd, (5.4)





Mk := AQ(z−1k )AT = AsQs(z−1s )ATs +AqQq(z−1q )ATq +AlQl(z−1l )ATl . (5.7)
To determine a trial primal iterate x(yk;u), we look for a feasible x(yk;u) near the
central path by solving the following problem
min ‖Q(z1/2k )x− ∆(yk;u)ρ e‖
s.t. A(x) = b.
(5.8)
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) (ATd) ), (5.9)
where d is defined as in (5.5).













5.1.1 Inexact search directions
To simplify our notation, we omit the subscript k in this section. Let α ∈ (0, 1) be
a given parameter and (y, z) ∈ FD. For later usage, we note the following equality:
wTMw = ‖Q(z−1/2)(ATw)‖2, for any w ∈ Rm. (5.10)
The standard method for solving the linear system (5.5) is to compute and factorize
the matrix Mk. But the standard approach would not be practically viable when m
is large since huge amount of computer memory is needed to store the dense matrix
Mk. Furthermore, excessive computing time is also required to factorize the matrix
Mk when m is large. The provision for allowing inexactness in d would allow us
to solve the linear system (5.5) by an iterative solver such as the preconditioned
conjugate gradient (PCG) or the preconditioned conjugate residual (PCR) method,
i.e.,
Md = −∇ψ(y;u)− ξ, (5.11)
for some residual vector ξ. Let
A+ = AT (AAT )−1, ξ̂ = A+ξ. (5.12)
Let κ ∈ [0, 0.5) be a given parameter. We shall assume that d satisfies the following
admissible conditions:
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|dT ξ| ≤ κ |dT∇ψ(y;u)| (5.13a)
‖Q(z1/2) ξ̂ ‖2 ≤ κ |dT∇ψ(y;u)|. (5.13b)
We note that it is easy to check the first admissible condition. But checking the
second admissible condition seems difficult at a first glance since ξ̂ may not be
easily computable, especially when AAT is not easily invertible; it also appears to
be costly to compute the norm of Q(z1/2) ξ̂. In section 5.2, we will discuss ways
to verify condition (5.13b) with a modest amount of computational cost.
Given the inexact direction d from (5.11), a trial primal feasible iterate x̂(y;u)





z−1 + Q(z−1)(ATd) + ξ̂
)
(5.14)
Noting that Aξ̂ = ξ, it is easy to verify that x̂(y;u) satisfies the primal equality
constraint:
















Q(z)(x̂(y;u)) = z +ATd+ Q(z) ξ̂  0 (5.15)
⇐⇒ ρ
∆(y;u)
Q(z1/2)(x̂(y;u)) = e + Q(z−1/2)(ATd) + Q(z1/2) ξ̂  0
⇐⇒ λmin
(








Remark 1. (a) In the case of SDP variables, the standard technique to check
condition (5.15) for an exact direction (ξ = 0) is through the Cholesky factorization
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of zs + ATs d. But when ξ 6= 0, it is expensive to check condition (5.15) or (5.16)
using the standard technique since it is expensive to compute and store the matrix
products Q(zs) ξ̂ or Q(z
1/2
s ) ξ̂. Fortunately, these conditions can be verified
efficiently by computing only the smallest eigenvalue of the matrix on the left-hand
side of (5.15) or (5.16) by using a Lanczos procedure similar to the one presented
in [91] without having to compute the matrix products explicitly.
(b) When AAT is not easily invertible, ξ̂ cannot be computed exactly. If ξ̂ is
estimated by AT η˜ with η˜ satisfying (5.32), then it can be shown that a sufficient
condition for x̂(y; z)  0 to hold is the following:
1 + λmin
(
Q(z−1/2)(ATd) + Q(z1/2)(AT η˜))− 0.05 ‖z‖‖AT η˜‖ ≥ 0. (5.17)
Note that the derivation of (5.17) will be given in Section 5.2.
Given such a x̂(y;u) in (5.14), we have
〈x̂(y;u), z〉 = ∆
ρ
(
n+ dTA(z−1) + 〈ξ̂, z〉
)
. (5.18)
Note that in practice, the trial duality gap 〈x̂(y;u), z〉 can be computed easily by
using the fact that
〈ξ̂, z〉 = ξT ((AAT )−1A(c)− y) , (5.19)
where the vector (AAT )−1A(c) needs only be computed once at the beginning of
the dual-scaling algorithm.
To analyze the inexact dual-scaling algorithm, we first state the following lem-
mas which will be used later. These lemmas originally appeared in [5], but we
modify them, and correspondingly their proofs, to take into account of inexact
computations.
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Lemma 5.3. Given an arbitrary upper bound u of (D2). Let ∆(y;u) = u − bTy,
ρ > n+
√




Q(z1/2)(x̂(y;u))− e = Q(z−1/2)(ATd) + Q(z1/2) ξ̂. (5.20)
Let µˆ = 〈x̂(y;u), z〉/n. If









then the following inequalities hold:
(i) x̂(y;u)  0;











Proof. See [5, Lemma 2].
Lemma 5.4. Let x̂(y;u) and P (y;u) be defined as in (5.14) and (5.20), respec-
tively. Then
‖P (y;u)‖2 ≤ −(1 + 2κ) dT∇ψ(y;u). (5.21)
If −(1 + 2κ) dT∇ψ(y;u) < γ2(α), then x̂(y;u) is strictly primal feasible.
Proof. We have
‖P (y;u)‖2 = ‖Q(z−1/2)(ATd)‖2 + 2〈Q(z−1/2)(ATd), Q(z1/2) ξ̂ 〉+ ‖Q(z1/2) ξ̂ ‖2
= dTMd+ 2〈ATd, ξ̂ 〉+ ‖Q(z1/2) ξ̂ ‖2
= −dT∇ψ(y;u) + dT ξ + ‖Q(z1/2) ξ̂ ‖2. (5.22)
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Thus from (5.13a) and (5.13b) we know that
0 ≤ ‖P (y;u)‖2 ≤ −dT∇ψ(y;u) + 2κ|dT∇ψ(y;u)|.
Since κ ∈ [0, 0.5), this implies that −dT∇ψ(y;u) is nonnegative, hence we have
the desired inequality in (5.21). Thus if −(1 + 2κ) dT∇ψ(y;u) < γ2(α), then
‖P (y;u)‖ < γ(α), and by Lemma 5.3, x̂(y; z)  0.
Observe that from (5.21), −dT∇ψ(y;u) is positive whenever ‖P (y;u)‖ is positive.
Lemma 5.5. Suppose y+ = y + βd, where β is defined as in (5.6). Then
‖Q(z−1/2)(AT (y+ − y))‖ ≤ α
√
1 + κ. (5.23)
Furthermore, z+ := z −ATy+  0 if α
√
1 + κ < 1.
Proof. We have
‖Q(z−1/2)(AT (y+ − y))‖2 = (y+ − y)TM(y+ − y) = β2dTMd






≤ α2 (1 + κ) .
Now, observe that
z+ = z − β(ATd) = Q(z1/2)
(
e− βQ(z−1/2)(ATd)) . (5.24)
Thus if α
√
1 + κ < 1, then (5.23) implies that ‖βQ(z−1/2)(ATd)‖ < 1, and (5.24)
implies that z+  0.
Theoretical dual-scaling algorithm using inexact directions.
Given a strictly dual feasible point (y0, z0), and an upper bound u0 of (D2), pick
α ∈ (0, 1) and κ ∈ [0, 0.5) such that α√1 + κ < 1. Set ρ > n + √n. Let
92
Chapter 5. An inexact dual-scaling interior-point method for linear










For k = 0, 1, 2, . . . ,
(let the current and next iterates be (x, y,z) and (x+, y+, z+), respectively. We
define u and u+ similarly.)
1. Compute z−1.
2. Compute an inexact direction d from (5.11) that satisfies the admissible con-
ditions (5.13a) and (5.13b).
3. If γ2(α) > −(1 + 2κ) dT∇ψ(y;u)
y+ = y, z+ = z,
x+ = x̂(y;u), compute u+ = b
Ty + 〈x+, z〉 from (5.18);
else
x+ = x, u+ = u,
Compute β as in (5.6). Set y+ = y + βd, z+ = c−ATy+.
Notice that the computational cost in each iteration of the algorithm lies almost
entirely in Step 2.
To prepare ourselves for the proof of the polynomial complexity of the above algo-
rithm, next we present some lemmas. The proofs of these lemmas are modifications
of those appeared in [5] to allow for inexact computations.
Lemma 5.6. Suppose y+ = y + βd, where β is defined as in (5.6). If −(1 +
2κ) dT∇ψ(y;u) ≥ γ2(α), then




2(1− α√1 + κ) . (5.25)
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Proof. From (5.2), we have
ψ(y+;u)− ψ(y;u) ≤ ∇ψT (y;u)(y+ − y) + ‖Q(z
−1/2)AT (y+ − y)‖2
2(1− ‖Q(z−1/2)AT (y+ − y)‖)
Thus,
ψ(y+;u)− ψ(y;u) ≤ −α
√
−dT∇ψ(y, u) + α
2(1 + κ)





2(1− α√1 + κ) .
Lemma 5.7. If −(1 + 2κ) dT∇ψ(y;u) < γ2(α), then x̂(y;u) in (5.14) is strictly
primal feasible, and





In particular, if α ∈ [0.2, 0.4], then
Ψ(x̂(y;u), z)−Ψ(x, z) ≤ −0.06.
Proof. Let µˆ = 〈x̂(y;u), z〉/n and µ = 〈x, z〉/n.
n ln〈x̂(y;u), z〉 − ln det(x̂(y;u))det2(z1/2)
= n ln〈x̂(y;u), z〉/µˆ− ln det(Q(z1/2)x̂(y;u)/µˆ)
= n lnn− ln det(Q(z1/2)x̂(y;u)/µˆ)
≤ n lnn+ ‖Q(z
1/2)x̂(y;u)/µˆ− e‖2
2(1− ‖Q(z1/2)x̂(y;u)/µˆ− e‖) (by Lemma 5.1)
≤ n lnn+ α
2
2(1− α) (by (ii) of Lemma 5.3)
≤ n ln〈x, z〉 − ln det(Q(z1/2)x) + α
2
2(1− α) , (5.26)
94
Chapter 5. An inexact dual-scaling interior-point method for linear
programming problems over symmetric cones
where we used the fact that n lnn + ln det(Q(z1/2)x) ≤ n ln〈x, z〉 in (5.26). In
addition, by the inequality (iii) in Lemma 5.3, we have
√
n (ln〈x̂(y;u), z〉 − ln〈x, z〉) = √n ln(µˆ/µ) ≤ −α/2. (5.27)
By combining (5.26) and (5.27), we prove the lemma.
We are now ready to prove the polynomial complexity of the theoretical dual
algorithm using inexact directions.
Theorem 5.8. Suppose we choose α = 0.3 and κ = 0.05 in the theoretical dual-
scaling algorithm. Then
Ψ(x+, z+) ≤ Ψ(x, z)− δ, (5.28)
where δ > 0.01. Therefore, starting with a strictly primal feasible x0 and a strictly
dual feasible z0 such that Ψ(x0, z0) ≤ (ρ− n) ln〈x0, z0〉, the algorithm terminates
in at most O((ρ− n) ln(〈x0, z0〉/)) iterations to deliver an  optimal solution for
(P2) and (D2).
Proof. We have two cases to consider.
(a) −(1 + 2κ) dT∇ψ(y;u) ≥ γ2(α). In this case, the dual variables get updated
but the primal variable remains the same. Thus
Ψ(x+, z+)−Ψ(x, z) = Ψ(x, z+)−Ψ(x, z)
=
(
ρ ln(〈c, x〉 − bTy+)− ln detz+
)− (ρ ln(〈c, x〉 − bTy)− ln detz)
= ψ(y+;u)− ψ(y;u).
By Lemma 5.6, (5.28) holds if we choose α = 0.3 and κ ≤ 0.05.
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(b) −(1+2κ) dT∇ψ(y;u) < γ2(α). In this case, the primal variable gets updated,
but the dual variables remain the same. Thus
Ψ(x+, z+)−Ψ(x, z) = Ψ(x+, z)−Ψ(x, z).
By Lemma 5.7, (5.28) holds if we choose α = 0.3.
Using (5.28), we have in O((ρ− n) ln(〈x0, z0〉/)) iterations,
Ψ(x, z) ≤ (ρ− n) ln .
Also
(ρ− n) ln(〈c, x〉 − bTy) = (ρ− n) ln〈x, z〉 ≤ Ψ(x, z).
Combining the last two inequalities, we get
〈c, x〉 − bTy = 〈x, z〉 < .
5.2 Verification of the admissible condition (5.13b)
From this section, we start to looking into the details of the implementation issues.
Now we discuss ways to estimate the norm ‖Q(z1/2)ξ̂‖ in (5.13b) efficiently. The
cost for verifying (5.13b) is trivial for SOCP and LP. Thus we shall only discuss
ways to reduce the cost of verifying (5.13b) for the case of SDP. For simplicity,
we omit the subscript s of the Euclidean Jordan algebra notations in this section.
We will consider two cases. In the first case, we assume that a sparse Cholesky
factorization of AAT is available at a modest computational cost and memory
space; and hence ξ̂ can be computed cheaply. In the second case, we assume that
AAT is not easily invertible (which can happen if AAT or its Cholesky factor is
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a large dense matrix); and hence ξ̂ has to be estimated from the linear system
AATη = ξ via the PCG method. For convenience, let
η = (AAT )−1ξ. (5.29)
Hence ξ̂ = ATη. The following lemma will prove to be useful for later discussions.
Lemma 5.9. For A,B ∈ Rn×n, we have
‖AB‖ ≤ min(‖A‖2‖B‖, ‖A‖‖B‖2).







‖A‖22 ‖Bj‖2 = ‖A‖22 ‖B‖2.
Since ‖AB‖ = ‖(AB)T‖ = ‖BTAT‖, we also have ‖AB‖ ≤ ‖BT‖2‖AT‖ = ‖B‖2‖A‖.
Let us start with the first case. It is easily shown that
‖Q(z1/2)ξ̂‖2 = ηT A(Q(z)(ATη)). (5.30)
Thus the cost of computing ‖Q(z1/2)ξ̂‖2 is almost as expensive as that for com-
puting ηTMη = ηTA(Q(z−1)(ATη)). There are a few ways to cut down the cost,
which we will describe below.
(a) The most obvious method to avoid computing ‖Q(z1/2)ξ̂‖ is to make use of
Lemma 5.9 to derive the following inequality:
‖Q(z1/2)ξ̂‖ ≤ ‖Q(z1/2)‖2 ‖ξ̂‖ = ‖z‖2‖ξ̂‖.
Numerical experiments have shown that the upper bound above is usually quite a
good approximation of ‖Q(z1/2)ξ̂‖. Thus (5.13b) holds if
‖ξ̂‖2 ≤ κ‖z‖22
∣∣dT∇ψ(y; z)∣∣ . (5.31)
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Figure 5.1: The ratio (‖zk‖2‖ξ̂‖)/‖Q(z1/2k )ξ̂‖ vs. the PCR steps obtained when
solving (5.11) at an interior-point iterate with ∆(yk; zk) = 4.1 × 10−4 for the
SDPLIB problem theta2.
We note that ‖z‖2 = λmax(z) can be estimated efficiently to a moderate relative
accuracy of say, 5%, by the Lanczos method.
(b) Another obvious method to cut down the cost of checking (5.13b) is not to
check it in every PCG step when computing d from (5.11), but do so, say, at every
tenth steps. In that case, the additional cost incurred in checking (5.13b) is capped
to at most 10% of the total cost of matrix-vector products. One can further reduce
the cost of verifying (5.13b) by noting the following empirical fact. It is observed
numerically that the ratio ‖Q(z1/2)ξ̂‖/‖ξ̂‖ does not fluctuate much during the
entire PCG iteration, except for the first few steps. Thus if the mean ratio r is
estimated during the initial phase of the PCG iteration, the norm ‖Q(z1/2)ξ̂‖ in
subsequent PCG steps can be estimated by r‖ξ̂‖. In Figure 5.1, the ratio r is
shown for the SDP problem theta2 taken from the SDPLIB [8].
Now let us consider the second case where AAT is not easily invertible. In this
case, the vector η has to be estimated from the linear system AATη = ξ via the
PCG method. Fortunately, to estimate the norm ‖Q(z1/2)ξ̂‖, it is not necessary to
calculate ξ̂ accurately. The mechanics is as follows. Suppose η˜ is an approximate
solution to the linear system AATη = ξ delivered by the PCG method. Then ξ̂
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can be estimated by the quantity AT η˜. The question left to be answered is how
accurately we must compute η˜. Suppose
AAT η˜ = ξ − δ, (5.32)
where δ is the residual vector. Then ξ̂ = AT η˜ +A+δ.
By ensuring that
‖δ‖ ≤ 0.05σmin(A)‖AT η˜‖, (5.33)
where σmin(A) =
√
λmin(AAT ) is the smallest singular value of A, then we have
‖ξ̂‖ ≤ ‖AT η˜‖+ ‖A+δ‖ = ‖AT η˜‖+ 1
σmin(A)‖δ‖
≤ 1.05 ‖AT η˜‖.
Note that the smallest singular value σmin(A) in (5.33) can be estimated to mod-
est relative accuracy (say, 90%) by applying variants of the Lanczos method [21,
Chapter 7] to AAT . Thus for a given ξ, if the approximation η˜ from (5.32) satisfies
‖z‖22 ‖AT η˜‖2 ≤
κ
1.1
∣∣dT∇ψ(y; z)∣∣ , (5.34)
then (5.13b) holds.
5.3 A practical inexact-direction dual-scaling al-
gorithm
It is well known that the theoretical algorithm described in Section 5.1 may not
be efficient in practice due to the conservative choice of step-length and updating
strategy for the upper bound of (D2). A practical algorithm would adopt a more
aggressive strategy for both. Firstly, the upper bound for (D2) is updated whenev-
er a primal feasible x̂(y;u) is available. Secondly, the dual iterate is allowed to take
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a large step-size as long as the new iterate remains feasible. In this section, we pro-
pose a practical version of the theoretical inexact-direction dual-scaling algorithm
given in Section 5.1.
Suppose (yk, zk) is the iterate at the kth iteration with zk ∈ K (it is not assumed





b− ξ1, Mk p2 = A(z−1k )−A(Q(z−1k )Θk)− ξ2, (5.35)
where µk = ∆(yk;uk)/ρ and Θk = c − zk −AT (yk). Given a trial upper bound u




p1 − p2, ξ = 1
σ
ξ1 − ξ2. (5.36)
Then Mkd = −∇ψ(yk;u)− ξ.
Our practical inexact-direction algorithm is as follows.
Algorithm 2: a practical inexact direction dual-scaling algorithm.
Given a starting point (y0, z0) with z0  0, and an upper bound u0 of (D2), pick
α = 0.95 and κ = 0.02. Set ρ = 1.2n.
For k = 0, 1, 2, . . . ,




2. Compute z−1k .
3. Compute p1, p2 from (5.35).
4. (Check whether trial primal feasible x̂(yk;u)  0)
Find the smallest σ∗ ∈ [0.2, 1] such that x̂(yk;u)  0 for all u ∈ {bTyk +





) ≥ −1, (5.37)
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where d∗ = p1/σ∗ − p2 and ξ∗ = ξ1/σ∗ − ξ2. If no such σ∗ exists, set σ∗ =∞.
5. (Update upper bound)
Let unew = b
Tyk + σ∗∆(yk;uk). Compute the trial duality gap
〈x̂(yk;unew), zk〉 = σ∗µk
(












6. (Compute step-length and update dual iterate)








 min (1, α/λ∗), if λ∗ > 01 otherwise,
yk+1 = yk + βdk+1, zk+1 = zk − βATdk+1.
Remark 2. (a) As mentioned before, to save the cost of a full eigenvalue de-
composition for any SDP block zsk, the extreme eigenvalues in Step 4 and 6 are
computed efficiently by using a Lanczos procedure similar to the one used in [91].
(b) For any quadratic block zqk, from (2.14) and (2.15) we can easily compute
Q(z
−1/2
k ) = JQ(z
1/2
k )J .
(c) We implemented Step 4 using a backtracking procedure. That is, condition
x̂(yk;u)  0 is checked for σ in the order σ = 1, 0.8, 0.4, 0.2. Observe that only 2
linear systems are solved in each dual-scaling iteration even though several values
of σ might be tested.
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In the practical scheme above, we have not discussed how accurately the component
directions, p1 and p2, need to be computed, it turns out that this issue is more
complicated than the one for the theoretical scheme. Let
b1 = b/µk, b2 = A(z−1k )−A(Q(z−1k )Θk). (5.38)
We shall assume that p1, p2 satisfied the following conditions:
|ξTi pi| ≤ κ bTi pi, ‖Q(z1/2k )(A+ξi)‖2 ≤ κ bTi pi, i = 1, 2
(5.39)
|ξT2 p1 + ξT1 p2| ≤ κ |bT2 p1 + bT1 p2|.
Then we have the following lemma.
Lemma 5.10. Let θ ≥ 1 and suppose θp1 ± p2 6= 0.
(a) Suppose
|(θp1 + p2)T (θξ1 + ξ2)| < |(θp1 + p2)T (θb1 + b2)|,
(5.40)
|(θp1 − p2)T (θξ1 − ξ2)| < |(θp1 − p2)T (θb1 − b2)|.
Then
θ|bT2 p1 + bT1 p2| < (θ2bT1 p1 + bT2 p2). (5.41)
(b) From (a), there exists γ ∈ (0, 1) such that
θ|bT2 p1 + bT1 p2| ≤ γ(θ2bT1 p1 + bT2 p2). (5.42)
Let d = θp1−p2, ξ = θξ1−ξ2 (as defined in (5.36)), and h = θb1−b2. If conditions
(5.39) and (5.40) hold, then
|ξTd| ≤ 1 + γ




1− γ κ h
Td. (5.44)
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Proof. (a) We shall only prove the case corresponding to θp1 − p2. From the
positive definiteness of Mk, we have
0 < (θp1 − p2)TMk(θp1 − p2) = (θp1 − p2)T
(
(θb1 − b2)− (θξ1 − ξ2)
)
≤ (θp1 − p2)T (θb1 − b2) + |(θp1 − p2)T (θξ1 − ξ2)|
≤ (θp1 − p2)T (θb1 − b2) + |(θp1 − p2)T (θb1 − b2)|.
Thus, we must have (θp1 − p2)T (θb1 − b2) > 0, implying that
θ(bT2 p1 + b
T
1 p2) < (θ




hTd ≥ (θ2bT1 p1 + bT2 p2)− θ|bT2 p1 + bT1 p2|
≥ (1− γ)(θ2bT1 p1 + bT2 p2). (5.45)
It is also easily shown that
|ξTd| ≤ κ(θ2bT1 p1 + bT2 p2) + κθ|bT2 p1 + bT1 p2|
≤ (1 + γ)κ(θ2bT1 p1 + bT2 p2). (5.46)
Combining (5.45) and (5.46), we proved (5.43). By noting that
‖Q(z1/2k )(A+ξ)‖2 ≤ 2
(
θ2‖Q(z1/2k )(A+ξ1)‖2 + ‖Q(z1/2k )(A+ξ2)‖2
)
≤ 2κ(θ2bT1 p1 + bT2 p2),
(5.44) is readily proven by using (5.45).
Remark 3. (a) The condition (5.40) is easily satisfied if the residual norms ‖ξ1‖
and ‖ξ2‖ are sufficiently small.
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Figure 5.2: The ratio γ := θ|bT2 p1 + bT1 p2|/(θ2bT1 p1 + bT2 p2) obtained as a func-
tion of σ (where θ = 1/σ) when solving (5.35) at an interior-point iterate with
∆(yk; zk) = 4.1 × 10−4 for the SDPLIB problem theta2. Here bT1 p1 = 29.02,
bT2 p2 = 16.04, and |bT2 p1 + bT1 p2| = 40.08.
(b) We have not been able to obtain an upper bound for γ in (5.42) that is strictly
smaller than 1. But numerical experiments show that γ is usually not too close
to 1, especially when σ is small, see Figure 5.2. Thus for the practical dual-
scaling algorithm with the search direction d computed from (5.36) based on the
component directions computed from (5.35) under the stopping conditions (5.39),
the direction d satisfies approximately the admissible conditions (5.13a) and (5.13b)
by Lemma 5.10(b).
5.4 Numerical experiments
We will now present numerical experiments to demonstrate the viability of the
practical inexact-direction dual-scaling algorithm described in the last section for
solving SDPs.
For simplicity, we will test on SDPs with AAT that can be easily factorized. The
PCR method is used to compute the inexact directions in (5.35) with the diagonal
of Mk used as the preconditioner. The component directions p1 and p2 computed
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from the PCR method are deemed sufficiently accurate when all the conditions
in (5.39) are satisfied. We take κ = 0.001. The maximum number of PCR steps
allowed is set to 5 times of the dimension of Mk (≥ 300).
We note that as our purpose in this chapter is to demonstrate the validity of the
proposed admissible conditions (5.13a) or (5.39) for inexact directions, we will not
distract ourselves with numerical linear algebra issues such as the construction of
good preconditioners to speed up the convergence rate when solving the linear
systems in (5.35), even though it is well known that the matrix Mk becomes in-
creasingly ill-conditioned as optimality is approached. The construction of suitable
preconditioners for Mk would be addressed in a separate project along the line of
approach appeared in [94]. Here we simply use the standard diagonal precondi-
tioner for solving (5.35).
The starting iterate in Algorithm 2 is chosen as follows:





2‖A‖)e u0 = 〈x0, c〉
All the numerical results presented in this section are computed using Matlab
7.6 on a 3.0GHz Intel Xeon PC with 4.0GB RAM running Linux 9.10. In the
implementation, z−1k is explicitly computed and stored in the computer memory.
Implementation issues such as efficient computation of matrix-vector products Mkv
when z−1k cannot be stored explicitly are beyond the scope of this chapter. The
efficient implementation of Algorithm 2 when z−1k cannot be computed and stored
explicitly will be studied in the future.
The dual-scaling algorithm is terminated when an approximate solution (yk, zk;uk)
satisfies the following accuracy measure:
relgap :=
uk − bTyk
1 + |bTyk| ≤ 10
−4, RD :=
‖c− zk −AT (yk)‖
1 + ‖c‖ ≤ 10
−8. (5.47)
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The testing examples come from SDP relaxations of maximum stable set prob-
lems whose optimal object value, a.k.a. Lova´sz theta number [56] is an upper
bound for the maximum cardinality of stable sets in a graph. The graph data set-
s are from several collections, including randomly generated instances considered
in [92] (theta4–theta162), the seventh DIMACS implementation challenge on the
maximum clique problem [42] (MANN-a27–G54), and graphs arising from coding
theory, available at Sloane’s web page [83] (ldc.256–2dc.1024). We test the prac-
tical DIPM algorithm on maximum stable set problems with dimensions up to
m = 169, 163, ns = 1, 024. The numerical results for the practical DIPM algorithm
in section 5.3 are listed in Table 5.1, where the columns “m,ns, it, time” denote the
number of linear constraints, the dimension of SDP variables, the number of total
iterations, the total CPU time, respectively. The column “(PCR)” represents the
average number of PCR steps taken to solve each linear system.
Table 5.1: Numerical results for the practical DIPM algorithm on
computing maximum stable set problems with the search directions
in (5.35) computed via the PCR method
problem m ns it.(PCR) dual obj relgap RD time
theta4 1949 200 15 (427.7) -5.03216412 1 8.6 -5 2.1 -16 1:23
theta42 5986 200 16 (684.4) -2.39318620 1 2.1 -5 1.7 -16 2:10
theta6 4375 300 14 (264.6) -6.34786757 1 9.4 -5 2.4 -16 2:25
theta62 13390 300 15 (681.3) -2.96417312 1 3.9 -5 1.7 -16 6:06
theta8 7905 400 15 (404.3) -7.39542985 1 4.4 -5 2.3 -16 8:44
theta82 23872 400 15 (632.0) -3.43675220 1 4.6 -5 1.7 -16 12:32
theta83 39862 400 16 (703.2) -2.03023011 1 4.1 -5 1.5 -16 15:58
theta10 12470 500 15 (597.0) -8.38065308 1 2.4 -5 2.5 -16 23:56
theta102 37467 500 15 (657.0) -3.83913417 1 5.0 -5 1.7 -16 24:46
theta103 62516 500 16 (728.5) -2.25290498 1 4.3 -5 1.5 -16 31:00
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Table 5.1: Numerical results for the practical DIPM algorithm on
computing maximum stable set problems with the search directions
in (5.35) computed via the PCR method
problem m ns it.(PCR) dual obj relgap RD time
theta104 87245 500 16 (521.9) -1.33367060 1 7.6 -5 1.3 -16 24:09
theta12 17979 600 16 (872.2) -9.28019908 1 1.8 -5 2.3 -16 1:03:06
theta123 90020 600 16 (772.2) -2.46691521 1 4.2 -5 1.5 -16 56:35
theta162 127600 800 15 (849.3) -3.70105348 1 4.3 -5 1.6 -16 2:12:05
MANN-a27 703 378 38 (11.4) -1.32763090 2 6.0 -5 6.7 -16 27
johnson8-4-4 561 70 11 (6.0) -1.40002334 1 4.6 -5 2.7 -16 04
johnson16-2-4 1681 120 12 (6.0) -8.00065444 0 9.1 -5 1.9 -16 05
san200-0.7-1 5971 200 13 (29.8) -3.00000026 1 9.7 -5 2.2 -16 11
sanr200-0.7 6033 200 15 (536.3) -2.38366450 1 8.3 -5 1.5 -16 1:44
c-fat200-1 18367 200 15 (143.7) -1.20001128 1 7.8 -5 1.2 -16 44
hamming-6-4 1313 64 12 (6.0) -5.33358246 0 8.5 -5 2.2 -16 04
hamming-8-4 11777 256 13 (6.8) -1.60001916 1 2.7 -5 2.2 -16 10
hamming-9-8 2305 512 11 (6.0) -2.24000435 2 5.4 -5 2.9 -16 11
hamming-10-2 23041 1024 12 (6.0) -1.02401253 2 2.9 -5 1.2 -16 1:33
hamming-7-5-6 1793 128 11 (6.0) -4.26670191 1 4.8 -5 2.0 -16 04
hamming-8-3-4 16129 256 12 (6.0) -2.56000597 1 2.6 -5 1.9 -16 10
hamming-9-5-6 53761 512 12 (6.0) -8.53334336 1 3.6 -5 3.1 -16 58
brock200-1 5067 200 16 (707.2) -2.74568142 1 2.2 -5 1.7 -16 2:20
brock200-4 6812 200 15 (539.3) -2.12942578 1 10.0 -5 1.5 -16 1:47
brock400-1 20078 400 15 (665.0) -3.97024484 1 3.8 -5 1.1 -15 13:31
keller4 5101 171 18 (273.8) -1.40123816 1 2.5 -5 1.6 -16 53
p-hat300-1 33918 300 21 (1114.6) -1.00680309 1 1.7 -5 1.3 -16 17:01
G43 9991 1000 17 (385.1) -2.80625360 2 6.5 -5 4.0 -16 33:47
G44 9991 1000 18 (638.8) -2.80583891 2 2.0 -5 4.0 -16 57:02
G45 9991 1000 18 (436.3) -2.80186011 2 5.7 -5 4.0 -16 41:07
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Table 5.1: Numerical results for the practical DIPM algorithm on
computing maximum stable set problems with the search directions
in (5.35) computed via the PCR method
problem m ns it.(PCR) dual obj relgap RD time
G46 9991 1000 17 (392.8) -2.79837615 2 5.3 -5 3.9 -16 33:53
G47 9991 1000 18 (647.7) -2.81894603 2 1.9 -5 4.0 -16 57:53
1dc.256 3840 256 27 (537.1) -3.00000018 1 6.2 -5 2.4 -16 7:10
1et.256 1665 256 22 (278.7) -5.51148532 1 5.1 -5 3.1 -16 1:39
1tc.256 1313 256 24 (283.5) -6.34005407 1 6.0 -5 3.5 -16 1:35
1zc.256 2817 256 20 (70.8) -3.80003360 1 2.5 -5 1.5 -16 41
1dc.512 9728 512 26 (871.2) -5.30313077 1 8.2 -5 2.9 -16 50:14
1et.512 4033 512 26 (265.0) -1.04424964 2 5.7 -5 4.0 -16 7:55
1tc.512 3265 512 28 (588.0) -1.13401772 2 5.3 -5 5.2 -16 16:11
2dc.512 54896 512 34 (985.4) -1.17682855 1 7.1 -5 2.1 -16 1:36:55
1zc.512 6913 512 25 (65.0) -6.87507462 1 6.6 -5 1.6 -16 3:14
1dc.1024 24064 1024 33 (810.2) -9.59851370 1 4.4 -5 3.3 -16 4:31:38
1et.1024 9601 1024 31 (643.4) -1.84227397 2 6.5 -5 5.0 -16 1:34:28
1tc.1024 7937 1024 37 (554.0) -2.06306060 2 6.6 -5 6.4 -16 1:23:02
1zc.1024 16641 1024 49 (150.5) -1.28667059 2 2.6 -5 3.9 -16 58:38
2dc.1024 169163 1024 36 (921.8) -1.86386174 1 9.9 -5 1.8 -16 11:34:25
To observe the effect of the two admissible conditions (5.13a) and (5.13b), we
test the same set of problems using an exact version of the practical dual-scaling
algorithm. In particular, we replace the PCR solver by Cholesky factorization
in Algorithm 2 where the directions in (5.35) are computed by computing and
factorizing the matrix Mk. The numerical results are summarized in Table 5.2.
Due to limited computer memory, we are not able to test all the problems using
108
Chapter 5. An inexact dual-scaling interior-point method for linear
programming problems over symmetric cones
the exact algorithm. From the existing results we can see that the inexact practical
DIPM algorithm generally takes about the same number of iterations as its exact
counterpart does. For certain problems, there will be one or two more iterations
taken by the inexact practical DIPM algorithm. The only exception is the problem
“lzc.512”, for which the number of iterations are 25 and 19 for the inexact and exact
algorithms, respectively. But the inexact algorithm reduces the CPU time spent
on “lzc.512” by half comparing with the exact algorithm.
Table 5.2: Numerical results for the practical dual-scaling method
based on Cholesky factorization of the Schur complement equation
on computing maximum stable set problems
problem m ns it. dual obj relgap RD time
theta4 1949 200 15 -5.03215414 1 3.2 -5 2.3 -16 09
theta42 5986 200 14 -2.39323277 1 5.3 -5 1.9 -16 3:13
theta6 4375 300 14 -6.34786285 1 9.0 -5 2.4 -16 1:21
theta62










MANN-a27 703 378 38 -1.32763070 2 6.2 -5 6.8 -16 08
johnson8-4-4 561 70 11 -1.40002334 1 4.6 -5 1.8 -16 01
johnson16-2-4 1681 120 12 -8.00065444 0 9.1 -5 2.9 -16 05
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Table 5.2: Numerical results for the practical dual-scaling method
based on Cholesky factorization of the Schur complement equation
on computing maximum stable set problems
problem m ns it. dual obj relgap RD time
san200-0.7-1 5971 200 13 -3.00000026 1 9.7 -5 2.3 -16 3:00
sanr200-0.7 6033 200 14 -2.38367935 1 5.1 -5 2.0 -16 3:20
c-fat200-1
hamming-6-4 1313 64 12 -5.33358246 0 8.5 -5 2.1 -16 03
hamming-8-4
hamming-9-8 2305 512 11 -2.24000435 2 5.4 -5 2.9 -16 15
hamming-10-2
hamming-7-5-6 1793 128 11 -4.26670191 1 4.8 -5 2.1 -16 05
hamming-8-3-4
hamming-9-5-6
brock200-1 5067 200 14 -2.74573646 1 6.3 -5 1.9 -16 2:02
brock200-4 6812 200 14 -2.12940904 1 5.1 -5 1.9 -16 4:39
brock400-1
keller4 5101 171 16 -1.40125229 1 4.6 -5 1.8 -16 2:21
p-hat300-1
G43 9991 1000 17 -2.80625265 2 2.5 -5 3.9 -16 18:15
G44 9991 1000 17 -2.80584288 2 5.5 -5 4.1 -16 18:33
G45 9991 1000 17 -2.80186014 2 5.1 -5 4.0 -16 18:24
G46 9991 1000 17 -2.79837551 2 2.3 -5 3.9 -16 18:31
G47 9991 1000 17 -2.81895026 2 4.4 -5 3.9 -16 18:46
1dc.256 3840 256 27 -3.00000019 1 6.2 -5 2.4 -16 1:51
1et.256 1665 256 21 -5.51152940 1 8.6 -5 3.0 -16 09
1tc.256 1313 256 24 -6.34005813 1 6.1 -5 3.5 -16 07
1zc.256 2817 256 18 -3.80002493 1 3.0 -5 1.5 -16 31
1dc.512 9728 512 26 -5.30312908 1 8.0 -5 3.0 -16 26:34
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Table 5.2: Numerical results for the practical dual-scaling method
based on Cholesky factorization of the Schur complement equation
on computing maximum stable set problems
problem m ns it. dual obj relgap RD time
1et.512 4033 512 26 -1.04424840 2 5.3 -5 4.0 -16 2:10
1tc.512 3265 512 28 -1.13401579 2 4.9 -5 5.2 -16 1:23
2dc.512
1zc.512 6913 512 19 -6.87516488 1 4.7 -5 2.0 -16 7:06
1dc.1024
1et.1024 9601 1024 31 -1.84227654 2 7.3 -5 5.2 -16 30:46




Conclusions and future work
In this thesis, we have designed polynomial time inexact primal-dual path-following
interior-point method (IIPF) for convex quadratic symmetric cone programming
and inexact dual-scaling interior-point method (DIPM) for linear symmetric cone
programming under the framework of Euclidean Jordan algebra. In particular, we
show that IIPF needs at most O(n2 ln(1/)) iterations to compute an -optimal
solution for convex quadratic symmetric cone programming problems. This com-
plexity result is the same as that established for a linear SDP in [118], and further,
the same as the complexity of the exact infeasible interior-point method proposed
by Zhang [115]. For DIPM, we show that the algorithm terminates in at most
O((ρ − n) ln(〈x0, z0〉/)) iterations (where ρ is a given parameter that is chosen
to satisfy ρ ≥ n +√n) to deliver an -optimal solution for linear symmetric cone
programming problems, which is also the same as the exact version in [5].
On the practical side, we developed a customized version of (IIPF) for solving large
scale log-det SDP problems arising from sparse covariance selection. By exploiting
the structures in sparse covariance selection problems, we are able to design high-
ly effective preconditioners to efficiently solve the large and ill-conditioned linear
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systems. Numerical experiments on both synthetic and real covariance selection
problems show that our algorithm is highly efficient and outperforms other existing
algorithms by a significant margin in terms of computing time and accuracy.
In addition, we discussed the details of a practical version of DIPM and presented
numerical results on several collections of maximum stable set problems. The
numerical results demonstrates that DIPM is robust and efficient.
For the future research, we hope that the theoretical framework we developed here
for conic programming lead to further development of inexact primal-dual infeasible
interior-point methods for broader classes of SDP problems such as those with an
objective function f(x) that is convex with a Lipschitz continuous gradient but
not necessarily quadratic.
In practice, we believe that IIPF can be applied to other log-det SDP models
encountered in industry applications such as graphical models, Markov random
fields and kernel learning [101, 51].
For DIPM, a number of computational issues remain to be addressed, such as the
efficient computation of matrix-vector products Mv when z−1 is too large to be
stored explicitly, the construction of efficient preconditioners to reduce the number
of PCR steps needed to solve the linear systems (5.35).
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