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ABSTRACT
Although deep learning has produced dazzling successes for applications of im-
age, speech, and video processing in the past few years, most trainings are with
suboptimal hyper-parameters, requiring unnecessarily long training times. Setting
the hyper-parameters remains a black art that requires years of experience to ac-
quire. This report proposes several efficient ways to set the hyper-parameters that
significantly reduce training time and improves performance. Specifically, this
report shows how to examine the training validation/test loss function for subtle
clues of underfitting and overfitting and suggests guidelines for moving toward
the optimal balance point. Then it discusses how to increase/decrease the learning
rate/momentum to speed up training. Our experiments show that it is crucial to
balance every manner of regularization for each dataset and architecture. Weight
decay is used as a sample regularizer to show how its optimal value is tightly
coupled with the learning rates and momentum. Files to help replicate the results
reported here are available at https://github.com/lnsmith54/hyperParam1.
1 INTRODUCTION
The rise of deep learning (DL) has the potential to transform our future as a human race even more
than it already has and perhaps more than any other technology. Deep learning has already created
significant improvements in computer vision, speech recognition, and natural language processing,
which has led to deep learning based commercial products being ubiquitous in our society and in
our lives.
In spite of this success, the application of deep neural networks remains a black art, often requiring
years of experience to effectively choose optimal hyper-parameters, regularization, and network
architecture, which are all tightly coupled. Currently the process of setting the hyper-parameters,
including designing the network architecture, requires expertise and extensive trial and error and is
based more on serendipity than science. On the other hand, there is a recognized need to make the
application of deep learning as easy as possible.
Currently there are no simple and easy ways to set hyper-parameters – specifically, learning rate,
batch size, momentum, and weight decay. A grid search or random search (Bergstra & Bengio,
2012) of the hyper-parameter space is computationally expensive and time consuming. Yet train-
ing time and final performance is highly dependent on good choices. In addition, practitioners
often choose one of the standard architectures (such as residual networks (He et al., 2016)) and the
hyper-parameter files that are freely available in a deep learning framework’s “model zoo” or from
github.com but these are often sub-optimal for the practitioner’s data.
This report proposes several methodologies for finding optimal settings for several hyper-
parameters. A comprehensive approach of all hyper-parameters is valuable due to the interdepen-
dence of all of these factors. Part 1 of this report examines learning rate, batch size, momentum, and
weight decay and Part 2 will examine the architecture, regularization, dataset and task. The goal is to
provide the practitioner with practical advice that saves time and effort, yet improves performance.
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The basis of this approach is based on the well-known concept of the balance between underfitting
versus overfitting. Specifically, it consists of examining the training’s test/validation loss for clues of
underfitting and overfitting in order to strive for the optimal set of hyper-parameters (this report uses
“test loss” or “validation loss” interchangeably but both refer to use of validation data to find the
error or accuracy produced by the network during training). This report also suggests paying close
attention to these clues while using cyclical learning rates (Smith, 2017) and cyclical momentum.
The experiments discussed herein indicate that the learning rate, momentum, and regularization are
tightly coupled and optimal values must be determined together.
Since this report is long, the reader who only wants the highlights of this report can: (1) look at
every Figure and caption, (2) read the paragraphs that start with Remark, and (2) review the hyper-
parameter checklist at the beginning of Section 5.
2 RELATED WORK
The topics discussed in this report are related to a great deal of the deep learning literature. See
Goodfellow et al. (2016) for an introductory text on the field. Perhaps most related to this work is
the book “Neural networks: tricks of the trade” (Orr & Mu¨ller, 2003) that contains several chapters
with practical advice on hyper-parameters, such as Bengio (2012). Hence, this section only discusses
a few of the most relevant papers.
This work builds on earlier work by the author. In particular, cyclical learning rates were introduced
by Smith (2015) and later updated in Smith (2017). Section 4.1 provides updated experiments on
super-convergence (Smith & Topin, 2017). There is a discussion in the literature on modifying the
batch size instead of the learning rate, such as discussed in Smith et al. (2017).
Several recent papers discuss the use of large learning rate and small batch size, such as Jastrzebski
et al. (2017a;b); Xing et al. (2018). They demonstrate that the ratio of the learning rate over the batch
size guides training. The recommendations in this report differs from those papers on the optimal
setting of learning rates and batch sizes.
Smith and Le (Smith & Le, 2017) explore batch sizes and correlate the optimal batch size to the
learning rate, size of the dataset, and momentum. This report is more comprehensive and more
practical in its focus. In addition, Section 4.2 recommends a larger batch size than this paper.
A recent paper questions the use of regularization by weight decay and dropout (Herna´ndez-Garcı´a
& Ko¨nig, 2018). One of the findings of this report is that the total regularization needs to be in
balance for a given dataset and architecture. Our experiments suggest that their perspective on regu-
larization is limited – they only add regularization by data augmentation to replace the regularization
by weight decay and dropout without a full study of regularization.
There also exist approaches to learn optimal hyper-parameters by differentiating the gradient with
respect to the hyper-parameters (for example see Lorraine & Duvenaud (2018)). The approach in
this report is simpler for the practitioner to perform.
3 THE UNREASONABLE EFFECTIVENESS OF VALIDATION/TEST LOSS
“Well begun is half done.” Aristotle
A good detective observes subtle clues that the less observant miss. The purpose of this Section is
to draw your attention to the clues in the training process and provide guidance as to their meaning.
Often overlooked elements from the training process tell a story. By observing and understanding the
clues available early during training, we can tune our architecture and hyper-parameters with short
runs of a few epochs (an epoch is defined as once through the entire training data). In particular,
by monitoring validation/test loss early in the training, enough information is available to tune the
architecture and hyper-parameters and this eliminates the necessity of running complete grid or
random searches.
Figure 1a shows plots of the training loss, validation accuracy, and validation loss for a learning rate
range test of a residual network on the Cifar dataset to find reasonable learning rates for training.
In this situation, the test loss within the black box indicates signs of overfitting at learning rates
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(a) Characteristic plot of training loss, validation ac-
curacy, and validation loss.
(b) Characteristic plot of the generalization error,
which is the validation/test loss minus the training
loss.
Figure 1: Comparison of the training loss, validation accuracy, validation loss, and generalization
error that illustrates the additional information about the training process in the test/validation loss
but is not visible in the test accuracy and training loss or clear with the generalization error. These
runs are a learning rate range test with the resnet-56 architecture and Cifar-10 dataset.
of 0.01 − 0.04. This information is not present in the test accuracy or in the training loss curves.
However, if we were to subtract the training loss from the test/validation loss (i.e., the generalization
error) the information is present in the generalization error but often the generalization error is less
clear than the validation loss. This is an example where the test loss provides valuable information.
We know that this architecture has the capacity to overfit and that early in the training too small a
learning rate will create overfitting.
Remark 1. The test/validation loss is a good indicator of the network’s convergence and should be
examined for clues. In this report, the test/validation loss is used to provide insights on the training
process and the final test accuracy is used for comparing performance.
Section 3.1 starts a brief review on the underfitting and overfitting tradeoff and demonstrates that the
early training test loss provides information on how to modify the hyper-parameters.
Figure 2: Pictorial explanation of the tradeoff between underfitting and overfitting. Model complex-
ity (the x axis) refers to the capacity or powerfulness of the machine learning model. The figure
shows the optimal capacity that falls between underfitting and overfitting.
3
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3.1 A REVIEW OF THE UNDERFITTING AND OVERFITTING TRADE-OFF
Underfitting is when the machine learning model is unable to reduce the error for either the test or
training set. The cause of underfitting is an under capacity of the machine learning model; that is,
it is not powerful enough to fit the underlying complexities of the data distributions. Overfitting
happens when the machine learning model is so powerful as to fit the training set too well and
the generalization error increases. The representation of this underfitting and overfitting trade-off
displayed in Figure 2, which implies that achieving a horizontal test loss can point the way to the
optimal balance point. Similarly, examining the test loss during the training of a network can also
point to the optimal balance of the hyper-parameters.
Remark 2. The takeaway is that achieving the horizontal part of the test loss is the goal of hyper-
parameter tuning. Achieving this balance can be difficult with deep neural networks. Deep networks
are very powerful, with networks becoming more powerful with greater depth (i.e., more layers),
width (i.e, more neurons or filters per layer), and the addition of skip connections to the architecture.
Also, there are various forms of regulation, such as weight decay or dropout (Srivastava et al., 2014).
One needs to vary important hyper-parameters and can use a variety of optimization methods, such
as Nesterov or Adam (Kingma & Ba, 2014). It is well known that optimizing all of these elements
to achieve the best performance on a given dataset is a challenge.
An insight that inspired this Section is that signs of underfitting or overfitting of the test or validation
loss early in the training process are useful for tuning the hyper-parameters. This section started with
the quote “Well begun is half done” because substantial time can be saved by attending to the test
loss early in the training. For example, Figure 1a shows some overfitting within the black square
that indicates a sub-optimal choice of hyper-parameters. If the hyper-parameters are set well at the
beginning, they will perform well through the entire training process. In addition, if the hyper-
parameters are set using only a few epochs, a significant time savings is possible in the search for
hyper-parameters. The test loss during the training process can be used to find the optimal network
architecture and hyper-parameters without performing a full training in order to compare the final
performance results.
The rest of this report discusses the early signs of underfitting and overfitting that are visible in the
test loss. In addition, it discusses how adjustments to the hyper-parameters affects underfitting and
overfitting. This is necessary in order to know how to adjust the hyper-parameters.
(a) Test loss for the Cifar-10 dataset with a
shallow 3 layer network.
(b) Test loss for Imagenet with two networks; resnet-50
and inception-resnet-v2.
Figure 3: Underfitting is characterized by a continuously decreasing test loss, rather than a horizontal
plateau. Underfitting is visible during the training on two different datasets, Cifar-10 and imagenet.
3.2 UNDERFITTING
Our first example is with a shallow, 3-layer network on the Cifar-10 dataset. The red curve in Figure
3a with a learning rate of 0.001 shows a decreasing test loss. This curve indicates underfitting
because it continues to decrease, like the left side of the test loss curve in Figure 2. Increasing the
learning rate moves the training from underfitting towards overfitting. The blue curve shows the test
loss with a learning rate of 0.004. Note that the test loss decreases more rapidly during the initial
iterations and is then horizontal. This is one of the early positive clues that indicates that this curve’s
configuration will produce a better final accuracy than the other configuration, which it does.
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The second example is on the Imagenet dataset with two architectures: resnet-50, and inception-
resnet-v2. Here the cause of underfitting is due to the underlying complexities of the data distribu-
tions. In Figure 3b the test loss continues to decrease over the 100,000 iterations (about 3 epochs) but
the inception-resnet-v2 decreases more and becomes more horizontal, indicating that the inception-
resnet-v2 has less underfitting.
Increasing the learning rate helps reduce underfitting. An easy way to find a good learning rate is
the LR range test (Smith, 2017) (additional description of the LR range test is in Section 4.1).
(a) Cifar-10 dataset with a shallow 3 layer network. (b) Imagenet dataset with resnet-50 architecture.
Figure 4: Increasing validation/test loss indicates overfitting. Examples of overfitting are shown for
Cifar-10 and Imagenet. WD = weight decay, LR = learning rate, CLR = cyclical learning rate, CM
= cyclical momentum.
3.3 OVERFITTING
Overfitting tends to be more complicated than underfitting but clues are visible in the test loss. In
Figure 2 the test loss goes from underfitting (decreasing) to overfitting (increasing) but overfitting
in neural networks is often not so simple. In Figure 1 there are signs of overfitting in the test loss at
small learning rates (0.01 - 0.04) but then the test loss continues to decrease at higher learning rates
as though it is underfitting. This indicates that learning rates that are too small can exhibit some
overfitting behavior.
Figure 4a displays test loss for training a shallow, 3-layer network trained on Cifar-10. The figure
shows the results of a learning rate range test at three values for weight decay (WD). At WD = 10−4
the loss reaches a minimum loss near a learning rate of 0.002, then begins to increase, displaying
overfitting. If WD = 4 × 10−3, the loss is stable over a larger range of learning rate values and the
loss attains a lower loss value, indicating that the latter WD value is superior to the former. Also
note that the sharp increase in loss for the yellow curve near the learning rate of 0.005 is not a sign
of overfitting but is caused by instabilities in the training due to the large learning rate. Similarly,
the red curve diverges above a learning rate of 0.008.
The next example is training the Imagenet dataset with a resnet-50 architecture. While the blue
curve in Figure 4b shows underfitting with weight decay of 10−4 and a constant learning rate of
0.1, the red curve shows overfitting with too small a weight decay of 10−7. Both curves indicate
non-optimal settings of the hyper-parameters.
An additional example of overfitting is visible with the yellow curve in Figure 7a as it slowly rises
above LR=0.006 and until divergence near LR=0.01. The blue curves in Figure 9a and in Figure
11a show two additional forms of overfitting. The former illustrates a more gradual increase in the
error while the later shows a temporary initial increase (additional analysis of this Figure is given in
Section 5.5). All situations are examples of incorrectly set hyper-parameters.
The art of setting the network’s hyper-parameters amounts to ending up at the balance point between
underfitting and overfitting.
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4 CYCLICAL LEARNING RATES, BATCH SIZES, CYCLICAL MOMENTUM, AND
WEIGHT DECAY
Choosing learning rate, momentum, and weight decay hyper-parameters well will improve the net-
work’s performance. The conventional method is to perform a grid or a random search, which can be
computationally expensive and time consuming. In addition, the effects of these hyper-parameters
are tightly coupled with each other, the data, and architecture. This section offers more efficient
ways to choose these hyper-parameters.
4.1 CYCLICAL LEARNING RATES AND SUPER-CONVERGENCE REVISITED
If the learning rate (LR) is too small, overfitting can occur. Large learning rates help to regularize
the training but if the learning rate is too large, the training will diverge. Hence a grid search of short
runs to find learning rates that converge or diverge is possible but there is an easier way.
Cyclical learning rates (CLR) and the learning rate range test (LR range test) were first proposed by
Smith (2015) and later updated in Smith (2017) as a recipe for choosing the learning rate. Here is a
brief review; refer to the original papers for more details.
To use CLR, one specifies minimum and maximum learning rate boundaries and a stepsize. The
stepsize is the number of iterations (or epochs) used for each step and a cycle consists of two such
steps – one in which the learning rate linearly increases from the minimum to the maximum and
the other in which it linearly decreases. Smith (2015) tested numerous ways to vary the learning
rate between the two boundary values, found them to be equivalent and therefore recommended the
simplest, which is letting the learning rate change linearly (Jastrzebski et al. (2017b) suggest discrete
jumps and obtained similar results).
In the LR range test, training starts with a small learning rate which is slowly increased linearly
throughout a pre-training run. This single run provides valuable information on how well the net-
work can be trained over a range of learning rates and what is the maximum learning rate. When
starting with a small learning rate, the network begins to converge and, as the learning rate increases,
it eventually becomes too large and causes the test/validation loss to increase and the accuracy to
decrease. The learning rate at this extrema is the largest value that can be used as the learning rate
for the maximum bound with cyclical learning rates but a smaller value will be necessary when
choosing a constant learning rate or the network will not begin to converge. There are several ways
one can choose the minimum learning rate bound: (1) a factor of 3 or 4 less than the maximum
bound, (2) a factor of 10 or 20 less than the maximum bound if only one cycle is used, (3) by a short
test of hundreds of iterations with a few initial learning rates and pick the largest one that allows
convergence to begin without signs of overfitting as shown in Figure 1a (if the initial learning rate
is too large, the training won’t begin to converge). Take note that there is a maximum speed the
learning rate can increase without the training becoming unstable, which effects your choices for the
minimum and maximum learning rates (i.e., increase the stepsize to increase the difference between
the minimum and maximum).
(a) An example of super-convergence. (b) The effect of weight decay.
Figure 5: Faster training is possible by allowing the learning rates to become large. Other regular-
ization methods must be reduced to compensate for the regularization effects of large learning rates.
Practitioners must strive for an optimal balance of regularization.
6
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Super-convergence (Smith & Topin, 2017) was shown to happen when using deep resnets on cifar10
or cifar-100 data, where the test loss and accuracy remain nearly constant for this LR range test,
even up to very large learning rates. In these situations the network can be trained quickly with
one learning rate cycle by using an unusually large learning rate. The very large learning rates
used provided the twin benefits of regularization that prevented overfitting and faster training of
the network. Figure 5a shows an example of super-convergence, where the training was completed
in 10,000 iterations by using learning rates up to 3.0 instead of needing 80,000 iterations with a
constant initial learning rate of 0.1.
Here we suggest a slight modification of cyclical learning rate policy for super-convergence; always
use one cycle that is smaller than the total number of iterations/epochs and allow the learning rate to
decrease several orders of magnitude less than the initial learning rate for the remaining iterations.
We named this learning rate policy “1cycle” and in our experiments this policy allows the accuracy
to plateau before the training ends. It is interesting to note that the 1cycle learning rate policy is a
combination of curriculum learning (Bengio et al., 2009) and simulated annealing (Aarts & Korst,
1988), both of which have a long history of use in deep learning.
This report shows that super-convergence is universal and provides additional guidance on why,
when and where this is possible. There are many forms of regularization, such as large learning
rates, small batch sizes, weight decay, and dropout (Srivastava et al., 2014). Practitioners must
balance the various forms of regularization for each dataset and architecture in order to obtain good
performance. Figure 5b shows that weight decay values of 10−4 or smaller allow the use of large
learning rates (i.e., up to 3) but setting weight decay of 10−3 eliminates the ability to train the
networks with such a large learning rate. It is because the regularization needs to be balanced and it
is necessary to reduce other forms of regularization in order to utilize the regularization from large
learning rates and gain the other benefit - faster training.
Remark 3. A general principle is: the amount of regularization must be balanced for each dataset
and architecture. Recognition of this principle permits general use of super-convergence. Reducing
other forms of regularization and regularizing with very large learning rates makes training signifi-
cantly more efficient.
Experiments in Section 5 with MNIST, Cifar10, Cifar-100, and Imagenet, and various architectures,
such as shallow nets, resnets, wide resnets, densenets, inception-resnet, show that all can be trained
more quickly with large learning rates, provided other forms of regularizations are reduced to an
optimal balance point. This requires experimenting with the LR range test with a variety of regular-
ization settings. As an example, Section 4.4 demonstrates how to find a good value of weight decay
with the LR range test. A similar procedure can be performed with other forms of regularization
(i.e., choosing the dropout ratio).
(a) The effect of batch size on test accuracy. (b) The effect of batch size on test loss.
Figure 6: The effects of total batch size (TBS) on validation accuracy/loss for the Cifar-10 with
resnet-56 and a 1cycle learning rate schedule. For a fixed computational budget, larger TBS yields
higher test accuracy but smaller TBS has lower test loss.
4.2 BATCH SIZE
Small batch sizes have been recommended for regularization effects (Wilson & Martinez, 2003) and
others have shown there to be an optimal batch size on the order of 80 for Cifar-10 (Smith & Le,
2017). Contrary to this early work, this Section recommends using a larger batch size when using
the 1cycle learning rate schedule, which is described in the above.
7
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A difficulty in comparing batch sizes is that one obtains conflicting results if one maintains a constant
number of epochs versus a constant number of iterations. This Section suggests that neither is
appropriate for comparing different batch sizes. The constant number of epochs is inappropriate as
it doesn’t account for the significant computational efficiencies of larger batch sizes so it penalizes
larger batch sizes. On the other hand, a constant number of iterations favors larger batch sizes too
much. Another factor is that larger batch sizes permit the use of larger learning rates in the 1cycle
learning rate schedule. Instead our experiments aimed to compare batch sizes by maintaining a
near constant execution time because practitioners are interested in minimizing training time while
maintaining high performance.
Remark 4. The takeaway message of this Section is that the practitioner’s goal is obtaining the
highest performance while minimizing the needed computational time. Unlike the learning rate
hyper-parameter where its value doesn’t affect computational time, batch size must be examined in
conjunction with the execution time of the training. Similarly, choosing the number of epochs/iter-
ations for training should be large enough to maximize the final test performance but no larger.
Figure 6a shows the validation accuracy for training resnet-56 on Cifar-10 with the 1cycle learning
rate schedule. Unlike the experiments in other sections, here each curve is an average of four runs
that all used the same batch sizes (rather than a small range of batch sizes). The four curves represent
four different total batch sizes (TBS) of 128, 256, 512, and 1024. The number of iterations/epochs
for all of these runs was chosen to provide a near constant execution time of 26 minutes on our IBM
Power8. This value for the execution time was found by a grid search on the minimum number
of epochs needed for the TBS = 128 case to obtain an optimal accuracy. Once this was found,
the number of epochs/iterations for the other TBS cases were computed such that the training was
performed approximately in the same execution time. Larger batch sizes used larger learning rates,
as shown in the legend for Figure 6a.
It is clear in Figure 6a that the larger batch sizes ran in fewer iterations. Not shown is that larger
batch sizes had more epochs (TBS/epochs = 128/48, 256/70, 512/95, 1024/116). The legend does
show the learning rate range for each TBS and that larger learning rates are used with the larger
batch sizes. The blowup compares the final accuracies for the four batch sizes. The results imply
that it is beneficial to use larger batch sizes but the benefit tapers off (the final results for TBS = 1024
is quite close to the results for TBS = 512), perhaps due to the too great a reduction in number of
iterations. Hence, TBS = 512 is a good choice for this dataset, architecture, and computer hardware.
It is also interesting to contrast the test loss to the test accuracy. Figure 6b shows the validation
loss for the same runs shown in Figure 6a. Although the larger batch sizes have lower loss values
early in the training, the final loss values are lower as the batch sizes decrease, which is the opposite
performance as accuracy results. During the course of our experiments, this kind of discrepancy
between the validation loss and accuracy was unusual.
Some papers have recommended modifying the batch size, rather than the learning rates (i.e., Smith
et al. (2017); Jastrzebski et al. (2017b)). However, the batch size is limited by your hardware’s
memory, while the learning rate is not. While some practitioners are able to run on effectively
unlimited numbers of nodes and GPUs, if this is not true for you, this report recommends you use a
batch size that fits in your hardware’s memory and enable using larger learning rates.
4.3 CYCLICAL MOMENTUM
Momentum and learning rate are closely related. The optimal learning rate is dependent on the
momentum and momentum is dependent on the learning rate. Since learning rate is regarded as
the most important hyper-parameter to tune (Bengio, 2012) then momentum is also important. Like
learning rates, it is valuable to set momentum as large as possible without causing instabilities during
training. Figure 7a illustrates the importance of momentum with a 3-layer network on the Cifar-10
dataset. In this example, a momentum of 0.9 is best and the optimal choice for learning rate clearly
depends on the momentum. Please note that the yellow curve (i.e., momentum = 0.99) displays signs
of overfitting (the upward slant after the minimum loss) before diverging (near the learning rate of
0.01) while the blue curve (i.e., momentum = 0.9) does not display overfitting.
Momentum is designed to accelerate network training but its effect on updating the weights is of
the same magnitude as the learning rate, as we show here with a brief review of stochastic gradient
8
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(a) Showing that the value of momentum matters.
(b) Increasing momentum does not find an opti-
mal value.
(c) Cyclical momentum combined with cyclical learn-
ing rates.
(d) Comparing using a constant momentum to
cyclical momentum.
Figure 7: Cyclical momentum tests for the Cifar-10 dataset with a shallow 3 layer network.
descent (SGD) with momentum. In SGD the weights are updated using the negative gradient, given
as:
θiter+1 = θiter − δL(F (x, θ), θ) (1)
where θ represents all the network parameters,  is the learning rate, and δL(F (x, θ), θ) is the
gradient. The update rule with momentum is:
viter+1 = αviter − δL(F (x, θ), θ) (2)
θiter+1 = θiter + v (3)
where v is velocity and α is the momentum coefficient. From these equation it is apparent that
momentum has a similar impact on the weight updates as the learning rate and the velocity is a
moving average of the gradient.
While cyclical learning rates and in particular the learning rate range test (Smith, 2017) are useful
methods to find an optimal learning rate, experiments show that a momentum range test is not useful
for finding an optimal momentum as can be seen in Figure 7b. In this figure the test loss continues
to decrease and accuracy increases as the momentum increases from 0.7 to 1 without an indication
of an optimal momentum. So this begs the question: is cyclical momentum useful and if so, when?
Remark 5. The main point of this Section is that optimal momentum value(s) will improve network
training. As demonstrated below, the optimal training procedure is a combination of an increasing
cyclical learning rate, where an initial small learning rate permits convergence to begin, and a de-
creasing cyclical momentum, where the decreasing momentum allows the learning rate to become
larger in the early to middle parts of training. However, if a constant learning rate is used then a large
constant momentum (i.e., 0.9-0.99) will act like a pseudo increasing learning rate and will speed up
the training. However, use of too large a value for momentum causes poor training results that are
visible early in the training and this can be quickly tested.
Figure 7c shows a LR range test for a shallow, 3-layer architecture on Cifar-10 with the learning rate
increasing from 0.002 to 0.02. The constant momentum case is shown as the blue curve. The red
curve combines the increasing learning rate with a linearly increasing momentum in the range of 0.8
to 1.0. Although the increasing momentum stabilizes the convergence to a larger learning rate, the
minimum test loss is higher than the minimum test loss for the constant momentum case. On the
other hand, decreasing the momentum while the learning rate increases provides three benefits: (1)
a lower minimum test loss as shown by the yellow and purple curves, (2) faster initial convergence,
9
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Architecture LR/SS momentum/SS WD TBS/Epochs Accuracy (%)
3-layer 0.0005-0.005/11 0.95-0.85/11 3× 10−3 128/25 81.3± 0.1
3-layer 0.0005-0.005/11 0.9-1.0/11 3× 10−3 128/25 80.2± 0.1
3-layer 0.0005-0.005/11 0.85 3× 10−3 128/25 79.5± 0.1
3-layer 0.0005-0.005/11 0.9 3× 10−3 128/25 80.2± 0.4
3-layer 0.0005-0.005/11 0.95 3× 10−3 128/25 81.2± 0.2
3-layer 0.005 0.95-0.85/11 3× 10−3 128/25 80.8± 0.3
3-layer 0.005 0.9-1.0/11 3× 10−3 128/25 80.9± 0.3
3-layer 0.005 0.85 3× 10−3 128/25 80.2± 0.3
3-layer 0.005 0.9 3× 10−3 128/25 81.0± 0.2
3-layer 0.005 0.95 3× 10−3 128/25 81.0± 0.1
resnet-56 0.08-0.8/41 0.95-0.8/41 10−4 512/95 92.0± 0.2
resnet-56 0.08-0.8/41 0.9-1/41 10−4 512/95 91.4± 0.1
resnet-56 0.08-0.8/41 0.85 10−4 512/95 90.8± 0.3
resnet-56 0.08-0.8/41 0.9 10−4 512/95 91.4± 0.3
resnet-56 0.08-0.8/41 0.95 10−4 512/95 92.1± 0.1
resnet-56 0.1 0.95-0.85/41 10−4 512/95 89.1± 0.3
resnet-56 0.1 0.9-1/41 10−4 512/95 88.1± 0.5
resnet-56 0.1 0.85 10−4 512/95 87.8± 0.3
resnet-56 0.1 0.9 10−4 512/95 88.1± 0.1
resnet-56 0.1 0.95 10−4 512/95 88.8± 0.3
Table 1: Cyclical momentum tests; final accuracy and standard deviation for the Cifar-10 dataset
with various architectures. For deep architectures, such as resnet-56, combining cyclical learning
and cyclical momentum is best, while for shallow architectures optimal constant values work as well
as cyclical ones. SS = stepsize, where two steps in a cycle in epochs, WD = weight decay.
as shown by the yellow and purple curves, and (3) greater convergence stability over a larger range
of learning rates, as shown by the yellow curve.
This result is reinforced if one compares training the network with a constant momentum (0.9)
and learning rate (0.007) versus a cyclical momentum but constant learning rate (step learning rate
policy), as illustrated in Figure 7d. In this run, the average total batch size is 536 (each line is the
average of four runs and each run has a slightly different TBS) and the learning rate drops by a
factor or 0.316 at iterations 10,000, 15,000, 17,500, and 19,000. The improvement is clearer with
the test loss than with the test accuracy. Table 1 presents the final accuracies along with the standard
deviation.
Using a decreasing cyclical momentum when the learning rate increases provides an equivalent re-
sult to the best constant momentum value but stabilizes the training to allow larger learning rates.
Also note in Figure 7d that the test accuracy for the constant momentum case doesn’t plateau, in-
dicating some degree of underfitting while the cyclical case plateaus before iterations 10,000 and
20,000. The point is that cyclical momentum is useful for starting with a large momentum and de-
creasing momentum while the learning rate is increasing because it improves the test accuracy and
makes the training more robust to large learning rates. In addition, implementing cyclical momen-
tum is straightforward and example code for implementing cyclical momentum in Caffe is given in
the appendix.
A larger value of momentum will speed up the training as will a larger learning rate but can also
threaten the stability and cause divergence. Hence it is useful to choose the momentum wisely. In
addition, a recent paper (Liu et al., 2018) showed that a large momentum helps escape saddle points
but can hurt the final convergence, implying that momentum should be reduced at the end of training.
We tested cycling momentum versus decreasing momentum throughout training but found a small
improvement with cycling over only decreasing the momentum.
If one is using a cyclical learning rate, a cyclical momentum in the opposite direction makes sense
but what is the best momentum when the learning rate is constant? Here cyclical momentum is not
better than a good constant value. With either cyclical learning rate or constant learning rate, a good
procedure is to test momentum values in the range of 0.9 to 0.99 and choose a value that performs
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best. As can be seen in Table 1, a cyclical momentum of 0.95-0.85 provides an equivalent result as
to the optimal choice of 0.95, which is better than the accuracy results from using a lower value.
(a) Constant momentum versus two forms for
cyclical momentum. (b) Same as Figure 6a but with cyclical momentum.
Figure 8: Examples of the cyclical momentum with the Cifar-10 dataset and resnet-56. The best
result is when momentum decreases as learning rate increases.
Another reasonable question is if these lessons carry over to a deeper network, such as resnet-56.
In this case, Figure 8a shows a test of cyclical momentum on resnet-56. This run takes advantage
of the fast convergence at large learning rates by cycling up from 0.1 to 1.0 in 9,000 iterations, then
down to 0.001 at iteration 18,000. The same conclusions can be drawn here; that is, decreasing
the momentum while increasing the learning rate produces a better performance than a constant
momentum or increasing the momentum with the learning rate. In addition, Figure 8b is the same
experiment as in Figure 6a but here cyclical momentum is used. Hence, in our experiments, all the
general lessons learned from the shallow network carried over to the deep networks, although the
details (i.e., specific values for momentum) varied. It is good to keep this in mind when initiating a
new project or applications.
(a) Comparing WD by test loss. (b) Comparing WD by test accuracy.
Figure 9: Examples of weight decay search using a 3-layer network on the Cifar-10 dataset. Training
used a constant learning rate (0.005) and constant momentum (0.95). The best value for weight
decay is easier to interpret from the loss than from the accuracy.
4.4 WEIGHT DECAY
Weight decay is one form of regularization and it plays an important role in training so its value needs
to be set properly. The important point made above applies; that is, practitioners must balance the
various forms of regularization to obtain good performance. The interested reader can see Kukacˇka
et al. (2017) for a review of regularization methods.
Our experiments show that weight decay is not like learning rates or momentum and the best value
should remain constant through the training (i.e., cyclical weight decay is not useful). This appears to
be generally so for regularization but was not tested for all regularization methods (a more complete
study of regularization is planned for Part 2 of this report). Since the network’s performance is
dependent on a proper weight decay value, a grid search is worthwhile and differences are visible
early in the training. That is, the validation loss early in the training is sufficient for determining
a good value. As shown below, a reasonable procedure is to make combined CLR and CM runs
11
US Naval Research Laboratory Technical Report 5510-026
at a few values of the weight decay in order to simultaneously determine the best learning rates,
momentum and weight decay.
If you have no idea of a reasonable value for weight decay, test 10−3, 10−4, 10−5, and 0. Smaller
datasets and architectures seem to require larger values for weight decay while larger datasets and
deeper architectures seem to require smaller values. Our hypothesis is that complex data provides
its own regularization and other regularization should be reduced.
On the other hand, if your experience indicates that a weight decay value of 10−4 should be about
right, these initial runs might be at 3×10−5, 10−4, 3×10−4. The reasoning behind choosing 3 rather
than 5 is that a magnitude is needed for weight decay so this report suggests bisection of the exponent
rather than bisecting the value (i.e., between 10−4 and 10−3 one bisects as 10−3.5 = 3.16× 10−4 ).
Afterwards, make a follow up run that bisects the exponent of the best two of these or if none seem
best, extrapolate towards an improved value.
Remark 6. Since the amount of regularization must be balanced for each dataset and architecture,
the value of weight decay is a key knob to turn for tuning regularization against the regulariza-
tion from an increasing learning rate. While other forms of regularization are generally fixed (i.e.,
dropout ratio, stochastic depth), one can easily change the weight decay value when experimenting
with maximum learning rate and stepsize values.
Figure 9a shows the validation loss of a grid search for a 3-layer network on Cifar-10 data, after
assuming a learning rate of 0.005 and momentum of 0.95. Here it would be reasonable to run values
of 1×10−2, 3.2×10−3, 10−3, which are shown in the Figure. Clearly the yellow curve implies that
1× 10−2 is too large and the blue curve implies that 10−3 is too small (notice the overfitting). After
running these three, a value of 3.2 × 10−3 seems right but one can also make a run with a weight
decay value of 10−2.75 = 1.8× 10−3, which is the purple curve. This confirms that 3.2× 10−3 is a
good choice. Figure 9b shows the accuracy results from trainings at all four of these values and it is
clear that the validation loss is predictive of the best final accuracy.
(a) Comparing WD by test loss. (b) Comparing WD by test accuracy.
Figure 10: More examples of weight decay search using a 3-layer network on the Cifar-10 dataset.
Training used cyclical learning rates (0.001 - 0.01) and cyclical momentum (0.98 - 0.9). The best
value of weight decay is smaller when using CLR because the larger learning rates help with regu-
larization.
A reasonable question is can the value for the weight decay, learning rate and momentum all be
determined simultaneously? Figure 10a shows the runs of a learning rate range test (LR = 0.001
- 0.01) along with a decreasing momentum (= 0.98 - 0.8) at weight decay values of 10−2, 3.2 ×
10−3, 10−3. As before, a value of 3.2 × 10−3 seems best. However, a test of weight decay at
1.8 × 10−3 shows it is better because it remains stable for larger learning rates and even attains a
slightly lower validation loss. This is confirmed in Figure 10b which shows a slightly improved
accuracy at learning rates above 0.005.
The optimal weight decay is different if you search with a constant learning rate versus using a
learning rate range. This aligns with our intuition because the larger learning rates provide regular-
ization so a smaller weight decay value is optimal. Figure 11a shows the results of a weight decay
search with a constant learning rate of 0.1. In this case a weight decay of 10−4 exhibits overfitting
and a larger weight decay of 10−3 is better. Also shown are the similar results at weight decays of
3.2× 10−4 and 5.6× 10−4 to illustrate that a single significant figure accuracy for weight decay is
all that is necessary. On the other hand, Figure 11b illustrates the results of a weight decay search
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(a) Constant learning rate (=0.1). (b) Learning rate range (=0.1-1).
Figure 11: Grid search for weight decay (WD) on Cifar-10 with resnet-56 and a constant momen-
tum=0.95 and TBS = 1,030. The optimal weight decay is different if you search with a constant
learning rate (left) versus using a learning rate range (right) due to the regularization by large learn-
ing rates.
using a learning rate range test from 0.1 to 1.0. This search indicates a smaller weight decay value
of 10−4 is best and larger learning rates in the range of 0.5 to 0.8 should be used.
(a) 3-layer network. (b) Resnet-56
Figure 12: Grid search for the optimal WD restarting from a snapshot. These results on Cifar-10
indicate that a grid search from a snapshot will point to an optimal weight decay and can save time.
Another option as a grid search for weight decay is to make a single run at a middle value for weight
decay and save a snapshot after the loss plateaus. Use this snapshot to restart runs, each with a
different value of WD. This can save time in searching for the best weight decay. Figure 12a shows
an example on Cifar-10 with a 3-layer network (this is for illustration only as this architecture runs
very quickly). Here the initial run was with a sub-optimal value of weight decay of 10−3. From the
restart point, three continuation runs were made with weight decay values of 10−3, 3 × 10−3, and
10−2. This Figure shows that 3× 10−3 is best.
Figure 12b illustrates a weight decay grid search from a snapshot for resnet-56 while performing
a LR range test. This Figure shows the first half of the range test with a value of weight decay of
10−4. Then three continuations are run with weight decay values of 10−3, 3 × 10−4, and 10−4. It
is clear that a weight decay value of 10−4 is best and information about the learning rate range is
simultaneously available.
5 EXPERIMENTS WITH OTHER ARCHITECTURES AND DATASETS
All of the above can be condensed into a short recipe for finding a good set of hyper-parameters with
a given dataset and architecture.
1. Learning rate (LR): Perform a learning rate range test to a “large” learning rate. The max
LR depends on the architecture (for the shallow 3-layer architecture, large is 0.01 while for
resnet, large is 3.0), you might try more than one maximum. Using the 1cycle LR policy
with a maximum learning rate determined from an LR range test, a minimum learning rate
as a tenth of the maximum appears to work well but other factors are relevant, such as the
rate of learning rate increase (too fast and increase will cause instabilities).
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2. Total batch size (TBS): A large batch size works well but the magnitude is typically con-
strained by the GPU memory. If your server has multiple GPUs, the total batch size is the
batch size on a GPU multiplied by the number of GPUs. If the architecture is small or your
hardware permits very large batch sizes, then you might compare performance of different
batch sizes. In addition, recall that small batch sizes add regularization while large batch
sizes add less, so utilize this while balancing the proper amount of regularization. It is often
better to use a larger batch size so a larger learning rate can be used.
3. Momentum: Short runs with momentum values of 0.99, 0.97, 0.95, and 0.9 will quickly
show the best value for momentum. If using the 1cycle learning rate schedule, it is better to
use a cyclical momentum (CM) that starts at this maximum momentum value and decreases
with increasing learning rate to a value of 0.8 or 0.85 (performance is almost independent
of the minimum momentum value). Using cyclical momentum along with the LR range
test stabilizes the convergence when using large learning rate values more than a constant
momentum does.
4. Weight decay (WD): This requires a grid search to determine the proper magnitude but
usually does not require more than one significant figure accuracy. Use your knowl-
edge of the dataset and architecture to decide which values to test. For example, a more
complex dataset requires less regularization so test smaller weight decay values, such as
10−4, 10−5, 10−6, 0. A shallow architecture requires more regularization so test larger
weight decay values, such as 10−2, 10−3, 10−4.
This list summarizes the techniques described in this report for hyper-parameter optimization.
Hyper-parameter optimization can be reasonably quick if one searches for clues in the test loss
early in the training. For illustration, the Sections below describe the use of the above checklist for
several other architectures and datasets. Files to help replicate the results reported here are available
at https://github.com/lnsmith54/hyperParam1.
(a) Comparison of WD with a 32 layer wide resnet.
(b) Comparison of momentum with a 40 layer
densenet.
(c) Comparison of WD with 40 layer densesnet. (d) Comparison of TBS with 40 layer densenet.
Figure 13: Illustration of hyper-parameter search for wide resnet and densenet on Cifar-10. Training
follows the learning rate range test of (LR=0.1 – 1) for widenet and (LR=0.1 – 4) for densenet,
and cycling momentum (=0.95 – 0.85). For the densenet architecture, the test accuracy is easier to
interpret for the best weight decay (WD) than the test loss.
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Dataset Architecture CLR/SS/PL CM/SS WD Epochs Accuracy (%)
Cifar-10 wide resnet 0.1/Step 0.9 10−4 100 86.7± 0.6
Cifar-10 wide resnet 0.1/Step 0.9 10−4 200 88.7± 0.6
Cifar-10 wide resnet 0.1/Step 0.9 10−4 400 89.8± 0.4
Cifar-10 wide resnet 0.1/Step 0.9 10−4 800 90.3± 1.0
Cifar-10 wide resnet 0.1-0.5/12 0.95-0.85/12 10−4 25 87.3± 0.8
Cifar-10 wide resnet 0.1-1/23 0.95-0.85/23 10−4 50 91.3± 0.1
Cifar-10 wide resnet 0.1-1/45 0.95-0.85/45 10−4 100 91.9± 0.2
Cifar-10 densenet 0.1/Step 0.9 10−4 100 91.3± 0.2
Cifar-10 densenet 0.1/Step 0.9 10−4 200 92.1± 0.2
Cifar-10 densenet 0.1/Step 0.9 10−4 400 92.7± 0.2
Cifar-10 densenet 0.1-4/22 0.9-0.85/22 10−6 50 91.7± 0.3
Cifar-10 densenet 0.1-4/34 0.9-0.85/34 10−6 75 92.1± 0.2
Cifar-10 densenet 0.1-4/45 0.9-0.85/45 10−6 100 92.2± 0.2
Cifar-10 densenet 0.1-4/70 0.9-0.85/70 10−6 150 92.8± 0.1
MNIST LeNet 0.01/inv 0.9 5× 10−4 85 99.03± 0.04
MNIST LeNet 0.01/step 0.9 5× 10−4 85 99.00± 0.04
MNIST LeNet 0.01-0.1/5 0.95-0.8/5 5× 10−4 12 99.25± 0.03
MNIST LeNet 0.01-0.1/12 0.95-0.8/12 5× 10−4 25 99.28± 0.06
MNIST LeNet 0.01-0.1/23 0.95-0.8/23 5× 10−4 50 99.27± 0.07
MNIST LeNet 0.02-0.2/40 0.95-0.8/40 5× 10−4 85 99.35± 0.03
Cifar-100 resnet-56 0.005/step 0.9 10−4 100 60.8± 0.4
Cifar-100 resnet-56 0.005/step 0.9 10−4 200 61.6± 0.9
Cifar-100 resnet-56 0.005/step 0.9 10−4 400 61.0± 0.2
Cifar-100 resnet-56 0.1-0.5/12 0.95-0.85/12 10−4 25 65.4± 0.2
Cifar-100 resnet-56 0.1-0.5/23 0.95-0.85/23 10−4 50 66.4± 0.6
Cifar-100 resnet-56 0.09-0.9/45 0.95-0.85/45 10−4 100 69.0± 0.4
Table 2: Final accuracy and standard deviation for various datasets and architectures. The total batch
size (TBS) for all of the reported runs was 512. PL = learning rate policy, SS = stepsize in epochs,
where two steps are in a cycle, WD = weight decay, CM = cyclical momentum. Either SS or PL is
provide in the Table and SS implies the cycle learning rate policy.
5.1 WIDE RESNETS ON CIFAR-10
The wide resnet was created from a resnet with 32 layers by increasing the number of channels by a
factor of 4 instead of the factor of 2 used by resnet.
The first steps for testing the hyper-parameters with the wide resnet architecture is to run a LR range
test with decreasing momentum at a few values of weight decay. Since wide resnets are similar to
resnet, we assumed a TBS = 512, a learning rate range from 0.1 to 1.0, and a momentum range
from 0.95 to 0.85. Figure 13a illustrates a grid search on weight decay with three runs, each with
different weight decay values of 10−3, 10−4, and 10−5. This Figure shows that 10−3 yields poor
performance and 10−4 is a little better than 10−5. A fourth test with weight decay set to 3 × 10−5
(not shown) is similar to both 10−4 and 10−5, indicating any value in this range is good.
Table 2 provides the final result of training with the discovered hyper-parameters, using the 1cycle
learning rate schedule with learning rate bounds from 0.1 to 1.0. In 100 epochs, the wide32 network
converges and provides a test accuracy of 91.9%± 0.2 while the standard training method achieves
an accuracy of only 90.3±1.0 in 800 epochs. This demonstrates super-convergence for wide resnets.
5.2 DENSENETS ON CIFAR-10
A 40 layer densenet architecture was create from the code at https://github.com/
liuzhuang13/DenseNetCaffe. For comparison, values of the hyper-parameters provided
at this website are; learning rate = 0.1, momentum = 0.9, and weight decay = 0.0001.
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The same procedure described above can be performed for a 40 layer densenet architecture but
finding the hyper-parameters for densenet is more challenging than with wide resnets. The first
steps for testing the hyper-parameters with the densenet architecture is to run a LR range test with
a few maximum values for momentum. Momentum set to 0.99 diverges but values of 0.97, 0.95,
and 0.9 are shown in Figure 13b. While it is typically easier to interpret the test loss for finding
the best hyper-parameter values, for the densenet architecture the test accuracy is visibly easier to
interpret than the test loss and is displayed in this Figure. For the densenet architecture, smaller
values of momentum perform better so a range from 0.9 decreasing to 0.85 was used in subsequent
tests. Next the learning rate range was tested. As shown in Figure 13c, the densenet architecture is
stable even with a learning rate range from 0.1 to 4.0 (we didn’t test larger than 4).
Using a TBS = 256 (an initial guess), a combined learning rate and a momentum range (from 0.95 to
0.85), three run with different weight decay values of 10−3, 10−4, and 10−5 again shows that 10−3
yields poor performance and 10−5 is best. Hence smaller weight decay values were tested and the
results are shown in Figure 13c. It is clear in this Figure that weight decay of 10−4 produces poorer
accuracy than smaller weight decay values. In addition, the stochasticity of the curve implies that
the architecture complexity is adding regularization so reducing the weight decay makes intuitive
sense. Figure 13c implies that a weight decay value 10−6 seems about right.
The next hyper-parameter test shown in Figure 13d is for the total batch size (TBS). This plot com-
pares TBS = 256 to 512 (a TBS of 1024 didn’t fit in our server’s GPU memory). This Figure indi-
cates that TBS = 512 performs better than 256. The larger batch size also reduces the regularization,
which is reflected in the slightly less noisy curve.
Table 2 provides the final accuracy results of training with the discovered hyper-parameters, using
the 1cycle learning rate schedule with learning rate bounds from 0.1 to 4.0 and cyclical momentum
in the range of 0.9 to 0.85. This Table also shows the effects of longer training lengths, where the
final accuracy improves from 91.7% for a quick 50 epoch (4,882 iterations) training to 92.8% with
a longer 150 epoch (14,648 iterations) training. The step learning rate policy attains an equivalent
accuracy of 92.7% but requires 400 epochs to do so.
(a) Comparison of momentum. (b) Comparison of weight decay.
Figure 14: Hyper-parameter search for MNIST dataset with a shallow, 3-layer network.
5.3 MNIST
The MNIST database of handwritten digits from 0 to 9 (i.e., 10 classes) has a training set of 60,000
examples, and a test set of 10,000 examples. It is simpler than Cifar-10, so the shallow, 3-layer LeNet
architecture was used for the tests. Caffe https://github.com/BVLC/caffe provides the
LeNet architecture and its associated hyper-parameters with the download of the Caffe framework.
The provided values of the hyper-parameters are; learning rate = 0.01, momentum = 0.9, and weight
decay = 0.0005. These initial values are useful for comparison.
Figure 14a shows a comparison of momentum during a learning rate range test from 0.001 to 0.04.
The momentum default value of 0.9 is visibly inferior to a cyclical momentum decreasing from 0.95
to 0.8. This Figure illustrates that the cyclical momentum case is flatter and permits a longer learning
rate range than a constant value of 0.9. A search for the optimal weight decay value is illustrated in
Figure 14b. The weight decay default value of 0.0005 provides good performance with similar result
as a larger value of 0.001, which defines the optimal weight decay range. Also note that making the
weight decay both larger (i.e., 0.003) or smaller (i.e., 0.0001) increases the loss.
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Table 2 lists the results of training the MNIST dataset with the LeNet architecture. Using the hyper-
parameters provided with the Caffe download, an accuracy of 99.03% is obtained in 85 epochs.
Switching from an inv learning rate policy to a step policy produces equivalent results. However,
switching to the 1cycle policy produces an accuracy near 99.3%, even in only 12 epochs.
(a) Weight decay search (b) Total Batch Size search.
Figure 15: Hyper-parameter search for the Cifar-100 dataset with the resnet-56 architecture.
5.4 CIFAR-100
This dataset is like the CIFAR-10, except it has 100 classes. Hence, instead of 5,000 training images
per class, there are only 500 training images and 100 testing images per class. Due to the similarity
to Cifar-10, one can expect the same optimal hyper-parameter values for Cifar-100 and it is verified
below.
These experiments used the same resnet-56 architecture as used for Cifar-10. For Cifar-10 the
optimal hyper-parameters are; learning rate range = 0.1 - 1, batch size = 512, cyclical momentum
= 0.95 - 0.85, and weight decay = 10−4. Figure 15a shows the validation loss for weight decay at
values of 3 × 10−4, 10−4 and 10−5. The best value for weight decay is 10−4 as both a larger and
smaller value results in a higher loss.
Figure 15b compares the accuracies training curves for three batch sizes, 256, 512, 1024. The
number of training iterations/epochs were adjusted to provide similar execution times. In this case,
the accuracies are all within the standard deviations of each other.
Table 2 compares the final accuracies of training with a step learning rate policy to training with a
1cycle learning rate policy. The training results from the 1cycle learning rate policy are significantly
higher than than the results from the step learning rate policy. In addition, the number of epochs
required for training is reduced by an order of magnitude (i.e., even at only 25 epochs, the accuracy
is higher for 1cycle than 800 epochs with a step learning rate policy).
(a) Resnet-50 (b) Inception-resnet-v2
Figure 16: Training resnet and inception architectures on the imagenet dataset with the standard
learning rate policy (blue curve) versus a 1cycle policy that displays super-convergence. Illustrates
that deep neural networks can be trained much faster (20 versus 100 epochs) than by using the
standard training methods.
17
US Naval Research Laboratory Technical Report 5510-026
5.5 IMAGENET
Imagenet, which is a large image database with 1.24 million training images for 1,000 classes,
was downloaded from http://image-net.org/download-images. The resnet-50 and
inception-resnet-v2 architectures used for these experiments were obtained from https://
github.com/soeaver/caffe-model. This Section shows that for high dimensional data
such as Imagenet, our experiments1 show that reducing or eliminating regularization in the form
of weight decay allows the use of larger learning rates and produces much faster convergence and
higher final accuracies.
Figure 16a presents the comparison of training a resnet-50 architecture on Imagenet with the current
standard training methodology versus the super-convergence method. The hyper-parameters choices
for the original training is set to the recommended values in Szegedy et al. Szegedy et al. (2017)
(i.e., momentum = 0.9, LR = 0.045 decaying every 2 epochs using an exponential rate of 0.94, WD
= 10−4). This produced the familiar training curve indicated by the blue line in the Figure. Due to
time limitations, the runs were not executed to completion of the training but the accuracy after 130
epochs is 63.7% and the curve can be extrapolated to an accuracy near 65%.
The red and yellow training curves in Figure 16a use the 1cycle learning rate schedule for 20 epochs,
with the learning rate varying from 0.05 to 1.0, then down to 0.00005. In order to use such large
learning rates, it was necessary to reduce the value for weight decay. Our tests found that weight
decay values in the range from 3 × 10−6 to 10−5 provided the best accuracy of 67.6%. Smaller
values of weight decay showed signs of underfitting, which hurt performance It is noteworthy that
the two curves (especially for a weight decay value of 3×10−6) display small amounts of overfitting.
Empirically this implies that small amounts of overfitting is a good indicator of the best value and
helps the search for the optimal weight decay values early in the training.
Figure 16b presents the training a inception-resnet-v2 architecture on Imagenet. The blue curve is
the current standard way while the red and yellow curves use the 1cycle learning rate policy. The
inception architecture tells a similar story as the resnet architecture. Using the same step learning
rate policy, momentum, and weight decay as in Szegedy et al. Szegedy et al. (2017) produces the
familiar blue curve in Figure 16b. After 100 epochs the accuracy is 67.6% and the curve can be
extrapolated to an accuracy in the range of 69-70%.
On the other hand, reducing the weight decay permitted use of the 1cycle learning rate policy with
the learning rate varying from 0.05 to 1.0, then down to 0.00005 in 20 epochs. The weight decay
values in the range from 3×10−6 to 10−6 works well and using a weight decay of 3×10−6 provides
the best accuracy of 74.0%. As with resnet-50, there appears to be a small amount of overfitting with
this weight decay value.
The lesson from these experiments is that deep neural networks can be trained much faster than by
the standard training methods. The list at the beginning of Section 5 shows the way.
6 DISCUSSION
This report is a step towards a more comprehensive view of training deep neural networks. Scattered
throughout the deep learning literature are papers that examine a couple of factors in isolation and
propose recommendations. Unfortunately, there are contradictory recommendations of this kind in
literature, which is reminiscent of the parable of the blind men and the elephant. Our future work
for Part 2 of this report includes expanding the current study to include a better understanding of
the effects of data, data augmentation, network depth/width, and other forms of regularization (i.e.,
dropout ratio, stochastic depth).
Highlighted throughout this report are various remarks and suggestions to enable faster training of
networks to produce optimal results. The purpose is to provide instructions and make the applica-
tion of neural networks easier. New deep learning applications are continuously appearing and are
obtaining significant improvements in new fields of study. This expansion is showing no signs of
slowing and it is likely to touch all of us in new ways during the next few years.
1Due to the high computational requirements for training Imagenet, results reported here are the average of
only two runs.
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A APPENDIX
A.1 EXPERIMENTAL METHODS: DETAILED INFORMATION ABOUT THE EXPERIMENTS TO
ENABLE REPLICATION
The hardware primarily used for these experiments was an IBM Power8, 32 compute nodes, 20
cores/node, 4 Tesla P100 GPUs/node with 255 GB available memory/node. An additional server
that was used for some experiments was a 64 node cluster with 8 Nvidia Titan Black GPUs, 128 GB
memory, and dual Intel Xenon E5-2620 v2 CPUs per node.
To improve the generality of these results, each curve in the plots is an average of four runs, each
with slightly different batch sizes and different initialization schemes. This was done to marginalize
the batch size and initialization to help insure that the results are independent of precise choices.
Two even and two odd batch sizes were used within in a range from a minimum batch size to that
size plus 12. Total batch size reported is an average batch size of the four runs. The two initialization
schemes were msra and xavier and the runs alternated between these two.
A.2 IMPLEMENTATION OF CYCLICAL MOMENTUM IN CAFFE
In the file SGDSolver, and the function ComputeUpdateValue, replace the line:
Dtype momentum = t h i s−>param . momentum ( ) ;
(near line 314) with:
Dtype momentum = t h i s−>param . momentum ( ) ;
i f ( t h i s−>param . c y c l i c a l m o m e n t u m s i z e ( ) == 2) {
i n t c y c l e = t h i s−> i t e r /
(2∗ t h i s−>param . cyc l i ca l momen tum ( 1 ) ) ;
f l o a t x = ( f l o a t ) ( t h i s−> i t e r −
(2∗ c y c l e +1)∗ t h i s−>param . cyc l i ca l momen tum ( 1 ) ) ;
x = x / t h i s−>param . cyc l i ca l momen tum ( 1 ) ;
momentum = t h i s−>param . momentum ( ) +
( t h i s−>param . cyc l i ca l momen tum (0)− t h i s−>param . momentum ( ) ) ∗
s t d : : min ( d ou b l e ( 1 ) , s t d : : max ( d ou b l e ( 0 ) ,
( 1 . 0 − f a b s ( x ) ) / pow ( 2 . 0 , do ub l e ( c y c l e ) ) ) ) ;
}
This code assumes the addition of a new solver input variable “cyclical momentum” that needs to be
added to caffe.proto. Hence, in the file caffe.proto, in message SolverParameter add near line 174:
r e p e a t e d f l o a t cyc l i ca l momen tum = 4 4 ;
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This enables reading in the cyclical momentum variable twice in your solver.prototxt file. An ex-
ample use of cyclical momentum in the solver file is:
momentum : 0 . 9
cyc l i ca l momen tum : 0 . 9 5
cyc l i ca l momen tum : 10000
where the training will start with a momentum of 0.9 and linearly increase the momentum to 0.95 by
iteration 10,000, then decrease the momentum to 0.9 by iteration 20,000. This cycle will continue
for the duration of the training.
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