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We use the macroscopic fluctuation theory (MFT) to study large current fluctuations in non-
stationary diffusive lattice gases. We identify two universality classes of these fluctuations which
we call elliptic and hyperbolic. They emerge in the limit when the deterministic mass flux is small
compared to the mass flux due to the shot noise. The two classes are determined by the sign of
compressibility of effective fluid, obtained by mapping the MFT into an inviscid hydrodynamics.
An example of the elliptic class is the Symmetric Simple Exclusion Process where, for some initial
conditions, we can solve the effective hydrodynamics exactly. This leads to a super-Gaussian extreme
current statistics conjectured by Derrida and Gerschenfeld (2009) and yields the optimal path of the
system. For models of the hyperbolic class the deterministic mass flux cannot be neglected, leading
to a different extreme current statistics.
PACS numbers: 05.40.-a, 05.70.Ln, 02.50.-r
Large fluctuations of currents of matter or energy in
systems away from thermodynamic equilibrium are at
the forefront of statistical physics. Over the last decade
a major progress has been achieved in the study of large
fluctuations of the density profile and of the current in
nonequilibrium steady states (NESS) of stochastic diffu-
sive lattice gases driven from the boundaries, see [1] and
references therein. Diffusive lattice gases [2–4] constitute
a broad family of simple transport models which capture
different aspects of transport in extended many-body sys-
tems. One extensively studied model is the Symmetric
Simple Exclusion Process (SSEP) [2–9], where each par-
ticle can randomly hop to a neighboring lattice site if that
site is empty. If it is occupied by another particle, the
move is disallowed. Applications of this model range from
full counting statistics of mesoscopic conductors [1, 10–
13] to a host of transport problems in materials science,
cell biology and biophysics [14].
The large deviation functionals [15] of the density and
the current of NESS of diffusive lattice gases exhibit qual-
itatively new features compared to the free energy of
equilibrium states [1, 16–18], and these discoveries have
attracted great interest. Non-stationary fluctuations of
diffusive lattice gases are still poorly understood [19–24],
and they will be in the focus of our attention here. Fol-
lowing Refs. [19–22], we will consider a diffusive lattice
gas on an infinite line, and study fluctuations of inte-
grated current J through the origin x = 0 during a fixed
time T , when starting from a deterministic step-like den-
sity profile
n(x, t = 0) = n−θ(−x) + n+θ(x), (1)
where θ(x) is the Heaviside step function. (Here and in
the following by density we mean the number of particles
per lattice site.) In deterministic limit, the large-scale
behavior of diffusive lattice gases is described by the dif-
fusion equation ∂tn = ∂x[D(n) ∂xn]. Solving it with the
initial condition (1), one can compute the average inte-
grated current at time T : 〈J(T )〉 = ∫∞
0
dx [n(x, T )−n+].
The actual current J fluctuates. At large scales these
fluctuations can be described by the Langevin equation
∂tn = ∂x[D(n) ∂xn] + ∂x
[√
σ(n) η(x, t)
]
, (2)
where η(x, t) is a zero-average Gaussian noise, delta-
correlated both in space and in time [3, 4]. As one can
see, a fluctuating lattice gas is fully characterized byD(n)
and the coefficient σ(n), which comes from the shot noise
and is equal to twice the mobility of the gas [3, 16].
Starting from Eq. (2), one can arrive at macroscopic
fluctuation theory (MFT), which employs 1/
√
N (N is
the typical number of particles in the relevant region of
space) as a small parameter, and is appropriate for deal-
ing with large deviations. The MFT was originally de-
veloped for the NESS [25] and more recently extended to
non-stationary settings, such as the step-like initial den-
sity profile [20, 22]. The MFT can be formulated as a
classical Hamiltonian field theory [20, 22, 25, 26], and we
will adopt this formulation here.
The MFT formulation of the problem of statistics of in-
tegrated current was obtained in Ref. [20]. Until now the
problem has defied analytic solution except (i) for non-
interacting random walkers (RWs) [20], and (ii) for small
fluctuations around the mean [21, 22]. For the RWs,
the J →∞ asymptote of the current probability density
P(J, T ) is super-Gaussian in J [20]:
lnP(J →∞, T ) ≃ − J
3
12n2−T
. (3)
Derrida and Gerschenfeld [20] (DG) conjectured that the
∼ J3/T decay holds for a whole class of interacting gases,
and proved their conjecture for D(n) = 1 and σ(n) ≤
n+ const for 0 ≤ n ≤ R, and σ(n) = 0 otherwise [27].
2This Letter reports a major progress in the analysis of
extreme current fluctuations. Here is an outline. A natu-
ral first step in the analysis of unusually large currents is
to neglect, in the MFT equations, the deterministic mass
flux compared to the mass flux due to the shot noise. The
noise-dominated MFT equations can then be mapped
into an effective inviscid hydrodynamics. This mapping
uncovers two universality classes (which we call elliptic
and hyperbolic) of the diffusive lattice gases with respect
to the extreme current statistics. These are determined
by the sign of σ′′(n). For the elliptic class σ′′(n) < 0 for
all relevant n. Here the DG conjecture holds, as
lnP(J →∞, T ) ≃ −f(n−, n+)J
3
T
. (4)
Furthermore, for the SSEP, with σ(n) = 2n(1−n) [3, 4],
the effective hydrodynamics can be solved exactly. The
solution yields a systematic way of calculating the func-
tion f(n−, n+) and gives the optimal path of the system,
responsible for the specified current.
The hyperbolic case, when σ′′(n) > 0, is more compli-
cated. Here a singularity, present in the noise-dominated
equations, has to be regularized by diffusion. The result-
ing lnP differs from Eq. (4) [28]. Now we expose our
results in some detail.
MFT. A specified current is described by the equation
∫ ∞
0
dx [n(x, 1)− n+] = J/
√
T ≡ j. (5)
Here and in the following t and x are rescaled by T and√
T , respectively. The optimal path q(x, t) in the space
of {n(x, t)} obeys the equations
∂tq = ∂x [D(q) ∂xq]− ∂x [σ(q) ∂xp] , (6)
∂tp = −D(q)∂2xp−
1
2
σ′(q)(∂xp)
2 , (7)
where p(x, t) is the “momentum” field conjugate to q
[20]. These are Hamilton equations, with the Hamilto-
nian H =
∫∞
−∞ dxH, where H(q, p) = −D(q) ∂xq ∂xp +
(1/2)σ(q)(∂xp)
2
. Once q(x, t) and p(x, t) are known, the
action
∫ ∫
dtdx (p ∂tq −H) can be written as [20, 22, 26]
s =
1
2
∫ 1
0
dt
∫ ∞
−∞
dxσ(q)(∂xp)
2. (8)
The boundary condition for q(x, 0) is given by n(x, t = 0)
from Eq. (1). By varying q(x, 1) to minimize the action
under the constraint (5), DG [20] obtained the second
boundary condition:
p(x, t = 1) = λ θ(x), (9)
where the Lagrange multiplier λ = λ(j, n−, n+) > 0 is
set by Eq. (5). Once s is found, P(J, T ) is given by
lnP(J, T ) ≃ −√T s [20, 22].
Inviscid limit. When j → ∞, it seems natural to
neglect the deterministic diffusion terms in Eqs. (6) and
(7). This yields the first-order Hamiltonian equations
∂tq=−∂x [σ(q) ∂xp] , (a) ∂tp=−1
2
σ′(q)(∂xp)
2
, (b)
(10)
stemming from the noise-dominated Hamiltonian
H0 =
∫ ∞
−∞
dx ρ(q, p), where ρ =
1
2
σ(q)(∂xp)
2 . (11)
We will call this theory inviscid. Comparing Eqs. (8) and
(11) and using the fact that H0 is now a constant of mo-
tion, we can rewrite Eq. (8) as s =
∫ 1
0 dtH0 = H0. The
inviscid MFT equations are invariant under the transfor-
mation x/
√
λ→ x and p/λ→ p. Under this transforma-
tion s becomes λ3/2s1, where s1 is the action obtained
with the condition (9) replaced by p(x, 1) = θ(x). In
its turn, Eq. (5) becomes
∫∞
0 dx [q(x, 1) − n+] = j/
√
λ,
therefore j =
√
λj1, where j1 is the integrated current
obtained for p(x, 1) = θ(x). Putting everything together,
we arrive at Eq. (4) with f(n−, n+) = s1/j31 . Therefore,
the DG conjecture is a natural consequence of the invis-
cid MFT. It remains to be seen, however, whether the
inviscid problem is well defined.
Independent Random Walkers (RWs). The first
check is the case of RWs, where σ(n) = 2n [3, 4]. Here
Eq. (10)b reduces to the Hopf equation ∂tp+(∂xp)
2 = 0.
Its solution, obeying the condition (9), yields [30]
∂xp(x, t) =
{ − x2(1−t) , −2
√
λ(1 − t) < x < 0,
0 elsewhere
(12)
(we do not use here the rescaling with λ). Equation
(12) includes a shock at xs(t) = −2
√
λ(1 − t). Now,
Eq. (10)a is a continuity equation for the density q(x, t)
with a known velocity field 2∂xp. The characteristics of
this equation are x = C(1 − t), where C = const. Con-
sider the region of the x, t plane where ∂xp 6= 0, see Fig.
1. The characteristics with −2
√
λ ≤ C ≤ 0 cross the
boundary t = 0, where q(x, t = 0) = n−. This yields a
simple solution, q(x, t) = n−(1− t)−1, to the right of the
characteristic x = −2
√
λ(1− t).
The characteristics with C < −2
√
λ cross the velocity
shock at x = xs(t). To ensure mass conservation at the
shock (where the velocity drops from a positive value to
zero), q at the shock must vanish. As a result, q(x, t) = 0
on the interval −2
√
λ < x < −2
√
λ(1− t) which expands
in time. To summarize,
q(x, t) =


n−, x < −2
√
λ,
0, −2
√
λ < x < −2
√
λ(1− t),
n−(1 − t)−1, −2
√
λ(1− t) < x < 0,
n+, x > 0.
Importantly, at t = 0 the flow already includes a point-
like void, q = 0, at the point x = −2
√
λ [29]. At t >
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FIG. 1. (Color online) The characteristics of Eq. (10)a for
the RWs. Here σ(n) = 2n, and ∂xp is given by Eq. (12). The
solid lines: characteristics crossing the boundary t = 0. The
dashed line: a characteristic crossing the “velocity” shock at
x = xs(t) = −2
√
λ(1− t). The velocity shock position is
denoted by the dotted line.
0 the void expands. Simultaneously, a constant mass
of gas, equal to 2n−
√
λ, gets squeezed on the interval
−2
√
λ(1 − t) < x < 0 which shrinks with time. At t =
1 all this mass collapses into the point x = 0, leaving
behind a void at −2
√
λ < x < 0. The collapsed mass is
equal to the (rescaled) integrated current j, see Eq. (5),
and we obtain λ = j2/(4n2−). The rescaled action (8) is
s =
∫ 1
0
dt
∫ 0
−2
√
λ(1−t)
dx
n−
1− t
x2
4(1− t)2
=
2n−λ3/2
3
=
j3
12n2−
, (13)
which, in view of the relation lnP(J, T ) ≃ −√T s, yields
Eq. (3). As we see, for the RWs, the inviscid MFT
does yield the correct leading-order result for the extreme
current statistics and for the optimal path of the system.
Effective hydrodynamics and two universal-
ity classes. Now let us consider some general proper-
ties of the inviscid theory as applied to interacting parti-
cles. A key observation is that the Hamiltonian density
ρ of the inviscid MFT, see Eq. (11), is conserved locally,
as it evolves according to the continuity equation
∂tρ+ ∂x(ρV ) = 0 (14)
with the effective velocity V = σ′(q)∂xp. A direct calcu-
lation shows that V obeys
∂tV + V ∂xV = −σ′′(q)∂xρ, (15)
where it is assumed that σ′′(q) is expressed via ρ and
V . Equations (14) and (15) describe an inviscid hydro-
dynamic flow of an effective fluid. The general character
of this flow – elliptic or hyperbolic – is determined by
whether σ′′(q) is negative or positive, respectively. The
analogy with hydrodynamics becomes complete when
σ(ρ) is a quadratic polynomial, and so the right side of
Eq. (15) can be written as −(1/ρ) ∂xP (ρ). This is what
happens for the SSEP, where the effective fluid pressure
is P (ρ) = −2ρ2 < 0, exemplifying elliptic flow. In an
initial-value problem such a fluid would be intrinsically
unstable. Moreover, when starting from generic smooth
fields ρ and V at t = 0, a finite-time singularity develops,
see Ref. [32] for a detailed review. In our boundary-value
problem, ρ and V must blow up, in view of Eq. (9), at
time t = 1 at x = 0. However, they are bounded and
smooth at earlier times, 0 ≤ t < 1, in the whole region
where ρ(x, t) > 0. Therefore, the inviscid MFT is well
defined for elliptic flows, and Eq. (4) holds [33].
Models where σ′′(n) > 0 exhibit a hyperbolic flow. In
view of the boundary condition (9) ρ and V must diverge
at t = 1 and x = 0. In a hyperbolic flow this implies that
the singularities ρ = ∞ and V = ∞ are present at all
times 0 ≤ t ≤ 1. Here one needs to return to the full
MFT equations (6) and (7), where the singularities are
regularized by diffusion. This leads to a different extreme
current statistics [28].
The RWs, with σ(n) = 2n, belong to the marginal
class σ′′ = 0 where the effective fluid pressure vanishes,
leading to the Hopf equation as we already observed.
The SSEP. Fortunately, Eqs. (14) and (15) become
linear upon the hodograph transformation, where ρ and
V are treated as the independent variables, and t(ρ, V )
and x(ρ, V ) as the dependent ones [31]. For the SSEP
we obtain the elliptic linear second-order equation
ρ−1∂ρ
(
ρ2∂ρt
)
+ 4∂2V t = 0. (16)
Once t(ρ, V ) is found, x(ρ, V ) can be determined from
any of the relations
∂V x = V ∂V t− ρ∂ρt, ∂ρx = V ∂ρt+ 4∂V t. (17)
In the new variables X = V/2 and Y = 2ρ1/2 Eq. (16)
becomes
∂2X t+ ∂
2
Y t+ (3/Y ) ∂Y t = 0. (18)
As we will see shortly, the boundary conditions for q and
p at t = 0 and 1, respectively, define a Dirichlet prob-
lem for t(X,Y ). Moreover, Eq. (18) can be transformed
into the Laplace’s equation in an extended space [32],
which opens the way to exact analytic solution. The full
solution also includes non-hodograph regions: (i) static
regions where q = n− or n+ and ∂xp = 0, (ii) a void,
q = 0, and (iii) a close-packed cluster, q = 1. The dy-
namics of p in the void and cluster regions is described by
the Hopf equation ∂tp± (∂xp)2 = 0. As σ(0) = σ(1) = 0,
the non-hodograph regions do not contribute to the ac-
tion (8). Importantly, (point-like) void and cluster are
already present at t = 0; they expand at t > 0.
Here we only consider the simple case of a flat ini-
tial density profile with q(x, t = 0) = 1/2. In this
case the solution is symmetric, q(−x, t) = 1 − q(x, t)
and ∂xp(−x, t) = ∂xp(x, t) and, remarkably, can be ob-
tained in elementary functions. We start from Eq. (18)
which should be solved in the upper half-plane |X | <∞,
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FIG. 2. The density plots of the hodograph solutions (20) for
t(q, v) (left) and (21) for x(q, v) (right), for the SSEP with
n− = n+ = 1/2. x is measured in units of pij/2.
0 ≤ Y < ∞. To match the non-hodograph part of
the full solution, the hodograph solution must be reg-
ular at Y = 0. The second boundary condition comes
from t = 0. The value of ∂xp(x, t = 0) changes, as
a function of x, from 0 to an a priori unknown finite
maximum value v0 > 0. Exploiting the invariance of
the inviscid MFT equations under the transformation
x/
√
λ → x and p/λ → p, we can first solve the prob-
lem for v0 = 1 and then restore the λ-scalings in the final
solution. By virtue of the conditions q(x, t = 0) = 1/2
and 0 ≤ ∂xp (x, t = 0) ≤ 1, t must vanish on the seg-
ment X = 0, 0 ≤ Y ≤ 1. The last boundary condi-
tion comes from Eq. (9) at t = 1. As ∂xp (x, t = 1)
is a delta-function, t must approach 1 as |X | or Y go
to infinity. The solution of this Dirichlet problem can
be obtained in the elliptic coordinates s, r: X = sr,
Y = [(1 + s2)(1 − r2)]1/2, s ≥ 0, |r| ≤ 1. After some
algebra, Eq. (18) becomes
∂s
[
(1 + s2)2 ∂st
]
+
1 + s2
1− r2 ∂r
[
(1− r2)2 ∂rt
]
= 0 . (19)
The new boundary conditions, t(s = 0, |r| ≤ 1) = 0
and t(s → ∞) = 1, are independent of r, and so is the
solution: πt(s)/2 = s(1+s2)−1+arctan s. In the original
variables q and v = ∂xp, we obtain
π
2
t(q, v) =
√
2(v2 +R− 1)
v2 +R+ 1 + arctan
√
v2 +R− 1
2
,
(20)
where R2(q, v) = (v2−1)2+4v2(2q−1)2. Then Eqs. (17)
yield
x(q, v) = −
[
v2 −R− 8q(1− q) + 1]√v2 +R− 1
2
√
2π q(1 − q)(2q − 1)v .
(21)
Functions t(q, v) and x(q, v) are analytic in the whole
hodograph region 0 ≤ q ≤ 1, 0 ≤ v < ∞ except at the
branch cut at q = 1/2, 0 ≤ v ≤ 1, see Fig. 2.
The hodograph asymptotics at v → ∞ are t ≃ 1 −
4/(3πv3) and x ≃ 4(2q− 1)/(πv2). In physical variables,
we obtain self-similar asymptotics at t→ 1: 2q(x, t)−1 =
x/ℓ(t) and v(x, t) = (4/3π)1/3(1−t)−1/3, where |x| ≤ ℓ(t)
and ℓ(t) = 3(4/3π)1/3(1 − t)2/3. Using Eq. (8) or (11),
we obtain s = H0 =
∫ ℓ(t)
−ℓ(t) dx q(1 − q)v2|t→1 = 4/(3π).
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FIG. 3. (Color online) The optimal path found analytically:
q versus x at t = 0 (dashed line), 0.25, 0.5, 0.75 and 0.98 for
the SSEP with n− = n+ = 1/2.
In its turn, the q → 1/2 asymptotic of Eq. (21)
corresponds to t → 0, and we obtain v(x, t = 0) =
(1 − x2/x20)1/2, for |x| ≤ x0, and 0 otherwise, where
x0 = 4/π. Notably, x = −x0 and x = x0 are the positions
of the point-like void and point-like cluster, respectively,
at t = 0. At t > 0 the void and cluster expand, see
Fig. 3, and by t = 1 all of the material from the interval
−x0 < x < 0 is transferred to the interval 0 < x < x0.
Therefore, the integrated current is j0 = (1/2) × x0 =
2/π, whereas λ0 =
∫ x0
−x0 dx v(x, t = 0) = 2. Restoring the
λ- and j-scalings, we obtain λ = π2j2/2 and s = π2j3/6,
which leads to Eq. (4) with f(1/2, 1/2) = π2/6. (See Sup-
plemental Material below for an alternative derivation of
this result.) This completes the evaluation of lnP(J, T )
and justifies the inviscid MFT for the SSEP.
The inviscid MFT can be extended to other non-
stationary settings. One of them is the noise-driven void
formation, at a specified time T , in an initially uniform
gas [24], in the limit of L ≫ √T , where L is the char-
acteristic void size. As it is evident from Fig. 3, the
void formation problem is closely related to the extreme
current problem. It also extends to higher dimensions.
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Supplemental Material: Alternative derivation of
the result f(1/2, 1/2) = pi2/6 for the SSEP
The same result f(1/2, 1/2) = π2/6 for the SSEP can
be extracted from the expressions obtained by Derrida
and Gerschenfeld (DG) [19, 20]. DG employed the mo-
ment generating function of J :
〈
eλJ
〉
=
∑
J≥0
eλJP (J). (22)
For diffusive lattice gases with a step-like initial condi-
tion one has, at long times, lnP (J) ≃ −√T s(j, n−, n+),
5where j = J/
√
T , see the main text. Therefore,
〈
eλJ
〉 ∼
∫ ∞
0
dj e
√
T [λj−s(j,n
−
,n+)] ∼ e
√
T µ(λ,n
−
,n+),
(23)
where µ(λ, n−, n+) = maxj [λj − s(j, n−, n+)]. That is,
µ(λ) is the Legendre transformation of s(j). In reverse,
s(j) is the Legendre transformation of µ(λ):
s(j, n−, n+) = max
λ
[jλ− µ(λ, n−, n+)]. (24)
Using the microscopic model of SSEP, DG [19] calcu-
lated µ(λ) in the annealed setting, that is when the ini-
tial densities at x < 0 and x > 0 are allowed to fluctuate
around their respective mean values n− and n+, and one
averages the result over these fluctuations. DG obtained
µannealed(λ, n−, n+) =
1
π
∫ ∞
−∞
dk ln
(
1 + Λe−k
2
)
, (25)
where
Λ=n−(eλ − 1)+n+(e−λ − 1)+n−n+(eλ − 1) (e−λ − 1).
In this paper we only deal with the deterministic (also
called quenched) setting, when no density fluctuations
are allowed at t = 0. Still, in the special case of n− =
n+ = 1/2, one can obtain µquenched from Eq. (25). This is
because DG proved, in the framework of MFT formalism
that, in this special case, µquenched is simply related to
µannealed:
µquenched(λ, 1/2, 1/2) =
1√
2
µannealed(λ, 1/2, 1/2) (26)
for any λ [20]. Our inviscid theory is only valid for large
currents, λ ≫ 1. Calculating the λ ≫ 1 asymptotic of
Eq. (25) (which is actually independent of n− and n+)
and using Eq. (26), we obtain
µquenched(λ≫ 1, 1/2, 1/2)≃ 2
√
2
3π
λ3/2.
Now we can determine s(j, n−, n+) from Eq. (24). The
maximum is achieved at λ = π2j2/6, and so s = π2j3/6
which yields f(1/2, 1/2) = π2/6 as expected.
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