Feature selection is an integral part of most learning algorithms. Due to the existence of irrelevant and redundant attributes, by selecting only the relevant attributes of the data, higher predictive accuracy can be expected from a machine learning method. In this paper, we propose the use of a three-layer feedforward neural network to select those input attributes that are most useful for discriminating classes in a given set of input patterns. A network pruning algorithm is the foundation of the proposed algorithm. By adding a penalty term to the error function of the network, redundant network connections can be distinguished from those relevant ones by their small weights when the network training process has been completed. A simple criterion to remove an attribute based on the accuracy rate of the network is developed. The network is retrained after removal of an attribute, and the selection process is repeated until no attribute meets the criterion for removal. Our experimental results suggest that the proposed method works very well on a wide variety of classi cation problems.
I. INTRODUCTION
The problem of pattern recognition can be divided into two stages, feature extraction and classi cation 1]. Feature extraction refers to the process of nding a mapping that reduces the dimensionality of the patterns. A special case of feature extraction is feature selection. If the characteristics of the patterns are de ned by a set of N attributes, we attempt to nd a subset of these attributes that are relevant for classi cation by feature selection. The importance of feature selection is well known. By excluding redundant/irrelevant attributes from the classi cation process, a classi er with higher generalization capability, i.e., better predictive accuracy on new/unseen patterns can often be found. The dimensionality of patterns with attributes that are highly correlated may be reduced with little or no loss of information.
Hence, by collecting only values of the relevant attributes, the cost of future data collection may also be cut down.
The process of feature selection is often incorporated into the classi cation process. Classi cation algorithms that build decision trees such as ID3 2] and CART 3] select the most suitable attribute at each branching node to grow the decision trees. ID3 nds a branching attribute by computing the information gains of all unselected attributes. The information gained by branching on a particular attribute depends on the number of patterns in each class for each distinct value of the attribute. A di erent measure, node impurity, is adopted by CART as the criterion for node splitting. A node that mixes patterns of all classes with equal probability has the highest node impurity, while a node that contains patterns of only one class has the lowest node impurity. The attribute for node splitting is chosen such that the resulting descendant nodes have lower node impurity. In general, decision tree methods split a node by using only a single attribute. In some cases, however, it will be more sensible to make use of combinations of attributes.
The approach to feature selection taken by the algorithm proposed in this paper is the opposite of those of CART and ID3. Instead of selecting one attribute at a time, we start with the whole set of attributes and remove the irrelevant attributes one by one. A threelayer feedforward neural network is used as the tool to determine which attributes are to be discarded. The network is trained with the complete set of attributes as input. For each attribute A i in the network, we compute the accuracy of the network with all the weights of the connections associated with this attribute set to zero. The attribute that gives the smallest decrease in the network accuracy is removed. The network is then retrained and the process is repeated. To facilitate the process of identifying the irrelevant attributes, the network is trained to minimize an augmented error function. This error function consists of two components. The rst component is a measure of network accuracy and the second component is a measure of the network complexity. The accuracy of the network is measured using the cross-entropy error function, while the complexity of the network is measured by a penalty term. A network weight with a small magnitude incurs almost no penalty, while a weight that falls in a certain allowable range incurs an almost constant penalty. The penalty of a large weight that falls outside this interval increases as a quadratic function of its magnitude. The details of this function are presented in Section II. In Section III of this paper, we describe our feature selection algorithm. Experimental results are reported in Section IV. Finally, a conclusion is given in Section V.
II. NEURAL NETWORK TRAINING
Let us consider the standard fully connected three-layer network depicted in Figure 1 . The error measure that we minimize during the training process is the cross-entropy function 4 C is the number of output units.
S i
p is the output of the network at unit p.
x i is an n-dimensional input pattern, i = 1; 2; : : :; k.
w m is an n-dimensional vector of weights for the arcs connecting the input layer and the m-th hidden unit, m = 1; 2; : : :; h.
v m is a C-dimensional vector for the arc connecting the m-th hidden unit and the output layer.
The output unit activation function is the sigmoid function (y) = 1=(1 + e ?y ).
The hidden unit activation function is the hyperbolic tangent function (y) = (e y ?
e ?y )=(e y + e ?y ).
Relevant and irrelevant inputs are distinguished by the strength of their connections from the input layer to the hidden layer in the network. The network is trained such that the connections from the irrelevant inputs to the hidden layer have small magnitude. These connections can be removed from the network without much e ect on the network accuracy. Since we are interested in nding the smallest subset of the attributes that still represents the characteristics of the patterns, it is important that the network be trained such that only those connections from the necessary inputs have large magnitude. To achieve this goal, a penalty term is added for each connection from the input layer to the hidden layer of the network.
The penalty function that we use is Adding the penalty function to the cross-entropy error function (1), we obtain the following function that is to be minimized during network training: In order to reduce the computation time, instead of the standard backpropagation algorithm 7], a variant of the quasi-Newton method is applied to nd a local minimum point of the function (w; v). The quasi-Newton algorithm that we use is the BFGS (BroydenFletcher-Shanno-Goldfarb) method, which has been shown to be very e ective for neural network training by many researchers 8, 9] . At each iteration of the BFGS algorithm, a positive de nite matrix that is an approximation of the inverse of the Hessian of the function is computed. A descent direction is obtained by multiplying this matrix with the negative of the gradient of the function at current point. A step-size is computed via an inexact linesearch algorithm, and a new approximate solution is obtained by moving along the descent direction with this step-size. Using an appropriately computed step-size, it can be guaranteed that the function value always decreases from one approximate solution to the next. This is one of the main di erences between neural network training using the BFGS method and the backpropagation method with a xed learning rate. The details of the BFGS algorithm for unconstrained minimization can be found in 10].
III. FEATURE SELECTION
Features are selected for removal based on their saliency. Several saliency measures are reported by Belue and Bauer 11] . These measures of saliency of an attribute involve the derivative of the network error function, or the weights of the network, or both. In order to obtain a con dence interval for the mean value of the saliency of the attributes, the network needs to be retrained repeatedly starting from di erent random weights. It is suggested that the network be trained at least 30 times in order to nd a reliable mean and standard deviation of the saliency measure. As training a network by backpropagation algorithm can be very slow, the requirement that the network be trained many times makes their proposed scheme computationally unappealing.
To facilitate the process of identifying the salient features needed for classi cation, we train the network to minimize the augmented error function (4) . With the use of an augmented error function, it is expected that after training, the network will have connections with large magnitude only for those inputs that are needed to represent the patterns' characteristics for classi cation. Connections with small weights can be excluded from the network with little e ect on the network accuracy, that is, either the accuracy is preserved, or if the accuracy drops, it can be recovered by retraining the network. Instead of using a saliency measure that is a function of the network weights, we use a very simple criterion to determine which attribute is to be excluded from the network. This criterion is the network accuracy on the training dataset. Given a trained network with the set of attributes A = fA 1 ; A 2 ; : : :; A N g as its input, we compute the accuracy of the networks having one less attribute, i.e., the set A ? fA k g, for each k = 1; 2; : : :N is the input attribute set. The accuracy rates are computed by simply setting the connection weights from input attribute A k of the trained network to zero. The accuracy rates of these networks are then ranked. Starting with the network having the highest accuracy, the set of attributes to be retained is searched. The steps of the algorithm is outlined below.
Neural-network feature selection algorithm 1 . Let A = fA 1 ; A 2 ; : : :; A N g be the set of all input attributes. Separate the patterns into two sets: the training set S 1 and the cross-validation set S 2 . Let R be the allowable maximum decrease in accuracy rate on the set S 2 and let 1 (k) and 2 (k) be the penalty parameters (cf. Eqn. 4) for the connections from input A k to the hidden layer, for all k = 1; 2 : : :N. Else stop.
The available patterns for training are divided into two sets, S 1 and S 2 . The set S 1 consists of patterns that are actually used to obtain the weights of the neural networks. The set S 2 consists of patterns that are used for cross-validation. By checking the accuracy of the networks on the set S 2 , the algorithm decides whether to continue or to stop removing more attributes. The algorithm keeps the best accuracy rate R 2 of the networks on this set.
If there is still an attribute that can be removed such that the relative accuracy rate on S 2 does not drop by more than R, then this attribute will be removed. If there is no such attribute can be found among the inputs, the algorithm terminates. At the start of the algorithm, the values of the penalty parameters 1 (k) and 2 (k) are set equal for all k, since it is not yet known which are the relevant attributes and which are not.
After the network is trained, the relative importance of each attribute can be inferred from the accuracy rates of all the networks N k having one less attributes. A high accuracy rate of N k suggests that the attribute A k can be removed from the attribute set.
Step 4(d) of the algorithm updates the values of the penalty parameters for all the remaining attributes based on the accuracy of the networks. If the accuracy rate of network N k is higher than the average, then the penalty parameters for the network connections from input attribute A k are multiplied by a factor 1.1. It is expected that with larger penalty parameters, the connections from this input attribute will have smaller magnitudes after the network is retrained, and therefore the attribute can be removed in the next round of the algorithm. On the other hand, a below-average accuracy rate of the network N k indicates that the attribute A k is important for classi cation. For all such attributes, the penalty parameters are divided by a factor of 1.1. It is not possible to select the initial values for 1 (k) and 2 (k) that work best for all problems. However, through our experiments, we found that the starting values 1 (k) = 10 ?1 and 2 (k) = 10 ?4 for all original input attributes A k gave very good results for the many problems we tested. These values were used to obtain all the experimental results reported in the next section. The maximum allowable decrease R in the accuracy rate on the crossvalidation set S 2 was set to 3%.
IV. EXPERIMENTAL RESULTS
We report our experimental results to select features for classi cation problems in this section. The problems that we selected have been widely tested by other researchers and they include both real-world problems and arti cially created problems. Two sets of arti cial problems were tested. They were the monks problems 12] and a subset of the data mining problems generated by Agrawal et al. 13 ] of IBM Almaden Research Center. Four real-world problems were also tested, they originated in diverse elds: breast cancer diagnosis, the US Congressional voting records, diabetes diagnosis, and sonar returns classi cation. Data for these four problems as well as for the monks problems can be obtained via anonymous ftp from the University of California-Irvine repository 14].
A. The monks problems.
The monks problems 12] are an arti cial robot domain, in which robots are described by six di erent attributes (Table I) :
The learning tasks of the three monks problems are of binary classi cation, each of them is given by the following logical description of a class.
Problem Monks 1: (head shape = body shape) or (jacket color = red). From 432 possible samples, 112 were randomly selected for the training set, 12 for cross-validation, and all 432 for testing. Problem Monks 2: Exactly two of the six attributes have their rst value. From 432 samples, 152 were selected randomly for the training set, 17 for cross-validation, and all 432 for testing. Problem Monks 3: (Jacket color is green and holding a sword) or (jacket color is not blue and body shape is no octagon). From 432 samples, 122 were selected randomly for training and among them there were 5% misclassi cations, i.e., noise in the training set. Twenty samples were selected for cross-validation, and all 432 samples formed the testing set.
In order to demonstrate the e ectiveness of the feature selection algorithm, we use each possible values of the 6 attributes as a single new attribute. For example, the attribute head shape which can be either round, square, or octagon, is represented by three new attributes. The three attributes are head shape=round, head shape=square and head shape=octagon. For any pattern, two of these three attributes must have a value of 0, while the third attribute has a value of 1. This representation of the original 6 attributes enables us to select not only the relevant attributes, but also to discover which particular values of these attributes are useful for classi cation.
For each problem, thirty neural networks with 12 hidden units and 17 input units were trained starting from di erent initial random weights. The results of the experiments are summarized in Table II . In this table, we give the average accuracy of the networks on the training and testing datasets with and without feature selection. Standard deviations are given in parentheses. The average function evaluation re ects the cost of selecting the relevant features. In our implementation of the BFGS algorithm, each time the value of the error function is computed, its gradient is also computed. Hence, the average number of function evaluations is also the average number of gradient evaluations. The P-value is computed to check if there is any signi cant increase in the accuracy of the networks with selected input features compared to the networks with the whole set of attributes as input. A smaller P-value indicates a more signi cant increase. loan total amount of loan uniformly distributed from 1 to 500000.
The gures in Table II show that feature selection improves signi cantly the predictive accuracy of the networks. Very good results are obtained for all three problems. For the Monks 1 problem, all 30 networks with selected input attributes are capable of classifying all testing patterns correctly. Twenty nine networks have the minimum 5 input attributes and the remaining one has 7 input attributes. For the Monks 2 problem, 23 networks have the minimum 6 attributes and the remaining 7 networks have 7 attributes.
For the Monks 3 problem, most networks have either 2 or 5 input attributes. The maximum number of attributes a network has is 9. All twelve networks with 5 input attributes achieve 100 % accuracy rate on the testing dataset. All eleven networks with 2 input attributes have an accuracy rates of 93.44 % and 97.22 % on the training dataset and the testing dataset, respectively. The 97.22 % accuracy rate is the same as that reported by Thrun et al. 12] . It is worth noting that, despite the presence of 6 mislabeled training patterns, 14 of the 30 networks with selected attributes have a perfect 100 % accuracy rate on the testing dataset. None of the 30 networks with all input attributes has such accuracy.
B. IBM datasets.
These datasets had been generated by Agrawal et al. 13 ] to test their database mining algorithm CDP. Every pattern of the datasets consists of nine attributes given in Table III. One network input unit was assigned for each of these attributes.
Ten binary classi cation functions were developed using these attributes. We selected 3 of the 10 functions to test our feature selection algorithm. The 3 functions selected involved di erent kinds of input attributes with di erent complexities. The de nitions of the functions are given in Table IV . Similar to the three Monks problems, we also trained 30 networks each with 12 hidden units for Functions 1, 2, and 3. The number of input units was 9. The number of patterns used for training, cross validation, and testing was 800, 200 and 1000, respectively. These patterns were randomly generated according to the distributions described in Table III . Following Agrawal et al. 13 ], we also included a perturbation factor as one of the parameters of the random data generator. The perturbation factor was set at 5 percent. The results of the feature selection algorithm are presented in Table V .
The results of the algorithm on the three functions also show signi cant improvement in the accuracy of the networks with selected input features. The e ectiveness the feature selection algorithm is shown by the small number of attributes selected. For all three functions, the average number of attributes selected by the algorithm is close to the minimum number C. Real-world datasets.
Four real-world datasets are chosen to test our feature selection algorithm. These datasets are described below. For each of the four datasets, 30 neural networks with 12 hidden units were trained. The results are summarized in Table VI . The performance of the networks with selected input features is consistently better than the performance of the networks with all attributes as input. Although the percentage di erences in the accuracy of the networks on the testing sets are small, except for the breast cancer dataset, they are statistically signi cant. The results of the experiments on these datasets show that, for these problems it is possible to achieve similar or better predictive accuracy with much less number of attributes. The number of selected input attributes ranges from about one-third of the original set of attributes for the breast cancer dataset to less than 7 % for the sonar returns dataset.
V. SUMMARY
Feature selection is a very important aspect of solving the problem of pattern classi cation. Many collected datasets contain attributes that are redundant or irrelevant. The advantages of using only the relevant features of the data for classi cation are many. First, by reducing data-over tting, a classi er with better predictive accuracy can be obtained. Second, by identifying the relevant features, the cost of future data collection can be reduced. Third, by excluding the irrelevant attributes, a simpler classi er can be obtained and the time required We have presented our algorithm for feature selection using neural networks. The two main components of the algorithm are an augmented error function for neural network training and an e cient quasi-Newton algorithm for minimizing the error function. When a network is trained to minimize the augmented error function, relevant and irrelevant attributes are distinguished by the magnitude of the weights of their respective connections from the input layer to the hidden layer. Irrelevant attributes are identi ed by the small magnitude of their connection weights. The quasi-Newton method is used to speed up both the training and retraining of the network. We have tested the algorithm on 6 arti cially generated and 4 real-world datasets. For the real-world datasets, the algorithm removed a large number of attributes from the original attribute sets and improved the predictive accuracy of the neural networks. For the arti cial datasets, the algorithm picked only the relevant input attributes in most of the experiments conducted. Our algorithm provides a di erent approach than those of decision tree methods and has been shown to be very e ective for selecting the relevant input attributes for classi cation purpose.
