We study time-inhomogeneous Markov chains with finite state spaces using Nash and logarithmic-Sobolev inequalities, and the notion of c-stability. We develop the basic theory of such functional inequalities in the time-inhomogeneous context and provide illustrating examples.
1. Introduction.
1.1.
Background. This article is part of a series of works where we study quantitative merging properties of time inhomogeneous finite Markov chains. Time inhomogeneity leads to a great variety of behaviors. Moreover, even in rather simple situations, we are at a loss to study how a time inhomogeneous Markov chain might behave. Here, we focus on a natural but restricted type of problem. Consider a sequence of aperiodic irreducible Markov kernels (K i ) ∞ 1 on a finite set V . Let π i be the invariant measure of K i . Assume that, in a sense to be made precise, all K i and all π i are similar and the behavior of the time homogeneous chains driven by each K i separately is understood. Can we then describe the behavior of the time inhomogeneous chain driven by the sequence (K i ) ∞ 1 ? To give a concrete example, on V N = {0, . . . , N }, consider a sequence of aperiodic irreducible birth and death chain kernels K i , i = 1, 2, . . . , with 1/4 ≤ K i (x, y) ≤ 3/4 if |x − y| ≤ 1 Total variation merging is also referred to as weak ergodicity in the literature and there exists a body of work concerned with understanding when weak ergodicity holds. See, for example, [19, [25] [26] [27] 35] . A main tool used to show weak ergodicity is that of contraction coefficients. Furthermore, in [16] , Birkhoff's contraction coefficient is used to study ratio ergodicity which is equivalent to what we will later call relative-sup merging. However, it should be noted that even for time homogeneous chains Birkhoff coefficients and related methods fail to provide useful quantitative bounds in most cases.
Our goal is to develop quantitative results in the context of time inhomogeneous chains in the spirit of the work of Aldous, Diaconis and others. In these works, precise estimates of the mixing time of ergodic chains are obtained. Typically, a family of Markov chains indexed by a parameter, say N , is studied. Loosely speaking, as the parameter N increases, the complexity and size of the chain increases and one seeks bounds that depend on N in an explicit quantitative way. See, for example, [1, 2, 8-13, 15, 22, 23, 28] . Efforts in this direction for time inhomogeneous chains are in [7, 14, 16-18, 24, 30, 32] . Still, there are only a very small number of results and examples concerning the quantitative study of merging as defined above for time inhomogeneous Markov chains so that it is not very clear what kind of results should be expected and what kind of hypotheses are reasonable. We refer the reader to [32] for a more detailed discussion.
The following definition is useful to capture the spirit of our study. It indicates that the simplest case we would like to think about is the case when the sequence K i is obtained by deterministic but arbitrary choices between a finite number of kernels Q = {Q 1 , . . . , Q k }. Definition 1.3. We say that a set Q of Markov kernels on V is merging in total variation if for any sequence (K i ) ∞ 0 with K i ∈ Q for all i, we have ∀x, y, z ∈ V lim n→∞ K 0,n (x, ·) − K 0,n (y, ·) TV = 0.
In the study of ergodicity of finite Markov chains, the convergence toward the target distribution is measured using various notions of distance between probability measures. These include the total variation distance µ − ν TV = sup A⊂V {µ(A) − ν(A)}, the chi-square distance (w.r.t. ν. Note the asymmetry between µ and ν.) 
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These will be used here to measure merging.
Merging time.
In the quantitative theory of ergodic time homogeneous Markov chains, the notion of mixing time plays a crucial role. For time inhomogeneous chain, we propose to consider the following definitions. Definition 1.4. Fix ε ∈ (0, 1). Given a sequence (K i ) ∞ 1 of Markov kernels on a finite set V , we call max total variation merging time the quantity T TV (ε) = inf n : max x,y∈V K 0,n (x, ·) − K 0,n (y, ·) TV < ε .
Definition 1.5. Fix ε ∈ (0, 1). We say that a set Q of Markov kernels on V has max total variation ε-merging time at most T if for any sequence (K i ) ∞ 1 with K i ∈ Q for all i, we have T TV (ε) ≤ T , that is, ∀t > T max
Of course, merging can be measured in ways other than total variation. Also merging is a bit less flexible than mixing in this respect since there is no reference measure. One very natural and much stronger notion than total variation is relative sup-distance. For time inhomogeneous chains, total variation merging does not necessarily imply relative-sup merging as defined below. See [32] .
1. Prove or disprove that there exists a constant A independent of N such that Q N has total variation ε-merging time at most AN 2 (1 + log + 1/ε). 2. Prove or disprove that there exists a constant A independent of N such that Q N has relative-sup ε-merging time at most AN 2 (1 + log + 1/ε).
This problem is open (in most cases) even if one considers a sequence (K i ) ∞ 1 drawn from a set Q = {K 1 , K 2 } of two kernels. Observe that the hypothesis that the invariant measures π i are all comparable to the uniform plays some role. How to harvest the global hypothesis of comparable stationary distributions π i is not entirely clear. See Theorem 1.14 below for a partial solution.
If π 1 and π 2 are not comparable, it is possible for (K 1 , π 1 ) and (K 2 , π 2 ) to have the same mixing time yet for Q = {K 1 , K 2 } to have a merging time of a higher order. Assume that K 1 and K 2 are two biased random walks with equal drift, one drift to left, the other to the right. Despite the fact that each of these random walks has a relative-sup mixing time of order N , the inhomogeneous chain driven by the sequence K 1 K 2 K 1 K 2 · · · has a relative-sup merging time of order N 2 , see [32] .
1.4. Stability. In this section, we consider a property, c-stability, that plays a crucial role in the techniques we develop to provide quantitative bounds for time inhomogeneous Markov chains. This property was introduced and discussed in [32] . It is a straightforward generalization of the property of sharing the same invariant measure. Unfortunately, it is hard to check. Definition 1.10. Fix c ≥ 1. A sequence of Markov kernels (K n ) ∞ 1 on a finite set V is c-stable if there exists a measure µ 0 such that
where µ n = µ 0 K 0,n . If this holds, we say that (K n ) ∞ 1 is c-stable with respect to the measure µ 0 . Definition 1.11. A set Q of Markov kernels is c-stable with respect to a measure µ 0 if any sequence (K i ) ∞ 1 such that K i ∈ Q for all i is c-stable with respect to µ 0 . Remark 1.12. If all K i share the same invariant distribution π then (K i ) ∞ 1 is 1-stable with respect to π. Remark 1.13. Suppose a set Q of aperiodic irreducible Markov kernels is c-stable with respect to a measure µ 0 . Let π be an invariant measure for some Q ∈ Q. Then we must have
Hence, Q is also c 2 -stable with respect to π and any two invariant measures π, π ′ for kernels Q, Q ′ ∈ Q must satisfy
The following theorem which relates to a special case of Problem 1.8 illustrates the role of c-stability. 
be a sequence of birth and death Markov kernels on V N with K i ∈ Q N . Assume that (K i ) ∞ 1 is c-stable with respect to the uniform measure on V N , for some constant c ≥ 1 independent of N . Then there exists a constant A = A(c) (in particular, independent of N ) such that the relative-sup merging time for
This will be proved later in a stronger form in Section 2.4. In [32] the weaker conclusion T ∞ (ε) ≤ AN 2 (log N + log + 1/ε) was obtained using singular value techniques. Here, we will use Nash inequalities to obtain T ∞ (ε) ≤ AN 2 (1 + log + 1/ε).
It is possible that the set Q N is c-stable with respect to the uniform measure for some c. Indeed, it is tempting to conjecture that this is the case although the evidence is rather limited (see also the discussion in [34] ). If this is true, then Theorem 1.14 solves Problem 1.8. However, we do not know how to approach the problem of proving c-stability for Q N . Remark 1.15. While the assumption of c-stability in Theorem 1.14 is quite strong, Sections 4.2 and 5 of [32] give specific examples of families Q N for which it holds. Further, we note that the question of whether or not c-stability holds is extremely natural and interesting in itself.
2. Singular values and Nash inequalities. One key idea in the study of Markov chains is to associate to a Markov kernel K the operator K : f → Kf = y K(·, y)f (y). In the case of time homogeneous chains, one uses the basic fact that this operator acts on ℓ p (π) with norm 1 when π is an invariant measure.
In the case of time inhomogeneous chains, it is crucial to consider K as an operator between ℓ p spaces with different measures in the domain and target spaces. The following simple observation is key.
Given a measure µ and a Markov kernel K on a finite set V , set µ ′ = µK. Fix p ∈ [1, ∞) and consider K as a linear operator
This follows from Jensen's inequality. See, for example, [7, 32] . We will use the notation K µ whenever we need to emphasize the fact that K is viewed as an operator between ℓ p (µK) and ℓ q (µ) for some 1 ≤ p, q ≤ ∞. When the context is clear, we will drop the subscript µ as was done above.
2.1. Using various distances. Given a sequence of Markov kernels (K i ) ∞ 1 , fix a starting measure µ 0 and set µ n = µ 0 K 0,n . We will assume that µ n > 0 for all n. Note that if µ 0 > 0 and K n are all irreducible then µ n > 0 for all n ≥ 0. We are interested in the behavior of
For p ≥ 1, a classical argument involving the duality between ℓ p and ℓ q where 1 = 1/p + 1/q, yields
and one checks that the function
is nonincreasing (see [32] ). Of course,
In particular,
To see the last inequality, note that if
Singular values.
In [32] , we developed basic inequalities for d 2 (K 0,n (x, ·), µ n ) based on singular value decompositions. The basic fact here is that, if µ is a probability measure on V , K a Markov kernel and µ ′ = µK then
where
The ψ i 's form an orthonormal basis for ℓ 2 (µ) and are eigenfunctions of K µ K * µ , ψ i being associated with σ 2 i . Of course, the σ 2 i 's can also be viewed as the eigenvalues of
. In any case, a crucial fact for us here is that σ 1 , the second largest singular value of
Given a sequence (K i ) ∞ 1 of Markov kernels on V and a positive measure µ 0 , set µ n = µ 0 K 0,n and let σ 1 (K i , µ i−1 ) be the second largest singular value of
This inequality seems very promising and this is rather misleading. There is very little hope to compute or estimate the singular values σ i (K i , µ i−1 ), even if we have a good grasp on the kernel K i . The reason is that σ 1 (K i , µ i−1 ) depends very much on the unknown measure µ i−1 . This is similar to the problem one faces when studying an irreducible aperiodic time homogeneous finite Markov chain for which one is not able to compute the stationary measure (although this case is rarely discussed, it is the typical case). For positive examples and a more detailed discussion, see [32] .
2.3. Dirichlet forms. Given a reversible Markov kernel Q with reversible measure π on a finite set V , the associated Dirichlet form is
This definition is essential for the techniques considered in this paper. To illustrate this, we note that the singular value σ 1 (K µ , µ) associated to a Markov kernel K and a positive probability measure µ is the square root of the second largest eigenvalue of
This operator is associated with the Markov kernel
which is reversible with respect to µ ′ and has associated Dirichlet form
Hence, using the classical variational formula for eigenvalues, we have
2.4. Nash inequalities. The use of Nash inequalities to study the convergence of ergodic (time homogeneous) finite Markov chains was developed in [11] (Section 7 of [11] discusses time homogeneous chains that admits an invariant measure). We refer the reader to that paper for background on this technique. In this section, we observe that it can be implemented in the context of time inhomogeneous chains. We start with some basic material. Definition 2.1. Let V be a state space equipped with a Markov kernel K and probability measures µ and ν. If 1 ≤ p, q ≤ ∞ then
If p and q are conjugate exponents, that is, if 1/p + 1/q = 1, then
The following proposition is well known in a much more general context.
Let now (K i ) ∞ 1 be a sequence of Markov kernels on V . Fix a positive probability measure µ 0 and set µ n = µ 0 K 0,n as usual. Consider
The operator P i is given by the Markov kernel
This kernel is reversible with reversible measure µ i . We let
be the associated Dirichlet form on ℓ 2 (µ i ).
Theorem 2.3. Referring to the setup and notation introduced above, let N ≥ 1 and assume that there are constants C, D > 0 such that for 1 ≤ m ≤ N the following Nash inequalities hold
.
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0 be a sequence of Markov kernels on V such that the Nash inequalities (2.7) hold. Pick a function f such that
Note that for any n > 0, (t n (i)) n i=0 is nonincreasing. Indeed, using the contraction property (2.2), we have
where C and D are the constants in (2.7). This follows by applying the Nash inequality to the function K n−i,n f . Corollary 3.1 of [11] then yields that
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Note that for all 0
This follows from the fact that for any function f
By (2.2), we have
The last inequality follows from the fact that
So we have M (N ) ≤ (4CB) 2D and it follows that for all 0
By duality, we get that
Next, we use the Riesz-Thorin interpolation theorem, see [38] , page 179, which gives us the desired result.
The next results show how Theorem 2.3 together with the singular value technique of Section 2.2 yields merging results. Theorem 2.4. Referring to the above setup and notation, let N ≥ 1 and assume that there are constants C, D > 0 such that for 1 ≤ m ≤ N the Nash inequalities
, that is, the square root of the second largest eigenvalue of P m . Then, for n > m, N ≥ m ≥ 0, we have
where µ n is understood as the expectation operator f → µ n (f ). Moreover, for any 0 ≤ m ≤ n,
Using B = N −1 (N + 1)(1 + ⌈4D⌉), gives (2.11). To obtain the stronger result (2.12), write
The stated bound (2.12) follows.
Just as we did for singular values, let us emphasize that the powerful looking results stated in this theorem are actually extremely difficult to apply. Again, the point is that the Dirichlet form E Pm,µm , the space ℓ 2 (µ m ), and the singular values σ 1 (K m , µ m−1 ) all involve the unknown sequence of measures µ n = µ 0 K 0,n , n = 0, . . . . The following subsection gives similar but more applicable results under additional hypotheses involving the notion of c-stability.
2.5.
Nash inequality under c-stability. We state two results that parallel Theorems 5.9 and 5.10 of [32] .
1 be a sequence of irreducible Markov kernels on a finite set V . Assume that (K i ) ∞ 1 is c-stable with respect to a positive probability measure µ 0 . For each i, set µ i 0 = µ 0 K i and let σ(K i , µ 0 ) be the second largest singular value of
Let N ≥ 1 and assume that there are constants C, D > 0 such that for 1 ≤ m ≤ N the Nash inequalities
Moreover, for any n = 2m + u, 0 ≤ m ≤ N , we have
Consider the operator P i with kernel
By assumption
where the term in brackets on the right-hand side is the kernel of P 0 i . This kernel has second largest eigenvalue σ(K i , µ 0 ) 2 . A simple eigenvalue comparison argument yields
Further, comparison of measures and Dirichlet form yields the Nash inequality
Together with Theorem 2.4, this gives the stated result.
The next result is based on a stronger hypothesis.
Theorem 2.6. Fix c ∈ (1, ∞). Let Q be a family of irreducible aperiodic Markov kernels on a finite set V . Assume that Q is c-stable with respect to some positive probability measure µ 0 .
Let (K i ) ∞ 1 be a sequence of Markov kernels with K i ∈ Q for all i. Let π i be the invariant measure of
be the second largest singular value of K i as an operator on ℓ 2 (π i ). Let N ≥ 1 and assume that there are constants C, D > 0 such that for 1 ≤ m ≤ N the Nash inequalities
Then, for n > m, N ≥ m ≥ 0, we have
Proof. Note that the hypothesis that Q is c-stable implies π i /µ j ∈ [1/c 2 , c 2 ] for all i, j. Consider again the operator P i and its kernel
A comparison argument similar to the one used in the previous proof yields the desired result.
3. Examples involving Nash inequalities. This section describes applications of the Nash inequality technique to several examples. All these examples are of the following general type.
(1) There is a basic reversible model (K, π) on a space V N (growing with N ) that is well understood because:
• We have good grasp on the second largest singular value σ N of (K, π).
• The model (K, π) satisfies a good Nash inequality, that is, an inequality of the form
with B, b independent of N and
• Together, the Nash inequality and second largest singular value estimate yield the mixing time estimate
where A is independent of N .
(2) We are given a sequence (K i ) ∞ 1 or a set Q N of Markov kernels on V N which satisfies:
1 or Q N is c-stable with respect to a measure µ 0 which is either equal or at least comparable to π.
• The Markov kernels K i or the elements of Q N are all bounded perturbations of K in the sense that K i (x, y)/K(x, y) is bounded away from 0 and away from ∞ for all (x, y) ∈ V 2 N . In particular, K i (x, y) = 0 if and only if K(x, y) = 0.
Under such circumstances, Theorem 2.5 (or Theorem 2.6) applies and yields the conclusion that the time inhomogeneous Markov chain associated with the sequence K i under investigation has a relative-sup merging time T ∞ (η) bounded by
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for some constant A ′ independent of N .
The most obvious basic model is, perhaps, the simple random walk on Z/N Z (with some holding if N is even to avoid periodicity). This model has 1 − σ N ≃ 1/N 2 and satisfies the desired Nash inequality with D = 1/4. The first subsection presents applications to a perturbation of this model. 
For ε ∈ (−1/2, 1/2), the Markov kernel Q ε = Q + ∆ ε is a perturbation of Q. See Figure 1 . For any fixed 0 < ε < 1/2, set
We shall see below that Q(ε) is c-stable.
Definition 3.1. Let S N (ε) be the set of all probability measures on V N which satisfy the following two properties:
(1) for all x ∈ V N , there exist constants a µ,x such that a µ,x = −a µ,−x and
(2) for all x ∈ V N we have that |a µ,x | ≤ 2ε/p N . Remark 3.2. Note that we always have a µ,0 = 0 (since −0 = 0) and, in the case when p N = 2N , a µ,N = 0. Claim 3.3. Let µ ∈ S N (ε) defined above, then for any K ∈ Q(ε) we have that µK ∈ S N (ε).
Proof. Let µ ∈ S N (ε) and K = Q δ ∈ Q(ε), δ ∈ [−ε, ε]. We show that µK has the properties required to be in S N (ε).
(1) Any measure µ ∈ S N can be written as µ = u + m µ where m µ is the (nonprobability) measure m µ (x) = a µ,x . A simple calculation yields that
Since a µ,x = −a µ,−x , we obtain that
The fact that µQ = (u + m µ )Q = u + m µ Q implies that µQ satisfies property (1) in the definition of S N (ε). To see that µQ δ ∈ S N (ε) also satisfies this property, we note that
otherwise.
It now follows that µQ δ ∈ S N has property (1) in the definition of S N (ε) since µQ δ = µ(Q + ∆ δ ).
(2) We consider the measure µK. For x / ∈ {−1, 1} property (2) of S N (ε) follows easily from the fact that |a µ,x | ≤ 2ε/p N and µK(x) = 1/p N + 1/2(a µ,x−1 + a µ,x+1 ).
For x = 1, we note that
The proof now follows from the fact that a µK,1 = −a µK,−1 as proved in part (1) above. Proof. Claim 3.3 implies that for any sequence (K i ) ∞ 0 such that K i ∈ Q ε and any measure µ 0 ∈ S N (ε) we have µ n = µ 0 K 0,n ∈ S N (ε) for all n ≥ 0. Note that for any measure ν ∈ S N (ε) we have that
Hence,
When p N = 2N , the kernels Q δ yield periodic chains on V N . In this case, we will study the merging properties of
that is, the so-called lazy version of Q(ε). We set
For any µ ∈ S N (ε), we consider the kernel
which is the kernel of K * K where K = Q δ : ℓ 2 (µQ δ ) → ℓ 2 (µ). This is 0 unless y = x, x ± 1, x ± 2 and we compare it to
which is 3/8 if y = x, 1/4 if y = x ± 1, 1/16 if y = x ± 2 and 0 otherwise. The definitions of Q δ and S N (ε) yield
This yields
whereas the stability property implies that the relevant measures µQ δ and u satisfy
In the case when p N = 2N + 1, we may work directly with the kernels Q δ as they are not periodic. An analysis similar to that above will give versions of (3.3) and (3.4) for Q δ .
Applying the line of reasoning explained at the beginning of this section and using Theorem 2.6, we get the following result.
Theorem 3.5. Fix ε ∈ (0, 1/2). For any η > 0 the total variation η-merging time of the family Q lazy (ε) on V N = Z/2N Z [resp., Q(ε) on V N = Z/(2N + 1)Z] is at most B(ε)N 2 (1 + log + 1/η) for some constant B(ε) ∈ (0, ∞). In fact, we can choose B(ε) such that
3.2.
Perturbations of some birth and death chains. In [29] , Nash inequalities are used to study certain birth and death chains on V N = {−N, . . . , 0, . . . , N } with reversible measures which belong to one of the following two families:π
Here, we consider α ∈ [0, ∞) to be a fixed parameter and are interested in what happens when N tends to infinity. From this perspective, the normalizing constantsĉ(α, N ),č(α, N ) are comparable and behave aŝ
Here, all ≃ must be understood for fixed α and the implied comparison constants depend on α. LetM α (resp.,M α ) be the Markov kernel of the Metropolis chain with basis the symmetric simple random walk on V N with holding 1/3 at all points except at the end points where the holding is 22 L. SALOFF-COSTE AND J. ZÚÑIGA 2/3, and targetπ α , (resp.,π α ). Letλ(α, N ),λ(α, N ) be the corresponding spectral gaps. LetT (α, N, η),Ť (α, N, η) be the relative-sup mixing times of these chains. It is proved in [29] that
Note thatč
if α ∈ [0, 1). These results are based on the Nash inequalities satisfied by these chains. Namely, letting E α = EM α,πα
with D α = 1 + α. See [29] .
In cite [32] , the authors consider the class of birth and death chains Q on V N = {−N, . . . , 0, . . . , N } that are symmetric with respect to the middle point, that is, satisfy Q(x, x + 1) = Q(−x, −x − 1), Q(x, x − 1) = Q(−x, −x + 1), Q(x, x) = Q(−x, −x), x ∈ {0, N }. For any such chain Q, let ν be the reversible measure. It satisfies ν(x) = ν(−x). Consider the perturbation set
where q 0 = Q(0, ±1), ∆ s (0, ±1) = ±s and ∆(x, y) = 0 otherwise. These perturbations at the middle vertex have reversible measure ν s that satisfy
The main point of this construction is the following. In order to apply this results to our exampleM α ,M α , we observe that
. Now, Theorem 2.6 yields the following result. 1. There exists a constant A independent of N such that, for any sequence
2. There exists a constant A independent of N such that, for any sequence
if α ∈ (0, 1).
Logarithmic Sobolev inequalities.
This section develops the technique of logarithmic Sobolev inequality for time inhomogeneous finite Markov chains. It should be noted that the logarithmic Sobolev technique has been mostly applied in the literature in the context of continuous time chains. In [21] , Miclo tackled the problem of adapting this technique to discrete time (time homogeneous) chains. There are two different ways to use logarithmic Sobolev inequality for mixing estimates. One, the most powerful, provides results for relative-sup merging and is based on hypercontractivity. The other is based on entropy and only produces bounds for total variation merging. We will discuss and illustrate both approaches below in the context of time inhomogeneous chains. The entropy approach is already treated in [7] . 4.1. Hypercontractivity. Recall that, for any positive probability distribution µ, a Markov kernel K can be thought of as a contraction
We define the logarithmic Sobolev constant
where the ℓ 2 relative entropy L(f 2 , ν) of a function f with respect to the measure ν is defined by The following proposition is a slight generalization of [21] , Proposition 2, in that it allows for the necessary change of measure.
Proposition 4.1. Let K and µ be a Markov kernel and a probability measure, respectively. For all q 0 ≥ 2 and q ≤ [1 + l(P )]q 0 , then
In order to prove the proposition above, we will need the following two lemmas from [21] .
Lemma 4.2 ([21], Lemma 3)
. Let ν be a probability measure. For all q ≥ q 0 ≥ 1,
Lemma 4.3 ([21], Lemma 4).
Fix ν ≥ 0 and q ≥ 2, then for any t ≥ 0 and −t ≤ s ≤ νt we have that
The proof of Proposition 4.1 follows directly that of Proposition 2 in [21] .
Proof of Proposition 4.1. To prove Proposition 4.1 is suffices to only consider positive functions. For f > 0, we begin by writing
The difference of the last two terms on the right-hand side is controlled by Lemma 4.2. To control the first two terms, we will use the concavity result
It follows that
Following the notation of Lemma 4.3, fix x, y ∈ V and set ν = ν(K), t = Kf (x) and t + s = f (y). If K(x, y) > 0, then −t ≤ s ≤ νt and so
Fix x and integrate with respect to the measure K(x, ·) to get
We also have
Integrating with respect to µ gives us that
It follows from Lemma 4.2, (4.1) and (4.2) that
In [21] , it is noted that for all ν > 0 and q ≥ 2 we have g(q, ν) ≥ 1. So if
Since l(P ) is the logarithmic Sobolev constant, we get our desired result,
Corollary 4.4. Let (K n ) ∞ 0 be a sequence of Markov kernels on a finite set V and µ 0 be an initial distribution on V . Set µ n = µ 0 K 0,n . Consider
Let l(P i ) be the logarithmic Sobolev constant of P i . Then for any q 0 ≥ 2 and q ≤ n i=1 (1 + l(P i ))q 0 , we have that
Proof. When n = 2, set q 1 = (1 + l(P 2 ))q 0 , then q = (1 + l(P 1 ))q 1 . It follows from Proposition 4.1 that
The proof by induction follows similarly.
We now relate the results above to bounds on merging times. Theorem 4.5. Let V be a finite set equipped with a sequence of Markov kernels (K n ) ∞ 0 and an initial distribution µ 0 . Let
Then for n ≥ m x , we have that
Proof. Fix x, and let m = m x . If 0 ≤ m ≤ n, K * 0,n = K * m,n K * 0,m . Indeed, for any f ∈ ℓ 2 (µ 0 ) and g ∈ ℓ 2 (µ n ) we have that
(1 + l(P i )) and q ′ (m) to be the conjugate exponent of q(m) so that 1/q(m) + 1/q ′ (m) = 1. By duality, we have
By assumption, we have that q(m) ≥ log(µ 0 (x) −1 ), it now follows from Corollary 4.4 that
Logarithmic Sobolev inequalities and c-stability.
Theorem 4.6. Fix c ∈ (1, ∞). Let V be a finite set equipped with a sequence of irreducible Markov kernels,
is cstable with respect to a positive probability measure µ 0 . For each i, set µ i 0 = µ 0 K i and let σ 1 (K i , µ 0 ) be the second largest singular value of the operator
then for n ≥m x we have that
Proof. First, we note that µ i /µ i 0 ∈ [c −1 , c]. Let P i be the Markov kernel described in the statement of Theorem 4.5. By the same arguments as in Theorem 2.5, we get that for all x, y ∈ V
A simple comparison argument similar to those used in the proof of Theorem 2.5 (see also [10, 12] ) yields that
The first inequality implies thatm x ≥ m x where m x is defined in the proof of Theorem 4.5. Using the results of Theorem 4.5 and the second inequality above gives the desired result.
The next result is when we have a c-stability assumption on a family of kernels. ∈ (1, ∞) . Let Q be a family of irreducible aperiodic Markov kernels on a finite set V . Assume that Q is c-stable with respect to some positive probability measure µ 0 . Let (K i ) ∞ 1 be a sequence of Markov kernels with K i ∈ Q for all i. Let π i be the invariant measure of K i . Let σ i (K i ) be the second largest singular value for the operator
. Similar arguments to those used in Theorem 4.6 give the desired result.
4.3.
The relative sup norm. To control the relative-sup merging time by this method, we need an additional hypothesis. In the case of the ℓ 2 distance, we only required a control over the logarithmic Sobolev constant of the kernel
In this case, we will also need to control the logarithmic Sobolev constant
Theorem 4.8. Let V be a finite set equipped with a sequence of Markov kernels (K n ) ∞ 0 and an initial distribution µ 0 . Let µ n = µ 0 K 0,n and
where K * i is the adjoint of K i with respect to the measure µ i . Let l(P i ) and l(P i ) be the logarithmic Sobolev constants of P i andP i , respectively. If µ # i = min x {µ i (x)} and
Remark 4.9. This innocent looking theorem is not easy to apply. For instance, m depends on n and without some control on this dependence the result is useless.
Proof of Theorem 4.8. Write
and
Note that
so we just need to bound the remaining terms in the right-hand side of the inequality above. To bound
(1 + l(P n−m+i )) and write
It follows from Corollary 4.4 that
By assumption, we have that q * = q * (m) ≥ log(µ # n −1 ) so we get
(1 + l(P i )) and write Fix c ∈ (1, ∞) . Let V be a finite set equipped with a sequence of Markov kernels (K n ) ∞ 1 . Assume that (K n ) ∞ 1 is c-stable with respect to a positive probability measure µ 0 . For each i, set µ i 0 = µ 0 K i and µ i n = µ n K i . Let σ 1 (K i , µ i 0 ) be the second largest singular value of the opera-
. Let P i andP i be the Markov kernels described in Theorem 4.8 with kernels
Similar reasoning to that of Theorem 4.6 gives
where K * i above is the adjoint of 
where K * i is the adjoint of the operator
and som Fix c ∈ (1, ∞) . Let Q be a family of irreducible aperiodic Markov kernels on V . Assume that Q is c-stable with respect to some positive probability measure µ 0 . Let (K n ) ∞ 1 be a sequence with K i ∈ Q for all i ≥ 1. Let π i be the invariant measure of K i and σ 1 (K i ) the second largest singular value of the operator
To bound l(P i ), we use (4.4) to get that for all x, y ∈ V
It follows thatm ≥ m where m is defined in Theorem 4.8. Applying Theorem 4.8 now gives us the desired result.
4.4.
An inhomogeneous walk on the hypercube. Denote by V = {0, 1} 2N the 2N -dimensional hypercube, we say that x, y ∈ V are neighbors, or x ∼ y if
where x i is the ith coordinate of x ∈ V . The simple random walk on V is driven by the kernel
It is easy to check that µ, the uniform measure on V , is stationary for K. Fix ε ∈ (0, 1) and consider the following perturbed version of K.
For ε ∈ (0, 1), set
The example of time inhomogeneous Markov chains associated to Q(ε) above is related to the binomial example in [32] . See Remark 4.17 below. We shall show that Q(ε) is c-stable. First, consider the following definition.
Definition 4.12. Let S 2N be the set of probability measures on V = {0, 1} 2N that satisfy the following three properties:
(1) For all x ∈ V with |x| = N we have ν(x) = Claim 4.13. Let ν be in S 2N defined above, then for any K ∈ Q(ε) we have that νK ∈ S 2N .
Proof. Let ν ∈ S 2N and Q ∈ Q(ε), then Q = K δ for some δ ∈ [−ε, ε]. We will check each condition needed for νQ to be in S 2N separately.
(1) For any x with |x| = N we have that νQ(x) = νK(x). The desired result now follows from the definition of S 2N . Proof. Let µ 0 ∈ S 2N . Let (K i ) ∞ 1 be any sequence of kernels such that K i ∈ Q(ε) for all i ≥ 1. Let µ n = µ 0 K 0,n , then by Claim 4.13 we have that µ n ∈ S 2N and so for any x ∈ V 1 − ε 1 + ε ≤ µ n (x) µ 0 (x) ≤ 1 + ε 1 − ε .
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The kernels K δ ∈ Q(ε) drive periodic chains that will alternate between points with an even number of 1's and odd number of 1's. So we will study following random walk driven by the kernel 1 be a sequence of Markov kernels such that K i ∈ Q(ε) for all i ≥ 1. Let µ 0 ∈ S 2N be a positive measure, and let µ n = µ 0 K 0,n . Set P i = K * i K i : ℓ 2 (µ i ) → ℓ 2 (µ i ) where K * i is the adjoint of K i : ℓ 2 (µ i ) → ℓ 2 (µ i−1 ). Let σ 1 (K i , µ i ) and be the second largest singular value of K i : ℓ 2 (µ i ) → ℓ 2 (µ i−1 ). Let l(P i ) be logarithmic Sobolev constant of P i . Then
where C(ε) = (1 + ε) −2 (1 − ε) 4 .
Proof. Let Q = 2 −1 (I + K 0 ) and u be the uniform measure on {0, 1} 2N . Let P i (x, y) = K * i K i : ℓ 2 (µ i ) → ℓ 2 (µ i ). Using the 1+ε 1−ε -stability of the sequence (µ n ) ∞ 0 , we get that
A simple comparison yields
Further comparison gives that 1 − σ 1 (K i , µ i ) ≥ C(ε)(1 − σ 1 (Q)), (4.5) l(P i ) ≥ C(ε)l(Q (2) ). (4.6) 
