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INTRODUCTION 
We consider the existence problem for periodic solutions of two-dimen- 
sional, nonautonomous systems, 
x’ = X(x, Y) + P-w (1) 
y’ = qx, Y) + P&(t), 
where X(x, y) and Y(x, y) are polynomials and E,(t) and Es(t) are periodic 
of period T. The autonomous case where TV = 0 and the case of a perturbed 
system where p can be taken arbitrarily small have been studied by many 
authors [l-8]. Gomory [9] attacked the more difficult case where p = 1 
by using the index of a vector field on the projective plane. See also [IO-121. 
Gomory’s approach consists in extending the system (I), where X(x, y) 
and Y(x, y) have the same degree and p = 1, to the projective plane and 
considering the behavior of solutions near the critical points on the line at 
infinity of the associated system, 
x’ = X&y) 
Y’ = Y(%Y). 
(11) 
Under appropriate hypotheses on these critical points Gomory constructs a 
simple closed curve J which can be taken arbitrarily far from the origin and 
which has the following property for system (I): 
Property (G). If a solution y of System (I) intersects J at a point P, then y 
never returns to P at any later time. 
* This work represents part of the author’s Ph.D. disseration written in 1969 at 
Rutgers University under the direction of Professor Jane Cronin Scanlon. The 
research involved in this paper was supported in part by N.S.F. grants. 
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Using the index of a vector field relative to J, Gomory then produces a 
solution of period T. 
The purpose of this paper is to obtain curves with Property (G) for certain 
systems of type (I) and then apply Gomory’s method to obtain periodic 
solutions. This procedure will be applied to a perturbed system in which 
the polynomials are not necessarily of the same degree. In the case where 
the polynomials do have the same degree, the resulting hypotheses on (I) 
are more readily verifiable than in the general case and they are weaker than 
the conditions necessary to apply Gomory’s result. (Of course Gomory’s 
theorem also applies to systems with large forcing terms.) 
Section I describes the construction of J for the autonomous system. This 
construction is extended to certain perturbed systems in Section II and the 
results are applied in section III to obtain existence theorems. Examples are 
mentioned which illustrate the significance of the results. 
I. CONSTRUCTION OF J FOR THE AUTONOMOUS SYSTEM 
We start by summarizing some results from Lefschetz [4, Chap. X] on the 
nature of general (i.e., nonelementary) critical points. Suppose the origin of 
the (x, y)-plane is an isolated critical point of the two-dimensional system: 
x’ = P(%Y)Y 
y’ = Q(x9 Y>, 
(4 
where P(x, y) and Q(x, y) are analytic in a neighborhood of the origin. Let 
K = [(w) 1~; = x+,Y) +rQ(x,y) = 01. 
Then K consists of the origin, 0, and a finite number of smooth arcs without 
contact Kl , K, ,..., K,, which emanate from 0. These arcs do not intersect 
in some circular neighborhood N of the origin, and we may assume that 
P(x, y) and Q(x, y) are both analytic in N and do not vanish simultaneously 
except at 0. 
The paths (i.e., solution curves) of system (A) are all nearly orthogonal to 
the arcs Kl , K, ,..., K, in the following sense. Let y be a path of system (A) 
which intersects Ki in a point Q at a distance T from 0. Let q(Q) be the slope 
of Ki at Q (assume by a suitable rotation that q(Q) + 0, co) and let q(Q) 
be the slope of y at Q (m,(Q) # co). Then, for some a: > 0, 
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If 0 is not a spiral point (or center) for system (A), then N consists of a 
finite number of elliptic, hyperbolic, and fan sectors. In general, the Kis lie 
within these sectors and the character (elliptic, hyperbolic, or fan) of each 
sector is determined by the behavior of the paths as they cross the arcs of K 
within that sector. 
We now place some additional hypotheses on System (A) so that we can 
construct a curve J about 0 with Property (G) for system (A). Note this 
implies that there are no periodic solutions of system (A) crossing J. We 
assume that P(x, y) and Q(x, y) are polynomials, not necessarily of the same 
degree, and that 0 as a critical point of system (A) is not a spiral point or a 
center and has no “hyperbolic sectors”. 
Remarks. (a) Note that there must be an even number of K,s across 
which dr/dt actually changes sign. 
(b) By a “hyperbolic sector” we shall mean any sector containing a Ki 
in its interior where drldt is negative on one side of Ki and positive on the 
other and in which the paths cross Ki from the side where drldt < 0 to the 
side where dr/dt > 0. Our condition thus amounts to assuming that K 
contains no arc Ki with behavior as deseribed above. 
This definition makes our assumption more restrictive than is actually 
necessary, but it affords some degree of simplicity to the geometric arguments 
to follow. 
We shall need the following lemma which is easily proved and which is 
illustrated in Fig. 1. 
FIGURE 1 
LEMMA. There exists a 6$ > 0 such that for any point P E Ki with 1 m 1 < ai , 
there exist two line segments without contact (with respect o system (A)) Li+ and 
Li- such that if L, is either segment, we have Li n Ki = P, and 
1) Li crosses Ki; 
2) P is an interior point of L,; 
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3) Li is not contained in the radius from 0 through P; 
4) Li is not perpendicular to the radius OP. This implies that the endpoints 
qi,I and qi,2 of Li (i.e., qL1 and qlz ofLi+ or q& and q& of Lie) are not equidistant 
from 0. For definiteness, assume that 1 cqi,, 1 < 1 cqg,z I. 
5) As paths of system (A) cross Lif with increasing t, they enter the interior 
of triangle Oqzl qz2; and as paths of system (A) cross L,- with increasing t, 
they enter the exterior of triangel aq<lq<z . 
Construction of the curve J 
We carry through the construction of J in the case that dr/dt actually 
changes sign across each Ki . The construction in the general case is some- 
what more detailed, but straightforward. 
Let KI ,..., K,, be indexed in counterclockwise order about the origin with 
KI any arc of K satisfying the following condition: 
KI bounds a region S, in which drldt > 0, and a region S, in which 
dr/dt < 0, in such a manner that starting from a point interior to S,, and 
traveling in a counterclockwise direction, one proceeds to the interior of S, 
by crossing KI . In this case, we say KI bounds S,, on the positive (counter- 
clockwise) side and it bounds S, on the negative (clockwise) side. Then the 
paths of system (A) cross KI in the positive (counterclockwise) sense by 
Remark (b). 
Let 2S < min[S, ,..., S,], the &s as described in the lemma, and let Pi be the 
unique point on Ki such that ] OP, / = 6 for i = l,..., n. (Each Ki is essen- 
tially a straight line near 0, since the one-sided tangent at the origin exists.) 
Let Li = Li+ through Pi as provided by the Lemma for i = l,..., n. We may 
suppose that Li = ql,lqi,z with j opi,, 1 = E and 1 cqi,, 1 = 6 - (E - 6) = 
26 - E for some E, 26 > E > 6, i.e., the qi,z are all the same distance l from 
the origin and the qc,I are all at a distance 26 - E from the origin. Now we 
connect L, with L, by the arc of the circle about 0 of radius 6 + (e - S)/2. 
Thus we have a curve consisting of an arc of a circle and portions of the 
segments L, and L, lying in S, . Note that the paths of system (A) cross the 
circular arc inward (i.e., toward the origin) since dr/dt < 0 on this are. The 
paths also cross L, and L, inward by the choice of these segments (Li+ in 
each case). Thus the paths cross the curve in S, inward. 
We now consider the region S, bounded negatively by K, and positively 
by KS. In this region drldt 3 0. We connect L, with L, by an arc of the 
circle centered at 0 and with radius 6 - (C - S)/2. 
Thus we have a curve consisting of a circular arc and portions of the seg- 
ments L, and L, lying in S, and connecting with the curve in S, constructed 
above. 
We continue this process for each region Sj bounded negatively by Kj 
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and positively by K,+l . The result of this construction is a closed curve J, 
since p is even, and it surrounds the origin. Note that the curve J can be 
constructed as close as desired to the origin by taking 6 small. Figure 2 
indicates how the complete curve J might look for a particular system. 
FIGURE 2 
THEOREM 1. The curve J, constructed above, has Property (G) for system 
(4. 
Proof. Consider first a region Sj in which drldt < 0, i.e., a region 
bounded by Ki and K,,, within which drldt < 0. Then the paths of system (A) 
which intersect Kj or Kj+l actually cross and do so into the interior of S, 
(with increasing t) by Remark (b). Al so, as noted in the construction, the 
the paths of system (A) intersecting JnS& cross inward. Thus the closed 
region Sj bounded by J n Sj , the arc OPj along Kj , the arc 03+, along 
K,,, , and 0 is entered by all paths of System (A) which intersect its boundary. 
Hence these paths must remain inside Sj for all larger t (in fact, by the 
Poincare-Bendixson Theorem, they must tend to the isolated critical point 0 
as t -+ co.) In particular, any path crossing J n S, remains in Sj and can 
never return to its point of intersection with J. 
Now consider a region S,,, in which drldt > 0, i.e., a region bounded by 
Km and Km+1 within which dr/dt > 0. Let s be the point on Km as indicated 
in Fig. 3 (in the case m = 2). Note that all paths cross J n S, in an outward 
direction (by the construction of J) except those crossing P,+,q,+,,, along 
L m+l or GhI alongL . However, if a path y crosses cqm,l , it must do so 
in the direction indicated in Fig. 3. Then y can not cross the circular arc 
a, since dr/dt > 0 on this arc. Also y can not cross PTqm.l outward. 
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FIGURE 3 
(All paths cross segments without contact in the same direction.) Thus, since y 
can not remain inside the shaded region by the Poincare-Bendixson Theorem, 
y must cross K,,, into the region S,-, of the type considered above. Then y 
can not leave &-1 and so could never return to its point of intersection with J. 
A precisely similar argument shows that any path crossing Pm+lqm+l,l 
continues on across K,,,,, into a region S,, from which it can never escape. 
Finally, any path crossing J n S,,, at any point not on one of the segments 
pm+1!7m+1,1 or PTq,,,, must cross in an outward sense. It can then never 
return to the interior of S, (except possibly to the shaded region) and hence 
it could not return to its point of intersection with J. 
This completes the proof of Theorem 1 and the construction of J for the 
autonomous System (A). 
II. CONSTRUCTION OF _T FOR A PERTURBED SYSTEM 
We now obtain a curve lying arbitrarily close to the origin and having 
Property (G) for certain nonautonomous systems. Consider the system: 
where P(x, y) and Q(x, y) are polynomials, x = r cos 0 and y = r sin 0, 
m = maximum degree {P, Q}, f(r, 8, t) and g(r, 8, t) are uniformly bounded 
for all t and have continuous first derivatives in a bounded neighborhood, 
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No , of the origin, TV is a real parameter, and the associated nonperturbed 
system 
x’ = P(x, y) 
Y’ = Q@?Y) 
(4 
has a nonspiral, noncenter isolated critical point at the origin with no hyper- 
bolic sectors. Assume there are no other critical points in N,, except 8. The 
following theorem gives a condition on System (A) so that we can construct 
a curve J with Property (G) for System (B): 
Let r’ and 8’ represent dr/dt and dejdt computed with respect to the un- 
perturbed System (A): 
rr’ = qx, y) + YQ(% Y> 
r2e’ = ~Q(JG Y> - Y+, Y), 
where x = r cos 0 and y = r cos 8. Also let K = [(x, y) 1 rr’ = 01. 
THEOREM 2. Suppose that along any arc Ki of K approaching 0 in 
direction Bi we have 
rel > Mrm+l (1) 
for any given M > 0 and all sufficiently small r. Then there exists a ps > 0 
and a simple closed curve J lying arbitrarily close to 0 such that J has Property 
(G) for all Systems (B) with 1 p ) < pLo. 
Proof. We shall denote by re’ and tYD’ the quantities drldt and de/dt com- 
puted with respect to System (B), i.e., 
rr,’ = 4ptx, Y) + k@+W, 4 4 (2) 
+ Y[Q@, Y) + prm+W, 4 41 
where 
= rr’ + pr*+2F(r, 8, t), 
F(r, 8, t) = cos Bf(r, 0, t) + sin eg(r, 8, t) 
is a bounded function with continuous first derivatives in N,, . Also 
r??, = x[Qtx, Y) + clrm+4(r, 6 t>l 
- Y[+, Y) + V+lf(r, 0, t)l 
= r28’ + prm+2G(r, 0, t), 
(3) 
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where 
G(r, 0, t) = cos Bg(r, 0, t) - sin Sf(r, 8, t) 
is a bounded function with continuous first derivatives in N, . 
LEMMA 1. There exist pL1 > 0 and r,, > 0 suficiently small so that if K& 
is any branch of K, then any solution curve of System (B) with 1 TV 1 < pFL1 
which intersects Ki at a point (r, 0) with Y < r. must actually cross Ki and do so 
in the same sense as the path of System (A) through the point of intersection. 
Proof. rB’ f 0 on Ki . Suppose for definiteness that 8’ > 0 on Ki . 
From Eq. (l), since G is bounded, we have 
/ rm+lG 1 < g-e’ 
for (r, 0) E Ki , r < rr and rr > 0 sufficiently small. Then from Eq. (3), 
if lpj < l,wehave 
repl = ref + prm+lG 
< re’ + hre 
= +ef 
and 
re,f > rel - 4jre 
= *rel. 
Thus for r < rl and (r, 0) E Ki , 
49-P < Tepl < +ef. (4) 
Similarly, from Eqs. (2) and (3) we have, for given E > 0 and ra > 0 
sufficiently small, 
1 Y$’ 1 = 1 T’ + /.LY~+~F 1 
= 1 /.LY~+~F I 
< rce 
(5) 
for j p 1 < 1, (r, 0) E Ki and Y < ra because Y’ = 0 on Ki . 
Let Y be the angle from the radius vector R (to (r, 0)) to the tangent to the 
solution curve of System (B) through (r, 0) (see Fig. 4). Then 
cot y = E - rst 
rde re,f’ 
505/9/2-S 
270 LAND0 
FIGURE 4 
By Eqs. (4) and (5), if (Y, 0) E Ki and Y < min{r, , YJ, 
Therefore, 
h&cot Y = 0, 
443’ 
or 
lii,Y=+ or -f. 
*+o’ 
(6) 
Now let 01 be the angle from the tangent T to K, through (Y, 8) to the radius 
vector R. Since Ki approaches 0 in direction ei , the inclination of R and the 
inclination of T both approach fli as q approaches 0 along Kd . Hence, 
In addition, we have 
x=Yy+a 
where x is the angle from T to the tangent to the solution curve of system (B) 
through (Y, 0). Thus from Eqs. (6) and (7) we have 
lim 01 = ” 2 or - “. qEK+ 2 q-0 
Thus y. > 0 can be chosen sufficiently small so that all solution curves of 
System (B) intersecting Ki at points (Y, 0) with Y < Y,, cross at angles /3 
bounded away from zero, say, ( /3 1 2 /3,, . Since these angles vary continu- 
ously with the point (Y, 0) E Ki , all solution curves cross Ki in the same sense. 
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Now let @ = @p(q) be the angle between the solution curve C,(p) of System 
(B) through 4 = (r, 0) E Ki and the path C,(q) of System (A) through 4, 
where r < rO. Then we have 
P2 + Q” + e+l(f P + gQ) 
‘OS @ = (P” + Q”)““(P” + Q” + CL2r2m+2(f2 + g2) + 2p~+l(fP + gQ))““’ 
(8) 
which approaches 1 as TV -+ 0. Thus there is a pi > 0 such that pi < 1 and 
if the TV in System (B) satisfies 1 p 1 < pi , then I@ 1 < &o/2, i.e., if 1 p 1 < pr, 
then all C,(q) where 1 04 ( < r,, cross Ki in the same sense as the C,(q). 
Clearly pi and r. can be chosen so that this behavior holds simultaneously 
on each of the (finite number of ) arcs of K. 
This completes the proof of Lemma 1. Henceforth, we work entirely 
in a circular neighborhood M of the origin in which the conclusion of Lemma 1 
holds for a given pi (and in which 6 is the only critical point of System (A)). 
By Theorem 1, there is a simple closed curve /r lying arbitrarily close to 6 
which has Property (G) for System (A). We now want to modify I1 to obtain 
a new curve Iwith Property (G) for System (B). Let the arcs of K be KI ,..., K,, 
(ordered in a counterclockwise direction) and let the corresponding line 
segments in J1 be L, ,..., L, , where L, = qi.1q1,2 and 1 Oq,,, 1 < 1 Oqi,2 I. 
Using Eq. (8) and the fact that 0 is the only critical point in M, we can 
easily prove the following: 
LEMMA 2. There is a ~~ > 0 such that ~~ < p1 and any solution curve of 
a System (B) with 1 TV 1 < r”.2 which intersects an L, , i = l,..., n actually 
crosses L, and does so in the same sense as the path of System (A) through the 
point of intersection. 
In the following lemma we change notation slightly and let KI , K2 ,..., Kp 
denote the arcs of K across which r’ actually changes sign. 
LEMMA 3. There is a pL3 > 0, p3 < p2 , such that if a solution curve of 
System (B) with I t.~ [ < p3 crosses one of the line segments qi,lPi CL, , 
i=l >***, p inside a sector S, where r’ > 0 su$kiently near Pi , then the solution 
curve either remains within S, n (int J) for all future time, or it continues across 
Ki into a sector in which r’ < 0. 
Proof. Fix i = l,..., p and assume, for convenience, that B’ > 0 on Ki . 
We can find an R > 0 and a wedge-shaped neighborhood N about Pi of the 
form 
N = [(I, 0) 1 1 r - ri 1 < 6, 1 0 - ei 1 < S], 
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where Pi = (ri , 19~) and 6 > 0 is sufficiently small so that 8 < ~$12, and in N, 
and 
R 
I yll’ I < gyj 
(Note that Y’ = 0 on I& and rB’ = Y’ + py”(xf + yg) from Eq. (2), so we can 
fmd such a neighborhood N provided ps is sufficiently small.) 
Now suppose y is a solution curve of System (B) with I p / < ps which 
crosses qislPi at a point P,, = (r,, , 0,) ( we k now from Lemma 2 that y actually 
crosses 15~) and leaves N without crossing Ki . Assume that P, is sufficiently 
close to Pi so that 
s 
Y( - - < Y, < Yi 2 
and 
4 - 4 < 0, < ei + i. 
Note, since eP’ > 0 in N, y can only leave N by crossing the arc of 
Y = ri - 6 forming part of the boundary of N as shown in Fig. 5. Let the 
point of intersection of y with this arc be PI = (ri - S , 0,). 
FIGURE 5 
Suppose of y travels from P, to PI in time dt = t, - to . Then 
S 
j < r#J - Y, = 1 Y, - YI [ = I$(4 .At[, 
where t,, < 7 < t, . Since j y9’ I < R/20 in N, 
6 At .R 
2<20 
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At >E 
R’ 
Now consider the component D, of distance traveled in the e-direction 
in time At (i.e., the length of the arc of circler = rl cut off by the rays through 
y(b) and rk)): 
D, > (ri - 6)R . At 
> lo@6 - 6) * 6. 
Since 6 < ~~12, ri - 6 > rJ2, and so 
D, > :(2ri)(26) 
> (Ti + 6)(28). 
Thus in time At, D, has exceeded the greatest d-dimension of the neigh- 
borhood N. Hence y has traversed all of N and must have crossed Ki . 
Thus we have shown that for each i = l,...,p we can find a sufficiently 
small ps > 0 and a sufficiently small subsegment of Li about Pi so that the 
solution curves of System (B) with j p 1 < ps which cross the shortened 
segments either remain in the shaded part of N in Fig. 3 for all future time or 
else they continue on to cross Ki . We can take ps sufficiently small so that 
this behavior holds about all the PI ,..., P, simultaneously. This completes 
the proof of Lemma 3. 
Thus there is a new simple closed curve J consisting of shortened line 
segments Li and arcs of circles about 0 which may be taken arbitrarily close 
to 8, which still has Property (G) for System (A), and which has the following 
additional property: Any solution curve of System (B) with 1 p / < ps which 
crosses a line segment Li , i = l,..., p within a sector S, where dtldr > 0 
either remains inside S, n (int /) f or all future time or else continues on 
across Ki into a sector in which dr/dt < 0. We shall retain the notation Li , 
qi.1 , and qi,s for the new curve. 
We can now easily prove the following lemma which extends the result 
of Lemma 2 to the whole curve J. 
LEMMA 4. There exists a ,uLo > 0, p,, < t+ , such that the solution curves of 
Systems (B) with 1 p 1 < p. which intersect J actually cross J and do so in 
the same sense as the paths of system (A). 
Finally, the curve J of Lemma 3 has Property (G) for Systems (B) with 
1 p 1 < CL,, &,, as given in Lemma 4) as can be seen by an argument analogous 
to the proof of Theorem 1. This completes the proof of Theorem 2. 
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III. PERIODIC SOLUTIONS OF PERTURBED SYSTEMS 
We now apply the result of Section II to obtain periodic solutions of certain 
two-dimensional perturbed systems. We conclude this section with two 
examples showing that the results obtained apply to perturbed systems 
which do not satisfy Gomory’s hypotheses. 
Consider the system 
4’ = p*g, 71) + @&) 
7’ = Q*(t, d + dW)> 
((7 
where P*(5,$ and Q*(& 7) are polynomials in 5 and 7, E,(t) and Es(t) 
have continuous first derivatives and are both of period T, and p is a real 
parameter. Also suppose that the associated autonomous system 
5’ = p*(t, 7) 
rl’ = Q*(k 4 
P) 
has isolated finite critical points. 
We let m = max degree [P*, Q*], and apply the inversion 
to System (C). We obtain a system with the same solution curves as 
x’ = P(x, y) + pY2”+2F&, e) 
y’ = Q(x, y) + ~~““+“3-2@, Q 
with an associated autonomous system 
x’ = P(x, y) 
Y’ = Q(x, Y), 
where x = r cos 8, y = Y sin 0, 
m 
09 
P(x, Y> = (x2 + Y2)” [cr2 - 4 p* ( x2 ; y2 9 y 
x2 +r2 
) 
-2~Q*(~2;~29 Y x2 +r2 )I 
Q2(x, Y> = (x2 +Y”)” [(x2 - Y”) Q* ( x2 4 yz 9 ’ 
x2 +ya 
) 
- 2xyp* x 
( 
Y 
x2+y2’ x2+y2 I 
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are polynomials, and if we assume (by a translation, if necessary) that 
System (D) has an isolated critical point at the origin, then max degree 
[P, Q] < 2m + 1 Also 
F,(t, 0) = (sin2 13 - cos2 0) E,(t) - 2 cos 0 sin #3,(t) 
F,(t, e) = (~0~2 e - sin2 e) E,(t) - 2 cos e sin eEl(t) 
have continuous first derivatives and are uniformly bounded for all t. 
Note that the condition that System (D) has a critical point at infinity with 
no hyperbolic sectors means that the origin as a critical point of the inverted 
System (F) has no hyperbolic sectors Let ~0’ and K be computed with 
respect to the inverted System (F): 
y2B’ = x8(x, Y> - yP(x, Y>, 
K = [(x, y) I xP(x, Y) + rQ(x, Y) = 01: 
THEOREM 3. Suppose that the unperturbed System (D) has a jinite number 
of finite critical points with index sum # 0 and an isolated critical point at 
infinity with no hyperbolic sectors. Suppose that along any arc Ki of K we have 
/ YB’ I 2 ilIr2*+2 (1) 
for given M > 0 and all su$kiently small Y. Then there exists a p,, > 0 such 
that System (C) has a solution of period T for 1 p / < pO . 
Proof. The case of a spiral point at infinity is covered by Theorem 2 of 
Cronin [7]. 
The inverted System (E) and its associated autonomous System (F) satisfy 
all the hypotheses of Theorem 1 ((1) g ives Eq. (1) of Section II). Therefore, 
there is a p,, > 0 and a curve J’ arbitrarily close to the origin which has 
Property (G) for System (E) with 1~ 1 < p,, . Then applying the inversion 
,+x 7=& x2 + y2' 
to _I’ yields a simple closed curve 1 which lies arbitrarily far from the origin. 
It can readily be varified that / has Property (G) for Systems (C) (with 
1 p 1 < p,,) and for System (D). 
Now consider the new system 
4’ = [p*(& 7) + P4Wl w 4 
7’ = [Q*G 4 + @2Wl Wt, 4, 
w 
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where the function H(t, 7) has continuous first derivatives, is positive for 
all (.$, T), is identically 1 in some disk containing J, and approaches zero 
sufficiently rapidly as e2 + y2 -+ co so that the right sides of System (H) 
remain bounded in the entire (6, y)-plane. (For example, if J lies within the 
unit disk, an appropriate function would be 
where p2 = 5” + q2.) 
Since H(t, 7) f 0 for any (E, y), the solution curves of Systems (H) and (C) 
consist of the same point sets (only the parameters differ), so the curve J must 
have Property (G) for System (H) as well as for System (C). 
As noted by Cronin [l 11, the existence of a curve J with Property (G) for 
Systems (C) and (H) is sufficient for Gomory’s argument. For the sake of 
completeness, this argument is sketched below. 
Take J sufficiently far from the origin so that the interior of J contains all 
the finite critical points of Systems (D) and those of 
.p = P*(5,7> + PJ%(O) 
7 = Q*(E7 17) + rE,(O)* 
Let zr(t, P,) be the position at time t of the solution of System (H) which 
satisfies the initial condition ~(0, P,,) = PO . Now consider the vector distri- 
bution 
v, = u(t, P,) - P, 
which is defined and continuous in the entire plane. With respect to J the 
index of this vector field (which is defined since Property (G) assures that I’, 
has no singular points on J) is the same for all t and can be shown to be equal 
to the index relative to J of the vector distribution: V = (P*, Q*). 
Now, since the index sum of the finite critical points of System (D) is 
nonzero and these points are all inside J, it follows that the index of Vt with 
respect to J is nonzero for all t. In particular, the index of I’, is f 0, so 
there is a point PO such that u(T, PO) = P,, . 
This yields a solution of period T for System (H). Using the definition of 
the function H(f, 7) and Property (G) of J, t i seen that this yields a solution 
of period T for System (C) (with 1 p 1 < CL,,). This completes the sketch of 
Gomory’s argument and the proof of Theorem 3. 
In the case that P* and Q* are of the same degree, we have the following 
corollary, where Pm* and Qnz* are the forms of degree m: 
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COROLLARY. Consider System (C) with associated autonomous System (D). 
As in Theorem 3, assume that System (D) has isolated finite critical points with 
index sum # 0 and a criticalpoint at infinity with no hyperbolic sectors. Further 
suppose that P* and Q* are both of degree m and Pm*(E, 7) and Qm*(.$, 9) 
have no common zeroes except the origin. Then System (C) has a solution of 
period Tfor 1 TV 1 suficiently small. 
Proof. We must show that inequality (1) holds along any curve Ki of K. 
We shall write, with x = r cos ~9 and y = r sin 8, 
,,r = xP(x, Y) + YQ(x, Y> 
r 
= Rm+2(~) rmt2 + Rm+3(0) rm+3 + ... + R,,+,(B) r2m+1 
and 
rB’ = xQ(x, Y> - Y% Y) 
r 
= s,+,(e) rm+2 + s,+,(e) rm+3 + .a. + s,,+,(e) r2m+l, 
where for i = m + 2,..., 2m + 1 
Rite) = -COS eP,*,-,+2(cos 8, sin e) - sin t?Qz*m-i+2(c0s 8, sin e) 
si(e) = -sin eP;m--i+2(cos 8, sin e) + cos 8Q2*m-i+2(c0s 8, sin e). 
Fix i = l,..., n and let Ki approach the origin in direction 0,. We show 
first that S,+,(&) f 0. For (r, 0) E Ki , r’ = 0; so 
Rm+2(4) + &+,(4)r + - + Rzm+dei) r-l = 0. 
Thus Rm+2(0,) = 0; or with x,, = cos 8, , y,, = sin ei 
k+,(h) = --xop7n*c% 7 Yo) - ~oQm*(xo 3 Yo) = 0. 
By hypothesis, Pm*(x, y) and Qm*(~,y) h ave no common zeroes except (0,O). 
It follows that xPn2*(x, y) + yQm*(x, y) and xQm*(x, y) - yP,*(x, y) have 
no common zeroes except (0,O). Thus we have 
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Assume for definiteness that 8’ > 0 on I& . Then S,+,(&) = S > 0. Let 
E > 0 be sufficiently small so that S,+,(e) > S/2 for 1 6 - o1 j < E. Then for 
I e - 01 I < E, 
ye’ = s,+,(e) ym+2 + -.- + s,,+,(e) y2m+l 
S 
> - Ymi2 
4 
for Y sufficiently small. 
Now for (Y, 0) E Ki and Y sufficiently small, we have / 0 - Bi / < E, since 
Ki approaches the origin in direction Bi . Thus for Y sufficiently small, we have 
on&, 
s yB’ 2 -Y-2 > MY2rnf2 
4 
for given M > 0. This gives inequality (1) along Ki and completes the proof 
of the Corollary. 
The hypotheses of the Corollary are similar to those of Gomory’s theorem. 
Gomory’s conditions are essentially those of the Corollary and the additional 
assumption that fQ,* - VP,* have simple zeroes. Of course Gomory’s 
theorem applies to systems with large forcing terms as well as perturbed 
systems. 
The system 
5’ = 4p3112 - 25273 - 4&4 + 475 + p.&(t) 
7’ = E5 - 4Pv + 4PT2 + 4e2v3 - 3h4 + @2(t), 
(4 
where E,(t) and E,(t) are of period T, satisfies the hypotheses of the corollary, 
but for this example; 
SQm* - +‘m* = (E” - 72)(t2 + 7”)(5 - 2d2 
has zeroes of order two in any neighborhood of the origin. Hence Gomory’s 
theorem does not apply to System (a). 
The system 
5’ = 73 + PW> 
7’ = 6 + @2(t) 
(b) 
with E,(t) and E,(t) of period T shows that Theorem 3 applies to cases where 
the polynomials P* and Q* have different degrees. 
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