Abstract
Introduction
Segmentation is the process of partitioning an image into regions with different properties. Segmentation based on variational formulations are characterized by deriving a functional from some a priori model and minimizing this functional over all possible partitions. Within variational segmentation there are two different approaches; edge-based methods such as the classical snakes [5] and geodesic active contours [1] , and region-based methods such as [2, 9] .
The formulation of segmentation as region-based variational problems has proved to be useful in many applications, especially where reliable edge-maps are difficult to construct. Region-based segmentation models are often inspired by the classical work of Mumford-Shah [6] where it is argued that a segmentation functional should contain a data term, regularization on the model, and regularization on the partitioning. A simplified case of this is the popular piece-wise constant image model of the Chan-Vese model [2] . A slightly more advanced model which incorporates image statistics was developed independently in [9] at the same time as [2] . In this paper we will study initialization techniques for the Chan-Vese model.
The contribution of this paper is the introduction of an initialization scheme for the Chan-Vese model which dramatically increases the performance compared to standard initialization techniques. The method is an intelligent form of thresholding of the image in which the Chan-Vese functional is minimized among the possible extremals of the fidelity term, using a simple one-dimensional search.
We briefly review some necessary concepts in Section 2, introduce the proposed initialization scheme in Section 3 and show examples in Section 4.
Background

The level set representation
The level set method for evolving implicit surfaces was introduced independently by [4] and [7] . The timedependent curve Γ(t) is represented implicitly as the zero level set of a function φ(x, t) :
The sets Ω 0 = {x ; φ(x, t) < 0} and Ω 1 = {x ; φ(x, t) > 0} are called the interior and the exterior of Γ, respectively. Using this definition the outward unit normal n and the mean curvature κ are given as
To evolve the surface according to some derived normal velocity v, a PDE of the form
is solved. For a more thorough treatment of the level set method and implicit representations, cf. [8] .
In the variational level set method, functionals are used to derive gradient descent motion PDEs of the form (3). This is done through the use of the differential (Gâteaux derivative). The differential dE is related to the L 2 -gradient ∇E of a functional E as
where v is the normal component of a perturbation of Γ, and dσ is the curve length element. For details cf. e.g. [10, 3, 11] . The gradient descent flow for E is then obtained by solving the following initial value problem
where φ 0 is a level set function for the initial curve Γ 0 , specified by the user.
The Chan-Vese model
Let us briefly recall the Chan-Vese model [2] . Let
being the image domain. Also, let Γ denote a simple closed curve in the image domain (or a non-overlapping union of such curves, bearing in mind that this is allowed in the level set framework), and set Ω 0 = Ω 0 (Γ) and
Consider the fidelity term functional
(6) A regularized version of this is the Chan-Vese functional,
where μ = (μ 0 , μ 1 ) ∈ R 2 is a pair of parameters, |Γ| := Γ dσ denotes the length of the curve Γ, and α > 0 is a fixed weight. The idea of the Chan-Vese segmentation model [2] is to find a curve Γ * and a pair of parameters μ * which solves the optimization problem,
The segmentation of the image I is the defined as the partition of the image domain induced by the optimal curve Γ * . The minimizers in (8) are usually found using the gradient descent motion (5).
Initialization
Let us first consider the Chan-Vese model with α = 0, that is, using the fidelity term (6) alone. Suppose the curve Γ * and the parameters μ * solve the minimization problem
Then Γ * and μ * must satisfy the Euler-Lagrange equations
Ω0
I − μ 0 dx = 0 , and
The last two equations state the well-known fact that the optimal parameters are the mean values over the regions Ω 0 and Ω 1 . Let us take a closer look at the first part of the Euler-Lagrange equations.
This shows that I is constant along Γ * , i.e. Γ * is a level set of the image I. This means that solving (9) is simply a threshold method applied to I. Threshold methods typically yield results which lack in spatial coherence and which may contain spurious detail due to noise. The above analysis therefore explains why it is desirable to include the regularizing term α|Γ| in the Chan-Vese model.
The analysis above also suggests a way of obtaining a good initial curve Γ 0 for the minimization of (7) using gradient descent. Good initial values can be crucial since a gradient descent procedure only finds the first local minima of the functional.
The idea that we propose here is strikingly simple; minimize E α over curves which are level sets of I and use this level set as the initial curve. To be precise, for any parameter λ ∈ R define
and set e(λ) = E α (μ(λ), Γ(λ)), where μ(λ) = (μ 0 (λ), μ 1 (λ)) with μ 0 (λ) = |Ω 0 |
−1 Ω0
I dx and μ 1 (λ) =
Since (14) is a one-dimensional problem it is easily solved using line search techniques. The initialization for (5) is then defined by
This initialization has an interesting interpretation. Using the formula
and the fact e (λ * ) = 0, we are able to characterize the number λ * . Temporarily writing 
hence we get the relation
This means that the image level set parameter λ * contains information about the curvature of the optimal level set
Experiments
This section shows the proposed initialization procedure for a number of segmentation examples. We study the noise sensitivity and compare the segmentation performance to standard methods.
First, the sensitivity to noise was studied on a synthetic image containing a number of different shapes. Normal distributed noise was added with increasing standard deviation. The result is shown in Figure 1 where it can be seen that the proposed method gives good initial values even for very high noise.
The proposed initialization was tested on a number of examples shown in Figures 2-4 . The parameter α was chosen such that the fidelity term and the regularization term are of equal magnitude in all examples. The final segmentations are equally good and in some cases better than with standard initialization.
The appearance of one-dimensional search function e(λ) is shown in Figure 5 for the examples above. For simplicity, all initializations were performed using a simple equidistant search from the minimum to the maximum image level with 5-10 search levels.
Finally, the execution time for the proposed initialization was compared to standard initialization using the same Matlab implementation. Table 1 shows that there is considerable reduction in both time and number of iterations (the initialization search is included in the execution time). The ratio in time and iterations is also shown.
Conclusions
A simple and effective method was proposed for finding a good initialization for the popular Chan-Vese segmenta- 
