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Abstract
We developed a new class of physics-informed generative adversarial net-
works (PI-GANs) to solve in a unified manner forward, inverse and mixed
stochastic problems based on a limited number of scattered measurements.
Unlike standard GANs relying only on data for training, here we encoded into
the architecture of GANs the governing physical laws in the form of stochastic
differential equations (SDEs) using automatic differentiation. In particular,
we applied Wasserstein GANs with gradient penalty (WGAN-GP) for its en-
hanced stability compared to vanilla GANs. We first tested WGAN-GP in
approximating Gaussian processes of different correlation lengths based on
data realizations collected from simultaneous reads at sparsely placed sen-
sors. We obtained good approximation of the generated stochastic processes
to the target ones even for a mismatch between the input noise dimensionality
and the effective dimensionality of the target stochastic processes. We also
studied the overfitting issue for both the discriminator and generator, and we
found that overfitting occurs also in the generator in addition to the discrim-
inator as previously reported. Subsequently, we considered the solution of
elliptic SDEs requiring approximations of three stochastic processes, namely
the solution, the forcing, and the diffusion coefficient. Here again we assumed
data realizations collected from simultaneous reads at a limited number of
sensors for the multiple stochastic processes. We used three generators for
the PI-GANs, two of them were feed forward deep neural networks (DNNs)
while the other one was the neural network induced by the SDE. For the
case where we have one group of data, we employed one feed forward DNN
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as the discriminator while for the case of multiple groups of data we employed
multiple discriminators in PI-GANs. We solved forward, inverse, and mixed
problems without changing the framework of PI-GANs, obtaining both the
means and standard deviations of the stochastic solution and the diffusion
coefficient in good agreement with benchmarks. Here, we have demonstrated
the effectiveness of PI-GANs in solving SDEs for up to 30 dimensions, but in
principle, PI-GANs could tackle very high dimensional problems given more
sensor data with low-polynomial growth in computational cost.
Keywords: WGAN-GP, multi-player GANs, high dimensional problems,
inverse problems, elliptic stochastic problems
1. Introduction
Generative adversarial networks (GANs) have achieved remarkable suc-
cess within short time for diverse tasks of generating synthetic data, such as
images [1, 2, 3, 4], texts [5, 6, 7, 8], and even music [5, 9, 10, 11]. GANs
can learn probability distributions from data, an attribute suggestive of its
potential application to modeling the inherent stochasticity and extrinsic un-
certainty in physical and biological systems. However, to the best of our
knowledge, there is no work explicitly encoding the known physical laws
into the framework of GANs so far in the spirit of physics-informed neural
networks first introduced in [12, 13].
The specific data-driven approach to modeling physical and biological
systems depends crucially on the amount of data available as well as on
the complexity of the system itself, as illustrated in Figure 1. The classical
paradigm for which many different numerical methods have been developed
over the last fifty years is shown on the the top of Figure 1, where we assume
that the only data available are the boundary and initial conditions while the
specific governing partial differential equation (PDE) and associate param-
eters are precisely known. On the other extreme (lower plot), we may have
a lot of data, e.g. in the form of time series, but we may not know the gov-
erning physical law, e.g. the underlying PDE, at the continuum level; many
problems in social dynamics fall under this category although work so far
has focused on recovering known PDEs from data only, e.g. see [14, 15, 16].
Perhaps the most interesting category is sketched in the middle plot, where
we assume that we know the physics partially, e.g. in an advection-diffusion-
reaction system the reaction terms may be unknown, but we have several
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scattered measurements in addition to the boundary and initial conditions
that we can use to infer the missing functional terms and other parameters
in the PDE and simultaneously recover the solution. It is clear that this mid-
dle category is the most general case, and in fact it is representative of the
other two categories, if the measurements are too few or too many. This is
the mixed case that we address in this paper but with the significantly more
complex scenario, where the solution is a stochastic process due to stochastic
excitation or an uncertain material property, e.g. permeability or diffusiv-
ity in a porous medium. Hence, we employ stochastic differential equations
(SDEs) to represent these stochastic solutions and other stochastic fields.
Figure 1: Schematic to illustrate three possible categories of physical problems and asso-
ciated available data. We use the term “PHYSICS” to imply the known physics for the
target problem.
s
Taking inspiration from the work on physics-informed neural networks for
deterministic PDEs [12, 13], here we employ GANs for stochastic problems
in the second category of Figure 1. We wish to encode the known physics,
more specifically, the form of the stochastic differential equation (SDE), into
the architecture of GANs while at the same time exploit the feature of GANs
to model and learn the unknown stochastic terms in the equations from data.
This approach represents a seamless integration of models and data both for
inference and system identification but also for the aforementioned mixed
case, where we have insufficient data for both, and hence we wish to in-
fer both the system and the state. This is an emerging new paradigm in
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machine learning research addressing engineering applications, where typi-
cally the physics is very complex and we only have partial measurements of
forcing or material properties. To this end, recent advances include using
Gaussian process regression [17, 18, 19, 20, 21, 22] and deep neural networks
(DNNs) [23, 24, 25, 12, 26] to solve forward problems as well as Bayesian
estimation [27] and DNNs [28, 29] for inverse problems. However, published
works are mostly dealing with deterministic systems. There have only been
very few works published on data-driven methods for SDEs, e.g., [30, 31],
for forward problems; for the inverse problem, Zhang et.al. [32] have recently
proposed a DNN based method that learns the modal functions of the quan-
tity of interest, which could also be the unknown system parameters. While
robust, this method suffers from the “ curse of dimensionality” in that the
number of polynomial chaos expansion terms grows exponentially as the ef-
fective dimension increases, leading to prohibitive computational costs for
modeling stochastic systems in high dimensions. In this paper, we propose
physics-informed GANs (PI-GANs) to solve SDEs. Our method is flexible
in that without changing the general framework, it is capable of solving a
wide range of problems, from forward problems to inverse problems and in
between, i.e., mixed problems. Moreover, PI-GANs do not suffer from the
curse of dimensionality. As a result, we can possibly tackle SDEs involving
stochastic processes with high effective dimensions. In addition, PI-GANs
can make use of data collected from multiple groups consisting of multiple
sensors with no alignment between data in the groups.
The organization of this paper is as follows. In Section 2, we set up the
data-driven problems. In Section 3, we give a brief review of GANs and
the specific version we use, namely Wasserstein GANs with gradient penalty
(WGAN-GP). Our main algorithms are introduced in Section 4, followed by
a detailed study of the performance of our methods in Section 5. We first
consider the learning of stochastic processes from a limited number of realiza-
tions and discuss the currently under-studied issue of overfitting in WGAN-
GP. Subsequently, we present solutions of stochastic PDEs for different types
of available data and different dimensions. We conclude in Section 6 with a
brief summary and discussion of the current limitations of the method.
4
2. Problem setup
To illustrate the main idea of PI-GANs we consider the following stochas-
tic differential equation:
Nx[u(x;ω); k(x;ω)] = f(x;ω), x ∈ D, ω ∈ Ω,
Bx[u(x;ω)] = b(x;ω), x ∈ Γ,
(1)
where Nx is a general differential operator, D is the d-dimensional physical
domain in IRd, Ω is the probability space, and ω is a random event. The coef-
ficient k(x;ω) and the forcing term f(x;ω) are modeled as random processes,
and thus the solution u(x;ω) will depend on both k(x;ω) and f(x;ω). Bx
is the boundary condition operator acting on the domain boundary Γ. As a
pedagogical example, in this paper we consider the one-dimensional stochas-
tic elliptic equation, which retains most of the main features of more complex
SDEs:
− 1
10
d
dx
[
k(x;ω)
d
dx
u(x;ω)
]
= f(x;ω), x ∈ [−1, 1],
u(−1) = u(1) = 0,
(2)
where k(x;ω) and f(x;ω) are independent stochastic processes, and k(x;ω) is
strictly positive. For simplicity, we impose homogeneous Dirichlet boundary
conditions on u(x;ω).
We consider a general scenario for Equation (1), where we have a limited
number of measurements from scattered sensors for the stochastic processes.
Specifically, we place sensors at {xki }nki=1, {xui }nui=1, {xfi }nfi=1 and {xbi}nbi=1 to
collect “snapshots” of k(x;ω), u(x;ω), f(x;ω) and b(x;ω), where nk, nu, nf
and nb are the numbers of sensors for k(x;ω), u(x;ω), f(x;ω) and b(x;ω),
respectively. Here, one “snapshot” represents a simultaneous read of all the
sensors, and we assume that the data in one snapshot correspond to the
same random event ω in the random space Ω, while ω varies for different
snapshots. Note that each snapshot is the concatenation of snapshots from
k(x;ω), u(x;ω), f(x;ω) and b(x;ω), thus it is actually a vector of size (nk +
nu + nf + nb). Suppose we have a group of N snapshots, then we denote the
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accessible data set as {T (ω(j))}Nj=1 defined as
{T (ω(j))}Nj=1 = {(K(ω(j)), U(ω(j)), F (ω(j)), B(ω(j)))}Nj=1,
K(ω(j)) = (k(xki ;ω
(j)))nki=1,
U(ω(j)) = (u(xui ;ω
(j)))nui=1,
F (ω(j)) = (f(xfi ;ω
(j)))
nf
i=1,
B(ω(j)) = (b(xbi ;ω
(j)))nbi=1.
(3)
The corresponding terms in Equation (3) are omitted if we put no sensors
for that specific process.
In this paper, we assume that we always have a sufficient number of
sensors for f(x;ω) in Eqn 2. The type of the problems varies depending on
the number of sensors on k(x;ω) and u(x;ω): as we decrease the number
of sensors on k(x;ω) while increase the number of sensors on u(x;ω), the
problems gradually transform from forward to mixed and finally to inverse
problems.
Moreover, we could have more than one group of snapshots of measure-
ments, so in this case, our accessible data are
{{Tt(ω(t,j))}Ntj=1}Mt=1 = {{(Kt(ω(t,j)), Ut(ω(t,j)), Ft(ω(t,j)), Bt(ω(t,j)))}Ntj=1}Mt=1,
(4)
where M is the number of groups, t is the index for the groups, and Nt is
the number of snapshots in group t. The random event ω(t,j) denotes the
random instance of the j-th snapshot in group t. Note that the sensor se-
tups in different groups could be different, and we use {xk,ti }nk,ti=1 to denote
the position setup of nk,t sensors for k in group t (similarly for other terms).
More importantly, snapshots from different groups could be collected inde-
pendently. For example, in addition to the existing old sensors, we may place
some new sensors and collect and utilize data from both the new and the old
sensors. In this setup, we can make use of both the newly collected data and
the previously collected data solely from the old sensors.
3. A brief review of GANs and WGANs
Before moving to our main algorithms, we briefly review GANs and
WGANs. Consider the problem of learning a distribution Pr on IR
d, given
data sampled from Pr. Suppose we have a DNN Gθ(·) parameterized by
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θ that takes the random variable z ∈ IRm as input and outputs a sample
Gθ(z) ∈ IRd. The random input z is sampled from a prescribed distribution
Qz (e.g., uniform, Gaussian), and we denote the distribution of Gθ(z) as Pg.
We want to approximate Pr with Pg.
GANs deal with this problem by defining a two-player zero-sum game
between the generator Gθ(·) and the discriminator Dρ(·), which is another
DNN parameterized by ρ. The discriminator takes a sample x ∈ IRd as input
and aims to tell if it is sampled from Pr or Pg. Meanwhile, the generator
tries to “deceive” the discriminator by mimicking the true distribution Pr.
In vanilla GANs [33], the two-player zero-sum game is defined as follows:
inf
θ
sup
ρ
Ex∼Pr [log(Dρ(x))] + Ez∼Qz [log(1−Dρ(Gθ(z)))]. (5)
Correspondingly, the loss functions for the generator and discriminator are
Lg = Ez∼Qz [log(1−Dρ(Gθ(z)))],
Ld = −Ex∼Pr [log(Dρ(x))]− Ez∼Qz [log(1−Dρ(Gθ(z)))].
(6)
If the discriminator is optimal, Lg measures the Jensen-Shannon (JS) diver-
gence between Pr and Pg up to multiplication and addition by constants:
JS(Pr, Pg) =
1
2
KL(Pr||M) + 1
2
KL(Pg||M), (7)
where M = (Pr+Pg)/2, and KL(·||·) is the Kullback-Leibler divergence [33].
By training the generator and discriminator iteratively, ideally we can make
Pg approach Pr in the sense of the JS divergence.
However, the JS divergence does not always provide a usable gradient
for the generator, especially when the two distributions concentrate on low
dimensional manifolds [34]. As a consequence, training vanilla GANs is quite
a delicate process and could be unstable [34]. To fix this problem, Wasserstein
GANs with clips on weights (weight-clipped WGANs) [34] and WGANs with
gradient penalty (WGAN-GP) [35] were proposed. Similar to vanilla GANs,
the two-play zero-sum game in WGANs is formulated as
inf
θ
sup
ρ
Dρ is 1-Lipschitz
Ex∼Pr [Dρ(x)]− Ez∼Qz [Dρ(Gθ(z))]. (8)
The difference between weight-clipped WGANs and WGAN-GP is mainly
on the technique of imposing the Lipschitz constraint for Dρ: weight-clipped
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WGANs force ρ to be bounded during the training, while WGAN-GP adds a
gradient penalty to the loss function for the discriminator1. To be specific, in
WGAN-GP the loss functions for the generator and discriminator are defined
as
Lg = −Ez∼Qz [Dρ(Gθ(z))],
Ld = Ez∼Qz [Dρ(Gθ(z))]− Ex∼Pr [Dρ(x)] + λExˆ∼Pxˆ [(‖∇xˆDρ(xˆ)‖2 − 1)2],
(9)
where Pxˆ is the distribution generated by uniform sampling on straight lines
between pairs of points sampled from Pr and Pg, and λ is the gradient penalty
coefficient.
Instead of the JS divergence in vanilla GANs, in WGANs the loss function
for the generator corresponds to the Earth Mover or Wasserstein-1 distance
(W1) between Pr and Pg:
W1(Pr, Pg) = inf
γ∈Γ(Pr,Pg)
E(x,y)∼γ[‖x− y‖], (10)
where Γ(Pr, Pg) denotes the set of all joint distributions γ(x, y) whose marginals
are Pr and Pg, respectively. W1 distance is continuous and differentiable al-
most everywhere with respect to the parameters in the generator under a
mild constraint [34]. As a result, WGANs do not suffer from the problem
of mode collapse as would occur to vanilla GANs [34]. Moreover, according
to [35], training WGAN-GP is more stable than weight-clipped WGANs.
To demonstrate the effectiveness of WGAN-GP, we apply it on four toy
problems of approximating distributions in IR10, as illustrated in Figure 2.
We consider two types of Pr: one is a uniform distribution on a hypercube
in IR10, while the other one is a uniform distribution concentrated on a curve
embedded in IR10. For both cases of Pr, we test with an input of either 1-D
or 10-D standard Gaussian noise, i.e., Qz = N(0, 1) or Qz = N(0, I10). In all
four cases, the generator converges and generates samples with distribution
Pg close to the real distribution Pr, even for the cases where the dimension of
Qz mismatches the support of Pr. Due to its robustness, we use WGAN-GP
as our default version of GANs in this paper.
1In [34] and [35], the discriminators are names as “critics”, but in this paper we still use
the name of discriminators for consistency with other versions of GANs, including vanilla
GANs.
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Figure 2: Evolution of generated distributions Pg for two different input dimensions and
two different target distributions during training. The red dots are samples from Pg and
the black dots are samples from Pr. We visualize the distributions in IR
10 by plotting
sample projections in the first two dimensions. (a) The support of Pr is a hypercube,
Qz = N(0, I10). (b) The support of Pr is a hypercube, Qz = N(0, 1). Notice that the
support of Pg is always a curve, but it gets increasingly twisted in filling the hypercube
and minimizing W1(Pr, Pg). (c) The support of Pr is a curve, Qz = N(0, I10). Notice that
Pg gets increasingly concentrated in fitting the curve and minimizing W1(Pr, Pg). (d) The
support of Pr is a curve, Qz = N(0, 1).
4. Methodology
4.1. Approximating stochastic processes with GANs
As a pedagogical problem, let us first consider the problem of modeling
a stochastic process f(x;ω) on the domain D ∈ IRd with GANs. We use the
total N snapshots of f(x;ω) sensor data as our training set:
{F (ω(j))}Nj=1 = {(f(xi;ω(j)))ni=1}Nj=1, (11)
where n is the number of sensors and {xi}ni=1 are positions of the sensors.
We use a feed forward DNN f˜θ(x; ξ) parameterized by θ as our generator to
model the stochastic process f(x;ω). The generator takes the concatenation
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of a noise vector ξ ∼ Qz from IRm and the coordinate x as the input, while
the output is a real number representing f˜θ(x; ξ). Let
{F˜ (ξ(j))}j = {(f˜θ(xi; ξ(j)))ni=1}j (12)
be the generated “fake” snapshots, where {ξ(j)}j are instances of ξ with j as
the index.
The discriminator Dρ(·) is implemented as another feed forward DNN
parameterized by ρ. The GAN strategy shall be applied by feeding both the
real and generated snapshots into the discriminator, and train the genera-
tor and discriminator iteratively with the Adam optimizer [36] according to
Equation (9). The detailed algorithm is presented in Algorithm 1.
Algorithm 1 GANs for approximating stochastic processes.
Require: training steps nt, the gradient penalty coefficient λ, the number
of discriminator iterations per generator iteration nd, the batch size n,
Adam hyperparameters α, β1, β2, initial values θ0 and ρ0 for the parameters
generator θ and ρ.
for st = 1,2,...,nt do
for sd = 1,2,...,nd do
Sample n snapshots {F (j)}nj=1 from the training data set.
Sample n random vectors {ξ(j)}nj=1 ∼ Qz.
Sample n uniform random numbers {(j)}nj=1 ∼ U [0, 1].
for j = 1,2,...,n do
Fˆ (j) ← (j)F (j) + (1− (j))F˜ (ξ(j))
L(j) ← Dρ(F˜ (ξ(j)))−Dρ(F (j)) + λ(‖∇Fˆ (j)Dρ(Fˆ (j))‖2 − 1)2
end for
ρ← Adam(∇ρ 1n
∑n
j=1 L
(j), ρ, α, β1, β2)
end for
Sample n random vectors {ξ(j)}nj=1 ∼ Qz.
θ ← Adam(∇θ 1n
∑n
j=1−Dρ(F˜ (ξ(j))), θ, α, β1, β2)
end for
4.2. Solving stochastic differential equations with PI-GANs
Consider Equation (1), as illustrated in Figure 3, solving SDEs with PI-
GANs consists of the following three steps.
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First, we use two independent feed forward DNNs, namely k˜θk(x; ξ) and
u˜θu(x; ξ) parameterized by θk and θu, to represent the stochastic processes
k(x;ω) and u(x;ω) in the aforementioned way.
Second, inspired by the physics-informed neural networks for determin-
istic PDEs [12], we encode the equation into the neural networks system by
applying the operator Nx and Bx on the feed forward DNNs k˜θk(x; ξ) and
u˜θu(x; ξ) to generate “induced” neural networks, which are formulated as
f˜θu,θk(x; ξ) = Nx[u˜θu(x; ξ); k˜θk(x; ξ)] (13)
and
b˜θu(x; ξ) = Bx[u˜θu(x; ξ)]. (14)
Differentiation in Nx and Bx are performed by automatic differentiation [37].
We then use f˜θu,θk(x; ξ) and b˜θu(x; ξ) as the generators of f(x;ω) and b(x;ω),
respectively. Note that both f˜θu,θk(x; ξ) and b˜θu(x; ξ) are induced from u˜θu(x; ξ)
and k˜θk(x; ξ), thus the parameters θk and θu are directly inherited from u˜
and k˜.
Figure 3: Schematic of solving SDEs with PI-GANs. The round corner rectangles in the
blue and yellow boxes represent feed forward neural networks. The parallelograms in the
green box represent the neural networks induced by operators (Nx and Bx). The ellipses
represent snapshots from sensors, and the gray arrows represent sampling procedures. The
bracket in the yellow box represents concatenation.
In the third step, we incorporate our training data to conduct adversarial
training. The training data are collected as a group of snapshots in Equation
11
(3). The corresponding generated “fake” snapshots are
{G(ξ(j))}j = {(K˜(ξ(j)), U˜(ξ(j)), F˜ (ξ(j)), B˜(ξ(j)))}j,
K˜(ξ(j)) = (k˜θk(x
k
i ; ξ
(j)))nki=1,
U˜(ξ(j)) = (u˜θu(x
u
i ; ξ
(j)))nui=1,
F˜ (ξ(j)) = (f˜θk,θu(x
f
i ; ξ
(j)))
nf
i=1,
B˜(ξ(j)) = (b˜θu(x
b
i ; ξ
(j)))nbi=1,
(15)
where {ξ(j)}j are instances of ξ with j as the index. We could then feed
the generated snapshots and real snapshots into discriminator, and train
the generators and discriminators iteratively. With well trained generators,
we can then calculate all the statistics with sample paths created by the
generators.
If the snapshots are collected in M groups (M > 1), we will also need to
generate M groups of “fake” snapshots:
{{Gt(ξ(t,j)}j}Mt=1 = {{(K˜t(ξ(t,j)), U˜t(ξ(t,j)), F˜t(ξ(t,j)), B˜t(ξ(t,j)))}j}Mt=1,
K˜t(ξ
(t,j)) = (k˜θk(x
k,t
i ; ξ
(t,j)))
nk,t
i=1 ,
U˜t(ξ
(t,j)) = (u˜θu(x
u,t
i ; ξ
(t,j)))
nu,t
i=1 ,
F˜t(ξ
(t,j)) = (f˜θk,θu(x
f,t
i ; ξ
(t,j)))
nf,t
i=1 ,
B˜t(ξ
(t,j)) = (b˜θu(x
b,t
i ; ξ
(t,j)))
nb,t
i=1,
(16)
where ts are the indices for the groups, ξ(t,j) is an instance of ξ for each (t, j),
{xk,ti }nk,ti=1 is the position setup of nk,t sensors for k in group t (similarly for
other terms). We will also use multiple discriminators {Dρt(·)}Mt , with each
discriminator focusing on one group of snapshots, while the generators need
to “deceive” all the discriminators simultaneously.
We give a formal and detailed description of our method in Algorithm
2. For the case where we only have one group of data, we set M = 1. For
simplicity, here we set the weight in the generator loss function at = 1 for
each t, which works well, but the method of setting {at}Mt=1 requires further
study.
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Algorithm 2 PI-GANs for solving stochastic differential equations.
Require: training steps nt, the gradient penalty coefficient λ, the number
of discriminator iterations per generator iteration nd, the batch size n,
Adam hyper-parameters α, β1, β2, initial values θk0, θu0 and {ρt0}Mt=1 for
the parameters θk, θu and {ρt}Mt=1, the weights in the loss function for the
generators {at}Mt=1
for st = 1,2,...,nt do
for sd = 1,2,...,nd do
for t= 1,2,...,M do
Sample n snapshots {T (j)t }nj=1 from training data group t.
Sample n random vectors {ξ(t,j)}nj=1 ∼ Qz.
Sample n uniform random numbers {(t,j)}nj=1 ∼ U [0, 1].
for j = 1,2,...,n do
Gˆt
(j) ← (j)T (j)t + (1− (j))Gt(ξ(t,j))
L
(j)
t ← Dρt(Gt(ξ(t,j)))−Dρt(T (t,j))
+ λ(‖∇
Gˆt
(j)Dρt(Gˆt
(j)
)‖2 − 1)2
end for
ρt ← Adam(∇ρt 1n
∑n
j=1 L
(j)
t , ρt, α, β1, β2)
end for
end for
Sample n random vectors {ξ(j)}nj=1 ∼ Qz.
θ ← Adam(∇θ
∑M
t=1 at(
1
n
∑n
j=1−Dρt(Gt(ξ(j)))), θ, α, β1, β2),
where θ = (θk, θu)
end for
Note that our method does not explicitly distinguish the three types of
problems described Section 2. Solving forward problems, inverse problems
or mixed problems actually uses the same framework.
5. Numerical Results
The following settings are commonly shared by all the test cases. We
use tanh as the activation function instead of the commonly used ReLU
activation function, because piece-wise linear functions are not suitable for
solving SDEs, where we may need to take high order derivatives. All the feed
forward DNNs for generators in the following numerical experiments have 4
hidden layers of width 128. The sizes of the input layer into the generators
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vary and will be specified case by case. Most of the discriminators also have
hidden layers of the same size as the generators, except the ones in Section 5.1
that have 4 hidden layers of width 64, and the one for the additional group
of snapshots on u(x;ω) in Section 5.3 that has 4 hidden layers of width 16.
To initialize the DNNs, we use the uniform Xavier initializer for weights and
zero initializer for biases. The distribution Qz of the noise input into the
generators is an independent multi-variate standard Gaussian distribution.
For the hyper-parameters in loss functions and optimizers, we use the default
values of λ = 0.1, nd = 5, α = 0.0001, β1 = 0, β2 = 0.9, as in the toy problem
in [35]. The sensors are placed equidistantly in the domain. Our algorithms
are implemented with Tensorflow.
5.1. A pedagogical problem: approximating stochastic processes
In this section, we test the problem of approximating stochastic processes.
Consider the following Gaussian processes with zero mean and squared ex-
ponential kernel:
f(x) ∼ GP
(
0, exp
(−(x− x′)2
2l2
))
,
x ∈ D = [−1, 1],
(17)
where l is the correlation length.
5.1.1. Effect of the number of sensors and snapshots
We consider three different choices of correlation length l: l = 1, 0.5, 0.2,
and two sensor numbers for f(x;ω): 11 and 6, and fix the number of snap-
shots to be 1000. For l = 0.2 we also consider a supplementary case, where
we have 1× 104 snapshots. The training sample paths and positions of sen-
sors are illustrated in Figure 4. For each case, we run the code three times
with different random seeds. The batch size in all the cases is 1000. The
input layer of the generators has width of 5, i.e., the input noise is a four-
dimensional random vector.
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Figure 4: Sample paths of Gaussian processes with the sensor locations denoted by the
vertical dashed lines. We use the correlation length l = 1 (left), 0.5 (middle), 0.2 (right),
and 6 sensors (top) and 11 sensors (bottom).
Figure 5: W1 distances W1(Pˆng , Pˆnt ) versus training steps, for different correlation lengths
and number of sensors. The decay of W1 distances becomes slow after about 2 × 104
steps and hard to see after 8 × 104 steps. We set the number of sample snapshots for
empirical distribution to be n = 1000. The means and two standard deviations are from 3
independent runs and 10 batches of n generated snapshots and training snapshots in each
run.
To decide when to stop the training process, we calculate theW1 distances
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between the empirical distributions of generated snapshots and training snap-
shots W1(Pˆ ng , Pˆ nt ), where Pˆ ng is the empirical distribution of n generated
snapshots from Monte Carlo sampling and Pˆ nt is the empirical distribution
of n snapshots from the training set, using the python POT package [38]. In
our tests, we set n = 1000. We plot the W1 distances in Figure 5. Note that
the W1 distances decay and converge during the training, indicating that the
generated distributions approach the real distributions. We stop the training
after 1× 105 steps since W1(Pˆ ng , Pˆ nt ) is stable. In each run, we select the 11
generators at training step in the last 10001 steps with a stride of 1 × 103;
all together, we have 33 generators for each case. From each selected gen-
erator, we generate 1 × 104 sample paths based on the Halton quasi-Monte
Carlo method, and calculate its spectra, i.e. the eigenvalues of the covariance
matrices from the principal component analysis.
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Figure 6: Spectra of the correlation structure for the generated processes for different
correlation lengths. The training sets consist of the processes where the training snap-
shots are collected from, and the reference is calculated from another 1× 105 independent
sample paths. The means and two standard deviations are calculated from the selected
33 generators for each case; the standard deviations are very small.
The results are illustrated in Figure 6, from which we conclude that:
1. When we fix the number of snapshots to be 1000, as the correlation
length decreases, the gap between our generated processes and the refer-
ence solutions becomes wider. This is because smaller l results in higher
effective dimension, and more subtle local behavior of the stochastic
processes; however, this gap could be narrowed if we increase the num-
ber of snapshots.
2. The approximations in the cases with 11 sensors are better than the
approximations in the cases with 6 sensors if we have sufficient training
data. This is reasonable since we need more sensors to describe the
stochastic processes with small correlation length.
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3. Despite the fact that the input noise into the generator is a four-
dimensional vector, the spectra of the generated processes approximate
the spectra of the target processes with much higher effective dimen-
sionality. This makes sense since the low dimensional manifold could
fold and twist itself to fill the high dimensional region, as discussed
earlier.
5.1.2. WGAN-GP versus vanilla GANs
We compare the performance of WGAN-GP and the vanilla GANs in
approximating stochastic processes for the following two cases:
1. A Gaussian process in Equation (17) with l = 0.2.
2. A stochastic process with fixed 0 boundary condition. Specifically, we
consider
f(x) = (x2 − 1)g(x),
g(x) ∼ GP(0, exp
(−(x− x′)2
2× 0.22
)
),
x ∈ D = [−1, 1].
(18)
In both cases, we use 1 × 104 snapshots collected from 11 sensors as
training data. In Figure 7 we show the means and standard deviations
of generated processes trained by WGAN-GP and the vanilla GANs. We
can see that both versions of GANs produce good approximations for case
1. However, the vanilla GANs fail in case 2, while WGAN-GP still gener-
ates a good approximation. This agrees with the theory in [35] that vanilla
GANs are not suitable for approximating distributions concentrated on low
dimensional manifolds (the two fixed boundaries in this case), since the JS
divergence cannot provide a usable gradient for the generators.
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Figure 7: Mean and standard deviation of random processes generated by WGAN-GP
and vanilla GANs: For case 1, both versions of GANs perform well, but the vanilla GANs
failed in case 2, while the WGAN-GP can still provide accurate results. The vertical
dashed lines represent the positions of sensors.
5.1.3. Overfitting issues
It was pointed out in [35] that the discriminator can overfit the training
data given sufficient capacity but too little training data. Here we report
the same issue in our method. Take the case of approximating the stochastic
process where the correlation length is l = 0.2 with 11 sensors and 10000
training snapshots as an example. We plot the negative discriminator loss
−Ld for the training set and the validation set in Figure 8a. As training goes
on, the negative discriminator loss gradually increases for the training set
while still decreases for the validation set. The gap between them implies
that the discriminator overfits the training data, and gives a biased estimation
of the W1 distance between the real distribution and generated distribution,
just as is reported in [35].
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(a) (b)
Figure 8: Overfitting of the discriminator and generator. (a) Negative discriminator loss
on the training set and validation set versus the training steps in three independent runs.
(b) W1 distances W1(Pˆng , Pˆnt ) and W1(Pˆng , Pˆnv ) versus the training steps in three inde-
pendent runs. The means (markers) and two standard deviations (vertical lines on the
marker) come from ten groups of (Pˆng , Pˆ
n
t , Pˆ
n
v ). The black horizontal line is the empirical
expectation of W1(Pˆnr 1, Pˆnr 2) from 50 groups of (Pˆnr 1, Pˆnr 2).
How about the overfitting of generators? In our problem, the overfitting
of generators comes in two types:
Type-1 : Overfitting in the random space: The distribution of generated snap-
shots is biased towards the empirical distribution of the training snap-
shots. In the worst case, the generated snapshots are concentrated on
or near the support of training data.
Type-2 : Overfitting in the physical space: The generated stochastic processes
become worse after extensive training, and tend to match the real pro-
cesses only at the sensor locations and display large variations where
there is no sensor.
We first report that we did not detect type-2 overfitting in our exper-
iments. Actually, this type of overfitting would be reflected on the mean
and standard deviation of generated processes, which fit the reference values
pretty well in our experiments. We attribute this to the property of GANs
that the target for the generator is to approximate a distribution rather than
a single point on the sensors. As a result, the generator does not need to
overfit a specific value on the sensors in order to decrease the loss.
As for the type-1 overfitting, we could detect it in our experiments. As
depicted in Figure 8b, we can see this from the W1 distances between empiri-
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cal distributions of the generated snapshots and the training snapshots or the
validation snapshots, i.e., W1(Pˆ ng , Pˆ nt ) or W1(Pˆ ng , Pˆ nv ), where Pˆ ng , Pˆ nt and Pˆ nv
are empirical distributions of generated snapshots, training snapshots and
validation snapshots, n is the number of snapshots. Here, we set n = 1000.
We can see that as the training goes on, W1(Pˆ ng , Pˆ nv ) converges around the
expectation of W1(Pˆ nr 1, Pˆ nr 2), where Pˆ nr 1 and Pˆ nr 2 are independent empirical
distributions of n snapshots from real distribution Pr. However, W1(Pˆ ng , Pˆ nt )
goes down below the reference line, indicating that the generated snapshots
are biased towards the training snapshots, in other words, type-1 overfitting
actually happened.
Finally, we point out that type-1 overfitting is less harmful than underfit-
ting: in our problems, even in the worst case where the generated distribution
is concentrated on or near the support of training data, we can still recover
the sample paths whose snapshots are concentrated on or near the train-
ing snapshots, and based on these sample paths we can still obtain decent
estimations.
5.2. Forward problem
5.2.1. Case 1: Effects of input noise dimension and number of training snap-
shots
We consider the stochastic elliptic equation (Equation (2)), and k(x;ω)
and f(x;ω) as the following independent stochastic processes:
k(x) = exp
[
1
5
sin
(
3pi
2
(x+ 1)
)
+ kˆ(x)
]
kˆ(x) ∼ GP
(
0,
4
25
exp
(−(x− x′)2))
f(x) ∼ GP
(
1
2
,
9
400
exp
(−25(x− x′)2))
(19)
In this case, we need 13 dimensions to retain 99% energy of f(x;ω). We
put 13 k-sensors , 21 f -sensors and 2 u-sensors on the boundary of physical
domain D. The positions of the sensors and some sample paths of k(x;ω),
u(x;ω) and f(x;ω) are illustrated in Figure 9.
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Figure 9: Forward problem: the sample paths and sensor locations of k, u, and f . The
vertical dashed lines denote the locations of sensors.
To study the influence of input noise dimension, we fix the number of
training snapshots to be 1000, and vary the input noise dimension to be 2, 4,
20 and 50. Subsequently, we fix the input noise dimension as 20 and vary the
number of training snapshots to be 300, 1000 and 3000 to study the influence
of the number of training snapshots. During the training process, we keep
the batch size to be the total number of training snapshots. One notable
condition here is the independence of k(x;ω) and f(x;ω). To reflect this, we
shuffle the alignment of snapshots from k(x;ω) and f(x;ω) in each training
step. For each case, we run the code three times with different random seeds.
We stop the training after 1 × 105 steps, and then select 33 generators and
generate 1 × 104 sample paths from each generator in the same way as in
Section 5.1 to calculate the following statistics.
Our main quantity of interest in this problem is the mean and standard
deviation of u(x;ω). In Figure 10 we show the relative error of our inferences,
and compare it with the relative error of the stochastic collocation method
and the Monte Carlo full trajectory sample paths of u(x;ω). We can see
that:
1. Our errors are comparable with the errors calculated from 1000 full tra-
jectory sample paths of u(x;ω), showing the effectiveness of our method
considering that we only have 1000 snapshots on sparsely placed sensors
for k(x;ω), f(x;ω) and boundary of u(x;ω).
2. The stochastic collocation method gives a better solution, but it re-
quires a full knowledge of k(x;ω) and f(x;ω), including the covariance
kernel function, which is far beyond our accessible data.
3. When we increase the dimension of input noise, we can see that the
error of mean does not change too much, but the error of the standard
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deviation decreases. We attribute this to the fact that although a low
dimensional manifolds could twist itself to fill in the high dimensional
region, higher dimensional manifolds produce better approximations by
filling in the high dimensional region more efficiently.
4. With fixed input noise dimension, the error decreases as the number of
training snapshots increases.
Figure 10: Forward problem for different input noise dimensionality (left part of the panel)
and the number of training snapshots (right part of the panel): relative errors of inferred
mean and standard deviation of the stochastic solution u(x;ω). The colored bars and the
corresponding black lines represent the mean and two standard deviations of the relative
errors calculated from the selected 33 generators for each case. The grey bars and the
black lines represent the expectation and two standard deviations of the relative error if
we calculate the mean and standard deviation of u(x;ω) from a random draw of 1000
u(x;ω) sample paths. The black bar (before the vertical dashed line) is the relative error
from stochastic collocation method with 630 collocation points. The reference solutions
are calculated from 1× 105 u(x;ω) sample paths.
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(a) (b)
Figure 11: Forward problem: spectra of generated right-hand-side f(x;ω) processes. (a):
Varying input noise dimension for a fixed number of snapshots at 1000. (b): Varying the
number of training snapshots for a fixed dimension of input noise at 20. The inset plots
are the zoom-ins of the eigenvalues of high frequency modes. The means (markers) and
two standard deviations (vertical lines on the markers) are calculated from the selected 33
generators. The reference curves are calculated from another 1× 105 independent f(x;ω)
sample paths.
We also illustrate the spectra of the generated processes for f(x;ω) in
Figure 11 to verify that the generated processes captured the covariance
structure of f(x;ω). We can see that the spectra of our generated processes
fit the reference solution well. With fixed number of training snapshots, as we
increase the input noise dimension, the gap between our generated processes
and the reference solutions narrows. With fixed input noise dimension, the
gap narrows as we increase the number of training snapshots. These obser-
vations on the spectra are similar with those about the error of u.
We further check the correlation between the generated processes. The
correlation coefficient C(f1(x;ω), f2(x;ω)) between two stochastic processes
f1(x;ω) and f2(x;ω) (x ∈ D) is defined as
C(f1(x;ω), f2(x;ω)) =
1
n
n∑
i=1
∣∣∣∣∣ Cov(f1(xi;ω), f2(xi;ω))√Var(f1(xi;ω))Var(f2(xi;ω))
∣∣∣∣∣ , (20)
where xi is the uniform grid points in D. Here, we set n = 201 for C(k, f),
while n = 199 for C(k, u) to exclude the boundary points for u.
24
2 dim 4 dim 20 dim 40 dim
C(k, f) 3.4±2.1 % 2.3±1.6 % 2.5±2.3 % 2.7±1.8 %
C(k, u) 74.3±1.3 % 73.6±1.0 % 73.8± 0.9 % 73.2±0.8 %
300 snapshots 3000 snapshots reference
C(k, f) 2.5±1.8 % 2.5±1.5 % 0
C(k, u) 74.0±0.9 % 72.4±1.5 % 72.5 %
Table 1: Forward problem: correlation coefficient between the generated random processes.
The mean and two standard deviations are calculated from the selected 33 generators for
each case. The reference for C(k, f) comes from the assumption that k(x;ω) and f(x;ω)
are independent, while the reference for C(k, u) is calculated from Equation (20) with
1× 105 independent samples of k(x;ω) and u(x;ω) paths.
From Table 1 we can see that our generated processes for k(x;ω) and
f(x;ω) are weakly correlated, while the generated processes for k(x;ω) and
u(x;ω) are strongly correlated. All the correlation coefficients are close to
the reference values.
5.2.2. Case 2: a (relatively) high dimensional problem
In this case, we solve the stochastic differential equation where the corre-
lation length of f(x;ω) is relatively small. We consider k(x;ω) and f(x;ω)
as the following independent stochastic processes:
k(x) = exp
[
1
5
sin
(
3pi
2
(x+ 1)
)
+ kˆ(x)
]
kˆ(x) ∼ GP
(
0,
4
25
exp
(−(x− x′)2))
f(x) ∼ GP
(
1
2
,
9
400
exp
(−625(x− x′)2
4
)) (21)
Note that we need 30 dimensions to retain 99% energy of f(x;ω). We put
13 k-sensors, 41 f -sensors, and 2 u-sensors on the boundary of our domain
of interest D. In this case, we use 1 × 104 snapshots as training data while
we set the batch size to be 1000 and fix the input noise dimension to be 20.
Again, we shuffle the alignment of snapshots of k(x;ω) and f(x;ω) during
the training to reflect their independence.
We run the code three times with different random seeds and stop the
training after 2 × 105 steps and then select 33 generators and generate 1 ×
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104 sample paths from each generator in the same way as in Section 5.1 to
calculate the error of u(x;ω) as well as the spectra of f(x;ω), as illustrated in
Figure 12. We can see that the spectra fit the reference values well. Although
the error of our inferred mean is larger than that calculated from 1 × 104
sample paths of u(x;ω), the error of standard deviation is comparable.
(a) (b)
Figure 12: Forward problem with stochastic right-hand-side process f(x;ω) of high di-
mensionality. (a) Relative errors of inferred mean and standard deviation of u(x;ω). Red
bars and the associated black lines represent the mean and two standard deviations of rel-
ative errors from the selected 33 generators. The grey bars and the associated black lines
represent the expectation and two standard deviations of relative errors calculated from
1×104 sample paths of u(x;ω). (b) The spectra of generated process versus the reference.
The means (red markers) and two standard deviations (red vertical lines on the markers)
are calculated from the selected 33 generators. The reference values are calculated from
1× 105 Monte Carlo sample paths of f(x;ω).
5.3. Inverse and mixed problems
In this section, we show that our method can manage a wide range of
problems, from forward problems to inverse problems, and mixed problems
in between. In particular, we solve the three types of problems governed by
Equation (2), where k(x;ω) and f(x;ω) are independent processes as follows:
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k(x) = exp
[
1
5
sin
(
3pi
2
(x+ 1)
)
+ k˜(x)
]
,
k˜(x) ∼ GP
(
0,
4
25
exp
(−(x− x′)2)) ,
f(x) ∼ GP
(
1
2
,
9
400
exp
(−(x− x′)2)) .
(22)
We consider the following four cases of sensor placement:
Case 1 : 1 k-sensor, 13 u-sensors (including 2 on the boundary), 13 f -
sensors.
Case 2 : 5 k-sensors, 9 u-sensors (including 2 on the boundary), 13 f -
sensors.
Case 3 : 9 k-sensors, 5 u-sensors (including 2 on the boundary), 13 f -
sensors.
Case 4 : 13 k-sensors, 2 u-sensors on the boundary of u, 13 f -sensors.
Note that case 1 is an inverse problem, case 4 is a forward problem, while case
2 and 3 represent mixed problems. For each case, we use 1000 snapshots for
training. Note that in cases 1-3, we cannot shuffle the alignment of snapshots
from k(x;ω) and f(x;ω) as in Section 5.2 since both k(x;ω) and f(x;ω) are
correlated with u(x;ω). For consistency, in this section, we do not shuffle
the alignment of snapshots for any of the four cases. We set the batch size
to be 1000 and the input noise dimension to be 20. For each case, we run
the code three times with different random seeds. The training stops after
2× 105 steps, and we select 33 generators and generate 1× 104 sample paths
from each generator in the same way as in Section 5.1 to calculate the mean
and standard deviation of k(x;ω) and u(x;ω).
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Figure 13: Relative errors of inferred mean and two standard deviations for both k(x;ω)
and u(x;ω) in inverse problem (blue left most bars), mixed problems (green and purple
bars) and forward problem (pink bars). The colored bars and the corresponding black
lines represent the mean and two standard deviations of the relative errors calculated
from the selected 33 generators for each case. Also shown on the right part of the panel
are two reference cases, the green shaded bars corresponding to NN-aPC method [32] for
the case 2 on the left, and the grey bars and their associated black lines corresponding
to the expectation and two standard deviations of relative error calculated from 1000
independent sample paths of k(x;ω) or u(x;ω).
In Figure 13 we compare the relative errors with reference solutions calcu-
lated from Monte Carlo sample paths as well as the method proposed in [32].
We can see that our errors are in the same order of magnitude with errors
from 1000 sample paths, showing the effectiveness of our method in solving
all three types of problems. Also, for the case of 5 k-sensors and 9 u-sensors,
our method achieves comparable accuracy with the method in [32].
5.4. Multiple groups of training data
Finally, we test our method for the case where we have multiple groups
of snapshots as training data. In particular, we perform our test based on
the case 4 in Section 5.3. Apart from the sensors in that case, we put one
additional u-sensor at position x = 0, and collect another group of 1000
snapshots at this additional sensor. Hence, we have two groups of training
data:
Group 1 : 13 k-sensors, 2 u-sensors on the boundary of u, 13 f -sensors.
1000 snapshots.
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Group 2 : 1 u-sensor at x = 0. 1000 snapshots.
Again, we emphasize that the two groups of snapshots cannot be aligned.
Note that a single snapshot in group 2 is almost useless since we cannot
align it with another snapshot in group 1. However, the ensemble of the
snapshots in group 2 actually can tell the distribution for u(x;ω) at x = 0.
Figure 14: Relative errors of inferred mean and two standard deviations for both k(x;ω)
and u(x;ω) using 1 group of data (pink) and 2 groups of data (light green). The colored
bars and the corresponding black lines represent the mean and two standard deviations of
the relative errors calculated from the selected 33 generators for each case.
To utilize the data in two groups, we apply Algorithm 2 with the number
of discriminators M = 2. In this case, we set the training batch size as 1000
while the input noise dimension as 20. We run the code three times with
different random seeds. The training stops after 2× 105 steps, and we select
33 generators and generate 1× 104 sample paths from each generator in the
same way as in Section 5.1 to calculate the mean and standard deviation of
k(x;ω) and u(x;ω). In Figure 14, we plot the errors of the inferred k(x;ω)
and u(x;ω) in this case as well as errors from case 4 in Section 5.3. Compared
with the results obtained by only using one group of data, in this case, the
error of the standard deviation of u(x) decreases significantly, showing the
capability of our method in learning from the ensemble of snapshots in group
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2. To the best of our knowledge, our method is so far the only one that can
manage this case.
6. Summary and future work
We proposed physics-informed generative adversarial networks (PI-GANs)
as a data-driven method for solving stochastic differential equations (SDEs)
based on a limited number of scattered measurements. PI-GANs are com-
posed of a discriminator, which is represented by a simple feed forward deep
neural network (DNN) and of generators, which are a combination of feed
forward DNNs and a neural network induced by the SDE. We assumed that
partial data are available in terms of different realizations of the stochastic
process obtained simultaneously at different locations in the domain. We
trained the generators and discriminator iteratively with the loss functions
employed in WGAN-GP [35] so that the joint distribution of generated pro-
cesses approximates the target stochastic processes. We also proposed a more
general architecture with multiple discriminators to deal with cases, where
data are collected in multiple groups, i.e., data collected independently from
different sets of sensors.
We first tested WGAN-GP in approximating Gaussian processes for dif-
ferent correlation lengths. As shown in Figure 6, we obtained good approxi-
mation of the generated stochastic processes to the target ones even for a mis-
match between the input noise dimensionality and the effective dimensional-
ity of the target stochastic processes. The approximations were improved by
increasing the number of sensors and snapshots. We also compared WGAN-
GP and vanilla GANs, and concluded that vanilla GANs are not suitable for
approximating stochastic processes with deterministic boundary condition,
as shown in Figure 7. We further studied the overfitting issue by monitoring
the negative discriminator loss (Figure 8a) and Wasserstein distance between
empirical distributions (Figure 8b). We found that overfitting occurs also in
the generator in addition to the discriminator as previously reported.
Subsequently, we considered the solution of elliptic SDEs requiring ap-
proximations of three stochastic processes, namely the solution u(x;ω), the
forcing f(x;ω), and the diffusion coefficient k(x;ω). Without changing the
framework, we were able to solve a wide range of problems, from forward
to inverse problems, and in between, i.e., mixed problems where we have
incomplete information for both the solution and the diffusion coefficient.
As shown in Figure 10 and Figure 13, we obtained both the means and
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standard deviations of the stochastic solution and the diffusion coefficient in
good agreement with benchmarks. In the case of the forward problem, we
studied the influence of dimensionality of the input noise into the generators
in Figure 10, and found that although small dimensionality can also work,
high dimensionality for the input noise leads to better results. Moreover,
we tested PI-GANs for a relatively high dimensional problem with f(x;ω)
of stochastic dimension 30. In Figure 12 we showed that the inferred mean
and standard deviation of u(x;ω) as well as the spectra of f(x;ω) match the
reference values well. Finally, we applied PI-GANs consisting of two discrim-
inators to a stochastic problem with two groups of snapshots available for
training, where the second group includes snapshots from only a single sen-
sor for u(x;ω). We could see in Figure 14 that the error decreases compared
with the error of the case where we only have the first group of data. This
demonstrates the capability of PI-GANs to utilize information from multiple
groups of data and learn from an ensemble of snapshots, even when a single
snapshot is useless.
We also point out some limitations of the current version of PI-GANs.
Since the computational cost of training GANs is much higher than training
a single feed forward neural network, the PI-GANs method has higher com-
putational cost than the physics-informed neural networks for deterministic
PDEs [12, 13] and SDEs [32]. Also, in our numerical experiments, overfitting
was detected in both discriminators and generators when training data are
limited. Although overfitting of generators is less harmful than underfitting,
we wish to address this issue systematically in future work. Moreover, in the
current work we only take into consideration the uncertainty described in
SDEs, but not from measurements, nor do we account for the uncertainty of
the approximability of GANs as was done in [32] for DNNs using the dropout
method. In future work, we wish to endow PI-GANs with uncertainty quan-
tification coming from diverse sources, and hence provide estimates of the
total uncertainty of the unknown distribution. Finally, we comment on the
computational cost due to high dimensionality of stochastic problems. In ex-
periments not reported here, we estimated the computational cost of solving
the forward SDE for 60 dimensions, i.e., twice the dimensionality in the case
reported in Section 5.2.2. Specifically, we decreased the correlation length for
f(x;ω) by half and doubled the sensors for f(x;ω), while keeping all the other
settings the same as in Section 5.2.2. We found that the computational cost
was approximately doubled, obtaining 1−3% of relative error in the mean and
standard deviation of the stochastic solution. This is consistent with other
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lower dimensional problems we presented in this paper, which suggests that
the overall computational cost increases with a low-polynomial growth, hence
PI-GANs can, in principle, tackle very high dimensional stochastic problems.
We will systematically investigate the scalability of PI-GANs for more com-
plex stochastic PDEs in very high dimensions in future work. Moreover, we
shall aim to optimize PI-GANs in terms of the architecture, depth and width
of the generators and discriminators as well as the other hyperparameters.
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