Abstract. The adult human brain has around 10 11 neurons and 10
Background
This article introduces, by way of examples, the utility of theoretical modelling in understanding aspects of neural circuitry. Perhaps one of the best examples of theoretical modelling aiding our understanding in neuroscience is the seminal work of Hodgkin and Huxley concerning the ionic basis of the action potential (reviewed by Hodgkin, 1958) . Since their work over fifty years ago, many researchers have built upon this framework, developing more complex models to account for new experimental findings. This work is an example of a "realistic" model such that the computational model tries to account for all known relevant details of a particular system (Sejnowski et al., 1988) . The model is then evaluated by comparing model output with experimental results.
One crucial issue with this kind of modelling is deciding just how much known experimental detail to include in a model. As we now have a lot of information about the details of individual neurons, should we include all those details when we model a neuron? The answer may, perhaps, be yes if our model investigates the behaviour of just one neuron. However, if, for example, we wish to study the collective dynamics of a large population of neurons, modelling each neuron in detail may not be possible, as the system may become too large to be carefully studied: for example, the model may require the specification of too many parameters, or require prohibitively long computation resources. Furthermore, it may be the case that for a particular study, certain details, although known, may be irrelevant for the model in question.
For example, the Hodgkin-Huxley equations capture the detailed time evolution of an action potential by modelling ion channels and voltage-dependent conductances. However, if the detailed shape of an action potential is not important, but rather we are interested in the timing of the action potential, then a simpler integrate and fire neuron may be sufficient for our purposes. In this case, we can refer to the integrate and fire neuron as a "simplifying model" (Sejnowski et al., 1988) . It clearly does not attempt to model all the details underlying action potentials, but can be used as the basis for building larger models to study e.g. network dynamics. This distinction between realistic models and simplifying models is obviously not unique to neuroscience modelling. For example, in ecology, the corresponding terms are "mechanistic" versus "phenomenological" models (Nathan and Muller-Landau, 2000) . Mechanistic models attempt to simulate mechanisms underlying key behaviours, whereas phenomenological models are more concerned with replicating the behaviours, irrespective of the actual mechanisms that may generate those behaviours.
A valid criticism against simplifying models is often that they are "biologically implausible" and, hence, do not tell us how the brain solves the task. That often is indeed the case. However, the model may still tell us interesting things about other aspects of the problem. For instance, the back-propagation learning algorithm was used to train a multiple layer perceptron to investigate how children might learn to pronounce words (Sejnowski and Rosenberg, 1987) . Specifically, the network was trained to associate letters within a word to the corresponding phonetic representation. This is a difficult task to achieve (at least in English) since the context of the letter is important: consider the pronunciation of the letter i within the words bite and bit. The back-propagation learning algorithm was used to adapt the connection strengths within the network to learn this association. This learning algorithm is so-named because of the way that during learning, error signals "back-propagate" from the output layer back to the input layer. This back-propagation of error is unlikely to occur in neural systems, and hence this learning algorithm is validly regarded as biologically implausible. However, if one regards this learning algorithm as simply a way of training a network, we can still explore the properties of the network, and compare them with human performance. For example, during training there is a stage-like progression of behaviour, seen in young children, where an early babbling-phase can be distinguished from the later, more-refined, performance. Analysis of the structure of the internal representation formed by the networks suggests that the network autonomously learns to distinguish vowels from consonants (Sejnowski and Rosenberg, 1987) . Therefore, even though the learning rule may be biologically implausible, the model as a whole gives useful insights into how the brain may acquire the ability to pronounce words.
In this article, we review two recent applications of simplifying models to two different problems in neuroscience. The first model investigates an aspect of structural formation of neural circuitry, illustrating how modelling can help us
