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Abstract 
One recommended strategy for the analysis of CFD-data is the 
interactive exploration within virtual environments. Common 
visualization systems are unable to process large data sets while 
carrying out real-time interaction and visualization at the same 
time. The obvious idea is to decouple flow feature extraction from 
visualization. 
This paper covers the functionality of the parallel CFD post-
processing toolkit Viracocha. Two aspects are discussed in more 
detail. The first approach covers strategies to reduce the loading 
time. Data caching and prefetching are employed to reduce 
access time. The second aspect concerns an approach called 
streaming that minimizes the time a user has to wait for first 
results. Viracocha already sends coarse intermediate data back to 
the virtual environment before the final result is available. 
Different streaming and data handling strategies are described. In 
order to emphasize the benefit of our implementation efforts, some 
strategies are applied to multi-block CFD data sets. 
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1. Introduction 
1.1. CFD Post-Processing and Virtual Reality 
In the past, only experiments could provide a detailed insight 
into complex flow fields. Depending on the test bed assembly and 
on inserted dye that was to highlight flow structures, 
measurements were full of mistakes, which led to rather 
inaccurate results. On the other hand, for a long time, a 
fundamental comprehension about the mathematical and physical 
description of flows has been available. However, only simple 
flows could be computed. After the availability of powerful 
computers, computational fluid dynamics (CFD) gained 
importance. Today, CFD is the preferred technique to assess flow 
fields although the experimental approach still plays an important 
role in the domain of aerodynamic analysis. Nowadays, 
experimental findings are mainly used to validate simulation 
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results. Due to the considerable cost of experiments, flow 
simulations continuously push forward. 
During the past years, the development of high performance 
computing (HPC) systems has resulted in an enormous amount of 
computing power, which is also for the benefit of CFD. By 
incorporating supercomputers, continuously growing simulation 
data sets can be produced, which are essentially useless without 
further treatment. Therefore, efficient post-processing approaches 
are needed to extract structures and features from these raw data. 
Converted into geometrical objects, they can be rendered by 
scientific visualization methods in order to depict a 
comprehensive overview of the underlying data sets. 
At that point, Andries van Dam et al. [1] indicate a 
considerable problem: The size of computed simulation results 
increases faster than the possibilities of data processing and data 
analysis. In the long term, they expect that only artificial 
intelligence (AI) techniques will solve this problem by offering a 
completely automatic pre-processing of raw data. Then, the user 
would only be confronted with pre-structured, handy quantities of 
prepared data. For the near future, they propose the employment 
of  Immersive Virtual Reality (IVR) that combines interactive 
visualization with immersive sensation. Appropriate systems have 
to ensure the complete integration of users into virtual, computer-
generated worlds in order to enable an interactive investigation of 
phenomena located in simulation data sets. 
This approach, also called explorative analysis, works directly 
on the raw data set with the aim to extract characteristic structures 
as fast as possible, to set up hypotheses, or to gain further far-
reaching insights. The fundamental procedure is a trial and error 
approach, i.e., the user continuously defines parameter values to 
extract features, which are thereafter often rejected because of 
unsatisfying results. Then, the parameters are modified for a 
renewed computation. This iterative scheme is applied until a 
comprehension of the flow characteristics is attained. 
Even for features whose theory is based on an absolute 
criterion, an adjustment of parameters can be useful. For instance, 
the  λ2-theory for vortices (as described in Section 6.3 and 
assessed in Section 7.2) defines vortex boundaries where the 
second largest eigenvalue λ2 is zero. However, in practice a value 
about zero is used to get more accurate regions. This accurate 
adjustment depends on the data set. 
Above all, the explorative approach is based on the 
interactivity of the underlying system. Especially for virtual 
environments, real-time interaction is a fundamental and 
imperative prerequisite. In order to meet this requirement, two 
important basic criteria have to be fulfilled: 1.  Minimum Frame Rate: An application is not allowed to 
work with a frame rate lower than a threshold, which is 
defined by Bryson [2] to 10 Hz. A more restrictive limit 
is set by Kreylos [3] who recommends a minimum frame 
rate of 30 frames per second. 
2.  Maximum System Response Time: Additionally, 
Bryson as well as Kreylos have defined the response time 
of a Virtual Reality (VR) system after a user input was 
applied. Both tolerate only a maximum time of 100 
milliseconds until a feedback must take place. 
 
These demands have to be kept unconditionally. Falling short 
of the frame rate requirement immediately results in unpleasant 
jerking. If the maximum response time is exceeded, the user loses 
the perceived correlation between action and presented reaction. 
In order to avoid the violation of these demanded prerequisites, 
hardware and software have to meet high requirements. 
When handling complex visualization scenarios, challenges 
for the renderer and for the VR hardware are already high. 
Therefore, such real-time systems can hardly perform CFD post-
processing of large data additionally. The interaction criteria 
mentioned above would certainly be violated, especially by the 
usage of complex extraction algorithms. Real-time exploration 
and visualization of data would not be possible anymore. For this 
reason, a different approach from this all-in-one solution has to be 
developed. 
1.2. Distributed Post-Processing System 
HPC systems and visualization hosts are optimized according 
to their distinguished domains. Supercomputers possess a huge 
amount of main memory, a large number of processors, and a fast 
interconnection to secondary storage systems in order to satisfy 
the resource requirements of parallel computation applications 
(e.g. CFD simulation solvers). On the other hand, visualization 
hosts contain optimized graphics subsystems adjusted primarily to 
the rendering of complex scenes. It seems to be obvious that HPC 
clusters, which already produced the raw CFD data, should also 
be capable of supplying the post-processing with sufficient 
computing and memory capacity. Therefore, the main idea of the 
described framework is to shift the extraction algorithms and the 
complete handling of raw data to an HPC cluster. This relieves the 
visualization system, which is often incapable of even loading the 
huge data set into its limited memory. By the distributed scheme, 
it now receives considerable smaller data extracted by the HPC 
cluster, which can be displayed in a virtual environment using the 
entire system resources. 
By this division of labor, it is easier to satisfy the first 
interaction criterion. The second one, which also should be valid 
for user requests to extract CFD features, cannot be granted 
automatically by this design. However, the response time can be 
reduced considerably by parallel computation. Usually, this is not 
enough. The primary problem is the access to huge data sets. We 
present a data management system to reduce this problem 
significantly. Furthermore, we introduce data streaming as a 
concept to enable short response times. Hereby, first results are 
already presented although the extraction algorithm is still 
computing. This approach improves the acceptance of post-
processing particularly in interactive virtual environments. 
1.3. Classification of Post-Processing Algorithms 
It is not sufficient to assess post-processing algorithms on the 
basis of the interaction criteria. Therefore, we additionally 
developed a classification scheme that offers several aspects to 
judge an approach. We use the scheme to assess both standard 
extraction algorithms and versions extended by streaming 
capabilities. 
There are four main categories, each comprises two different 
criteria. The grouping is depicted in Figure 1. The first and most 
obvious category concerns the speed of execution. This point is 
divisible into the total runtime of a computation and the time 
elapsed until the first streamed partial data can be visualized, 
called  latency time. The next category rates the memory 
requirement of a particular algorithm. Basically, there is a trade-
off between speed and memory usage. In general, the more 
memory a particular application can use the faster it runs. 
The most important criteria, however, are subsumed under the 
term user acceptance. This aspect cannot be measured directly but 
must be ascertained by user studies. The last category is mainly 
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Figure 1. General classification and assessment of post-processing approaches concerned with the feasibility of a certain approach for a certain 
problem. Theoretical concepts such as computability and similar 
aspects play an important role in this part. It should be mentioned 
that the four main categories can heavily depend on each other. 
The approaches described in this paper mainly target a higher 
user acceptance in virtual environments. We try to achieve this 
goal by first providing an efficient parallelization infrastructure to 
reduce the general runtime of any given post-processing 
algorithm. The next step is to reduce the latency time by means of 
streaming approaches. However, this is achieved at the expense of 
total runtime, though the user acceptance is supposed to rise 
further. 
The remainder of this paper is structured as follows: Section 2 
presents basic works of other research groups that cover the scope 
of parallel post-processing in virtual environments. Our own 
approach, a combination of interactive scientific visualization and 
parallel post-processing, is described in Section 3. The 
aforementioned enhancements of our framework, which are the 
essential aspects of this paper, are shown in Sections 4 and 5. The 
final sections describe a test bed used to evaluate the benefit and 
effectiveness of these approaches. Results, conclusion, and future 
work close this paper. 
 
2. Previous Work 
One of the first available systems for VR-based flow 
visualization was the Virtual Wind Tunnel presented by Bryson et 
al. [4] of NASA Ames Research Center. The later extension to the 
Distributed Virtual Wind Tunnel [5] introduced a connection to a 
vectorized post-processing back-end, which then was responsible 
for feature extraction computations. Our framework Viracocha 
follows a quite similar approach, though with a somewhat broader 
scope, since its applicability is limited neither to a special system 
nor to a specific task such as the implementation of CFD post-
processing computations described in these papers. 
Another distributed software environment is COVISE 
(COllaborative VIsualization and Simulation Environment) [6], 
which is mainly tailored to cooperative work. One or more users 
participate in a session controlled by a master user. A COVISE 
application is divided into so-called modules, which are 
exchangeable processing steps like I/O, filtering, mapping, 
tracing, rendering etc. COVISE also integrates a module for 
Virtual Reality called COVER, supporting a tracking system and 
some multi-screen display devices. 
Modules are executed locally on every COVISE workstation; 
required data has to be distributed (and duplicated) in advance, so 
that minimal information (e.g. viewpoints) has to be 
communicated during sessions, enabling the usage of COVISE 
even with slow ISDN-connections. 
A more general approach of storing, retrieving, and processing 
of multi-dimensional data sets is the Active Data Repository 
(ADR) [7]. It is optimized for parallelization on distributed 
memory systems. Its layout is made up of ADR-clients, a front-
end process and a computing back-end. This design is quite 
similar to the basic concept of Viracocha described in more detail 
in the next section. 
Every computing node of ADR is tightly linked to one or more 
I/O devices. These are used for striping data items, which are 
parts of data sets. In contrast to COVISE, which pursues a 
pipeline scheme, ADR can be classified as a kind of database with 
processing operations as queries on multi-dimensional data 
ranges. 
Streaming for visualization purposes has been proposed by 
Olbrich and Pralle in [8]. They used pre-computed visualization 
data that could then be streamed to a visualization system 
applying the Real Time Streaming Protocol (RTSP). They mainly 
targeted web-based applications where the end user has access to 
only very limited computational resources and thus uses a remote 
high performance computer in order to execute demanding post-
processing tasks. Our streaming approach differs in the main 
objective that is to facilitate the interactive, near real-time 
exploration of large CFD data sets. 
3. The Viracocha Framework 
For years, the Aachen University (RWTH) has been 
developing the Virtual Reality software ViSTA [9], which covers 
all aspects of VR technology. It is scalable in order to integrate all 
kinds of display systems, ranging from high-end visualization 
displays like CAVE-style systems down to standard desktop 
monitors, and offers access to a variety of 3D input devices. 
Special aspects like force-feedback and 3D acoustics are also 
covered. It is implemented as a library, so that VR applications 
can be developed rapidly for a specific purpose. 
However, ViSTA has not integrated scientific visualization and 
post-processing support. On the other hand, one of the main 
project areas for our VR group is scientific visualization, 
especially for post-processing of CFD data sets. Therefore, the 
VRCA is currently developing an add-on for unsteady flows 
called  ViSTA FlowLib [10]. It combines the VR capabilities of 
ViSTA and own research activities in the area of CFD post-
processing, which are mainly based on functionalities of the 
Visualization Toolkit (VTK) [11, 12]. VTK is an open source 
project and is frequently used in the field of scientific 
visualization. It uses the concept of visualization pipelines [13]. 
However, it is not a Virtual Reality toolkit but can be integrated 
into VR systems as a visualization enhancement. 
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Figure 2. Communication concept of Viracocha 
Since CFD post-processing is generally a time-consuming 
process,  ViSTA FlowLib additionally makes use of a 
parallelization framework called Viracocha [14, 15], depicted in 
Figure 2. Whenever the user requires a new CFD feature, a 
command is sent from ViSTA FlowLib to the scheduler of 
Viracocha. As soon as enough processes (called workers) are 
available, they form a work group and a new parallel post-
processing task is started. After all workers have computed their 
results, one of them (the master worker) collects these partial 
results and merges them into one single package, which, 
thereafter, is sent back to Vista FlowLib where the data can be 
visualized. Viracocha makes use of a layered abstraction design that is 
made up of three layers. The lowest layer hides implementation 
details about used communication protocols. Right now, processes 
of the parallelization framework communicate via MPI (Message 
Passing Interface) [16], while requests and data between 
visualization client and the scheduler of Viracocha are sent via 
TCP/IP. It is important to note that the actual implementation of 
the communication protocol is hidden in the first layer, i.e. 
subsequent layers will only operate on a generic communication 
interface without knowing whether the data will be transferred 
using TCP/IP or MPI calls. This facilitates an easy adoption of 
new transport protocols. 
In the second layer, the main objects like scheduler and 
workers are defined. Actually applied computing algorithms are 
merely implemented on the uppermost layer. This design allows 
the reuse of the Viracocha framework for purposes different from 
CFD post-processing by simply exchanging this topmost layer. 
 
4. Data Management 
When analyzing flow data or any other kind of huge input 
data, it is inevitable for computations to move data from 
secondary to primary storage. The first problem arises when the 
main memory does not suffice to hold all data needed, a problem 
tackled by out-of-core methods [17]. However, even if sufficient 
main memory is available, one has to move it up the memory 
hierarchy, which takes considerable time depending on the 
amount of data and bandwidth. Many post-processing calculations 
spend a good deal of their runtime on loading desired data, which 
is unnecessary if an efficient data management for CFD data sets 
would be in use. 
Realizing this exigency, Viracocha implements a Data 
Management System (DMS) for fast retrieval of generic input data 
in its second layer and thereby reduces the total runtime of 
extraction algorithms (cp. Figure 1). Support of arbitrary data 
formats is given by dividing data and its manipulation methods. 
The DMS handles raw data without any information about its type 
or structure. For accessing this data, manipulation methods have 
to be implemented on the application layer, which may be used by 
the DMS for loading, saving, or transferring data from or to other 
locations. 
The minimal unit of data handling is a data item. These items 
may differ in size and structure. The source of a data item can be 
a single file, a part of a file, or even a combination of files. This is 
the reason for the usage of a naming service since distinct data 
items may be derived from the same file. Simply naming data 
items with file names would be inadequate. A data item is fully 
named by a source file, a data type and format as well as an 
optional parameter list. 
Since  Viracocha is developed for both shared memory and 
distributed memory architectures, it should not depend on special 
hardware; custom-built loading mechanisms are not included. 
Instead, standard techniques for reducing memory latency 
(caching, prefetching) are combined with an adaptive choice of 
loading methods. 
4.1. General Layout 
The Viracocha-DMS blends in with the distributed structure of 
Viracocha, as shown in Figure 3. Every computing node owns a 
data proxy that is responsible for the retrieval of data asked for by 
a command. Proxies act like a black box with the possibility to 
change system parameters from outside but not the result of a data 
request. 
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Figure 3. Data Management System of Viracocha 
A centralized data server that resides at the scheduler node 
coordinates all proxies. It maintains information about the 
proxies’ local state and deals with data requests from visualization 
hosts. Proxies and server have several components in common, 
namely a cache hierarchy, a name service and a set of loading 
strategies. However, their responsibilities are quite different; e.g., 
while the data manager server contains a name server handling 
unambiguous identifiers, proxies include a name resolver that 
translates data item names to identifiers and vice versa. An 
important fact is that proxies are not arranged in groups as 
workers are. Therefore, they are able to communicate and 
exchange data across work group boundaries. 
 
4.2. Caching and Prefetching 
Two standard mechanisms against the memory bottleneck 
have shown to be very effective applied to CFD data sets: caching 
of previously used data and prefetching of expected data items. 
While a data cache exploits temporal locality of data requests 
produced by a user who investigates a given data set, prefetching 
is very easy for commands with static data demands, i.e. inquiries 
that are known before command execution. The Viracocha-DMS 
uses a two-tiered data cache with a primary cache in main 
memory and an optional secondary cache on local hard drives 
caching data that come from network fileservers. The primary 
cache serves all data requests by worker tasks, either from its 
cache content or by using loading methods to add these requested 
data to its content. If this first level cache is not able to include 
new data items since it is almost full, selected cached data blocks 
are moved to the secondary cache. Several strategies are applied 
in order to remove blocks from the caches. Standard replacement 
algorithms such as LRU (replacing the least recently used block), 
LFU (replacing the least frequently used block) and FBR 
(frequency based replacement, a trade-off between LFU and LRU, 
proposed in [18]) have been evaluated with respect to CFD data 
requests. In this special case, strategies based on frequency, 
foremost FBR, turned out to produce less cache misses. 
The cache is not only filled by cache misses but in advance by 
prefetching methods selecting data that may be required in the 
future. Two ways of prefetching are possible: user initiated code 
prefetching and an integrated system prefetch carried out by the 
DMS. While the worker command itself is responsible to 
determine a suitable code location and a useful time to invoke code prefetches, the system prefetch mechanism utilizes 
information gathered from a statistical unit of the DMS that 
records various information of the system behavior. The system 
prefetcher uses sequential prefetching with one-block-lookahead 
(OBL, loading the successor block) or prefetch-on-miss 
(prefetching of next block only when a miss occurs) as well as a 
markov prefetcher that learns relationships between blocks over 
time. A markov prefetcher of nth order predicts the most likely 
next block based on stored information about the last n used 
blocks. 
Sequential prefetchers employ an explicitly specified order 
since neighboring relations in 3-dimensional CFD data sets are 
not obvious at all times. A “next block” relation used by 
sequential prefetching algorithms has to be defined. The simple 
approach maintains the order of files a data set is stored. 
Fortunately, this is an effective approach for most of the 
algorithms because they keep up this order in their computation. 
A more sophisticated approach could utilize topology information 
to arrange blocks in a sequence. 
The used first-order markov prefetcher is independent of an 
external ordering since it learns about the successor relation of 
blocks. Thus, it monitors the request sequence and builds a 
probability graph characterizing the observed successor relation. 
Although this approach is more flexible, the learning process is 
unfavorable since no accurate prefetches are made during this 
period. To overcome this problem, a variation of the markov 
prefetcher is used: Whenever the markov prefetcher is incapable 
to provide a prefetch suggestion because of missing successor 
information about the current block, the “next” block is suggested 
by OBL. 
 
4.3. Loading Methods 
Before caching becomes efficient, caches have to be filled. On 
a cold start, every request results in a miss. If data is used for the 
first time, requesting it produces a compulsory miss. Every cache 
miss gives rise to a forced load. At that point, Viracocha offers a 
second improvement scheme that concerns loading mechanisms. 
The Viracocha-DMS provides a set of loading strategies. A 
centralized component located at the scheduler node decides on 
their usage. Therefore, each time a block has to be loaded into 
cache to fulfill a request, first of all, a proxy asks the data 
manager server which strategy to use. This decision is made based 
on a fitness function that depends on one or more parameters like 
bandwidth, reliability, or latency. By means of adaptive strategy 
selection, the data management system is able to adjust to 
arbitrary system architectures and to react on environment 
changes like network traffic delays or file server failures. The 
drawback is additional communication for every load operation. 
These strategies include direct loading from hard disk or file 
server, transferring data across computing nodes and collective 
I/O. More strategies like connecting to a database are conceivable. 
Data transfer across nodes forms a sort of cooperative cache 
pursuing a greedy caching strategy since no duplicates are deleted 
and every proxy manages its local cache independently. This easy 
choice is made regarding the fact that cooperative strategies are 
unsuitable for distributed memory clusters with low bandwidth so 
that communication must be reduced. Data compression has been 
considered, too, but has been found ineffective due to long 
runtimes and low compression rates compared to transmission 
time. 
Collective I/O is another issue. This approach is applicable 
when multiple processors (or threads) collectively access a file. 
This appears rarely in cached environments, mostly at cold starts 
or compulsory misses of whole data sets. While collective data 
access is highly praised for parallel applications, it is of limited 
use in Viracocha because coordinating proxies that access a file 
together is more expensive than the benefit of collective file 
access. Furthermore, a parallel file system is needed to execute 
collective calls effectively. 
 
5. Streaming 
The shift of the post-processing to an HPC cluster, 
parallelization strategies, and the innovative data management 
mainly target the reduction of total runtime. On the other hand, 
these approaches are not sufficient to fulfill the second interaction 
criterion, which defines the system’s response time. Because of 
the size of today’s data sets, it will not be possible to meet this 
criterion fully since the speed-up of an algorithm cannot be 
increased so significantly. However, a fast representation of first 
temporary or approximate results leads to a considerable 
reduction of noticeable delays by simply decreasing the latency 
time of an algorithm (see Figure 1). 
This is the motivation and the main goal for the integration of 
streaming functionalities into Viracocha. Normally, the term 
streaming is used in order to describe a special mode of data 
transmission where the incoming data is processed right after 
reception. For example, the streamed parts of an MPEG movie 
can be played back long before the transmission finally 
terminates. During the transmission process, the data is 
completely known to the sender but not to the receiver. In our 
notion, streaming describes the process of transferring 
intermediate or approximate results to the visualization system 
during an ongoing computation. In contrast to the classical 
definition, the final data to be transferred is neither completely 
known by the receiver nor by the sender itself. This is an 
important point to keep in mind when the design of streaming-
enabled post-processing algorithms is depicted. 
Using streaming schemes, meaningless extraction processes 
can be identified early during the execution. Then, they can be 
discarded immediately in order to continue the investigation at 
another point. This increased interactive work contributes to a 
higher user acceptance. 
However, it should be mentioned, that streaming generally 
introduces a slight overhead compared to standard transfer 
methods. This overhead is mainly due to additional 
communication needed for the transmission of partial results. 
Under certain circumstances, this overhead outweighs the 
benefit of improved interactive exploration and shorter response 
times. Therefore, the user might prefer to use the standard parallel 
approach instead. This is the reason why the streaming 
functionality is just an option in Viracocha. However, the 
possibilities are far-reaching and the profit is obvious so that it 
should always be an infrastructural part of real-time systems. Its 
applicability to a particular problem has to be evaluated 
individually. In Section 6.3, we describe some implementation 
details for streaming approaches. The performed measurements, given in Section 7, show under which conditions streaming can be 
applied successfully. 
In the following subsections, we present three different 
approaches in order to extend a given algorithm by streaming 
capabilities. The first one accesses parts of the raw data set to 
compute streamable packages. The next scheme exploits parallel 
computing. The last one is the most demanding approach. It 
processes subsampled versions of input data and makes use of 
multi-resolution strategies for streaming. 
 
5.1. Reorganization of Data 
By far the simplest way of implementing streaming is to use 
knowledge about the internal organization of the underlying data 
set. Thus, the processing of the data can be reorganized in a way 
that allows fast delivery of first meaningful results. The data sets 
we investigate are given as multi-block structured grids (cp. 
Section 6.1). This representation lends itself to a reorganization 
strategy as proposed here. One can process such a data set block 
by block and obtains partial results that can be combined later on 
to yield the final visualization object. For many visualization 
methods such as cut planes or isosurfaces, the parts generated 
during this process could be visualized directly if they were 
accessible for the rendering pipeline. Therefore, transmitting them 
directly after computation becomes an obvious choice. 
In general, any segmentation of the underlying data can be 
used for this kind of streaming as long as it is based on the 
assumption that the final result can be assembled directly from the 
partial data. In Section 6.3, we will review an algorithm for 
isosurface extraction that is based on this approach. 
 
5.2. Exploitation of Parallelization 
Parallelization of the computation process yields natural 
means for the implementation of streaming techniques. Unless 
one has a highly elaborated scheduling algorithm that balances 
workload in an almost optimum manner, there will always be 
work nodes that finish their part of the job earlier than others do. 
The process of gathering parallel extracted features and 
transferring a united data package to the visualization system can 
be time consuming. However, the partial results of “fast” workers, 
which finish their computations quite early, could already be 
visualized only if the visualization pipeline just could access 
them. The suggested solution is the direct transmission of worker 
results to the visualization system. Over there, they come in one 
by one, are assembled, and prepared just in time for the next 
rendering loop. Using this kind of streaming, geometrical 
primitives created by the parallel computation can now be 
visualized as soon as they become available, and thus, it yields a 
faster first image and reduces waiting times. 
The two ways of streaming discussed so far are quite similar if 
one considers the data flow. In fact, the reorganization of data can 
be integrated into parallel approaches as a simple preceding step. 
It seems obvious that both rely on a common prerequisite: The 
process of assembling the final result from its parts must not take 
too long. Since there are possibly many work nodes literally firing 
data at the visualization system, this system might well be 
overloaded, which seriously affects the real-time rendering. It is 
therefore important to find a good compromise between low 
latency and interactivity requirements. 
5.3. Progressive Computation 
The most sophisticated method to facilitate streaming is to use 
it in conjunction with a progressive computation scheme. These 
approaches are based on a multi-resolution representation of the 
underlying data. First, one uses the lowest resolution level to 
extract the so called base data, which is essentially a very coarse 
approximation of the final result. Then, details are successively 
added by refining the underlying data grid and adjusting the 
approximate result data accordingly. 
In a truly progressive computation, the refinement step is 
performed incrementally, i.e. after the transmission of the base 
data only local refinements need to be streamed. Thus, the base 
data is not just an intermediate result that is disposed after 
transmission but it is used to speed up the calculation of the more 
detailed approximations up to the final result. 
By progressive streaming, the user gets a good impression how 
the final result will look like, long before it becomes available. 
This information can be used to identify regions of interest in the 
data set at hand as well as to terminate an unpromising 
computation early on. Note that a progressive computation 
scheme might take much longer for the computation of the final 
result than a highly optimized standard algorithm. However, the 
reduction in query latency, i.e. the faster supply of first sensible 
data, might outweigh this disadvantage considerably. 
Efficient progressive computation schemes are quite difficult 
to set up, though. Ideally, the overhead generated by such an 
algorithm is small compared to an optimized standard method. 
For visualization primitives that have to be computed 
incrementally, such as particle traces of any kind, a progressive 
computation scheme is not feasible at all. This is due to the fact 
that a truly progressive scheme needs to be able to relate the 
different approximation levels with some kind of refinement 
operator. In the case of particle tracing no such operator exists. 
For example the extraction of pathlines on a multi-resolution grid 
is perfectly reasonable, but the different approximations are 
completely independent of each other. Thus, they need to be 
computed completely for each new resolution level without being 
able to take advantage of the previously computed 
approximations. 
6. Test Bed 
In the following sections, we will evaluate the performance of 
our new approaches by comparing them to their predecessors, 
which lack both the data management and streaming capabilities. 
This evaluation is based on Viracocha in order to be able to 
compare the different algorithmic approaches directly to each 
other while eliminating all other adverse effects that might disturb 
the measurements. 
6.1. Multi-Block Data Sets 
All algorithms presented in this section rely on the use of 
multi-block data sets consisting of several curvilinear blocks. The 
first data set used for performance measurements describes the 
inflow of a 4-valve combustion engine [19]. This data set is 
mostly used for first evaluation purposes. In the following, we 
will refer to this data set as Engine. 
The other data set presented here is a simulation result of a 
propfan aircraft engine with two counter rotating fans. Due to rotation symmetry, only one twelfth of the simulation domain 
needed to be computed. In a first post-processing step, we 
reconstructed the complete turbine from this simulation slice in 
order to create a data set that can be processed directly by general 
extraction methods. Moreover, it is somewhat more challenging 
than the previously mentioned combustion engine. The data set 
will be referred to hereafter as Propfan. 
The dimensions as well as the size of the two data sets 
described here are summarized in Table 1. 
 
Table 1. Multi-block test data sets 
  Engine Propfan 
# of time steps  63  50 
# of blocks  23  144 
Size on disk  1.12 GB  19.5 GB 
 
6.2. Hardware Setup 
The measurements were taken using the following hardware: 
The post-processing backend was running on a SUN Fire 6800 
shared memory system, part of the high performance computer 
installed at the Computing and Communication Center, Aachen 
University. This single node comprises of 24 UltraSPARC III Cu 
processors rated at 900 MHz. It possesses a total of 24 GB main 
memory, which proved sufficient for the data sets in question. 
For the visualization, we used an off-the-shelf PC workstation 
equipped with two Intel XEON processors at 2.8 GHz and 2 GB 
of RAM. This system rendered the results using an Nvidia 
GeForce FX 5950 Ultra graphics board with 256 MB of video 
memory. 
 
 
Figure 4. View dependent isosurface streaming using the Engine (left: first results, right: final isosurface) 
6.3. Test Commands 
In this section, we briefly describe the commands that were 
used to evaluate the benefits of our new features. All three 
commands employ the Viracocha-DMS including system 
prefetching for CFD data retrieval. 
Isosurface extraction: One of the most commonly used post-
processing techniques is isosurface extraction. For streaming 
purposes, an optimized approach for fast generation of first 
meaningful data is needed. The presented algorithm makes use of 
the user’s viewpoint as an additional input parameter (cp. Figure 
4). Similar view dependent isosurface extraction schemes have 
already been proposed, for example, by Liu et al. [20] and by Gao 
and Shen [21]. However, in contrast to the two algorithms 
presented there, our approach computes not only the visible parts 
but always a full isosurface representation. This is due to the fact 
that the isosurface will be displayed in a virtual environment later 
 
Figure 5. Multiple steps of streamed Lambda-2 vortices inside the Propfan on, where the user will typically examine it from different 
viewpoints. 
The algorithm proceeds as follows: In a first step, all blocks 
are sorted in a front to back order with respect to the viewer’s 
position. Thereafter, they are distributed to the different workers, 
where they are processed one after the other. Besides, the data 
manager utilizes simple OBL prefetching for file loading. 
As soon as a block is in memory, the worker creates a binary 
space-partitioning (BSP) tree of its domain and traverses it in a 
view dependent fashion. Thereby, a list of active cells (cells that 
enclose the iso-value threshold) is generated. In order to speed-up 
the extraction process, branches labeling empty regions are 
pruned during the traversal. In a final step, the active cells are 
triangulated according to the intersection points with the iso-
value. Whenever a user-specified number of triangles is 
computed, these fragments of the final isosurface are directly 
streamed to the visualization client. 
Vortex extraction: To a certain extent,  the extraction of 
vortical regions is similar to the computation of isosurfaces. 
However, the scalar field has to be computed first. For the 
measurements, we used the so-called λ2-approach [22] which 
determines the symmetric part S and anti-symmetric part Q of the 
velocity gradient tensor at each grid location. Thereafter, it 
computes the three eigenvalues of S² + Q², sorts them in 
increasing order, and finally uses the second largest eigenvalue λ2 
to construct the scalar field for isosurface extraction. Since vortex 
regions are assumed where two eigenvalues are negative, λ2 about 
zero is considered as vortex boundary. Compared to pure 
extraction of isosurfaces, vortex computation requires a 
considerably higher runtime. 
In order to enable streaming, we implemented a different 
scheme. This approach works on the original data set but avoids 
computing the complete λ2 scalar field first. It processes all cells 
one by one, computes the λ2  value at each grid point, and 
determines immediately if it is an active cell with respect to the 
given  λ2 threshold. If the cell encloses parts of the vortex 
boundary, it is stored in a list. Whenever this active cell list 
reaches a user specified length, it is given to the triangulator and 
the result is directly transmitted to the visualization client. This 
command utilizes the data manager for loading blocks, assisted by 
OBL prefetching. One result is depicted in Figure 5. 
Pathline calculations: Finally, we implemented an enhanced 
pathline algorithm that also uses the data management system of 
Viracocha. The challenge for the DMS is to figure out a “good 
guess” for the next block of a particle trace. This prediction is 
needed to issue a meaningful prefetch command. Making use of 
the markov prefetcher, and after a learning phase, the data 
requests even of time-dependent particle tracing can be predicted 
quite well. 
The applied pathline computation scheme is described in [15]. 
It utilizes Runge-Kutta fourth order integration with adaptive step 
size control proposed by Weller. The succeeding particle position 
is computed separately on adjacent time levels and finally 
interpolated with respect to the elapsed time. 
 
7. Results 
For a first evaluation of our newly implemented concepts, we 
carried out a variety of measurements. Basically, each described 
post-processing approach was assessed separately and applied to 
both the Engine and the Propfan data set. 
For a primary evaluation, two substantial runtime values were 
recorded. The first one is the total runtime of the algorithm, which 
is the obvious criterion for the overall performance. The second 
one measures the latency time (cp. Section 1), which is a good 
indicator for the most important aspect introduced by streaming 
since it measures the amount of time a user has to wait for first 
results. However, it is just a clue but not a reliable answer about 
usability and user acceptance of streaming approaches. Only 
comprehensive user studies can assess these aspects, which are 
not covered by this paper. 
All times were recorded on the post-processing server in order 
to eliminate any adverse effects that might be introduced by the 
visualization client. All commands that use the data manager 
operated on cached data, i.e. all data needed by the individual 
algorithm resided in main memory at execution time. In order to 
fill the cache appropriately, one single call of the command at 
hand was issued in advance of the measurements. Nevertheless, 
the inspection of prefetching in Section 7.2 and 7.3 examines the 
cold cache behavior as well. 
7.1. Isosurface Extraction 
The total runtime measurements for isosurface extraction 
using the Engine and Propfan data sets are given in Figure 6 and 
Figure 7. SimpleIso works without data management. The great 
impact of data loading can be realized by the DMS enabled 
version  IsoDataMan. We achieve the expected grand leap in 
overall performance. 
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Figure 6. Engine, Isosurface, total runtime 
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Figure 7. Propfan, Isosurface, total runtime The  ViewerIso command is the view dependent streaming 
version that also uses the DMS. In general, streaming introduces 
some overhead compared to the non-streamed algorithm. This 
delay of ViewerIso is mainly because the view dependent 
isosurface extraction needs to build and traverse a BSP-tree for 
each single block. The tree construction could be done offline in a 
pre-process, but the computations should be as similar as possible 
in order to evaluate the “true cost” of streaming. 
The latency times for isosurface extraction on the Propfan are 
compared in Figure 8. For the non-streaming IsoDataMan 
command, this time is essentially the same as the total runtime 
since the one and only transmission takes place after the 
computation has been finished completely. Any communication 
that needs to be done up to this point is only due to parallelization 
reasons. In particular, there is some communication involved in 
the collection of the final result data. 
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Figure 8. Latency times for isosurface extraction 
As one can see in Figure 8, the streaming approach fulfills our 
expectations. First results appear very quickly. Furthermore, the 
response times are almost constant with respect to the number of 
available workers. The slight differences observed in the diagram 
can be explained by the varying sizes of selected blocks processed 
first. As soon as any data become available, the first worker 
directly streams them back to the visualization client without any 
further delays. This property is especially useful when resources 
are limited. 
In spite of these results, the gap to the non-streaming approach 
is not very big. The reason is that isosurface computation is quite 
inexpensive. Thus, the additional overhead introduced by 
streaming is significant with respect to the total runtime. At a 
certain point, this time goes up again since communication 
overhead exceeds the parallelization profit (cp. Figure 6, 16 
workers). Therefore, utilizing additional workers is ineffective. 
However, if the computational costs rise, the overhead portion of 
a streaming-enabled approach is supposed to decrease when 
compared to the data managed standard approach. The next 
section gives an example for this. 
7.2. Vortex Extraction 
The extraction of vortical regions by the λ2  method is 
somewhat more challenging since it incorporates extensive 
floating point calculations. In effect, the runtimes of these 
commands are significantly higher than those of the isosurface 
extraction algorithms discussed in the previous section. The 
overall runtimes are given in Figure 9 and Figure 10. The absence 
of a data management (SimpleVortex) has quite the same 
considerable effect on performance as in the isosurface case. The 
main reason is data loading that is still more time-consuming than 
the final computation itself. 
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Figure 9. Engine, Lambda-2, total runtime 
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Figure 10. Propfan, Lambda-2, total runtime 
The other two commands shown in the diagrams use the data 
management. Now, streaming (StreamedVortex) performs even 
better than previously. This is because the additional time 
overhead introduced by the intermediate transmission of partial 
results is relatively small compared to the overall computational 
cost of vortex extraction. The latter is depicted by the 
VortexDataMan command. 
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Figure 11. Engine, Lambda-2, runtime without and with 
prefetching 
The computation time can be optimally overlapped with I/O as 
shown in Figure 11. As a result of OBL prefetching and adaptive loading mechanisms, the runtimes for vortex extraction without 
data management are noticeably higher than the values gained 
with the Viracocha-DMS, which now starts with cold caches. This 
gives a good impression how Viracocha behaves in a total miss 
scenario, e.g. a time-varying data set with uncached next time 
levels. The benefit by prefetching is reduced with a growing 
number of workers: The less time the computation takes, the 
lower the number of prefetches that are possible. 
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Figure 12. Latency times for vortex extraction 
As one can see in Figure 12, streaming produces first results 
after a very short time. Compared to the ~45 seconds the user has 
to wait for the final result in the non-streaming case (Propfan, 16 
workers,  VortexDataMan), the ~4.2 seconds for the first 
transmission of a partial result are by far more convenient. 
Therefore, it can be stated that, in this case, streaming meets the 
expectation to present first results long before a non-streamed 
version is capable of supplying its extracted data. 
7.3. Pathline Calculations 
The pathline command SimplePathline shows bad scalability 
because of load imbalance (see Figure 13). For every pathline has 
different computational efforts and strongly varying block 
requirements, the distribution of seed points in order to compute 
particle traces leads to an unequal load across workers. However, 
with fully cached data (PathlinesDataMan), runtimes are again 
reduced significantly, but scalability stays bad. 
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Figure 13. Engine, Pathlines, total runtime 
Another result can be seen in Figure 14, where runtimes using 
the data manager with and without prefetching are depicted (both 
results worked on uncached data, otherwise prefetching would be 
unnecessary). The markov prefetcher leads to runtime savings up 
to 40% since I/O and numerical integration can be overlapped. 
Depending on the content of the learning phase, a maximum of 
95% cache misses could be eliminated because of prefetching 
even with non-uniform block requests as produced by time-
dependent pathlines. It should be mentioned that naive sequential 
prefetchers such as OBL fail in these cases. 
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Figure 14. Prefetching influence to pathlines computation 
(Engine data) 
8. Conclusion 
Based on the presented measurements, the following two facts 
can be concluded: First, the data management works very 
efficient. It is an essential prerequisite for the handling of today’s 
large data sets especially for the extensive interactive data 
analysis where raw data is frequently reused as input to different 
extraction algorithms. Therefore, a global instance that caches this 
data is very helpful to reduce the I/O part of commands 
enormously. The result is a better utilization of computing power 
(an impressive example is depicted in Figure 15). Furthermore, 
prefetching has shown to be a useful technique to counteract the 
bottleneck caused by secondary storage access as far as possible. 
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Figure 15. Essential isosurface algorithm components applied 
to the Engine data set, without (left) and with caching (right) 
Second, the streaming also fulfills our expectations. It has 
been shown that the streaming-enabled approach always provides 
the first result faster than the standard algorithm though this 
benefit is at the expense of additional runtime. In the case of 
isosurface extraction, this runtime overhead is quite significant. 
However, if the data gets larger or computations become more 
complex, streaming pays off. In the latter case, first results are available long before the standard algorithm finally terminates. 
This will eventually lead to an increase in user acceptance, which 
is the ultimate goal of all our implementation efforts. However, in 
the end, only user-studies, which are still waiting to be done, can 
give evidence about the user assessment. 
In summary, we have presented two fundamental concepts of a 
flexible framework for CFD post-processing. This framework is 
easily extensible and therefore open for the addition of a variety 
of post-processing methods. 
9. Future Work 
Future research will concentrate on the development of highly 
specialized visualization algorithms for Viracocha. In particular, 
extended streaming concepts such as fully progressive multi-
resolution extraction algorithms are going to be integrated for 
several problems. Further topics include the optimization of 
particle tracing algorithms, e.g. pathlines as well as streaklines. 
Another point of interest is the proper embedding of streaming 
algorithms into the visualization environment that requests the 
data. Here, methods have to be developed supporting the user to 
realize that a computation is still in progress. A straightforward 
approach could be a kind of progress bar visible in the virtual 
environment. However, these topics merely arise from the 
introduction of streaming but should mainly be covered by the 
application developer using a Viracocha-based backend. 
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