In this paper stochastic Volterra equations admitting exponentially bounded resolvents are studied. After obtaining convergence of resolvents, some properties of stochastic convolutions are given. The paper provides a sufficient condition for a stochastic convolution to be a strong solution to a stochastic Volterra equation.
Introduction
In this paper we deal with the following stochastic Volterra equation in a separable Hilbert space H
where a ∈ L 1 loc (R + ) and A is a closed unbounded linear operator in H with a dense domain D(A). The domain D(A) is equipped with the graph norm | · | D(A) of A, i.e. |h| D(A) := (|h| 2 H + |Ah| 2 H ) 1/2 , where | · | H denotes the norm in H; then the space (D(A), | · | D(A) ) is a separable Hilbert space.
In this work equation (1) is driven by a stochastic process W , which will be a genuine Wiener process in the first part of the paper. In the remaining part the noise will be a cylindrical Wiener process. (The difference between such processes is as follows. Denote by Q the covariance operator of the process W . When Tr Q < +∞, then W is called a genuine Wiener process and if Tr Q = +∞, then W is a cylindrical Wiener process). The process Ψ is an appropriate process defined later.
Equation (1) arises, in the deterministic case, in a variety of applications as model problems. Well-known techniques like localization, perturbation, and coordinate transformation allow to transfer results for such problems to parabolic integro-differential equations on smooth domains, see [14, Chapter I, Section 5] . In these applications, the operator A typically is a differential operator acting in spatial variables, like the Laplacian, the Stokes operator, or the elasticity operator. The function a should be thought of as a kernel like a(t) = e −ηt t β−1 /Γ(β); η ≥ 0, β ∈ (0, 2). Equation (1) is an abstract stochastic version of the mentioned deterministic model problems. The stochastic approach to integral equations has been recently used due to the fact that the level of accuracy for a given model not always seem to be significantly changed with increasing model complexity. A typical example is the use of stochastic integral equations in rainfall-runoff models, see [7] .
Our main results concerning (1) , rely essentially on techniques using a strongly continuous family of operators S(t), t ≥ 0 defined on the Hilbert space H and called the resolvent (precise definition will be given below). Hence, in what follows, we assume that the deterministic version of equation (1) is well-posed, that is, admits a resolvent S(t), t ≥ 0. Our aim is to provide strong solution to the stochastic equation (1) . This paper is organized as follows. In section 2 we prove the main deterministic ingredient for our construction; it is an extension of results of [1] allowing here A to be the generator of a C 0 -semigroup, not necessarily of contraction type. Section 3 contains the definitions to be used in the paper. In Section 4 we fix Ψ = 1 and prove our main result providing that stochastic convolution is the strong solution to (1) . We note that this is an improvement of the known results about existence of strong solutions for stochastic differential equations. In the last section we study the case of cylindrical Wiener process.
Convergence of resolvents
In this section we recall some definitions connected with the deterministic version of the equation (1) , that is, the equation
in a Banach space B. In (2), the operator A and the kernel function a are the same like previously and f is a B-valued function.
Problems of this type have attracted much interest during the last decades, due to their various applications in mathematical physics like viscoelasticity, thermodynamics, or electrodynamics with memory, cf. [14] .
By S(t), t ≥ 0, we denote the family of resolvent operators corresponding to the Volterra equation (2), if it exists, and defined as follows.
Definition 1 (see, e.g. [14] ) A family (S(t)) t≥0 of bounded linear operators in B is called resolvent for (2) if the following conditions are satisfied:
1. S(t) is strongly continuous on R + and S(0) = I; 2. S(t) commutes with the operator A, that is, S(t)(D(A)) ⊂ D(A) and AS(t)x = S(t)Ax for all x ∈ D(A) and t ≥ 0;
3. the following resolvent equation holds
for all x ∈ D(A), t ≥ 0.
Necessary and sufficient conditions for the existence of the resolvent family have been studied in [14] . Let us emphasize that the resolvent S(t), t ≥ 0, is determined by the operator A and the function a, so we also say that the pair (A, a) admits a resolvent family. Moreover, as a consequence of the strong continuity of S(t) we have: sup t≤T ||S(t)|| < +∞ for any T ≥ 0.
We shall use the abbreviation (a ⋆ f )(t) = t 0 a(t − s)f (s)ds, t ∈ [0, T ], for the convolution of two functions.
Definition 2
We say that function a ∈ L 1 (0, T ) is completely positive on [0, T ] if for any µ ≥ 0, the solutions of the convolution equations
Kernels with this property have been introduced by Clément and Nohel [1] . We note that the class of completely positive kernels appears naturally in the theory of viscoelasticity. Several properties and examples of such kernels appears in [14, Section 4.2] .
Definition 3 Suppose S(t), t ≥ 0, is a resolvent for (2) . S(t) is called exponentially bounded if there are constants M ≥ 1 and ω ∈ R such that
Let us note that in contrary to the case of semigroups, not every resolvent needs to be exponentially bounded even if the kernel function a belongs to L 1 (R + ). The Volterra equation version of the Hille-Yosida theorem (see, e.g., [14, Theorem 1.3] ) provides the class of equations that admit exponentially bounded resolvents. An important class of kernels providing such class of resolvents are a(t) = t β−1 /Γ(β), α ∈ (0, 2) or the class of completely monotonic functions. For details, counterexamples and comments we refer to [4] .
In this paper the following result concerning convergence of resolvents for the equation (1) in Banach space B will play the key role. It corresponds to a generalization of the results of Clément and Nohel obtained in [1] for contraction semigroups.
Theorem 1 Let A be the generator of a C 0 -semigroup in B and suppose the kernel function a is completely positive. Then (A, a) admits an exponentially bounded resolvent S(t). Moreover, there exist bounded operators A n such that (A n , a) admit resolvent families
for all x ∈ B, t ≥ 0. Additionally, the convergence is uniform in t on every compact subset of R + .
Proof The first assertion follows directly from [13, Theorem 5] (see also [14, Theorem 4.2] ). Since A generates a C 0 -semigroup T (t), t ≥ 0, the resolvent set ρ(A) of A contains the ray [w, ∞) and
the Yosida approximation of A.
Then
Hence, for n > 2w we obtain ||e Ant || ≤ Me 2wt .
Taking into account the above estimate and the complete positivity of the kernel function a, we can follow the same steps as in [13, Theorem 5 ] to obtain that there exist constants M 1 > 0 and w 1 ∈ R (independent of n, due to (7) ) such that
Here and in the sequel the hat indicates the Laplace transform. Hence, the generation theorem for resolvent families implies that for each n ∈ N, the pair (A n , a) admits resolvent family S n (t) such that
In particular, the Laplace transformŜ n (λ) exists and satisfieŝ
Now recall from semigroup theory that for all µ sufficiently large we have
as well as,
Sinceâ(λ) → 0 as λ → ∞, we deduce that for all λ sufficiently large, we have
and
Hence, from the identity
and the fact that R(µ, A n ) → R(µ, A) as n → ∞ for all µ sufficiently large (see, e.g. [12, Lemma 7.3] , we obtain that
Finally, due to (8) and (9) (5) for the resolvents are given, e.g., in [1] and [5] .
In the first paper, the operator A generates a linear continuous contraction semigroup. In the second of the mentioned papers, A belongs to some subclass of sectorial operators and the kernel a is an absolutely continuous function fulfilling some technical assumptions.
Solutions to stochastic Volterra equations
Let H and U be two separable Hilbert spaces and Q ∈ L(U) be a linear symmetric positive operator. A U-valued Wiener process with covariance operator Q is defined on a probability space (Ω, F , (F t ) t≥0 , P ).
Although stochastic convolution with cylindrical Wiener process will be treated in section 5, we formulate definitions of solutions to (1) in the general case already here. Stochastic convolutions with genuine Wiener process, studied in section 4, may be obtained by taking U = H and Ψ = I. This is apparently well-known that the construction of the stochastic integral with respect to cylindrical Wiener process requires some particular terms. We will need the subspace U 0 := Q 1/2 (U) of the space U, which endowed with the inner product u, v U 0 := Q −1/2 u, Q −1/2 v U forms a Hilbert space. Among others, an important role is played by the space of Hilbert-Schmidt operators. The set L 0
According to the theory of stochastic integral with respect to cylindrical Wiener process we have to assume that Ψ belongs to the class of measurable L 0 2 -valued processes. Let us introduce the norms
By N 2 (0, T ; L 0 2 ) we denote a Hilbert space of all L 0 2 -predictable processes Ψ such that ||Ψ|| T < +∞.
It is possible to consider a more general class of integrands, see, e.g. [10] , but in our opinion it is not worthwhile to study the general case. That case produces a new level of difficulty additionally to problems related to long time memory of the system. So, we shall study the equation (1) 
and for any t ∈ [0, T ] the equation (1) holds P -a.s.
Remark
The above definition has sense if t 0 Ψ(τ )dW (τ ) is an H-valued process.
Let A * denote the adjoint of A with a dense domain D(A * ) ⊂ H and the graph norm | · | D(A * ) . 
Remark This definition has sense for a cylindrical Wiener process because the scalar process
where S(t) is the resolvent for the equation (2) .
In many cases weak solutions of equation (1) coincides with mild solutions of (1), see e.g. [9] . In consequence, having results for the convolution on the right hand side of (11) we obtain results for weak solutions.
In the paper we will use the following well-known result. We assume that the operator A is as previously and Ψ(t), t ∈ [0, T ] is an L 2 (U 0 , H)-predictable process. 
Properties of convolutions
In this section W is an H-valued genuine Wiener process defined on the probability space (Ω, F , (F t ) t≥0 , P ) with the covariance operator Q of the trace class and Ψ = I. Then the equation (1) reads
Assume that {e k } is a basis in the space H consisting of eigenfunctions of Q. The process W may be extended in the form
where {β k } are real-valued, mutually independent Wiener processes such that E(β 2 k (t)) = λ k t, with Qe k = λ k e k , k = 1, 2, . . .. Then Tr Q = +∞ k=1 λ k < +∞. We introduce the following convolutions
where S(t), S n (t), t ≥ 0, are resolvents corresponding to the operators A and A n given by (6) in Proposition 1, respectively. Our main result in this section is the following theorem.
Theorem 2 Let A be the generator of a C 0 -semigroup in H. Suppose the kernel function a is completely positive and Tr Q < +∞. Then
Proof Let us denote ∆W n (t) := |W S (t) − W Sn (t)| H , t ≥ 0. Then from (14) , (15) and the representation (13), for any n ∈ N and t ∈ [0, T ], we have
. Let us notice that the process |I k n (t)| 2 H is not increasing in t, then
So, for any n ∈ N E sup
Hence, for any n ∈ N E( sup
Then, by Theorem 1, (16) holds for p = 2. Now, let m ∈ N, m > p. Since I k n (t), t ∈ [0, T ], are normally distributed, then for an
Hence, we obtain
Thus, by Theorem 1 (the convergence (5)), and the dominated convergence theorem, (16) is satisfied for any m > p and then, in consequence, for any p > 2.
Remark We noted that the convergence (5) holds true for the operators considered in [1] and [5] . In consequence, Theorem 2 seems to be true for the convolutions built with resolvents corresponding to those operators, too.
Proposition 2 Let A be the generator of a C 0 -semigroup in H. Suppose that the function a is completely positive. Then
Proof Let us recall that, by [9, Corollary 1], for any n ∈ N, the convolution W Sn (t) satisfies the equation
(We know more: W Sn (·) is a strong solution to (12) with X 0 = 0 and the operator A n .)
¿From the resolvent equation (3) (see Definition 1) for S n (t), we have for each t ∈ [0, T ]
Then, from (18) and the properties of the convolution,
This means that the convolution S n ⋆ W is continuously differentiable. Hence, we have
By Theorem 2, we have that W Sn (t) → W S (t) as n → +∞, P-a.s., uniformly on bounded intervals. Hence, the formula (17) holds.
Lemma 1 Assume that A is the generator of a C 0 -semigroup in H, the kernel function a is completely positive and R(S(t)) ⊂ D(A). If X 0 = 0, then the convolution W S (t) fulfills (12) .
Proof By [9, Corollary 1], for every n ∈ N the convolution W Sn (t) fulfills (18), where W Sn (t) and A n are like previously.
Taking into account Theorem 2 we can assume that W Sn (t) → W S (t) as n → +∞, P-a.s. (if necessary, passing to a subsequence of convolutions). ¿From the properties of stochastic integral and by the Lebesgue dominated convergence theorem lim 
This implies that W S (t) = t 0 a(t − τ ) AW S (τ ) dτ + W (t), t ∈ [0, T ], P-a.s.
The above lemma suggests that the convolution W S (t) is a good candidate for strong solution to the equation (12) .
Theorem 3 Assume that A is the generator of a C 0 -semigroup and the kernel function a is completely positive. Let R(S(t)) ⊂ D(A) for all t > 0 and X 0 = 0. Then the equation (12) has a strong solution. Precisely, the convolution W S (t) is the strong solution to (12) .
Proof By Lemma 1, for any t ∈ [0, T ], W S (t) ∈ D(A), P-a.s. and W S (t) fulfills the equation (12) . In order to finish the proof we have to show only that the convolution W S (t) satisfies the condition (10) .
Let us observe that the convolution W S (t) has integrable trajectories (see, e.g. [9] ), so W S (·) ∈ L 1 ([0, T ]; H), P-a.s.
Because the closed linear unbounded operator A becomes bounded on the domain D(A) equipped with the graph norm | · | D(A) (for details we refer to [15, Chapter 5] ), then AW S (·) belongs to L 1 ([0, T ]; H), too. Next, from properties of convolution, we obtain integrability of the function a(T − τ )AW S (τ ) with respect to τ , what finishes the proof.
Remarks
(i) We would like to emphasize that strong solutions to stochastic evolution equations with unbounded operator A exist rarely, c.f. [2, 3, 6] or [8] . The existence of such solutions requires strong assumptions or some special tools, for instance the graph norm | · | D(A) in D(A). This trick enables to omit discontinuity of the operator A (c.f. [6, Th.2.3]) or its unboundedness, like in our case.
(ii) We note that the spatial regularity condition on the resolvent family S(t) imposed in Theorem 3, namely R(S(t)) ⊂ D(A) for all t > 0, is satisfied by large classes of resolvent families. For instance, it is satisfied if S(t) is an analytic resolvent (cf. [14, Chapter I, Theorem 2.2]) or also in case that ( 2) is of parabolic type, provided the kernel a is kregular (see below for corresponding definitions) for some large enough k (cf. [14, Chapter I, p .82 (f)]). A concrete example is provided by the kernel a(t) = t α−1 /Γ(α), t > 0 where α ∈ (0, 2) and Γ denotes the gamma-function. By [14, Example 2.1, p.55] we have that ( 2) admits a bounded analytic resolvent if and only if the operator A satisfies Σ(0, απ/2) ⊂ ρ(A) and λ(λ − A) −1 ≤ M for all λ ∈ Σ(0, απ/2).
We assume in the remaining part of this section that the kernel a is of subexponential growth, which means Here, like previously, the hat denotes the Laplace transform. We note that the property of k-regularity is preserved by convolution, integration and differentiation. On the other hand, sums of k-regular functions need not be k-regular. A wide class of examples is provided by sectorial kernels on a sector larger than the right halfplane. They are kregular, for every k ∈ N (see [14, Proposition 3.2] ).
Recall that (2)(or (12)) is called parabolic ifâ(λ) = 0 for Reλ > 0, 1 a(λ) ∈ ρ(A), and there is a constant M > 0 such that
From the resolvent point of view, the concept of parabolicity is between the bounded and the analytic resolvents: if (2) admits an analytic resolvent S(t) then (2) is parabolic. The standard situation leading to parabolic equations is provided by sectorial kernels (i.e. which satisfies | argâ(λ)| ≤ θ < π for all Re(λ) > 0) and closed linear densely defined operators A such that Σ(0, θ) := {λ ∈ C : | arg(λ)| < θ} ⊂ ρ(A), and λ(λ − A) −1 ≤ M for all λ ∈ Σ(0, θ).
In particular, this is the case when A is the generator of a bounded analytic C 0semigroup and the function a is π/2-sectorial (cf. [14, Corollary 3.1]).
It has been shown in [14] that the solution of (2) can be written as
where S(t) denotes the resolvent family for (2) and S ∈ C 1 ((0, ∞); B(H)). Here B(H) denotes the space of all bounded linear operators on H. S(t) is known to exists in case (2) is parabolic and the kernel a is 2-regular (see [14, Theorem 3.1] ).
Observe that (20) contains a singular convolution sinceṠ(t) will not be integrable at 0, unless A is a bounded operator which is the trivial case.
Corollary 1 Let assumptions of Proposition 2 hold. If additionally the equation (12) is parabolic and the function a is 2-regular, then the formula (17) reads
Remark Let us note that the formula (21) is the analogue of the integration by parts formula, which is an standard tool used in the theory of C 0 − semigroups and in their connection with the abstract Cauchy problem of first order.
We observe that the formula (21) may be directly rewritten in the form
These considerations give rise to the following conclusion.
Proposition 3 Let assumptions of Lemma 1 hold. If additionally the equation (12) is parabolic and the kernel function a is 2-regular, then the convolution W S (t) has continuous modification.
Solutions for cylindrical Wiener process
In this section W is a cylindrical Wiener process, that is, Tr Q = +∞ and the spaces U 0 , L 0 2 , N 2 (0, T ; L 0 2 ) are the same like previously (see definitions in section 2). Let us introduce the stochastic convolution
where Ψ belongs to the space N 2 (0, T ; L 0 2 ). In consequence, because resolvent operators S(t), t ≥ 0, are bounded, then S(t − ·)Ψ(·) ∈ N 2 (0, T ; L 0 2 ), too. As we have already written, under some conditions every weak solution to (1) is a mild solution to (1) and vice versa, see [9, Propositions 4 and 5] . Let us recall one of the results. Remark Proposition 4 states that a mild solution to (1) is a weak solution to (1), too. Now, we may say more for the convolution W Ψ .
Proposition 5 Let A be the generator of C 0 -semigroup in H and suppose that the function a is completely positive. If Ψ and AΨ belong to N 2 (0, T ; L 0 2 ) and in addition Ψ(·, ·)(U 0 ) ⊂ D(A), P-a.s., then the following equality holds
Proof Let us recall [9, Corollary 1], that the formula (23) holds for any bounded operator. Then it holds for the operators A n , too:
where W Ψ n (t) := t 0 S n (t − τ )Ψ(τ )dW (τ ).
Recall that A n x = AJ n x for x ∈ D(A), where J n = nR(n, A), cf. (6) . Then, by Proposition 1 and condition (2) These considerations give rise to the following result.
Theorem 4 Suppose that assumptions of Proposition 5 hold. Then the equation (1) has a strong solution. Precisely, the convolution W Ψ defined by (12) is the strong solution to (1) .
Proof In order to prove Theorem 4, we have to show only the condition (10) . Let us note that the convolution W Ψ (t) has integrable trajectories (see, e.g. [9] ). Then, following the proof of Theorem 3, that is using the fact that the operator A becomes bounded on (D(A), | · | D(A) ), we obtain that AW Ψ (·) ∈ L 1 ([0, T ]; H), P-a.s. Hence, properties of convolution provide integrability of the function a(T − τ )AW Ψ (τ ) with respect to τ , what finishes the proof.
