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ABSTRACT
Quantifying uncertainties in a quantity of interest (QoI), arising from space-time evo-
lution of a non-deterministic physical process, is important for several applications. The
stochastic physical process is typically modeled by a linear or nonlinear partial differential
equation (PDE) in a stationary or uncertain time-dependent domain, with several uncer-
tain input parameters governing the PDE and an initial state that induces the evolutionary
process. Simulations of statistical moments of the QoI play a crucial role in uncertainty
quantification (UQ) of the stochastic model. The UQ process requires efficient approxima-
tions, fully-discrete algebraic system modeling of the PDE, and computer implementation
of the physical process in space, time, and high-dimensional stochastic variables.
Developing algorithms for efficient simulations of deterministic moving-domain linear
PDE models and three-dimensional nonlinear space-time models is still an active area of re-
search. Further augmenting such algorithmic complexities, with high-stochastic-dimensional
approximations, leads to large scale scientific computing models. Practical realizations of
these models may become computationally prohibitive using standard low-order methods,
such as Monte Carlo (MC). In general, large scale space-time stochastic models require de-
veloping efficient high-order algorithms, and high-level language implementation using high
performance computing (HPC) techniques. In practical terms, simulations of such parallel
scientific computing models on HPC environments require substantial power consumption.
Reducing the power use for simulating large scale models also requires future research on
the application of HPC environment machine learning and hence power adaptive techniques.
The main focus of this thesis is on the development and HPC implementation of algo-
rithms to address such stochastic-space-time computational challenges, for a class of deter-
ministic and stochastic models on time-dependent and stationary domains, governed by the
Schrödinger and nonlinear Allen-Cahn PDEs with high-dimensional uncertainties. Novel
iii
contributions in this thesis include:
(1) A moving-domain finite element method (MD-FEM), applying the MD-FEM in con-
junction with an adaptive multilevel MC (MLMC) algorithm, and parallel implemen-
tation. We developed the MD-FEM-MLMC algorithm and simulation for a diffraction-
in-time stochastic model, governed by the Schrödinger equation on a time-dependent
domain, with nondeterministic domain size and an initial state modeled by a random
field.
(2) High-order quasi Monte Carlo (QMC) stochastic approximations and adaptive MLQMC
algorithms, applied in conjunction with FEM approximations, for simulating statistical
moments of a QoI induced by a stochastic order parameter phase separation field. The
field is modeled by a nonlinear two-/three-space dimensional Allen-Cahn PDE with
random gradient energy and an uncertain initial state induced by a random field.
(3) Preliminary investigation and application of a class of machine learning techniques for
reduction of HPC power consumption, applied in conjunction with several order QMC
approximations.
A large number of numerical experiments in the thesis, for the above stochastic-space-time
dimensional models, demonstrate the efficiency of our adaptive hybrid FEM and stochas-
tic sampling approximations, parallel performance, and practical realizations of such large
stochastic dimensional moving domain and nonlinear models.
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In today’s world, uncertainty quantification (UQ) has become an important technique for
understanding various physical processes that have inherent randomness within their struc-
ture. Given quantifying uncertainty in a physical process is extremely useful for prediction
purposes, it is no surprise that UQ will grow substantially in the next coming decade. One
particular area of UQ research has to do with applying UQ methods to stochastic partial dif-
ferential equations (SPDEs). Although the methods developed in this thesis can be applied
to all SPDEs, we are particularly interested in the efficient simulation of PDE models with
random coefficients and initial conditions, which are close to, but not exactly SPDEs. The
use of such models is extensive and are especially useful in the simulation of experiments
with some perceived error. Articles on the the Korteweg–de Vries equation with random
initial data [1], the nonlinear Schrödinger model with random perturbations in the initial
data [2], and adding intentional random noise to an initial condition to improve the stability
of a simulation [3], all provide real world problems that demand efficient simulation of a
PDE with a random aspect.
As implied by its name, UQ can be viewed as the process of taking in many inputs
to a system and producing a single quantity or several quantities that can summarize the
behavior of the given system. Due to the inherent uncertainty in the problems considered by
UQ, quantities such as moments or variances are often very helpful metrics in determining
the behavior of data or a particular Quantity of Interest (QoI). Although there are better
ways to produce results when the dimensionality of the uncertainty is low, Monte Carlo
based computer models still remain to be the preferred approach when the uncertainty is
high dimensional [4]. In addition to being extremely dependable, Monte Carlo methods are
also praised for their ease of use and high parallelizability.
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Monte Carlo simulation can be achieved in a variety of different ways depending on the
application one wants to use. In Chapter 1, we will review the widely used standard Monte
Carlo (MC) simulation, a method that evaluates many sample outputs of the uncertain
data to obtain metrics which capture the overall behavior of the data. MC as designed
is a perfectly valid method when each sample’s cost is low in runtime and the required
accuracy of the metric approximation is low, however, realistic model realizations with high
runtimes cause MC simulation to become dreadfully slow, even when the naturally parallel
process is fully parallelized. Along with this, MC is a method that converges at a slow
rate, requiring millions of realizations to produce high accuracy in the approximation of
the desired metrics. To improve this convergence rate, we will consider how Quasi-Monte
Carlo (QMC) can improve MC by using Sobol’ sequences produced by digital net rules with
shifting.
Although QMC can improve the convergence rate of MC, QMC still requires a substantial
amount of High Performance Computing (HPC) resources, a fact that becomes painfully
apparent when complex physical models are being considered . In order to optimize power
and runtime of MC applied to these applications, we use one of the more prominent methods
in Monte Carlo simulation, the Multilevel Monte Carlo (MLMC) method. MLMC is a
method that can reduce the computational complexity of MC simulation associated with the
numerical approximation of stochastic processes by using the discrete solve to its advantage.
Along with this, we will show how MLMC can be improved upon even further by applying
deterministic points with shifting, also known as Multilevel Quasi-Monte Carlo (MLQMC).
To conclude this chapter, we will establish fundamental ideas behind these methods by
considering simple random functions and a random heat equation.
Although the examples presented in Chapter 2 demonstrate the general ideas one needs
to know in order to create an efficient simulation of stochastic space-time models, it is
insufficient in showing the true applicability of the algorithms. To clearly demonstrate the
usefulness of MLMC and MLQMC in HPC resource optimization and model simulation
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improvement, we employ these techniques on two physical models.
The first model we consider is presented in Chapter 3. The main focus of Chapter 3
is developing and demonstrating an algorithm to compute statistical moments of a QoI,
determined by a stochastic quantum density profile induced by a random continuous initial
state. The stochastic quantum density profile integrand is determined by the evolution of
the unknown wave function satisfying a stochastic Schrödinger model on a moving domain,
which is determined by a random moving shutter. In addition to applying efficient methods
for computing statistical moments of the QoI, we also introduce an efficient finite element
method for solving the associated stochastic Schrödinger model on a moving domain.
The second physical model we will consider in Chapter 4 is influenced by the Allen-Cahn
(AC) equation. Since its introduction, the AC equation has proven its usefulness by being
able to be applied to a multitude of physical problems, ranging from crystal growth to image
segmentation. To provide a methodology which can provide greater insight into the useful-
ness of the AC equation for these problems, we will recast the AC equation into a stochastic
setting and consider a stochastic AC model. To quantify the randomness associated with the
stochastic AC model in two and three dimensions, we will employ the methods developed in
Chapter 2.
The quasi random ideas developed in this thesis depend on the model being considered,
the numerical method used to solve the model, and the sampling points used. Since this
is the case, it is realistic to expect that different methods produce varying power usages
and runtimes, while obtaining the correct metrics for the quantification of the stochastic
process. This case, not unfamiliar to the National Renewable Energy Laboratory (NREL),
presents certain advantages for advanced scheduling techniques for HPC systems. Due to
the availability of several methods that produce the same results, but varying power usages
and runtimes, NREL asked the question, how can one optimize power and runtime of these
methods when the user supplies certain parameters? To answer this question, we construct
several different QMC methods and apply them to the stochastic two dimensional AC model
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of Chapter 4. Using these methods, we construct a semi-supervised machine learning tech-
nique using radial basis functions and regression, which can automatically select the method
that optimizes both power usage and runtime. To conclude the chapter, we demonstrate the
algorithm and provide possible future work that can improve the preliminary construction




Since its introduction in the 1940s to aid in the development of nuclear weapons, Monte
Carlo Simulation has proven to be an extremely useful tool in simulating stochastic processes
and providing accurate metrics of the stochastic process. Due to the advancement of High
Performance Computing (HPC) systems, Monte Carlo simulation has become a very practical
method and is widely used in the scientific community. Although this is the case, many
complex models that require a stochastic aspect to provide accurate representations of real
world scenarios, are far too time consuming to compute even with the implementation of
Monte Carlo simulation in parallel. In this chapter, we will present key ideas that lead to
the improvement of Monte Carlo simulation approximations of the moment of a quantity of
interest (QoI).
We begin by first introducing standard Monte Carlo (MC) simulation, the ideas of which
were drawn from the extensive amount of books and material on the method [5–8]. After
considering MC, we establish key ideas behind Quasi-Monte Carlo (QMC) simulation, a
method that aids in the improvement of the convergence rate of MC simulation using quasi-
random points. Using MC and QMC, we demonstrate the behavior of these methods on
simple random functions and a stochastic heat equation. Although MC simulation can be
improved upon if QMC is used, both of these methods can still consume a large amount of
HPC resources. To reduce the computational complexity of MC and QMC, we will conclude
this chapter by exploring Multilevel Monte Carlo (MLMC) simulation and Multilevel Quasi-
Monte Carlo (MLQMC) simulation, respectively.
2.1 Standard Monte Carlo
The first method that will be described is standard Monte Carlo simulation. MC is
the most basic Monte Carlo simulation and is the foundation to many other evolved Monte
5
Carlo methods. To understand MC, let us consider some random function Q(ω), which is
dependent on the random parameters, ω drawn from a uniform distribution. Typically, one
chooses ω to be an element of Ω ⊆ Rd and (Ω,F ,P) be the associated probability space
with Euclidian sample space Ω and Borel σ-algebra F . The probabilities of the events
in F are then given by the probability measure P. Although we exclusively choose this
probability space throughout the thesis, it should be known that the probability space can
change according to the problem being considered. If a different probability space is chosen,
it is imperative that all analysis and formulation created in this chapter be revisited.
Now that we have this stochastic function, we would like to know what the average
behavior of our function is over our probability space. We find the average behavior of this
function by taking the integral of Q(ω) over the given probability space. This is done by
computing the integral (2.1). At this point, it is worth noting that the integral in (2.1) can
be very high dimensional and the integrand can also be non-smooth. If this is the case,
this integral is very difficult to calculate and an exact solution most likely does not exist.
Thankfully, we can approximate this integral using MC simulation, an extremely reliable
technique that can provide adequate approximations of (2.1), even if the integral is high




MC approximates this integral by finding the stochastic moment (E[Q]) of the non-
deterministic QoI as in (2.2). This approximation then becomes more accurate as the number
of samples NMC increases. Although we now have an approximation to the integral we would
like to find, it is important to realize that we do not know how accurate this approximation
is w.r.t. the exact value. This knowledge is easily obtained by calculating the variance in
the evaluated QoI values, Q(ω). In MC simulation, this variance value is given by (2.3).
By calculating the moment and variance of our QoI, we obtain measures of the mean and
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spread of the QoI, which are crucial to understanding the behavior of the QoI.























Q(ωj)− EMC [Q;NMC ]
)2
(2.3)
An important fact to realize about the computation of (2.2) is that the ωj for j =
1, . . . , NMC are independent samples of a random vector ω. This means that the approxima-
tion given by MC in (2.2) can be computed in a naturally parallel way (a technique we apply
throughout this thesis), providing even more reason to consider MC simulation. Although
the parallelizability of MC makes it an extremely simple process to understand, the method
itself still presents problems when the realization of the QoI is expensive to compute.
Along with being computationally expensive for nonstandard QoI values, MC also has
the disadvantage of a slow O(N−1/2MC ) convergence rate. Hence, depending on the variance
of the QoI, a large number of samples are required to obtain even a few matching digits of
accuracy to the approximation of E [Q]. One way to combat this slow convergence rate is by
using deterministic points, as presented in Quasi-Monte Carlo simulation.
2.2 Quasi-Monte Carlo
Quasi-Monte Carlo (QMC) simulation is a method introduced in the 1950s which uses
deterministic points in a high-dimensional space, generated by a low discrepancy sequence,
in place of the random vector ω, to increase the convergence rate of MC simulation. This
is done by making the deterministic points more uniformly distributed than random points,
which leads to increased convergence in the MC approximation to the true value.
To understand why more uniform data can improve the convergence rate, we consider
Figure 2.1, which provides two sets “a” and “b” of data points in between zero and one.
The set “a” of values was generated from a uniform distribution using standard generators
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that are common across all coding languages. From this set “a”, it is apparent that some
of these random numbers can be very close to, if not overlap with, other random numbers.
When these random values are close to each other, the integral in (2.1) is evaluated at points
that are very similar. The evaluation of this integral for these close random values provides
only a small amount of information about the behavior of the integrand that we did not
previously know, and for this reason, our approximation yields slow convergence. To avoid
evaluating similar random numbers, we consider more uniformly distributed deterministic
points as provided by the set “b” in Figure 2.1. By doing this, we avoid sampling the same
or similar points, which provides more information about how the integrand is behaving.
Figure 2.1: Visualizing two random draws “a” and “b” of uniform random numbers between
zero and one, obtained from [9] .
Although there are many ways to create these deterministic points, they often come from
two main methods: lattice rules and digital nets. As stated in [10], if constructed correctly,
lattice rules require adjustments based on the properties of the model being solved. If lattice
rules were used, they would restrict the general applicability we are trying to accomplish
when constructing our methods, which can lead to the efficient simulation of any stochastic
model. For this reason, in this thesis we consider only digital nets, in particular, Sobol’
sequences which satisfy a digital net in base two. Sobol’ sequences were chosen because they
are known to be a universal tool that can be applied to any model problem. However, the
use of lattice rules can easily replace these Sobol points used, and if interested, the reader
should refer to the following literature on the subject [11, 12].
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2.2.1 Digital Nets and Shifting
Given we are mostly concerned with using digital nets to construct our uniform data,
we will now explain what digital nets are as well as describe the particular digital net that
we will use throughout this thesis. The explanation of digital nets is a conglomerate of
the information presented in the detailed work of the following literature [10, 13–18]. A
digital net, often referred to as a (t,m, d)-net in base b is as defined in Definition 2.1. More
generally, the main idea of digital nets is putting the same number of points in each allowable
sub-division of the unit cube, which produces uniform data.
Definition 2.1. Let d ≥ 1, b ≥ 2, and 0 ≤ t ≤ m be integers. A point set P consisting of
bm points in [0, 1)d forms a (t,m, d)-net in base b if every subinterval Πdj=1 = [αjb
−βj , (αj +
1)b−βj ] ∈ [0, 1)d of volume bt−m, with integers βj ≥ 0 and 0 ≤ αj < bβj for 1 ≤ j ≤ d,
contains exactly bt points of P .
To provide a better understanding of digital nets, we will refer to Figure 2.2. From
Figure 2.2, we can see that we are first given bm = 24 = 16 deterministic points, as found
in the first box in the upper left corner of the figure. Given these points, we now want to
partition the unit square in Figure 2.2 into rectangles, while maintaining the same size and
shape for each of the rectangles as stated in Definition 2.1. From Figure 2.2 we can see that
the unit cube for these particular points can be split into 5 distinct allowable sub-divisions,
while maintaining the property that each rectangle is the same size (as depicted by the faint
dashed lines).
From these 5 allowable sub-divisions, we can see that for each sub-division there is exactly
one point in each rectangle, if we assume that points on the top and right boundaries count
toward the next rectangle. As one can see, if we allow the number of points to grow, while
maintaining that the points be of base 2, then we obtain finer sub-divisions of the unit cube.
This act of making the sub-divisions finer causes the points themselves to be more uniformly
distributed within the unit cube. By making the points more uniformly distributed, we can
9
Figure 2.2: Visualizing a digital net in base 2, as presented in [13].
increase the convergence rate of the MC simulation as stated in Section 2.2.
Even though the general idea of digital nets is fairly simple, if one tries to implement
a digital net, it is apparent that some information is missing. Such as, what deterministic
points can we use such that the points satisfy a digital net definition? Also, what value
should t be in Definition 2.1 to create sufficiently uniform data? These questions can be
answered by considering Sobol’ sequences. Note that a majority of the specifics about the
construction of Sobol’ sequences were obtained from [9], which is also the methodology that
[19] uses in the efficient construction of the Sobol’ sequences we use throughout this thesis.
When Sobol was first considering quadrature methods, he wanted to compute (2.2) by
replacing the random vectors ωj with more uniform points, such that the limit would con-
verge as fast as possible. Sobol was successful with this venture and ultimately published
his work in [20], calling the sequences that created a deterministic ωj that satisfied the
fast convergence, LPτ sequences. These LPτ sequences ultimately became known as Sobol’
sequences. We now provide a general overview of the construction of these Sobol’ sequences.
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Let xi for i = 1, . . . , N be a Sobol’ sequence. We can then construct the jth component
of the ith point in the Sobol’ sequence as follows
xi,j := i1v1,j ⊕ i2v2,j ⊕ · · · ⊕ idgtsvdgts,j, (2.4)
where ik is the kth binary digit of i = (idgts . . . i3i2i1)2, idgts is the digit precision of the
computer architecture being used, ⊕ is a bit-by-bit exclusive-or operator, and (·)2 denotes
the binary representation of numbers. The difficulty in constructing these points of the
Sobol’ sequence comes in when one wants to construct the so called direction numbers
{v1,j, v2,j, . . . , vdgts,j}. Thanks to Sobol, we know that these direction numbers can be com-
puted by constructing a primitive polynomial of degree sj over the field Z2,
xsj + a1,jx
sj−1 + a2,jx
sj−2 + · · ·+ asj−1,jx+ 1, (2.5)
where a1,j, a2,j, . . . , asj−1,j are either 0 or 1. For a more detailed explanation of primitive
polynomials, please see the article [21]. Using these coefficient values, a1,j, a2,j, . . . , asj−1,j,
we can then construct a sequence of positive integers as in (2.6) that will allow us to construct
the direction numbers.
mk,j := 2a1,jmk−1,j ⊕ 22a2,jmk−2,j ⊕ · · · ⊕ 2sj−1asj−1,jmk−sj+1,j ⊕ 2sjmk−sj ,j ⊕mk−sj ,j (2.6)
Using the details in (2.5) and (2.6), we can then obtain the final direction numbers




, for 1 ≤ k ≤ sj. (2.7)
It should be noted here that obtaining theoretically concrete and trusted values for the
sequence in (2.6) for high dimensional Sobol’ points is difficult, and for this reason, an
efficient method created in [9] is used that can obtain up to d = 21201 dimensional Sobol’
points. This unprecedented amount of dimensions is accomplished with careful construction
of the mk,j values and primitive polynomials.
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Although we have established the deterministic points we will use, we have yet to see
if these points satisfy a digital net and if they provide any insight into the value of t in
Definition 2.1. As it turns out, a Sobol’ sequence in d dimensions is a (t, d)-sequence in
base b = 2 as defined in Definition 2.2, which forms a (t,m, d)-net in base 2. Along with
this property, Sobol’ sequences also provide a verified way of computing t in Definition 2.1.





(sj − 1) (2.8)
Following the guidelines above and the details in [9], we arrive at a sequence of numbers
that are optimally uniformly distributed, a fact provided by the digital net definition and
appropriate value of t given in [9], as well as an efficient computation of them provided by
[19].
Definition 2.2. Let d ≥ 1, b ≥ 2, and t ≥ 0 be integers. A sequence {xi : i ≥ 0} of points in
[0, 1)d is a (t, d)-sequence in base b if every block of bm points, xℓbm , . . . , x(ℓ+1)bm−1 for ℓ ≥ 0
and m ≥ t, forms a (t,m, d)-net in base b.
Although these Sobol’ sequences by themselves can improve the convergence rate of MC,
due to the efficient computation for high dimensions provided by [9] it is apparent that these
points will be the same for a fixed dimension and thus do not have a random aspect to them.
For this reason, it is clear that if we used the same methodology for finding the convergence
rate as we did in MC, then we would obtain a biased convergence study. To eliminate this
biased estimate and maintain our comparison with MC, we will explore digital nets with
shifting.
Digital nets with shifting takes the deterministic points, say ωk and shifts them by a
random shift parameter, say ∆. If we let ωk be the k
th point generated by a digital net rule,
a digital shifting of the kth point is then given by ωk⊕∆. Here ⊕ maps the points back into
the unit cube as dipicted in Figure 2.3. So for example, if we let x = 0.625 = (0.101)2 and
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y = 0.125 = (0.001)2, then x⊕ y = (0.100)2 = 0.5.
Figure 2.3: Visualizing a digital net in base 2 with shifting as provided by [13].
2.2.2 Higher Order Digital Nets
The process followed by digital net rules and shifting can provide even better convergence
rates if interlacing is applied to the digital nets. These higher order digital nets can obtain
convergence rates of O(N−α), where N is the number of samples, if the integrand being
used is α times differentiable in each stochastic variable. Here, α is often referred to as
the interlacing factor. Although we implement higher order digital nets, the theory behind
why these higher order methods work is beyond the scope of this thesis. However, full
details and explanation are available in [16, 22, 23]. Essentially, by using interlacing one can
create a (t,m, αd)-net in base 2, this increases the number of subintervals created (as can
be seen from Definition 2.1) and thus makes the deterministic points even more uniform.
Although integrands that are α times differentiable in each stochastic variable attain this
high convergence rate, it is also possible for integrands that are not α times differentiable in
each variable to achieve O(N−α), as we will demonstrate in this Chapter, Chapter 3, and
Chapter 4.
To obtain a better understanding of interlacing, we will consider a simple example.
If we let x = (0.x1x2x3 . . . )2, y = (0.y1y2y3 . . . )2, and z = (0.z1z2z3 . . . )2, then the re-
sult of interlacing these three numbers with an interlacing factor of α = 3 is the value
(0.x1y1z1x2y2z2x3y3z3 . . . )2. Note that this new value has three times as many bits as the
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original values used. This increase in the number of bits presents one concern and drawback
of higher order digital nets. That is, one must use coding languages and HPC systems that
allow variables to obtain high precision. For example, if one wanted to obtain N = 2m
deterministic points with an interlacing factor of α, then the precision of the machine, pm,
must satisfy αm ≤ pm. This restriction places a burden on interlacing factors greater than
or equal to 2.
2.2.3 Implementing QMC
Now that we have an understanding of the quasi-random points we will be using, we will
continue by explaining the implementation of QMC. The QMC method yields an approxi-
mation to the expected QoI as








where the total number of realizations NQMC = Ns ∗ nn and Ns is the number of random
shifts to be completed. To obtain the deterministic points ωr,i, we will construct Sobol’
sequences which satisfy a (t,m, d)-net in base 2, with particular interlacing factors. The
construction of these points is made possible by the optimal code produced by Frances Kuo
and Dirk Nuyens in [19]. The QMC method also yields an approximation to the standard
error of the QoI













− EQMC [Q;NQMC ]
)2
. (2.10)
By using this construction, we can achieve optimal convergence rates for a particular
problem. Due to the independence of the ωr,i vectors, we can parallelize the computation of
(2.9). To achieve a large number of QMC based realizations we employ a message passing
interface (MPI) based parallel code written in modern versions of Fortran (90+), which
parallelizes the process with respect to nn and Ns if the number of cores used is greater
than Ns, and parallelizes the process with respect to Ns if the number of cores is less than
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or equal to Ns. As in MC, we run the parallel code using multiple cluster nodes with each
node composed of dual octa-core Intel X5670 2.93GHz processors.
2.3 QMC Applied to Random Functions
Now that we have a concrete understanding of the construction of the QMC method and
the points we will be using, let us now continue by considering QMC applied to random
functions. The purpose of this section is to establish the properties of QMC with small and
succinct examples. The first example we will consider is finding the mean and variance for
the integral in (2.11), using different interlacing factors valued from 1-4. In this particular





Given we are trying to compute a numerical integral between zero and one, we see that the
vector ω will consist of random values between zero and one. If we were instead integrating
between two and four, then we would let our vector ω be random values between two and
four. From (2.11), we can see that the integrand is infinitely differentiable. This means that
according to theory, this QoI should perform very well for all interlacing factors and should
also provide a convergence rate of O(N−α). We also note that the exact solution to (2.11)
is know to be 0.5. This allows us to construct the absolute error in our estimate, denoted
abs, by taking the absolute value of the difference between our approximation to E[Q] and
the exact solution 0.5.
To consider the convergence rate of the approximation to (2.11), we will first run QMC
with two random shifts, in addition to MC. The results of this can be found in Figure 2.4. In
the left graph of Figure 2.4, we see that we have plotted the standard error, SE[Q] as defined
in (2.10), for MC and QMC. Along with this, we have also plotted the number of samples,
N , vs. N−α (as depicted by the green lines). From this left graph, we can see that two shifts
produces convergence rates that are consistent with the theory, allowing us to obtain fast
convergence of O(N−α).
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Figure 2.4: Comparing MC with QMC using SE[Q] (left) and comparing SE[Q] and absolute
error for the QoI, using two shifts (right).
Since the exact solution of the integral is often not known, in practice one must resort
to using SE,QMC [Q;QMC]. Thus, to ensure that this is a fair estimate of the error, we
have compared SE[Q] and the absolute error of Q in the right plot of Figure 2.4. From the
right plot, we can see that SE[Q] provides a fair representation of the accuracy of QMC for
different interlacing factors. From these plots, we have found that the theory for interlacing
holds and we have increased the convergence rate of MC. However, what happens to these
results when the number of shifts change?
To answer this question, we run this process again, but this time we will use eight shifts.
The results for this can be found in Figure 2.5. If we refer to the left plot of Figure 2.5, we
see that eight shifts makes the SE[Q] worse. However, if we consider the right plot, we see
that our SE[Q] is a much better approximation of the absolute error. These results show that
varying the number of shifts can dictate the behaviour of the approximation substantially
and for the purposes of implementation, one should consider more shifts, rather than a small
amount of shifts.
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Figure 2.5: Comparing MC with QMC using SE[Q] (left) and comparing SE[Q] and absolute
error for the QoI, using eight shifts (right).
It is apparent that the number of shifts along with the interlacing factor used dictates
the behaviour of QMC, but how does the smoothness of the integrand affect the results?
To investigate the affect of the smoothness of the integrand, we will first consider the QoI
in (2.12). Note that this integrand is not infinitely differentiable, instead it only has one
derivative that is defined on the domain of integration. Thus, according to the QMC theory,
only an interlacing factor of α = 1 should produce the expected convergence rate, while the
other interlacing factors are not guaranteed to produce the expected convergence rate. To
see if this is the case, we run this method for the integral in (2.12), producing the output in





From the left plot of Figure 2.6, we can see that α = 1 behaves as expected, as well
as the interlacing factors 3 and 4. However, we see that α = 2 still produces the expected
convergence rate, as dictated by theory. Thus, it seems like QMC with interlacing and
shifting can achieve the expected convergence rate O(N−α), even if the integrand is not
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Figure 2.6: Comparing MC with QMC using SE[Q] (left) and comparing SE[Q] and absolute
error for the QoI, using two shifts (right).
sufficiently smooth. If we consider the right plot, we see that SE[Q] is still a sufficient metric
to study the error of the approximation. To see if other integrands act in a similar manner






The integrand of (2.13) can be differentiated twice and has an exact value of 2/5. Since
the integrand can be differentiated twice, it follows that α = 1 and α = 2, should produce
the appropriate convergence rate, as stated by the theory, while α = 3 and α = 4 fail to
produce the expected convergence rate. To see if this is the case, we run the method and
obtain the results in Figure 2.7. These results confirm that both interlacing factors of 1 and
2 are behaving appropriately. We also see that α = 3 and α = 4 do not obtain convergence of
order O(N−3) and O(N−4), respectively. This is expected behavior because the integrands
are not sufficiently smooth, as dictated by the theory. Thus, it seems like the integrand can
produce higher order convergence even if it is not sufficiently smooth, but this behavior is not
guaranteed. Although the higher interlacing factors don’t obtain the expected convergence
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rate, it is shown that higher interlacing factors are still beneficial in some cases, even if the
integrand is not sufficiently smooth.
Figure 2.7: Comparing MC with QMC using SE[Q] (left) and comparing SE[Q] and absolute
error for the QoI, using two shifts (right).
2.3.1 QMC Applied to Stochastic PDEs
From the last section, we found that the interlacing factor, the amount of shifts, and the
smoothness of the integrand greatly affect the performance of QMC. Given we will ultimately
apply these techniques to PDEs with stochastic aspects, it seems appropriate to show how
QMC will affect a simple PDE of this form. To show the affect of QMC on PDEs, we will
consider random heat flow in a thin square plate. For this simulation, we will be using the
implicit second-order in space-and-time Crank-Nicolson linear Galerkin spline finite element
method (FEM), for the numerical solve of the proposed PDE. The domain for the random
heat flow in a thin square plate will be denoted by D, where D is located in the x− y plane
occupying the region D̄ = {(x, y) ∈ R2 : 0 ≤ x ≤ 1, 0 ≤ y ≤ 1}.
For this problem, we again assume that ω is an element of Ω ⊆ Rd, and (Ω,F ,P) is the
associated probability space with Euclidian sample space Ω and Borel σ-algebra F . The
probabilities of the events in F are given by the probability measure P. For notational
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convenience, we use ω̃ = (ω, ω) to denote a random vector in Ω̃ = Ω × Ω ⊂ Rd+1. The
associated product probability measure in Ω̃ is P̃ = P× P .
We will then force the temperature u(x, y, t; ω̃) at each position (x, y) ∈ D and at each
time t to satisfy the following,
∂u
∂t
(x, y, t; ω̃)− ω∆u(x, y, t; ω̃) = f(x, y, t; ω̃), inD t > 0,
with boundary condition
u(x, y, t; ω̃) = 0 (x, y) ∈ ∂D,
and for 0 ≤ t ≤ T the initial temperature distribution







sin(iπx) sin(jπy) (x, y) ∈ D,
where the ηj(ω) and the γi(ω) are random variables between 0 and 1, ω is a random variable
between 0 and 0.5, and f(x, y, t; ω̃) is a random forcing function, which is constructed from
the exact solution below












Now that we have our PDE, we would like to quantify its randomness using MC and
QMC. For this particular problem, we will let our QoI be as given in (2.14), and thus, we
would like to approximate the integral in (2.15). At first, we see that there is one major
difference between the PDE QoI and the random functions of the last section, that is,
our PDE solution is obtained through a discretization of the PDE, rather than given by an
explicit function. Thus, the question becomes, what solution of the PDE should we consider?
To answer this question, we must refer to the convergence study. Using the exact solution,
we find the absolute maximum nodal error over all time steps (Errmax) of the problem and
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obtain the convergence study given in (Table 2.1), where h specifies the spatial discretization,









Table 2.1: Convergence of the random heat equation.







From Table 2.1, we see that our method is converging correctly and our error is reducing
with finer mesh realizations. From this table, we also see that a fine h step of 7.8125E-3
seems like a solution that mimics the exact solution best, given it produces the best absolute
maximum nodal error. For this reason, we use it to approximate the QoI. Using MC and
QMC, we approximate (2.15) using (2.16) and (2.17), respectively, where the subscripts
denote that a fine grid realization was used for both space and time. Also note the slight
change in notation for the expectation of QMC, the notation EQMC,shft[Q] indicates that the
expectation produced by QMC was created using shft amounts of shifts. We also obtain a
similar notation for SE,shft[Q]. For this particular example, we let h
fine = 7.8125E − 3 and
∆tfine = 0.25hfine, as determined by the convergence study.













Using the construction outlined above, we will now run MC and QMC for α = 1 and
shift amounts of 8,16, and 32. To obtain the absolute error of this problem we used the
exact solution provided in (2.18). The data produced by these runs can be seen in Table 2.2.
From this table, we can see that shift amounts of 8 and 32 produce SE[Q] values that can
be an order of magnitude off from the absolute error. This fact becomes more apparent
when we refer to Table 2.3. This table shows us that the standard error, SE[Q], for 16 shifts
most closely approximates the absolute error. Thus, when considering this model, 16 shifts
should be used for all QMC methods. Although this behavior is true for this PDE, it should
be noted that this is not indicative of all PDEs with stochastic aspects. For more complex
models, it is often better to use 32 shifts as stated in the following literature [13, 24], thus,









































Table 2.2: Error in QMC for α = 1 and various shift amounts.
N 512 1024 2048 4096 8192
SE,8[Q] α = 1 4.2702e-4 1.8997e-4 5.08989e-5 2.24697e-5 2.93217e-5
abs8[Q] α = 1 8.6412e-5 6.5569e-5 7.7472e-5 1.5069e-5 2.1796e-6
SE,16[Q] α = 1 5.5541e-4 2.7023e-4 1.1698e-4 4.7914e-5 2.0099e-5
abs16[Q] α = 1 6.3017e-4 1.2458e-5 5.5532e-5 5.6203e-5 2.0919e-5
SE,32[Q] α = 1 7.2370e-4 3.9026e-4 1.8422e-4 8.8139e-5 3.6442e-5
abs32[Q] α = 1 1.1489e-4 8.7968e-5 1.1142e-4 5.9017e-6 2.1349e-5
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Table 2.3: Difference in absolute and standard error produced by QMC for α = 1 and various
shift amounts.
Max(abs8[Q] - SE,8[Q]) α = 1 3.406068491984040e-04
Max(abs16[Q] - SE,16[Q]) α = 1 2.577766689167132e-04
Max(abs32[Q] - SE,32[Q]) α = 1 6.088142793326909e-04
2.4 Multilevel Monte Carlo
From the implementation of MC and QMC, we see that applications where the cost per
sample is low present little difficulty for both applications. However, for complex PDEs this
is often not the case because each sample requires a prolonged PDE solve. In this section,
we will show how multilevel Monte Carlo (MLMC) can reduce the computational complexity
and runtime of Monte Carlo simulation. The MLMC algorithm was introduced less than
two decades ago and we follow the framework in the survey article [4] to further develop our
Monte Carlo code.
Under certain assumptions [4, Theorem 1], it is possible to choose desired accuracy values
ǫ (such as ǫ = [NMC ]
−1/2 in our MC simulations). This can be achieved by performing a
few more, say, L-levels of MC simulations, with integrands having smaller variances, as we
increase from level 0 to level L. The reduction in the computational cost can be achieved
using certain trade-offs between finer and coarser realizations of the numerical grids.
In particular, at level ℓ = 0 the MLMC algorithm is based on simulations using the largest
number of adaptively chosenN
(ℓ)
MLMC samples and they obtain an initial approximation similar
to the representation in (2.16), but ∆tfine and hfine replaced by coarse level mesh parameters
∆t(ℓ) and h(ℓ). If we consider the random heat equation for ℓ = 0, . . . , L, using (2.14), we







u(x, y, t; ω̃) dx dy, ω̃ ∈ Ω̃. (2.19)
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Hence corresponding to (2.15), we obtain the telescopic sum relation




The key outcome of this identity is that while the variance of Q(ℓ), i.e. V (ℓ), for ℓ = 0, . . . , L
may not be small, the variance of the difference Q(ℓ)−Q(ℓ−1) in (2.20) are expected to reduce
in magnitude as the level increases. The expected reduction in variances follows from the
control variate analysis [7], as explained in [4, Page 3]. Because of the substantially reduced
order of the variance, the MC approximations for E[Q(ℓ)−Q(ℓ−1)] require substantially fewer
N
(ℓ)
MLMC samples compared to the N
(0)
MLMC samples used at the initial level.
Using the tabulated values in Table 2.1 as a reference, for MLMC simulations we use





h(ℓ) = 2(−ℓ−3) and ∆t(ℓ) = 2h(ℓ) ℓ = 0, 1, 2, 3. (2.21)






to E [Q] in (2.15) were computed
with ℓ = 0 and Q(0) = Φ in the following representation:
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j ∈ Ω̃ are independent samples that change with the levels. The identity (2.20)






to E [Q] in (2.15)























Unlike the MC algorithm, the MLMC approach allows the user to provide an expected
accuracy value ǫ and based on the coarse to fine grid space-time mesh (such as that in (2.21))
and a certain initial number of MC samples at each level (with prescribed minimum and




MLMC to approximately satisfy the required accuracy. From [4, Theorem 1], we
also see that the MLMC algorithm requires the three values αMLMC , β, and γ, where αMLMC
is not associated with the interlacing factor. Although αMLMC and β can be approximated
within the MLMC algorithm in real time, we need to provide an estimate to γ. In practice,
this value can be obtained from the code mlmc test provided by [4]. In this code, the user
provides a value N0, which represents the number of samples to be ran on each level of
MLMC. Along with this value, the user should also supply the total number of levels they
want to run mlmc test with, say Ltest. Once these two values are provided, mlmc test then
conducts the MLMC algorithm, but with a fixed number of levels and samples per level.
Using these runs, the algorithm then estimates the parameter γ using the cost per level, as
provided by theory. An algorithm overview of MLMC (formulated in [4]) is presented in
Algorithm 1.
Algorithm 1 Pseudocode for MLMC
1: start with L = 2, set ǫMLMC , and initial target of samples on levels ℓ = 0, 1, 2
2: while extra samples need to be evaluated do
3: evaluate extra samples on each level
4: compute/update estimates for V (ℓ), ℓ = 0, . . . , L
5: define optimal N (ℓ), ℓ = 0, . . . , L
6: test for weak convergence
7: if not converged, set L := L+ 1, and initialize target N (ℓ)
8: end while
Now that we have established the theory behind MLMC, let us continue by showing its
clear advantage over MC, using the random heat equation introduced in Section 2.3.1. As
stated above, the first step in running the MLMC algorithm is to establish the parameter
γ. Using the space-time mesh of (2.21), the approximation (2.23), N0 = 10000, and Ltest =
3, we obtain γ = 3.10 from mlmc test. Note that if the mesh provided by (2.21) is not
chosen appropriately, then mlmc test will also yield poor results for the predicted variance,
γ, kurtosis value, and the check value. These values can also yield poor results if the code
is constructed incorrectly, in most cases if the check value is not sufficient, then the switch
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from a fine mesh to a coarse mesh is not conducted appropriately.
The next step in the process of running MLMC is to establish the ǫ value that you want
to achieve and the initial number of samples per level. We first consider the ǫ value by
referring to Figure 2.8, which are the best results obtained by QMC and MC, when using
the random heat equation. From this graph, one can see that MC has a convergence rate
of O(N−0.8), thus if we want to mimic this convergence rate with MLMC, we need to let ǫ
be approximated with ǫMLMC = N
−0.8. Next, we must set the initial number of samples per
level. Although the theory provides a rough estimation for the initial number of samples,
in practice it is usually easier if one first chooses a large ǫMLMC and through trial and error
finds the minimum amount of samples to conduct on each level.
Figure 2.8: Rates of convergence for MC and QMC.
Using the process we have outlined so far, ǫMLMC = N
−0.8, γ = 3.10, and the initial
number of samples on levels 0,1, and 2 to be 8,4, and 2, respectively, then one obtains the
results in Figure 2.9 and Figure 2.10. Note here that the N in ǫMLMC = N
−0.8 is the number
of samples used in MC. From these results, it is apparent that MLMC can produce the same
standard error as MC, but does so in a way that reduces computational cost significantly. In
the following chapters, we will consider how MLMC can provide even greater improvements
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for models that require longer runtimes per sample.
Figure 2.9: Comparing the standard error and runtime produced by MC and MLMC.
Figure 2.10: The number of samples used per level in MLMC.
2.5 Multilevel Quasi-Monte Carlo
Now that we have created a process that reduces the computational complexity of MC
simulation, the question remains, can this process also be done for QMC simulation? In
short, the answer is yes and we will now provide an overview of multilevel Quasi-Monte
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Carlo (MLQMC). MLQMC is implemented in a similar respect to MLMC. However, the
major difference is that we now use the digital net rule created for QMC on each of the
varying levels. To provide a better representation of this algorithm, please refer to Algorithm
2 below which was in part obtained from the journal articles [24] and [25]. From this
algorithm overview, we see that the stopping mechanism for MLQMC is slightly changed,
N (ℓ) = 1 denotes that 32 shifts of the deterministic points were used per sample, and there
is no γ value as in MLMC. In this algorithm, the bias is set to be (Q(L) −Q(L−1))2, where L
is the largest level obtained within the algorithm. Another note that should be made on this
algorithm is that 32 shifts is often an optimal amount of shifts for the MLQMC algorithm,
even though 16 shifts was optimal for QMC. Along with this fact, it should also be noted
that setting the initial target of 1 sample per level is not required, it is often beneficial in
practice to use more than one initial target sample if a small ǫMLQMC is required.
Algorithm 2 Pseudocode for MLQMC
1: Start with L = 0, 1, 2, and an initial target of 1 sample for each level,




ℓ > ǫ2MLQMC/2 do
4: Double N (ℓ) on the level with the largest standard error
5: if L < 2 or the bias > ǫMLQMC/
√
2 then
6: Set L = L + 1
7: end if
8: end while
If we refer to Figure 2.8, we see that an interlacing factor of 1 has a convergence rate
of O(N−1.2) and an interlacing factor of 2 has a convergence rate of O(N−2). Thus, when
mimicking the behavior of QMC with MLQMC, we will choose ǫMLQMC = N
−1.2 for an
interlacing factor of one and for an interlacing factor of two we would choose ǫMLQMC = N
−2.
Using this setup, we then obtain the results in Figure 2.11 and Figure 2.12. From these results
we see that MLQMC is producing around the same standard error as QMC for an interlacing
factor of one, while reducing the computational cost significantly. Along with this, we also
see that the number of samples required per level decreases as the level increases.
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Figure 2.11: Comparing the standard error and runtime produced by QMC and MLQMC
for α = 1.
Figure 2.12: The number of samples used per level in MLQMC for α = 1.
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CHAPTER 3
A MOVING SHUTTER DIFFRACTION IN TIME STOCHASTIC MODEL
In this chapter, we describe and demonstrate a computational model, using a moving-
mesh finite element method (FEM) and the multilevel Monte Carlo (MLMC) algorithm de-
veloped in Chapter 2, to simulate statistical moments of a moving-domain induced stochastic
quantum transients. For a review on the theory and applications of transients, we refer to [26]
and 288 references therein. The earliest of these references are due to Moshinsky. A closely
related deterministic stationary-domain version of the model considered in this chapter was
proposed in the seminal 1952 paper by Moshinsky [27], entitled Diffraction in Time (DiT).
Even several decades after introduction of the DiT model, there continues to be substantial
interest in understanding more practical variants and solvability of the model. For a recent
effort on an exactly solvable DiT model, see [28] and references therein. We refer to the
above references for large literature on the DiT models, including reasons for the term DiT
attributed to a quantum matter transient waves phenomenon related to that in optics.
Transients are processes induced by sudden interaction of particles impinging on a shut-
ter or changes due to initial states or boundary conditions. As described in the review
article [26, Page 2], the transient models investigated mainly in the (Physics) literature are
those for which analytical solutions can be constructed using classical functions (such as
Fresnel integrals). Such analytic constructions impose restrictions on the model such as re-
quiring stationary shutters, deterministic initial conditions, or no boundary conditions (to
apply Fourier/Laplace transforms).
These include the seminal DiT model by Moshinsky [27] and the recently investigated
exactly solvable variant DiT model [28] and references therein. The model in [28] admits
a time-dependent aperture/shutter function χ(t) and represents the resulting unknown par-
ticle wave function Ψ(x, t) as an improper-spatial-integral on (−∞,∞), with its integrand
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depending on a deterministic initial state and a fundamental solution Green’s kernel, satis-
fying the time-dependent one-space dimension Schrödinger equation. In this simplified case,
the improper integral can be evaluated only for certain special forms of χ(t) and the ap-
proach in [28] also assumes that the Schrödinger Green’s kernel can be evaluated exactly. In
general, the latter is not possible when the one-dimensional Schrödinger equation is consid-
ered in conjunction with time-dependent spatial-boundedness ([β, γ(t)], see Figure 3.1) of the
moving shutter (as the beam of the particles impinge on the shutter), associated boundary
conditions, and a non-deterministic continuous initial state.
Figure 3.1: An illustration of the DiT model governed by a moving shutter with speed γ ′(t)
and a continuous initial state. The shutter on the left represents the closed shutter’s position
at t = 0 and the right shutter is a closed shutter at the position determined by γ(t).
The deterministic case, with a constant γ(t) (and a discontinuous initial state) of the
stochastic model considered in this chapter reduces to the stationary shutter DiT model
introduced by Moshinsky [27], which models the deterministic quantum dynamics of a sud-
denly released beam of independent particles of mass m. In this special stationary case, the
time evolution of a quantum particle with wave function ψ(x, t) satisfying the Schrödinger
equation can be written as the Moshinsky function, M(x, k, t) [26, 27], and the concept of
DiT can be tied to the quantum density profile |ψ(x, t)|2 [26, 27]. Here, k is the wavenum-
ber and λ = 2π/k is the wavelength, so that ℏ/λ and ℏ/(mλ) (with ℏ being the Planck’s
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constant) are respectively the nominal momentum and velocity, of a quasi-monochromatic
atomic beam impinging on a stationary shutter. These constants occur together as a co-
efficient of the diffusion part of the Schrödinger equation [27]. In this chapter we use the
notation α(k) to denote the coefficient.
3.1 A moving-domain stochastic DiT model
The main focus of this chapter is developing and demonstrating an algorithm to compute
statistical moments of a quantity of interest (QoI), determined by the stochastic quantum
density profile |ψ(x, t;ω)|2, which are crucial for quantifying uncertainties in the QoI. The
stochastic quantum density profile integrand is determined by the evolution of the unknown
wave function ψ satisfying the following stochastic Schrödinger model on a moving domain




ψ(x, t; ω̃) + ᾱ(k)
∂2
∂x2
ψ(x, t; ω̃) = 0, x ∈ D(t;ω), ω̃ ∈ Ω̃, 0 < t ≤ T,
(3.1)
ψ(x, 0; ω̃) = µ(x)gk(x) +R(x;ω), x ∈ D(0;ω), ω̃ = (ω, ω), ω ∈ Ω. (3.2)
In the above model, for convenience, we assume homogeneous Dirichlet boundary conditions
at x = 0 and at x = γ(t;ω), for all t ≥ 0.
In this chapter we take the non-constant speed of the shutter to be non-deterministic, of
the form γ′(t) = ωf(t), where ω is from a one-dimensional probability space (Ω,F ,P) and
f : [0, T ] → R is a real-valued function. We denote the resulting moving non-deterministic
domain as D(t;ω) := (β, γ(t;ω)), for t ∈ [0, T ], with T being the final simulation time of
interest. We note that for the domain to be well defined, γ(t;ω) ≥ β for all t ∈ [0, T ] and
ω ∈ Ω. In practice at time t = 0, depending on the choice of f(t), the initial domain D(0;ω)
need not depend on ω.
In addition, we augment the complexity of the variant stochastic version of the Moshin-
sky’s problem by taking the initial state to be a random field, depending on a random vector
ω. Here, ω is an element of Ω ⊆ Rd, and (Ω,F ,P) is the associated probability space
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with Euclidian sample space Ω and Borel σ-algebra F . The probabilities of the events in
F are given by the probability measure P. For notational convenience, in (3.1)–(3.2) and
throughout the chapter, we use ω̃ = (ω, ω) to denote a random vector in Ω̃ = Ω×Ω ⊂ Rd+1.
The associated product probability measure in Ω̃ is P̃ = P× P .
Because of the complexity of the stochastic model on the moving domain, in this chapter,
we take the initial random state of the model in (3.2) to be continuous in the spatial variable.
Developing an efficient moving-mesh and stochastic realization algorithm of this continuous
initial state model is a challenging problem. In a future article, we plan to investigate the
extension of the model to allow for random discontinuous initial states on moving domains.
Such discontinuous data based stochastic models are challenging even for fixed spatial domain
cases.
In this setting, with a large d-stochastic dimension, the released initial state of the beam
of particles is a square-integrable random process and the covariance operator of the random
process induces the associated Karhunen-Loéve (KL) series expansion of the field [29]. In
practice, assuming decay in the Fourier coefficients of the field, the initial state may be
approximated by a truncated KL expansion with d-terms. This leads to our d+1-dimensional
stochastic model induced by the perturbation of the wavenumber dependent deterministic
initial state µ(x)gk(x), x ∈ [β, γ(0)], by a random field R(x;ω). In the stationary shutter
deterministic Moshinsky model on (−∞,∞) from [27], gk(x) = exp(ikx) (a plane wave)
and µ(x) = 0 for x ∈ [0,∞). In our simulations, we also choose gk to be the plane wave
and choose µ such that the initial state satisfies the boundary conditions at x = β and at
x = γ(0).
To illustrate the decay assumption in the random field, say with mean zero, consider
for example with x ∈ [0, 1], the eigenfunctions of the second differential operator −d2/dx2
(with domain restricted to functions satisfying homogeneous Dirichlet boundary conditions
at x = 0 and at x = 1) given by sin(jπx), and associated eigenvalues j2π2, for j = 1, 2, . . . .
The integral covariance operator inducing the random field, C = [−d2/dx2]−2, has the same
33
eigenfunctions, but the eigenvalues of C decay with O(j−4) [30]. Hence, depending on the
appropriate accuracy required in the representation of the random field, we can choose a
parameter d to truncate the KL expansion and represent the random field using d random






sin(jπx), x ∈ [0, 1], ω = (ω1, · · · , ωd) ∈ Ω. (3.3)
For example with d = 64 (which we use in our numerical experiments), the truncated terms
in the series KL expansion are less than O(10−4). In our model, since the domain at time
t = 0 is [β, γ(0)], with β < 0, the arguments of the sin(j·) functions need to be appropriately
scaled using change of variables, to satisfy the homogeneous Dirichlet conditions at x = β






sin(jπ(x− β)/(γ(0)− β)), x ∈ [β, γ(0)], ω = (ω1, · · · , ωd) ∈ Ω. (3.4)
In this chapter, we are interested in efficiently computing statistical moments of the QoI,




|ψ(x, T ; ω̃)|2dx, ω̃ ∈ Ω̃. (3.5)
The QoI provided in (3.5) can be physically interpreted as the probability that a particle
is found in D(T ;ω). For computation of an approximation to the first statistical moment





An approximation of the high-dimensional integral in (3.6) requires a large number, sayNMC ,
of sampling/realization points in the (d+1)-dimensions and use of non-standard quadratures,
such as the low-order accurate Monte Carlo (MC) [7] approximation. The advantage of the
MC approximation is in its simplicity of choosing the realization points in the probability
space (Ω̃, F̃ , P̃) and that the rate of convergence of the MC approximation of the integral
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in (3.6) is independent of the high stochastic dimension. However, because the accuracy
of the MC approximation is O(N−1/2MC ), in general a large number of samples, NMC , are
required. For each such fixed sample, say ω̃∗, we need to simulate the associated deterministic
moving-domain DiT model to compute Q(ω̃∗) in (3.5) with integrand |ψ∗(x, T )|2, where
ψ∗(x, t) = ψ(x, t; ω̃∗), x ∈ D∗(t) = D(t;ω∗), and t ∈ [0, T ].
In the next section, we describe a moving-mesh FEM for efficiently solving the deter-
ministic moving-domain DiT model to compute ψ∗(x, t) and demonstrate the second-order
accuracy of the algorithm. The Crank-Nicolson algorithm is unconditionally stable, requir-
ing no CFL condition on the time discretion step, and in our simulation we take the spatial
and time discretization steps to be of the same size. Our simulation of the deterministic
FEM model suggests that a fine time-dependent spatial-mesh, say hfine(t), of the moving
domain is required, in conjunction with the matching fine time-mesh, to obtain better than
O(10−3) accuracy. In particular, we aim for this accuracy to be better than that which
is used for the approximate representation of the random field R, using the truncated KL
expansion. Hence, computing approximate expected values of the QoI using the standard
MC algorithm requires a large number of realizations of the deterministic model, with a fine
space-time mesh for each realization.
In the next section, we tabulate deterministic moving-mesh FEM simulation results for
various mesh sizes, with (approximate second-order) increase in accuracy as the mesh be-
comes finer. These results also provide a framework to apply a multilevel version of MC
that facilitates an appropriate trade-off between a large number of MC samples to a fewer
number of MC samples in conjunction, respectively, with coarse and fine mesh, depending
on the level. The initial level of MLMC [4] may be considered as standard MC, but with
coarser space-time mesh and the later levels may be regarded as MC with fewer samples and
a finer mesh as stated in Chapter 2.
In Section 3.3, we describe and apply the standard MC and MLMC algorithms to simulate
the expected value of the QoI and demonstrate that the computational cost of the MLMC
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algorithm is substantially better than the MC algorithm, for the stochastic moving shutter
DiT model.




on a time-variable dependent function to denote the first partial derivative of the function
w.r.t. the second variable. Thus, for example,
∂
∂t
ψ∗(x, t) means that we first take the partial
derivative of the function ψ∗ w.r.t. the second variable and then evaluate the resulting
function at the fixed time t.
3.2 A deterministic moving-mesh computational DiT model
High-order finite difference and element methods for the Schrödinger equation have been
applied in many areas over several decades, see for example [31–33]. However, these devel-
oped methods were mainly restricted to the Schrödinger equation on fixed domains. For
recent work on deterministic moving-mesh models, see [34] and references therein, includ-
ing the 2009 survey article [35] (with a large number of references) on the development of
moving-mesh methods over the last four decades. To our knowledge, this chapter is the first
work on applying moving-mesh techniques for simulation of the deterministic and stochastic
DiT models.
In this section, for a fixed realization ω̃∗ = (ω∗, ω∗), we describe an algorithm to effi-
ciently approximate ψ∗(x, t), satisfying the deterministic moving-domain Schrödinger model,
induced by a monochromatic beam of particles moving parallel to the x-axis impinging on
a shutter that moves perpendicular to the beam in its frame, with a deterministic speed




ψ∗(x, t) + ᾱ(k)
∂2
∂x2
ψ∗(x, t) = 0, x ∈ D∗(t) = (β, γ(t)), 0 < t ≤ T, (3.7)
ψ∗(x, 0) = µ(x)gk(x) +R(x;ω
∗), x ∈ D∗(0), (3.8)
ψ∗(β, t) = 0 = ψ∗(γ(t), t), 0 ≤ t ≤ T. (3.9)
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to denote the standard inner product of square integrable functions defined on D∗(t). Using
the homogeneous Dirichlet boundary conditions, we now derive the weak form of the deter-







































v(x, t) dx = 0.


































(γ(t), t) v(γ(t), t)− ∂ψ
∗
∂x


























(x, t) dx = 0


















= 0, for all v ∈ H10 (D∗(t)),
(3.10)
ψ∗(x, 0) = µ(x)gk(x) + R(x;ω
∗), x ∈ D∗(0).
(3.11)
For each fixed t ∈ [0, T ], let Vh(t) be a finite dimensional subspace of H10 (D∗(t)), spanned
by continuous splines of degree p ≥ 1 defined on a spatial mesh of D∗(t), say with uniform
size h(t), satisfying the approximation theory property that for any v ∈ Hs(D∗(t)), s ≥ p+1,
inf
wh(t)∈Vh(t)
||v − wh||L2(D∗(t)) = O([h(t)]p+1).
With this abstract setting, a theoretical way of defining a semi-discrete Galerkin spline FEM
is to find ψ∗h(t)(·, t) ∈ Vh(t) satisfying (3.10) and (3.11), with ψ∗, H10 (D∗(t)), and µgk+R(·,ω∗)
replaced, respectively, with ψ∗h(t), Vh(t) and Ph(t)(µgk + R(·,ω∗)). Here, Ph(t)(µgk + R(·,ω∗))
is a projection of the initial data µgk +R(·,ω∗) onto Vh(t).
Given that our model problem requires a moving domain, there is a need to efficiently
setup the time-dependent non-standard stiffness, mass, and related hybrid matrices. In
particular, unlike the fixed-domain case, the linear spline functions depend nonlinearly on
the time-mesh and hence efficient setting up of the moving-mesh FEM algebraic system,
including an appropriate Jacobian of the spline basis functions, is required.
To this end, below we give concrete details of a fully-discrete moving-mesh FEM, which
includes setting up the system matrices and the resulting algebraic system that needs to be
solved at each discrete time step. We restrict our attention below to the continuous linear
splines (p = 1) and the approach can be generalized for high-order splines and non-uniform
mesh parameters.
For discretization of the operator
∂
∂t
, we consider a uniform mesh of the time interval
[0, T ] with mesh-width ∆t = T/M∆t and denote the resulting discrete time points as ti, i =
0, . . . ,M∆t with t0 = 0 and tM∆t = T . Thus, we first restrict the above model to the discrete
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time levels: For each m = 1, . . . ,M∆t, find ψ


















= 0, v ∈ H10 (D∗(tm)),
(3.12)
ψ∗(x, 0) = µ(x)gk(x) +R(x;ω
∗),
x ∈ D∗(0). (3.13)
For eachm = 0, . . . ,M∆t, we choose a uniform spatial mesh parameter h(tm) :=
γ(tm)− β
Nh
and partition the time-dependent spatial domainD∗(tm) into equally spaced points xj(tm), j =
1, . . . , Nh + 1 so that x1(tm) = β and xNh+1(tm) = γ(tm). Thus, the moving-mesh is de-
termined by the time-dependent spatial nodal vector xm = [x1(tm), . . . , xNh+1(tm)]
T and the
elements Ij(tm) = [xj(tm), xj+1(tm)], for j = 1, . . . , Nh, and m = 0, . . . ,M∆t. In Figure 3.2,
we visualize the time-dependent spatial mesh points obtained using a coarse mesh with
M∆t = Nh = 20, for two realizations of the shutter speed function γ(t).
Figure 3.2: Two realizations of moving-mesh configurations.
For each discrete time tm, m = 0, . . . ,M∆t, we seek an FEM approximate solution
ψ∗h(tm)(·, tm) ∈ Vh(tm) of (3.12)-(3.13), where
Vh(tm) := span{φj(x;xm), j = 1, . . . , Nh + 1}, (3.14)
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, x ∈ Ij−1(tm)
xj+1(tm)− x
xj+1(tm)− xj(tm)
, x ∈ Ij(tm)
0 , otherwise
. (3.15)

















, x ∈ INh(tm)
0 , otherwise
.
For m = 0, . . . ,M∆t, with hm = h(tm), to compute ψ
∗
hm







m), x ∈ D∗(tm). (3.16)
In (3.16), using the initial condition (3.13), we obtain its projection onto Vh(t0) by taking
Ψi(t0) = µ(xi(t0))gk(xi(t0)) +R(xi(t0);ω), i = 1, . . . , Nh + 1. (3.17)
For m = 1, . . . ,M∆t, we obtain the Nh − 1 unknown coefficients Ψi(tm) by forcing the repre-




using the mid-time-nodal points tm−1/2 = (tm + tm−1)/2 with mesh-width ∆t/2.
Because of the nonlinear dependence of the basis functions φi in the time variable, it
is convenient to first consider a simplified representation of
∂
∂t
ψ∗hm(·, tm). Below we use
the notation xmj to denote the j-th component of the vector x
m, for j = 1, . . . , Nh + 1.



















































































where for the bracketed terms, in the penultimate step we used (3.16) and the final step can
be obtained by calculating derivatives of the basis functions in (3.15), w.r.t. the components





















The above simplified representation yields, in addition to the standard fixed-mesh mass
matrix, terms involving discretization of moving mesh terms and an associated matrix with
entries composed of both the basis functions and their derivatives.
3.2.1 A fully-discrete moving mesh FEM and complex algebraic systems
In this section, we use the following simplified notation to approximate the time deriva-
































Using (3.19), (3.20) and (3.21), our fully-discrete moving-mesh FEM approximation
to (3.10) can be described as follows. Using the data Ψ0i ∈ C in (3.17), form = 1, . . . ,M∆t, i =
1, . . . , Nh + 1, find the coefficients Ψ
m
i ∈ C of the ansatz (3.16) of the approximation
ψ∗hm(x, tm;x



































































































































































































































































































For m = 0, . . . ,M∆t, consider the Nh − 1 dimensional vector
˜
Ψm = [Ψm2 ,Ψ
m
3 , . . . ,
ΨmNh ]
T , and consider the following (Nh − 1)× (Nh − 1) mass, stiffness, and hybrid matrices,






































i, j = 1, . . . , Nh + 1. (3.23)


























































































, if i = j
−1
xj+1(tm−1/2) − xj(tm−1/2)
, if i = j + 1
−1
xj(tm−1/2) − xj−1(tm−1/2)



































[ xj+1(tm−1/2) − x
xj+1(tm−1/2) − xj(tm−1/2)
]2




[ x − xj(tm−1/2)
xj+1(tm−1/2) − xj(tm−1/2)
][ xj+1(tm−1/2) − x
xj+1(tm−1/2) − xj(tm−1/2)
]




[ xj(tm−1/2) − x
xj(tm−1/2) − xj−1(tm−1/2)
][ x − xj−1(tm−1/2)
xj(tm−1/2) − xj−1(tm−1/2)
]






















, if i = j
xj+1(tm−1/2) − xj(tm−1/2)
6
, if i = j + 1
xj(tm−1/2) − xj−1(tm−1/2)
6









































































































































































, if i = j − 1
0 , otherwise.
Using these matrices in (3.22), the moving-mesh FEM algebraic system, for each m =



















Using the initial data
˜
Ψ0, we can use direct complex algebraic system solvers for (3.24),
to compute the unknown coefficients in (3.16) and hence simulate the approximate wave
function ψ∗hm(·, tm;xm) = ψ∗hm(·, tm) ∈ Vh(tm), for m = 1, . . . ,M∆t.
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3.2.2 Numerical experiments: Deterministic simulation
In this section, using the KL expansion in (3.4) with d = 64, we demonstrate the accuracy
of the moving-mesh FEM model to compute ψ∗hm(x, tm;x
m) in (3.16), for 0 < t ≤ 2 and for
one realization sample ω̃∗ = (ω∗, ω∗) ∈ Ω̃ ⊂ R65 with each of the 64 components of ω∗
being a uniformly distributed random variable in [−0.5, 0.5] and ω∗ is the non-deterministic
speed of the shutter, which is a uniformly distributed random variable in [1, 2]. Using the
resulting deterministic setting, we approximate and simulate the FEM discrete version of
the deterministic continuous model (3.7)–(3.9) on [β, γ(t)] induced by a moving shutter with
speed γ ′(t) = 2ω∗t and the wavenumber dependent initial state induced at β = −2. Thus,
the initial computational domain at t = 0 is [−2, 0] and grows until the computational
domain is [−2, 4ω∗], at the final time T = 2.
For the randomly perturbed initial state in (3.8), we choose wavenumber k = π so
that gk(x) = exp(ikx) and α(k) = k
2, and to impose the homogeneous Dirichlet boundary
conditions at the boundaries of D∗(0), we choose µ(x) = (x− β)(x− γ(0)).
For the convergence study of our moving-mesh FEM computational DiT model, the
analytical solution of the continuous model is unknown, for this reason we choose a very fine-
grid based solution of the computational model as the reference solution ψ∗,finehm (x, tm;x
m),




h = 20 ∗ 210 = 20480 being the number of
fine-grid spatial moving-points, for each m = 1, . . . ,M∆t.
Fixing the time-mesh and for several values of Nh, we compute the nodal error, for










and hence compute the maximum nodal error with respect to both the time and spatial grid:
Errmax(Nh;M∆t) = max {Err(n,m) : n = 1, . . . , Nh + 1, m = 1, . . . ,M∆t} . (3.26)
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We start with the coarse spatial mesh and double the mesh size until Nh = 10 ∗ 210 and
using the associated Errmax(Nh) in (3.26), we compute the estimated order of convergence
(EOC) of the moving-mesh FEM algorithm. We note that the theoretical FEM convergence
rates are usually w.r.t. the maximum mesh size, and not w.r.t. the degrees of freedom used
in the computation. Given that we fix Nh for all increasing time-dependent sizes of the
domain (and hence change the maximum mesh size) we will compute the EOC with respect
to the spatial degrees of freedom Nh.
Results in Table 3.1 demonstrate the accuracy of our moving-mesh FEM computational
DiT model for a fixed realization of the initial state and shutter speed in the 65-dimensional
stochastic space. In Figure 3.3, we visualize the computed density profile of the simulated
solution ψ of the deterministic Schrödinger model on the moving domain, for three discrete
time steps.
Table 3.1: Convergence of the moving-mesh FEM DiT model using a reference solution with














3.3 MC and MLMC simulation of the expected value of QoI
Key statistical moment metrics to understand the dependence of the QoI in (3.5) on ω̃ are
its expected value and variance as provided in (2.2) and (2.3), respectively. For each sample
ω̃j, the QoI Q(ω̃j) can be computed by a deterministic moving-mesh DiT FEM model, with
a fixed configuration described by ω̃j. The disadvantage of the MC approximation error is
in its slow O(N−1/2MC ) convergence rate. Hence, depending on the variance of the QoI, a large
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Figure 3.3: Simulated density profiles at three discrete times steps
NMC number of samples are required to obtain a few matching digits of accuracy as the
approximate EMC [Q;NMC ] values are computed, using an increasing number of samples. In
addition, the terms in Q(ω̃j) in (2.2) need to be further approximated by, say Q∆t,h∆t(ω̃j),
using the moving-mesh FEM algorithm described in the last section, with mesh parameters
M∆t and Nh. The approximation Q∆t,h∆t(ω̃j) is then obtained by replacing ψ(x, T ; ω̃j)
in (3.5) with ψ∆t,h∆t(x, T ; ω̃j), for j = 1, . . . , NMC .
Based on the results in Table 3.1, to ensure that the moving-mesh FEM error is less than
the MC error, we took the fine space-time grid with M fine∆t = N
fine
h = 20480 and performed
the MC simulation for various values of NMC as described in Table 3.2. In particular, we

























demonstrate slow convergence of the MC algorithm
for tens to hundreds of thousands of MC realizations and for approximate variance error
accuracy values ǫ = [NMC ]
−1/2.
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Table 3.2: EMC [Q;NMC ] values obtained using the standard MC method.
NMC 10, 000 50, 000 100, 000 500, 000
ǫ = [NMC ]
−1/2 0.0100 0.0045 0.0032 0.0014
EMC [Q;NMC ] 4.6156 4.6199 4.6282 4.6289
We note that the MC algorithm does not provide an approach to choose an accuracy ǫ,
for which the algorithm adaptively selects various numbers of samples to achieve a similar
accuracy. The ǫ values in Table 3.2 are based on the estimated theoretical rate of convergence,
assuming the variance of the QoI (occurring in the order constant) is of moderate size so
that MC approximations achieve ǫ accuracy.
We could achieve such a large number of MC based realizations results in Table 3.2 be-
cause of our message passing interface (MPI) based parallel code written in modern versions
of Fortran (90+). We ran the MC-FEM parallel code using multiple cluster nodes with each
node composed of dual octa-core Intel X5670 2.93GHz processors. In order to compare the
actual computational cost of our naturally parallel MC simulation with a relatively cheaper
MLMC algorithm (described in Chapter 2), we provide the total core computational cost (in
seconds) in Figure 3.6, which reflects the cost of the results in Table 3.2 for various values
of ǫ. Figure 3.6 also demonstrates substantial reduction in the cost by instead using the
MLMC algorithm.
3.3.1 Multilevel Monte Carlo simulation
Since a thorough explanation of MLMC is available in Chapter 2, in this section we skip
a majority of the MLMC theory and focus on the particular aspects of MLMC that should
be changed for the physics model in this chapter. In particular, at level ℓ = 0 the MLMC
algorithm is based on simulations using the largest number of adaptively chosen N
(ℓ)
MLMC
samples and obtains an initial approximation similar to the representation in (2.9) using



























(x, T ; ω̃)|2dx, ω̃ ∈ Ω̃, (3.28)










h = 640 ∗ 2ℓ, ℓ = 0, 1, 2, 3.
In Figure 3.4 we demonstrate the expected reduction in variances of the levels (using
a semi-logy plot and L = 4) for our moving-mesh FEM based QoI and for demonstration
purposes, the variance values were computed using a large number of test samples. Because of
Figure 3.4: Variance for four levels of Q(ℓ) and Q(ℓ) −Q(ℓ−1)
the substantially reduced order of the variance, the MC approximations for E[Q(ℓ) −Q(ℓ−1)]
require substantially fewer N
(ℓ)
MLMC samples compared to the N
(0)
MLMC samples used at the
initial level, as demonstrated in Figure 3.5. Results in Figure 3.4, with very low variances of
the difference integrands, also suggests that L = 3 is sufficient for our MLMC simulation.
We conclude this section with results in Table 3.3 that demonstrate the power of our
FEM-MLMC algorithm to compute approximate expected values of the QoI with several
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Figure 3.5: Adaptively chosen values of N
(ℓ)
MLMC, ℓ = 0, 1, 2, 3 for four distinct choices of ǫ as
in Table 3.3.
matching digits at lower computational cost as demonstrated in Figure 3.6. Based on our
further MLMC simulations for other values of ǫ = 0.01 ∗ 2−j for j = 0, 1, 2, 3, 4, we observed







values obtained using the MLMC algorithm with level dependent
space-time mesh parameters as stated in (3.29).







4.6256 4.6307 4.6276 4.6276
3.4 Conclusion
Throughout this chapter we have constructed and solved a stochastic physics based prob-
lem that extended the classic stationary shutter problem introduced by Moshinsky. Along
with this, we also provided methodology that leads to efficient computation of the physical
QoI. Although MLMC computes moments of the QoI in an extremely short amount of time,
the question remains, will quasi-random points improve the results we already have in a
significant way? To consider this question, we first refer to Figure 3.7. In this figure, it is ob-
vious that quasi-random sampling can improve the convergence rate of MC. However, given
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Figure 3.6: Total CPU time to simulate the expected value of the QoI using the MC and
MLMC algorithms with ǫ = [NMC ]
−1/2.
the precision of our numerical solve and the error obtained by MLMC, it is unnecessary to
explore quasi-random sampling for this particular model. Although this is the case for this
physics based model, quasi-random sampling can improve the convergence of more complex
models, as we will demonstrate in Chapter 4.




Since its presentation in [36] by Samuel M. Allen and John W. Cahn, the Allen-Cahn
(AC) Equation, a phenomenological nonlinear model for mixing and creation of alloys, has
presented many unique opportunities for mathematics at both the analytic and numerical
level. Along with its many mathematical considerations, the AC equation also covers a
multitude of physical problems. These applications include crystal growth [37], population
dynamics [38], image segmentation [39], and motion by mean curvature [40–42]. Due to the
very nature of the problems it models, a stochastic AC model can be very useful in demon-
strating nondeterministic properties of the AC equation. The study of the AC equation with
multiplicative space-time white noise in [43], additive white noise in [44], and random initial
interfaces to Allen-Cahn-like equations in [45] motivates the need to consider the Allen-Cahn
equation in a stochastic setting. Although there is sufficient reason to study a stochastic
AC model, many individuals generate stochastic moments or path simulations as in [44]
using standard Monte Carlo simulation. Even though MC simulation suffices when the error
required on the stochastic moment is small or the number of path simulations is small, it
is apparent that more efficient MC simulation is required for highly accurate results of the
stochastic AC model.
Thus, in this chapter we consider our own version of a stochastic AC model, which involves
a complex random initial interface and random interfacial energy, for the modelling of mean
curvature driven flow. Due to the rarity of the AC equation with a random initial interface,
we first introduce the stochastic AC model and then motivate the reasons for investigating
a random initial interface. Although at first glance this chapter seems to be quite specific to
the advancement of the AC equation, the principles and methods we employ in this chapter
are widely applicable to many engineering problems involving PDEs with stochastic aspects.
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In the various physical applications of the AC model, it is apparent that the AC model
is often considered only in two and three dimensions. Given the model’s importance is
in 2D and 3D applications, in this chapter we will consider motion by mean curvature
driven flow with random initial states of the stochastic AC model, in 2D and 3D. Next,
we describe a modified Crank-Nicolson (CN) finite element method (FEM) and operator
splitting algorithm, an extension of the method proposed in [46], which leads to efficient
computation of the solution. Lastly, we provide techniques that make finding the statistical
moments of the stochastic AC model via Monte Carlo simulation efficient and inexpensive by
using Quasi Monte Carlo (QMC) and Multilevel Quasi Monte Carlo simulation (MLQMC).
4.1 A Stochastic Allen-Cahn Model
Reconsidering the AC equation presented in [46] with zero flux boundary conditions, a





c(x, t;ω)− c3(x, t;ω)
ǫ2AC(ω)
+ ∆c(x, t;ω), x ∈ D, ω ∈ Ω, 0 < t ≤ T,
(4.1)
c(x, 0;ω) = G(x;ω), ω ∈ Ω, x ∈ D, (4.2)
∂c
∂n
= 0 on ∂D, (4.3)
where D ⊂ Rr (r = 2, 3), c(x, t;ω) is the concentration of one of the two components in
a mixture, G(x;ω) is a user defined initial interface, and ǫAC(ω) is the random gradient
energy coefficient related to the interfacial energy. Here, the uniform random vector ω is
an element of Ω ⊆ Rd, where d is the stochastic dimension and (Ω,F ,P) is the associated
probability space with Euclidian sample space Ω and Borel σ-algebra F . Also note that the
probabilities of the events in F are given by the probability measure P.
In this formulation, the stochastic AC model is providing how the solution of one of the
concentrations in a mixture evolves over time, as dictated by mean curvature driven flow.
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With this setup, the AC model could be used to model one of the components, zinc or copper,
as the two metals are mixed to form brass. In this setting, c(x, t;ω) begins with a complex
initial state, which is determined by the varying configurations and concentrations of zinc
and copper, and then shrinks to a point. When the solution reaches a point, this represents
the idea that there is no difference in concentration between zinc and copper, and for this
reason, we are only left with brass as a final product. In this light, c(x, t;ω) could be used
to determine the purity of the mixture brass after a certain amount of time has elapsed.
Since we would like to show the applicability of our method for nontrivial examples, we
will consider a slight modification of the complex star-shaped interface for mean curvature
flow formulated in [46]. Instead of considering a fixed initial interface, we will consider
perturbations in the initial condition. In many practical PDE applications, the PDE is
usually well established, however, the initial data provided to the PDE can often contain
errors or even may not appropriately model the initial condition because of some stochastic
aspect in the initial condition. As in [1–3, 47, 48] we see that adding a small perturbation to
the initial condition in our PDE model can provide tremendous insight into the true behavior
of the PDE as it evolves throughout time.
In this chapter, we consider small perturbations in the initial condition of the AC equation
for mean curvature driven flow, using an initial condition that mimics a random field of the
well established initial condition in [46]. By forcing the initial condition to be a random field,
we can provide even greater insight into the evolution of the AC model throughout time.
This is a consequence of considering the addition of many initial interfaces with varying







ĉij(x, y, 0;ω) = tanh
0.125 + δi(ω)cos(η(ω)θ)−
√




and in three dimensions, we will let the initial condition take on the form







ĉijk(x, y, z, 0),




(x− γj(ω))2 + (y − γj(ω))2 + (z − µk(ω))2√
2ǫAC(ω)
. (4.5)
















, if x < 0.25
1.5π , otherwise .
In this formulation of the initial condition, the γj and µk determine the center of the object,
ǫAC determines how fast our initial state deforms into a circle, δi determines the size of the
leafs of the star, and η determines the number of leafs of the star.
In practice, the true value of these parameters are unknown, however, it is possible for one
to obtain a minimum and maximum value of the parameters through experimentation. For
this reason, we may assume that the parameters are distributed uniformly in given ranges,
which we will provide once we implement our efficient computation of the QoI. Although this
is an assumption we adhere to throughout this chapter, it should be noted that parameters
such as these can de drawn from any sensible distribution which describes the initial interface
appropriately.
Using the initial interface (4.4), the numerical method we develop in Section 4.2, and
the parameter values of Section 4.2.3, we demonstrate three instances of different initial
interfaces and the solution’s evolution for T = 0.005, as seen in Figure 4.1. If one considers
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the top row of the figure, we see that in the far left box we have the initial interface and as we
move from left to right, the star-shaped initial interface shrinks down to a point as it evolves
due to mean curvature driven flow, this causes the tips of the star to be drawn in towards
the center of the shape and the gaps between the tips to move out. Along with the evolution
of the solution, in the first box of all three rows, we also see the affect of the variable θ,
which deforms the lower half of the star leading to a more complex interface which is not
symmetric. The last general behavior that can be readily seen is that the initial state of the
interface almost completely dictates how fast the solution shrinks to a point. This variability
in the end solution shows that a stochastic initial interface can produce solutions which can
be vastly different, depending on the parameters provided. These differences between each of
the solutions leads to the idea that quantifying the mean behavior of the stochastic process
at a particular time could provide valuable information on the purity of the mixture created.
Although different applications of this problem have been considered in other literature
Figure 4.1: 2D AC solution for η = 5 and ǫAC ≈ 0.8420 (top row), η = 3 and ǫAC ≈ 0.5117
(middle row), and η = 8 and ǫAC ≈ 0.5029 (bottom row).
such as [41, 46, 49–51], many of these resources do not provide insight into the affects of a
random initial interface and gradient energy on the evolution of the solution. In this chapter,
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we will not concern ourselves with a robust investigation into the many effects of a random
initial interface and gradient energy, but rather we will use our example we create to provide
an efficient framework for the quantification of a quantity of interest (QoI) for the stochastic
AC model.
As was demonstrated in the past chapters of this thesis, once a stochastic model is
established, we need to consider a QoI which captures the solution of the model appropriately.
In this chapter, we are interested in efficiently computing statistical moments at a final time




c(x, T ;ω) dx. (4.6)
Physically, this QoI represents the spatial average of one of the component’s concentrations
at a final time T. In order to compute an approximation to the first statistical moment of





If we let LAC = 16 and LAC = 8 for the 2D and 3D model, respectively, then we see that the
stochastic dimension for the 2D and 3D model is 34 and 26, respectively. For both models, we
notice that this high of a stochastic dimension is a difficult integral to calculate, in addition to
a high dimensional integral, we also have an integrand that has a cubic nonlinearity. Thus, an
approximation of the high-dimensional integral in (4.7) requires a large number, say NQMC ,
of sampling/realization points in the d-dimensions and use of non-standard quadratures,
such as the high-order accurate Quasi Monte Carlo approximation established in Chapter 2.
Since the true value of the AC model we formulated is unknown, we will be developing
a numerical approximation to the QoI in (4.6), to do this, in the next section we describe
a modified C-N-FEM and operator splitting algorithm for simulating the nonlinear deter-
ministic AC system. Our simulation of the deterministic FEM model suggests that a fine
time-dependent spatial-mesh, say hfine, of the domain is required, in conjunction with the
matching fine time-mesh ∆tfine, to obtain better than O(10−3) accuracy in our approxima-
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tion to a deterministic c(x, T ;ω). Hence, computing approximate expected values of the QoI
using the QMC algorithm requires a large number of realizations of the deterministic model,
with a fine space-time mesh for each realization.
In the next section, we tabulate deterministic simulation results for various mesh sizes.
These results provide crucial information into the convergence of the numerical solve, which
we can then apply to a multilevel version of QMC that facilitates an appropriate trade-off
between a large number of QMC samples to a fewer number of QMC samples in conjunction,
respectively, with coarse and fine mesh, depending on the level. In the last section of this
chapter, we describe and apply the QMC and MLQMC algorithms to simulate the expected
value of the QoI and demonstrate that the computational cost of the MLQMC algorithm is
substantially better than the QMC algorithm.
4.2 Deterministic Computation of the Stochastic AC Model
From (4.1), we see that the stochastic AC model has nonlinear terms. Since the AC
model has nonlinear terms, its numerical approximation can pose certain problems for regular
numerical schemes. For this reason, we will separate the nonlinear and linear terms in (4.1)
using the operator splitting algorithm presented in [46]. Note that for the construction of
the numerical scheme we will fix a particular realization of ω, denoted ω∗, to describe an




c∗(x, t)− (c∗)3(x, t)
(ǫ∗AC)
2
+∆c∗(x, t), x ∈ D, 0 < t ≤ T, (4.8)
c∗(x, 0) = G∗(x), x ∈ D, (4.9)
∂c∗
∂n
= 0 on ∂D. (4.10)
Using the work from [46] we split up (4.8) into a term involving only the heat equation
(4.11) and a cubic nonlinear term (4.12). By splitting up the PDE in this way, we can deal
with the cubic nonlinear term separately, as at the end of Section 4.2.2. This must be done
because highly nonlinear PDEs are very difficult to solve numerically and often need very
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find grid resolutions to provide an appropriate approximation of the solution. To construct
a numerical solve of the deterministic stochastic AC model, we first consider the numerical
solve of the heat equation term.
∂
∂t









To produce a numerical solution of the heat equation term, we will use a modified C-N
FEM scheme, rather than a finite difference scheme as in [46]. Note that modified versions
of the scheme we present are available and do lead to energy stability, an assumption that
is not satisfied here. However, these versions produce similar results to the methodology we
construct as outlined in [52]. For the rest of the construction of the numerical method, we will
restrict x ∈ R2, and note that the 3D derivation is obtained in a similar manner. As with any
finite element method, we first consider the variational form. Here, we consider all functions
to be square integrable and real valued on D, in other words all functions being considered
are contained in L2(D). Along with this, we also let V = H1(D), where H1 represents our
Hilbert Space as defined by the L2(D) inner product space and our deterministic AC model.

















(∇ · ∇c∗) v dx = 0

















Using the fact that
∂c∗
∂n









Using the initial condition (4.9) the statement above provides the final variational formula-






= −〈∇c∗,∇v〉 , for all v ∈ V (4.14)
c∗(x, 0) = G∗(x), x ∈ D. (4.15)
For each fixed t ∈ [0, T ] and ψ1, ψ2 ∈ L2(D), we use the notation
< ψ1, ψ2 >=
∫
D
ψ1 ψ2 dx ,
to denote the standard inner product of square integrable real valued functions defined on
D. Here 〈∇c∗,∇v〉 is of symmetric, continuous, coercive, and of bilinear form.
4.2.2 Discrete Variational Formulation in 2D
The next step in obtaining a fully discrete variational formulation is to consider a semi-
discrete version of the weak form. For each fixed tk ∈ [0, T ], let Vh be a finite dimensional
subspace of H1(D), spanned by continuous splines of degree p ≥ 1 defined on a spatial mesh
of D, say with uniform size h, satisfying the approximation theory property that for any
v ∈ Hs(D), s ≥ p+ 1,
inf
wh∈Vh
||v − wh||L2(D) = O([h]p+1).
With this abstract setting, a theoretical way of defining a semi-discrete Galerkin spline FEM
is to find c∗h(·, t) ∈ Vh satisfying (4.14) and (4.15), with c∗, H1(D∗(t)), and G∗(x) replaced,
respectively, with c∗h, Vh, and Ph(G
∗(x)). Here, Ph(G
∗(x)) is a projection of the initial data
G∗(x) onto Vh.
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To begin discretizing our variational formulation, we consider a uniform mesh of the time
interval [0, T ], with mesh-width ∆t = T/(K − 1), where K is the total number of temporal
points. We denote the resulting discrete time points as tk, k = 0, . . . , K − 1 with t0 = 0
and tK−1 = T . Using the C-N time discretization for the operator
∂
∂t
, (4.14), and (4.15), we







= −〈∇c∗,∇v〉 , for all v ∈ V, (4.16)
c∗(x, 0) = G∗(x), x ∈ D, (4.17)
To obtain a fully discrete version, for each k = 0, . . . , K − 1, we choose a uniform spatial
mesh parameter, h = b−a
N−1
, for the partition of D = (a, b) × (a, b), for both the x and y
directions. Thus, for the x direction we have equally spaced points xj, j = 0, . . . , N − 1 so
that x0 = a and xN−1 = b. Similarly, we obtain yj, j = 0, . . . , N − 1 so that y0 = a and
yN−1 = b, for the y direction. Along with this, we construct the regular linear hat basis
functions, φi(x) and φj(y), for the x and y directions, respectively, such that
Vh = span{φi(x)φj(y) : i, j = 0, 1, . . . , N − 1}. (4.18)













ijφi(x)φj(y), and using a modified C-N discretization of the
operator ∆, our fully discrete variational formulation becomes: For each fixed tk ∈ (0, T ]











, for all v ∈ Vh. (4.19)
To obtain the algebraic system for our fully discrete weak form, we first construct Ax, Ay
as the stiffness matrices in the x and y directions, respectively and Bx, By as the mass




























Thus, our full stiffness matrix has representation, A = [Ax ⊗ By] + [Bx ⊗ Ay], with mass
matrix, B = [Bx⊗By], where ⊗ is the tensor product. Bringing together all of the quantities




















C∗ are vectors of length N2, which represent the
solution of the heat equation term at the kth time step for all spatial mesh steps and the
initial condition to the cubic nonlinear term, respectively.
The last item we must establish in order to obtain the next temporal step is to solve
the cubic nonlinear term obtained by the operator splitting method. This term is found
analytically using separation of variables with
˜













Thus, to obtain an approximation to the PDE, we first introduce an initial condition, which
is used in the modified C-N Linear Solve, and then we use the solution of the C-N solve as
an initial condition to the analytic solve of the cubic nonlinear term.
4.2.3 Numerical Experiments in 2D
Now that we have a clear understanding of the method we are using to solve (4.8) - (4.10),
we will continue by completing a convergence study for our FEM numerical scheme, using
the maximum nodal error and a modified ℓ2 nodal error. This will ensure us that the scheme
constructed is acting appropriately. Due to the complexity of the AC model, we do not have
an exact solution, for this reason, we must consider the convergence of this method with
respect to itself as in Chapter 3. To do this, we will let the approximate exact solution, cref ,
be obtained by letting h = 3.90625E− 4 and ∆t = 3.90625E− 6. We will compute the error
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j=1 eijeij, and ‖e‖∞ = max0≤i,j≤N−1|eij|. Using these errors , we then
construct our estimated order of convergence (EOC) of the problem by starting with a coarse
mesh and doubling the mesh size until we reach the fine mesh parameters.
To demonstrate the efficiency and second order convergence in time and space of our
numerical method, we will first consider a simple initial interface. For this convergence
study, we will let D = (0, 0.5) × (0, 0.5), LAC = 1, γ1 = 0.25, ǫAC = 0.54115, δ1 = 0.05,
η = 3.0, and T = 0.0008. The convergence results of running this initial interface are
provided in Table 4.1, which confirm that the constructed numerical method is performing
appropriately because it exhibits second-order convergence in space and time, as provided
by the FEM construction outlined above.
Table 4.1: EOC for simple initial interface.
h ∆t ‖e‖∞ EOC of ‖e‖∞ ‖e‖2 EOC of ‖e‖2
0.025 4E-4 1.4909E-3 - 3.6764E-4 -
0.0125 2E-4 4.0055E-4 1.8961 8.8467E-5 2.0551
0.00625 1E-4 9.6132E-5 2.0589 2.1655E-5 2.0303
0.003125 5E-5 2.3252E-5 2.0476 5.3084E-6 2.0283
0.0015625 2.5E-5 5.4811E-6 2.0848 1.2639E-6 2.0703
7.8125E-4 1.25E-5 1.2532E-6 2.1288 2.5914E-7 2.2861
Although simple initial interfaces such as the one just given can provide insight into the
solutions of the stochastic AC model, complex initial interfaces are more applicable in real
world examples. For this reason, in the rest of this chapter we will consider only complex
initial interfaces for the model. Since we will be considering these interfaces, we must be
sure that our PDE solve is obtaining an appropriate convergence for all of the variations of
the initial condition. To do this, we conduct a convergence study for different η values, as we
vary the rest of the random parameters. Here, we let γj ∈ U(0.17, 0.27), ǫAC ∈ U(0.4, 0.9),
δi ∈ U(0.045, 0.055), the final time T = 0.005, and LAC = 16.
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Using these established parameters, we obtain the results in Table 4.2, Table 4.3, and
Table 4.4 below, corresponding to the plots in Figure 4.1 , which provide a graphic interpre-
tation of the solution, using the reference solution. From these results, it is apparent that
the convergence and error obtained by our numerical method have decreased and increased,
respectively. This is a common issue for a complex interface such as the one we have created
because of the the non-smooth interface that is a result of the random field. Given the focus
of this chapter is not on the robustness of the scheme constructed, we will simply accept the
lower order convergence for our 2D problem, however, we note that the convergence rates
produced can still be considered second order in space and time.
Table 4.2: 2D AC EOC for η = 3 and ǫAC ≈ 0.5117
h ∆t ‖e‖∞ EOC of ‖e‖∞ ‖e‖2 EOC of ‖e‖2
0.025 2.5E-4 0.1018 - 2.2204E-2 -
0.0125 1.25E-4 4.2701E-2 1.2535 9.8155E-3 1.1776
0.00625 6.25E-5 2.0759E-2 1.0405 4.6502E-3 1.0777
0.003125 3.125E-5 1.0874E-2 0.9328 2.1735E-3 1.0972
0.0015625 1.5625E-5 4.9390E-3 1.1385 9.3623E-4 1.2151
7.8125E-4 7.8125E-6 1.6980E-3 1.5404 3.1357E-4 1.5780
Table 4.3: 2D AC EOC for η = 5 and ǫAC ≈ 0.8420
h ∆t ‖e‖∞ EOC of ‖e‖∞ ‖e‖2 EOC of ‖e‖2
0.025 2.5E-4 0.1219 - 4.4057E-2 -
0.0125 1.25E-4 5.1209E-2 1.2521 1.8517E-2 1.2505
0.00625 6.25E-5 2.2868E-2 1.1630 8.1664E-3 1.1810
0.003125 3.125E-5 1.0123E-2 1.1756 3.6122E-3 1.1767
0.0015625 1.5625E-5 4.1972E-3 1.2701 1.5024E-3 1.2655
7.8125E-4 7.8125E-6 1.3720E-3 1.6131 4.9320E-4 1.6070
Table 4.4: 2D AC EOC for η = 8 and ǫAC ≈ 0.5029
h ∆t ‖e‖∞ EOC of ‖e‖∞ ‖e‖2 EOC of ‖e‖2
0.025 2.5E-4 9.4696E-2 - 3.0748E-2 -
0.0125 1.25E-4 4.1489E-2 1.1905 1.4216E-2 1.1129
0.00625 6.25E-5 1.7803E-2 1.2206 5.9131E-3 1.2655
0.003125 3.125E-5 1.0151E-2 0.8104 2.5734E-3 1.2002
0.0015625 1.5625E-5 5.2151E-3 0.9609 1.0832E-3 1.2482
7.8125E-4 7.8125E-6 1.9137E-3 1.4463 3.6163E-4 1.5827
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4.2.4 Numerical Experiments in 3D
Now that we have proven that the FEM operator splitting method is performing correctly
in 2D, we will now consider the 3D results. Given the derivation of the FEM method is very
similar to the 2D AC model, we will leave the derivation to the reader. To conduct the
convergence study for the 3D AC model, we will let each run be on D = (0, 0.5)× (0, 0.5)×
(0, 0.5) where δi ∈ U(0.045, 0.055), µk ∈ U(0.17, 0.27), ǫAC ∈ U(0.6, 0.9), γj ∈ U(0.17, 0.27),
η ∈ U(3.0, 8.0) (η an integer), LAC = 8, and T = 0.002. If we let cref be obtained by letting
h = 0.003125 and ∆t = 1.25E − 5, then we obtain the results in Table 4.5, Table 4.6, and
Table 4.7 and the corresponding solutions in Figure 4.2.
Table 4.5: 3D AC EOC for η = 3 and ǫAC ≈ 0.8858
h ∆t ‖e‖∞ EOC of ‖e‖∞ ‖e‖2 EOC of ‖e‖2
0.1 4E-4 2.8224 0.2136
0.05 2.0E-4 0.9122 1.6295 7.5442E-2 1.5014
0.025 1.0E-4 0.2616 1.8017 2.4221E-2 1.6390
0.0125 5.0E-5 7.9423E-2 1.7199 8.5586E-3 1.5008
0.00625 2.5E-5 2.1786E-2 1.8661 2.6198E-3 1.7079
Table 4.6: 3D AC EOC for η = 5 and ǫAC ≈ 0.7692
h ∆t ‖e‖∞ EOC of ‖e‖∞ ‖e‖2 EOC of ‖e‖2
0.1 4E-4 3.6824 0.2277
0.05 2.0E-4 0.8139 2.1777 7.1347E-2 1.6747
0.025 1.0E-4 0.2403 1.7597 2.4091E-2 1.5663
0.0125 5.0E-5 7.7082E-2 1.6406 8.9632E-3 1.4264
0.00625 2.5E-5 2.1197E-2 1.8624 2.8111E-3 1.6728
Table 4.7: 3D AC EOC for η = 8 and ǫAC ≈ 0.8445
h ∆t ‖e‖∞ EOC of ‖e‖∞ ‖e‖2 EOC of ‖e‖2
0.1 4E-4 6.3260 0.5312
0.05 2.0E-4 6.1386 4.3374E-2 0.4173 0.3481
0.025 1.0E-4 2.1450 1.5168 0.1159 1.8478
0.0125 5.0E-5 0.5931 1.8546 2.8384E-2 2.0301
0.00625 2.5E-5 0.1268 2.2248 5.6444E-3 2.3301
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Figure 4.2: 3D AC solution for η = 3 and ǫAC ≈ 0.8858 (top row), η = 5 and ǫAC ≈ 0.7692
(middle row), and η = 8 and ǫAC ≈ 0.8445 (bottom row).
As we can see from these tables, our convergence rate is around 2, confirming that our
method is second order in space-and-time. As in the 2D case, we see that the 3D interface
is shrinking down to a point, where the rate that this occurs is influenced by the initial
interface and the gradient energy ǫAC .
4.3 Efficient Monte Carlo Simulation of the QoI
So far, we have constructed an efficient FEM to construct approximations to a determin-
istic version of the stochastic AC model. Now that we have a verified method to construct
solutions to the PDE, the next aspect in the efficient computation of our stochastic model
is a numerical computation of the QoI (4.6). Since the QoI value for this physical model
is nonlinear, we obtain an integrand in (4.7), which has large variance ranges for unstruc-
tured randomly drawn uniform parameters. For this reason, MC simulation as presented in
Chapter 2 is untrustworthy even for thousands of realizations. This is due to the fact that
large variance in the integrand will produce poor approximations to the moment, unless an
unreasonable amount of realizations are conducted.
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Hence, the approximations of the QoI should not be calculated using MC, but rather the
quasi random points established in Chapter 2. Even though the QMC approximation can
achieve a high order of accuracy and negate large variances in the QoI, the disadvantage of
the algorithm is that it still requires many realizations for extremely accurate results. Hence,
depending on the variance of the QoI, a large NQMC number of samples are required to obtain
a high accuracy in the approximation of EQMC [Q;NQMC ]. In addition, the terms in Q(ωr,i)
in (2.9) need to be further approximated by, sayQ∆t,h(ωr,i), using the modified C-N FEM and
operator splitting algorithm established, with mesh parameters ∆t and h. The approximation
Q∆t,h(ωr,i) is then obtained by replacing c(x, T ;ωr,i) in (4.6) with c∆tfine,hfine(x, T ;ωr,i). We
show the power of MLQMC in negating this high computational cost of QMC in the next
section.
Based on the convergence results of Section 4.2.3, to ensure that the numerical solution
error is as close as possible to the QMC error, we take the fine space-time grid with hfine =
7.8125E − 4 and ∆tfine = 7.8125E − 6. Using these mesh parameters we then performed
QMC and MC simulation for the stochastic 2D AC model using various sample sizes, a shift
amount of 32, and interlacing factors 1 and 2, as shown in the left plot of Figure 4.3. These
results demonstrate the improved convergence of the MC algorithm when compared to QMC
for the same number of realizations.
Figure 4.3: Stochastic 2D AC model results for MC and QMC Simulation.
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If we now turn our attention to the right plot of Figure 4.3, which demonstrates the
runtime on a single core, we see that the runtime of the smallest SE[Q] for both interlacing
factors is around 100 000 minutes. Although this is only on one core, we see that the cost is
around 10.5 hours if 160 cores are used. From this, we see that even if a large core amount
is used, the process of QMC simulation can still take an unreasonable amount of time and
computational resources. Similarly if we let h = 0.00625 and ∆t = 2.5E − 5 for the 3D
AC model and use the random parameter ranges constructed in Section 4.2.4, we obtain the
results in Figure 4.4. As in the 2D case, we see that QMC simulation takes an extremely
long time and can consume a massive amount of computational resources. To reduce this
computational cost for both the 2D and 3D model, we will explore MLQMC simulation in
the next section.
Figure 4.4: Stochastic 3D AC model results for MC and QMC Simulation.
4.3.1 Multilevel Quasi Monte Carlo Simulation
Using the framework established for MLQMC in Chapter 2, we will now describe the
particular changes that this physical model requires to efficiently compute the QoI using
MLQMC. In particular, at level ℓ we construct coarse level mesh parameters [∆t(ℓ);h(ℓ)], and
the associated mesh-size ∆t(ℓ) = T/(K(ℓ) − 1) and h(ℓ) = b− a
N (ℓ) − 1. Thus, for ℓ = 0, . . . , L
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c∆t(ℓ),h(ℓ)(x, T ;ω)dx, ω ∈ Ω. (4.21)
The tabulated values in the convergence studies of Section 4.2.3 and Section 4.2.4 can then
provide a reference for the coarse to finer space-time mesh for each realization of the deter-
ministic computation of c∆t(ℓ),h(ℓ) . After reviewing the 2D convergence studies, in order to
present good error in our coarse mesh values we must let the mesh sizes for each of the levels
be given as
h(ℓ) = 0.00625 ∗ 2(−ℓ) and ∆t(ℓ) = h(ℓ)/100 ℓ = 0, 1, 2.
Similarly, after reviewing the 3D convergence studies, we obtain the mesh parameters below
for the 3D model
h(ℓ) = 0.05 ∗ 2(−ℓ) and ∆t(ℓ) = 0.0002 ∗ 2(−ℓ) ℓ = 0, 1, 2, 3, 4, 5.
Using these mesh parameters, we conclude this section with stochastic 2D and 3D AC
model results for both QMC and MLQMC. Again, the runtime of these methods is scaled
down to one core for direct comparison purposes. If we refer to Figure 4.5 and Figure 4.7,
we see that for both the 2D and 3D model, MLQMC reduces the computation time of QMC
by a magnitude of 2 and in some cases almost a magnitude of 3. In particular, as seen in the
left plot of Figure 4.5 we see that for a small SE[Q], MLQMC can take the runtime of QMC
from around 111 days down to around 17 hours on a single core. This demonstrates the
power of our FEM-MLQMC algorithm to compute approximate expected values of the QoI
with several matching digits at lower computational cost and is accomplished by employing
a high number of samples at coarse mesh grids as demonstrated in Figure 4.6 and Figure 4.8.
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Figure 4.5: Stochastic 2D AC model results for QMC and MLQMC Simulation.
Figure 4.6: Stochastic 2D AC model number of samples per level for MLQMC Simulation.
Figure 4.7: Stochastic 3D AC model results for QMC and MLQMC Simulation.
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Throughout this thesis we have generated and demonstrated how one can efficiently
compute the statistical moments of a given space-time stochastic model. Although the
algorithms we have constructed are extremely efficient, there is still room for some slight
improvement in these algorithms. In particular, from Figure 2.7 of Chapter 2, we see that
interlacing factors can produce better standard error than other α values for a certain number
of samples, while performing poorly for other values of accuracy. These varying error values
for interlacing factors, in addition to different core amounts, can then produce different
power usage results by the high-performance computing (HPC) systems. For example, in
Figure 5.1, we see that an interlacing factor of α = 1 using 24 cores (denoted “al 1, 24 cores”
in the plot) can produce large power consumption for small accuracy values (the accuracy
here is denoted as Epsilon), however, for large accuracy values this method uses less power.
This shift in power usage gives us the idea that for a particular epsilon, there is an interlacing
factor and core amount that is ideal for producing the fastest runtime and smallest power
usage.
Figure 5.1: Power and runtime data for the 2D AC model utilizing QMC with different
interlacing factors.
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Although optimal choices exist for pairs of interlacing factors and core amounts, these
choices are not clear when one is first creating a QMC run on the HPC system. The optimal
choice becomes even more unclear as different models use the QMC method. This ambiguity
in the choice of α and the core amount can then lead to inefficient use of QMC and in turn,
poor scheduling of the job by a user. In this chapter, we develop preliminary studies into
how machine learning can aid in the efficient scheduling of HPC jobs. To do this, we will
first formulate a general idea of what types of problems machine learning can model. From
here, we then begin to consider which types of methods may be useful for modelling the
general behavior of data sets that we may encounter, such as the data provided in both plots
of Figure 5.1. Once we have created a sufficient technique for modelling this data, we will
then demonstrate the usefulness of machine learning with respect to advanced scheduling
techniques for HPC systems, using the power and runtime data in Figure 5.1.
5.1 Machine Learning Overview
In this section we consider what machine learning is as well as the many problems the
technique can cover. In the introduction of this chapter, we saw that a simple model using
QMC has the potential to produce an overwhelming amount of data. Processes such as these
are not uncommon in the world and different applications can yield an even larger amount of
data. This produces an abundance of data in the world that no human can possibly review
and practically use for prediction purposes. Thankfully, due to the need for some technique
to sift through data, machine learning was created. Given machine learning is a very broad
category, it is important to know what machine learning consists of so we can consider how
it can aid in advanced scheduling techniques for HPC systems.
Machine learning is often broken down into three broad categories: supervised learning,
semi-supervised learning, and unsupervised learning. To provide adequate descriptions of
these methods and obtain sufficient knowledge on machine learning, we referred to the fol-
lowing books [53–55]. Supervised learning consists of those applications that have training
data (the data the machine is modelling) with explicit labels. Explicit labels means that the
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data has an apparent purpose, for example, a data set consisting of the average income of
people from each state is considered a labelled data set. This is because one knows that the
data set consists of income and the state of residence. Supervised learning mainly covers
regression (a topic we will consider in the proceeding sections) and the classification of items.
A famous example of supervised learning is using machine learning to classify handwritten
digits. This is done using the MNIST database, a modified National Institute of Standards
and Technology database. Using this database as a training set, the numbers presented in
Figure 5.2 can be correctly identified as 7,2,1,0,4,1,4,9,5 , a very useful tool in banking and
the collection of personal information [56].
Figure 5.2: Hand written digits from the MNIST database
Semi-supervised machine learning is very closely associated with supervised learning, but
consists of training data that is a mixture of labeled and unlabeled data. An example of semi-
supervised machine learning could be the classification of certain species of animals based
on pictures of them. This particular data set would be a mixture of labeled and unlabeled
data because the data set would consist of known pictures of a cat, a dog, or a human, but
also contain unknown pictures (of cats, dogs, and humans) to be identified. Semi-supervised
learning is a machine learning category in which most real world problems fall into because
of the cost of storing labeled data.
Unsupervised machine learning is one of the most commonly known forms of machine
learning and is often associated with Artificial Intelligence (AI). In unsupervised machine
learning, all of the data given is unlabeled and the goal of the process is to identify the inher-
ent structure and attributes of the data based solely on the unlabeled data. Unsupervised
machine learning is often obtained by two separate methods, clustering and dimensional-
ity reduction. Clustering involves putting the unlabeled data into distinct and correlated
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groups. Clustering is extremely valuable for Ad agencies because it allows the agencies to
take raw data, obtained from their clients, and translate this data into usable data, such as
identifying the key interests of the particular individual.
Dimensionality reduction is a technique used to combat the ever expanding size of data.
The purpose of dimensionality reduction is to take large data sets and remove all unessential
data (such as outliers), while retaining the data’s overall trend. An example of data reduction
can be found in image processing. Given images often contain a large amount of data, it is
often time consuming to use these images to identify particular attributes of the image. To
compress this data, dimensionality reduction takes the image and removes unnecessary pixels
such that the image can still be identified. Although machine learning can be broken up
into these three broad categories, most successful and intensive machine learning processes
involve all three of these types of machine learning techniques.
5.2 Applying Machine Learning to HPC Scheduling Techniques
Now that we have a solid foundation into the generality of machine learning, let us
continue by considering machine learning in the context of HPC scheduling techniques.
A problem proposed by the National Renewable Energy Laboratory (NREL) was, given
multiple applications that produce the same behavior, but different power consumption, is
there a way to identify the application which will optimize power and runtime? For example,
a certain parallel application can produce the same output, but depending on the number of
cores used, it is possible that the application can produce varying power consumption and
runtimes. This is easily seen in the QMC data provided at the beginning of this chapter. If
one can identify the optimal amount of cores for the particular application, then it is possible
to significantly reduce the amount of power or runtime consumed, without the need for user
interaction. To obtain a solution to this problem, we will consider varying methods for
fitting data and will conclude with a technique that could easily be applied to aid scheduling
techniques for HPC systems.
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As with all research, we must first identify a solid foundation which will develop many of
the ideas we will use to answer the proposed question. Since we would like to optimize power
and runtime given certain parameters and also predict behavior given a set of parameters,
it is apparent that regression would be the best type of supervised learning to consider.
Classification would not work in this situation because there are too many options that can
occur with this data and one cannot separate them into distinct categories. If we consider
regression instead, we could model the power consumption or runtime based on a given set of
parameters (such as core amount). This model could then be used to predict power usage and
runtime for data points which we do not have. To begin our investigation into optimization
of power and runtime, we will first consider fitting data using polynomial regression.
5.2.1 Polynomial Regression
In its simplest form, polynomial regression takes the monomial basis and edits these basis
functions such that they fit a particular training set ideally. Thus, the first step in creating
a supervised machine learning polynomial regression method, is creating a method that will
conform to the given data. A widely used method for fitting data is the gradient descent
method [57]. To explain this method, we will first consider fitting a linear line to linear data.
For this problem, we create a set of random data using Y (X) = −1.787+2.4X+rand(1)∗ .7,
where rand(1) is a uniform random number between 0 and 1. If we let our set of random
components X be uniformly distributed between 0 and 1, Y (X) then gives the data in
Figure 5.3 below.
To fit a linear line to this data, we first acknowledge that the hypothesis function (our
best guess for the pattern of the data) is yH(X) = a + bX, however, how do we find the
values for a and b? One solution to this is to use linear regression and try to fit the data and
reduce some error say the coefficient of determination, R2, as in [58], however, this task can
be done easily by minimizing a cost function via the gradient descent method. Note that
much of the material and specifics of gradient descent were obtained from [57, 59]. To find
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Figure 5.3: Linear data to be fit by a linear line.
the values of a and b, we will minimize the One Half Mean Squared Error (OHMSE) given
by Equation (5.1), where x(i) and y(i) are the ith components of the training data and N
is the total number of training data points. Here, we use Andrew Ng’s MSE as explained
in [60], which multiplies the MSE by 0.5. This MSE was chosen because when we take the
derivative of (5.1), the 2’s will cancel out, this leads to less terms involved and thus less
error associated with the calculation of the derivatives. Note that we can multiply by 0.5
here because a scalar multiplication of the cost function does not affect the location of the










The OHMSE is particularly useful because it measures the average amount that the
model’s predictions vary from the correct values. Thus, you can think of OHMSE as a
metric that defines how well our hypothesis function is fitting the training set data. If the
cost is high then the hypothesis function poorly approximates the training set and if the
cost is low then the hypothesis function fits the training set well. The total goal of gradient
descent is then to find the parameters a and b that minimize (5.1). To do this, one must
follow certain steps to find this minimization. First, we initialize the coefficients a and b
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with random uniform values between 0 and 1. The act of making these unknown coefficients
random will allow our model fit to work on any reasonable set of data. Once the initial
points have been chosen, the next step is to create a process that can update the guesses for
the coefficients a and b.
The task of updating these coefficients (i.e. conducting training steps) is accomplished
via gradient descent, where αlrn is the learning rate of the algorithm








Note that we update these new parameter guesses by taking the gradient of the cost function
w.r.t. the parameter we would like to update. By doing this, we will know what the value of a
should be based on the direction which will minimize the cost function. In addition to giving
the parameter a direction, we can also specify how large of a step we want to make in that
direction (given by αlrn). Although computing the gradient is a simple task, computing this
value in an optimal manner when there are hundreds to thousands of gradients to compute,
is difficult. Thankfully, the software Theano (from [61]) makes this process very fast using
their gradient function, which utilizes symbolic differentiation in an efficient manner.
Using the Theano software and the steps outlined above, we obtain the coefficient values
a = −1.6544 and b = 2.3999 using 20000 training steps and αlrn = 0.01. The linear fit
produced by these coefficient choices is shown in Figure 5.4. This figure shows that the
gradient descent method and the hypothesis function chosen are appropriate for the data
provided. Although this method works well for linear data, in reality, we know that data
can take on many different forms that are not just linear. For this reason, we need to extend
our linear regression via gradient descent to work on any degree polynomial.
To do this, we assume that we don’t know what our data looks like, but we know a
degree n polynomial will fit it (a property of a monomial basis) [62]. Given this property of
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Polynomial of Degree 1
Figure 5.4: A linear line fit to the random data.






where ai is the ith coefficient of the polynomial we would like to find and x
i is x raised to
the ith power. Using (5.2) we define our cost function to be













We then conduct our updates as follows for all of the parameters:
a1 := a1 − αlrn
∂
∂a1
J(a1, a2, . . . , an)
a2 := a2 − αlrn
∂
∂a2
J(a1, a2, . . . , an)
...
an := an − αlrn
∂
∂an
J(a1, a2, . . . , an).
79
As in the linear case, we will choose the number of training steps, set αlrn, and let the
coefficients a0, a1, . . . , an be uniform random numbers between 0 and 1. To illustrate the
effectiveness of this method for fitting nonlinear data, we will consider fitting the function
Y (X) = −1.787 + 0.2X2 + 1.4X3 + 0.55X4, where X is a uniform random number between
0 and 1. This will be accomplished by considering different degrees of the polynomial and
determining which degree of polynomial fits the best.
After running 20000 training steps, setting n = 1, 2, 3, 4, and 5, and fixing αlrn = 0.01,
we obtain the plots in Figure 5.5. From these results it is clear that the degree 4 polynomial
mimics the true solution best, although a degree 3 polynomial provides a close representation.
To get the true solution for the degree 4 polynomial, we would need to run the method for
more training steps. This shows that for a fixed degree polynomial, the number of training
steps and value of αlrn are very important with respect to the convergence rate of the gradient
descent method.













































Figure 5.5: Varying degree polynomial fits.
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5.2.2 Stepwise Polynomial Regression
Although polynomial regression is useful for finding a model when we know the appro-
priate degree of polynomial we need to use, this task is not easily obtained for any arbitrary
data set. Thus, we need to move this regression analysis towards semi-supervised learn-
ing. One way to do this is by performing the semi-supervised learning technique, stepwise
polynomial regression as provided in [63]. Given we would like to reduce the work being
conducted in stepwise polynomial regression, we will implement it using forward selection
regression. A similar technique called backward selection can also be employed, which works
in the opposite direction of forward selection, however, this method always takes longer than
forward selection. For this reason, we default to using forward selection in our regression
technique. The idea behind forward selection is to first fit the training data using a linear
hypothesis function and then fit increasing degree polynomials to the data and see which
hypothesis function fits the data best.
The first step in stepwise polynomial regression is obtaining the training data, the learning
rate αlrn, and the number of training steps we would like to complete for each different degree
polynomial. Note that higher degree polynomials may need to be trained more than lower
degree polynomial models, a fact that makes backward selection time consuming. Second,
we must specify the highest degree polynomial that we are willing to fit to the data, we will
call this cutoff for the degree of our polynomial poly cut. Once these parameters are chosen,
we then need to devise a check that will compare the model fits amongst the different degrees
of polynomials. This act is referred to as model selection and we use the ideas established
in [63] as a guide in its implementation.
To establish the ideas behind model selection, we consider the following two polynomial
models M1 and M2
M1:
yM1(x) = a0 + a1x+ a2x
2 + · · ·+ apxp
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M2:
yM2(x) = a0 + a1x+ a2x
2 + · · ·+ apxp + ap+1xp+1.
Given these two models M1 and M2, we would then like to see if model M1 is improved upon
by the addition of the term ap+1x
p+1. To do this, the first step one may want to take is to fit
both of the methods and choose the method which produces the largest R2 value. However,
this is a very poor way of doing model selection when using polynomial regression because
the highest degree polynomial almost always has the largest R2 value. Although there are
many different methods one can use to test if this addition is necessary, we will choose to
do this test by using hypothesis tests and the F-test, two techniques proposed in [63]. To




















where n is the length of the training set data, yi are the outputs of the training set, yM1(i)
is the ith component of yM1(x) evaluated on the training inputs, and ȳ is the mean of the







here dM1 and dM2 are the degrees of the polynomials for M1 and M2, respectively. Using
this F-statistic and methods M1 and M2, we then obtain the following hypothesis test
H0 : ap+1 = 0
HA : ap+1 6= 0.
Thus, if the p-value obtained is less than or equal to 0.05 than we accept the null hypothesis
and conclude that there is no need to increase the degree of the polynomial to p+ 1. If the
null hypothesis is rejected then that means that we have not found the appropriate degree
polynomial and we need to continue searching by letting M1 = M2 and letting yM2(x) =
a0 + a1x+ a2x
2 + · · ·+ apxp + ap+1xp+1 + ap+2xp+2. Here, the p-value is obtained by finding
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the cdf of F ∗ with F|dM2−dM1|,n−(dM2+1) and subtracting it from 1.
Lastly, we repeat the third step until we have found an appropriate polynomial or M2 has
a degree of poly cut. Now that we have described stepwise polynomial regression, let us show
that it indeed works. The first example we will consider is a random uniform vector x of
length 50 dictated by the exact solution yex(x) = ǫn+x−2x2, where ǫn is some random noise.
Using the method established with α = 0.01 and 10000 training steps, we then obtain the fit
provided in Figure 5.6. From this figure, we can see that our forward selection algorithm is
capturing the trend in the data very well and the algorithm stops only one degree past the
expected quadratic degree.











Polynomial of Degree 3 was fit to the data
Figure 5.6: Fitting data using stepwise polynomial regression.
5.2.3 Feature Scaling Training Data
In the last section, we found that stepwise polynomial regression works well when the
given data has a nice structure. However, what happens when we use this technique on
artificial data, such as data that looks like the power data a user would obtain in practice?




[10000, 40000, 50000, 100000, 160000] (5.4)
Y = [3891, 15555, 18049, 39015, 61438]. (5.5)
For our first attempt of fitting this data with the forward selection algorithm, we will use
αlrn = 0.01 with 10000 training steps. Our method then gives the output in Figure 5.7.
As one can see, this is not capturing the data well at all. One reason for this may be that











Polynomial of Degree 3 was fit to the data
Figure 5.7: Forward selection using αlrn = 0.01 and 10,000 training steps.
the correct αlrn was not chosen, to see if this is true, we run forward selection again with
αlrn = 0.7 using 1,000,000 iterations. This gives us the model fit in Figure 5.8.
Although this selection of a larger αlrn and more training steps is an improvement over the
last selected αlrn and training steps, it still gives a very poor fit of our data. This example
shows us that data with few points or a less than ideal shape can throw off the gradient
descent method, even if αlrn and the number of training steps are radically changed. The
reason for this poor approximation is because data with large ranges are extremely difficult
for the gradient descent method (or any variation of gradient descent method) to handle.
For this reason, when dealing with gradient descent you should often scale the features you
are working with. To understand why this is, consider Figure 5.9 provided by Andrew Ng.
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Polynomial of Degree 3 was fit to the data
Figure 5.8: Forward selection using αlrn = 0.7 and 1,000,000 training steps.
In this figure θ1 and θ2 are the coefficients of our model and J(θ) is the cost, as given by
(5.3). If our data has a large range, then we obtain the figure on the left, in this circumstance
our path must bounce back and forth (illustrated by the red line) several times before we
arrive at the minimum of our function. It is this back and forth that leads to the poor
approximation of our coefficients, even if the number of steps is large. However, if our data
has a very short range and the data is somewhat symmetric, then we obtain the figure on
the right. In this scenario, it takes very few steps to find the minimum because we almost
have a direct path to the minimum of our cost function.
Figure 5.9: Gradient descent on large range of data vs symmetric and small range of data.
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Given the training data can significantly affect the performance of the gradient descent
method, it is always best to scale the features (input and output of the training set) when
they have large ranges. One way to scale the data is by using the norms of the input and
output data. Let X and Y be our input and output data of our training set, respectively.
We can then normalize (or scale the features) by using the L1 norm
X =
X
‖X‖ , Y =
Y
‖Y ‖ .
By doing this, we get very nice data that allows gradient descent to perform well. To show
how scaling the data can lead to a significantly better fit, we use the L1 norm plus the forward
selection technique on the training data provided in (5.4) and (5.5), with αlrn = 0.01 and
10000 training steps. This provides the fit in Figure 5.10. It is apparent that this is a nicer
fit than we were obtaining without feature scaling and this method is almost completely
automated!










Polynomial of Degree 3 was fit to the data
Figure 5.10: Stepwise polynomial regression with scaled features, αlrn = 0.01, and 10,000
training steps
Although there are many ways one can scale data, another important scaling technique
is scaling the data using log. Scaling the data with log is often useful if the input and output
data have radically different magnitudes. By performing scaling using log, the input and
output data will have much smaller ranges, this produces data with more symmetry as in the
right plot of Figure 5.9. Even though the forward selection process can produce adequate
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results with the addition of feature scaling, from its implementation, we see that there are
some drawbacks to the method. For example, it may stop before the appropriate polynomial
is obtained (referred to as underfitting) or it may choose a higher degree polynomial than
is necessary (referred to as overfitting). Both of these scenarios can provide a poor approx-
imation of the data. Along with this aspect, we also see that forward selection can be an
expensive task if the training set or degree of polynomial needed is large. The reason for
this is because in order to see if the degree p polynomial is appropriate, we must also test
the degree p + 1 polynomial against the polynomial of degree p. To negate the possibility
of underfitting, overfitting, and large computational cost, we explore the use of radial basis
functions.
5.2.4 Radial Basis Functions
Although polynomial regression is useful for data with less noise, polynomial regression
can often lead to overfitting when the data is noisy because it models the input space on
a global level rather than a local level [62]. This means changes in one region of the input
space affect other regions. In order to negate this global association, other basis functions
need to be explored. One common set of basis functions that can capture local and global







where µi determine the location of the basis functions (µi can be chosen to be the data
inputs i.e. xi) and σ determines the spatial scale (this is often determined from the data i.e.
we can choose this value to be the average variance of the given input data).
Using these RBFs, we will continue by comparing them to the monomials utilized by the
forward selection technique. Using (5.6), we will choose a particular σ and then choose the
µ based on a σ spacing. So for example, if we choose σ = 1 and the data covers the range







Now that we have our hypothesis function defined, we still have to find the coefficients
θi. These coefficients are found by again using the gradient descent method as applied to
the forward selection technique on a fixed degree polynomial model. With this construction,
we will now apply a model fit to the input, X, and output, Y, where X is a random vector
of 40 values between 0 and 10 and Y (X) = 1.5 + .4X with added random noise generated
from a normal distribution multiplied by 0.2. We will initialize all of the weights, θi, of the
RBFs using a uniform distribution between zero and one, and will use 200 training steps for
each fit. Note that both the forward selection and RBF fit is conducted on unscaled training
data. First, we fit the data using the forward selection method established in the earlier
sections, this fit is given below in Figure 5.11. Here, the true line represents Y = 1.5 + .4X.
This fit produces an R2 value of 31.0934.














Figure 5.11: Degree 1 polynomial fit using forward selection
We will now fit the same data using RBFs for σ = 1 and σ = 0.5. This is given in
Figure 5.12 below. The fit for σ = 1 produces R2 = 39.2718 and σ = 0.5 gives R2 = 28.9862.
From this example, we can see that in the linear data case, stepwise polynomial regression
seems to fit the data a little better and the RBFs are subjected to overfitting (even though
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the RBFs can produce a better R2 value).
















Figure 5.12: RBFs fit to the linear data.
Now, we will consider a more complex pattern. We will let X be a random vector of 80
values between 0 and 10 and let Y = 5 + 2.5sin(X) with noise added exactly as we did in
the first example. Using these values we fit both methods using 200 training steps with the
coefficients, θi, as uniform random variables between zero and one. For the forward selection
method, we obtain the following plot in Figure 5.13 below. If we use RBFs using σ = 1 and












Figure 5.13: Degree 1 polynomial fit using forward selection.
σ = 0.5, then we obtain the fit displayed in Figure 5.14 below.
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Figure 5.14: RBFs fit to the sin data.
Given the forward selection process contains high degree polynomials, it is a possibility
that the higher degree polynomials need an increase in the number of training steps. To test
this idea, we will conduct the stepwise polynomial regression process using 5,000 training
steps, the results of this run can be seen in Figure 5.15 below. From these results we can see












Figure 5.15: Degree 2 polynomial fit using forward selection
that the forward selection method does a slightly better job than RBFs if the data behaves
nicely. However, if we have a slightly complex data pattern then RBFs produce a very nice
fit and completely outperform our forward selection method. The reason RBFs are better at
fitting complex patterns is again because they can capture both local and global behavior,
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while our monomials only fit the data on a global level.
From the comparisons of stepwise polynomial regression and RBFs, it is fair to assume
that RBFs are a more versatile basis function than the monomial basis. Also, if RBFs are
used, we save on the computation of our model fit. The reason for this is that stepwise
polynomial regression must construct many polynomial fits, while RBFs only require one
fit, in addition requiring few training steps for this one fit. Given RBFs are faster than
the stepwise polynomial regression process and contain the same drawbacks, we will move
forward with RBFs, rather than the forward selection process. Although RBFs are a more
suitable candidate, it is clear from Figure 5.12, that RBFs can suffer from overfitting. This
overfitting is especially bad when there are few data points and the data is overtrained, as
seen in Figure 5.16. This type of behavior can get even worse depending on the σ value that
is used. One way to combat this overfitting is using regularization.











Figure 5.16: RBFs fit to linear data using 2,000 steps.
5.2.5 Regularization
Regularization is a well know machine learning technique to prevent overfitting data.
The basic idea of regularization is modifying the cost function such that certain coefficients














(i)) is the hypothesis function given by (5.7). To regularize this cost function, we














Using this regularized cost function, if we let λ be really large say λ = 1010, then we would
have an extreme penalization of the all the coefficients θj (except θ0) and they would tend
towards zero. In this sense, if we choose an appropriate λ we could essentially start with a







penalize the higher degrees such that say θ3 ≈ θ4 ≈ θ5 ≈ θ6 ≈ θ7 ≈ 0. This does almost
exactly what we were trying to accomplish with stepwise polynomial regression, but in a
more concise way. Also, if regularization were applied to RBFs, then we could regulate a
single radial basis function and prevent overfitting in a particular region.
To demonstrate the process of regularization, we will consider fitting a degree 4 polyno-
mial to linear data as produced by polynomial regression. For this problem, we know that




4 will tend towards zero faster than the other terms, giving us a function that
resembles a linear line. In practice, these choices of ps, pe, and λ would be found through
learning (a possible reason for considering unsupervised learning). Below in Figure 5.17 are
the results we obtain by fitting the monomials to linear data with regularization. As we
can see from Figure 5.17, a larger λ smooths out the 4th degree polynomial to a line that
matches the true line almost exactly. This prevention of overfitting and underfitting makes
regularization a valuable tool in model fitting.
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Figure 5.17: Polynomial Regularization on linear data.
5.3 Advanced Scheduling Technique for HPC Systems
So far, we have found many useful techniques that can improve the model fit of a given
set of data. From this process we have also found that RBFs are the best candidates
for accomplishing a general model fit. We will now show how RBFs, regularization, and
feature scaling can aid in advanced scheduling techniques for HPC systems. The first step in
this process is obtaining multiple methods that produce the same behavior in terms of the
mathematical output, but behave differently in power usage and runtimes. From Chapters
2, 3, and 4, it is apparent that QMC can produce varying runtimes and power usage for
different interlacing factors α, while obtaining the same moment of the QoI. Along with this,
QMC can also produce different runtimes and power usage if different core amounts are used.
For these reasons, we will apply our scheduling technique to QMC for different interlacing
factors and core amounts. Note that the moment of the QoI will be almost exactly the same
if we stop the QMC algorithm when the variance is sufficiently small (as determined by the
ǫ value).
To obtain an appropriate set of data, we first run the 2D stochastic AC model from
Chapter 4 for interlacing factors of α = 1 and α = 3, with core amounts of 24,48, and 72.
The raw results of these runs can be seen in Figure 5.1. If we then rescale this data using log,
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let the number of training steps be 8000, retain 15 RBF centers, let αlrn = 0.01, and perform
regularization on the last two centers using λ = 1, then we obtain the plots in Figure 5.18
below for both the runtime and power usage of QMC applied to the 2D stochastic model of
Chapter 4.
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Figure 5.18: RBFs fit to power usage and runtime of QMC applied to the stochastic 2D AC
model.
From Figure 5.18 it is clear that for certain ǫ values there are many choices for which
the varying methods can produce different power usages and runtimes. Given we would like
to make the process of model selection completely hidden to the user, it is imperative that
we can optimize power usage and runtime, when provided input from the user. Thus, the
question becomes, can we take in a user provided ǫ and output the optimal number of cores
and α value (within a given tolerance for power)? To provide a solution to this question,
we will now continue by outlining our process for advanced scheduling techniques for HPC
systems.
We first begin this process by accumulating data to build our training sets. For this
particular application we have six different methods (α = 1 and 24 cores is one method and
α = 1 and 42 cores is another) which each have different power usages and runtimes for ǫ
values of 0.1,0.05,0.01,0.005,0.0025,0.00175,0.0015, and 0.001. Note that building a training
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set for this scheduling technique is one of the most important aspects of the process. Most
data sets which will capture the trend of the methods correctly consist of eight or more
points, although the more data there is the better the technique will work.
Once the training set has been constructed for each method, one then has to do a pre-
liminary fit. Given this technique is semi-supervised machine learning, it requires the con-
structors of the method to make sure that the initial data set is fit well by the RBFs. It is
at this point where one has to manipulate the RBFs with regularization, feature scaling, the
number of training steps, and the learning rate αlrn, in the last section of this chapter we
will provide possible methods that can automatically obtain these values.
With the training set and the preliminary model fits out of the way, we can now continue
with the process of selecting the method which when ran will optimize power usage and
runtime. This process first begins by prompting the user for a desired ǫ value between the
minimum and maximum ǫ value. Note that the minimum and maximum ǫ values need to
be consistent across all methods, this should be accomplished by the creation of the training
set. Using this value, the technique completes a model fit using RBFs on the power and
runtime data separately and then predicts the power usage and runtime for the given ǫ value
from these constructed model fits. Once the power usages and runtimes for all the methods
are obtained, the next step is optimizing runtime and power usage.
Power usage and runtime are optimized by first finding the mean and standard deviation
of the power usages. From this point, we construct an array of allowable power usages
within a given tolerance. For practical purposes, we will allow any method with power usage
results that are between the minimum power usage and the mean power usage subtract 1.2
standard deviations. Here, we allow values that are -1.2 standard deviations away from the
mean because we want to allow the possibility for faster runtimes. In practice, this tolerance
could be adjusted to allow more methods to be considered or less of the methods to be
considered.
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Once we have obtained all allowable power usages of the given methods, the next step
is in optimizing the runtime. For this optimization, we will simply take all allowable power
usages and pair them with their runtimes, these allowable runtimes will be put in an array,
say allow runt. We then find the minimum value of allow runt and accept this runtime and
its coinciding power usage to be the optimal power usage and runtime. Using the optimal
power usage and runtime, we then identify the method from which they were produced. This
method, the power usage, runtime, and cores used is then output to the screen.
From this output, the user is then asked if they would like to run the QMC method
applied to the 2D AC model. If the user chooses NO, then method stops and all unnecessary
files are deleted. However, if the user chooses YES, then the algorithm runs that method
which was found to be optimal in both runtime and power usage. Note that the actual QMC
method run is conducted on a compute node, rather than a login node (like the process
of obtaining the model fits), using the core amount and runtime provided by the model fit.
Once the QMC run is complete, the data produced by the run (such as power usage, runtime,
and epsilon chosen) is then added back into the training set. This process of supplying more
data to the training set allows the algorithm to constantly adjust itself and provide better
predictions as the data grows and more ǫ values are ran.
Now that the process of the scheduling technique has been established, we will provide an
example of the user’s perspective. After running the appropriate code, the user is supplied
with the output in Figure 5.19.
Figure 5.19: Prompting the user for input.
If for example the user chooses ǫ = 0.1, then the output supplied to the terminal is as
in Figure 5.20. For this particular run, the runtime (in seconds) array of predicted val-
ues was [656.6,579.2,388.8,659.3,580.7,391.2] and the predicted values for power usage are
[16133.6,31592.4,31792.2,17144.3,31904.7,31967.2], here the first entry of the arrays corre-
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sponds to method 1 and the last to 6. Using these values, the algorithm then selects the
range of allowable power usages to be [16133.6,17144.3], which correspond to method 1 and
4. Using the runtimes corresponding to these power usages, we then end up with method 1
as the selected optimal method. Note here that although method 3 has the best runtime, it
produces a power usage that is larger than the other methods, and thus suboptimal. This
selection of the optimal method would be extremely hard for the user to identify, but is
completed in an instant if our algorithm is used. Based on the provided data in Figure 5.18,
it is apparent that the algorithm has selected the optimal method correctly.
Figure 5.20: Output produced by the scheduling technique.
5.4 Future Work for Scheduling Technique
We conclude this chapter with ways in which the advanced HPC scheduling technique
may be improved upon. From the construction of the scheduling technique, it is apparent
that there are two weak spots of the algorithm. The first of which is obtaining a preliminary
model fit of the data. In the method we have constructed, the user must first make sure
that the appropriate parameters and regularization have been chosen such that the data is
fit within reason. This is a timely step and can be cumbersome if one wants to implement
this method in a general sense. To forgo the specificity of the model fit, one could turn
to unsupervised machine learning techniques such as neural networks. If adapted correctly,
neural networks can provide a RBF model fit, but the parameters such as the learning rate
and number of iterations could be automatically learned and retained by the neural network.
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Although this step may be expensive upfront, it is a necessity for the general application of
the scheduling technique.
The second weakness of this methodology is in the addition and building of the training
set from QMC runs. If implemented for a long period of time, the method of adding all
new data obtained from the QMC runs to the training data will eventually create a massive
data set that is a mixed bag of usable and unusable data. To negate the ever growing data
set, which may lead to incorrect predictions, it is advised that dimensionality reduction be
consider as an addition to the technique. As prompted in the last paragraph of Section 5.1,
if applied, dimensionality reduction could cluster together all the data (i.e. power usages
and runtimes) for ǫ values and throw out all unessential data points such as outliers. By
adding on dimensionality reduction, the training set would be reduced and also provide a




As stated throughout this thesis, uncertainty quantification has become a very important
tool in modelling stochastic physical processes. Although this is the case, MC simulation,
the standard method used in the scientific community, presents many difficulties for large
computational models. In this thesis, we found that MC simulation can me improved upon
by the use of quasi-random points and multilevel algorithms. In Chapter 2, we described
and developed the overall methodology behind MC, QMC, MLMC, and MLQMC such that
they can be applied to complex physical models.
To provide even greater insight into the ability of these more evolved MC methods to
efficiently compute moments of a complicated stochastic model, we introduced two complex
physical models with stochastic aspects. The first of which is a one dimensional stochastic
moving domain model established in Chapter 3. The second model we considered is a two and
three dimensional version of the stochastic AC model as presented in Chapter 4. Although
both model implementations have shown impressive results that are novel to the fields in
which they reside, there is still room for improvement in these models.
Particularly, if we consider the stochastic moving domain model in Chapter 3, we see that
the model construction can be improved. In this chapter, we found that the classic stationary
shutter problem could be extended such that the shutter is moving with nondeterministic
speed. Along with this, we found that introduction of a KL series expansion of the random
field could lead to a realistic representation of the shutter problem. Once we had obtained
this stochastic model, we found that the numerical simulation of the model is difficult, if a
standard numerical approach is taken. To this end, we found and constructed an efficient
moving mesh FEM model for the simulation of the deterministic stochastic moving shutter
model. In addition to creating an efficient numerical solve for the simulation of this stochastic
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model, we also provided an efficient simulation of its QoI by employing the MLMC method
developed in Chapter 2.
Although the ideas presented in Chapter 3 were beneficial to the mathematical commu-
nity and accepted for publication in the American Institute of Mathematical Sciences’ journal
Discrete and Continuous Dynamical Systems Series B, there are still aspects of this model
that can be improved. More specifically, consideration of a discontinuous initial state could
lead to a more revolutionary method for modelling the phenomena occurring. By introduc-
ing a discontinuous initial state, we could then allow the shutter to open or close, a process
more closely associated to the classic stationary shutter problem. In addition to adding a
discontinuous initial state, the FEM implementation should also be extended to deal with
nonzero Dirichlet, Neumann, and mixed boundary conditions. The implementation of these
different types of boundary conditions could provide greater insight into the physical phe-
nomena occurring within the problem. Lastly, after taking into account the discontinuous
initial condition and varying boundary conditions, the model should then be extended to
two and three dimensions. By adding these aspects to the model, we can account for most,
if not all, variations of the extended classic stationary shutter problem.
In Chapter 4 we extended the AC equation for mean curvature driven flow to a stochastic
AC model with random initial states, which mimic a randomly perturbed field of the well
known initial condition. Along with recasting the original AC equation into a stochastic
setting, we also demonstrated an efficient simulation of the stochastic model by using an
operator splitting method in conjunction with a FEM numerical solve. In this setting, the
model is easily extended into two and three dimensions, where we consider the efficient
computation of the spatial average provided by the QoI, using QMC and MLQMC. The
ideas presented in this chapter provide novel additions to the AC equation by considering
a stochastic aspect. Although these contributions are substantial, there is still room for
improvement within the numerical solve of the deterministic stochastic AC model.
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In Chapter 4 we found that implementing the operator splitting method in conjunction
with the numerical solve being conducted by an FEM, provides great convergence and error
for a simple random model. However, we found that this numerical solve experienced dif-
ficulty with initial states that are highly perturbed. Although these types of initial states
provided convergence rates that were acceptable, the high error produced by this numeri-
cal solve limits the accuracy we can achieve in our QMC and MLQMC approximations of
the moment of the QoI. To improve this model further, a more accurate numerical solve
must be considered. In particular, more memory conservative numerical approaches such as
multi-grid, spline collocation, or spectral methods should be implemented.
After developing and demonstrating the efficient simulation of complex stochastic physical
models in Chapters 2, 3, and 4, we then conducted a preliminary investigation into how
machine learning can aid in advanced scheduling techniques for HPC systems, in Chapter
5. To construct an advanced scheduling technique in this chapter, we first considered the
power and runtime data produced by several QMC approximations of the stochastic 2D AC
model. Using these values, we then show how a monomial basis and regression achieved
through gradient descent could fit data such as the power and runtime data we encounter.
After considering this approach with several examples, we show that regression via gradient
descent is even more applicable to our data, if we consider radial basis functions instead
of the standard monomial basis. Using these RBFs, regularization, and feature scaling, we
implement our regression technique on the 2D AC data. By enforcing strict conditions on
the allowable power usages and runtimes of this data, we provide a technique that can choose
an optimal method in runtime and power, without the need for user interaction.
Even though the preliminary study of machine learning was successful in demonstrating
the usefulness of machine learning applied to scheduling techniques, there are many areas in
which this method can be improved. As stated at the end of Chapter 5, the method needs to
become more versatile such that little to no work is required for the setup of the technique.
This can be accomplished by considering an unsupervised learning addition to the scheduling
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technique. In particular, neural networks should be used to obtain optimal parameters for the
number of training steps, αlrn, and regularization constant, λ. In addition to the use of neural
networks for finding parameter choices, this method should also implement dimensionality
reduction within the training set. This is due to the ever expanding training set produced by
the scheduling technique, which can cause poor predictions by the regression method. Once
these aspects are applied to the method, this new version should then be applied to multiple
methods that exhibit similar behavior to the QMC approximations.
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