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Introduction
Il est banal de souligner que les modalités d’imagerie médicale sont non seulement très performantes
mais aussi encore en pleine évolution. Il est vrai que le chemin parcouru en un peu plus d’un siècle est im-
pressionnant. De la première image de la main par rayon X, permettant de voir les os, à la tomodensitométrie
multidétecteurs offrant l’accès au volume des organes en quelques secondes, de l’imagerie morphologique
(Scanner X ou CT, IRM) renseignant sur les structures et les formes à l’imagerie fonctionnelle (TEP, IRM)
caractérisant la physiologie et les mécanismes dynamiques éventuellement anormaux sous-jacents, les res-
sources diagnostiques se sont vues considérablement améliorées et diversifiées. L’optique, cantonnée au
visible et essentiellement à des applications surfaciques, trouve une place aujourd’hui notable en s’appuyant
sur des processus de reconstruction tomographique jusqu’alors réservés aux modalités majeures (c’est le cas
par exemple avec l’OCT, Optical Computed Tomography, pour l’exploration 3D de l’œil). Ce mouvement
ne s’arrêtera pas de si tôt, la meilleure preuve en étant les promesses apportées récemment par l’imagerie
moléculaire.
Les ultrasons ne sont pas en reste. Ils offrent des outils de faible coût, facilement transportables et au-
tonomes avec des qualités spécifiques majeures : diversité des utilisations (externe, intravasculaire), des
mesures variées (échographie mode B, Doppler couleur et spectral, élastographie) et des cibles anatomiques
très larges. Ils représentent d’ailleurs une large part du marché. A titre d’exemple, le marché européen en
imagerie cardiaque a un taux de croissance constant de 7% par an et a généré 528 millions de dollars en
2005. L’échographie a occupé la moitié de ce marché, devant l’IRM à 37%, le scanner ne prenant que 11%.
Les ultrasons font aussi l’objet d’innovations constantes à la fois en allant d’une part vers de très hautes
résolutions spatiales (de l’ordre de quelques centièmes de millimètres) et, d’autre part, vers de très hautes
résolutions temporelles (quelques milliers d’images par seconde).
Un autre volet joue un rôle fondamental dans le développement de l’imagerie : la thérapie. Les inter-
ventions guidées par l’image comme la robotique médicale prennent une place grandissante. La description,
inspirée de la robotique industrielle, des trois paradigmes « perception-décision-action », s’applique parfai-
tement dans ce cadre. Sa mise en œuvre en médecine suppose le plus souvent des recalages complexes entre
données préopératoires (diagnostic mais aussi planning d’intervention), données per-opératoires (réalisation
de gestes chirurgicaux) et postopératoires (pour la vérification du résultat) dans la mesure où les organes
visés bougent ou se déforment. Plusieurs solutions sont envisageables pour limiter ces difficultés : dispo-
ser d’une modalité d’imagerie adaptée aux interventions (c’est le cas de l’IRM dite interventionnelle), ou
coupler directement détecteur et effecteur.
L’objet de notre travail a porté sur ce dernier cas. Les ultrasons sont la seule modalité offrant à la fois
la capacité de « percevoir » et « d’agir » dans une même sonde. En effet, les ultrasons haute intensité
permettent de détruire les tissus par échauffement. Ils peuvent être focalisés ou non (HIFU pour High In-
tensity Focused Ultrasound et HICU pour High Intensity Contact Ultrasound) selon les applications visées.
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L’intégration d’une antenne effectrice et d’une barrette d’imagerie dans un dispositif unique répond alors à
cette problématique. C’est le cas de l’Ablatherm développé par EDAP-TMS pour le traitement du cancer
de la prostate. Le sujet traité dans cette thèse porte sur un sous-problème que pose cette technologie : la
délimitation, par segmentation de l’image 3D de la prostate, afin de définir la zone à traiter et d’éviter les
tissus périphériques sensibles. Il a été abordé dans le cadre d’un projet financé par l’Agence Nationale de la
Recherche, le projet SUTI 1.
Le cancer de la prostate est un véritable problème de santé publique et s’impose comme le cancer le
plus fréquent chez l’homme. Après une brève introduction sur l’anatomie de la prostate, son environnement
et sa physiologie, l’épidémiologie sera donc abordée dans le chapitre 1. L’évolution du cancer, sa détection,
son diagnostic ainsi que les principaux traitements actuellement disponibles seront ensuite exposés avec une
attention particulière pour les Ultrasons Focalisés à Haute Intensité qui sont au cœur de notre problématique.
Le chapitre 2 s’intéressera ensuite à une étude prospective des HIFU ainsi qu’à une présentation générale
des problèmes de segmentation et de dosimétrie représentant deux étapes majeures du planning opératoire
dans le but de mieux positionner nos travaux et de définir les contraintes qui nous sont imposées.
Le chapitre 3 donnera alors dans un premier temps un aperçu des bases de données issues de l’Ablatherm
pour en évaluer la qualité. Des tests préliminaires axés sur les caractéristiques simples de l’image seront en-
suite présentés pour mettre en évidence les difficultés soumises à la segmentation. Ces connaissances nous
permettront ainsi de mieux appréhender, dans le chapitre 4, l’état de l’art consacré aux méthodes appliquées
à la segmentation de la prostate dans les images échographiques.
Au vu des résultats parus dans la littérature et des contraintes qui nous sont imposées par le contexte
thérapeutique, nos travaux se sont dirigés vers une méthode de segmentation de type modèle déformable
s’appuyant sur des informations de contours. La méthode de base sera détaillée dans le chapitre 5 en mettant
en avant ses avantages mais aussi ses inconvénients. Les approches proposées, motivées par la correction
des erreurs commises par l’algorithme d’origine, seront ensuite développées puis évaluées de manière qua-
litative. L’étude quantitative sera quant à elle présentée dans le chapitre 6 pour mesurer de manière plus
précise les performances des segmentations produites.
La mise en évidence de difficultés résiduelles liées à la seule utilisation de caractéristiques de bords nous
amènera, dans le chapitre 7, à une première étude sur les capacités descriptives des moments orthogonaux
en terme de texture.
Finalement, nous reviendrons en conclusion sur les points majeurs de ce travail en dégageant quelques
unes des perspectives qui nous semblent parmi les plus significatives.
1SUTI : Sondes Ultrasonores pour la Thérapie et l’Imagerie. Il a été coordonné par l’unité Inserm U556, dirigée par J.-Y.
Chapelon et a associé les entreprises EDAP-TMS (Lyon), IGT (Pessac), Theraclion (Paris), Imasonic (Besançon), le LTSI (Unité
INSERM U642) (Rennes), FEMTO-LPMO (CNRS UMR6174) (Besançon), le CHU Lyon Sud (Unité RMN), l’Hôpital Edouard
Herriot (Lyon), l’APHP La Pitié (Paris) et l’Institut de Chirurgie Expérimentale - Centre Léon Bérard.
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Chapitre 1
Cancer de la prostate, du diagnostic à la
thérapie guidée par l’image
Il est essentiel dans toutes les applications d’image, et quelque soit le domaine considéré, de définir
les objets, les capteurs et leurs conditions de fonctionnement, les tâches à réaliser et les contraintes aux-
quelles elles sont soumises. C’est l’objectif de ce premier chapitre. Cette description prend toutefois des
aspects particuliers dans le domaine médical. Il est naturel de définir en premier lieu les organes qui nous
intéressent dans leur structure et leur environnement, en un mot, leur anatomie, qui va s’exprimer par leurs
formes, leurs tailles, les rapports qu’ils peuvent avoir avec les organes voisins, etc. Examiner leur fonction
physiologique intrinsèque mais en la situant dans des boucles de fonctionnement plus larges et surtout les
pathologies susceptibles de modifier à la fois anatomie et fonction est tout aussi important. Ces dernières,
le plus souvent multiformes et évolutives, sont à apprécier dans une vision de santé publique qui permet
d’en estimer l’incidence et donc les enjeux diagnostiques et thérapeutiques associés. Ces éléments sont ras-
semblés de manière très résumée en section 1.1. La suite logique est bien entendu de comprendre qu’elles
sont les analyses, les traitements et les technologies à notre disposition pour détecter ces pathologies (1.2) et
appliquer les thérapies les plus adaptées (1.3). Une place particulière sera consacrée aux ultrasons haute in-
tensité sur lesquels porte notre travail en les positionnant dans la thématique plus large des thérapies guidées
par l’image.
1.1 La prostate
1.1.1 Anatomie et environnement
La prostate, glande du système reproducteur masculin, se situe sous la vessie, en avant du rectum et en
arrière de la symphyse pubienne (figure 1.1). Ses dimensions sont estimées chez le jeune adulte à 3 cm de
haut, 4 cm de large et 2 à 3 cm de profondeur. Elle entoure ainsi sur 3 à 4 cm l’urètre, canal par lequel l’urine
est évacuée de la vessie (figure 1.2). L’urètre prostatique est composé de deux segments de longueur équiva-
lente formant approximativement un angle de 35 °au niveau du veru montanum. On y trouve donc de part et
d’autre le segment proximal (ou urètre sus-montanal) et le segment distal (ou urètre sous-montanal). Deux
sphincters étroitement intriqués avec la prostate assurent une bonne continence. A la base, partie supérieure
de la glande accolée à la vessie, se trouve le sphincter préprostatique, qui à partir du col vésical, descend
jusqu’au veru montanum en entourant le segment proximal. Le sphincter strié est quant à lui à l’apex, c’est
à dire sur la partie inférieure.
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Reliées à la prostate sur la partie postérieure de la vessie, reposent les vésicules séminales. Ces deux
glandes de forme allongée et irrégulière, mesurent environ 5 à 7 cm de long. Les canaux déférents qui
s’étendent sur 40 cm à partir de l’épididyme se dilatent à leur extrémité pour former les ampoules déféren-
tielles. Celles-ci fusionnent avec la partie interne des vésicules séminales pour se poursuivre par les canaux
éjaculateurs. Ces canaux, contenus dans la prostate sur 2 cm se raccordent finalement à l’urètre au niveau du
veru montanum. En avant de la prostate, la séparation avec la symphyse pubienne est constituée de graisse,
de structures vasculaires veineuses et de quelques éléments fibreux. Ces derniers se condensent pour for-
mer les ligaments pubo-prostatiques, importants à préserver pour le maintien de la continence. Enfin, de
chaque côté de la prostate cheminent les bandelettes neuro-vasculaires dans lesquelles sont contenus des
nerfs impliqués dans la physiologie de l’érection.
F. 1.1 – Environnement de la prostate.
L’anatomie zonale de la prostate, qui s’articule autour de l’anatomie de l’urètre, reconnaît une zone fi-
bromusculaire et quatre zones glandulaires (figures 1.2 et 1.3). Le stroma fibromusculaire antérieur occupe
30 % de la prostate et s’étend des fibres musculaires du col vésical au sphincter strié. Le reste de la prostate
est constitué des zones glandulaires centrale, péri-urétrale, de transition et périphérique. La zone centrale
représente environ 20 à 25 % du tissu glandulaire chez un jeune adulte. Elle entoure les canaux éjacula-
teurs sous la forme d’un cône dont le sommet se situe au veru montanum. Cette zone sera progressivement
comprimée par le développement de la zone de transition. Les glandes péri-urétrales, qui constituent moins
de 1 % de la prostate, se situent sur la paroi musculaire de l’urètre sus-montanal. Les deux lobes latéraux
constituant la zone de transition entourent le segment proximal de l’urètre et représentent 5 % de la masse
glandulaire. Enfin, la zone périphérique est la plus conséquente avec une proportion de 70 % du tissu glandu-
laire prostatique. Elle entoure les trois zones glandulaires précédemment décrites au niveau sus-montanal et
reste donc la seule zone glandulaire au niveau sous-montanal où elle recouvre le segment distal. La prostate
est finalement entourée d’une capsule de 2 à 3 mm d’épaisseur. Elle s’épaissit en avant formant le stroma
fibro-musculaire antérieur et s’amincit en arrière. La capsule se distingue faiblement de l’environnement
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conjonctivo-graisseux ainsi que de la partie interne de la glande. Elle peut s’effacer totalement au niveau de
l’apex laissant la glande directement en contact avec la graisse.
F. 1.2 – Anatomie de la prostate.
F. 1.3 – Anatomie zonale de la prostate selon Mc Neal [McNeal 81].
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1.1.2 Physiologie
La prostate est une glande génitale qui intervient dans l’élaboration du sperme. En plus des spermato-
zoïdes d’origine testiculaire viennent s’ajouter diverses sécrétions provenant essentiellement des ampoules
déférentielles, des vésicules séminales et de la prostate. Les cellules glandulaires de cette dernière produisent
continuellement le liquide prostatique qui intervient dans l’activation des spermatozoïdes. Ce liquide est
composé de nombreuses enzymes dont le PSA (Antigène Spécifique de la Prostate) qui participe à la liqué-
faction du sperme. Durant la première phase de l’éjaculation, les contractions de la musculature lisse de la
prostate associées à celles de l’épididyme, du canal déférent et du canal éjaculateur aboutissent à l’accu-
mulation dans l’urètre prostatique des différents constituant du sperme entraînant sa dilatation progressive
pendant quelques secondes. La contraction de la prostate déclenche finalement l’éjaculation antégrade en
déversant le sperme dans l’urètre par de petits conduits.
1.1.3 Le cancer de la prostate
1.1.3.1 Epidémiologie
Le cancer de la prostate est le plus fréquent chez l’homme et représente près d’un nouveau cas de cancer
sur 4, soit un taux d’incidence de 193 nouveaux cas pour 100000 hommes. C’est également l’un des plus
mortels après le cancer des poumons (figure 1.4). Cependant, celui-ci se développe le plus souvent après 50
ans et évolue lentement. L’American Cancer Society (ACS) estime qu’un homme sur 6 aura un cancer de la
prostate dans sa vie mais qu’un homme sur 35 en mourra. Les taux de survie sont donc relativement bons
avec des valeurs de 100% à 5 ans, de 93% à 10 ans et de 79% à 15 ans, et ont, de plus, de grande chance
d’être meilleurs pour un homme diagnostiqué de nos jours.
Peu répandu en Asie et en Extrême-Orient, il concerne d’avantage les Européens et les Américains.
Aux Etats-Unis, l’ACS estime que plus de 192000 nouveaux cas seront diagnostiqués en 2009 et qu’entre
27000 et 28000 hommes mourront du cancer de la prostate soit 10 % des mortalités causés par un cancer.
L’Observatoire Européen du Cancer, qui regroupe les différentes études statistiques réalisées en Europe,
estime le nombre de nouveaux cas à environ 307000 en 2006 dans l’Union Européenne, dont plus de 50000
en France qui se place ainsi au huitième rang. Le nombre de décès s’élève, quant à lui, à près de 70000 dont
environ 9500 français. Comme le montre le graphique 1.5 pour la France, l’incidence ne cesse d’augmenter
au fil des années, notamment à cause de l’allongement de l’espérance de vie et de dépistages plus précoces.
En revanche, après une forte élévation de la mortalité celle-ci diminue depuis le début des années 90 (figure
1.6) en partie grâce à l’amélioration des traitements et l’émergence de nouvelles technologies thérapeutiques.
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F. 1.4 – Incidence et mortalité des cancers en Europe en 2006.
F. 1.5 – Incidence du cancer de la prostate en France, taux standardisé par 100000.
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F. 1.6 – Mortalité du cancer de la prostate en France, taux standardisé par 100000.
1.1.3.2 Evolution du cancer
Le cancer de la prostate évolue le plus souvent lentement, en particulier chez les personnes âgées. Au
départ localisé, c’est à dire contenu à l’intérieur de la capsule, il peut s’étendre aux organes et aux tissus
proches de la prostate mais aussi à des organes distants tels que les os ou les ganglions. Ainsi, si les cellules
cancéreuses pénètrent dans les vaisseaux lymphatiques de la prostate, leur développement engendrera des
métastases ganglionnaires appelées adénopathies.
Le degré d’extension du cancer est habituellement décrit par le système TNM pour Tumor, Nodes, Me-
tastases. Ainsi le stade T décrit l’extension de la tumeur primitive. Celui-ci comprend quatre déclinaisons
principales correspondant respectivement à une tumeur dont le plus grand foyer d’invasion ne dépasse pas
0,1 cm dans sa plus grande dimension (T1), une tumeur comprise entre 2 et 5 cm semblant être localisée à la
glande (T2), une tumeur supérieure à 5 cm s’étendant en dehors de la prostate et/ou aux vésicules séminales
(T3) et finalement une tumeur qui, quelque soit sa taille, s’étend aux organes proches de la prostate tels
que la vessie ou le rectum (T4). Des déclinaisons secondaires indiquent entre autres la proportion et/ou la
localisation de ces tumeurs. Le stade N représente l’absence (N0) ou la présence (N1) de métastases gan-
glionnaires et enfin le stade M, l’absence (M0) ou la présence (M1) de métastases dans les organes distants.
Le cancer de la prostate se présente le plus souvent de manière multifocale. Environ 70 % des tumeurs
se développent dans la zone périphérique, 20 % dans la zone de transition et 10 % dans la zone centrale,
certaines pouvant envahir plusieurs zones. Le site de départ du cancer conditionne la distribution de celui-ci
au sein et à l’extérieur de la glande [Puech 06]. Il représente dont une donnée importante pour le diagnostic
et le choix de la modalité de thérapie.
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1.2 Détection et diagnostic
L’antigène spécifique de la prostate (PSA) présent dans le sperme avec une concentration de l’ordre
du mg/l, passe dans le sang avec une concentration de l’ordre du ng/ml. Le PSA sérique circule soit sous
une forme liée aux protéines du sang soit sous forme libre. La forme libre augmente en cas d’hypertrophie
bénigne de la prostate et sa forme liée en cas de cancer. Plus le PSA est élevé, plus le risque d’extension à
distance du cancer est grande diminuant alors le taux de curabilité et les chances de survie à long terme. Le
rapport PSA libre sur total diminue en cas de cancer.
Le dépistage du cancer de la prostate se fait donc grâce au dosage du PSA total sérique, mais aussi
par un toucher rectal. Le diagnostic précoce du cancer de la prostate a pour objectif d’augmenter la détec-
tion des cancers localisés pour la plupart curables. L’Association Française d’Urologie (AFU) [Soulié 07]
recommande alors un dépistage annuel pour les hommes entre 50 et 75 ans et dont l’espérance de vie est
supérieure à 10 ans, ou à partir de 45 ans pour les personnes à risque (afro-antillais, antécédent familial).
L’intervalle entre deux tests peut ensuite varier selon le degré de suspicion de cancer.
La sensibilité et la spécificité du PSA reste faible avec seulement 75 % des cancers entraînant une va-
leur de PSA élevée, et uniquement 25 % des valeurs anormales associée à une biopsie positive. Le toucher
rectal quant à lui détecte les tumeurs à partir du stade T2, mais celles du stade T1 ne sont en revanche pas
palpables. L’association de ces deux examens est donc importante pour renforcer le diagnostic.
Si les résultats du toucher rectal et la concentration de PSA sont normaux, l’imagerie est inutile. En re-
vanche, si l’un ou l’autre de ces examens présente une anomalie, une biopsie échoguidée est recommandée
[Lemaître 06]. L’examen commence par un toucher rectal et une analyse complète de l’image échographique
afin de repérer des zones suspectes. Celles-ci seront ponctionnées en plus des douze prélèvements systéma-
tiques réalisés en routine en visualisant le trajet sur l’écran. Cependant, les lésions tumorales apparaissent
avec une échogénécité variable. Le plus souvent hypoéchogènes et parfois isoéchogènes, leur spécificité est
faible et la différence avec leur environnement n’est pas toujours très nette (figures 1.7 et 1.8). La grande
taille d’une zone hypoéchogène ou la présence d’un signal Doppler couleur au sein de cette zone, renforce
le risque de tumeur mais l’absence de signal n’écarte pas l’hypothèse d’un cancer. Les lésions se présentent
plus rarement sous forme hyperéchogène mais deviennent alors plus simples à identifier (figure 1.9). Pour
les tumeurs de grandes tailles, la détection est facilitée par leur homogénéité, leur hypervascularisation et
l’asymétrie qu’elle provoque sur la zone de transition. Enfin, les anomalies de contour sont difficiles à dis-
tinguer mais peuvent apparaître par une interruption de l’écho du bord ou un bombement dont la fiabilité
reste néanmoins insuffisante. L’évaluation de l’extension extra-prostatique admet un taux d’exactitude de
seulement 74 % mais l’échographie tridimensionnelle pourrait l’amener à 94 %. Un aspect normal des vési-
cules séminales admet tout de même une valeur prédictive négative de 92 % pour l’envahissement de cette
zone. L’échographie est donc utile à la biopsie mais une image normale ne permet pas à elle seule d’éliminer
l’hypothèse de cancer de la prostate.
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F. 1.7 – (a) Lésion hypoéchogène de la partie postéro-latérale gauche de la zone périphérique, (b) Hypervasculari-
sation par signal Doppler couleur (images issues de [Lemaître 06]).
F. 1.8 – (a) Lésion isoéchogène de la partie postéro-latérale droite de la zone périphérique, (b) Petit spot de signal
Doppler couleur, (images issues de [Lemaître 06]).
F. 1.9 –Microcalcifications tumorales au sein d’une tumeur de la zone périphérique, (image issue de [Lemaître 06]).
La biopsie permet ensuite d’évaluer le grade de la tumeur pour prévoir sa vitesse d’évolution. Chaque
échantillon est analysé et noté de 1 à 5 selon leur différence au tissu sain. Le score de Gleason, qui regroupe
ces résultats, donne finalement une valeur subjective reflétant la structure la plus fréquente et celle la plus
agressive. Un premier diagnostic est alors établi grâce aux tables de Partin. Ses travaux, réalisés en 2001, ont
permis de mettre au point des tables de référence en confrontant les résultats d’examens disponibles avant
et après exérèse sur des milliers de patients. Elles prennent, d’une part, en compte le stade clinique défini
par T1c pour une tumeur non palpable caractérisée par biopsie, ou par T2a, T2b ou T2c pour une tumeur
palpable respectivement sur moins de la moitié d’un lobe, plus de la moitié d’un lobe ou sur les deux lobes.
En y associant, le taux de PSA et le score de Gleason, les tables fournissent une probabilité d’envahissement
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extra-capsulaire de la tumeur.
Selon le risque d’extension extra-prostatique, une IRM sera envisagée car c’est l’examen morpholo-
gique capable de détecter au mieux un dépassement capsulaire [Cornud 06] (figure 1.10). Ainsi, pour un
risque faible, inférieur à 20 %, l’examen n’est pas systématique. Il pourra être réalisé, coupler à une spec-
troscopie, pour estimer le volume tumoral afin d’orienter le choix de la thérapie. Il sera indiqué dans le cas
d’une probabilité intermédiaire à forte pour localiser et évaluer l’étendue du dépassement, et rechercher une
extension ganglionnaire lorsque la présomption est élevée. L’examen IRM, rapide et relativement fiable,
permet de localiser la tumeur et de définir le caractère uni ou bilatéral des lésions. Mais il n’est pas à l’abri
d’erreurs de jugement, notamment en présence de lésions multiples ou mal limitées. En effet, les lésions se
caractérisent le plus souvent par un hyposignal T2 homogène mais peuvent être également isointenses à la
zone périphérique. De plus, la détection des petites tumeurs n’est pas optimale car il existe diverses causes
de présence d’un hyposignal T2. La détection des extensions locales peut également pauser problème : la
résolution d’une IRM muni d’un aimant de 1,5 T détecte les dépassements inférieurs à 1 mm avec une sen-
sibilité de 14 %. En outre, de faux positifs peuvent être engendrés par la perte de la continuité capsulaire.
Les différentes études réalisées sur la prédiction de l’extension extra-capsulaire par l’IRM, fournissent des
valeurs très variées avec, pour les tumeurs de stade intermédiaire, une sensibilité de 13 à 95% et une spéci-
ficité de 49 à 97 %. Les résultats de l’étude IRM doivent donc être corrélés avec les résultats de la biopsie
pour limiter les fausses conclusions. Par ailleurs, afin d’améliorer la fiabilité de l’IRM, il est recommandé
de la coupler à l’imagerie fonctionnelle comme l’imagerie de perfusion qui utilise des produits de contraste,
la spectroscopie qui visualise différentes molécules et leur concentration dans un tissu ou l’imagerie de dif-
fusion qui met en évidence le mouvement microscopique de l’eau. Chacune de ces techniques possède des
sensibilités et des spécificités variables en fonction de la taille et de l’intensité de la tumeur sur l’image.
De plus, aucune de ces méthodes ne s’applique à la zone de transition. Il est donc préférable d’associer les
résultats de deux de ces séquences fonctionnelles aux anomalies morphologiques observées en pondération
T2 pour évaluer de manière plus précise la localisation et le volume tumoral.
F. 1.10 – IRM endorectale : (a) Disparition du signal de la capsule (flèches blanches), suspicion d’envahissement
de la zone de transition par comparaison entre la délimitation présente à droite (têtes de flèche) et absente à gauche.
(b) Tumeur de la zone périphérique en hyposignal qui infiltre les bandelettes neuro-vasculaires de même intensité,
(images issues de [Cornud 06]).
Les métastases ganglionnaires peuvent être identifiées par IRM mais aussi par scanner. Ces modalités
d’imagerie fournissent des résultats équivalents car elles se basent toutes les deux sur le diamètre des gan-
glions pour détecter une anomalie. Cette méthode est toutefois peu spécifique et par conséquent peu fiable.
Le curage ganglionnaire s’impose donc pour confirmer l’adénopathie. Finalement, si les résultats des dif-
férents examens conduisent à un risque intermédiaire, une scintigraphie osseuse est réalisée pour détecter
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d’éventuelles métastases.
Individuellement, le dosage du PSA, la biopsie et l’imagerie ne sont pas suffisamment fiables. Leur sy-
nergie est donc essentielle pour parvenir au meilleur diagnostic et opter pour le traitement le plus approprié.
1.3 Les thérapies et le suivi post-thérapie
1.3.1 Les approches actuelles
Diverses approches médicamenteuses, chirurgicales ou encore technologiques sont proposées au patient
en fonction de son âge, de son espérance de vie, de l’étendue et de l’agressivité de son cancer [Soulié 07],
[Roy 06]. Ainsi, étant donné que le cancer de la prostate évolue lentement, les traitements curateurs seront
essentiellement appliqués aux personnes dont l’espérance de vie est supérieure à 10 ans. De plus, les cancers
localisés se verront offrir plus d’alternatives thérapeutiques grâce aux nouvelles technologies émergentes.
Le patient, informé des avantages et inconvénients de chaque méthode, optera pour le traitement qui lui
convient le mieux parmi ceux adaptés à son profil. Les différentes approches actuellement proposées en
première intention sont fonction du risque du cancer. Les cancers sont dits à faible risque quand les examens
effectués lors du diagnostic prédisent une tumeur localisée ne présentant pas ou peu de menace d’extension
extra-prostatique. Le risque intermédiaire correspond soit à un PSA ou un score de Gleason élevé soit à un
stade supérieur ou égal à T2b. Enfin, les cancers à risque élevé annonce une forte probabilité de récidive,
de métastases et de décès spécifique. Les thérapies envisageables selon ces catégories ainsi que leurs éven-
tuelles associations sont illustrées sur la figure 1.11 et détaillées ci-après.
F. 1.11 – Les approches actuelles et leurs associations.
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Notons que la surveillance peut s’exercer :
(i) avec traitement différé : elle s’adresse aux hommes dont l’espérance de vie est inférieure à 10
ans. Un traitement palliatif ou hormonal sera administré en cas d’évolution de la tumeur.
(ii) sous la forme d’une surveillance active, proposée pour les cancers localisés n’évoluant pas ou
très lentement. Un traitement actif sera suggéré en cas de nette progression de la tumeur ou sur demande du
patient. Le taux de survie spécifique (liée au cancer de la prostate) est de 99 % à 8 ans.
Les approches médicamenteuses :
L’hormonothérapie, par différents procédés, s’oppose à l’action stimulante des androgènes (hormones
mâles). Elle permet ainsi de bloquer la prolifération des cellules cancéreuses et de diminuer le volume de la
prostate. Elle s’adresse essentiellement aux patients dont l’espérance de vie est de moins de 10 ans, ou pré-
sentant des métastases. Selon les hormones utilisées, des bouffées de chaleur, une diminution de la densité
osseuse ou encore une baisse du désir et de la puissance sexuelle jusqu’à l’impuissance peuvent se manifes-
ter. Une hormono-résistance peut apparaître après un traitement de 2 à 5 ans, entraînant le décès de 50 % des
patients dans l’année. Une chimiothérapie est alors systématiquement administrée bien que son efficacité
sur les cellules tumorales hormono-résistantes ne soit pas encore prouvée.
La chirurgie :
La prostatectomie radicale est le traitement curateur standard des cancers localisés chez un homme
dont l’espérance de vie est supérieure à 10 ans et âgé généralement de moins de 70 ans. Elle peut également
s’appliquer aux cancers présentant un risque intermédiaire à élevé mais sans métastase ganglionnaire im-
portante.
L’intervention consiste à enlever en bloc la prostate, les vésicules séminales et les ampoules déféren-
tielles. Les bandelettes neuro-vasculaires sont également ablatées selon l’agressivité de la tumeur et le sou-
hait du patient à préserver l’érection. Elle peut être réalisée par chirurgie ouverte ou par voie laparoscopique
(mini-invasive), l’une ou l’autre de ces méthodes n’ayant pas encore démontré sa supériorité.
Cette opération lourde dure 3 à 4 heures et peut conduire à l’impuissance (de 30 à 80% selon les équipes)
et à l’incontinence. La rééducation permet cependant d’améliorer ou de corriger le contrôle des sphincters.
De plus, l’importance de ces effets indésirables est fortement dépendante de l’expérience chirurgicale. Ainsi,
la pratique de l’acte diminue les complications, améliore la continence urinaire, préserve la fonction érectile
et augmente les taux de guérison et l’espérance de vie. Le taux de rechute après prostatectomie pour un
cancer localisé est d’environ 30 % à 5 ans. La survie sans récidive biologique (SSRB) pour les cancers à
risque faible est estimée à 74 % à 10 ans et 66 % à 15 ans. Elle s’élève en moyenne à 79 % à 8 ans pour les
cancers à risque intermédiaire.
Les approches technologiques :
La radiothérapie externe, employée depuis longtemps pour le traitement de la prostate, s’adresse aux
patients dont l’espérance de vie est supérieure à 10 ans quelque soit le stade de leur maladie. Elle peut être
couplée à l’hormonothérapie courte (6 mois) pour les cancers à risque intermédiaire, et longue (3 ans) pour
les risques élevés. Elle est également associée à une prostatectomie lorsque la pièce chirurgicale révèle des
marges positives ou une extension extra-capsulaire. Un traitement par radiothérapie ne pourra en revanche
pas être reproduit en cas de récidive.
Cette technique utilise des photons haute énergie et un accélérateur linéaire situé au-dessus d’une table
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sur laquelle le patient est placé. La radiothérapie exercée aujourd’hui est dite conformationnelle car des
collimateurs multilames placés à la sortie de l’accélérateur adaptent la forme des faisceaux aux contours des
organes vus sous les incidences d’irradiation choisies. Cette intervention débute par l’élaboration d’un plan-
ning basé sur une acquisition tomodensitométrique (TDM). La prostate, les vésicules séminales, le rectum, la
vessie et les têtes fémorales sont tout d’abord segmentés coupe à coupe puis reconstruit en 3D (figure 1.12).
A partir de la définition de ces volumes, le radiophysicien va définir une balistique d’irradiation (nombre de
faisceaux, formes, angles d’incidence, intensités,...). Il en déduit ensuite une distribution de dose présentée
sous la forme d’histogrammes dose/volume et affichée sur l’image TDM. La dosimétrie est acceptée par le
radiothérapeute si la dose reçue par le volume cible est jugée suffisante et si celle reçue par les organes à
risque est suffisamment faible. La délivrance de la dose sera finalement effectuée en plusieurs séances de
10 min à raison d’une fois par jour, 5 jours par semaine, durant 7 à 8 semaines. Il est important de noter
que la segmentation des organes est sujette à de fortes variabilités intra et inter experts. En effet, l’image
TDM offre un contraste faible des tissus mous et une IRM permettrait de mieux percevoir le contour des
organes. Cependant, la TDM reste la modalité d’imagerie utilisée pour la radiothérapie car elle fournit des
informations nécessaires à la dosimétrie à partir des densités. L’idéal serait donc de recaler les images IRM
et TDM mais cela nécessite des conditions d’examen similaires, notamment pour la position du patient.
Le taux de récidive biologique pour les cancers localisés traités par radiothérapie est de 13 à 35 % à 5
ans et 25 à 50 % à 10 ans. La survie sans récidive biologique pour les petites tumeurs présentant un risque
intermédiaire est inférieure à celle de la prostatectomie avec une valeur de 65 % à 8 ans mais est équivalente
pour les tumeurs plus volumineuses. Pour les cancers à risque élevé elle est, respectivement sans et avec
hormonothérapie, de 71 % contre 76 % à 5 ans, et de 38 % contre 47 % à 10 ans. Le bénéfice de l’hormono-
thérapie est encore plus important pour les tumeurs les plus agressives, avec une SSRB de 53 % contre 67
% à 5 ans.
F. 1.12 – Segmentation manuelle des structures d’intérêt sur une coupe TDM transverse : prostate et vésicules
séminales (vert), vessie (bleu), rectum (rouge) et têtes fémorales (jaune).
La curiethérapie est appliquée aux cancers localisés sans extension extra-prostatique chez des hommes
préférentiellement âgés de plus de 70 ans car les données scientifiques sont à ce jour encore insuffisantes
pour connaître les effets à plus de 10 ans. Elle est contre-indiquée dans le cas d’une prostate trop volumi-
neuse, d’une hypertrophie du lobe médian ou encore de symptômes obstructifs. Mais ces symptômes et le
volume de la glande pourront être réduits grâce à une hormonothérapie adjuvante. Par ailleurs, ce traitement
n’est pas recommandé pour les cancers à risque intermédiaire car les taux de récidive sont plus importants.
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Le principe de la curiethérapie est d’implanter de manière permanente des grains d’iode I125 dans
l’ensemble de la glande. Le planning est ici aussi la première étape de l’intervention. Une dosimétrie est
simulée sur l’image échographique en positionnant virtuellement les grains jusqu’à obtention des isodoses
souhaitées. L’implantation se fait alors par voie périnéale sous contrôle échographique au plus prêt des em-
placements préalablement définis. 30 jours plus tard, un scanner est réalisé pour vérifier la dosimétrie et la
localisation des grains. Afin que le traitement soit efficace, au moins 90 % du volume devra avoir reçu la
dose prescrite.
Le contrôle biochimique dépend de la qualité de l’implantation avec un taux de 93 % à 8 ans si elle
est satisfaisante et de 76 % sinon. La survie sans récidive biologique est de 95 % à 10 ans, valeur élevée
notamment corrélée au type de cancers traités.
L’intérêt de la cryothérapie, introduit dans les années 1960, est relancé aujourd’hui par les avancées
technologiques qui permettent d’en réduire les complications. Proposée pour le cancer localisé, elle dispose
néanmoins d’un recul insuffisant pour juger du bénéfice de la technique à long terme. Son principe est de
congeler la glande par l’insertion de cryotubes contenant du liquide cryogénique sous contrôle échogra-
phique endorectal.
LesUltrasons Focalisés à Haute Intensité (HIFU) appartiennent également aux nouvelles technologies
et ne disposent donc pas pour l’instant d’un recul suffisant sur les effets à long terme. Ils sont par conséquent
destinés à traiter les cancers localisés sans extension extra-capsulaire pour les hommes âgés de plus de 70
ans avec une espérance de vie supérieure à 7 ans. Cette thérapie utilise les ultrasons pour échauffer la pros-
tate et détruire les cellules cancéreuses, le tout sous contrôle échographique. Les détails de l’intervention
seront décrits dans la section 1.3.2. Les dernières études évaluent le taux d’infection urinaire post-HIFU à
7,1 %, l’obstruction urétrale ou prostatique à 13,6 % mais le taux de patients continents atteint 94,3 % et le
PSA est notablement réduit. Un suivi médian sur 6,4 ans indique un contrôle biopsique négatif chez 86,4 %
des patients et une survie sans récidive biologique de 77% à 5 ans et de 69% à 7 ans.
La surveillance post-thérapeutique se fait essentiellement par le dosage du PSA et le toucher rectal.
L’utilisation de l’imagerie n’intervient qu’en cas d’anormalité de ces examens. Des biopsies sont réalisées
tout les 6 mois uniquement pour les nouveaux traitements en cours d’évaluation, mais ne sont pas recom-
mandée en routine. En cas de récidive, les thérapies présentées ci-dessus seront suivi d’un traitement de
rattrapage. Dans le cas d’une récidive locale apparaissant après radiothérapie appliquée en première inten-
tion, une prostatectomie pourra être envisagée. Cependant, celle-ci est rare à cause des complications per- et
post-opératoires fréquentes. La curiethérapie est également possible mais présente des risques de surdosage
entraînant des problèmes urinaires et digestifs. Enfin les HIFU, avec un taux de succès de 40 %, et plus ré-
cemment la cryothérapie font également partie des options disponibles en cours d’évaluation. Si la récidive
intervient après prostatectomie, la radiothérapie est généralement proposée. Les récidives avec extension
capsulaire ou métastases seront en revanche majoritairement traitées par hormonothérapie.
1.3.2 Les ultrasons
L’idée de l’utilisation des ultrasons comme outil de chirurgie non invasive est apparue très tôt suite à la
découverte des effets biologiques des ondes ultrasonores. Dans les années 50, les frères Fry effectuèrent des
travaux sur le traitement par voie externe de troubles neurologiques. En dirigeant, les ultrasons sur la zone
à traiter, ils s’aperçurent de l’apparition de minuscules lésions. Néanmoins, l’absence d’un dispositif de vi-
sualisation suffisamment performant et précis interrompit le développement de ce type de thérapie. Dans les
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années 80, Lizzi, grâce à une technologie plus avancée, créa un dispositif pour le traitement du glaucome et
des tumeurs intraoculaires. La lithotritie extracorporelle par ondes de choc, appliquée pour la première fois
chez l’homme en 1980 pour le traitement des calculs rénaux, est une autre technologie ultrasonore haute
énergie. Des années 90 à nos jours, les applications des ultrasons se sont multipliées, allant de l’utilisa-
tion des ultrasons comme un moyen de production de chaleur de façon non destructive, souvent associée à
d’autres thérapies, jusqu’à l’application d’un faisceau de haute énergie pour l’ablation des tissus tumoraux
ou l’occlusion de vaisseaux. On retrouve plus spécifiquement des études réalisées pour le traitement des
tissus hépatiques, l’ablation des tissus du rein et la destruction des tissus de la rate et du sein. Des essais sont
également effectués pour la coagulation des vaisseaux en vue d’arrêter des hémorragies ou de revasculariser
le muscle cardiaque infarcté. Utilisés par des approches intracavitaires, laparoscopiques, endoscopiques ou
externes, avec des sondes focalisantes ou non, les ultrasons sont spécialement intéressants comme moyen
thérapeutique grâce à leur caractère peu ou non invasif et sélectif.
Les ultrasons focalisés à haute intensité (HIFU) sont, aujourd’hui, mis en pratique dans le domaine de
l’urologie, notamment pour le traitement du cancer de la prostate. Leur principe est d’échauffer la zone à
traiter afin de détruire les cellules. Les variations de pression acoustique produites par le transducteur gé-
nèrent un mouvement tissulaire (dilatation et contraction) dont l’amplitude est proportionnelle au niveau de
pression. La réponse du tissu n’étant pas parfaitement élastique, l’onde acoustique se propage dans le milieu
en s’atténuant, notamment à cause de l’absorption. L’énergie perdue est ensuite localement restituée sous
forme de chaleur qui sera d’autant plus grande que la pression sera élevée. Dans le cas d’un transducteur
focalisé, la concentration du faisceau ultrasonore entraîne un maximum de pression au point focal. L’absorp-
tion des ultrasons de manière intense et rapide conduit à une élévation subite de la température, détruisant
les cellules localisées dans la zone traitée. La lésion produite, articulée autour du point focal, s’élargit par
diffusion et dépend par conséquent de la puissance de tir mais aussi de la durée d’exposition.
Plusieurs constructeurs sont positionnés sur ce segment technologique dont Focus Surgery, Insightec et
Edap Technomed, ce dernier étant le leader du marché. L’Ablathermr, actuellement utilisé pour le traite-
ment du cancer de la prostate par HIFU en France, mais également en Europe, au Canada, en Russie, en
Australie et en Corée du Sud a été conçu en collaboration avec l’INSERM 556 de Lyon au début des années
90. Depuis le premier patient en 1993, le nombre de traitements n’a cessé d’augmenter (figure 1.13). Nous
en donnerons par la suite une description sur la base du produit commercialisé aujourd’hui. Il est évident
qu’elle continuera à évoluer dans les années à venir de manière significative dans sa partie transducteur avec
potentiellement l’arrivée de la technologie CMUT (Capacitive Micromachined Ultrasound Transducers),
des topologies d’antennes différentes, des traitements plus évolués de données ..., cette présentation pouvant
donc devenir rapidement obsolète.
L’appareil actuel (figure 1.14) est constitué d’une table sur laquelle le patient s’allonge, d’une sonde à
la fois d’imagerie et de thérapie et d’un outil de contrôle. La sonde présentée sur la figure 1.14 illustre les
transducteurs piézoélectriques, l’un en forme de cuillère utilisé en thérapie, l’autre en son centre employé
pour l’imagerie, qui génèrent des ondes ultrasonores avec une fréquence respective de 3 et 7,5 MHz. Cette
sonde sera recouverte durant l’intervention d’un ballon rempli d’eau dégazée, présentant les mêmes carac-
téristiques physiques que les tissus, pour assurer le couplage avec le milieu à imager et à traiter. Grâce à un
système d’écoulement, le liquide fera également office de refroidisseur pour préserver la paroi rectale.
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F. 1.13 – Evolution du nombre de traitements par HIFU depuis 2001 (http ://www.edap-tms.com).
F. 1.14 – L’Ablathermr et sa sonde d’imagerie et de thérapie (http ://www.edap-tms.com).
L’échauffement provoqué par les ultrasons à haute intensité provoque généralement un gonflement de
la prostate. Afin d’éviter que celui-ci comprime l’urètre, une résection est préalablement réalisée autour du
canal pour le dégager. De plus, une sonde urinaire est introduite pour assurer l’écoulement des urines puis
un ballonnet, situé à son extrémité, est gonflé dans la vessie pour la maintenir en place.
Le traitement du cancer de la prostate par l’Ablathermr débute par une première étape de planning suivi
d’une phase de traitement. Une fois le patient installé, la sonde endorectale est introduite puis positionnée
en face de la prostate. L’acquisition échographique de la glande est alors effectuée de manière entièrement
automatique, produisant un ensemble de coupes équidistantes et parallèles (figure 1.16 (a)). Les images
produites ont une résolution transversale de 0,154 mm/pixel et une taille de 500x490. L’image ultrasonore
est ensuite interpolée en trois dimensions, avec un facteur compris entre 2,5 et 2.6 pour la rendre isotrope,
puis affichée à l’écran. L’opérateur annote dans un premier temps la base, l’apex et la paroi rectale afin de
définir les hauteurs des lésions qui seront produites mais aussi les distances de sécurité par rapport à ces
zones sensibles (figure 1.15). En effet, il est important de préserver le sphincter présent à l’extrémité basse
pour assurer la continence. Le traitement ne sera par conséquent pas appliqué à moins de 6 mm de l’apex. De
même, la paroi rectale étant sensible à la température, une distance de 3 à 8 mm la séparera de la limite basse
des lésions. En revanche, les vésicules séminales ainsi que l’avant de la prostate (côté symphyse pubienne)
ne présentent pas de risque, et aucune séquelle ne sont jamais apparues au niveau de la vessie. Par la suite,
le médecin débute le planning coupe par coupe en positionnant des éventails de lésions de même hauteur
tels qu’illustrés sur la figure 1.15. Ces lésions de la forme d’un ellipsoïde ont un diamètre de 1,7 mm et une
hauteur pouvant variée de 19 à 26 mm.
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F. 1.15 – Planning (a) Annotation de la base (U), de l’apex (A) et d’une marge de sécurité (L), (b) Définition de la
paroi rectale et d’un éventail de lésions pour le lobe gauche.
La zone planifiée est alors automatiquement couverte par un ensemble de tirs de 6 secondes chacun,
séparés par 4 secondes d’attente (figure 1.16 (b)). La forme de la sonde de thérapie implique une focalisation
géométrique qui permet de concentrer le faisceau d’ultrasons aux points précédemment définis. L’élévation
de température atteint alors des valeurs de l’ordre de 85 à 100 °C au point focal, détruisant par diffusion
les cellules contenues dans la taille d’une lésion. L’image de la tranche traitée sur laquelle est superposée
l’éventail de lésions est visualisée en temps réel. Un capteur de mouvement ainsi que des contrôles de la
température de l’eau de refroidissement et de la distance entre la lésion et la paroi rectale assure la sécurité
du patient. Ainsi, au moindre risque le traitement se met en pause avec un message d’alerte à l’intention du
chirurgien qui décidera de la reprise.
F. 1.16 – (a) Acquisition échographique de la prostate, (b) Traitement par HIFU (http ://www.edap-tms.com).
La forme de la prostate évoluant pendant l’intervention, celle-ci est réalisée en plusieurs blocs. Ainsi,
la prostate est découpée transversalement pour séparer le lobe gauche du lobe droit, puis longitudinalement
(de la base à l’apex) en deux parties auxquelles s’ajoute une zone centrale de faible épaisseur constituée
d’un ou deux blocs soit un total de 5 ou 6 (figure 1.17). Le traitement de la prostate consiste finalement à
itérer des séquences composées d’une acquisition échographique, d’un planning et d’une séquence de tirs
pour chacun des blocs.
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F. 1.17 – Découpage de la prostate en vue d’un traitement par bloc.
Cette thérapie peut être appliquée en première intention mais également suite à des échecs de radiothé-
rapie ou répétée après un premier traitement par HIFU. Différents protocoles existent selon la situation. En
effet, une prostate déjà traitée sera moins perfusée et refroidira par conséquent moins vite, augmentant les
risques de surchauffe. L’application après curiethérapie est en étude car les grains d’iode sont suffisamment
petits pour laisser passer les ultrasons, mais le protocole reste à définir. Enfin, les patients présentant des
calcifications ne sont pas candidats aux HIFU, car celles-ci stoppent les ultrasons.
Les récidives après un traitement par HIFU sont notamment dues aux marges prises au niveau de l’apex
pour éviter de l’endommager. Cette zone, traitée par diffusion de la chaleur, sera plus ou moins chauffée
selon les patients dont les caractéristiques tissulaires diffèrent. Une autre cause de récidive provient de la
géométrie du transducteur qui focalise à une distance fixe de 45 mm. Les prostates les plus volumineuses
ne seront donc pas correctement traitées. Afin de corriger ce dernier problème, une nouvelle sonde a été dé-
veloppée récemment. Elle est constituée de 16 anneaux concentriques et admet une focalisation dynamique
tous les 5 mm, allant de 32 à 62 ou 67 mm de profondeur (profondeur maximale en cours d’évaluation).
Les lésions obtenues pour une seconde de tir sont de 5 mm de hauteur. Ainsi, une lésion définie par la
sonde actuellement utilisée pourra être remplacée par une succession de petites lésions, séparées de 5 mm,
partant, sur une vue transversale, de la limite basse de la prostate jusqu’à sa limite haute. Cette technique
aura également comme avantage de mieux s’adapter à la forme de la prostate car la hauteur traitée sur une
même coupe pourra varier. Cela implique alors de délimiter la partie basse et la partie haute de la prostate
sur chaque image. Cette tâche réalisée manuellement est chronophage. La segmentation (semi-)automatique
de la prostate dans les images échographiques devient donc une nouvelle problématique pour le traitement
par Ultrasons Focalisés à Haute Intensité.
1.3.3 Les perspectives ouvertes par les thérapies guidées par l’image
La haute résolution spatiale et temporelle de l’imagerie médicale offre aujourd’hui un accès à des des-
criptions morphologiques et fonctionnelles extrêmement détaillées des organes et des pathologies potentiel-
lement présentes. Le Scanner X multidétecteur et l’IRM permettent par exemple d’accéder aux structures
cardiaques en mouvement et au-delà des cavités et du myocarde, aux réseaux coronaires artériels et vei-
neux. L’échographie, outre sa résolution temporelle remarquable, ouvre vers la mesure des propriétés élas-
tographiques des tissus. Ces modalités d’observation ont l’avantage d’être, pour la plupart, non seulement
complémentaires mais aussi d’avoir des utilisations variées. Si le Scanner X reste une modalité essentielle-
ment diagnostique, l’IRM et l’échographie peuvent être exploitées en contexte pré- comme per-opératoire.
Ces progrès se poursuivront à l’avenir et, associés à ceux réalisés en analyse d’images mais aussi en réalité
virtuelle augmentée et en microtechnologie, conduiront à de nouveaux champs applicatifs. Les méthodes
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d’analyse comprennent toutes les étapes clés d’une chaîne classique : reconstruction, segmentation, carac-
térisation tissulaire, recalage, suivi de mouvement, fusion multimodale, visualisation, etc. Elles déterminent
aussi la possibilité d’agir dans des environnements spatialement très contraints en offrant par exemple une
vision locale du champ opératoire tout en positionnant précisément capteurs et effecteurs dans le repère
« patient ».
Deux évolutions majeures peuvent être observées depuis une vingtaine d’années. La première est liée
à la « robotique médicale » ou la « thérapie guidée par l’image ». Elles peuvent être considérées comme
portées par les innovations technologiques ou « technology-driven ». La seconde correspond à de nouveaux
concepts proposés par le milieu médical : il s’agit de la « chirurgie minimalement invasive » (« Minimal
Invasive Surgery », MIS) ou plus largement de « thérapie à accès minimal » (« Minimal Access Therapy »,
MAT). Ces deux approches ont de nombreux aspects en commun, soulignés dès les années 80 [Lavallée 97],
[Taylor 03], [Peters 06], en particulier leurs objectifs. Ainsi dans les deux cas, il s’agit de réduire le trauma-
tisme de l’intervention, réduire le risque de complications et la durée de l’intervention, d’améliorer le temps
de récupération et ceci tout en offrant une meilleure précision dans les gestes et une irradiation moindre du
personnel médical (la plupart des interventions se faisant encore sous radioscopie).
Les applications de ces techniques sont très larges. Les travaux pionniers en robotique médicale se sont
centrés sur les biopsies et, en particulier, les biopsies cérébrales réalisées en condition stéréotaxique. La mo-
tivation principale de ce choix était, d’une part, la maturité de la technique chirurgicale et du repérage 3D au
moyen du cadre stéréotaxique et, d’autre part, la possibilité d’imager en angiographie standard les vaisseaux
et donc de les éviter. La disponibilité d’atlas comme celui de Talairach permettait de positionner de manière
précise les structures cérébrales visées, la simplicité des trajectoires (linéaires) facilement réalisable par ro-
bot mais aussi l’absence de déformations venaient compléter ce panel d’arguments. Le succès rencontré a
très vite conduit à élargir son champ d’intérêt à l’orthopédie, au traitement du cancer par brachythérapie,
à la cardiologie avec la réparation de la valve mitrale, etc. Les interventions minimalement invasives se
déployaient dans le même temps avec la cœlioscopie, la laparoscopie, etc. Si toutes ces approches ne sont
pas au même niveau de diffusion et d’acceptation par le corps médical, le mouvement était ainsi créé. Une
vision globale des systèmes développés avant 2003 est rapportée dans [Taylor 03]. Un état de l’art plus ré-
cent est proposé par J. Troccaz [Troccaz 09] où trois périodes sont distinguées : (i) la réalisation de tâches
de positionnement avec comme principales applications la neurochirurgie et l’orthopédie construites sur des
trajectoires simples et pour des structures rigides (1985-1995) ; (ii) des procédures interactives pour des
interventions plus complexes comme la chirurgie par voie endoscopique concernant des structures défor-
mables (1990-2005) ; (iii) des robots miniaturisés (à partir de 2000) capables de percevoir, communiquer et
agir à l’intérieur du corps humain.
Ces systèmes ont évolué dans leur conception du fait non seulement des ruptures technologiques mais
aussi dans la répartition des tâches entre l’homme et la machine. La simulation numérique, avec l’émergence
de la réalité virtuelle, augmentée puis mixte, a donné la capacité de recréer artificiellement des répliques fi-
dèles de situations expérimentales réelles et même de faire cohabiter des objets synthétiques avec des objets
réels dans le même espace perceptuel [Haigron 09]. Ces concepts sont mis en œuvre par exemple dans la
commande de systèmes automatisés ou robotisés en boucle fermée temps réel (rendu haptique et visuel) et
jouent un rôle essentiel dans la coopération entre utilisateur et système. La thérapie assistée par ordinateur,
qu’elle soit passive ou active, bénéficie largement de ces avancées en réalité virtuelle. Au lieu de placer
le patient au centre du dispositif comme cela a pu être fait dans le passé, la figure 1.18 donne la préémi-
nence à l’utilisateur, c’est-à-dire le médecin ou le chirurgien, et donc à son expertise. Les décisions et les
actions correspondantes relèvent de sa responsabilité quand les tâches gourmandes en calcul et répétitives
sont confiées au calculateur. Une telle approche repose sur le développement d’un environnement virtuel
dédié à la simulation « patient-spécifique » de l’intervention, construite à partir des données pré-opératoires
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et leur mise à jour en fonction des informations acquises en phase per-opératoire.
F. 1.18 – Représentation schématique des approches de coopération réel-virtuel développées au LTSI. Les priorités
sont ici mises sur : (i) l’exploration analytique (description des données « patient », navigation exploratoire) et la
visualisation 3D dynamique, ii) modélisation patient-spécifique et simulation d’outils et de leurs interactions avec les
tissus, (iii) mise en correspondance des observations acquises à différentes phases, (iv) coopération réel-virtuel avec
actualisation de chacun de ces environnements et le développement d’interfaces de réalité mixte pour le guidage de
l’intervention [Haigron 09].
1.4 Conclusion
Ce premier chapitre visait à donner les éléments de base concernant la prostate sur le plan anatomique et
fonctionnel et les données épidémiologiques du cancer de la prostate dont nous disposons actuellement. Il a
permis d’introduire ses grades et ses formes d’évolution, ainsi que les observations potentiellement à notre
disposition pour sa caractérisation. Un bref panorama des techniques thérapeutiques disponibles aujourd’hui
a été présenté. Si la radiothérapie, dont le spectre d’application en cancérologie est très large, permet d’avoir
un recul plus important en terme de bénéfice pour les patients, nous avons vu qu’un certain nombre de
technologies émergentes, et principalement les ultrasons haute intensité, ouvrent de nouvelles perspectives
de traitement. Elles doivent certes encore faire leur preuve mais les études passées ou en cours montrent
qu’elles devraient trouver une place significative dans le panel de thérapies, soit en première intention,
soit en conjonction avec d’autres. Toutes ces techniques thérapeutiques s’inscrivent dans un mouvement
plus vaste de thérapies minimalement invasives et guidées par l’image dont nous avons donné une brève
description. Les ultrasons haute intensité représentent un domaine de recherche-développement en pleine
évolution. Ils possèdent des spécificités du fait des conditions mêmes de leur utilisation en per-opératoire et
de la technique elle-même. Ce sont elles qui seront décrites dans le prochain chapitre ce qui nous permettra
de spécifier le sous-problème auquel nos travaux ont été consacrés en les replaçant dans une perspective
plus globale.
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Chapitre 2
Position générale et particulière du
problème en HIFU
Ce court chapitre a pour objectif de prolonger l’analyse que nous avons faite précédemment des ultrasons
haute intensité pour le traitement des cancers de la prostate. Au lieu d’en rester à une vision de la technologie
actuelle, il nous semble important de réexaminer quelques unes de ses composantes majeures dans une
logique prospective. Nous pourrons ainsi mieux comprendre la place et l’importance du sous-problème
que nous avons considéré dans notre travail. Il est clair que la plupart de ces éléments ont un caractère
plus général et peuvent concerner d’autres applications (tumeurs primitives du foie par voie intracorporelle,
tumeurs bénignes de la thyroïde, etc.) mais le fait de les restreindre à la prostate permet de mieux cibler notre
propos. Nous en décrirons ensuite et successivement deux aspects essentiels à notre sens, la segmentation
et le calcul dosimétrique. La première est soumise à des contraintes fortes (temps de calcul en situation
interventionnelle), la seconde est fondamentale pour concentrer la destruction tissulaire sur la ou les cibles
et éviter tout dommage à l’environnement ou tout au moins le minimiser.
2.1 HIFU : les générations à venir
La figure 2.1 rassemble les éléments majeurs que nous souhaitons aborder (nous ne reviendrons pas sur
les évolutions technologiques telles que les CMUT évoquées en 1.3.2). Plusieurs grilles de lecture complé-
mentaires peuvent lui être appliquées avec, en particulier :
1. l’alternative « HIFU autonome » versus « HIFU-IRM ». La première conséquence de ce choix est
bien entendu sa diffusion. Dans le premier cas, seul le coût (et bien sûr l’efficacité thérapeutique) du
dispositif déterminera son marché. Dans le second cas, il faudra disposer d’une IRM et de technologies
HIFU compatibles. Il est vraisemblable que ces deux options cohabiteront à l’avenir car l’IRM, nous y
reviendrons par la suite, permet un contrôle de température. La seconde conséquence est qu’une IRM
pré-opératoire offre un accès image supplémentaire de la prostate et donc une information potentielle,
sur sa forme et sur son environnement, exploitable pour mieux segmenter la prostate en échogra-
phie. L’IRM per-opératoire peut, à son tour, interroger sur la nécessité d’un guidage de l’intervention
par échographie et ouvrir vers plus de flexibilité dans la conception d’effecteurs HIFU libérés de la
contrainte « image ».
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2. un « planning per-opératoire » versus un « planning pré-opératoire ». Dans la plupart des appli-
cations de thérapies guidées par l’image, le planning est réalisé avant l’intervention même s’il doit
être mis à jour en fonction des actions appliquées en situation de traitement. La configuration « HIFU
autonome » oblige à établir ce planning (et, cela va de soi, sa réactualisation) en cours d’interven-
tion et donc en conditions quasi temps réel. Or la dosimétrie ultrasonore (cf. section 2.3) fait appel
à des calculs lourds et introduit donc de fortes contraintes. Le fait de disposer d’examens image pré-
opératoires permet d’établir le planning dosimétrique hors ligne. Cependant, cette dosimétrie devra,
dans tout les cas, être actualisée en cours de traitement, soit du fait du contrôle par IRM, soit en cours
d’incident et le même problème se posera.
3. l’évolution vers des traitements partiels, ciblés sur la ou les tumeurs. La stratégie suivie aujour-
d’hui conduit à détruire totalement la prostate (en évitant au mieux les tissus environnants) pour éviter
toute récidive du cancer ce qui s’accompagne de la perte complète de sa fonction physiologique. Il
sera donc intéressant, à terme, de développer une technique HIFU plus ciblée sur les lésions cancé-
reuses seules. Une telle approche suppose une image d’excellente qualité les mettant en évidence et
une focalisation ultrasonore haute intensité extrêmement précise.
4. la problématique de recalage. Il s’agit classiquement et schématiquement de recaler dans le même
repère géométrique des données relatives au même organe observé par des modalités d’image diffé-
rentes (MRI-CT, PET-MRI, etc) et/ou à des instants différents (pré-, per- et post-). Le recalage d’ins-
truments relativement au repère patient avec des localisateurs (optiques ou magnétiques) en situation
interventionnelle entre aussi dans ce schéma. Cette question est donc transversale à toute thérapie
guidée par l’image où la partie capture d’information est séparée de la partie effecteur. Pour cela, de
nombreuses méthodes ont été proposées dans la littérature. Elles distinguent généralement les reca-
lages rigides des recalages élastiques [Brown 92], [Maintz 98], [Zitova 03]. Dans le cas présent, le
recalage imageur-effecteur est résolu puisque les deux systèmes sont intégrés. Le recalage par rapport
à la prostate est effectué, dans la technologie actuelle, par un balayage dont le positionnement est
contrôlé par moteur. Si nous disposons d’une IRM (pré- ou per-), il faudra recaler en 3D cette IRM
avec l’échographie HIFU d’une part et, lors d’une interruption du protocole de traitement (spasme
du patient par exemple) en version autonome, recaler deux échographies entre elles. Le transducteur
devra bien entendu être positionné dans ce repère géométrique commun. En revanche, les techniques
de recalage par localisateur optique, telles que nous les trouvons en gestes assistés par ordinateur, ne
s’appliquent pas ici. Les techniques électromagnétiques pourraient être envisagées à condition d’at-
teindre une précision supérieure à celle observée aujourd’hui. Une approche plus exigeante serait de
ne s’appuyer que sur les données d’images échographiques. Nous verrons, par la suite, que l’analyse
de l’image ultrasonore et, plus précisément, celle disponible en HIFU qui correspond à un compromis
capteur-effecteur, souvent au détriment de la qualité de l’image, est loin d’être facile et donc que ce
recalage (qui ne sera pas abordé dans ce travail) demandera certainement des développements algo-
rithmiques particuliers.
Revenons à présent plus spécifiquement à la figure 2.1. Le caractère optionnel de l’IRM a été indiqué
par le pointillé des modules correspondants. La boucle principale du traitement HIFU a été accentuée en
soulignant les flèches associées : elle comprend l’acquisition d’images échographiques, la segmentation des
éléments pertinents de la scène observée, le planning dosimétrique (cf. 1.3.2 pour les versions actuelles),
l’algorithmique de contrôle et l’application des ultrasons haute intensité. L’algorithmique de contrôle pos-
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sède deux composantes : l’une concerne la séquence d’application (fréquence, intensité, temps d’application,
pauses, etc. toutes choses spécifiques à chaque constructeur), l’autre, l’ajustement en boucle fermée éven-
tuellement réalisée par la mesure de température via l’IRM. Nous allons discuter ci-dessous plus en détail de
deux de ces modules : la segmentation et la dosimétrie. La première est indispensable si l’on veut focaliser
le traitement sur la cible et minimiser son impact sur les tissus environnants, la seconde l’est tout autant afin
d’appliquer la dose requise pour la destruction des lésions en évitant tous les problèmes qu’elle peut induire
comme la cavitation ou encore la détérioration d’autres structures anatomiques.
F. 2.1 – Place de l’imagerie dans le traitement par Ultrasons Focalisés à Haute Intensité.
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2.2 La segmentation
La segmentation en image, et plus particulièrement en imagerie médicale, fait partie des sujets les plus
sensibles car elle est un préalable indispensable à de nombreuses analyses comme la caractérisation de
formes, l’extraction d’objets, leur reconnaissance, le suivi de mouvement, ... Dans son acception de base,
elle correspond à un partitionnement de l’image en zones cohérentes mais son objectif est, en fait, de sépa-
rer le plus exactement possible les différents objets présents dans la scène observée (2D, 3D ou plus). Ceci
doit être réalisé dans des temps compatibles avec les contraintes de l’application considérée. En médecine,
la notion d’objet recouvre aussi bien un organe qu’une anomalie pathologique (lésion cancéreuse, plaque
d’athérome, anévrisme, etc.). Pour ce faire, deux éléments jouent un rôle essentiel depuis l’émergence de
l’image numérique : les contours et les régions. Distinguer des objets entre eux suppose en effet qu’ils soient
délimités par des bords possédant un contraste avec leur environnement immédiat, et lorsque c’est le cas,
des calculs de gradient local doivent pouvoir les mettre en évidence. Il arrive cependant que ces contrastes
ne soient pas suffisants pour discriminer un objet des autres. Le recours est alors d’exploiter les propriétés
de régions, plus globales, comme la texture par exemple, pour compenser cette faiblesse.
Beaucoup de méthodes de segmentation s’appuient sur l’un ou l’autre de ces éléments pour résoudre
le problème, voire les deux. Il se peut malheureusement qu’ils ne suffisent pas et dans ce cas le recours à
des a priori de formes peut apporter des informations utiles. Ceux-ci s’expriment aussi bien par de vrais
modèles appris sur des jeux importants d’images de ces objets (apprentissage des formes ou des apparences
par des méthodes statistiques par exemple) ou simplement par des hypothèses sur les motifs ou les formes
potentiellement présentes. En imagerie aérienne ou de scène intérieure, les objets ont des formes géomé-
triques simples, caractérisables par des droites, parallèles ou non, des coins (toit d’une maison)... De tels
motifs peuvent alors être spécifiquement recherchés puis associés pour guider la formation d’objets plus
complexes. En médecine, il est possible d’exploiter le fait que les organes ont des formes lisses, c’est-à-dire
des courbures évoluant progressivement mais sans singularités notables. Si les premières approches, basées
sur l’apprentissage, sont utilisées en imagerie médicale, les secondes le sont plus rarement.
Il n’en reste pas moins que toutes les familles de méthodes ont été ou sont encore exploitées dans ce
cadre. Sans entrer dans un panorama exhaustif des méthodes de segmentation, des techniques de croissance
de régions (« region growing ») à la morphologie mathématique, très vivantes dans les années 60-70, les
modèles déformables au sens de Terzopoulos [Kass 88] et les « level sets » de Sethian [Osher 88] dans les
années 80, jusqu’aux approches proposées ces dernières années par Cootes [Cootes 95] sur les modèles ac-
tifs d’apparence ou par Boykov [Boycov 04] pour les « graph-cut », toutes, avec parfois des variantes ou en
étant combinées entre elles, ont été à un moment ou un autre appliquées aux images médicales. Ce constat se
vérifiera en grande partie lorsque nous ferons l’état de l’art de la segmentation de la prostate en échographie
(cf. chapitre 4). Leur caractère générique leur permet en effet de s’adapter à des objets et des scènes très dif-
férentes avec un succès certain pour peu que les régions ou les bords aient des caractéristiques suffisamment
marquées. Dans les cas plus difficiles (fort niveau de bruit, similarité des propriétés des objets et du fond,
fortes ruptures de contours, toutes choses présentes dans les images échographiques comme le montrent les
figures 1.8, 1.9 et 1.14 du chapitre précédent), leurs performances malheureusement se dégradent. Si dans
certains domaines, une segmentation même imparfaite peut suffire à répondre au problème posé, il n’en est
pas de même en médecine. Non seulement, les contraintes d’utilisation en situation clinique sont exigeantes
(quelques secondes en temps de calcul, haute précision dans la délimitation) mais les performances doivent
être telles que les échecs restent exceptionnels et, si cela se produit, aisément corrigeables par l’utilisateur.
Dans tous les cas, à moins d’aborder la segmentation par des méthodes aveugles (par classification par
exemple en spécifiant toutefois le nombre de classes), l’utilisateur devra au moins pointer le ou les objets
qui l’intéressent. Dans ce sens, il est courant de distinguer les méthodes purement automatiques (seule une
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initialisation simple est requise), de celles qui sont semi-automatiques (demandant des interactions plus
conséquentes mais réduites) et, à l’autre extrême, complètement manuelles. Tout l’enjeu en imagerie mé-
dicale consiste à éviter ces dernières car elles exigent trop de temps du praticien lorsque les volumes de
données sont conséquents, ce qui est de plus en plus courant avec les progrès des différentes modalités
d’image (le nombre de coupes 2D pouvant constituer un volume atteignant facilement une centaine voir
plusieurs centaines). Ces segmentations manuelles restent malheureusement nécessaires pour constituer une
« vérité terrain » permettant d’évaluer les performances des méthodes appliquées (cf. chapitre 3).
2.3 Dosimétrie dynamique
Comme déjà expliqué, la thérapie par HIFU est réalisée en balayant, au moyen d’un faisceau d’ultrasons
focalisés, la zone de tissu à détruire définie au préalable (avec un degré d’incertitude si possible quantifié).
Ce faisceau est émis à une fréquence d’environ 1 à 4 MHz par un transducteur paramétrable mécaniquement
(typiquement translation le long d’un axe et rotation autour de cet axe) et (ou) électroniquement, quand
sa surface est partitionnée en cellules émettrices qui peuvent être contrôlées indépendamment en phase. Le
transfert d’énergie entre l’onde acoustique et le tissu se traduit par une élévation de température qui, à condi-
tion d’être suffisante et entretenue un certain temps, se traduira par la nécrose des tissus (tumoraux ou non)
inclus dans le volume traité. Toute la question est évidemment de savoir comment piloter le transducteur,
en fonction des informations pré et per opératoires disponibles, pour nécroser les tissus à risque tout en
préservant les tissus sains, telle la paroi rectale.
L’objet de cette section est de présenter de manière générale et succincte, le problème de la planification
préopératoire et de la correction préopératoire de la fonction de commande (choix des valeurs des para-
mètres contrôlant le transducteur durant les intervalles d’émissions HIFU). On définira dans cette section
comme relevant du préopératoire tout ce qui se situe avant le début des émissions HIFU, bien que cela soit
un abus de langage. Ceci permet de considérer la première imagerie US, effectuée au bloc avant toute ap-
plication d’HIFU, comme une information pouvant permettre d’effectuer un planning, en un temps devant
être alors évidemment suffisamment cours. L’acquisition d’informations complémentaires en peropératoire,
correspondant à l’enregistrement de nouvelles images et (ou) à des mesures de température (en principe
possible dans le futur par IRM et sous certaines conditions) au sein des tissus irradiés, sera évidemment
nécessaire à toute correction de planning. Il s’agit ici de pointer les difficultés (notables) du problème quand
on le pose de manière académique, et de résumer des solutions qui ont été proposées, forcément simplifiées
relativement à une approche qui se voudrait « optimale ». Pour cette présentation trois points sont à aborder :
1. la quantification de la nécrose comme fonction d’une courbe de température ;
2. le calcul de l’échauffement du tissu en temps et en espace (et donc le niveau de nécrose en temps et en
espace) en fonction du pilotage du transducteur (évolution temporelle de ses paramètres de contrôle) :
ce sera ici le problème direct ;
3. la détermination d’une fonction de pilotage de manière à ce que la carte de nécrose obtenue après
retour à l’équilibre thermique respecte un certain gabarit : c’est une forme de problème inverse qui
peut être étudié avec ou sans retour d’information durant l’intervention.
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2.3.1 Dose thermique
Un concept central pour planifier l’exposition aux ultrasons est celui de dose thermique. Il a été introduit
pour quantifier l’état de nécrose d’un tissu provoqué par son échauffement suivant une certaine courbe de
température, et cela sous la forme d’un simple nombre réel positif. Considérons donc un volume élémentaire
de tissu en un point M que l’on commence à échauffer à l’instant t0. Etant donné un profil temporel de
température en M, T (M, u), t0 ≤ u ≤ t, la dose thermique à 43°C notée (D43)(M, t), est une fonctionnelle de
ce profil définie comme le temps d’exposition durant lequel il est nécessaire de chauffer à 43°C, pour obtenir
les mêmes dommages qu’aux températures et temps d’exposition réellement appliqués. Une modélisation
de cette fonctionnelle a été proposée dans [Sapareto 84] :
(D43)(M, t) =
∫ t
t0
R(43−T (M,u))du. (2.4)
La constante R, déterminée expérimentalement, est une fonction binaire de la température, et est égale
à 0,5 si T (M, t) < 43°C et à 0,25 sinon. La dose thermique est ainsi une fonctionnelle non linéaire : pour
un profil à une température constante égale à T0 sur un intervalle de durée donnée, la dose obtenue n’est
pas doublée si on change T0 en 2T0. C’est en fait une fonction croissante qui varie exponentiellement en
fonction de T0.
2.3.2 Problème direct
On pourra se reporter à la figure 2.2 qui illustre les éléments intervenants dans le problème direct.
Considérons la surface émettrice du transducteur S θ
E
, supposée non déformable, paramétrée en position
et en orientation par le paramètre θ. La pression acoustique p(s, t)exp(iωt), établie en chaque point de
cette surface par le dispositif de commande, module la porteuse exp(iωt) en amplitude et en phase par
p(s, t) = a(s, t)exp(iΦ(s, t)). L’amplitude (également dans sa représentation complexe, a(s, t) et Φ(s, t) étant
réel) de l’onde de pression en un point M du tissu est alors donnée, suivant l’approximation de Huygens
et en supposant un régime de propagation linéaire [Duck 98] (vitesse des ébranlements locaux petite
devant la vitesse de phase et élasticité linéaire du milieu), par l’intégrale de surface, dite intégrale de
Rayleigh, définie à l’équation 2.1, dans la figure 2.2. Elle représente, la somme des contributions des ondes
élémentaires générées sur les éléments d’aire dµ(s) et propagées entre les positions s etM. Ces propagations
s’effectuent tout d’abord dans l’eau de refroidissement du dispositif, sur une distance notée d(s,M), puis
dans le tissu sur une distance notée d1(s,M). Les nombres d’onde k et k1 sont ceux associés respectivement
à l’eau et au tissu traversé. Les nombres α, α1 caractérisent les atténuations par unité de longueur dues au
prélèvement énergétique par absorption/diffraction. Plus précisément, le logarithme naturel de l’atténuation
de l’amplitude de pression dans le tissu (par déperdition énergétique) en M et sur une petite longueur dl,
est posé égal à f1α1dl où α1 s’exprime donc en Nepers par Hz et par mètre. Dans le cas où α1 varie selon
sa position dans le tissu, les différentes atténuations rencontrées sur le trajet reliant s à M doivent alors être
intégrées. Cette dépendance en M sera considérée due, pour l’essentiel, à la variation de température d’un
point à l’autre du tissu (dans l’eau de refroidissement la température peut être assimilée à une constante car
elle est régulée). En se basant sur les études effectuées dans [Damianou 97], des lois empiriques sous forme
polynomiale ont été proposées pour caractériser α1 en fonction de M, l’allure générale étant une croissance
de l’atténuation avec celle de la température [Connor 02]. Différents travaux ont ainsi été réalisés pour mo-
déliser la prise en compte de ce phénomène et observer l’effet induit sur la taille et la forme de la nécrose
[Garnier 08], [Tyreus 04]. De la même manière, d’autres équipes ont évalué l’impact de la dose thermique
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(tissu nécrosé ou non) sur le coefficient d’atténuation [Tyreus 02], [Mast 05].
F. 2.2 – Le problème direct consiste à calculer en sortie la dose thermique D43(M, t) (équation 2.4), en espace
et en temps, en fonction de la fonction d’entrée U(t) qui, au cours du temps, 1) positionne et oriente la surface du
transducteur et 2) impose la carte en amplitude et en phase de la pression (équation 2.1) sur cette même surface.
L’équation 2.2 correspond à la puissance acoustique déposée par unité de volume avec β1, l’absorption. L’équation 2.3
est celle de la BHTE (Bio-Heat Transfer Equation) pour le calcul de la température. Le terme de gauche représente
les variations de l’énergie thermique par unité de volume. Le premier terme de droite correspond aux échanges de
chaleur par conduction, et le deuxième terme à la perfusion globale uniforme générée par les petits vaisseaux (Ta est
la température artérielle). L’ensemble des équations 2.1, 2.2, et 2.3 se comporte (du point de vue théorie des systèmes)
comme un système en boucle fermée dès que l’évolution de l’atténuation α1 dans le tissu en fonction de la température
est prise en compte. Une deuxième boucle est à introduire si on suppose une influence directe de la nécrose sur α1.
L’élévation de température dans le tissu est alors liée à la puissance acoustique déposée par unité de
volume q(M, t) (équation 2.2, figure 2.2) en M, qui est égale au produit de la fréquence, de l’intensité
acoustique |A(t)|2/2ρc en W par m2 et du coefficient d’absorption énergétique 2β. Plus précisément, une
valeur d’absorption usuelle dans les tissus est de β(M, t) ≃ 0, 8α(M, t) à 0, 9α(M, t) [Duck 98]. Le facteur
entre 0,8 et 0,9 prend en compte qu’une partie de la puissance déposée n’a pas d’action locale, étant dis-
persée par diffusion ou réflexion. L’évolution spatio-temporelle de la température est alors régie par une
équation de diffusion-perfusion (équation 2.3, figure 2.2), le terme de perfusion étant introduit pour tenir
compte du refroidissement induit par la circulation sanguine dans les petits vaisseaux. Cette équation due
à Pennes est généralement appelée BHTE pour « Bio-Heat Transfer Equation » [Pennes 98]. Des exten-
sions ont été proposées, en particulier pour modéliser l’évacuation de la chaleur dans des gros vaisseaux
[Kolios 96], [Curra 00]. Dans ce dernier cas, il est nécessaire d’introduire un terme de transport sur leur
volume intérieur [Chato 90], l’effet de la diffusion pouvant y être négligé.
Notons que l’effet des gros vaisseaux peut être modélisé de manière simplifiée : il suffit trivialement de
prendre comme conditions aux limites la température normale (37°C) sur leurs bords, négligeant ainsi évi-
demment l’échauffement sanguin et surestimant leur pouvoir de refroidissement. Néanmoins, le coefficient
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d’atténuation du sang étant différent de celui du tissu, le calcul de l’onde de pression devra en tenir compte.
Ces éléments étant précisés, le problème direct consiste alors à calculer T (M, t) et la dose D43(M, t) pour
une entréeU arbitraire. Pour cela, si on suppose que la température et l’état de nécrose du tissu n’influencent
pas α1 (et donc pas non plus l’absorption) on peut procéder par étapes et dans cet ordre à la résolution des
équations 2.1, 2.2 et 2.3. Autrement dit le calcul de la puissance acoustique déposée peut se faire seulement
en fonction de U sans calculer la température.
Mais si on ne néglige pas l’influence de la température sur α1, les équations 2.1, 2.2 et 2.3 doivent être
cette fois résolues simultanément. En effet, α1 d1 doit être remplacé par l’intégrale curviligne∫
sM∩tissu
α1(T (m, t))dl(m) qui dépend de la température. L’évolution spatio-temporelle de α1 a en consé-
quence un double impact sur le calcul du dépôt de puissance acoustique q (figure 2.2) qui dépend de l’at-
ténuation, d’une part par l’intermédiaire de l’absorption et d’autre part, de la pression. Enfin, si cela est
nécessaire pour une meilleure modélisation, la fonction α1(T ) peut être substituée par une fonction d’atté-
nuation α1(T,D) sensible à l’état de nécrose.
Les techniques numériques pour le problème direct :
Le calcul de la pression s’effectue généralement par discrétisation de l’intégrale de surface dans l’équa-
tion 2.1 avec pour contrainte une dimension de cellule élémentaire suffisamment petite devant la longueur
d’onde λ, de l’ordre de λ
10
, λ
5
[Duck 98], [Lafon 00]. En cas d’absorption α1 indépendante de la tempéra-
ture et de l’état de nécrose, le calcul du champ de pression, pour un paramétrage fixé {θ(t) = θ, a(s, t) =
a(s), Φ(s, t) = Φ(s)} du transducteur, peut s’effectuer une fois pour toutes. Mais dans le cas contraire on
devra réévaluer numériquement
∫
sM
α1(T (m, t))dl(m) en fonction de l’évolution T (m, t) du champ de tem-
pérature, avec un surcoût calculatoire très lourd. Pour répondre à ce problème et limiter l’accroissement
de complexité, différents aménagements peuvent être proposés [Dillenseger 08b], [Mast 05]. Cependant, un
taux d’accélération au-delà de 15 se fait souvent au détriment de la précision de la modélisation.
Concernant la résolution de l’équation 2.3, l’approche numérique la plus standard reste sans doute la
méthode des différences finies [Kotte 98], bien qu’il soit naturellement possible d’utiliser les éléments finis
[Hoffelner 01], [Meaney 98]. Une autre procédure, comparée aux différences finies dans [Dillenseger 08a],
consiste à affecter un changement de variable par transformation de Fourier 3D par rapport à M ∈ 3 de
la BHTE, faisant correspondre à l’opérateur Laplacien en espace une multiplication par un terme en ‖ ν ‖2
dans le domaine des fréquences spatiales ν ∈ 3 :
ρtCt
d
dt
Tˆ (t, ν) = −4π‖ν‖2kTˆ (t, ν) + ρbCb(Tˆa(ν) − Tˆ (t, ν)) + qˆ(t, ν) (2.5)
où Xˆ(t, ν) est la transformée de Fourier 3D de X(t,M) par rapport à M.
Cette approche classique qui remonte à Fourier lui-même aboutit à un système d’équations différentielles
linéaires en t, indexé par ν ∈ 3. Pour résoudre numériquement ce système il est alors naturel de discrétiser
l’équation 2.5 en limitant le support spatial à un pavé, en échantillonnant sur ce pavé, et en remplaçant
l’opérateur TF 3D par l’opérateur FFT (Fast Fourier Transform) 3D. Il en résulte un système d’équations
différentielles ordinaires indexé par la fréquence spatiale νd qui peut être résolu par la méthode d’Euler avec
un pas temporel donné. Par FFT inverse le champ spatial des températures (son approximation discrète) peut
alors être restitué au cours du temps.
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2.3.3 Problème inverse
Le problème inverse est de déterminer une stratégie de balayage, c’est-à-dire une fonction de commande
de durée limitée U(t), tO < t ≤ tmax, qui amène un dépôt de puissance acoustique q(M, t), tO < t ≤ tmax
tel, qu’après retour à l’équilibre thermique en un instant tRE > tmax, il en résulte un champ final de dose
thermique (D43)(M, tRE) satisfaisant (figure 2.3). Ceci passe par le calcul de l’évolution de la température
T (M, t), t0 ≤ t ≤ tRE qui est régie par la BHTE (équation 2.3). Un champ de dose satisfaisant peut être défini
par exemple, avec Vc le volume ciblé (région tumorale) et Vp la région à préserver, comme répondant à une
contrainte du type :
M ∈ Vc ⇒ D43(M, tRE) ≥ D2,M ∈ VP ⇒ D43(M, tRE) ≤ D1, (2.6)
Les valeurs de dose D1 < D2 seront, respectivement, suffisamment faibles pour ne pas risquer de nécroser
un tissu sain et suffisamment fortes pour être certain de nécroser un tissu pathologique. De plus, d’autres
contraintes physiques sont à prendre en compte sur la loi de commande U(t) = {θ(t), a(s, t), Φ(s, t)},
t0 ≤ t ≤ tmax, comme des intervalles autorisés pour la translation et la rotation du capteur et leur dé-
rivées (vitesses et accélérations), et la pression maximale autorisée. Une autre contrainte indirecte sur la
commande est en fait une contrainte sur l’état thermique T (M, t) du système commandé (le tissu) : on sou-
haitera généralement que T (M, t) soit bornée par une température maximale, telle que le tissu ne soit pas le
siège de phénomènes dont l’apparition rend l’analyse plus difficile, telle la cavitation [Chavrier 00], et donc
également la prédiction des effets d’une entrée donnée sur la température.
F. 2.3 – Elaboration de la fonction de commande. Cette élaboration peut se faire a priori (Ubo en boucle ouverte,
planifiée en préopératoire) ou en boucle fermée (Ub f ) avec l’utilisation d’une part d’une mesure de température Tm
pour un ensemble de paires (position, instant) dans le repère de l’instrumentation et d’autre part d’une température de
consigne admissible TC (i.e. respectant les contraintes de dose). FPD, FUT et FTD sont respectivement les fonctions
de transfert du problème direct, entre la commande U et la température T et entre T et la dose thermique D.
Ce problème qui peut être énoncé formellement, avec UA une commande admissible et IDA, un inter-
valle de dose admissible, sous la forme :
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Trouver U ∈ UA tel que ∀M : D43(M, t = tRE) = FPD(U)(M, t = tRE) ∈ IDA(M) où U → FPD(U)
correspond au problème direct, est complexe. Il est possible que l’ensemble des solutions soit vide si les
contraintes sont trop fortes. Si cela n’est pas le cas il y aura en général, à l’opposé, un ensemble infini de
solutions. Il sera alors possible, en principe, d’en sélectionner une qui minimise un coût portant sur l’état
et/ou la commande et qui, théoriquement, peut faire qu’une unique solution optimale Ub0 existe. Cependant,
celle-ci pourra évidemment être difficile à calculer. De plus, les imprécisions que l’on peut attendre sur le
modèle (problème direct), particulièrement celles sur les valeurs de constantes caractéristiques (capacité ca-
lorifique, conductibilité thermique, absorption et atténuation en fonction de la température et de la dose...), et
leur caractère en vérité inhomogène et partiellement aléatoire (même à température constante) d’une région
du tissu à l’autre, peuvent se traduire par des écarts conséquents entre températures prédite et réelle. L’ap-
proche classique est de procéder à une analyse de sensibilité pour construire une fourchette de tolérance,
et ceci peut être envisagé en particulier au moyen de simulations, sachant que ces dernières n’auront le
temps d’être effectuées qu’en préopératoire. Une situation privilégiée dans ce contexte est de disposer d’un
retour d’information sur l’état du système, typiquement une mesure de température au moins en certains
endroits du tissu et en certains instants. En particulier, la technologie IRM autorise des mesures de tempé-
ratures, évidemment d’autant plus bruitées qu’effectuées sur des temps courts. Avec ce type d’information
à disposition, l’approche typique est d’élaborer un algorithme de commande dit avec retour d’état. Celui-ci
construit à chaque instant la commandeUBF(t) (commande en boucle fermée) en fonction d’une température
de consigne TC(M, t), que l’on cherche à imposer, et de la mesure de température Tm(M, t), éventuellement
restreinte à certaines valeurs de M et de t. Quand ceci est possible, l’avantage est que la commande est
intrinsèquement plus robuste vis à vis d’erreurs de modélisation et de perturbations aléatoires, et ceci de
deux points de vue. Tout d’abord un écart de température mesurée et planifiée mène à un effet rétroactif
« immédiat ». Mais d’autre part, si à l’instant t0, les mesures Tm(M, t), t ≤ t0 mènent à conclure à un retard
ou une avance de dose thermique, le profil de température de consigne TC(M, t), t > t0 peut être révisé,
sachant que ce qui prime est le champ de dose et non pas les détails de la courbe de température.
Les difficultés liées aux incertitudes de modélisation dans le problème direct incluent les erreurs sur le
contourage de la région du tissu à nécroser c’est à dire aux erreurs dans la segmentation, problème qui est
au cœur de cette thèse. A noter que la région à traiter peut être assimilée à la prostate dans son entier ou,
de manière plus ambitieuse, seulement à la partie tumorale à proprement dite. Ces erreurs seront commises
non seulement en préopératoire mais pourront également être induites par des déplacements et déformations
possibles de la prostate suite à l’échauffement en peropératoire. On voit donc qu’il ne sera pas utile de faire
un planning très précis si ces différentes sources d’erreurs ne sont pas prises en compte.
En conclusion le problème, posé académiquement, peut être très (ou trop) complexe et seules des
solutions robustes anticipant les différentes erreurs et perturbations semblent envisageables en pratique.
Quelques exemples en sont donnés à l’annexe A.
2.4 Positionnemment de la segmentation de la prostate
Ce chapitre nous a permis de mettre en évidence la place importante qu’occupe l’imagerie au sein des
thérapies ainsi que son apport conséquent, actuel et particulièrement futur, sur leur contrôle, leur correc-
tion et ainsi sur leur précision. L’évolution des technologies va également dans ce sens avec par exemple,
dans le cadre plus spécifique des HIFU appliqués à la prostate, l’intégration de la focalisation dynamique
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dans la nouvelle sonde qui permet d’augmenter le nombre de commandes UA admissibles et par conséquent
d’améliorer les chances de trouver une solution optimale. Cependant, la précision apportée est également
conditionnée par la qualité de la segmentation qui effectuée manuellement serait chronophage et par consé-
quent peu adaptée au contexte peropératoire. L’objectif de cette thèse a donc été de traiter le sous-problème
de la segmentation de prostate dans les images échographiques issues de l’Ablatherm, celui-ci pouvant se
positionner de la manière suivante :
– Une mise à disposition très limitée de bases de données « prostate » en échographie, supposées repré-
sentatives des situations rencontrées : ces bases correspondent en moyenne, lorsqu’elles ne sont pas
interpolées, à environ 125 coupes de 500 × 490 pixels. L’absence de données en plus grand nombre
(sauf en fin de thèse) a donc obligé à écarter les approches reposant sur un apprentissage statistique.
– Les contraintes techniques ont empêché tout accès au signal brut avant formation des images. Cette
option aurait pu être intéressante à explorer car elle pouvait, par traitement du signal 1D (voire 1D
étendu), conduire à détecter les évènements (i.e. les transitoires ou motifs susceptibles de représenter
les bords) présents mais aussi réduire le bruit. De même, seules les images interpolées en 2D étaient
disponibles. Cette situation a eu pour conséquence de développer nos méthodes sur une grille régu-
lière carrée et non en représentation polaire (il aurait fallu pour le faire, ré-interpoler une seconde fois
mais une seconde dégradation aurait alors été introduite).
– Nous nous sommes placés dans le cadre « HIFU-autonome », c’est-à-dire sans accès à des images
IRM pré-opératoires. Seule l’échographie était donc accessible pour la détection de la prostate et des
autres structures anatomiques à prendre en compte.
– L’approche, comme nous l’avons mentionné plus haut, est semi-interactive mais avec une interaction
devant être compatible avec la réalisation de la segmentation en situation interventionnelle (facilité
d’action pour l’utilisateur, nombre d’actions à accomplir réduit au maximum, etc.).
– Des temps de calcul devant approcher le quasi temps réel : il est toujours difficile de définir préci-
sément les limites acceptables à ce niveau mais en première approximation, disons que l’ordre de
grandeur est au plus de quelques secondes (5 à 10 par exemple). Un tel choix élimine les méthodes
trop gourmandes car elles exigeraient une augmentation de la puissance de calcul de la station et, par
voie de conséquence, de son coût.
– La méthode à concevoir doit bien entendu être capable de s’appliquer à toutes, ou presque toutes, les
situations rencontrées (variations interindividuelles, variations pathologiques) et suffisamment pré-
cises pour répondre aux attentes cliniques.
Ces contraintes dans la formulation du problème sont évidemment très restrictives et rendent le pro-
blème à traiter particulièrement difficile.
39
Chapitre 3
Bases de données et tests préliminaires
La segmentation des images échographiques de prostate présente de nombreuses difficultés inhérentes à
leur nature, au mode d’acquisition et à leur environnement. L’objectif de ce chapitre est donc de permettre
de mieux appréhender la complexité de cette tâche. Dans un premier temps, la procédure d’obtention des
références expert sera abordée. Notons toutefois qu’elles n’ont été disponibles qu’au fur et à mesure du
développement de nos travaux. Les divers aspects des bases de données issues de l’Ablatherm, obtenues par
une acquisition transrectale, seront ensuite décrits avant de présenter différentes formes de prostate. Nous
nous intéresserons, finalement, aux résultats de tests préliminaires qui contribueront à mettre en évidence
les propriétés particulières des images et les contraintes qu’elles imposent. Le pas d’interpolation utilisé lors
de la reconstruction 3D n’étant pas entier, les coupes obtenues correspondent rarement aux originales. Afin
de préserver toute l’information, le contourage expert ainsi que les tests ont été effectués sur les bases non
interpolées.
3.1 Délinéation manuelle
Les contours experts sont couramment utilisés comme référence dans l’estimation de limites d’organes.
Une interface a donc été développée pour tracer manuellement ces contours sur les coupes 2D en exploitant
visuellement leur continuité 3D. La segmentation débute dans une coupe centrale, en vue axiale (également
appelée transversale), dans laquelle le médecin positionne des points le long du bord. Ces points qui ap-
paraissent reliés par des lignes lors de leur placement, sont interpolés, une fois le dernier point entré, pour
former une spline (figure 3.1, vue axiale). Les sections de ce contour apparaissent alors sur les plans coronal
et sagittal comme illustrés sur la figure 3.1. Ces délimitations sont effectuées environ toutes les 10 coupes,
cet espacement étant diminué dans les zones mal définies ou présentant un changement brutal de la forme.
L’information image issue des différentes vues permet ensuite de corriger les contours et de contrôler la
régularité d’une section à l’autre.
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F. 3.1 – Délinéation manuelle de la prostate. En haut, à gauche : vue axiale (ou transversale), à droite : vue sagittale
(ou longitudinale). En bas, à gauche : vue coronale, à droite : vue 3D des plans axial (cyan), sagittal (rouge) et coronal
(vert).
Dans un second temps, les contours ainsi modifiés sont échantillonnés régulièrement avec 20 points.
Ces points sont ensuite utilisés dans une interpolation par spline, suivant z, pour déterminer les contours
des coupes intermédiaires (figure 3.2). Des corrections sur les images, initialement contourées ou non, suivi
d’interpolations intégrant les modifications sont itérées autant de fois que nécessaire jusqu’à obtention de la
référence expert. La prostate peut finalement être restituée en 3D pour visualiser sa forme globale.
Ces contours seront utilisés, dans notre travail, pour repérer le bord de la prostate dans les exemples que
nous donnerons, réaliser des tests préliminaires et valider les algorithmes de segmentation.
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F. 3.2 – Interpolation et visualisation 3D.
3.2 Bases de données
Les images produites par la sonde d’imagerie sont affichées en mode B, représentant ainsi les points
avec une brillance d’autant plus élevée que les discontinuités d’impédance acoustique dont ils proviennent
sont grandes. Cependant les signaux sont tout d’abord prétraités notamment pour compenser l’atténuation
de l’onde. Leur enveloppe est ensuite extraite pour la visualisation. Les signaux disponibles ne sont par
conséquent pas sous leur forme brute impliquant une première perte d’information. En outre, l’acquisition
est réalisée de manière sectorielle en orientant le faisceau dans différentes directions. La représentation four-
nie n’est cependant pas polaire, mais cartésienne et est donc obtenue après interpolation.
Par ailleurs, les images échographiques sont perturbées par du speckle. Ce bruit, produit par la diffusion
des microstructures présentes dans les organes, dégrade les bords, compliquant leur localisation. De plus, il
apparait sous forme de tâches perpendiculaires à la direction de propagation qui, dans le cas d’une acquisi-
tion sectorielle, produit des structures parallèles au contour de l’organe dans sa partie haute.
Les images issues de l’Ablatherm présentent une moins bonne qualité que les échographes actuels car
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la sonde d’imagerie, développée il y a 6 ans, est intégrée au sein de la sonde de thérapie. Un compromis
est donc fait entre la partie effecteur et la partie capteur. Les bases de données ne sont, en général, pas
représentatives des images utilisées dans la littérature. En effet, de nombreux auteurs testent leur méthode
sur des images très bien définies qui se rapprocheraient de celle présentée sur la figure 3.2. Cependant, une
telle qualité n’est pas fréquente pour l’Ablatherm qui fournit des images souvent plus bruitées incluant des
artefacts au sein et à l’extérieur de la prostate.
La figure 3.3 illustre une base de données de bonne qualité pour l’Ablatherm, avec un bon contraste,
des hyperéchogénécités sur sa partie supérieure, peu d’artefacts et peu de bords manquants. On constate
cependant sur la figure (a) la présence d’un cône d’ombre au dessus de l’urètre en raison de la sonde uri-
naire introduite pour l’intervention. En effet, les échos atteignant cette sonde sont majoritairement réfléchis,
dégradant fortement la qualité de l’image se situant au-delà. Par ailleurs, le ballon, positionné au contact
de la paroi rectale, contraint parfois la forme de la prostate sur sa partie basse, en lui imposant un aspect
concave.
On observe sur la figure 3.3 (b), la vessie et les vésicules séminales, également percevables sur la figure
3.3 (c), accolées à la prostate au niveau de la base. Ces structures qui apparaissent avec le même aspect que la
prostate rendent difficile la délimitation dans cette zone. Une vue axiale de ces organes, prise avant le début
de la prostate, est présentée sur la figure 3.4 (a), où l’on remarque le ballonnet contenu dans la vessie. En
descendant vers la base, la prostate commence à apparaître (figures (b) et (c)). Mais les vésicules séminales
et la vessie n’ont pas encore totalement disparues à ce niveau. Le plus fort contraste ne se manifeste donc
pas à la limite de l’organe, et l’expert doit ici s’appuyer sur la continuité avec les coupes mieux définies se
situant en amont pour contourer cette zone. De plus, étant donné la direction transversale de l’acquisition, le
faisceau ultrasonore tangente l’apex et la base. Les rayons se réfléchissent donc peu sur ces bords et sont à
l’origine de l’aspect diffus de ces extrémités. La figure 3.5 met en évidence la mauvaise définition de l’apex
avec notamment l’apparition d’hyperéchos pouvant se manifester à n’importe quel niveau de l’organe (a).
En outre, on perçoit, sur l’image (c) des structures vasculaires de part et d’autre de l’apex, dont la texture,
ici encore, se distingue mal de celle la prostate.
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F. 3.3 – Base de données de bonne qualité et annotations. Vues (a) axiale (ou transversale), (b) sagittale (ou
longitudinale), et (c) coronale.
F. 3.4 – Vues axiales : (a) de la vessie (en haut) et des vésicules séminales qui se séparent (en bas), (b) et (c) de la
base.
F. 3.5 – Vues axiales de l’apex. (a) Présence de nombreux hyperéchos. (b) Contour expert. (c) Présence de structures
vasculaires de part et d’autre de la prostate (flèches blanches).
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L’urètre se situe au sein de la glande prostatique et peut, le plus souvent, être localisée par le double écho
générer par la sonde urinaire (flèches blanches sur l’image 3.6 (a)). La vue sagittale (b) montre clairement
le trajet du canal ainsi que la mauvaise qualité des images le contenant. Cette dégradation, due à l’ombre
acoustique, peut conduire à une perte totale de signal comme illustré sur la figure 3.7.
F. 3.6 – Urètre : Vues axiale (a), sagittale interpolée (b), 3D (c). Les flèches blanches correspondent au double écho
provoqué par la sonde urinaire.
F. 3.7 – Cône d’ombre généré par l’urètre. en vue axiale (a) et sagittale non interpolée (b).
D’autres structures ou artefacts altèrent la définition de l’image. Ainsi, les hyperéchogénécités présentes
dans la prostate peuvent être provoquées par des calcifications. En effet, ces structures minéralisées réflé-
chissent fortement les ultrasons et contribuent, lorsqu’elles sont nombreuses, à diminuer la définition de la
zone de l’image se situant derrière (figure 3.8).
F. 3.8 – Calcifications.
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Par ailleurs, les bases de données issues de l’Ablatherm peuvent être acquises à différents stades du
traitement. Au cours de l’intervention, les ultrasons à haute intensité échauffent le tissu, engendrant alors
de la vapeur d’eau qui atténue le signal. Les bords apparaissent par conséquent diffus ou absents comme le
montre la figure 3.9.
F. 3.9 – Bruit généré par la cavitation sur une coupe centrale. (b) Coutour expert superposé.
La figure 3.10 représente une base de données dans laquelle le ballonnet s’est étendu jusqu’à la partie
centrale de la prostate. En effet, certains patients peuvent souffrir d’une hypertrophie bénigne, diagnostiquée
avant le cancer, correspondant à une augmentation du volume de la glande. Une résection est parfois effec-
tuée, créant une cavité pouvant être occupée par le ballonnet lors de son gonflement.
F. 3.10 – Ballonnet de la sonde urinaire.
Finalement, un artefact d’acquisition, très rare, peut se produire lors d’une mauvaise rotation du moteur
de la sonde échographique. Celui-ci se traduit par une succession de forts échos allongés perpendiculaire-
ment à la direction du faisceau ultrasonore (figure 3.11).
F. 3.11 – Artefact d’acquisition.
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Les images échographiques de prostate affichent par conséquent de nombreuses perturbations liées aux
organes avoisinants, aux éléments contenus dans la glande, au matériel de sondage urinaire mais aussi aux
effets induits par la thérapie. En plus des structures proches, voire potentiellement confondues avec l’organe,
les artefacts produits dégradent la définition du bord allant parfois jusqu’à la suppression totale du signal.
Finalement, le speckle perturbe également la visualisation de la zone acquise. Les informations de l’image,
utilisées par les méthodes de segmentation, deviennent donc plus difficiles à exploiter.
3.3 Forme de la prostate
Nous avons souligné auparavant que le placement de la sonde comprimait la paroi rectale et en consé-
quence déformait la prostate. Les formes observées en échographie sont donc modifiées mais l’amplitude
de ces déformations varie suivant les patients. Quelques formes de prostate sont présentées sur les figures
ci-dessous. La capture de ces surfaces a été réalisée de telle sorte que le rapport de taille entre les différents
spécimens soit préservé.
On constate ainsi une variation de dimension d’une prostate à l’autre. Des similarités de forme appa-
raissent clairement (figure 3.12), marquées par la concavité induite par la sonde. Globalement, les prostates
présentent des surfaces lisses, sans singularité de surface. Toutefois, lorsqu’elles sont visualisées sous un
autre angle, en l’occurrence de profil (figure 3.13), de fortes différences sont visibles : elles vont de formes
très allongées pouvant être approchées par des cylindres à des formes plus sphériques. Il est possible cepen-
dant que le mode d’acquisition et le contourage expert accentue ces différences.
Nous reviendrons sur ce catalogue lorsque nous discuterons des méthodes de segmentation dans la me-
sure où certaines d’entre elles s’appuient sur des apprentissages statistiques de formes.
F. 3.12 – Différentes formes de prostate vues de la base.
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F. 3.13 – Différentes formes de prostate vues de profil, la base étant à gauche.
3.4 Tests préliminaires
Ces tests ont eu comme objectif de mieux cerner les caractéristiques des images sur un plan quantitatif.
Ils prolongent les éléments précédents, principalement qualitatifs et visuels, et font appel à des propriétés
élémentaires typant soit les régions, soit les contours. Celles-ci jouent en effet un rôle essentiel dans les
méthodes de segmentation. Les critères mis en œuvre sont simples avec d’une part, la moyenne et l’écart-
type à l’intérieur et extérieur de la prostate et, d’autre part, les gradients sur les contours.
3.5 Moyenne et écart-type
A première vue, la prostate paraît plus sombre que son environnement. Les études présentées par la
suite s’intéressent par conséquent à la moyenne et l’écart-type des intensités pour évaluer leur pouvoir
discriminant.
3.5.1 Couronnes
Le premier test consiste à mesurer la moyenne et l’écart-type dans des couronnes de 4 pixels d’épaisseur
autour du contour expert (figure 3.14). Ainsi, chaque point de la référence est déplacé suivant sa normale de
32 pixels de l’intérieur vers l’extérieur, produisant ainsi 8 bandes. La courbe 3.15 présente l’évolution des
valeurs, où un point d’abscisse d correspond à la moyenne de la couronne allant de d à d+4. On constate,
d’une part, que la moyenne augmente progressivement au niveau du bord puis se stabilise une fois à l’ex-
térieur. A noter que la légère diminution au point d’abscisse 12 est provoquée par l’intégration de la paroi
rectale dans la couronne. D’autre part, on observe une élévation de la déviation standard dans l’environne-
ment de la prostate impliquant un plus grand étalement des distributions.
Ce même test a ensuite été réalisé sur une coupe située à la base ainsi que sur une coupe centrale pré-
sentant des calcifications (figures 16 et 17). La hausse est nettement moins marquée mais la tendance est
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cependant préservée dans le cas de la base. En revanche, la progression des déviations s’est inversée et est,
ici, globalement équivalente ou plus forte que l’extérieur.
F. 3.14 – Couronne contenant l’espace entre le contour expert initial et ce contour déplacé vers l’intérieur de 4
pixels.
F. 3.15 – Evolution des moyennes et écarts-types sur le contour expert (jaune) rétréci et dilaté sur une coupe
centrale bien contrastée. Le contour rouge (resp. cyan) représente le contour expert dilaté (resp. rétréci) de 16 pixels.
F. 3.16 – Evolution des moyennes et écarts-types sur le contour expert (jaune) rétréci et dilaté à la base. Le contour
rouge (resp. cyan) représente le contour expert dilaté (resp. rétréci) de 16 pixels.
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F. 3.17 – Evolution des moyennes et écarts-types sur le contour expert (jaune) rétréci et dilaté sur une coupe
centrale présentant des calcifications. Le contour rouge (resp. cyan) représente le contour expert dilaté (resp. rétréci)
de 16 pixels.
Les moyennes et écarts-types considérés globalement autour du bord de la prostate augmentent donc à
l’extérieur sur les images bien contrastées. En revanche, les coupes moins bien définies altèrent ce schéma
en diminuant la différence des moyennes entre intérieur et extérieur et, plus particulièrement, en présentant
de fortes variations d’intensité au sein de la glande. Ce premier test montre donc, d’une part, que le contraste
de régions (intérieures et extérieures) au voisinage des contours est bien réel mais qu’il reste peu marqué
et surtout variable selon la localisation de la coupe et la présence ou pas de calcifications. D’autre part, les
fortes valeurs de la variance soulignent l’hétérogénéité de ces régions.
3.5.2 Histogrammes
L’étude suivante vise à évaluer la différence entre les distributions, non plus sur l’ensemble du contour,
mais dans des fenêtres de 50 pixels de côté situées à l’intérieur et l’extérieur de la prostate (figures 3.18 et
3.20). Les histogrammes sont présentés sur les figures 3.19 et 3.21. Les lignes du haut, qui correspondent
aux fenêtres intérieures, montrent que la première image est plus homogène, mais que la texture interne
varie tout de même selon les zones, pour ces deux exemples. Comme l’illustrent les lignes du bas, les dis-
tributions à l’extérieur de la prostate sont tout aussi variables. Les déviations standards de l’intérieur et de
l’extérieur de la glande ne semblent donc plus aussi différentes que dans l’exemple précédent sur la même
base de données.
Les courbes 3.18 et 3.20 modélisent ces histogrammes sous forme de gaussiennes. Bien qu’il s’agisse
là d’une approximation, cela permet de mettre en évidence l’existence de distributions similaires entre l’in-
térieur et l’extérieur, comme par exemple celles représentées par les courbes mauves et vertes, ou encore
rouges et bleues sur la figure 3.20. On remarque également que certaines gaussiennes appartenant à l’ex-
térieur sont comprises entres celles de l’intérieur (courbe jaune de la figure 3.18). Ainsi, étant donné que
les histogrammes occupent toute la plage des niveaux de gris en se recouvrant, une distinction nette entre
intérieur et extérieur ne paraît pas envisageable. A noter que ces tests ont été effectués sur des images cor-
rectement contrastées, et que, par conséquent, leur exploitation sur des images de mauvaise qualité serait
encore plus difficile.
Finalement, si l’on compare, les régions analysées à des positions à peu près équivalentes d’une image
à l’autre, telles que les zones comprises dans les fenêtres bleues, magenta, rouges et vertes, on constate une
différence prononcée dans les distributions, notamment à l’extérieur.
51
3.5. Moyenne et écart-type chapitre 3
F. 3.18 – Position des fenêtres pour l’évaluation d’histogrammes d’intensité. Modélisation des histogrammes par
des gaussiennes.
F. 3.19 – Histogrammes des intensités dans des fenêtres à l’intérieur et à l’extérieur de la prostate.
F. 3.20 – Position des fenêtres pour l’évaluation d’histogrammes d’intensité. Modélisation des histogrammes par
des gaussiennes.
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F. 3.21 – Histogrammes des intensités dans des fenêtres à l’intérieur et à l’extérieur de la prostate.
Le contraste local au niveau du bord a ensuite été examiné en regardant la différence entre les his-
togrammes externes et internes. Pour cela des points situés le long de la normale, espacés de 5 pixels et
s’étendant sur 60 pixels répartis entre l’intérieur et l’extérieur du contour, ont été considérés. Pour cha-
cun d’entre eux, deux histogrammes d’intensité, découpés en 32 intervalles, positionnés de part et d’autre
du point, ont été construits en se basant sur le contenu de cylindres de 7 pixels de hauteur et 9 pixels de
diamètre orientés suivant la normale. La différence entre ces deux distributions a ensuite été calculée par :
di f f =
n∑
i
|tiin − t
i
ex|. (3.1)
où n est le nombre d’intervalles, et ti
in
(resp. tiex), le taux de pixels dans l’intervalle i pour l’histogramme
interne (resp. externe). La figure 3.22 illustre les résultats sur une image bien définie, chaque sphère re-
présentant une différence. Les valeurs de 0, 1 et 2 indiquent respectivement que les histogrammes sont
confondus, qu’ils se recouvrent de moitié ou qu’ils sont totalement dissociés. La figure (b) correspond au
côté gauche de l’image et montre clairement de fortes différences au niveau du bord, majoritairement supé-
rieures au voisinage. En revanche, pour le côté droit, illustré sur la figure (c), bien que l’écart sur le contour
se positionne dans les plus élevés, il apparaît moins net avec une valeur équivalente à d’autres points de son
voisinage. Le contraste seul ne permettrait donc pas, dans ce cas, d’affirmer la localisation du bord.
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F. 3.22 – Différence des histogrammes d’intensité de part et d’autre de points situés le long de la normale au
contour expert sur une coupe centrale contrastée.
Cette même procédure, appliquée à une image moins contrastée, confirme la difficulté de caractériser la
limite de l’organe en se basant sur la différence des distributions locales (figure 3.23).
F. 3.23 – Différence des histogrammes d’intensité de part et d’autre de points situés le long de la normale au
contour expert sur une coupe centrale peu contrastée.
En étudiant de manière plus locale les distributions d’intensité des images échographiques de prostate,
on remarque que des inhomogénéités apparaissent à l’intérieur de la glande et dans son environnement
immédiat. En outre, des similitudes existent entre ces deux zones ce qui complique la caractérisation de ces
régions par leur moyenne et leur écart-type et, par conséquent, leur différenciation d’un point de vue local.
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3.6 Gradient
Le gradient est couramment utilisé pour détecter les ruptures d’intensité présentes sur les bords. Son
comportement dans les images ultrasonores de prostate a donc été analysé. Le premier test consiste à mesurer
le gradient moyen sur le contour expert dilaté et rétréci. Tout comme dans la section 3.5.1, le déplacement
s’étend de -16 à 16 pixels avec un pas de 4 pixels. Les résultats obtenus sur une base correctement contrastée
affiche un pic net au niveau du bord (figure 3.24). En revanche, le comportement du gradient moyen est
totalement perturbé sur des coupes dont le bord est altéré, et va jusqu’à fournir la plus petite valeur sur le
contour de référence (figure 3.25) .
F. 3.24 – Evolution du gradient sur les contours initiaux rétrécis et dilatés sur une coupe centrale (figure 3.15).
F. 3.25 – Evolution du gradient sur les contours initiaux rétrécis et dilatés : (a) à la base (figure 3.16), (b) sur une
coupe centrale (figure 3.17).
Un des aspects du gradient exploité dans la segmentation de la prostate est sa direction. En effet, la
prostate étant plus sombre que son environnement dans les images ultrasonores, le gradient est généralement
dirigé vers l’extérieur sur sa limite, comme le montrent les vecteurs affichés sur la figure 3.26. L’image a
préalablement été lissée par un filtre gaussien puis seuillée après calcul du gradient pour ne garder que les
plus forts. On constate également la présence de quelques structures au voisinage de la prostate présentant
un fort gradient orienté vers l’extérieur, mais la majorité d’entre elles correspond à des gradients dirigés vers
l’intérieur.
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F. 3.26 – Orientation des gradients obtenus à partir de l’image lissée par un filtre gaussien puis seuillés. (a) et (b)
Coupe axiale centrale, (c) et (d) Coupe coronale non interpolée. Contour jaune : référence expert. La carte en couleur
correspond à l’amplitude des gradients où le bleu représente une valeur nulle et le rouge, les valeurs maximales, le
vert étant alors associé aux amplitudes intermédiaires. Même base de données que sur la figure 3.15.
L’exemple de la figure 3.27 représente le champ de gradient obtenu pour une image dont les bords sont
manquants sur sa partie supérieure. Le seuil a été diminué afin de les faire apparaître. Cependant de nom-
breuses structures possédant des valeurs similaires se manifestent. La localisation des bords devient alors
difficile et l’est d’autant plus que les directions des gradients, excepté sur sa partie inférieure qui est bien
définie, sont relativement aléatoires au niveau du contour de la glande.
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F. 3.27 – Orientation des gradients obtenus à partir de l’image lissée par un filtre gaussien puis seuillés. En haut :
image originale, en bas : coupe axiale centrale. Contour jaune : référence expert. La carte en couleur correspond à
l’amplitude des gradients où le bleu représente une valeur nulle et le rouge les valeurs maximales, le vert étant alors
associé aux amplitudes intermédiaires.
Etant donné l’orientation du gradient, son produit scalaire avec la normale à la surface dirigée vers
l’extérieur doit être positif sur le bord. Les études suivantes s’intéressent au signe de ce produit scalaire au
voisinage et sur le contour de la prostate. Le premier test présente le taux de produits scalaires positifs dans
des cylindres de 10 pixels de profondeur et de rayon, centrés sur des points situés tout les 10 pixels le long
de la normale et commençant à l’intérieur à une distance de 20 pixels de la surface. La figure 3.28 illustre
les résultats obtenus pour une coupe centrale où l’on observe que les produits scalaires sont globalement
davantage positif à l’intérieur et sur le bord qu’à l’extérieur.
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F. 3.28 – Taux de produit scalaire positif entre le gradient et la normale à la surface dirigée vers l’extérieur, dans
des cylindres de 10 pixels de rayon et de profondeur, centrés tous les 10 pixels de part et d’autre du contour expert,
sur une coupe centrale.
Ces taux ont finalement été examinés sur l’ensemble de la surface mettant en évidence que les produits
scalaires sont le plus souvent positifs, excepté à la base et à l’apex ou de faibles proportions peuvent être
aperçues (3.29). Leur distribution au niveau de la paroi rectale est quant à elle variable d’une base de données
à l’autre (figure 3.30).
F. 3.29 – Taux de produit scalaire positif entre le gradient et la normale à la surface dirigée vers l’extérieur, dans
des cylindres de 10 pixels de rayon et de profondeur, centrés sur le contour expert. Gauche : vue de l’apex, droite : vue
de la base.
58
chapitre 3 3.6. Gradient
F. 3.30 – Taux de produit scalaire positif entre le gradient et la normale à la surface dirigée vers l’extérieur, dans
des cylindres de 10 pixels de rayon et de profondeur, centrés sur le contour expert, au niveau de la paroi rectale.
La présence d’autres organes, de structures hyper- ou hypo-échogènes et d’artefacts provoque l’appari-
tion de gradients parasites dans l’image. L’information directionnelle peut alors être utilisée pour faire un
premier tri et extraire le bord de la prostate, le plus souvent défini par un gradient dirigé vers l’extérieur.
Cependant, le contour de l’organe n’est pas toujours correctement défini dans les bases de données de mau-
vaise qualité. Les valeurs de gradient seront alors très faibles ou inexistantes.
Les moyennes et écarts-types des intensités ainsi que les gradients apportent des informations exploi-
tables pour les images bien définies. Cependant, la qualité des bases de données échographiques est cou-
ramment perturbée par les divers éléments décrits dans ce chapitre. La segmentation devra donc se baser
sur des caractéristiques supplémentaires, issues de l’image ou sur la forme, pour limiter l’attraction vers les
informations non pertinentes et délimiter correctement la prostate.
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Etat de l’art
Ce chapitre n’a pas pour ambition de dresser l’état de l’art des méthodes de segmentation. Nous nous
intéresserons plus particulièrement aux principales techniques parues dans la littérature appliquées à la seg-
mentation des images échographiques de prostate [Shao 03], [Noble 06]. Les approches majeures mises en
œuvre seront décomposées en deux premières sections consacrées aux algorithmes basés contour puis ré-
gion, en excluant cependant les modèles déformables auxquels la troisième partie est consacrée. La qualité
des images ultrasonores, comme nous venons de le voir, n’offre pas toujours un terrain propice à l’effica-
cité des méthodes classiques. Les prétraitements et l’intégration de connaissances a priori sur la forme et
l’apparence de la prostate se retrouvent ainsi fréquemment dans les procédés utilisés.
4.1 Méthodes basées contours
4.1.1 Détecteurs de bords et connexité
La détection de bords est une méthode de segmentation classique qui cherche en premier lieu à iden-
tifier les variations d’intensité dans l’image. Les contours ainsi extraits ne correspondent généralement pas
seulement à l’objet d’intérêt et apparaissent le plus souvent discontinus en présence de bruit. Une sélection
suivie d’une procédure de connexion sont alors appliquées pour achever l’extraction du contour. Ces deux
dernières étapes se révèlent nécessaires mais pas toujours aisées dans les images échographiques. En effet,
le speckle produit de nombreux bords parasites et ceux de la prostate ne sont pas toujours bien définis. Les
méthodes présentées par la suite se sont donc efforcer de limiter le nombre de fausses localisations par des
prétraitements, des détecteurs robustes et l’intégration de connaissance a priori sur la forme et l’apparence.
La procédure présentée dans [Aarnink 94] est une bonne illustration des différentes étapes suivies. Ainsi,
l’image est tout d’abord lissée par un filtre uniforme avant de rechercher les discontinuités par une combi-
naison de filtres de Laplace et de gradient, basés tout les deux sur les minima et maxima locaux. En associant
la force des bords avec les passages à zéros de la dérivée seconde, une carte des contours représentés par
leur intensité est alors obtenue. La phase de sélection, dont l’objectif est de discriminer les bords de l’or-
gane du bruit, utilise ensuite les fortes intensités des contours, leur position ainsi que leur connexité pour
rehausser les plus probables. Les morceaux résultants sont alors interpolés linéairement ou quadratiquement
selon la distance qui les sépare. La segmentation est finalement réalisée en sélectionnant le plus court che-
min fermé et en découpant les branches résiduelles aux bifurcations. Les méthodes telle que celle présentée
ici nécessitent de filtrer fortement l’image pour limiter les fausses détections. Cependant, il en résulte une
localisation peu précise du bord.
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Afin d’améliorer cette précision, [Aarnink 98] reprend cette méthode en effectuant une détection mul-
tirésolution de contour. La taille des masques est ainsi dépendante de la déviation standard locale des in-
tensités et donc réduite pour les zones moins homogènes. Cela implique cependant l’apparition de plus de
discontinuités car les bords ne sont pas détectés avec les mêmes paramètres mais également plus de fausses
détections du fait d’un lissage moins fort. Par conséquent, le nombre d’interpolations ainsi que le risque
d’erreurs augmentent.
Une méthode de bas-relief radial (RBR = Radial Bas-Relief ) est proposée dans [Liu 97] pour détecter
les contours. Celle-ci consiste en une normalisation puis une inversion de l’image pour obtenir des intensités
négatives, une légère dilatation (109 %) de cette image puis l’addition de l’image normalisée et de l’image
normalisée, inversée et dilatée. L’ajout d’un seuillage produit finalement un bord épais dont l’intensité est
proche de zéro. Une binarisation suivie d’opérations morphologiques d’érosion et de dilatation sont alors
réalisées afin de réduire les bords parasites. Finalement, seules les régions les plus grandes sont préservées.
Le résultat final est un bord relativement large avec quelques branches résiduelles qui nécessitera des post-
traitements pour obtenir un contour fin et fermé. Les principaux inconvénients des RBR sont leur difficulté
à gérer les bords fins ou parallèles aux directions radiales et leur sensibilité à la précision de la localisation
du centre de la prostate.
La même équipe reprend cette méthode dans [Kwoh 98] pour la finaliser grâce aux harmoniques sphé-
riques qui permettent de reconstruire un contour lisse à partir des données. Les harmoniques sphériques,
basés sur les coefficients de Fourier, travaillent en coordonnées polaires et ont l’avantage d’être invariants
par rotation. Une fois les bords échantillonnés angulairement à partir du centre de la prostate, le nombre
de coefficients est sélectionné en éliminant les plus élevés afin de préserver une forme lisse. Ceux-ci sont
ensuite interpolés pour reconstruire le contour. Les points de départ se trouvant à une trop grande distance
de la courbe reconstruite sont supprimés. Le tout est ainsi répété jusqu’à ce que le contour converge. Les
harmoniques sont attirés par les fortes concentrations de points situées sur les branches parasites et divergent
en l’absence de bords mais leur méthode, bien qu’un seul exemple soit illustré, semble bien se comporter.
Cette technique reste néanmoins sensible à la détermination du centre obtenu par calcul statistique sur dif-
férentes images.
[Pathak 00] propose une méthode pour aider l’opérateur à délinéer la prostate. L’image est tout d’abord
prétraitée en appliquant l’algorithme « sticks » [Czerwinski 98]. Celui-ci considère que les bords dans une
image échographique sont représentés par des lignes dont la longueur est plus réduite pour le speckle. Le
masque consiste ainsi en un ensemble de segments de droite de différentes orientations. La somme des inten-
sités le long de chaque segment augmente lorsque ceux-ci suivent un bord. En attribuant aux pixels la valeur
maximale de la somme et en choisissant le meilleur compromis pour la taille du filtre, celui-ci permet alors
de réduire le speckle et d’améliorer la définition des contours. Par la suite l’image est à nouveau lissée par
un filtre anisotrope qui préserve les bords en détectant les discontinuités. Les contours sont ensuite extraits
par l’algorithme de Canny qui applique successivement un filtre gaussien puis un gradient. Finalement, lors
de la sélection, les bords présentant une transition allant du clair au foncé, ainsi que ceux s’éloignant le plus
du centre de la prostate sont supprimés.
Les travaux présentés précédemment mettent en évidence la quantité de traitements pré- et post-détection
nécessaires à l’extraction correcte des contours de la prostate. Malgré cela, le bruit, les calcifications, les or-
ganes avoisinants... et l’absence de bords rendent difficile la détection, la sélection et l’exploitation de la
connexité, limitant leurs résultats. Intégrer les connaissances sur la forme globale, par exemple par les har-
moniques sphériques, devient alors une bonne option pour améliorer leur efficacité et leur robustesse.
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4.1.2 Suivi
Les techniques décrites par la suite s’écartent des détecteurs classiques dans le sens où les étapes de
sélection et de connexion sont réalisées par un filtre de Kalman. Elles s’inscrivent donc dans les approches
de suivi d’un objet en mouvement où le bord de l’organe correspond à la trajectoire.
[Abolmaesumi 04a] utilise ainsi un filtre probabiliste d’association de données (PDAF = Probabilistic
Data Association Filter), assimilable à un filtre de Kalman, pour extraire le contour de l’organe en deux di-
mensions. Plusieurs rayons sont, dans premier temps, lancés à partir d’un point source, chacun d’entre eux
correspondant à un échantillonnage temporel. La succession de distances entre le bord et le point source,
sur chacun de ces rayons, est ensuite considérée comme le trajet d’un objet. Son mouvement est ainsi re-
présenté par un modèle d’évolution soumis à des incertitudes et caractérisant un contour lisse. Le filtrage
récursif commence par prédire la distance à l’instant courant à partir de l’instant précédent. L’estimation
est ensuite mise à jour en se basant sur les observations actuelles. Ces dernières correspondent à plusieurs
candidats obtenus en appliquant un détecteur de bord 1D le long des rayons. La probabilité des candidats,
basée sur leur amplitude et leur distance au centre, est combinée au gain de Kalman pour déterminer la nou-
velle position. Ce gain prend en compte les incertitudes sur les estimations et les données pour conditionner
l’ampleur des modifications apportées à la première prédiction. Afin d’augmenter la robustesse au bruit et
d’autoriser des changements de forme, plusieurs modèles d’évolution, construits sur différents niveaux de
bruit et de régularité, ont été intégrés. Un estimateur IMM (= Interacting Multiple model) est ainsi utilisé
pour sélectionner le modèle le plus approprié en fonction de la quantité de bruit dans l’image et de la forme
du contour. Les résultats obtenus sont intéressants et semblent peu sensibles à la mauvaise définition des
bords. Cependant, bien qu’un léger changement dans la position du point source ne modifie que peu la
segmentation, sa localisation reste tout de même à optimiser. Afin d’améliorer la méthode et de limiter les
perturbations dues au speckle, [Abolmaesumi 04b] applique tout d’abord un filtre « sticks » avant d’extraire
les bords par l’algorithme PDAF/IMM.
Les travaux de [Sahba 05] reposent sur une approche multirésolution en estimant tout d’abord une ver-
sion grossière du contour avant de la raffiner. La première étape débute par l’amélioration du contraste de
l’image de manière globale. La logique floue est ici utilisée pour adapter la taille du masque en fonction de
l’homogénéité des intensités. Le résultat est ensuite seuillé puis soumis à des opérateurs morphologiques
pour combler les trous. La prostate est à ce stade presque isolée de son environnement. Un filtre de Kalman
estime alors le contour pour la dissocier complètement du fond résultant en une estimation grossière. A
partir de l’image originale, le contraste est à nouveau rehaussé mais cette fois-ci en ne considérant que les
pixels proches du bord ou à l’intérieur de la prostate. La logique floue décide ici du rehaussement ou de
l’assombrissement des pixels selon leur niveau de gris. Un filtre de Canny est ensuite appliqué pour détecter
les bords au voisinage du premier contour produit. De nombreuses petites branches étant présentes, une pre-
mière sélection basée sur la distance et l’orientation de ces branches par rapport à l’estimation grossière ainsi
que l’amplitude de leur gradient est effectuée. La segmentation finale est obtenue en appliquant à nouveau
le filtre de Kalman. L’application de cette méthode sur diverses qualités d’images paraît, ici aussi, efficace
en ne présentant que de légères marges en l’absence de bords.
Finalement, [Mahdavi 08] propose une approche différente consistant à gauchir l’image dans un premier
temps. En effet, dans le cas d’une acquisition endorectale, la prostate est déformée par la sonde. Une suite
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de transformations géométriques est donc appliquée pour lui redonner une forme elliptique. Une ellipse est
ensuite ajustée en se basant sur la carte des bords obtenue par un algorithme IMM/PDA, puis utilisée pour
réitérer l’opération sur l’ensemble des coupes. Bien que les résultats restent convenables, cette méthode a
tendance à surestimer le volume de la prostate et présente des écarts importants au niveau de la base et de
l’apex.
Les approches de suivi permettent une meilleure segmentation que les détecteurs de bords classiques
grâce à l’intégration de la corrélation entre les candidats sur l’ensemble du contour. Les approches 2D four-
nissent une bonne segmentation de la prostate de manière rapide, mais l’extension en 3D paraît néanmoins
peu évidente.
4.2 Approches basées régions
Cette section s’intéresse aux méthodes exploitant les caractéristiques de l’image contenues dans des ré-
gions et, non plus uniquement sur les frontières des objets, pour segmenter la prostate. Des approches de
classification, de croissance de régions mais également d’apprentissage par renforcement seront donc abor-
dées. Ces techniques aussi différentes qu’elles soient se confrontent toutes à la variabilité de la texture au
sein des images échographiques et à la difficulté de discriminer entièrement la prostate de son environne-
ment.
4.2.1 Classification de texture
La classification cherche à partitionner les données en maximisant à la fois l’homogénéité des caracté-
ristiques au sein d’un groupe et la différence des caractéristiques entre ces groupes. Dans le cas des images
échographiques, la difficulté réside dans le choix des attributs qui sépareront au mieux l’organe du fond. En
outre, ces méthodes peuvent être dites supervisées lorsqu’elles apprennent au préalable sur des données déjà
annotées pour ensuite guider le partitionnement en comparant les caractéristiques des données test à celles
de référence.
La classification de texture est utilisée dans [Richard 96] pour segmenter la prostate en deux dimen-
sions. Quatre masques de Law 2D [Law 80], basés sur des filtres unidimensionnels détectant des structures
simples tels que des bords, des tâches ou des vagues, sont appliqués à une image lissée afin de déduire quatre
caractéristiques pour chaque pixel. Le nombre de textures différentes et donc de classes est ensuite estimé
par un algorithme de clustering. Une première probabilité d’appartenance à chacune des classes est attribuée
aux pixels, puis des coefficients de compatibilité sont définis en s’appuyant sur la probabilité d’apparition
dans l’image de deux pixels voisins chacun d’une certaine classe. Finalement, dans un processus itératif in-
cluant des contraintes spatiales, l’étiquetage final est réalisé. Les résultats sont très variables avec selon les
images une ou plusieurs régions assignées à la prostate. De plus, le nombre de classes ne peut pas être prédit.
[Zaim 05] propose lui de classifier l’image échographique par un réseau de neurones. Appliqué à une
image tout d’abord prétraitée pour enlever le speckle, il exploite les coordonnées des pixels, leur intensité
et leur contraste pour rassembler les éléments proches en texture et en position. Le contraste est ici défini
comme la mesure, dans une fenêtre, de la quantité et de l’amplitude des variations d’intensité entre deux
pixels connexes. L’image obtenue contenant des trous et des régions isolées, des opérateurs morphologiques
sont appliqués pour produire le résultat final. Cette méthode, entièrement automatique, semble cependant
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fournir une segmentation approximative de la prostate.
[Misic 07] cherche à réduire la quantité d’interaction nécessaire au radiologiste pour estimer le volume
de l’organe. Ils utilisent ici une méthode de classification supervisée qui se base sur des contours manuels
réalisés dans des coupes transversales le long de la prostate. Les textures extraites s’appuient sur les ma-
trices de cooccurrence des niveaux de gris obtenues pour différents angles. Elles permettent de déduire la
probabilité d’apparition d’un couple de pixels possédant chacun leur niveau de gris, séparés par une distance
d suivant une certaine orientation. Dans la phase d’apprentissage, quatre caractéristiques, dont le contraste
et l’entropie, sont calculées pour construire les vecteurs associés aux classes « prostate » et « non pros-
tate » pour plusieurs régions de l’organe et de son environnement dans des coupes délinéées manuellement.
Un classifieur des plus proches voisins est par la suite appliqué aux images test. Pour différentes zones,
un vecteur de caractéristiques est estimé puis comparé aux références acquises durant l’apprentissage. La
classe dont le vecteur se rapproche le plus de la région traitée est alors attribuée aux pixels puis la transition
entre les deux classes est détectée pour construire le contour. Ce dernier est finalement ajusté à un polynôme
d’ordre 4 pour le lisser et corriger les éventuelles erreurs. Afin de valider la méthode, des études ont été
réalisées en réduisant le nombre de coupes utilisées pour entraîner le classifieur. Les auteurs ont montré
qu’ils obtenaient une bonne adéquation dans l’estimation du volume en réduisant de 2 à 4 fois l’interaction
qui consistait auparavant au contourage de 12 à 16 coupes selon les bases de données.
Enfin, [Mohamed 07] se sert d’une méthode de clustering spectral pour classifier les pixels de l’image.
Un graphe est construit avec comme nœuds les pixels, reliés à leur voisins dans une région donnée. Les
arcs sont pondérés en se basant sur la similitude des intensités, la proximité des pixels et l’amplitude des
bords situés sur la ligne reliant leurs extrémités. Ces poids sont ensuite stockés dans une matrice d’affinité
dont les vecteurs propres sont utilisés pour déterminer le découpage optimal du graphe. La segmentation
résultante est de bonne qualité mais les images utilisées présentent un fort contraste entre la prostate et son
environnement.
Au vu des résultats, la classification de texture appliquée aux images échographiques de prostate ren-
contre des difficultés à fournir une segmentation précise en raison de l’inhomogénéité de l’organe et de la
présence de textures similaires à l’intérieur et l’extérieur de sa limite. L’apprentissage sur différentes régions
de l’image permet dans certains cas d’améliorer les résultats mais les caractéristiques choisies pour repré-
senter la texture conditionneront fortement l’efficacité de la segmentation. Un dernier point important est
le caractère chronophage de la majorité de ces méthodes, par conséquent moins adaptées aux applications
per-opératoires.
4.2.2 Croissance de région
La croissance de région consiste simplement à agglomérer progressivement des pixels présentant des
caractéristiques proches. Ainsi, lors de l’initialisation, un ou plusieurs points sources sont placés au sein de
l’objet à segmenter. Ses voisins sont ensuite traités et ajoutés à la région s’ils vérifient un critère d’agré-
gation. En itérant le processus, les nouveaux points font à leur tour office de source pour étendre la région
jusqu’à ce qu’aucun pixel connexe ne vérifie le critère.
[Crivianu-Gaita 97] applique cet algorithme pour segmenter la prostate dans deux plans orthogonaux
puis la reconstruire en 3D. Un point proche du centre de l’organe est manuellement entré pour faire office
de point source. Il est également utilisé pour définir en partie le critère. Ainsi, le cosinus de l’angle, formé
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par le gradient et le vecteur reliant le point courant et le centre de la prostate doit être inférieur à un seuil.
En effet, ce cosinus est considéré comme proche de 1 à l’intérieur et compris entre -1 et 0 à l’extérieur. Afin
de palier à l’inhomogénéité de la prostate, le pourcentage de voisins acceptés entre aussi en considération.
Après avoir segmenté deux plans orthogonaux et obtenus deux contours P et Q, la prostate est reconstruite
en 3D en la considérant comme un ensemble de coupes parallèles dont le contour est similaire en forme à P
à une échelle définie par la section de Q.
Les algorithmes de croissance de région, bien que moins coûteux en temps de calcul, rencontrent les
mêmes difficultés que les méthodes de classification. L’application sur des images de mauvaise qualité
conduit par conséquent à une segmentation approximative.
4.2.3 Apprentissage par renforcement
Les méthodes d’apprentissage par renforcement sont basées sur le concept d’agent capable de construire
à partir d’exemples la meilleure stratégie décisionnelle dans la résolution d’un problème. Cet agent est décrit
par des états et des actions. La technique proposée par Watkins [Watkins 89] de « Q-learning » consiste à
affecter une valeur numérique (e.g. « reward ») pour chaque couple état-action traduisant le bien fondé ou
pas de réaliser une action précise dans un état donné. Ces valeurs numériques sont conservées dans une ma-
trice dite Q-matrice constituant l’apprentissage. Le processus se déroule en deux phases successives itérées
suivant le résultat : exploration des actions possibles puis exploitation par sélection des plus prometteuses.
La convergence est contrôlée jusqu’à satisfaction d’un critère ou en limitant le nombre d’itérations.
Cette méthode est mise en œuvre dans [Sahba 08] pour segmenter les images échographiques de pros-
tate. Les états, au nombre de quatre, sont définis à partir de caractéristiques de forme des objets extraits
(surface, compacité, nombre et position) à chaque étape. Les actions sont limitées à un seuillage et une ou-
verture morphologique. La discrétisation des seuils et les tailles de l’élément structurant étant prédéfinies,
les exemples servent à apprendre les meilleurs couples état-action. Pratiquement, en omettant les étapes
de prétraitement, l’image 2D est décomposée en sous-images régulières. L’agent opère alors de manière
indépendante et séquentielle dans chaque sous-image par seuillage (augmenté ou diminué) puis dilatation.
Pendant l’apprentissage, la vérité terrain étant connue sous forme d’un masque binaire correspondant à la
prostate, il suffit de calculer pour chaque paire état-action et pour chaque sous-image les pixels mal clas-
sifiés. Cette mesure permet de définir la valeur d’un couple état-action : elle est positive, fixée a priori,
ou nulle si le résultat n’apporte aucun bénéfice. Lors de l’application sur de nouvelles images, l’objectif
n’étant pas connu, une étape supplémentaire est ajoutée. Elle peut prendre la forme d’une intervention de
l’utilisateur mais aussi faire appel à une analyse globale du résultat. Dans ce dernier cas, une représentation
en géométrie polaire des bords de la région est construite (le point central de l’objet étant entré manuelle-
ment, il est reconnu comme sensible) puis mise en correspondance avec la signature (forme) dite standard
des prostates utilisées lors de l’apprentissage. Un filtre de Kalman est appliqué pour évaluer et suivre les
évolutions de la signature de l’objet en cours de segmentation, les ruptures ou les irrégularités détectées
permettant de pénaliser ou pas le processus appliqué.
Les résultats fournis bien que limités à des images de bonne qualité montrent de bonnes performances.
On peut cependant douter de la capacité de cette méthode à répondre au problème pour plusieurs raisons :
l’apprentissage sur des images très diversifiées en bruit, forme, localisation peut induire des problèmes de
convergence ; seules des propriétés très pauvres sont exploitées ; les interactions entre sous-images ne sont
pas prises en compte ; les actions sont très limitées. Il est possible bien entendu d’enrichir une telle ap-
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proche sur ces différents plans mais au prix d’une combinatoire bien plus élevée. Les auteurs reconnaissent
d’ailleurs qu’il ne s’agit que d’un exercice exploratoire dont l’objectif se résume à montrer la faisabilité en
segmentation des techniques d’apprentissage par renforcement.
4.3 Modèle Déformable
Les modèles déformables ont été largement appliqués en segmentation d’image, et notamment à la pros-
tate. En effet, ces courbes se déforment sous l’influence de forces qui se basent sur l’information image mais
qui incluent également des contraintes sur la régularité diminuant ainsi la sensibilité au bruit. La première
partie de cette section s’intéresse aux méthodes classiques de modèle déformable que sont les contours actifs
paramétriques et géométriques. Nous introduiront également les contours dynamiques discrets couramment
employés pour la segmentation des images échographiques. Etant donné l’importance que représente ces
approches, une description brève mais plus détaillée que celles présentées précédemment sera effectuée.
Nous développerons, finalement, les procédés adoptés pour corriger les lacunes des méthodes classiques
qui s’appuient sur l’intégration de modèles statistiques et paramétriques de forme, et d’apprentissage sur
l’apparence.
4.3.1 Méthodes sans apprentissage.
4.3.1.1 Modèle de Contour Actif
Les contours actifs paramétriques, communément appelés « snakes », ont été introduits par Kass, Witkin
et Terzopouloz [Kass 88]. Une courbe v(s) = (x(s), y(s)), s = [0, 1], fermée ou ouverte, se déforme dans une
image I en minimisant l’énergie :
Esnake =
∫ 1
0
Eint(v(s)) + Eext(v(s), I)ds (4.1)
où Eint est l’énergie interne qui régularise le contour et Eext est l’énergie externe, basée sur l’image, qui le
conduit vers les bords. L’énergie interne, telle que décrite dans [Kass 88], est une somme pondérée d’éner-
gies de tension et de rigidité :
Eint(v) =
1
2
(
α(s)|
dv
ds
|2 + β(s)|
d2v
ds2
|2
)
. (4.2)
α(s) et β(s) représentent leurs poids respectifs. α(s) conditionne l’élasticité de la courbe en lui autorisant
des variations de longueur. β(s), quant à lui, agit sur la courbure. Un β(s) faible autorisera des angles aigus
tandis qu’une valeur élevée lissera fortement le contour. Diverses expressions de l’énergie externe existent,
généralement basée sur l’intensité ou le gradient de l’image. Elle doit être minimale au niveau des bords et
peut s’écrire par exemple comme :
Eext = −|∇(Gσ ∗ I)|
2, (4.3)
où Gσ est un filtre gaussien.
La minimisation de l’énergie Esnake se fait par la résolution de l’équation d’Euler-Lagrange. Le contour
final doit ainsi vérifier :
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∂Esnake
∂v
=
∂
∂s
(
α
∂v
∂s
)
+
∂2
∂s2
(
β
∂2v
∂s2
)
+ ∇Eext = 0 (4.4)
= fint + fext, (4.5)
qui peut être vue comme une équation d’équilibre des forces, où fint correspond aux deux premiers termes
de droite et fext au troisième.
Les atouts de cet algorithme proviennent de sa rapidité de traitement et de l’intégration de contraintes
de lissage qui augmente sa robustesse au bruit. De nombreuses variantes ont ensuite été introduites pour
réduire sa sensibilité à l’initialisation et augmenter sa capacité à capturer les concavités, dont quelques unes
utilisées dans les travaux présentés par la suite. L’une d’entre elles, appelée GVF (=Gradient Vector Flow),
génère un champ de vecteurs calculé par diffusion itérative de la force externe standard. Elle étend ainsi la
distance à laquelle le contour peut voir les bords. Dans le même but, les VFC (=Vector Field Convolution)
convolue une carte des bords par un noyau de champ de vecteur prédéfini.
Divers auteurs ont appliqué les snakes aux images échographiques de prostate. Cependant, cette méthode
est sensible aux minima locaux ainsi qu’aux bords manquants. L’algorithme a dont été adapté de différentes
façons pour tenter de corriger ces problèmes.
Ainsi, pour réduire le risque d’attraction vers les minima locaux, des études [Yu 04b], [Li 08], s’ap-
pliquant à des images suspubiennes, proposent d’initialiser le contour au niveau du bord de la prostate.
L’organe n’étant pas déformé sur sa partie basse comme il peut l’être par la sonde dans les acquisitions
transrectale, Yu et al. initialise leur algorithme à partir d’une ellipse générée par deux points entrés manuel-
lement. Une première approximation est obtenue par une méthode de level sets, basée région, stoppée avant
convergence (voir section 4.3.1.2). Un snake, exprimé en coordonnées polaires, est finalement utilisé pour
raffiner le contour en s’appuyant sur les bords extraits par un détecteur ICOV(=Instantaneous coefficients of
variation) [Yu 04a], opérateur différentiel utilisant l’intensité, le gradient et le laplacien, après application
d’un filtrage anisotrope SRAD (=Speckle Reducing Anisotropic Diffusion), adapté au bruit multiplicatif.
La méthode présentée dans [Li 08] initialise quant à elle automatiquement le snake sur une image préa-
lablement lissée par un filtre SRAD. A partir d’un champ de force f généré par GVF ou VFC, l’énergie
externe E est estimée par l’équation de Poisson ∇E = −divf, de telle manière que le gradient négatif de E
soit le plus proche de f. Seuls les bords les plus forts sont préservés et un filtre morphologique (fermeture) est
appliqué pour enlever les petites structures. Des isolignes (ou isosurfaces en 3D), possédant la même valeur
d’énergie, sont ensuite définies. L’isoligne (ou l’isosurface) d’énergie totale (correspondant à l’intégration
de l’énergie externe et de l’énergie interne sur son contour) la plus petite est choisie comme initialisation et
se révèle très proche du bord de la prostate.
Plutôt que de rapprocher l’initialisation du bord, les travaux de [Zhang 07] et [Zaim 07], sur des acquisi-
tions transrectales, prétraitent fortement les images avant de les segmenter. Zhang et al. appliquent ainsi des
prétraitements en cascade qui s’appuient sur des filtres médian pondérés appliqués sous formes de « sticks »,
et des transformées en ondelettes. L’application d’un snake classique sur ces images montre une améliora-
tion des résultats.
Après avoir supprimé le speckle se présentant sous forme de longues tâches blanches au dessus-de la
prostate en vue axiale (cf. figure 3.28, section 3.6), Zaim et al. recherche les pics d’intensité plus réduits
présents à l’intérieur de l’organe. Pour cela, un détecteur de tâches lumineuses (dot-pattern select cells)
d’une certaine taille, modélisé par une différence de gaussiennes (DoG), est appliqué pour rehausser les
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zones d’intérêt et écarter les autres caractéristiques telles que les lignes. Après normalisation du contraste de
l’image filtrée, les tâches apparaissent essentiellement dans la prostate. L’intensité et le gradient de l’image
obtenue sont alors utilisés pour conduire le snake.
L’application de prétraitements et la modification de l’initialisation contribue à réduire les attractions
vers les minima locaux et à conduire le contour vers le bord de la prostate. Cependant, cela ne règle pas
le problème d’un organe mal délimité. En effet, un snake, dont la forme n’est pas fortement contrainte,
continuera à évoluer s’il ne rencontre pas de bord. Les paramètres d’élasticité et de rigidité peuvent ainsi être
choisis pour forcer le lissage, mais une trop forte régularisation risquerait d’empêcher le contour d’atteindre
le bord ou d’épouser la forme de la prostate.
4.3.1.2 Level sets
Les modèles géométriques déformables ont été introduits par Sethian [Sethian 99] sous le nom de « level
sets » [Malladi 95], les mêmes concepts étant repris sous l’appellation de contour actif géodésique dans
[Caselles 93], [Caselles 97]. Contrairement au snake, aucune paramétrisation n’est utilisée pour décrire la
courbe. Celle-ci est représentée implicitement par le niveau zéro d’une fonction de dimension supérieure, la
fonction de level set Φ [Osher 88]. L’évolution de la courbe consiste donc à chaque instant t, à déterminer
l’ensemble de points vérifiant Φ(t) = 0 dans le domaine de l’image. Les changements de topologie sont
ainsi autorisés, permettant de segmenter plusieurs objets simultanément. Plus précisément, on considère une
courbe S(s, t) = [x(s, t), y(s, t)], où s est la paramétrisation, qui évolue d’après :
∂S
∂t
= V(c)N, (4.6)
où V(c) est la vitesse dépendant de la courbure etN la normale à la surface dirigée vers l’intérieur. [Osher 88]
montre que cette formulation peut s’exprimer comme l’évolution du niveau zéro de Φ par :
∂Φ
∂t
= V(c)|∇Φ|, (4.7)
avec la courbure au niveau zéro définie comme :
c = ∇
∇Φ
|∇Φ|
. (4.8)
Une formulation classique de la vitesse est donnée par :
V(c) = k(c + V0), (4.9)
où V0 est une vitesse constante et
k =
1
1 + |∇(Gσ ∗ I)|
. (4.10)
La courbe évolue donc sous l’influence de V0 et est stoppée par k en présence de forts gradients. Cepen-
dant, l’absence où la mauvaise définition des bords entraînera des fuites avec cette formulation, et de forts
gradients parasites risqueraient d’arrêter la déformation ailleurs que sur le contour. Des variantes ont ainsi
été développées pour palier ce problème, notamment par l’utilisation de propriétés de région. Nous citerons
comme exemple les travaux de Chan et Vese [Chan 01] qui, en considérant l’image constante par morceaux,
minimisent une énergie basée sur la fonctionnelle de Mumford-Sha [Mumford 89] :
E(Φ, a1, a2) = µ(L(Φ)) + ν(A(Φ)) + λ1
∫
Φin
(I(x, y) − a1)
2dxdy + λ2
∫
Φext
(I(x, y) − a2)
2dxdy (4.11)
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où µ, ν, λ1 et λ2 sont des constantes positives ou nulles, L(φ) est la longueur de φ, A(Φ) est l’aire à l’intérieur
de la courbe, et a1 et a2 les intensités moyennes de l’image, respectivement, à l’intérieur et l’extérieur de
l’objet segmenté. Cette approche améliore la segmentation mais reste tout de même sensible aux zones de
l’image, internes et externes à l’objet, présentant des similitudes du point de vue de leur intensité. D’autres
méthodes ont donc été proposées en intégrant de nouvelles informations de région, ou en couplant des forces
basées sur le gradient à celles obtenues par la texture.
L’application des levels sets à la segmentation des images ultrasonores de prostate impose, tout comme
pour les snakes, des adaptations et/ou des post-traitements. En effet, les méthodes classiques sont sensibles
au speckle, au faible contraste ou encore à l’absence de bords.
Une approche de level sets basée gradient est présentée dans [Kachouie 07]. Cette équipe utilise une
texture nommée MTLBP (= Medical Texture Local Binary Pattern) pour mesurer le contraste de l’image.
En représentant la texture de la région par une densité de probabilité gaussienne, les zones homogènes cor-
respondant à la prostate sont différenciées des zones contrastées plus fréquentes à l’extérieur. Une carte de
gradient en est ensuite déduite puis traitée par des opérateurs morphologiques avant d’être injectée dans un
level set pour conduire la déformation. Bien que le résultat obtenu sur une très bonne image soit probant,
cette méthode risque de rencontrer des difficultés sur des images plus hétérogènes et moins bien contrastées.
Les levels sets utilisés pour la détection des contours sont plus sensibles aux bords manquants ainsi
qu’aux minima locaux. Les approches appliquées à la prostate s’appuient donc essentiellement sur les ré-
gions [Shao 02], [Barqawi 07]. La segmentation tridimensionnelle proposée dans [Shao 02] considère les
variations d’intensité plus faibles au sein de l’organe par rapport à son environnement. Grâce à un seuil sur
ces fluctuations, la vitesse est alors définie pour agrandir ou rétrécir le contour. La qualité des segmentations
résultantes est variable avec parfois une bonne adéquation au contour expert tandis que pour d’autres bases
de données le contour apparait trop ou pas assez étendu en l’absence de bord ou en présence d’hétérogénéi-
tés. Barqawi et al. ajoute aux level sets deux termes pénalisants, l’un sur la forme, l’autre sur la topologie,
pour garder une courbe à la fois régulière et unique. En effet, étant donné les plages hyperéchogènes appa-
raissant au sein de la prostate, la segmentation peut être tentée de détecter plusieurs objets. Cette méthode
semble fournir de bons résultats mais la qualité des images utilisées n’étant pas précisée, il est difficile
d’évaluer l’efficacité de l’algorithme lorsque les limites de la prostate sont diffuses ou absentes.
Les méthodes de level sets présentent l’avantage de ne pas imposer une initialisation proche du bord et
de s’étendre facilement au 3D. Cependant, elles sont coûteuses en temps et sont sensibles à la qualité des
images car naturellement moins contraintes en forme et en topologie. L’intégration d’une connaissance a
priori sur la forme semble ici encore nécessaire à l’obtention d’une segmentation plus précise.
4.3.1.3 Contour Dynamique Discret
Les contours dynamiques discrets (DDC) ont été introduits par [Lobregt 95] comme méthode de seg-
mentation. Le contour est représenté par un ensemble de points reliés par des segments de droite, initiale-
ment obtenu par interpolation cubique de quelques points (4-8) positionnés interactivement sur le bord de
l’objet. Dans la phase de segmentation, ce contour se déforme sous l’influence d’une force totale définie,
pour chaque sommet i, par :
ftoti = wintf
int
i + wextf
ext
i + wdf
d
i . (4.12)
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où l’on retrouve les forces internes, basées sur la courbure, qui lissent le contour, et externes qui le dirigent
en s’appuyant sur les caractéristiques de l’image. Tout comme pour les snakes, la force externe utilise une
énergie, similaire à celle donnée par l’équation 4.3. Une force d’amortissement est ici ajoutée afin d’éviter
les oscillations de part et d’autre des bords de l’objet. L’ensemble est finalement pondéré par wint, wext et
wd choisis égaux pour tous les sommets et constants au cours du temps. Cette méthode qui travaille dans
un voisinage proche des points du contour, fournit de bons résultats lorsque l’initialisation n’est pas trop
éloignée des limites de l’objet.
Les contours dynamiques discrets ont été largement employés pour la segmentation des images échogra-
phiques de prostate. Ladak et al. les ont tout d’abord appliqués en deux dimensions [Ladak 00]. Cependant,
afin de limiter l’attraction vers les minima locaux, les auteurs ont modifié la force externe de telle manière
que seules les transitions d’intensité allant du sombre au clair soient prises compte. De plus, les erreurs
éventuellement produites du fait d’une mauvaise initialisation sont en partie corrigées par un outil d’édition
avant de relancer la déformation. Son caractère local, présenté jusqu’ici comme un inconvénient, permet
tout de même à la déformation de ne pas trop s’écarter du contour initial déjà proche de la prostate en forme
et en position. La segmentation produite apparaît par conséquent fidèle aux contours experts.
Les différents paramètres ont été validés dans [Ladak 03] en utilisant des distributions de probabilité des
points initiaux pour générer des segmentations. Les paramètres optimaux donnant la meilleure adéquation
aux contourages experts ainsi que la plus faible variabilité ont ainsi été déduits.
Les études 2D réalisées par la suite ont eu pour objectif de diminuer la sensibilité à l’initialisation.
Ainsi, [Chiu 04] ajoute au DDC une approche multirésolution par le biais d’ondelettes. Une transformation
rapide en ondelettes dyadiques, développée par [Mallat 92], décompose, à chaque étape, l’image en une
version plus grossière représentée par les coefficients d’approximation auxquels s’ajoutent les coefficients
d’ondelettes contenant les détails, ces derniers étant proportionnels aux composantes du gradient. Chiu et
al. exploitent cette propriété pour construire deux forces externes, chacune établie à partir d’un type de coef-
ficients. La première déformation, basée sur les coefficients d’approximation, tient uniquement compte des
forces dirigées vers l’intérieur afin de capturer les parties concaves de la prostate. La segmentation est en-
suite raffinée par le biais de la deuxième force externe. Ces deux étapes sont réalisées à une échelle grossière
et une autre plus fine résultant en deux contours déformés par des niveaux de détails différents. Le choix
final entre les parties distinctes repose sur l’amplitude des modules des coefficients d’ondelettes. L’amélio-
ration est nette en ce sens où les parties concaves éloignées de l’initialisation sont à présent capturées alors
qu’elles ne l’étaient pas avec les DDC classiques. Cependant les exemples donnés s’appuient sur des images
de bonne qualité et ne permettent pas une évaluation solide.
La méthode présentée dans [Nanayakkara 06] utilise également une approche multirésolution en repo-
sitionnant automatiquement les sommets sur des bords probables avant de lancer la déformation à chaque
échelle. Ces candidats, sélectionnés le long de la normale, se voit assigner une crédibilité d’autant plus éle-
vée que la structure à laquelle ils appartiennent s’étend parallèlement au bord de la prostate. Cette mesure est
également pondérée à l’aide d’un système d’inférences floues. Celui-ci intègre des informations de région
telles que le contraste, défini comme le rapport entre les moyennes d’intensité des pixels dans des zones
du voisinage extérieur et intérieur, et la texture correspondant à la déviation standard des intensités dans
une région à l’intérieur. Les poids deviennent nuls à une certaine distance, de telle sorte que la longueur de
recherche soit faible pour les bords correctement définis. Ces connaissances, utilisées dans le repositionne-
ment des sommets, servent également à construire la force externe. La méthode donne de bons résultats et
parvient à attraper les parties concaves de la prostate. Cependant, les images présentées sont encore une fois
de bonne qualité avec un fort contraste entre intérieur et extérieur et une prostate homogène. L’amélioration
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F. 4.1 – (a) Approche parallèle, (b) approche rotationnelle.
apportées au DDC classique est certaine mais les a priori sur le contraste et la texture incorporés se feront
certainement piéger par des artefacts plus intenses qui peuvent apparaître au sein ou aux alentours de l’or-
gane.
L’algorithme des Contour Dynamique Discret a été repris pour contourer la prostate par une approche
pseudo-3D dans [Wang 03], [Ding 07], [Diaz 08] et [Wei 08]. Le principe est de tout d’abord segmenter
l’organe dans une coupe centrale puis de projeter, sur la coupe voisine, le résultat qui servira d’initialisation.
Pour cela deux approches ont été envisagées : la première consiste à projeter le résultat dans une coupe
parallèle tandis que l’autre effectue une rotation (figure 4.1). En propageant de proche en proche, la prostate
est finalement segmentée en trois dimensions. La segmentation parallèle pose tout de même problème au
niveau de la base et de l’apex car il est difficile de savoir quand s’arrêter. Cela explique en partie que
l’approche rotationnelle fournisse de meilleurs résultats au niveau de ces extrémités.
Dans [Wang 03], l’expert peut stopper le processus et intervenir à tout moment s’il constate un trop
grand éloignement au bord de la prostate, avant de relancer la déformation. [Ding 07] constate que sans ces
interactions, les erreurs s’accumuleraient au fil de la propagation. Ils proposent donc de corriger automati-
quement ces écarts. En considérant une coupe coronale centrale intersectant le contour, deux points opposés
sont obtenus. Le rapport entre leurs distances respectives au centre de la prostate est alors contraint pour
chaque projection de ne pas trop s’éloigner de celui de la coupe de départ. Cette méthode permet d’amélio-
rer nettement les résultats obtenus par [Wang 03] sans interaction.
La classification est également appliquée dans [Diaz 08] pour initialiser les DDC par une approche rota-
tionnelle. Ainsi, les contours dynamiques discrets sont tout d’abord appliqués à 4 coupes aux angles de 0, 45,
90 et 135 °. Le résultat de ces segmentations est utilisé pour entraîner 4 SVMs (« Support Vector Machine »)
qui permettent de classifier une entrée en deux sorties et dans ce cas précis d’attribuer aux pixels une valeur
« prostate » ou « fond ». Les caractéristiques utilisées sont la moyenne, la variance et l’intensité des pixels
avant et après filtrage par deux filtres dont les « sticks ». Une fois entraînés, les SVMs sont appliqués sur les
coupes se trouvant en amont et en aval de leur plan d’origine, chacune étant alors traitées par deux SVMs
différents. Les classes résultantes sont ensuite fusionnées, traitées par des opérateurs morphologiques pour
finalement donner une initialisation aux DDC 2D qui délinéeront la prostate complètement. Cependant les
caractéristiques intégrées sont peu discriminantes. Par conséquent, cette méthode est plus spécifique mais
moins sensible que le DDC sans SVM. En d’autres termes, les régions qui n’appartiennent pas à la pros-
tate sont moins incluses dans la segmentation mais plus de zones qui devraient être prises en compte sont
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exclues. De plus, cette méthode s’adapte mal aux difficultés présentes à la base et de l’apex ainsi qu’aux
artefacts qui entraînent de mauvaises classifications.
Afin de répondre au problème d’arrêt posé au niveau des extrémités par l’approche parallèle, [Wei 08]
suggèrent une approche bi-directionnelle. Une première segmentation est donc effectuée dans les coupes
transversales suivie d’un contourage dans les plans sagittaux, c’est à dire dans une direction orthogonale,
qui contiennent, dans chaque coupe, une partie de la base et de l’apex. Ces positions extrêmes sont ensuite
utilisées pour corriger la première segmentation.
Cet algorithme a finalement été étendu au 3D dans [Hu 03] et [Ghanei 01]. L’initialisation consiste alors
en un maillage construit dans [Hu 03] à partir de 6 points. Le principe de la déformation est ensuite le même
que dans [Ladak 00] et souffre donc également d’une sensibilité à l’initialisation. Ghanei et al. créent par
conséquent le maillage à partir de délinéations grossières sur 40 à 70 % des coupes pour augmenter la préci-
sion mais cela reste insuffisant. En outre, cette équipe préserve l’utilisation de la courbure pour la définition
de la force interne au contraire de Hu et al. dont la régularisation présente alors l’inconvénient de faire ré-
trécir le contour en l’absence de force image.
L’algorithme de contour dynamique discret a été amplement appliqué, essentiellement en 2D et pseudo
3D, en raison de sa rapidité et de son efficacité. Cependant, cette méthode est sensible a l’initialisation et
de nombreuses variantes ont été proposées pour réduire cet inconvénient, reposant sur la recherche de bords
à plus grande échelle, la multirésolution, la régularisation, la classification ou encore l’augmentation de
l’interaction. Une véritable approche 3D, intégrant de ce fait une information globale, a été peu exploitée et
reste donc à envisager.
4.3.2 Modèles statistiques et paramétriques de forme
Les méthodes de détecteurs de bords, de texture, de snakes ou de level sets présentées précédemment
offrent une segmentation correcte des images échographiques de prostate de bonne qualité. Cependant, leur
sensibilité aux artefacts affecte leur comportement. Les approches présentées par la suite tentent ainsi d’y
remédier en intégrant une connaissance a priori plus forte sur la forme globale par le biais de modèles
paramétriques ou statistiques, et parfois aussi sur l’apparence.
4.3.2.1 Modèles statistiques
Les approches décrites ici s’intéressent à une représentation statistique de connaissances a priori sur la
forme ou l’apparence de la prostate. Les informations recueillies lors de la phase d’apprentissage servent
ensuite à contraindre la déformation du contour pour trouver le meilleur compromis entre les données issues
de l’image et le modèle.
Le modèle de distribution de points (PDM = Point Distribution Model) est couramment utilisé pour
caractériser une collection de formes. Les contours de l’ensemble d’apprentissage sont échantillonnés en
un nombre de points de repère fixé que l’on doit retrouver d’un individu à l’autre. Divers algorithmes per-
mettent d’optimiser la sélection de ces points [Cootes 95], [Arámbula Cosío 99], [Davies 04], qui, dans le
cas de la prostate ne sont pas clairement identifiables. Les différentes formes sont ensuite alignées les unes
sur les autres par le biais de translation, de rotation et de mise à l’échelle en minimisant les distances entre
les points équivalents. Néanmoins, même après alignement, les positions de chacun des repères varient. Le
modèle de distribution de point a donc pour objectif de caractériser statistiquement ces variations. Si le
contour est défini par n points de coordonnées (x,y), il peut être représenté par un point dans un espace à 2n
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dimensions. L’ensemble des formes constitue alors un nuage dans cet espace, contenu dans une région que
l’on appelle « domaine des formes autorisées » que l’on peut, par exemple, caractériser par une ellipse. Les
axes principaux sont calculés par une analyse en composantes principales (ACP). Ainsi, les vecteurs propres
pk de la matrice de covariance donnent les modes de variation, directions dans lesquelles les points tendent
à se déplacer ensemble lorsque la forme varie, et les valeurs propres λk indique leur importance. Seuls les
m premiers modes représentant plus de 98 % de l’information sont généralement conservés. De nouvelles
formes, contenues dans le domaine autorisé, peuvent alors être générées en additionnant la forme moyenne
à une combinaison linéaire des vecteurs propres :
x = x¯ +
m∑
k=1
bkpk. (4.13)
Les poids bk utilisés sont proportionnels aux valeurs propres et doivent conduire à des formes cohérentes
avec l’espace d’apprentissage. Etant donné que la population est majoritairement contenue dans 3 déviations
standards par rapport à la moyenne, les limites utilisées sont généralement :
− 3
√
λk ≤ bk ≤ 3
√
λk. (4.14)
Ce modèle peut ensuite être employé pour segmenter un objet en imposant à la forme de rester dans le
domaine autorisé. Dans le cas des modèles de formes actives (ASM = Active Shape Models) [Cootes 95],
l’initialisation consiste généralement à positionner la forme moyenne sur l’image. Dans un premier temps,
un critère, basé sur les caractéristiques de l’image au voisinage des points de repère, indique une meilleure
position. Les paramètres bk, contraints dans leurs limites, sont alors déduits pour coller au mieux au nouveau
contour :
b = PT (x − x¯), (4.15)
P contenant les vecteurs propres considérés, et sont ensuite utilisés pour générer une autre forme en utilisant
l’équation 4.13. La procédure est finalement répétée jusqu’à convergence.
Les formes actives ont été adoptées par [Hodge 06] pour segmenter la prostate par une approche pseudo-
3D rotationnelle. Quatre PDMs correspondant à quatre zones angulaires sont tout d’abord créés. La défor-
mation du contour s’appuie ensuite sur une fonction de coût calculée en chaque pixel d’un segment de
droite normal à la surface aux points de repère. Le minimum de cette fonction, définie à partir des moyennes
pondérées d’intensité de part et d’autre des pixels, renvoie la nouvelle position utilisée pour déterminer les
paramètres de forme. Cette approche appliquée aux images échographiques fournit de meilleurs résultats
que les méthodes de snakes ou de level sets classiques. En effet, le contour fuit moins car contraint par
l’apprentissage de forme. Des écarts apparaissent tout de même lorsque les bords sont mal définis. En outre,
les formes actives restent sensibles à l’initialisation en raison de minima locaux cohérents avec la forme de
la prostate dans lesquels elles peuvent rester bloquées. Finalement, la méthode de sélection des points de
repère ainsi que les poids associés aux moyennes conditionnent les résultats.
Quelques approches font appel à un algorithme génétique afin de rechercher la forme optimale pour
la segmentation d’une image donnée. [Arámbula Cosío 99], [Arámbula Cosío 08], [Wu 00]. La première
équipe utilise un PDM pour modéliser l’ensemble des délinéations manuelles. Les contours sont codés par
10 paramètres de formes et quatre paramètres de position puis intégrés dans l’algorithme génétique. A
chaque étape de l’évolution, les meilleurs candidats sont sélectionnés par une fonction objectif. Cette fonc-
tion est ici basée sur les moyennes d’intensité calculées à l’intérieur et l’extérieur du contour et est minimale
pour les bords limitant une région sombre entourée d’une région claire. Ces individus vont ensuite s’associer
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et muter jusqu’à stabilisation vers la solution optimale en termes de forme et d’apparence. Cette méthode
donne une première approximation mais présente tout de même de grands écarts par endroit avec le contour
expert.
Afin d’améliorer la précision de la segmentation, ce principe est développé dans [Arámbula Cosío 08]
pour initialiser un ASM. Un classifieur de Bayes est tout d’abord appliqué pour séparer la prostate du fond
en se basant sur la position et l’intensité. Une probabilité a priori est donc déduite à partir des contours ex-
pert pour chacune de ces classes. Les pixels des images test se voient ensuite attribuer l’étiquette de la classe
la plus probable a posteriori. L’algorithme génétique initialise alors grossièrement, sur l’image binaire, un
modèle de forme active en approximant les paramètres de position et deux des paramètres de forme. Le
contour obtenu est par la suite reporté sur l’image en niveaux de gris pour optimiser les variables précé-
demment définies. Les paramètres restants sont finalement déterminés par la déformation de l’ASM. Etant
donné la sensibilité des ASM à l’initialisation, la segmentation est réalisée successivement sur des images
lissées par des filtres gaussiens de variance 8, 4, 2 et 1. Les auteurs ont finalement montré que l’initialisation
automatique qu’ils proposaient améliorait légèrement les résultats obtenus par les ASM initialisés manuel-
lement. Les algorithmes génétiques sont cependant coûteux en temps de calcul avec une durée de traitement,
rapportée à la capacité actuelle des ordinateurs, d’environ 1 à 2 min par image.
Wu et al. [Wu 00], en partant du principe que la taille, la forme et la position de la prostate sont cor-
rélées, n’utilise pas un modèle de distribution de points qui perd ces relations. Ils présentent un modèle de
caractéristiques (FM = Feature Model) qui décrit les formes par la distance séparant le centre de la sonde à
celui de la prostate et les distances entre le centre de la prostate et les points du contour. L’algorithme géné-
tique déforme alors la courbe vers la solution optimale avec ici une fonction objectif basée sur le gradient.
Leur méthode fournit des résultats variables liés à la qualité de l’image.
Le modèle statistique est utilisé dans [Betrouni 05] pour contraindre la forme d’un snake, grâce à une
optimisation globale par recuit simulé. Une étape de prétraitement, basée sur un modèle de bruit, est tout
d’abord réalisée pour réduire les forts gradients parasites aux abords de la prostate. Les images trans-
abdominales présentent des zones de bruit d’apparence brillante avec une forme similaire et une position,
proche du bord de l’organe, caractéristique de l’échographe et de la fréquence utilisés pour l’acquisition.
Ainsi, en se basant sur l’histogramme, ils détectent manuellement ces tâches dans un ensemble d’apprentis-
sage puis fusionnent les régions obtenues. Le masque ainsi constitué est utilisé comme élément structurant
dans des opérations d’érosion et de dilatation. L’image est finalement lissée par un filtre médian à poids
adaptatifs avant de lancer la déformation. Ces prétraitements ainsi que l’intégration de connaissances a
priori sur la forme globale, corrigent les problèmes obtenus avec les snakes classiques et fournissent des
résultats proches des contours experts.
[Lu 08] utilise le modèle statistique pour améliorer l’initialisation d’un contour dynamique discret dans
une approche pseudo-3D rotationnelle. Pour limiter l’attraction vers les hyperéchogénécités, leur méthode
travaille dans une région d’intérêt définie autour des bords de l’organe. Les points ayant les gradients, préa-
lablement lissés par un filtre gaussien, les plus forts sont donc détectés à partir du centre de la prostate. Une
ellipse en est déduite par moindres carrés pour finalement construire une bande. Les sommets du contour
sont ensuite repositionnés, le long de lignes radiales, sur les pixels possédant une énergie minimale, dépen-
dant du gradient et de la distance au centre. Une étape de régularisation est alors effectuée avant d’ajuster
le modèle de forme. La déformation est ensuite réalisée par le DDC puis propagée aux autres coupes par
rotation jusqu’à obtenir une segmentation 3D offrant une bonne corrélation avec le volume de référence.
Exceptée la méthode de [Arámbula Cosío 08] qui intègre des informations de régions pour l’initialisa-
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tion, les techniques présentées jusqu’ici se sont contentées d’inclure des connaissances sur la forme dans le
processus de déformation. Or, comme nous l’avons vu, les approches basées sur les textures, apportent tout
de même de l’information. Les démarches suivantes s’intéressent donc à l’insertion de ces caractéristiques,
en plus des contraintes de forme, dans un modèle statistique pour guider la segmentation.
De la même manière que les ASM, les modèles d’apparence active (AAM) consistent à estimer sta-
tistiquement, en plus de la forme, la texture de l’image pour chaque point de repère. Les caractéristiques
utilisées sont diverses avec, par exemple, l’intensité ou le gradient. A chaque étape, et pour chaque sommet,
le candidat fournissant la meilleure correspondance au modèle d’apparence est sélectionné le long de la nor-
male. Ce nouveau contour est ensuite projeté dans l’espace des formes autorisées pour trouver la meilleure
adéquation.
Après avoir prétraité l’image par un filtre médian, des opérations morphologiques et un filtre gaussien,
[Medina 05] applique un AAM, basé sur l’intensité, à la segmentation 2D des images échographiques de
prostate. Leur méthode semble fournir de bons résultats sur les images bien définies mais rencontre en re-
vanche des difficultés à l’apex.
L’équipe de [Heimann 08] propose d’utiliser une méthode appelée détection de surface optimale (Opti-
mal Surface Detection) [Li 05] pour définir les meilleurs candidats corrélés avec le modèle d’apparence à
injecter dans le modèle de forme. Un graphe reliant les sommets du maillage entre eux ainsi que les voxels
situés le long des normales à la surface est tout d’abord créé. Un poids, d’autant plus petit que la proba-
bilité d’appartenir au bord est grande, est ensuite assigné au nœuds. L’algorithme de min-cut / max-flow
[Boycov 04] appliqué à ce graphe permet finalement de trouver la solution globale, représentée par une
surface, qui minimise les coûts. La probabilité des candidats est ici définie par son adéquation au modèle
d’apparence. Trois caractéristiques ont été testées :
1. Les gradients le long de la normale aux points de repère sont utilisés afin de créer un modèle pour
chacun d’entre eux. Les auteurs font ici l’hypothèse que ces profils peuvent être modélisés par une
distribution gaussienne. Enfin, la probabilité des voxels test est obtenue à partir de la distance de
Mahalanobis entre leur profil et le modèle correspondant.
2. Le deuxième modèle s’appuie également sur les gradients. Cependant, il ne considère plus les profils
comme des distributions gaussiennes et intègre également de l’information concernant des points
autres que ceux de la prostate. Un classifieur des plus proches voisins est alors entraîné puis appliqué
en phase de test pour déterminer le taux de voisins appartenant au bord. La probabilité est finalement
déduite de ce taux.
3. La troisième version cherche à intégrer plus d’information en s’appuyant sur un support plus large que
les normales. Ainsi, les intensités des voxels contenus dans deux cylindres dirigés suivant la normale,
l’un à l’intérieur, l’autre à l’extérieur, sont regroupées pour former un histogramme bimodal. Dans la
phase de test, les histogrammes sont comparés à ceux obtenus en apprentissage par la norme L1, la
distance minimale correspondant alors au poids.
Le modèle utilisant les histogrammes fournit de moins bons résultats que les autres et étonnamment le mo-
dèle incluant les profils des voxels n’appartenant pas au bord donne des résultats équivalents à la distribution
gaussienne. Les auteurs interprètent cela comme étant dû aux contraintes de forme qui n’autorisent pas ici
de déplacements libres. De grosses erreurs se produisent parfois, mais essentiellement à la base et l’apex où
en présence de bords forts cohérents avec la forme de la prostate..
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[Shen 03] s’appuie sur des caractéristiques plus évoluées issues de filtres de Gabor pour segmenter la
prostate en deux dimensions dans un schéma multirésolution. Le modèle statistique de forme est construit
en coordonnées polaires en intégrant la rotation de la prostate par rapport à la sonde. Ils utilisent un vecteur
d’attributs invariants par transformation affine qui contient les aires de n triangles formés par le point de
repère courant du contour et ses nie`mes plus proches voisins. Les attributs locaux reflètent les caractéristiques
géométriques comme la courbure tandis que les attributs globaux représentent les relations spatiales avec les
voisins éloignés. Ces vecteurs sont ensuite utilisés pour recaler les formes entre elles. Un modèle de texture
est également construit en utilisant un banc de filtre de Gabor. Par dilatation et rotation de la fonction
mère, les caractéristiques de l’image sont extraites à 3 différentes échelles et 6 angles. De plus, le filtre de
Gabor peut être divisé en une partie imaginaire et une partie réelle. En sélectionnant les bons paramètres
(fréquences centrales en fonction du nombre d’échelles et d’angles), la partie imaginaire représente un
détecteur de bord et la partie réelle, un filtre de lissage permettant de réduire le speckle. En outre, afin de
rendre les caractéristiques extraites invariantes par rotation, l’orientation par rapport à la sonde est intégrée.
L’initialisation est ensuite réalisée à partir de la forme moyenne en faisant correspondre au mieux sa partie
supérieure, où les transitions sont plus marquées, avec les bords forts, en optimisant la concordance avec
la partie imaginaire du modèle à l’échelle la plus grossière. La déformation consiste alors à minimiser une
énergie correspondant à une somme pondérée d’énergies interne et externe, cette dernière étant constituée
de deux éléments. Le premier utilise la partie imaginaire pour attirer la déformation vers les transitions
allant du foncé au clair. Le deuxième minimise la différence entre la partie réelle de l’image traitée et du
modèle à l’échelle la plus grossière. L’énergie interne s’appuie, quant à elle, sur la différence entre les
attributs de l’image et du modèle. Finalement, la segmentation est successivement effectuée sur des images
de différentes résolutions. L’intégration de contraintes sur la forme et l’apparence, le tout à plusieurs échelles
et angles, conduit à un modèle déformable non sensible à l’initialisation et semblant fournir de bons résultats.
La validation sur uniquement huit bases de données ne permet cependant pas de se forger une opinion
solide. En outre, l’algorithme est difficile à mettre en œuvre car il nécessite un choix de fréquences centrales
adaptées aux images à traiter. Enfin, la multirésolution fournie par des filtres de Gabor augmente les temps
de traitement.
La même équipe étend cette méthode en 3D avec comme principale modification, l’intégration de clas-
sifieurs KSVM (= Kernel Support Vector Machine) [Zhan 03], [Zhan 06]. Les KSVM permettent, à partir
d’un nombre donné d’échantillons, de les séparer de manière optimale par un plan de décision non linéaire
en se basant sur un apprentissage statistique. Dans la phase d’apprentissage, les voxels sont étiquetés comme
appartenant où non à la prostate, puis leurs caractéristiques de Gabor sont extraites par deux bancs 2D or-
thogonaux. Afin de tenir compte de l’inhomogénéité des images échographiques, la prostate est représentée
par un maillage triangulaire divisé en sous-surfaces. Un KSVM est ainsi attribué à chaque sous-surface et
entraîné dans son voisinage. Dans la phase de test, les KSVM attribuent à chaque voxel une probabilité
d’appartenir à la prostate en renvoyant leur distance à l’hyperplan de décision. En partant du principe qu’un
sommet du maillage est sur le bord de la prostate, les auteurs font l’hypothèse que les voxels dans son voi-
sinage sont à peu près équitablement répartis dans chacune des classes et que ces ensembles de voxels sont
symétriquement distribués de part et d’autre du sommet. La minimisation de l’énergie externe basée sur ces
hypothèses conduit ainsi le contour à l’intersection des classes en le contraignant également en forme.
Des modifications ont été apportées à cette méthode dans [Zhan 04] pour réduire les temps de calculs.
Trois résolutions différentes d’images sont utilisées, mais seule l’échelle la plus fine est soumise aux filtres
de Gabor. Un détecteur de bords, s’appuyant sur des opérateurs de Zernike 2D, orthogonaux entre eux,
est appliqué sur les images grossières dont la texture n’apporte pas beaucoup d’information. Uniquement
trois moments sont extraits puis intégrés dans la force externe pour conduire la surface vers les limites de
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l’organe. La déformation utilise la force et l’orientation des contours au voisinage du sommet considéré,
la distance séparant le sommet du bord et la différence des intensités avec le modèle, le tout à partir des
moments de Zernike. Le classifieur est également modifié en limitant le nombre de SVM qui décrivent les
caractéristiques obtenues par les filtres de Gabor pour la prostate et le fond afin de simplifier l’hyperplan
de séparation. Seul ce deuxième point est intégré dans [Zhan 06] pour réduire la complexité. Ces méthodes
fournissent une segmentation qui semble également robuste, y compris lorsque les bords sont mal définis.
Néanmoins, la validation est effectuée sur six volumes, ce qui est encore une fois insuffisant. Finalement,
bien que les SVM soient également chronophages, les travaux présentés dans [Zhan 04] permettent de ré-
duire considérablement la durée de traitement entre les algorithmes proposés dans [Zhan 03] et [Zhan 06],
passant de 40 à 3 minutes.
Les modèles statistiques de forme améliorent ainsi fortement la robustesse des modèles déformables
sur les images présentant des ombres acoustiques qui occultent les bords. Ils restent cependant sensibles
à certains minima locaux coïncidant avec la forme de la prostate. En outre, leur construction nécessite de
nombreuses données variées pour prendre en compte les différentes formes de prostate et leur efficacité est
dépendante de l’algorithme utilisé pour les recaler. L’application au 3D est ainsi moins évidente en raison
de la grande diversité des spécimens. L’ajout de déformations libres au domaine des formes autorisées, et de
connaissances a priori sur les informations issues de l’image, semblent, dans ce cas, nécessaire pour parvenir
à de meilleurs résultats. Néanmoins, les performances des modèles d’apparence sont liés aux caractéristiques
employées qui doivent, excepté pour les images bien contrastées et homogènes, s’appuyer sur des propriétés
plus poussées que l’intensité ou le gradient. Ils permettent alors de diminuer la sensibilité à l’initialisation
en réduisant l’attraction vers les minima locaux.
4.3.2.2 Modèle paramétrique de forme
Les modèles paramétriques de forme jouent le même rôle que les modèles statistiques, en représentant
le contour des prostates par des superellipses, des harmoniques sphériques, etc. ou encore des coefficients
d’ondelettes et non plus des points de repère positionnés le long du contour.
Les superellipses correspondent au modèle paramétrique de forme le plus appliqué à la prostate. Dans
[Gong 04], la forme de l’organe est tout d’abord apprise à partir de contours manuels en y ajustant des su-
perellipses et en minimisant la distance entre les aires. Les contours sont ainsi modélisés par uniquement
huit paramètres de formes et de position. La diversité des transformations permet de s’adapter à une grande
variété de formes mais rencontre des difficultés pour les parties concaves, cependant plus rares. En utilisant
une carte de bords générée par [Pathak 00], la déformation est ensuite réalisée par une approche bayésienne
qui maximise la somme des gradients aux points du contour tout en contraignant la forme en se basant sur
l’apprentissage. La symétrie des superellipses provoque quelques écarts mais la comparaison des distances
moyennes, pour une même image, d’une part, entre les segmentations produites et les délinéations manuelles
et, d’autre part, entre les différents contours expert montre une diminution de la variabilité. Néanmoins, cette
caractéristique limite l’intérêt des superellipsoïdes pour la segmentation 3D. Cette équipe reprend donc le
même principe pour l’extension en 3D mais en modélisant cette fois-ci la forme de la prostate par des har-
moniques sphériques [Tutar 06]. La segmentation produite ici est sensible à l’initialisation et à la qualité de
la carte des bords.
[Gong 05] et [Saroul 08] implémentent également des superellipses déformables mais qui s’appuient
cette fois-ci sur une approche région. Gong et al. intègrent ainsi les connaissances acquises durant l’ap-
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prentissage dans une méthode de level sets. Le contour cherche alors, à chaque étape de la déformation,
à maximiser la différence d’intensité entre intérieur et extérieur tout en étant influencé par les paramètres
de forme déduits du niveau zéro. Cette méthode permet d’améliorer nettement l’évolution de la courbe et
parvient à une segmentation proche du contour expert y compris sur des images où les bords manquent.
Néanmoins, seuls quatre exemples sont donnés sans évaluation quantitative. Par ailleurs, l’implémentation
est réalisée en utilisant uniquement les valeurs de la fonction level set à proximité du contour pour réduire
les temps de calcul.
Saroul et al. appliquent une superellipse déformable sans apprentissage. Ils minimisent, par descente de
gradient, une énergie associant des informations de forme et de texture modélisée par une distribution de
Rayleigh, pour chaque octant, à l’intérieur et à l’extérieur de la superellipse. La déformation conduit donc
à discriminer au mieux les régions internes et externes par leurs distributions tout en imposant la forme du
contour.
Finalement, les ondelettes sont exploitées dans [Knoll 99] pour contraindre la déformation d’un snake.
Une carte de bords est tout d’abord générée, à différentes échelles, en utilisant le module des coefficients
d’ondelettes et leur angle, respectivement proportionnels au module du gradient et à sa direction. Ces bords
sont ensuite sélectionnés sur leur amplitude et leur longueur. L’initialisation consiste alors à convoluer, à
une échelle donnée, les délinéations manuelles avec la carte, et à préserver celle offrant la meilleure cor-
respondance. La déformation du snake est conduite successivement par des énergies externes construites à
partir des maxima des modules de coefficients d’ondelettes et leurs angles à différentes échelles. Afin que le
contour évolue lorsque ce potentiel est nul, une force de type « ballon » ([Cohen 91]) est ajoutée, déformant
ainsi le contour radialement vers l’extérieur. Le contour initial est donc tout d’abord rétréci pour se situer à
l’intérieur. La déformation finale est réalisée avec le véritable gradient de l’image. Cependant, les résultats
sont, à ce stade, mauvais car le contour est facilement attiré dans les minima n’appartenant pas à la limite
de la prostate et s’échappe lorsque les bords sont mal définis. Afin de contraindre la forme, une transformée
par ondelettes est appliquée aux contours pour les représenter comme un vecteur de descripteurs d’onde-
lettes. Si la différence entre les coefficients d’ondelettes du contour et ceux de son modèle (défini lors de
l’initialisation) est trop grande, ces coefficients sont remplacés par ceux du modèle. Une force mesurant la
différence entre le contour reconstruit et le contour réel est également ajoutée pour restreindre les écarts. Ce
procédé limite ainsi l’attraction vers les minima locaux et évite la fuite lorsque le bord n’est pas visible.
De la même manière que les modèles statistiques, les modèles paramétriques de formes corrigent les
problèmes de fuite des modèles déformables classiques. L’augmentation de la durée de la segmentation
reste faible avec les superellipses, mais est un peu plus importante avec les harmoniques sphériques. Elle
reste cependant négligeable s’il on considère l’apport sur la précision.
4.4 Conclusion
En définitive, de nombreuses familles de méthodes ont été appliquées à la segmentation de la prostate
dans les images échographiques. Leur comparaison est cependant difficile sur le plan des performances car
les métriques et leurs unités, la qualité des bases de données et le nombre de références expert utilisées
diffèrent selon les articles. En outre, les temps de calculs, lorsqu’ils sont spécifiés, sont dépendants de la
taille des images, du langage de programmation et de la capacité des ordinateurs, ces informations n’étant
d’ailleurs pas toujours disponibles. L’annexe B récapitule les diverses métriques utilisées dans les travaux
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présentés dans ce chapitre, ainsi qu’un tableau résumant les performances de ces approches.
Le bilan sur l’efficacité de ces méthodes met en évidence de bons résultats sur les images bien contras-
tées, peu bruitées et homogènes quel que soit le procédé. Les modèles déformables offrent cependant da-
vantage de précision, notamment grâce à la présence d’une régularisation qui préserve une forme lisse.
Néanmoins, la problématique de la segmentation à laquelle nous nous intéressons ne se résume pas aux
bases de données de bonne qualité. En effet, ces algorithmes, utilisés dans un but clinique de diagnostic
ou de planning pré, per ou post-opératoire, doivent être robustes pour s’adapter au plus grand nombre de
patients. Les images échographiques présentent couramment des artefacts, comme nous l’avons vu dans le
chapitre 3, liés aux effecteurs, au mode d’acquisition, à la pathologie et à la thérapie et les organes avoisi-
nants perturbent également la netteté des bords. L’ensemble de ces difficultés complexifie ainsi énormément
la segmentation de la prostate.
Ainsi, les détecteurs de bords seuls ne sont pas suffisamment spécifiques aux contours de l’organe. Les
méthodes de suivi améliorent cette approche mais s’adaptent cependant difficilement au 3D. Les méthodes
basées région, tel que la classification, la croissance de région ou l’apprentissage par renforcement, doivent
s’appuyer sur des caractéristiques poussées et, pour le partitionnement des données, sur des classifieurs ef-
ficaces pour faire face à l’hétérogénéité de la prostate. Mais cela reste le plus souvent encore insuffisant et
coûteux en temps de calcul. La meilleure solution semble donc, pour le moment, se trouver du côté des mo-
dèles déformables. Mais encore une fois, les contours actifs classiques, comme les snakes ou les levels sets,
ne suffisent pas à segmenter les images mal définies. En effet, les minima locaux, l’occultation des bords et
les distributions similaires entre intérieur et extérieur affectent leur comportement. Les contours dynamiques
discrets sont également sensibles à ces artefacts, mais le sont cependant moins grâce à une initialisation
proche du bord et à leur caractère local. Des approches multirésolution ont donc été implantées permettant
de réduire l’attraction vers les petites structures parasites. Mais, finalement, la majorité des études se sont
penchées sur les modèles statistiques ou paramétriques pour améliorer les méthodes classiques et les résul-
tats affichés sont nettement meilleurs. La sensibilité à l’initialisation et aux bords parasites persiste mais est
cependant fortement diminuée, notamment grâce aux modèles d’apparence s’appuyant sur des informations
de texture évoluées. Les erreurs de segmentation au niveau de la base et de l’apex subsistent tout de même
pour la grande majorité de ces méthodes, en raison de la mauvaise définition de l’organe à ces extrémités,
quelle que soit la qualité des données. Une dernière remarque sera faîte sur les méthodes automatisées qui
fournissent parfois une initialisation insuffisante en raison de la sensibilité à la définition de l’image. L’inté-
gration d’une interaction, lorsque celle-ci reste simple et rapide, permet d’intégrer des connaissances expert
pour obtenir une bonne initialisation sans que les contraintes ajoutées ne soit trop importantes. Le meilleur
compromis entre interaction et robustesse doit donc être appliqué selon les performances de l’algorithme de
segmentation.
L’objectif de cette thèse est d’apporter une segmentation robuste pour le planning d’une intervention par
Ultrasons Focalisés à Haute Intensité. Au vu des contraintes imposées, évoquées au chapitre 2, qui, entre
autres, ne permettent pas de s’orienter vers un modèle de forme et/ou d’apparence et des résultats parus dans
la littérature, nous nous sommes tournés vers une méthode de contour dynamique discret tridimensionnelle
qui répond déjà partiellement aux différentes conditions.
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Méthode de base et améliorations apportées
L’étude bibliographique réalisée au préalable nous a orienté vers une méthode de Contour Dynamique
Discret (DDC) tridimensionnelle [Hu 03], présentée à la section 5.1, en raison, entre autres, de ses qualités
en terme de rapidité et de résultats. Ces derniers sont cependant fortement conditionnés par l’initialisation
qui nécessite d’être proche des bords de l’organe. La méthodologie introduite a pour but d’éviter, comme
cela est le cas dans l’utilisation simple de l’algorithme DDC, de converger vers un contour qui s’accrocherait
pour partie sur des structures parasites. La difficulté vient de la faiblesse du signal de bord de prostate et
de la présence de bords parasites leurrant facilement l’algorithme. Le problème est de contrecarrer ce type
de convergence parasite, qui correspond à un maximum de la fonction énergie, obtenu dans le voisinage du
contour initial, et ailleurs que sur le vrai contour. Une solution naturelle pour ce faire est d’élargir le domaine
de recherche autour du contour initial, et d’utiliser des heuristiques pour transformer ce dernier en déplaçant
tout ou partie de ses points vers des positions considérées comme de bonnes candidates à se trouver sur le
vrai contour, dans ce champ de « vision » plus large.
Quand on envisage de procéder par heuristique on se trouve souvent face à une multitude de possibi-
lités. Des choix doivent être faits, que l’on ne peut justifier qu’intuitivement et leur validité ne peut être
discutée objectivement qu’au moyen d’évaluations quantitatives, éventuellement avec confrontation avec
une méthode de référence si elle existe. Une question de principe peut d’ailleurs être posée : en étendant
suffisamment l’espace de recherche autour du contour initial et pour une fonction énergie à maximiser (ou à
minimiser) bien choisie, peut on espérer qu’une procédure d’optimisation globale fournisse avec une bonne
probabilité (définie en raisonnant sur un ensemble varié de situations, y compris de mauvaises bases de
données) un contour final proche du contour réel de l’organe. On ne pourra évidemment pas répondre dans
le type de problème complexe posé ici à cette question (qui est une question d’évaluation de la précision
statistique d’un estimateur, a moins de recourir à un modèle de simulation fiable difficile à élaborer et des
calculs intensifs sur machine).
L’approche proposée ici, qui s’inscrit dans ce schéma de recherche de candidats et de repositionnement
du contour, est bien entendu plus modeste et sera détaillée à la section 5.2. Cette partie des travaux cor-
respond au bloc « points d’ancrage » du schéma 5.1, celui-ci récapitulant de manière plus large, les étapes
majeures des études réalisées. Ainsi, alors que l’algorithme DDC exploite directement le champ de gradient
de l’image, nous avons cherché à définir des amers et, de ce fait, à sélectionner au préalable l’information
disponible. Différentes solutions étant proposées à ce stade, nous avons utilisé la méthode de détection de
surface optimale (OSD) [Li 04] pour les fusionner avant de lancer la déformation par DDC. Nous avons
alors été amenés à tester également l’OSD de manière directe à partir du maillage initial.
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F. 5.1 – Schéma récapitulatif des travaux réalisés.
5.1 Contour Dynamique Discret
L’algorithme de Contour Dynamique Discret se décompose en deux phases avec, tout d’abord, l’initia-
lisation correspondant à la création d’un maillage, puis l’amélioration de ce maillage par une méthode de
modèle déformable pour l’ajuster au mieux sur le contour de l’organe.
5.1.1 Initialisation
L’initialisation est réalisée, dans [Hu 03], à partir de 6 points positionnés manuellement sur le bord de
la prostate. Quatre d’entre eux (pinit
0
, pinit
1
, pinit
2
, pinit
3
) se situent dans une coupe centrale tels que représentés
sur la figure 5.2, tandis que les deux restants (pinit
4
, pinit
5
) sont placés au centre de la base et de l’apex. Le
point pinit
0
, pinit
4
, pinit
5
correspondent respectivement au point initial du côté de la paroi rectale, de la base et
de l’apex.
F. 5.2 – Points initiaux placés manuellement sur le contour de la prostate.
Un maillage, décrivant la surface d’un ellipsoïde, défini avec méridiens et parallèles (dont les sommets
peuvent donc être précisés par deux entiers), est alors généré à partir des points initiaux pinit
k
(xk, yk, zk), k =
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0, ..., 5 où le centre C(xc, yc, zc) et les demi-axes sx, sy et sz sont définis par :
xc =
x1 + x3
2
, sx =
x1 − x3
2
,
yc =
y0 + y2
2
, sy =
y2 − y0
2
,
zc =
z4 + z5
2
, sz =
z5 − z4
2
.
La surface obtenue ne passe pas exactement par les points initiaux et peut se situer, à ce stade, loin
des bords de la prostate. Une transformation tridimensionnelle par plaques minces (« Thin Plate Spline »)
[Bookstein 89], analogue aux splines cubiques en une dimension, est donc appliquée pour déformer l’ellip-
soïde tout en préservant une forme lisse. Cette transformation fournit une fonction de mise en correspon-
dance de deux ensembles de points homologues appelés points source et points cible, permettant de déduire
pour chaque point (x, y, z) son point homologue déformé dans le volume image 3D :
(x, y, z) → ( fx(x, y, z), fy(x, y, z), fz(x, y, z)), (5.1)
où fx, fy et fz sont les composantes de la fonction vectorielle d’interpolation par plaques minces F =
( fx, fy, fz). Chacune de ses composantes est décrite par :
f (x, y, z) = a0 + a1x + a2y + a3z +
N∑
k=0
wkU(‖(x, y, z) − p
s
k‖), (5.2)
où ps
k
correspondent aux points source. La fonction U(‖d‖) =‖ d ‖ est une solution de l’équation biharmo-
nique △2U = 0 qui satisfait la condition de minimisation de l’énergie de courbure définie par :
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
(
∂2 f
∂x2
)2
+
(
∂2 f
∂y2
)2
+
(
∂2 f
∂z2
)2
+ 2

(
∂2 f
∂xy
)2
+
(
∂2 f
∂xz
)2
+
(
∂2 f
∂yz
)2 dxdydz. (5.3)
Les vecteurs de coefficients a = (a0, a1, a2, a3) et w = (w0,w1, · · ·wN) peuvent être déterminés par une
formulation matricielle qui, en notant pc
k
les points cible, s’exprime par :
[w|a]T = L−1YT (5.4)
avec L =
[
K P
PT 04×4
]
et Y =
(
pc
1
, pc
2
, · · · pc
N
| 0 0 0 0
)
, (5.5)
où K =

0 U(d12) · · · U(d1N)
U(d21) 0 · · · U(d2N)
...
...
. . .
...
U(dN1) U(dN2) · · · 0
 , di j =‖ p
s
i
− ps
j
‖ et P =

1 ps
1
1 ps
2
...
...
1 ps
N
 (5.6)
Dans le cas de l’initialisation, les points source correspondent aux extrémités des demi-axes de l’ellip-
soïde tandis que les points cible sont définis par les points initiaux pinit
k
. La fonction d’interpolation F permet
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alors de déterminer pour chaque sommet du maillage de l’ellipsoïde, son sommet homologue déformé. Cette
méthode permet finalement d’obtenir rapidement et simplement un maillage dont la forme ressemble à celle
de la prostate et dont les sommets se sont rapprochés de sa frontière même s’ils en sont encore parfois
éloignés (figure 5.3).
F. 5.3 – Maillage initial obtenu après transformation de l’ellipsoïde par plaques minces.
5.1.2 Déformation
Une fois le maillage initial créé, la déformation est produite en appliquant des forces aux sommets pour
les conduire vers les bords de la prostate tout en préservant une forme régulière.
5.1.2.1 Dynamique
En introduisant une masse fictive en chaque sommet, leur déplacement est obtenu par application du
principe fondamental de la dynamique. Ainsi la somme des forces en un sommet i permet d’en calculer
l’accélération et d’en déduire la position et la vitesse à partir de l’instant précédent (approximation d’Euler) :
pi(t + △t) = pi(t) + vi(t)△t, (5.7)
vi(t + △t) = vi(t) + ai(t)△t, (5.8)
ai(t + △t) =
1
mi
ftoti (t + △t), (5.9)
avec pi=(xi, yi, zi), la position du sommet,
vi, la vitesse,
ai, l’accélération,
ftoti , la force totale,
mi, la masse normalisée à 1,
et △t, le pas temporel, également choisi égal à 1.
La procédure de déformation est ainsi répétée jusqu’à ce que les sommets s’immobilisent, ou plus pré-
cisément jusqu’à ce que l’accélération et la vitesse deviennent proches de zéro pour tous les sommets i :
‖ai‖< ǫ, ‖vi‖< ǫ. (5.10)
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avec ǫ une faible valeur positive (de l’ordre de 0,01). Sans que les vi et les ai ne s’annulent exactement, les
déplacements deviennent en général très faibles et n’apportent plus de changements notables au delà d’un
certain nombre d’itérations. Par conséquent, dans le cas où le critère d’arrêt défini par les équations 5.10
n’est pas atteint, l’algorithme est stoppé après un nombre d’itérations fixé à l’avance et garantissant une
bonne approche d’une position d’équilibre. De plus, les points initiaux entrés par l’opérateur appartenant
par hypothèse au bord de la prostate, ceux-ci peuvent être maintenus à leur position en leur appliquant une
force totale nulle.
5.1.2.2 Définition des forces
La force totale f toti , à l’origine de la déformation du maillage, s’exprime comme une somme pondérée
d’une force externe (ou force image), d’une force interne et d’une force d’amortissement :
f toti = w
ext
i f
ext
i + w
int
i f
int
i + f
d
i , (5.11)
où les poids w ext
i
et w int
i
sont identiques pour tous les sommets et constants durant la déformation.
La force externe déplace le maillage vers des régions possédant les propriétés caractéristiques d’un bord
de prostate. Elle est définie ici comme étant égale au gradient d’une fonction énergie (potentiel). Cette
fonction dépend du gradient de l’image lissée par un filtre gaussien, et est définie par :
E(x, y, z) = ‖∇(Gσ ∗ I(x, y, z)‖, (5.12)
où Gσ est un filtre gaussien isotope, I l’image, (x, y, z) les coordonnées des pixels. On a donc :
f ext(x, y, z) =
∇E(x, y, z)
max‖∇E(x, y, z)‖
, (5.13)
où max‖∇E(x, y, z)‖ est le maximum détecté dans le volume image. L’amplitude de la déviation standard σ
conditionne la distance à laquelle le bord pourra être attractif. Une grande valeur est donc préférable pour
permettre de progresser vers les contours plus éloignés mais diminuera alors la précision de la localisation.
Afin d’éviter que les sommets ne se regroupent, les composantes tangentielles sont ignorées :
f exti = (f
ext(xi, yi, zi).ri).ri, (5.14)
où f ext(xi, yi, zi) correspond à la force interpolée linéairement en trois dimensions aux coordonnées réelles
du sommet i à partir des forces des voxels voisins et ri, le vecteur unité normal à la surface en ce sommet et
orienté vers l’extérieur.
En outre, pour limiter l’attraction du contour vers des singularités autres qu’un bord de prostate, une
contrainte directionnelle est incluse dans le processus de déformation (cf. chapitre 3). Considérant que la
prostate est plus sombre que son environnement, seules les forces externes s’appuyant sur un gradient dirigé
vers l’extérieur, c’est à dire dans le sens de la normale, sont prises en compte :
f exti =
{
(f ext.ri).ri si ri.∇(Gσ ∗ I(xi, yi, zi)) ≥ 0,
0, sinon.
(5.15)
Le bruit présent dans les images échographiques générant beaucoup de minima locaux via l’opérateur
gradient, une force interne est ajoutée pour régulariser le contour :
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f inti =

− 1M
M∑
j=1
ei j
‖ei j‖
 · ri
 · ri (5.16)
où ei j = pi − p j est le vecteur reliant le sommet j de coordonnée p j et le sommet i de coordonnée pi, et
M le nombre de voisins. De la même manière que la force externe, la force interne est orientée suivant la
normale ri. Cette force devient négligeable lorsque la surface s’aplanit localement. Ainsi, lorsque qu’un
sommet produit un pic ou un creux relativement à ses voisins, la force interne le ramènera au niveau de ces
derniers. Cependant, le maillage étant une surface fermée avec un échantillonnage relativement parcimo-
nieux, l’agencement entre sommet voisins ne pourra pas s’apparenter à un plan. Cette définition de la force
interne amène, en absence de force externe, le contour à rétrécir jusqu’à converger en un point.
Finalement, une force d’amortissement fluide, proportionnelle et opposée à la vitesse, permet d’assurer
la stabilité du comportement dynamique et d’éviter des oscillations de part et d’autre du bord :
f di = w
d
i vi (5.17)
avec wd
i
une pondération négative. En effet, f inti peut être assimilée à une force élastique qui, conjointement
avec la masse des sommets, constitue un système masse-ressort qui demande à être amorti.
Cette méthode a pour avantage d’avoir une initialisation simple, demandant peu d’interactions avec
l’utilisateur, et produisant une forme similaire à celle de la prostate. Elle peut fournir dans bien des cas,
une segmentation rapide et de bonne qualité. Cependant, elle n’exploite l’image que localement et est, par
conséquent, sensible à l’initialisation. En effet, le maillage initial doit être à proximité du bord de la prostate,
et ne pas être trop proche de la paroi rectale qui présente elle-même un fort gradient. Le contour initial ne
vérifiant pas toujours ces conditions, la déformation après convergence mène parfois à des minima erronés.
Par ailleurs, la méthode présente souvent de grands écarts au niveau de la base et de l’apex lorsque les
bords sont mal définis. Néanmoins, comme nous l’avons vu au chapitre 4, cet inconvénient est commun à la
majorité des approches. Enfin, la définition de la force interne, telle que présentée dans [Hu 03], a tendance
à rétrécir le contour et peut donc « freiner » des forces images qui tendant à amener le maillage vers des
bords de prostate se situant à l’extérieur du maillage.
5.2 Approches proposées
L’objectif des travaux présentés dans cette partie est de diminuer la sensibilité à l’initialisation de l’al-
gorithme DDC appliqué aux images échographiques de prostate, dans sa version proposée dans les travaux
de Hu et al. Dans un premier temps, nous présenterons, dans la section 5.2.1.1, le calcul de la normale, la
construction du repère local associé ainsi que la définition de la courbure que nous utiliserons. Nous nous
intéresserons ensuite aux premières modifications amenées à la méthode qui ont pour but de rapprocher le
maillage initial du bord de l’organe avant de lancer la déformation. Après un léger changement dans l’initia-
lisation (section 5.2.2), cinq étapes supplémentaires, illustrées sur le schéma 5.4, sont appliquées. La paroi
rectale est tout d’abord extraite afin d’éviter de la confondre avec le bord de la prostate, comme décrit à la
section 5.2.3. L’image à proximité du contour est ensuite explorée pour rechercher de nouveaux candidats
puis repositionner les sommets. Cependant, les images échographiques sont fortement bruitées et présentent
de nombreux artefacts. Le maillage obtenu à ce stade est par conséquent accidenté et un post-traitement est
alors nécessaire pour le régulariser. Cette étape conduira cependant à l’obtention de deux solutions impli-
quant un choix. Pour ce faire, l’algorithme de détection de surface optimale, détaillé à la section 5.2.8, sera
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utilisé. Finalement, après avoir modifié la force interne, la déformation par la méthode de contour dynamique
discret sera appliquée pour finaliser la segmentation (section 5.2.9).
F. 5.4 – Algorithme de Contour Dynamique Discret appliqué à la prostate [Hu 03] (gauche). Etape supplémentaire
qui rapproche le maillage initial du bord de la prostate avant d’appliquer la déformation (droite).
5.2.1 Définitions préliminaires
5.2.1.1 Normale à la surface
Le calcul de la normale n’étant pas décrit dans l’article de Hu et al., la définition proposée par [Ghanei 98]
a été appliquée. Celle-ci définit la normale Ri en un sommet i par une somme pondérée des normales
(unitaires) nik aux facettes voisines. Les pondérations, correspondant pour chacune d’entre elles à l’angle
adjacent au sommet (figure 5.5), tiennent ainsi compte des contributions propres aux différentes facettes
(équations 5.18, 5.19, 5.20, 5.21).
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F. 5.5 – Définition de la normale au sommet i en fonction des normales unitaires ni,k des facettes voisines et des
angles adjacents au sommet θi,k.
Ri =
1
θi
M−1∑
k=0
θi,kni,k, (5.18)
où θi =
M−1∑
k=0
θi,k, (5.19)
et θi,k = cos
−1(ei,k, ei,k+1). (5.20)
Le vecteur normal à chaque facette est obtenu par le produit vectoriel de deux de ces arrêtes :
ni,k =
ei,k ∧ ei,k+1
‖ei,k ∧ ei,k+1‖
(5.21)
Finalement, le vecteur ri, dirigé vers l’extérieur, est construit par normalisation :
ri =
Ri
‖Ri‖
. (5.22)
5.2.1.2 Repère local
La surface produite lors de l’initialisation est constituée d’un ensemble ordonné de sommets repérés par
un indice i = (a, b), où a et b sont les coordonnées sur le maillage précisant respectivement un indice de
méridien et de parallèle (figure 5.6).
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F. 5.6 – Coordonnées sur le maillage.
Les repères locaux, définis pour chaque sommet i, sont construits (figure 5.7) avec la direction Z′ (rouge)
donnée par celle de la normale ri. L’axe X
′ (bleu) correspond, dans notre cas, à la projection, sur le plan
tangent défini par ri, du vecteur e ji avec i = (a, b) et j = (a, b − 1). La direction Y
′ est alors orthogonale à la
paire (X′,Z′). Il en résulte une matrice orthonormale R = [R1,R2,R3]
T permettant de passer du système de
coordonnées globales recentrées sur le sommet i au système de coordonnées locales, avec :
R3 = ri R1 =
(I − rir
T
i
)ei j
‖(I − rir
T
i
)ei j‖
R2 = R3 ∧ R1 (5.23)
où I est la matrice identité.
F. 5.7 – Repère local en un sommet du maillage. En rouge, R3 (Z
′) ; En bleu, R1 (X
′) ; En vert, R2 (Y
′).
5.2.1.3 Courbures
Par la suite, différentes étapes de la méthode utiliseront des courbures moyennes. Le choix de la méthode
pour leur estimation s’est orienté vers l’ajustement d’une quadrique, qui offre une meilleure précision que
d’autres approches classiques [Surazhsky 03]. Une forme simple de quadrique Z′ = aX′2+bX′Y ′+cY ′2 a été
utilisée pour limiter les temps de calcul. Le principe consiste alors à ajuster cette surface lisse à un ensemble
de sommets voisins du sommet d’intérêt i, puis à utiliser la courbure de cette surface comme estimation.
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A partir du repère local défini précédemment, les coordonnées locales des sommets voisins sont, tout
d’abord, déterminées par la relation p’v(i,k) = R(pv(i,k) − pi), puis exploitées pour déduire par moindre carrés
les coefficients de la quadrique :

x
′2
v(i,1)
x′
v(i,1)
y′
v(i,1)
y
′2
v(i,1)
...
...
...
x
′2
v(i,n)
x′
v(i,n)
y′
v(i,n)
y
′2
v(i,n)


a
b
c

i
=

z′
v(i,1)
...
z′
v(i,n)
 (5.24)
La courbure moyenne au sommet i est alors donnée par :
Hi = ai + ci. (5.25)
Bien que nos travaux aient été effectués sur les bases de données non interpolées, la position réelle des
sommets et leurs normales associées ont été prises en compte dans le calcul des courbures afin de ne pas
introduire de biais.
5.2.2 Ajout de points initiaux
Les résultats de la segmentation sont fortement conditionnés par l’éloignement entre le maillage de
départ et le bord de l’organe et donc par le placement des points initiaux. Les points pinit
0
et pinit
2
situés res-
pectivement aux extrémités inférieure et supérieure dans une coupe axiale centrale sont approximativement
alignés de manière à correspondre à l’orientation de la prostate dans cette vue (figure 5.8). pinit
1
et pinit
3
sont
alors placés de part et d’autre de façon à ce que le segment qu’ils forment soit à peu près orthogonal à l’axe
reliant pinit
0
à pinit
2
. Les figures 5.8 et 5.9, (a) et (b) illustrent deux exemples de contours initiaux (jaune) pour
lesquels seuls les points initiaux pinit
1
et pinit
3
diffèrent. Dans le cas où ceux-ci sont placés à mi-hauteur, le
maillage apparaît adapté à la partie haute de l’organe mais trop éloigné de sa partie basse. Il est donc usuel
de les déplacer vers le bas, là où l’organe se montre souvent plus large, afin de s’approcher au mieux des
bords à atteindre. Cependant, la prostate étant parfois bombée sur sa partie supérieure, ces quatre points
initiaux ne suffisent pas toujours. Deux points ont donc été ajoutés sur le haut de l’organe pour préciser
l’initialisation (figures 5.8 et 5.9 (c)). Bien que n’étant pas toujours nécessaire, ceci permet de s’adapter à
une plus grande variété de formes sans pour autant être trop contraignant pour l’utilisateur.
F. 5.8 – Différentes configurations du placement des points initiaux (rouge) au nombre de six (resp. huit) au total
pour (a) et (b) (resp. (c)) donc quatre (resp. six) sur la coupe axiale présentée. Maillage initial en jaune, référence
expert en cyan.
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F. 5.9 – Vues 3D des maillages initiaux (jaune) correspondant aux différentes configurations du placement des
points initiaux de la figure 5.8 superposées à la référence expert (cyan).
5.2.3 Extraction de la paroi rectale
La paroi rectale présente des gradients qui, lorsque l’on compare des valeurs de projection sur la normale
à la surface du maillage, peuvent être plus importants que pour le bord de la prostate. Afin d’écarter cette
région lors de la recherche de nouveaux candidats, une procédure préalable est appliquée, non pas pour seg-
menter précisément la paroi rectale, mais pour extraire une zone la contenant. Pour cela, des rayons sont tout
d’abord lancés à partir du centre de la sonde, définis dans chacune des coupes, en couvrant complètement
un angle d’environ 120 °. Le ballon étant majoritairement hypoéchogène, les premiers pixels brillants pb dé-
tectés appartiennent généralement à l’interface avec la paroi rectale. Néanmoins, quelques artefacts peuvent
se manifester par des traînées de points peu intenses, entraînant une mauvaise localisation de la limite du
ballon. La variation de longueur d’un rayon à son voisin doit cependant être a priori limitée. En outre, les
voxels pb parasites sont peu brillants et possèdent, par conséquent, un niveau de gris inférieur à la moyenne
d’intensité des voxels pb. Ces a priori ont ainsi été exploités pour prolonger les rayons ne vérifiant pas les
conditions de continuité (de leur longueur, d’un rayon à un rayon voisin) et d’intensité afin de se rapprocher
plus précisément de l’interface entre le ballon et la paroi rectale (figures 5.10 de gauche)(cf. annexe C pour
plus de détails).
Les pixels situés dans une bande étroite à partir du bord du ballon sont ensuite considérés comme ap-
partenant potentiellement à la paroi rectale (figures 5.10 de droite). L’épaisseur de cette région est définie
comme égale à di−2, où di correspond à la distance séparant le bord du ballon du point initial p
init
0
en suivant
la normale en ce sommet. Cependant, la prostate n’étant pas toujours accolée à la paroi rectale, notamment
pour celles de petite taille, une épaisseur maximale de 20 pixels, déterminée empiriquement sur un ensemble
de bases de données patient, a été choisie.
F. 5.10 – Détection de l’interface entre le ballon et la paroi rectale (gauche). Premiers pixels brillants (rouge), pixels
corrigés par des contraintes de régularité et d’intensité (jaune). Extraction d’une zone (en blanc) contenant la paroi
rectale (droite). Contour expert (vert).
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La courbure de la paroi rectale et la proximité de la prostate conduisent parfois certains sommets du
maillage initial à se situer dans le ballon ou sur la paroi rectale. Si tel est le cas, ces points sont alors
déplacés, suivant le rayon qui les relie au centre de la sonde, en direction de la prostate jusqu’à ce qu’il sorte
de la zone définie précédemment (figure 5.11).
F. 5.11 – Maillage initial possédant des sommets dans le ballon ou sur la paroi rectale (jaune), déplacement de ces
sommets vers la prostate (cyan). Vue axiale (gauche), vue sagittale non interpolée (droite).
5.2.4 Détection des candidats
La détection des candidats a pour objectif de rechercher localement dans un voisinage de chaque som-
met, cylindrique et aligné sur la normale correspondante, de nouvelles positions candidates à être situées
sur un bord de prostate, en exploitant les caractéristiques de l’image. Nous détaillerons ici la procédure
appliquée pour y parvenir puis nous expliquerons le choix des longueurs définissant l’horizon de recherche.
5.2.4.1 Procédure de détection
Une fois la zone de la paroi rectale détectée et le maillage repositionné vers l’intérieur, cette région
devient moins sensible aux faux positifs. Cependant, pour le reste de la prostate, le maillage peut se trouver
éloigné de la limite de l’organe et risque de ne pas l’atteindre lors de la déformation. L’idée est donc ici,
en des endroits où l’image est suffisamment informative, de repositionner le maillage à proximité du bord
avant d’appliquer les forces. Le contour au voisinage du sommet i est, encore une fois, considéré comme
caractérisé par un gradient G(x,y,z) fort orienté suivant la normale ri. A noter que, par simplicité, nous
appellerons gradient, le gradient de l’image lissée par un filtre gaussien. Ainsi, pour chaque sommet, on
considère un cylindre orienté normalement à la surface pour délimiter la zone de recherche (figure 5.12).
La première approche consiste alors à y détecter le point mps présentant le maximum de produit scalaire
positif entre G(x, y, z) = ∇(Gσ ∗ I(x, y, z)) et ri, que l’on nommera Mps. Au niveau de la paroi rectale, la
zone préalablement extraite (zone blanche sur la figure 5.10 à droite) est exclue de la recherche. Si Mps > 0
une méthode de croissance de région est ensuite utilisée pour dégager un ensemble de voxels connexes et
incluantmps, que nous nommerons région candidate et noterons Rg(i). Ces voxels présentent tous une valeur
de gradient projeté comprise entre les seuils Tl et Th définis par :
Tl(λ) = λ Mps, (5.26)
Th = Mps. (5.27)
où λ ∈ [0,1].
Il en résulte, dans ce cas, une ou aucune région candidate par sommet, dépendant de la présence de mps
avec une valeur Mps positive. Un exemple est donné sur la figure 5.13 où apparaît, sur la coupe axiale (a),
92
chapitre 5 5.2. Approches proposées
une bonne adéquation entre les régions extraites et le contour expert (cyan). Nous remarquons cependant
l’absence de candidat sur la partie droite de l’image, où le bord est moins bien défini (ou même pratiquement
invisible) avec parfois de faux positifs générés par d’autres structures (petite région à l’intérieur du contour
rouge). La vue 3D (figures (b), (c) et (d)) met en évidence une plus forte concentration de régions sur
la partie centrale qu’à la base où l’apex. Ces représentations illustrent également le gain obtenu par le
traitement préalable appliqué à la paroi rectale qui permet d’éviter de forts gradients présents dans cette
zone et de repérer ceux, de plus faible amplitude, présents sur le bord de la prostate.
F. 5.12 – Cylindres centrés sur les sommets du maillage initial et orienté suivant la normale, délimitant la zone de
recherche des nouveaux candidats.
F. 5.13 – Extraction d’une région par sommet. (a) Coupe axiale avec contour expert superposé (cyan) et maillage
initial (rouge). (b) Régions extraites sans détection préalable de la paroi rectale, (c) superposition de la zone contenant
la paroi rectale, (d) Régions extraites en excluant les maxima contenus dans la région de la paroi rectale. La couleur
utilisée pour les régions correspond à l’amplitude du gradient croissante du bleu au rouge.
La deuxième approche est motivée par le constat suivant : la limite de la prostate pouvant être peu mar-
quée, avec parfois des structures avoisinantes présentant de fortes valeurs de gradients projetés, l’extraction
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du maximum ne conduira par forcément vers la frontière de l’organe. Ainsi, plusieurs régions candidates
par sommet ont été recherchées. Localiser le mps dans le cylindre, extraire la région candidate associée puis
exclure les voxels la constituant pour rechercher le maximum suivant, le tout itérativement, conduit fré-
quemment à une concentration des voxels autour du premier maximum plutôt qu’à l’obtention de plusieurs
régions. Par conséquent, la procédure choisie a été de partitionner le cylindre en 2 ou 3 parties selon sa lon-
gueur pour y rechercher desmps locaux. Des régions sont ensuite dégagées sans tenir compte de la partition.
Dans le cas où deux régions 1 et 2 se recouvrent, seule celle issue du point possédant la valeur de gradient
projeté max(Mps1,Mps2) est retenue (région R2 dans le cas représenté sur le schéma 5.14). En effet, la taille
de la région étant exploitée par la suite, il est nécessaire que seuls les voxels connexes appartenant à un
intervalle [λTh,Th], avec λ fixé à une valeur entre zéro et un, y soient inclus. Finalement, chaque sommet i
possède de 0 à 3 régions (figure 5.15), impliquant une phase de sélection avant de le repositionner au mieux.
Avant de décrire les méthodes mises en œuvre pour y parvenir (section 5.2.5), nous allons, dans un premier
temps, nous intéresser au choix des profondeurs de recherche.
F. 5.14 – Recouvrement de régions extraites dans le cylindre au niveau d’un fort gradient représenté par un profil
gaussien. R1 et R2 correspondent aux régions issues respectivement de mps1 et mps2.
F. 5.15 – Extraction de plusieurs régions par sommet.
5.2.4.2 Longueurs de recherche
La distance maximale au contour initial à laquelle les candidats vont être recherchés conditionne les
erreurs sur le recrutement des régions dans le cylindre. En effet, les images échographiques de prostate ne
sont pas toujours bien définies. Une trop grande longueur de recherche augmente donc le risque de détecter
des bords parasites mais une portée trop faible diminue les chances de capturer le contour lorsque celui-ci
est éloigné.
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Dans [Nanayakkara 06], les longueurs de recherche associées aux points du contour sont modulées en
fonction de leurs probabilités d’appartenir au bord de la prostate. Ainsi, plus le contraste entre l’intérieur
et l’extérieur est fort et plus les intensités au sein du contour sont homogènes, moins la profondeur de re-
cherche associée au sommet considéré est grande. Ceci a du sens dans le cas d’une prostate bien contrastée
et plus particulièrement en deux dimensions où le contour initial a de fortes chances d’être proche du bord.
Cependant, dans le cas tridimensionnel, le maillage initial présente plus souvent des sommets éloignés des
limites de la prostate. Par ailleurs, les limites de l’organe peuvent être peu marquées tout en se trouvant à
proximité d’un gradient fort n’appartenant pas la frontière recherchée. Le sommet peut ainsi être positionné
sur un bord probable sans que cela soit celui de la prostate. Définir de manière adaptative une bonne lon-
gueur de recherche en exploitant localement l’image s’avère donc problématique.
Plutôt que d’adapter les profondeurs de recherche, nous avons ainsi choisi de fixer à une même valeur,
en tout point du maillage, la longueur des cylindres explorés.
Afin de déterminer le meilleur compromis de longueur, des tests ont été réalisés pour huit bases de don-
nées de prostate variées en forme et en taille et à partir de deux maillages initiaux pour chacune d’entre elles.
Les évaluations ont été effectuées séparément sur les sommets pour lesquels la référence expert se situe à
l’extérieur ou à l’intérieur du maillage. De plus, pour chacune de ces catégories sont distingués les sommets
se situant au niveau de la paroi rectale, c’est à dire à une distance de moins de 30 voxels, et ceux qui en sont
éloignés.
Le premier test comptabilise le pourcentage de sommets pour lesquels la longueur de recherche est suf-
fisamment grande pour inclure le bord de la prostate. La figure 5.16 illustre les résultats obtenus pour des
distances de 10, 15, 20, 25 et 30 pixels. Des valeurs plus élevées apportent peu de changements. Chaque
couleur correspond à une base de données et chaque barre à un maillage. Chacune de ces bases de données
disposant de deux contours expert, le premier a été utilisé pour placer les points initiaux et créer le maillage
tandis que le deuxième a servi de référence. Cependant, certaines bases sont de mauvaise qualité et de forts
écarts apparaissent entre les délinéations manuelles. Ceci étant le cas pour les trois derniers exemples (bleu,
magenta et marron), la première barre correspond à un test effectué en utilisant le même contour expert
pour l’initialisation et l’évaluation. A noter que huit points ne suffisent pas à obtenir un maillage qui épouse
complètement la forme de la prostate. Ainsi, malgré une bonne initialisation, de grandes différences entre le
maillage et le contour expert peuvent tout de même apparaître.
Le deuxième test évalue des distances moyennes entre le contour expert et l’extrémité du cylindre, en
séparant le cas où le bord est inclus de celui où il est exclu (figure 5.17). Nous appellerons ces distances
respectivement d = din et d = dex. La longueur de recherche offrant le meilleur compromis est alors celle
qui permet d’inclure une majorité de bords tout en limitant le risque de fausses détections. Les cas d = din
doivent donc être majoritaires mais avec une valeur moyenne des valeurs din la plus faible possible et les
d = dex, très petites dans l’idéal. De petites valeurs, pour ces dernières, restent cependant acceptables
puisque le filtre gaussien utilisé élargira les bords et les mettra plus à portée. Dans le cas de valeurs dex pas
trop grandes, élargir la recherche présente un intérêt car cela indique la proximité des limites de la prostate.
En revanche, si les dex sont trop élevées et que le pourcentage de sommets pour lesquels le bord est déjà
inclus est grand, agrandir l’intervalle d’exploration augmenterait le nombre de faux candidats inutilement.
Sur la figure 5.16 (a), représentant les résultats pour les contours se situant à l’extérieur du maillage et
éloignés de la paroi rectale, on constate qu’à partir d’une distance de 20 pixels, le gain sur le pourcentage de
sommets qui incluent le bord de la prostate est nul pour la base jaune et les trois dernières bases qui sont de
mauvaise qualité. En effet, la figure 5.17 (a) correspondante nous montre que les moyennes des dex sont bien
trop grandes pour atteindre les limites de l’organe. En revanche pour les bases restantes (rouge, orange, verte
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et cyan), une distance de 25 pixels apporte une amélioration en terme de pourcentage avec des dex restantes
suffisamment petits pour ne pas utiliser une distance de 30 pixels. Pour les contours situés à l’intérieur et
éloignés de la paroi rectale (figures 5.16 et 5.17 (b)), l’apport au delà de 15 pixels concerne essentiellement
la dernière base très mal initialisée, avec toutefois un saut important dans les pourcentages entre 15 et 20,
cette dernière valeur semblant finalement correspondre au meilleur compromis pour limiter les din. En ce
qui concerne les sommets proches de la paroi rectale une longueur de 20 pixels améliore sensiblement les
résultats pour une seule base de données (première barre de la base mauve pour les contours extérieurs et
de la base jaune pour les contours intérieurs). En effet, les dex des premières bases étant quasiment nuls, le
contour peut être considéré comme inclus pour l’ensemble de ces maillages. Dans le cas de la base mauve,
le nombre de contours extérieurs étant faible, un petit nombre de sommets prend facilement de l’importance
en termes de pourcentage. De plus, les distances vers l’extérieur ne doivent pas s’étendre trop dans cette
zone pour limiter le risque présenté par les vésicules séminales. La longueur de recherche sera donc de 15
pixels vers l’extérieur, à proximité de la paroi rectale. En revanche, le nombre de sommets exclus pour la
base jaune étant plus conséquent, une longueur de 20 pixels sera utilisée pour l’intérieur.
Enfin, le graphique sur les pourcentages met en évidence qu’adapter la longueur de recherche à la taille
de la prostate n’a pas de sens. En effet, les bases orange et verte sont de petite taille et se comportent, selon
les zones, de la même manière qu’une prostate de grande taille telle que la base rouge. Par ailleurs, un
essai a été réalisé en augmentant les longueurs de recherche par rapport à l’éloignement aux points initiaux.
Cependant, la prostate pouvant avoir des formes irrégulières, cette méthode fournit de moins bons résultats
qu’une longueur fixée pour toutes les bases.
F. 5.16 – Pourcentage de sommets pour lesquels la longueur de recherche est suffisante pour inclure le bord de la
prostate. Les sommets considérés sont ceux pour lesquels le contour se situe à l’extérieur (a et c) (à l’intérieur (b et
d)) et en dehors (a et b) (au niveau (c et d)) de la zone de la paroi rectale. Chaque couleur correspond à une base de
données différente, les deux barres, pour chacune d’entre elles, représentant le résultat obtenu à partir de différents
maillages initiaux.
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F. 5.17 – Distances entre le contour expert et l’extrémité des longueurs de recherche, Contour à l’extérieur (a) et à
l’intérieur (b) du maillage excepté la paroi rectale, Contour à l’extérieur (c) et à l’intérieur (d) au niveau de la paroi
rectale. Bleu : distances des contours compris dans les longueurs de recherche (din), jaune : distances des contours se
situant au delà (dex).
5.2.5 Sélection des candidats
L’approche consistant à extraire plusieurs régions candidates par sommet implique, à un moment où
à un autre, de sélectionner les plus probables quant à l’appartenance au bord de la prostate avant de les
exploiter pour repositionner le maillage. Dans ce but, nous décrirons tout d’abord une mesure de régularité
locale dont l’objectif est de quantifier dans quelle mesure un candidat forme un ensemble cohérent avec
ses voisins. Dans un second temps nous utiliserons une régression logistique pour attribuer aux régions une
probabilité d’appartenance à la frontière de l’organe recherchée.
5.2.5.1 Mesure locale de régularité
Le gradient des régions n’étant pas toujours le plus élevé au niveau du contour d’intérêt, celui-ci ne
suffit pas pour caractériser l’appartenance au bord de la prostate. Le coupler à un autre critère s’avère donc
nécessaire. Une mesure de régularité locale, appelée le poids (W) de la région, a ainsi été développée pour
caractériser la compatibilité d’un candidat avec son voisinage, jusqu’à l’ordre 2. En effet, lorsque le bord
de la prostate est quelque peu défini, même partiellement, un groupe cohérent de régions apparaît. Bien
que d’autres structures artefactuelles puissent présenter un agencement similaire ( par exemple forts échos
générés par les calcifications) d’autres se manifestent plus isolément et pourront donc être évitées par cette
mesure.
Pour chaque sommet une ou plusieurs régions peuvent avoir été extraites. Nous appellerons Mi,k =
Pri(mps(i, k)) la projection du point de la k
ie`me région du sommet i, Rg(i, k), présentant un maximum de pro-
duit scalaire, sur la normale ri. Ni représentera l’ensemble des indices des sommets voisins à i, illustrés en
rouge sur la figure 5.18. Enfin, comme pour le calcul des courbures, une quadrique Qi est ajustée en chaque
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sommet i. Qi(Mi,k) correspond alors à la quadrique déduite de Qi en translatant son graphe suivant ri pour
atteindre Mi,k .
Ei,k(t) est ensuite défini comme l’ensemble des indices des voisins j de i pour lesquels il existe au moins
un M j,l situé à une distance inférieure à t du graphe Qi(Mi,k) :
Ei,k = { j ∈ Ni/∃M j,l : ‖M j,l − PQi(Mi,k)(M j,l)‖ ≤ t}. (5.28)
où PQi(Mi,k)(M j,l) est la projection de M j,l suivant r j sur la quadrique Qi(Mi,k).
Le poids W(i, k) de la région Mi,k, appartenant à [0,1], s’écrit alors :
Wi,k =
1
card{Ni}
∑
j∈Ei,k
maxl{β j,l} avec β j,l =
1
card{N j}
card{E j,l}. (5.29)
Ainsi, plus Wi,k est proche de 1, plus Rg(i, k) est susceptible d’appartenir à un ensemble régulier.
F. 5.18 – Voisins, en rouge, du sommet, en cyan, utilisés dans le calcul de la mesure de régularité locale (gauche).
Les quadriques de référence étant celles du maillage initial, celles-ci peuvent ne pas correspondre exac-
tement au bord recherché. Une valeur seuil t = 10 voxels a donc été choisie pour tenir compte des écarts
probables entre la forme de référence et celle de la prostate tout en limitant la prise en compte de régions
trop éloignées.
F. 5.19 – Coupes axiale (gauche) et coronale non interpolée (droite) de régions candidates colorées selon l’amplitude
de leur poids (W = 0 : bleu→W = 1 : rouge). Contour noir : référence expert.
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La figure 5.19 représente deux coupes sur lesquelles apparaissent des régions, colorées en rouge pour
les poids les plus forts (W = 1), et en bleu pour les plus faibles (W = 0). W est ainsi d’autant plus grand
que le candidat considéré est cohérent avec la forme de la prostate sur un voisinage d’ordre 2 tandis que
les sommets isolés ont un poids faible. La superposition du contour expert montre que les valeurs de poids
sont globalement plus élevées sur le bord de la prostate. Cependant, de grandes valeurs peuvent également
être attribuées à des ensembles de régions parallèles au bord de l’organe, comme celui apparaissant sur la
figure de gauche. Ce critère n’est donc pas suffisant à lui seul pour différencier les régions sur la frontière de
l’organe des autres.
5.2.5.2 Régression logistique
La régression logistique a été utilisée pour déterminer un ensemble de descripteurs susceptibles de ca-
ractériser les régions quand à leur appartenance ou non au bord de la prostate puis en leur attribuant une
probabilité d’appartenance. On désire en fait obtenir une règle de décision qui, à partir d’une région Rg
décrite par un vecteur X(Rg), soit l’affecte au bord de la prostate sous la forme d’une décision D = 1, soit
l’affecte à l’extérieur en délivrant D = 0. Cette procédure de régression considère une variable à prédire Y
à valeurs dans {0, 1} et un ensemble de variables explicatives X = (X1, X2, · · · , Xn). Le modèle logistique
propose alors de modéliser la probabilité conditionnelle P(Y = 1|X = x) par une fonction Pα(Y = 1|X = x)
de x paramétrée α, telle que :
logit(Pα(Y = 1|X = x)) = f α(x) = α0 +
n∑
k=1
αkx(k), (5.30)
où logit est la fonction bijective et dérivable de [0,1] dans  : p 7→ log(
p
1−p
).
La probabilité que Y soit égal à 1 pour une observation x, est donc :
Pα(Y = 1|X = x) =
exp( f α(x))
1 + exp( f α(x))
. (5.31)
Le paramètre α est estimé par maximum de vraisemblance à partir de p observations pour lesquelles les
variables explicatives et le label sont connus. Sa valeur est donc ajustée pour maximiser :
p∏
i=1
Pα(Y = yi|X = xi). (5.32)
En considérant la règle de décision Pα(Y = 1|X = x) > 1
2
⇒ D = 1 (Rg déclaré sur le bord de prostate)
et D = 0 sinon, la spécificité (Sp), la sensibilité (Se), les taux de faux positifs (FP) et de faux négatifs (FN),
ainsi que le taux de bien classés (TBC) peuvent être introduits classiquement. Ceci permet de l’évaluer mais
aussi de choisir les variables explicatives X les plus discriminantes.
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X
X
X
X
X
X
X
X
X
X
X
Affectation
Vérité
1 0
1 a b
0 c d
S e =
a
a + c
, FP =
b
a + b
, TBC =
a + d
a + b + c + d
,
S p =
d
b + d
, FN =
c
d + c
.
Pour constituer le vecteur X(Rg) caractérisant la région Rg, différents descripteurs tels que la taille
T (Rg), c’est à dire le nombre de voxels lui appartenant, le niveau de gris et le gradient moyens, notés res-
pectivement I(Rg) et G(Rg), ainsi que le poids W(Rg) ont été étudiés. Différentes combinaisons de ces va-
riables ont été testées afin d’évaluer la plus performante quand à la classification des régions candidates dans
la classe « contour » ou dans la classe « extérieur ». Notons que l’écart entre les histogrammes d’intensité
locaux à l’intérieur et à l’extérieur du maillage (cf. 3.5.2) a également été testé. Cependant, son intégration
dans la régression logistique a fait ressortir cette mesure comme non significative. Les études ont été effec-
tuées en regroupant des régions extraites dans huit bases de données, soit plus de 4000 Rg observées. La
comparaison entre l’affectation obtenue après régression logistique et la vérité expert, a permis de mesurer
les index de performance introduits plus haut. Par ailleurs, le seuil bas Tl(λ) (équation 5.26, section 5.2.4)
qui conditionne la taille des régions, a été calculé en utilisant trois valeurs de λ (λ = 0, 8, λ = 0, 7 et λ = 0, 6).
Les graphiques ci-dessous (figures 5.20 (a), (b) et (c) obtenus respectivement pour λ égal à 0,8, 0,7 et
0,6) mettent en évidence que les meilleurs taux de bien classés (TBC) sont équivalents quelque soit le λ.
On remarque cependant que le taux de spécificité est globalement plus grand pour λ = 0, 8, impliquant une
meilleure capacité à classer les régions comme « non contour » lorsque cela est effectivement le cas . En
revanche la sensibilité, caractérisant la capacité à classer correctement les régions appartenant au contour,
est plus élevée pour λ = 0, 7 et λ = 0, 6.
En effet, en notant π1 et π0 la proportion de Rg appartenant respectivement au bord et à son environne-
ment (π1 = 1 − π0), TBC = π1S e + π0S p. Les TBC restant sensiblement inchangés et π1 ne variant pas non
plus, S e et S p sont amenées à varier en sens contraire.
En observant plus particulièrement le comportement pour λ = 0, 8, les combinaisons « T + W »,
«G + T +W » et «G + T + I +W » fournissent les meilleurs TBC avec des valeurs d’environ 69%. Leurs
spécificités sont, quant à elle, respectivement de 83,59%, 81,56% et 81,22% et leurs sensibilités de 52,04%,
53,95% et 59,9%. Les faux positifs présentent un écart maximal de 1,5% tandis que les faux négatifs sont
équivalents avec des valeurs autour de 32%. L’association « G+T+I+W» semble donc fournir le meilleur
compromis pour λ = 0, 8.
Avec des λ = 0, 7 et λ = 0, 6, les taux de biens classés sont légèrement supérieurs, comme le montre
le tableau récapitulatif 5.1, avec les meilleurs compromis offerts par « G+T+W» et « G+T+W+I » dans
les deux cas. Les résultats étant cependant très proches pour ces deux combinaisons, nous nous intéresse-
rons uniquement à « G+T+W» qui présente le meilleur TBC et requiert moins de calcul. La comparaison
entre λ = 0, 7 et λ = O, 6 (tableau 5.1) aboutit à une spécificité plus grande dans le premier cas mais une
sensibilité plus faible. La comparaison des index obtenus avec ces différentes valeurs de λ montre un léger
avantage pour λ = 0, 6. Les résultats présentés par la suite auront été obtenus avec cette valeur aussi bien
pour l’extraction des régions que pour la régression logistique opérée avec la combinaison G+T+W. La
probabilité Pα(Y = 1|X(Rg) = x = (G,T,W)) est alors régressée telle qu’à l’équation 5.34.
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F. 5.20 – Spécificité, sensibilité, taux de faux positifs, taux de faux négatifs et taux de bien classés calculés sur
le classement des régions candidates, obtenu par régression logistique avec différentes combinaisons des variables
explicatives taille (T), gradient moyen (G), intensité moyenne (I) et poids (W). (a) λ = 0, 8, (b) λ = 0, 7, (c) λ = 0, 6
(équation 5.26, section 5.2.4).
101
5.2. Approches proposées chapitre 5
f (x = {(G,T,W)}) = −2, 8170 + 0, 00779 G + 0, 00120 T + 2, 2945 W, (5.33)
Pα(Y = 1|X = {G,T,W}) =
exp( f (x))
1 + exp( f (x))
. (5.34)
Toutefois, le choix entre les trois combinaisons de caractéristiques du tableau 5.1 n’étant pas évident, celles-
ci seront toutes évaluées lors de la phase de validation développée au chapitre 6.
`
`
`
`
`
`
`
`
`
`
`
`
``
Combinaisons
Métriques
Sp Se FP FN TBC
G+T+I+W, λ = 0, 8 81,22 59,9 29,79 31,79 68,9
G+T+W, λ = 0, 7 76,6 62,19 28,13 32,18 69,54
G+T+W λ = 0, 6 73,46 65,85 27,64 32,91 69,55
T. 5.1 – Tableau récapitulatif des combinaisons offrant les meilleurs compromis entre les différentes mé-
triques pour λ = 0, 8, λ = 0, 7 et λ = 0, 6.
5.2.6 Repositionnement des sommets du maillage
Une fois les régions candidates extraites celles-ci sont exploitées pour repositionner les sommets du
maillage dans le but de le rapprocher du bord de l’organe.
Dans le cas où seule la région issue du maximum de produit scalaire dans le cylindre a été détectée, le
sommet est repositionné sur le voxel en position médiane, parmi ceux rencontrés le long de la normale et
appartenant à la région. Si l’intersection est vide et qu’une région existe, la projection du mps sur la normale
au sommet est utilisée. En l’absence de candidat, la surface est déduite par interpolation des voisins.
Les contours rouges de la figure 5.21 représentent quelques exemples avec, tout d’abord sur l’image (a),
une comparaison entre les surfaces repositionnées avec et sans extraction préalable de la paroi rectale dans
une coupe centrale. Le bord de la prostate étant peu défini dans cette zone, l’ensemble des mps appartiennent
ici à la paroi rectale (contour vert). Le prétraitement permet d’éviter cela et d’amener les sommets à proxi-
mité de la limite de l’organe d’intérêt. Le deuxième exemple (b) illustre une coupe axiale se situant entre
le centre et l’apex. Alors que la prostate s’élargit, le maillage initial se contracte et se retrouve ainsi trop
éloigné de la frontière souhaitée. Néanmoins, un bon contraste avec l’extérieur permet de déplacer majori-
tairement les sommets vers le bord de l’organe et d’améliorer le placement du maillage initial. En revanche,
sur l’image (c1), les deux bandes blanches (flèches blanches) présentent de forts gradients et perturbent le
repositionnement. En effet, bien qu’elles soient parfois proches du bord de l’organe, elles s’en éloignent
sur le côté, là où de surcroît la prostate est plus difficile à repérer. Le nouveau maillage se retrouve ainsi
plus dilaté, avec toutefois une forme cohérente avec celle recherchée. De plus, ces bandes étant présentes
sur l’ensemble de la base de données, l’éloignement devient plus conséquent en se rapprochant de l’apex
(image (c2)). Finalement, l’exemple (d) illustre le repositionnement obtenu dans une coupe où apparaissent
de fortes hyperéchogénécités au sein de la prostate, suffisamment proches du maillage initial pour inhiber la
détection du bord qui présente une amplitude de gradient parfois moins élevée et générer de grandes irrégu-
larités.
102
chapitre 5 5.2. Approches proposées
F. 5.21 – Référence expert (cyan), maillage initial (jaune), maillage repositionné après extraction d’une région
candidate par sommet : avec (resp. sans) omission de la paroi rectale (rouge) (resp. vert).
Lorsque plusieurs régions sont extraites, la procédure suivie pour le repositionnement est similaire. Ainsi
la nouvelle position correspond au voxel médian de la région d’intérêt lorsque celle-ci intersecte la normale,
sinon à la projection Pri(mps(i, k)), où k est l’indice de cette région pour le sommet i, et enfin à l’interpolation
si aucun candidat n’existe pour ce sommet. La différence tient au critère utilisé pour choisir la région qui
n’est pas ici le plus fort gradient mais la plus grande probabilité par sommet (équation 5.34). En effet, bien
que les taux de bien classés ne soient pas très élevés, ils sont tout de même supérieurs d’environ 10 % par
rapport à ceux obtenus avec le gradient seul.
Les résultats produits sur les mêmes coupes qu’à la figure 5.21 sont présentés sur la figure 5.22. Dans
l’exemple (a), la comparaison avec l’emploi du gradient (5.21 (b)) montre que le déplacement des sommets
dans les zones correctement définies est également globalement correct. En revanche, bien que l’utilisation
des probabilités corrige certaines erreurs, d’autres sont générées. Sur les images (b1) et (b2), la dernière
approche semble plus intéressante avec une attraction limitée vers les forts gradients générés par les bandes
blanches. Malgré un repositionnement approximatif sur la coupe (b2), l’effet d’éloignement au contour ex-
pert à cette étape de la méthode est notablement réduit par rapport à l’utilisation des gradients. Nous pouvons
cependant noter sur cet exemple les erreurs introduites par les déplacements des sommets qui, au vu de la
bonne localisation du maillage initial, semblent dégrader la situation. Toutefois, le gain est présent au niveau
de la paroi rectale puisque l’algorithme DDC n’aurait pas pu atteindre le bord à partir de la position initiale.
En outre, bien que dans ces coupes le repositionnement paraisse avoir un effet négatif, celui-ci apporte des
améliorations dans d’autres parties de la base de données comme nous auront l’occasion de le voir. Fina-
lement, sur la dernière image (c), les sommets sur la partie inférieure sont encore une fois moins attirés
vers les forts gradients. Néanmoins, cette caractéristique, liée à l’utilisation des probabilités, nuit au reposi-
tionnement dans la partie supérieure où le bord n’est plus atteint alors qu’il était partiellement auparavant.
L’apport des probabilités vis à vis du gradient ne se manifeste donc pas clairement à ce stade.
,F. 5.22 – Référence expert (cyan), maillage initial (jaune), maillage repositionné après extraction de plusieurs
régions candidates par sommet (rouge).
Pour conclure à ce niveau quand à ces deux approches, le déplacement des sommets sur les régions
extraites permet parfois de se rapprocher du bord. Cependant, bien que le maillage apparaisse relativement
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lisse là où l’ensemble des candidats appartient à la frontière de l’organe, les perturbations présentes dans les
images échographiques génèrent des irrégularités dans d’autres zones (déplacements vers des régions qui
sont des faux positifs). Il est alors nécessaire d’appliquer un algorithme de régularisation afin de corriger
ces erreurs et d’obtenir une forme globale plus en cohérence avec celle de la prostate.
5.2.7 Régularisation
a) Régularisation par la force interne :
Dans un premier temps, la force totale ftot (équation 5.11) sans force image (fext = 0) a été employée
pour lisser le maillage. A noter que la force interne proposée dans [Hu 03] tendant à faire rétrécir le contour
en l’absence de force image, une autre définition qui corrige cet inconvénient a été utilisée. Celle-ci, basée
sur les courbures moyennes des sommets, sera décrite ultérieurement à la section 5.2.9.1 (équation 5.47).
Le poids wint, associé à la force interne, a été choisi suffisamment élevé pour accélérer le lissage sans
provoquer d’oscillations dues à des déplacements trop grands qui empêcheraient la convergence. Le nombre
d’itérations reste tout de même assez important (200), requérant environ 2 secondes de temps d’exécution
(PC Intel Xeon 2,33 GHz, 4 Go RAM). Le contour obtenu, représenté en bleu sur la figure 5.23, et la vue
3D (figure 5.24 (b)) montre que les zones régulières de la surface sont préservées. En revanche, en présence
de creux ou de proéminences prononcés, la déformation entraîne le maillage vers une position moyenne.
Ainsi, dans les zones contenant, en alternance, des régions candidates avérées et erronées, les sommets,
même bien placés, sont délocalisés (figure 5.23 (a) flèches noires). Par ailleurs, le contour formé par un
repositionnement de sommets successifs sur des candidats n’appartenant pas au bord de la prostate (figure
5.23 (a) et (b) flèches blanches) n’est que partiellement corrigé.
F. 5.23 – Maillage repositionné après extraction d’une région candidate par sommet (rouge), lissage par application
de la force totale (équation 5.11) sans force image (wimg = 0, wint = 5, wd = −0, 6) (bleu), référence expert (cyan).
Coupes axiales proches de la base (a) et de l’apex (b).
F. 5.24 – (a) Repositionnement des sommets sur l’unique région candidate correspondante, (b) Lissage par appli-
cation de la force totale (équation 5.11) sans force image (wimg = 0, wint = 5, wd = −0, 6).
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b) Régularisation rapide : algorithme RCM :
Les approches proposées par la suite cherchent à régulariser la surface tout en préservant le gain apporté
par le repositionnement. Celles-ci nécessitant un nombre plus ou moins important d’exécutions de l’algo-
rithme de régularisation, nous avons tout d’abord cherché à réduire les temps de calcul. Ainsi, plutôt que
d’utiliser la force totale qui déplace les sommets le plus souvent avec un pas inférieur à 1, l’algorithme RCM
(Régularisation des Courbures Moyennes), présenté dans le tableau 5.2, a été appliqué. Celui-ci déforme le
maillage toujours suivant la normale, mais cette fois avec un pas constant de 1, la direction de propagation
étant déterminée par le signe de la courbure. Cependant seules les grandes irrégularités sont ciblées. Ainsi,
la position des sommets dont la courbure moyenne Hi est comprise dans l’intervalle :
IntH =

[
Hinit
i
− 0, 01; 0
]
si Hinit
i
<= 0, 01,[
0;Hinit
i
− 0, 01
]
sinon,
(5.35)
est maintenue ; Hinit
i
est la courbure moyenne du maillage initial ; Hi > 0 correspond au creux et Hi <
Hinit
i
− 0, 01 aux saillies relativement au maillage initial. Le processus est arrêté lorsque tous les sommets
ont une courbure moyenne entre Hinit
i
−0, 01 et 0 ou que le nombre d’itérations maximal, fixé ici à 50, est at-
teint. A noter que le seuil de Hinit
i
−0, 01 a été choisi plutôt qu’un seuil fixe pour tenir compte des différentes
courbures existant sur la surface. La valeur de −0, 01 ne permet pas toujours d’obtenir une surface parfaite-
ment lisse. Cependant, certaines prostates possèdent des formes légèrement irrégulières. Un seuil plus petit
ne permettrait par conséquent pas à certains sommets initialement correctement positionnés de rester en
place . En ce qui concerne le nombre d’itérations, une plus grande valeur n’apporterait rien puisque le pas
est unitaire et que l’amplitude des longueurs de recherche autorise un écart maximal entre les profondeurs
de deux sommets voisins de l’ordre de 45 voxels. Les contours régularisés, en vert sur les figures 5.25 et
5.26, mettent en évidence une similarité avec le résultat obtenu par application de la force totale. Toutefois,
un gain est déjà perceptible au niveau des creux qui perturbent moins le maillage. Enfin, la procédure est à
présent environ 10 fois moins longue, avec donc une durée d’exécution de l’ordre de 0,2 secondes dans le
cas d’un nombre maximum de 50 itérations.
ALGORITHME RCM(IntH)
NB_IT_MAX := Nombre d’itérations maximal ;
NB_IT := 0 ;
Hi := courbure moyenne du sommet i ;
Faire :
Pour chaque sommet i/Hi < IntH :
pi ←pi + signe(Hi)ri ;
fin Pour
Mise à jour des Hi ;
NB_IT := NB_IT + 1 ;
Tant que ∃i/Hi < IntH et NB_IT < NB_IT_MAX ;
T. 5.2 – Régularisation des Courbures Moyennes.
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c) Régularisation en deux temps des pics et des creux :
Basée sur les courbures moyennes : algorithmes RCMN et RCMP :
Afin d’éviter que les sommets correctement placés soient délocalisés en raison de la proximité d’une
forte irrégularité, les creux et les pics ont été traités séparément et successivement. Pour cela l’algorithme
RCM est appliqué tout d’abord en immobilisant les sommets dont la courbure moyenne est négative ou nulle
(RCM(] − ∞, 0]) = RCMP = Régularisation des Courbures Moyennes Positives), puis une deuxième fois
en ne déplaçant cette fois que les sommets pour lesquels Hi < 0 et Hi < H
init
i
− 0, 01 (RCM([min(0,Hinit
i
−
0, 01),∞[) = RCMN = Régularisation des Courbures Moyennes Négatives) ou inversement, c’est à dire
RCMN puis RCMP. L’ordre dans lequel sont appliquées ces corrections conditionne le résultat. Ainsi, si
nous observons les régularisations des maillages repositionnés dans le cas où une seule région candidate
par sommet a été extraite (extraction basée sur le gradient), nous constatons que les zones de la surface
présentant les deux types d’erreurs sont globalement amenées vers l’extérieur si les creux sont ciblés en
premier (contours jaune, figures 5.25 et 5.26), et vers l’intérieur sinon (contours orange, figures 5.25 et
5.26). Ces différences de résultats impliqueront de mettre en balance/fusionner les deux solutions proposées
avant de poursuivre la déformation du contour par la force totale pour l’amener plus précisément vers la
limite de la prostate.
F. 5.25 –Maillage repositionné après extraction d’une région candidate par sommet (rouge), référence expert (cyan),
creux et proéminences régularisés en même temps (vert), creux corrigés en premiers (jaune), proéminences corrigées
en premier (orange).
F. 5.26 – Maillage repositionné après extraction d’une région candidate par sommet (rouge), référence expert
(cyan), creux et bosses régularisés en même temps (vert), creux corrigés en premier (jaune), proéminences corrigées
en premier (orange).
En appliquant la même procédure aux maillages obtenus par repositionnement sur les plus grandes pro-
babilités, c’est à dire dans la situation où plusieurs régions candidates sont proposées à chaque sommet,
les contours produits après régularisation se distinguent parfois de peu de ceux générés par l’utilisation des
plus forts gradients, comme le montrent les figures 5.27 (b1) et (b2). Des différences existent tout de même
avec, par exemple sur la figure 5.27 (a1), un contour plus éloigné du bord et, dans le cas de (a2) plus proche
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(par rapport au contour respectivement jaune et orange de la figure 5.25). Cependant, dans l’hypothèse où
la surface la plus semblable à la prostate est choisie, le résultat fourni sera ici moins bon que dans le cas
de l’extraction d’une seule région. Le gain par rapport à l’utilisation du gradient seul n’est encore pas ici
démontré.
F. 5.27 – Maillage repositionné après extraction de plusieurs régions candidates par sommet (rouge), référence
expert (cyan). régularisation par RCM : creux et bosses régularisés en même temps (vert), creux corrigés en premier
(jaune), proéminences corrigées en premier (orange).
Basée sur les régions candidates (multiples par sommet) : algorithme CIRC :
Plusieurs régions candidates qui appartiennent potentiellement au bord de l’organe étant disponibles,
une autre approche que par le contrôle des courbures a été introduite pour régulariser le maillage en en
tenant compte. L’algorithme CIRC (Correction des Irrégularités par exploitation des Régions Candidates,
tableau 5.3) commence par détecter les irrégularités prononcées du maillage repositionné par comparaison
au contour régularisé. Chacune est ensuite corrigée en recherchant une autre région candidate susceptible
de réduire l’écart entre les deux maillages. Le tout est itéré jusqu’à ce qu’aucun changement ne s’opère. Les
sommets pour lesquels aucune région n’est trouvée pour régulariser le contour sont finalement interpolés
par plaques minces. Ce procédé s’applique comme précédemment, séparément et successivement aux creux
et aux pics, en générant la surface lissée de référence soit par RCMN soit par RCMP selon les irrégularités
ciblées. En outre, quelques accidents pouvant subsister, l’algorithme RCM(IntH) (IntH étant défini à l’équa-
tion 5.35) a été employé pour finaliser la régularisation.
La figure 5.28 (a1) met en évidence un gain par rapport à l’approche précédente, avec une meilleure adé-
quation entre le contour régularisé et la référence expert mais apporte une régularisation similaire sur l’image
5.28 (b1). Cependant, les tests réalisés sur différentes bases de données ont montrés que, bien que cette pro-
cédure avantage la régularisation dans certaines zones, celle-ci entraîne parfois une « sur-correction » et
fournit majoritairement de moins bons résultats. Les surfaces obtenues par correction préalable des pics
semblent quant à elles presque identiques à celles produites par la régularisation basée sur les courbures.
En effet, les longueurs de recherche étant plus réduites vers l’intérieur, les régions candidates sont moins à
l’écart.
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ALGORITHME CIRC (Mode = CREUX (resp.PICS ))
Mrep :=Maillage repositionné ;
Faire :
CHANGE :=FAUX ;
Mreg := Maillage Mrep régularisé par RCMP (resp.
RCMN) ;
dsi,k := Distance signée entreM
rep etMreg, au sommet i,
:= sign[(Mi,k − p
reg
i
)· r
rep
i
] ‖Mi,k − p
reg
i
‖ ;
Pour chaque sommet i :
LABEL(i) := 1 ;
Si dsi,k < −10 voxels (resp. dsi,k > 10 voxels) :
Si ∃Mi,l / l = k + 1 et |dsi,l| < |dsi,k|
(resp. ∃Mi,l / l = k − 1 et |dsi,l| <
|dsi,k|) :
p
rep
i
= Mi,k ← Mi,l ;
CHANGE :=VRAI ;
Sinon :
LABEL(i) := 0
fin Si
fin Si
fin Pour
Tant que CHANGE==VRAI ;
Interpolation par plaques minces des sommets i / LABEL(i) = 0 ;
T. 5.3 – Correction des Irrégularités par exploitation des Régions Candidates.
F. 5.28 – Maillage repositionné après extraction de plusieurs régions candidates par sommet (rouge), référence
expert (cyan). régularisation par CIRC : creux et bosses régularisés en même temps (vert), creux corrigés en premier
(jaune), proéminences corrigées en premier (orange).
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d) Comparaison et fusion des deux solutions :
Les différentes méthodes proposées au paragraphe c) conduisent toutes à l’obtention de deux surfaces.
Trois exemples sont illustrés sur les figures 5.29 et 5.30 sous formes de coupes sagittales non interpolées.
Les contours obtenus par extraction d’une seule région candidate par sommet puis régularisés par les algo-
rithmes RCM sont présentés sur les images d’indice 1, tandis que les indices 2 et 3 correspondent à ceux
produits par extraction de plusieurs régions puis corrigés respectivement par les algorithmes RCM et CIRC.
En comparant les deux contours à la référence expert (cyan), on remarque que les zones communes ou
proches, c’est à dire séparées d’une distance inférieure à 10 voxels (parties bleues), se situent fréquemment
à proximité du bord de l’organe. Cependant quelques écarts peuvent subsister notamment dans le cas où
un bord cohérent avec la forme de la prostate présente un fort gradient en continu supérieur à celui de la
limite de l’organe (flèche blanche, figure 5.29 (a1)). Cette situation est également susceptible de survenir en
l’absence d’information image dans une zone où la prostate présente un changement brutal de forme (flèche
blanche, figure 5.30 (c1)).
Là où les surfaces se séparent (parties rouges, le vert représentant la transition entre un sommet bleu et
un sommet rouge), l’une des deux avoisine souvent la frontière de l’organe. Malgré les différences entre les
méthodes 1 et 2, nous pouvons observer que, dans l’hypothèse où le bon maillage est choisi, les résultats
seront similaires et en bonne adéquation avec la référence expert. De plus, alors que dans les exemples des
figures 5.25 et 5.27 (a1) (contour jaune), le meilleur contour est obtenu par la méthode 1, dans le cas de
la base de données (c), la méthode 2 prend l’avantage en haut à droite de la coupe. En ce qui concerne la
méthode 3, l’exemple (b3) illustre bien la « sur-correction » (en haut à gauche) qui engendre ici une zone
conséquente dans laquelle aucune des deux solutions ne correspond au bord de l’organe.
En observant les zones de séparations, nous constatons que le maillage le plus cohérent n’est pas systé-
matiquement le même pour l’ensemble de la base de données. Par ailleurs, les parties rouges de la surface
pouvant être étendues, il arrive que le passage d’un maillage à l’autre doive se faire au sein même de ces
zones pour coïncider au mieux avec le bord de la prostate. Se pose alors le problème de partitionnement
de ces régions qui définira les ensembles de sommets à confronter. Des essais ont ainsi été effectués en
comparant, pour un critère donné, des ensembles composés d’un sommet et de ses voisins à l’ordre 1 ou à
l’ordre 2, des sommets contenus dans une même région rouge appartenant au même méridien ou au même
parallèle ou encore des sommets, encore une fois d’une même région, contenus dans une tranche de plu-
sieurs voxels parallèles aux plans axiaux. Par ailleurs, pour assigner les parties du maillage (ensembles de
sommets formés comme décrit ci-avant) à telle ou telle solution, des critères tels que le plus fort gradient
moyen, l’homogénéité du gradient, la plus forte probabilité moyenne, la courbure, le contraste, la déviation
standard des distances entre la surface repositionnée et le maillage initial ou encore la symétrie dans les
coupes axiales par rapport à un axe parallèle à celui formé par les points initiaux pinit
0
et pinit
2
ont été testés
seuls ou combinés. Cependant, les sommets de l’une ou l’autre des solutions apparaissent souvent égale-
ment probables lorsque l’on se base sur leurs caractéristiques images puisque le repositionnement dont ils
sont issus s’appuie déjà sur se type d’information. En outre, les contours étant régularisés, leurs caracté-
ristiques de forme locale ou globale ne sont par conséquent pas suffisamment sélectives. En définitive, ces
critères permettent pour certaines bases de données d’opter pour la bonne solution. Mais les combinaisons
les plus appropriés varient d’un patient à l’autre. En fait le pouvoir discriminant de ces informations repose
beaucoup sur le partitionnement qui n’est pas ici optimal. Afin de contourner ce problème, la méthode de
détection de surface optimale, présentée à la section suivante, a été intégrée à l’algorithme.
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F. 5.29 – Comparaison des deux maillages régularisés avec la référence expert (cyan). Les parties bleues corres-
pondent aux contours communs ou proches (< 10 voxels), les zones rouges aux contours séparés. Le vert illustre la
transition d’un sommet rouge à un sommet bleu. Maillages repositionnés et régularisés respectivement par extraction
d’une seule région candidate et algorithmes RCM (indice 1), extraction de plusieurs régions candidates et algorithmes
RCM (indice 2) ou algorithmes CIRC (indice 3).
F. 5.30 – Comparaison des deux maillages régularisés. Même légende qu’à la figure 5.29.
5.2.8 Détection de Surface Optimale
La méthode de détection de surface optimale, que l’on nommera OSD, permet de réaliser une segmenta-
tion globalement optimale dans un volume image. Grâce à une formulation sous forme de graphe orienté et
pondéré, doté de deux nœuds terminaux s et t, la solution est trouvée en un temps polynomial, par recherche
de la coupe minimale correspondant au chemin reliant s à t possédant la somme des coûts la plus faible.
Cet algorithme nécessite, tout d’abord, l’obtention d’une segmentation approximative de l’objet recher-
ché représentée sous forme de maillage. Ce dernier est utilisé pour structurer le graphe et définir les relations
de voisinage entre voxels. Pour les besoins de la méthode, un changement de système de coordonnées est
opéré afin de représenter le maillage sous forme de plan (figure 5.31). Dans notre cas, le maillage est dé-
coupé au niveau du méridien de coordonnées b = 0 et les points (a, b) = (0, 0) et (a, b) = (na − 1, 0) sont
répétés, dans la représentation planaire, nb − 1 fois aux extrémités a = 0 et a = na − 1.
La construction du graphe débute ensuite en associant à chaque sommet i = (a, b) du maillage, une
colonne Col(i) (ou Col(a, b)) constituée de nc nœuds N(i, c) correspondant chacun à un voxel V(xic, yic, zic)
le long de la normale ri. Deux ensembles d’arcs orientés de poids infinis sont alors créés (figure 5.31 de
droite). Le premier relie les nœuds d’une même colonne entre eux :
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〈 N(i, c),N(i, c − 1) 〉, c > 0, (5.36)
tandis que le second assure la connexion entre colonnes voisines :
〈 N(i, c),N ( j,max (0, c − ∆)) 〉, j ∈ Ni, (5.37)
où Ni est le voisinage de i (figure 5.18). Le maillage de départ étant une surface fermée, les nœuds d’indice
b = 0 incluent dans leur voisinage ceux d’indice b = nb − 1 et inversement. En outre, ∆ est une constante
qui conditionne la rigidité. Une surface sera alors considérée comme réalisable si elle vérifie la contrainte
de régularité, c’est à dire si l’écart suivant c entre deux nœuds voisins est inférieur à ∆. Ainsi, plus ∆ est
petit, plus la surface optimale sera lisse. Dans notre étude, la distance entre sommet n’étant pas constante,
le ∆ est ajusté en conséquence :
∆i j, j ∈ Ni = E(δ ‖pi − p j‖), (5.38)
où pi est la position du sommet i dans le repère de la base de données, δ une constante réelle, et E() la partie
entière.
F. 5.31 – Construction du graphe pour l’application de la méthode OSD : relation entre les sommets et les normales
du maillage initial, et les nœuds du graphe se présentant sous forme de colonnes. A droite : arcs créés au sein d’une
même colonne et entre deux colonnes voisines.
Dans un second temps, des informations issues de l’image sont exploitées afin de définir une fonction
de coût C(i, c) d’autant plus petite que le voxel correspondant à N(i, c) a une forte probabilité d’appartenir
au bord recherché. Celle-ci permet de déduire pour chaque nœud du graphe un poids w(i, c) tel que :
w(i, c) =
{
C(i, c) si c = 0,
C(i, c) −C(i, c − 1) sinon.
(5.39)
Par la suite, deux nœuds terminaux, la source s et le puits t, sont ajoutés. Des arcs sont alors créés, ceux-ci
allant d’une part de la source jusqu’aux N(i, c) pour lesquels w(i, c) < 0 et d’autre part, des N(i, c) pour
lesquels w(i, c) >= 0 vers le puits, les arcs étant pondérés dans les deux cas par |w(i, c)|. La surface optimale,
intersectant chaque colonne en un de ses nœuds et minimisant globalement la fonction de coût est finalement
déterminée en injectant le graphe dans un algorithme de « min-cut / max-flow » (Annexe D)[Boycov 04].
Cette méthode a été appliquée à la segmentation de la prostate dans les images échographiques par Hei-
mann et al. [Heimann 08]. Leurs travaux, qui s’appuient sur des modèles d’apprentissage sur la forme et
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l’apparence, ont mis en évidence les difficultés rencontrées par la méthode en présence d’un bord peu défini.
Du fait, d’une part des a priori utilisés que nous ne pouvions intégrer pour des raisons pratiques, et d’autre
part des résultats fournis qui ne semblaient pas répondre à la qualité des images issues de l’Ablatherm, nous
avions par conséquent écarté cette approche.
Son intérêt est apparu face au problème posé à la section précédente (5.2.7 d)). En effet, le reposition-
nement des sommets, basé sur le gradient ou les probabilités issues de la régression logistique, suivi de la
régularisation du maillage (sections 5.2.6 et 5.2.7) ont conduit à deux surfaces, avec le plus souvent l’une
ou l’autre proche du bord de l’organe. Le choix entre ces solutions n’a cependant pas aboutit du fait de la
faible robustesse des critères testés et, particulièrement, en raison de la difficulté à déterminer la partition des
zones à comparer. L’algorithme de détection de surface offre alors une solution en ce sens que la transition
d’un maillage à l’autre s’effectuera automatiquement de manière optimale.
Parmi les diverses combinaisons possibles entre le repositionnement (gradient ou probabilités), la ré-
gularisation (RCM ou CIRC) et fonction de coût (gradient ou probabilités), seules les deux plus efficaces,
qui se distinguent des autres de peu, seront détaillées. Ainsi, la première approche, que nous appellerons
OSD 2SG, utilise les Surfaces, M1 et M2, obtenues par repositionnement sur les plus forts Gradients puis
régularisées par les algorithmes RMCP et RMCN. Un troisième maillage,Mre f , est ensuite créé à partir de
ces deux solutions en préservant les zones communes puis en interpolant par plaques minces les sommets
qui diffèrent. Celui-ci sert alors de référence à la construction du graphe. Les ensembles de voxels candidats
Evi, quant à la nouvelle position des sommets, contiennent ainsi les projections des sommets i deM1 etM2
sur la normale r
re f
i
deMre f auxquelles s’ajoute le sommet i deMre f et leurs voisins suivant la normale sur
une distance de 2 voxels :
Evi = {Prre f
i
(p1i ) + dri,Prre f
i
(p2i ) + dri, p
re f
i
+ dri}d=−2 à 2. (5.40)
La fonction de coût, inspirée de celles proposées dans [Sonka 07], inversement proportionnelle au gra-
dient de l’image (préalablement lissée par un filtre gaussien), pondéré conditionnellement à son orientation,
a été définie comme suit :
C1(i, c) =
{
−‖G(xic, yic, zic)‖
scic+1
2
, si V(xic, yic, zic) ∈ Evi,
0 sinon.
(5.41)
avec scic =
G(xic, yic, zic)· ri
‖G(xic, yic, zic)‖
. (5.42)
Dans le cas où le sommet i est un point initial pinit, la fonction de coût s’écrit alors :
C1(i, c) =
{
−255 si ∃k / V(xic, yic, zic) = p
init
k
, k = 0, · · · , 7
0 sinon
(5.43)
afin d’imposer à la surface de passer par ces points particuliers.
La deuxième approche, l’OSD 2SPRL, exploite les Surfaces produites par repositionnement sur les
plus fortes Probabilités issues de la Régression Logistique puis régularisées par les algorithmes RCM. Le
maillage de référence ainsi que les ensembles Evi sont ensuite construits de la même façon que précédem-
ment. La fonction de coût, quant à elle, se base sur la probabilité de la région la plus proche du sommet
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pl
i
, l ∈ {1, 2, re f } associé au nœud considéré P
r
re f
i
(pl
i
) dans un rayon de 10 voxels :
C2(i, c) =

−Pα
i,k
, /mink‖Mi,k − p
l
i
‖, l ∈ {1, 2, re f } si ‖Mi,k − p
l
i
‖ <= 10 et si V(xic, yic, zic) ∈ Evi
−0.1 sinon si V(xic, yic, zic) ∈ Evi,
0 sinon.
(5.44)
Dans un but comparatif, l’OSD a été testée de manière plus classique en considérant l’ensemble des
voxels intersectés le long de la normale, Evi étant alors égal à :
Evi = {V(xic, yic, zic}, c = 0, · · · , nc − 1. (5.45)
Le maillage initial, préalablement repositionné au niveau de la paroi rectale, a été employé comme segmen-
tation approximative et donc comme référence pour la construction du graphe. En outre, la fonction de coût
C1 à été utilisée.
Par ailleurs, l’objectif de nos travaux à ce stade étant de trouver un chemin reliant les différentes régions
candidates pour générer une surface régulière et fermée proche de la limite de l’organe, il était naturel
d’évaluer l’OSD en les exploitant directement. L’ensemble Evi se définit ainsi comme les voxels rencontrés
suivant la normale ri et appartenant aux régions d’indices (i, k). Les différents Mi,k = Pri(mps(i, k)) associés
sont également intégrés pour tenir compte des cas où aucune région n’est intersectée. Enfin, si le sommet
correspond à un point initial pinit, ce dernier constitue à lui seul Evi. Le coût C3(i, c) assigné aux nœuds du
graphe s’exprime alors par :
C3(i, c) =
{
−Pα
i,k
si V(xic, yic, zic) ∈ Evi,
0 sinon.
(5.46)
avec Pα
i,k
= 1 si i est un point initial. Cette méthode sera référencée comme l’OSD RC (exploitant les régions
candidates).
Pour l’ensemble de ces méthodes, la surface optimale se doit de passer, pour chaque sommet, par l’un
des voxels candidats appartenant à Evi tout en vérifiant la contrainte de régularité ∆. Cette contrainte condi-
tionne le résultat en ce sens qu’une valeur trop petite peut empêcher la surface optimale d’accrocher au
bord si la forme de la prostate varie brusquement tandis qu’une valeur trop élevée risque d’entraîner des
irrégularités. Dans le cas de l’OSD et de de l’OSD RC, un δ = 1
3
a montré une légère amélioration et a
donc été utilisé pour les résultats présentés par la suite. En revanche, pour l’OSD 2SG et l’OSD 2SPRL un
δ de 1
4
est apparu plus adapté. En outre, les nœuds du graphe ont été formés à partir des voxels intersectés
par les segments de droite dirigés suivant les normales et s’étendant de 20 voxels à l’intérieur jusqu’à 30
voxels vers l’extérieur. Cette dernière valeur, qui était de 25 voxels pour la recherche des régions candidates,
entraîne un gain pour certaines bases de données dans l’application de l’OSD. L’extraction des régions s’est
donc finalement alignée sur cette amplitude pour la comparaison.
Quelques irrégularités, souvent réduites et ponctuelles, étant présentes, l’algorithme RCM(IntH) (ta-
bleau 5.2) a été appliqué pour lisser la surface produite par la détection optimale. Par ailleurs, les sommets
du maillage se situant dans la zone de la paroi rectale (détectée à la section 5.2.3) ont été redéplacés vers
l’intérieur. En effet, cette situation survient fréquemment dans le cas de l’OSD classique en raison de la
prise en compte de tous les gradients le long des normales. De plus, la prostate est accolée à la paroi rectale,
le ballon de la sonde peut entraîner une forte concavité. La régularisation qui corrige les creux peut alors
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devenir trop importante. Enfin, étant donné le cadre applicatif de la méthode, les deux points initiaux pinit
4
et pinit
5
placés à la base et à l’apex correspondent aux extrémités de la prostate au-delà desquelles les tissus
ne doivent pas être directement échauffés. Les sommets du maillage ayant dépassés ces limites ont donc été
projetés sur le plan axial défini par le point initial, pinit
4
ou pinit
5
, le plus proche.
Les surfaces optimales produites par ces quatre méthodes, pour différentes bases de données en vues
axiales, sagittales et coronales sont illustrées sur les figures 5.32, 5.33, 5.34 et 5.35. L’OSD « classique » et
l’OSD RC sont représentés respectivement en rouge et en rose. Les surfaces associées obtenues après post-
traitement, décrit au paragraphe précédent (régularisation et corrections au niveau de la paroi rectale, de
la base et de l’apex), sont affichées en jaune et vert. Enfin les contours bleu et orange correspondent aux
segmentations produites par l’OSD 2SG et l’OSD 2SPRL post-traités. Le premier exemple (5.32) sur une
base de données de bonne qualité montre des résultats similaires pour les quatre approches. Une légère amé-
lioration dans le cas de l’OSD RC, plus conséquente pour l’OSD 2SG et l’OSD 2SPRL, est tout de même
visible par rapport à l’OSD « classique » dans la partie inférieure de l’image (flèche blanche). En effet, un
fort gradient présent dans cette zone, visible sur la figure 5.25, attire l’OSD. Les méthodes basées sur les
probabilités y étant moins sensibles optent pour un autre chemin. De plus, aucune des deux surfaces régula-
risées ne passe par ce gradient permettant ainsi de l’éviter.
F. 5.32 – Référence expert (cyan), surface optimale obtenue avec l’OSD « classique » (rouge) (resp. OSD RC (rose))
puis régularisée par RCM, repositionnée au niveau de la paroi rectale, de la base et de l’apex (jaune) (resp. vert), avec
l’OSD 2SG et l’OSD 2SPRL avec le même post-traitement (bleu et orange). Pour chaque base de données : vue axiale
en haut à gauche, vue sagittale non interpolée en haut à droite, vue coronale non interpolée en bas.
L’exemple suivant s’applique à une base moins contrastée. Nous pouvons tout d’abord observer les écarts
produits au niveau de la base avec la méthode OSD « classique » et de ce fait l’apport du repositionnement
des sommets dans cette zone, effectué en post-traitement. L’OSD RC s’éloigne ici du bord de l’organe
dans certaines zones comme indiqué par les flèches jaunes. Cependant, celle-ci coïncide d’avantage à la
référence expert d’une part au niveau de la flèche blanche, et d’autre part, comme le montre la vue coronale,
dans une partie de la base où l’OSD « classique » présente les erreurs les plus importantes. L’OSD 2SG et
l’OSD 2SPRL fournissent quant à elles des segmentations similaires à l’OSD « classique » (même base de
données qu’à la figure 5.30 (c) sur laquelle les écarts à la base sont également présents sans post-traitement
même si légèrement inférieurs).
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F. 5.33 – Référence expert (cyan), surface optimale obtenue avec l’OSD « classique » (rouge) (resp. OSD RC (rose))
puis régularisée par RCM, repositionnée au niveau de la paroi rectale, de la base et de l’apex (jaune) (resp. vert), avec
l’OSD 2SG et l’OSD 2SPRL avec le même post-traitement (bleu et orange). Pour chaque base de données : vue axiale
en haut à gauche, vue sagittale non interpolée en haut à droite, vue coronale non interpolée en bas.
La figure 5.34 illustre un cas où l’OSD « classique » domine les autres méthodes avec peu de différences
au contour expert. La vue axiale affiche cependant un léger écart au niveau de la paroi rectale, celui-ci
étant finalement corrigé par le post-traitement. Bien que l’OSD 2SG présente un léger avantage par rapport
à l’OSD 2SPRG, celle-ci ne permet tout de même pas de segmenter complètement la prostate. En outre,
l’OSD RC est ici nettement inférieure aux autres approches en s’accrochant au gradient présent à l’intérieur
de l’organe et révèle ainsi sa faible robustesse. Celle-ci est confirmée par le dernier exemple de la figure
5.35 sur une base très bien contrastée qui remet alors en cause la qualité discriminante des probabilités. La
comparaison de l’OSD « classique » , l’OSD 2SG et l’OSD 2SPRLmontre de bons résultats pour chacune de
ces méthodes. Quelques écarts subsistent tout de même et ce dans des zones différentes selon les méthodes,
le plus important étant ici produit par l’OSD « classique ».
F. 5.34 – Référence expert (cyan), surface optimale obtenue avec l’OSD « classique » (rouge) (resp. OSD RC (rose))
puis régularisée par RCM, repositionnée au niveau de la paroi rectale, de la base et de l’apex (jaune) (resp. vert), avec
l’OSD 2SG et l’OSD 2SPRL avec le même post-traitement (bleu et orange). La flèche noire indique la position de la
vue axiale. Pour chaque base de données : vue axiale en haut à gauche, vue sagittale non interpolée en haut à droite,
vue coronale non interpolée en bas.
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F. 5.35 – Référence expert (cyan), surface optimale obtenue avec l’OSD « classique » (rouge) (resp. OSD RC (rose))
puis régularisée par RCM, repositionnée au niveau de la paroi rectale, de la base et de l’apex (jaune) (resp. vert), avec
l’OSD 2SG et l’OSD 2SPRL avec le même post-traitement (bleu et orange). Pour chaque base de données : vue axiale
en haut à gauche, vue sagittale non interpolée en haut à droite, vue coronale non interpolée en bas.
Au vu des résultats, l’OSD RC est clairement inférieure aux autres méthodes. L’OSD « classique »,
contrairement à ce qui était attendu, fournit déjà une bonne segmentation sans utilisation d’a priori sur la
forme. Cependant, cette méthode offre diverses possibilités le long des normales quant à la nouvelle posi-
tion des sommets en exploitant une information parfois peu discriminante. Dans de telles circonstances la
localisation du bord de la prostate devient difficile et engendre des écarts. Les post-traitements apportés en
corrigent déjà quelques uns présents à la base, à l’apex ou au niveau de la paroi rectale. Afin de diminuer les
risques d’erreurs dans les zones peu définies, réduire le nombre de voxels pouvant appartenir à la surface re-
cherchée se présentait comme une bonne option. L’intégration des deux surfaces comme seules possibilités
dans la méthode de graphe a ainsi permis d’améliorer certaines situations. Cependant, il arrive qu’aucun des
deux maillages régularisés n’appartienne au bord de l’organe notamment dans des zones où la forme varie
fortement, où l’information de bord est absente ou, plus fréquemment pour la fonction C1, là où de forts
gradients se manifestent au voisinage de la limite de la prostate. Il n’est par conséquent pas possible dans
ces cas là d’aboutir à la segmentation désirée.
Ces deux types d’approches, l’une exploitant le gradient « brut », les autres s’appuyant sur des points
d’ancrage fournissent des surfaces qui diffèrent de peu. Les erreurs produites, susceptibles d’être communes
pour les différentes méthodes, interviennent dans certaines zones uniquement pour l’une d’entre elles. Cela
nous a ainsi conduit à coupler l’algorithme classique et ceux exploitant les deux maillages afin de profiter
des avantages de chacun. Nous avons ainsi défini une fonction de coût similaire à C1 pour tous les voxels
intersectés le long de la normale mais pondérée par une loi de probabilité conditionnelle empirique qui ac-
centue le poids des nœuds au voisinage des sommets des deux surfaces relativement au reste des candidats.
Bien que ce principe ait permis pour quelques bases de données d’améliorer la segmentation, celle-ci reste
majoritairement inférieure à la méthode classique et ne sera par conséquent pas détaillée davantage.
La ressemblance entre les résultats de l’OSD, l’OSD 2SG et l’OSD 2SPRL et les erreurs produites par
chacune ne permet pas de donner l’avantage pour l’une d’entre elles. Cependant, l’objectif de rapprocher
le maillage du bord de la prostate est fréquemment atteint. Néanmoins, en plus des écarts résiduels liés au
faible pouvoir discriminant des fonctions de coût, dans le cas de l’OSD 2SG et l’OSD 2SPRL, même dans
l’hypothèse où la surface la plus proche du bord de l’organe a été choisie, il se peut qu’elle en soit légère-
ment éloignée. Du fait de ces différences, qui apparaissent souvent réduites, l’application de l’algorithme de
Contour Dynamique Discret pour finaliser la segmentation reste encore cohérente.
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5.2.9 Déformation par Contour Dynamique Discret
5.2.9.1 Force interne
Comme nous l’avons expliqué à la section 5.1.2.2, la force interne définie dans [Hu 03] (équation 5.16)
amène le contour à rétrécir. Les figures 5.36 (a) et (b) illustrent ce comportement en appliquant la force
totale ftot (équation 5.11) sans force image et en laissant libres les points initiaux. On constate alors que le
contour tend vers un point au fil des itérations. De même, fixer les points n’empêche pas le rétrécissement
(figure (c)).
F. 5.36 – Déformation conduite par la force interne seule : points initiaux libres, 200 itérations (a), points initiaux
libres, 1000 itérations (b), points initiaux fixés, 1000 itérations (c). En vert, le maillage initial ; En rouge, le maillage
déformé.
Afin de corriger ce problème, la force interne doit s’annuler lorsque le sommet considéré est régulier
par rapport à ses voisins. Une manière d’intégrer cette condition est d’estimer la courbure moyenne H en
chaque sommet et de définir la force interne en fonction de ces courbures :
f inti =
(
Hi −
1
M
M−1∑
k=0
Hv(i,k)
)
.ri (5.47)
avec M le nombre de voisins du sommet i et Hv(i,k) la courbure moyenne de son k
ie`me voisin.
La déformation obtenue par la force interne ainsi définie n’entraîne plus le rétrécissement du contour.
Ce dernier est lissé tout en préservant sa taille comme illustré sur la figure 5.37.
F. 5.37 – Déformation conduite uniquement par la force interne définie à partir des courbures moyennes : points
initiaux libres, 1000 itérations. En vert, le maillage initial ; En rouge, le maillage déformé.
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5.2.9.2 Segmentation finale : étude qualitative
L’algorithme de contour dynamique discret est finalement appliqué aux surfaces préalablement obte-
nues. Les procédures employées pour les générer sont résumées sur le schéma 5.38 avec d’une part les
méthodes exploitant le champ de gradient de l’image et d’autre part celles sélectionnant l’information pour
détecter des points d’ancrage. Ces dernières sont tout d’abord composées de l’OSD RC qui exploite direc-
tement les régions candidates dans l’OSD. Comme nous l’avons vu précédemment, cette procédure fournit
des résultats clairement inférieurs aux autres et ne sera par conséquent pas utilisée par la suite pour l’initia-
lisation du DDC. L’OSD 2SG et l’OSD 2SPRL emploient les surfaces produites par repositionnement puis
régularisation pour limiter le nombre de possibilités quant à la localisation du bord de l’organe. Celles-ci se
distinguent l’une de l’autre par les caractéristiques qu’elles utilisent d’une part pour le repositionnement et
d’autre part pour la définition de la fonction de coût dans l’OSD basés soit sur le gradient de l’image soit
sur les probabilités issues de la régression logistique. Ces deux procédés permettent finalement d’obtenir
un nouveau maillage qui, dans une dernière étape, est déformé par DDC. La même procédure est égale-
ment appliquée à la surface produite par l’OSD « classique » ainsi que directement au maillage initial pour
comparaison, en s’appuyant sur différentes déclinaisons de la force totale (équation 5.11).
F. 5.38 – Schéma récapitulatif des algorithmes utilisés pour la modification du maillage initial avant déformation
par DDC.
Comme l’indique l’équation 5.13, la force image est normalisée par rapport à l’amplitude maximum du
gradient de l’énergie. Dans l’article [Hu 03], ce maximum est calculé sur l’ensemble de l’image. Dans les
études réalisées ici, celui-ci est détecté soit dans une zone d’intérêt incluant la prostate, soit dans l’ensemble
des cylindres. En ce qui concerne la force interne, les définitions des équations 5.16 et 5.47 ont été utilisées.
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Les différentes méthodes comparées dans cette section se décomposent ainsi comme suit :
DDC1 :
– 1. Génération d’un maillage initial à partir de 8 points placés sur le bord de la prostate ;
– 2. Déformation avec la force totale (équation 5.11), utilisant la force interne définie dans [Hu 03]
(équation 5.16) et la force image normalisée par l’amplitude maximale du gradient de l’énergie dé-
tectée dans une zone d’intérêt englobant la prostate. La pondération des forces est identique à celle
appliquée dans [Hu 03], soit wimg = 1, wint = 0.2, wd = −0.5 ;
– 3. « Troncature » du maillage au niveau de la base et de l’apex.
DDC2 :
– 1. Génération d’un maillage initial à partir de 8 points placés sur le bord de la prostate ;
– 2. Déformation avec la force totale (équation 5.11), utilisant la force interne modifiée (équation 5.47)
et la force image normalisée par l’amplitude maximale du gradient de l’énergie détectée dans une
zone d’intérêt englobant la prostate. Les poids associés aux forces sont wimg = 1, wint = 4 (la force
interne étant souvent plus faible) et wd = −0.4 ;
– 3. « Troncature » du maillage au niveau de la base et de l’apex.
OSD + DDC :
– 1. Génération d’un maillage initial à partir de 8 points placés sur le bord de la prostate ;
– 2. Extraction de la paroi rectale et déplacement vers la prostate des sommets se situant dans le ballon
ou dans la zone extraite ;
– 3. Déduction de la surface optimale par OSD « classique » ;
– 4. Régularisation par les algorithmes RCM ;
– 5. Correction des sommets au niveau de la paroi rectale ;
– 6. Déformation avec la force totale (équation 5.11), utilisant la force interne modifiée (équation 5.47)
et la force image normalisée par l’amplitude maximale du gradient de l’énergie détectée dans les
cylindres. Les poids associés aux forces sont wimg = 1, wint = 4 et wd = −0.4 ;
– 7. « Troncature » du maillage au niveau de la base et de l’apex.
L’OSD 2SG + DDC et l’OSD 2SPRL + DDC se différencie de l’OSD + DDC uniquement à l’étape 3
où les algorithmes utilisés sont respectivement l’OSD 2SG et l’OSD 2SPRL.
Les résultats obtenus sur quelques bases de données de qualité variable avec des prostates de différentes
formes sont illustrés sur les figures ci-dessous. Bien que seuls quelques exemples soient donnés, ceux-ci sont
représentatifs de l’efficacité mais aussi des difficultés rencontrées par les algorithmes sur un ensemble plus
large de bases de données. Tout d’abord, la figure 5.39 (a) représente la segmentation obtenue par DDC1
sur laquelle nous observons clairement le préjudice porté par la force interne lorsque les forces images sont
faibles et que le bord de la prostate se situe à l’extérieur du maillage initial. Celui-ci est également mis en
évidence par la comparaison aux images (b) sur lesquelles les contours ont été produits de la même manière
avec pour seule différence l’utilisation de la force interne modifiée (DDC2). Nous constatons alors la cap-
ture de certaines parties du bord de l’organe qui se trouvent à une distance assez réduite pour être attractive
(flèche noire). En revanche, le changement de définition de la force interne n’apparaît pas suffisant pour
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capturer la limite de la prostate pointée par les flèches blanches. De plus, le maillage initialement positionné
sur la paroi rectale ne parvient pas à s’en dégager. Les approches proposées apportent alors en net gain
(figures (c), (d) et (e)) en permettant de s’approcher du bord et de préciser la segmentation dans une image
bien contrastée. Nous pouvons toutefois noter les écarts qui persistent au niveau de l’apex où l’image est
moins bien définie, avec tout de même un léger gain apporté par la déformation appliquée au maillage issu
de l’OSD 2SPRL. Les résultats obtenus par le DDC d’origine n’étant pas à la hauteur de ceux fournis par
les autres méthodes, ceux-ci ne seront pas présentés par la suite.
F. 5.39 – Référence expert (cyan), maillage initial (jaune), segmentation obtenue par DDC1 ((a), rose), DDC2 ((b),
bleu), OSD + DDC ((c), rouge), OSD 2SG + DDC ((d), bleu), OSD 2SPRL + DDC (orange).
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L’exemple suivant s’applique également sur une image de bonne qualité et montre encore une fois l’amé-
lioration amenée par le repositionnement. Une exception se manifeste tout de même, visible sur le haut de la
coupe sagittale (figure 5.40 (a), flèche blanche), pour laquelle l’algorithme d’origine fournit une meilleure
segmentation. En effet, un gradient étendu sur plusieurs coupes et de plus forte amplitude que sur la limite
de l’organe est présent dans cette zone attirant alors les contours produits par les méthodes OSD+DDC,
OSD 2SG+DDC et OSD 2SPRL+DDC. En revanche, le maillage initial étant correctement placé, le DDC,
grâce à son caractère local, l’a maintenu à sa position de départ. Nous pouvons également observer sur
les vues axiales des figures (b), (c) et (d), les erreurs résiduelles sur les parties latérales de la prostate.
Les plans coronaux affichant un léger élargissement de l’organe dans cette zone, des tests ont été réalisés
en diminuant l’impact de la force interne mais sans permettre d’améliorer la situation. Enfin, l’algorithme
OSD 2SPRL+DDC (d) qui produisait une segmentation plus précise dans l’exemple précédent présente
ici un écart important dans la zone indiquée par la flèche blanche, qui n’apparaît pas avec les méthodes
d’OSD+DDC basées sur le gradient.
F. 5.40 – Référence expert (cyan), maillage initial (jaune), segmentation obtenue par DDC1 ((a), rose), DDC2 ((b),
bleu), OSD + DDC ((c), rouge), OSD 2SG + DDC ((d), bleu), OSD 2SPRL + DDC (orange).
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Le volume représenté sur la figure 5.41 se décompose en une première partie relativement bien définie
au niveau de la base dans laquelle l’OSD+DDC, l’OSD 2SG+DDC et l’OSD 2SPRL+DDC rapprochent
clairement le maillage du bord (vues axiales, à gauche des vues sagittales, en haut des vues coronales).
En revanche, la partie du côté de l’apex se dégrade en affichant des zones hyperéchogènes générant des
gradients parasites à proximité du bord de l’organe qui, lui, se confond avec son environnement ((même vo-
lume qu’aux figures 5.22 (b1) et (b2)), discuté à la section 5.2.6, sur laquelle apparaît les bandes blanches).
L’algorithme DDC appliqué directement au maillage initial donne alors de meilleurs résultats du fait d’une
bonne initialisation tandis que les autres approches s’éloignent encore une fois de la solution. Toutefois,
la comparaison entre ces dernières montre que l’approche OSD+DDC (b) s’écartent moins de la référence
expert que celle s’appuyant sur les points d’ancrage. En effet, dans ce cas aucune des deux surfaces régula-
risées n’est proche du bord, la solution n’étant alors pas proposée à l’OSD.
F. 5.41 – Référence expert (cyan), maillage initial (jaune), segmentation obtenue par DDC1 ((a), rose), DDC2 ((b),
bleu), OSD + DDC ((c), rouge), OSD 2SG + DDC ((d), bleu), OSD 2SPRL + DDC (orange).
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Finalement, le dernier exemple concerne une base de données acquise durant l’intervention, par consé-
quent, fortement bruitée du fait de la cavitation. Comme précédemment, la méthode DDC présente ici un
avantage en limitant d’une part l’attraction vers les vésicules séminales par rapport à l’OSD+DDC, et d’autre
part l’éloignement sur la partie haute par rapport aux trois autres méthodes. Ces dernières s’approchent ce-
pendant un peu plus du bord dans la zone pointée par la flèche blanche dans la vue sagittale de la figure 5.42
(b). En revanche, aucun de ces algorithmes ne parvient à segmenter la partie latérale, indiquée par la flèche
noire sur la vue coronale de la figure 5.42 (a), dans laquelle le bord n’est pas défini.
F. 5.42 – Référence expert (cyan), maillage initial (jaune), segmentation obtenue par DDC1 ((a), rose), DDC2 ((b),
bleu), OSD + DDC ((c), rouge), OSD 2SG + DDC ((d), bleu), OSD 2SPRL + DDC (orange).
5.3 Conclusion
Au vu des résultats, la méthode de contour dynamique discret (avec la modification proposée pour la
force interne), utilisée sans repositionnement préalable du maillage initial, présente certains avantages. Nous
pouvons ainsi noter qu’elle offre une meilleure segmentation lorsque l’image est mal définie ou lorsque le
bord affiche un gradient plus faible que d’autres structures se trouvant néanmoins dans un voisinage quelque
peu éloigné, à la condition d’avoir un maillage initial déjà à proximité de la frontière de l’organe. Cependant,
chez beaucoup de patients, la forme de la prostate n’autorise pas de l’approcher suffisamment par l’interpo-
lation par plaques minces, et le maillage initial ne peut ainsi pas en être proche sur l’ensemble de la base de
données. Les approches proposées apportent dans ce cas une meilleure localisation de la limite de l’organe
en s’en rapprochant davantage dans un premier temps. Résumons quelques points :
Tout d’abord, l’extraction de la zone de la paroi rectale permet d’en éloigner le maillage initial tout en
l’amenant vers la frontière de la prostate. Cette procédure offre alors une segmentation plus robuste de cette
zone.
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Ensuite, l’exploitation des caractéristiques de l’image pour repositionner le maillage mène, comme nous
l’avons vu, à une surface parfois régulière dans les zones bien contrastées mais fréquemment accidentée
lorsque l’information de bord est faible et/ou en présence d’artefacts. La phase de régularisation, avérée
nécessaire, a alors conduit à produire deux solutions dans le but de préserver le gain fournit par l’étape
précédente.
La combinaison de ces maillages, produits par l’utilisation de la détection de surface optimale, a abouti
à une première segmentation apparaissant déjà proche de la prostate pour une grande partie de la base de
données. Une utilisation classique de l’OSD a mis en évidence son potentiel mais affiche tout de même des
écarts y compris dans la partie centrale de la prostate. L’algorithme de contour dynamique discret appliqué
à ces surfaces a finalement permis de préciser la localisation. La segmentation résultante offre alors une
nette amélioration par rapport au cas où le repositionnement n’est pas réalisé. En effet, les bords éloignés
sont à présent en grande majorité capturés lorsqu’ils sont correctement définis mais parfois aussi lorsqu’ils
apparaissent moins contrastés.
Les limites de la méthode se manifestent essentiellement dans les zones où il existe un fort gradient
parasite, continu sur plusieurs coupes, relativement parallèle à la frontière de l’organe et par conséquent
cohérent avec sa forme. Des erreurs sont également présentes à la base et à l’apex ce qui reste cependant
commun à la majorité des méthodes. En définitive, bien que des écarts persistent, la surface finale reste
globalement meilleure que celle obtenue sans repositionnement préalable.
La distinction en terme de précision entre l’OSD, l’OSD 2SG basée sur le gradient et l’OSD 2SPRL
qui s’appuie sur les probabilités issues de la régression logistique reste difficile à effectuée de manière
qualitative. Le chapitre suivant présente ainsi l’étude quantitative des résultats afin de mieux évaluer leurs
performances.
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Evaluation quantitative
L’évaluation qualitative présentée précédemment a fourni un premier aperçu des performances des dif-
férentes méthodes étudiées. L’objectif de ce chapitre est ainsi de préciser la comparaison de ces algorithmes
par des mesures quantitatives. Nous débuterons à la section 6.1 par la description du protocole appliqué pour
mener à bien cette étude où nous introduirons les bases de données utilisées, l’initialisation et le procédé
de comparaison aux références expert avec notamment la définition des métriques employées. Par la suite,
les méthodes s’appuyant sur un certain nombre de paramètres susceptibles d’influencer leurs performances,
leur incidence a été estimée à la section 6.2. Enfin, l’efficacité des différentes approches de manière globale
et leur sensibilité à la qualité des bases de données et à l’initialisation seront développées à la section 6.3.
6.1 Protocole
Les validations des méthodes et des paramètres ont utilisées 28 volumes échographiques. Afin d’évaluer
la sensibilité des algorithmes à la qualité des images, celles-ci ont été classées en plusieurs catégories. Cette
répartition, basée sur une analyse visuelle, se révèle complexe du fait de la diversité des caractéristiques
à prendre en compte (niveau de bruit, formes plus ou moins irrégulières, contraste...). Cependant, afin de
limiter le nombre de classes, seule la qualité du bord dans la partie centrale de la prostate a été considérée,
écartant donc la base et l’apex souvent mal définis. Les bases de données présentant un contour net sur leur
ensemble ont ainsi été étiquetées comme « bonnes » (figures 6.1 (a)), celles possédant une limite parfois
diffuse comme « moyennes » (figures 6.1 (b)) et finalement comme « mauvaises » (figures 6.1 (c)), celles
pour lesquelles la frontière de l’organe est majoritairement effacée. Le nombre de volumes pour chacun de
ces groupes est en conséquence, respectivement, de 11, 11 et 6.
125
6.1. Protocole chapitre 6
F. 6.1 – Echantillons de coupes axiales centrales de bases de données classées comme « bonnes » (a),
« moyennes » (b) et « mauvaises » (c).
Les méthodes pouvant également présenter une sensibilité à l’initialisation, trois maillages initiaux ont
été utilisés pour les évaluer sur chacune des bases de données. Les points entrés manuellement ont ainsi
été placés, d’une part, sur différentes coupes centrales produisant des surfaces proches de la frontière tantôt
dans une zone, tantôt dans une autre (figure 6.2) dans le cas d’organes peu sphériques ou irréguliers pour
lesquels le maillage initial ne peut avoisiner l’ensemble du bord, et d’autre part, à diverses positions de la
base et de l’apex pour tenir compte des variabilités existantes entre experts.
F. 6.2 – Différents maillages initiaux (vert, jaune et rouge), référence expert (cyan).
Les segmentations résultantes ont été comparées aux références expert obtenues par le procédé décrit
au chapitre 3. Parmi les bases de données, dix d’entre elles ont été délinéées à deux reprises à plusieurs
mois d’intervalle. Bien que ces deux contours ne soient pas suffisants pour réaliser une étude complète de la
variabilité intra-expert, ils permettent tout de même d’en donner une première approximation et d’apprécier
plus précisément les résultats produits par les algorithmes. Par manque de temps et de praticiens, les écarts
inter-expert n’ont quant à eux pas été mesurés.
Les méthodes étant appliquées sur des volumes non interpolés, les surfaces générées l’ont finalement été
pour estimer les écarts dans un milieu isotrope. L’évaluation a ensuite été effectuée en mesurant la sensibilité
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(Se), la spécificité (Sp) et le recouvrement de volume (VO) ainsi que la moyenne symétrique des distances
absolues entre les deux surfaces (SASD) et la distance d’Hausdorff (HD) correspondant à l’écart maximal.
L’ensemble de ces métriques se définissent comme suit avec VR, VS les volumes de référence et segmenté
semi-automatiquement et S R et S S les surfaces correspondantes (Annexe A), VT étant le volume total de
l’image :
S e =
VR ∩ VS
VR
. (6.1)
S p =
VT − VR
VT + VR ∪ VS − 2VR
(6.2)
VO =
VR ∩ VS
VR ∪ VS
(6.3)
S ASD(S R, S S ) =
1
|S R| + |S S |
(∫
r∈S R
dmin(r, S S )dr +
∫
s∈S S
dmin(s, S R)ds
)
, (6.4)
HD(S R, S S ) = max{maxr∈S R dmin(r, S S ),maxs∈S S dmin(s, S R)}. (6.5)
6.2 Validation des paramètres
Dans le cadre de la validation des paramètres, seules les métriques basées sur le volume ont été ex-
ploitées. Celles-ci ont été moyennées pour l’ensemble des bases de données, des maillages initiaux et des
références expert associées afin de sélectionner les valeurs fournissant globalement les meilleurs résultats.
Les premiers paramètres évalués ont été les poids wimg et wint utilisés dans la force totale ftot (équation
5.11) qui conduit la déformation du Contour Dynamique Discret, pour différents écarts-types σ du filtre
gaussien. wd étant moins influant [Ladak 00], [Ladak 03], celui-ci a été fixé à -0,4. wimg a quant à lui varié
entre 0,5 et 2 par pas de 0,5 tandis que wint a, de la même manière, été testé de 0,5 à 4. Enfin, des valeurs
de 5, 7, 9 et 11 ont été appliquées à σ. Les figures 6.3, 6.4 et 6.5 représentent respectivement l’évolution
des sensibilités, des spécificités et des recouvrements de volumes mesurés entre la référence expert et la
segmentation produite par DDC, avec la force interne modifiée (équation 5.47), à partir du maillage initial
généré directement à partir des huit points (sans repositionnement). Nous pouvons constater une hausse de
la sensibilité avec l’augmentation de wimg, marquée entre les valeurs de 0,5 et 1 puis plus lente au-delà.
Inversement, la spécificité diminue avec l’élévation de ce paramètre. Le meilleur compromis semble donc
se trouver entre 1 et 1,5, ce qui est confirmé par le recouvrement de volume quasiment identique pour ces
deux valeurs. wint offre lui les meilleurs résultats pour une valeur de 4 quelque soit la métrique. wimg = 1 et
wint = 4 ont donc été utilisés pour la suite des tests. Finalement, la segmentation produite par σ = 5 apparaît
moins performante que pour les autres valeurs tandis que σ = 7 et σ = 9 fournissent des résultats équiva-
lents et légèrement supérieurs à σ = 11. Puisqu’augmenter σ implique également un masque plus grand et
par conséquent une augmentation des temps de calculs, σ = 7 a été employé pour l’évaluation du DDC à
partir du maillage initial produit à partir des huit points. En revanche, les autres méthodes rapprochant le
maillage du bord avant de lancer la déformation ou n’utilisant pas le DDC, la distance à laquelle celui-ci
doit être attractif peut être réduite ; σ = 5 a donc été adopté pour les autres approches.
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F. 6.3 – Influence des poids wimg et wint et de l’écart-type σ du filtre gaussien sur la sensibilité de la segmentation
produite par l’algorithme DDC.
F. 6.4 – Influence des poids wimg et wint et de l’écart-type σ du filtre gaussien sur la spécificité de la segmentation
produite par l’algorithme DDC.
F. 6.5 – Influence des poids wimg et wint et de l’écart-type σ du filtre gaussien sur le recouvrement de volume de la
segmentation produite par l’algorithme DDC.
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Les algorithmes tels que la détection de surface optimale (OSD) ou la recherche de régions candidates
nécessitent la définition de profondeurs de recherche. Les études préliminaires conduites au chapitre 5 nous
ont orientés vers des longueurs à l’intérieur de 20 voxels et, à l’extérieur, de 15 voxels à proximité de la paroi
rectale et de 25 voxels ailleurs. Dans le cas de la recherche de régions candidates, les résultats au niveau de
la paroi rectale étant satisfaisants, les profondeurs de cylindre associées ont été maintenues. Pour le reste
de l’organe, nous avons choisi de déterminer ces dernières à partir des résultats produits par l’OSD utilisant
la fonction de coût C1 basée sur le gradient pour chaque voxel le long de la normale. Dans un premier
temps, nous avons ainsi fixé les longueurs à l’intérieur à 20 voxels et testé des valeurs de 25 à 35 voxels
pour l’extérieur. La figure 6.6 montre, par la sensibilité, la spécificité et le recouvrement de volume, que les
résultats sont identiques pour ces trois valeurs et par conséquent peu sensibles vis à vis de la profondeur à
l’extérieur. Au vu des résultats qualitatifs qui semblaient légèrement meilleurs avec une valeur de 30 voxels,
nous avons donc opté pour ce choix. Celle-ci fixée, les longueurs intérieures ont été étudiées entre 15 et 35
voxels par pas de 5. De la même manière, la figure 6.7 met en évidence une faible sensibilité à ce paramètre.
Les bords de la prostate les plus éloignés du maillage initial se situant à l’extérieur, une valeur de 20 voxels
à été préservée pour l’intérieur.
F. 6.6 – Influence des longueurs de recherche à l’extérieur sur la sensibilité, la spécificité et le recouvrement de vo-
lume de la segmentation produite par l’algorithme OSD, exploitant la fonction de coût C1. Les longueurs de recherche
à l’intérieur sont égales à 20 voxels.
F. 6.7 – Influence des longueurs de recherche à l’intérieur sur la sensibilité, la spécificité et le recouvrement de vo-
lume de la segmentation produite par l’algorithme OSD, exploitant la fonction de coût C1. Les longueurs de recherche
à l’extérieur ont été choisies égales à 30 voxels.
La taille des régions extraites lors de la recherche de nouveaux candidats pour les sommets du maillage
est conditionnée par le paramètre λ (équation 5.26). Comme nous l’avons vu au chapitre 5, celui-ci influe par
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conséquent sur la loi de probabilité déduite de la régression logistique et sur les combinaisons de variables
explicatives fournissant les meilleures statistiques. Les trois associations présentées dans le tableau 5.1 ont
ainsi été testées. Afin de déduire la plus efficace, l’OSD RC qui exploite directement les régions extraites
et leurs probabilités, a été employée. La figure 6.8 affiche une baisse de la sensibilité avec l’augmentation
de λ et par conséquent une hausse de la spécificité. Le taux de recouvrement est quant à lui identique pour
λ = 0, 6 et λ = 0, 7 puis inférieur pour λ = 0, 8. λ = 0, 6, intégrant plus d’information, a finalement été
sélectionné pour la suite des tests.
En outre, nous pouvons observer que les résultats produits par cette méthode sont nettement inférieurs
à ceux obtenus par l’OSD « classique » ce qui confirme la conclusion de l’étude qualitative. Cette approche
sera donc écartée dans la comparaison abordée à la section suivante.
F. 6.8 – Influence de λ sur la sensibilité, la spécificité et le recouvrement de volume de la segmentation produite par
l’algorithme OSD RC.
Le dernier paramètre étudié est le δ intervenant dans la contrainte de régularité de l’OSD (équation
5.38). Les statistiques présentées ci-dessus ont été générées par une valeur de δ = 1
3
. Pour l’OSD utilisant la
fonction de coût C1, un δ de
1
4
fournit des statistiques globales très similaires mais légèrement inférieures.
Une valeur de 1
3
a donc été utilisée pour cette approche. En revanche, les algorithmes OSD 2SG et OSD
2SPRL (intégrant les surfaces repositionnées puis régularisées) ont montré une légère amélioration avec un
δ = 1
4
qui a donc été adopté pour ces derniers.
6.3 Evaluation des méthodes
6.3.1 Evaluation globale
Une fois les paramètres déterminés, les différentes méthodes décrites au chapitre 5 ont été évaluées et
comparées. Le tableau 6.1 fournit un récapitulatif, pour chacune de ces approches, des moyennes, écarts-
types, maxima et minima des métriques obtenues sur les 28 bases de données en considérant les trois
maillages initiaux et l’ensemble des références expert.
La comparaison des algorithmes DDC et OSD met en évidence de meilleures statistiques globales en
faveur de cette-dernière qui augmente nettement la sensibilité et le taux de recouvrement des volumes et ré-
duit les distances moyennes. L’utilisation des deux surfaces obtenues par repositionnement sur les plus forts
gradients puis régularisation (OSD 2SG) produit des résultats légèrement supérieurs au DDC mais reste un
peu en-dessous de ceux de l’OSD. De même, bien que l’OSD 2SPRL affiche une sensibilité légèrement
meilleure, elle entraîne une baisse de la spécificité et du taux de recouvrement et une hausse des distances
moyennes. Réduire le nombre de localisations possibles pour le bord de la prostate en se basant sur le gra-
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dient ou les probabilités issues de la régression logistique ne semble par conséquent pas corriger les erreurs
produites par l’OSD.
L’objectif au début de cette thèse étant d’améliorer la méthode de Contour Dynamique Discret en rap-
prochant le maillage initial du bord de la prostate avant de lancer la déformation, cet algorithme a été ajouté
aux méthodes précédentes. L’OSD qui fournissait déjà de bons résultats a ainsi gagné en sensibilité, en
taux de recouvrement et diminué en distances moyenne et maximale, ces-dernières étant jusqu’à présent
relativement équivalentes pour les différentes approches. En revanche, une légère baisse est apparue en spé-
cificité. L’association du DDC à l’OSD 2SG et l’OSD 2SPRL a également globalement augmenté leurs
performances qui restent cependant toujours équivalentes à l’OSD-DDC. Nous pouvons néanmoins noter
l’augmentation des distances d’Hausdorff et des distances moyennes pour l’OSD 2SPRL suggérant que le
repositionnement des maillages a placé les sommets au voisinage de forts gradients, n’appartenant pas à la
limite de l’organe, qui ont attiré le DDC et l’ont ainsi éloigné du bord.
Bien que des écarts existent, les statistiques affichées ne permettent pas, hormis pour l’algorithme DDC
utilisé seul, de conclure sur la supériorité d’une de ces approches.
Se (%) Sp (%) VO (%) SASD σSASD HD
(mm (vx)) (mm (vx)) (mm (vx))
DDC moy 87,45 ± 4,65 99,22 ± 0,50 81,74 ± 3,94 1,07 ± 0,33 1,01 ± 0,32 5,55 ± 1,71
(6,93 ± 2,14) (6,58 ± 2,09) (36,02 ± 11,09)
min 74,81 97,56 67,13 0,47 (3,07) 0,45 (2,90) 2,29 (14,87)
max 97,30 99,92 88,34 2,21 (14,37) 1,83 (11,89) 10,96) 71,18
OSD moy 90,12 ± 4,59 99,18 ± 0,57 84,12 ± 4,19 0,91 ± 0,31 0,91 ± 0,32 5,43 ± 1,61
(5,92 ± 1,99) (5,94 ± 2,09) (35,28 ± 10,44)
min 78,09 96,89 70,41 0,45 (2,92) 0,40 (2,58) 2,53 (16,40)
max 97,69 99,90 89,91 1,94 (12,58) 1,91 (12,42) 10,29 (66,83)
OSD 2SG moy 88,62 ± 5,21 99,21 ± 0,56 82,98 ± 4,75 0,98 ± 0,31 0,95 ± 0,30 5,47 ± 1,40
(6,34 ± 2,01) (6,18 ± 1,92) (35,50 ± 9,11)
min 59,51 96,85 (58,61) 0,54 (3,51) 0,45 (2,91) 2,83 (18,38)
max 96,65 99,93 (89,84) 2,26 (14,67) 1,91 (12,38) 9,62 (62,49)
OSD 2SPRL moy 90,50 ± 4,31 98,90 ± 0,66 82,61 ± 4,33 1,02 ± 0,32 0,96 ± 0,30 5,46 ± 1,85
(6,60 ± 2,05) , (6,22 ± 1,94) (35,45 ± 10,74)
min 71,03 96,73 68,38 0,49 (3,20) 0,42 (2,75) 3,07 (19,95)
max 98,08 99,88 88,93 (2,12 13,74) 1,95 (12,69) 12,43 (80,70)
OSD + DDC moy 91,38 ± 4,07 99,06 ± 0,64 84,40 ± 4,19 0,75 ± 0,21 0,80 ± 0,28 5,00 ± 1,34
(4,84 ± 1,35) (5,22 ± 1,79) (32,44 ± 8,67)
min 80,74 96,29 69,09 0,43 (2,77) 0,46 (2,96) 2,94 (19,08)
max 98,20 99,87 91,06 1,22 (7,93) 1,55 (10,04) 8,21 (53,31)
OSD 2SG moy 90,66 ± 4,23 99,08 ± 0,61 83,97 ± 4,43 0,92 ± 0,31 0,93 ± 0,31 5,56 ± 1,56
+ DDC (5,98 ± 2,03) (6,06 ± 2,04) (36,09 ± 10,13)
min 72,09 96,63 66,70 0,47 (3,06) 0,45 (2,90) 2,90 (18,81)
max 97,63 99,84 91,11 2,32 (15,06) 1,96 (12,75) 10,73 (69,67)
OSD 2SPRL moy 91,44 ± 3,68 98,94 ± 0,67 83,72 ± 4,05 0,95 ± 0,31 0,94 ± 0,30 5,55 ± 1,60
+ DDC (6,14 ± 2,00) (6,12 ± 1,98) (36,07 ± 10,41)
min 80,74 96,74 68,55 0,44 (2,87) 0,43 (2,77) 2,98 (19,34)
max 97,97 99,87 90,01 2,15 (13,93) 2,10 (13,65) 11,78 (76,50)
T. 6.1 – Evaluation quantitative globale des différents algorithmes.
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6.3.2 Etude régionale
Une étude régionale a ensuite été réalisée pour localiser les erreurs et tenter de dégager une des ap-
proches. Celle-ci a consisté en l’évaluation des écarts séparément pour différentes zones de la prostate. Le
partitionnement a été effectué en découpant l’organe en régions représentant 20-60-20 % des coupes axiales
incluses dans la référence expert respectivement pour la base, la partie centrale et l’apex. Les intervalles
comprenant les extrémités s’étende-t- ainsi sur 6 à 10 mm suivant les bases de données, valeurs équivalentes
ou légèrement supérieures aux marges prises durant l’intervention pour préserver les sphincters.
Les résultats ont été représentés sous forme de boîtes à pattes également appelées boxplot (figures 6.9,
6.10, 6.11, 6.12, 6.13). Une boîte s’étend du 1er au 3e`me quartile, sa hauteur correspondant ainsi à l’écart in-
terquartile. La ligne rouge en son centre désigne la valeur médiane. Enfin, les pattes inférieure et supérieure
se prolongent jusqu’au valeurs respectivement minimum et maximum qui s’éloignent au plus de 1,5 fois
l’écart interquartile par rapport à l’extrémité de la boîte la plus proche, les outliers dépassant cette limite
étant illustrés pas des croix rouges.
Les différentes figures présentées ci-dessous mettent en évidence des écarts et une dispersion de ces
écarts nettement réduits dans la partie centrale par rapport à ceux produits à la base et à l’apex en termes de
sensibilité, de recouvrement de volumes et de distance moyenne. En revanche, ce schéma est moins évident
dans le cas de la spécifité qui semble équivalente ou légèrement inférieure à celle obtenue au niveau des ex-
trémités. Cette exception est également présente pour les écarts maximaux dont les valeurs et les dispersions
restent élevées dans la partie centrale.
La comparaison des différentes méthodes entre elles montre qu’elles se comportent de manière relative-
ment équivalente avec la même hiérarchie que précédemment. L’algorithme de contour dynamique discret
appliqué directement au maillage initial est ainsi majoritairement inférieur aux autres approches avec cepen-
dant une meilleure spécificité à la base et à l’apex. En outre, l’application de la déformation par DDC aux
maillages obtenus par l’OSD permet de réduire la dispersion en termes de sensibilité et de recouvrement de
volumes, et ce particulièrement à l’apex et notamment pour l’OSD « classique ». De plus, la hausse de la
médiane indique une meilleure délimitation de cette zone, également visible par les distances moyennes.
Finalement, au terme de cette étude, les différentes approches fournissent de bons résultats dans la partie
centrale avec par exemple un taux de recouvrement de volumes de l’ordre de 90 %. Cependant, aucune ne
paraît dominer les autres avec des erreurs persistantes aux extrémités quelle que soit la méthode utilisée.
F. 6.9 – Etude régionale de la sensibilité.
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F. 6.10 – Etude régionale de la spécificité.
F. 6.11 – Etude régionale du recouvrement de volumes.
F. 6.12 – Etude régionale des moyennes symétriques des distances entre surfaces.
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F. 6.13 – Etude régionale des distances d’Hausdorff.
6.3.3 Ecarts intra-expert
La qualité, parfois médiocre, des bases échographiques amène des écarts entre les délinéations manuelles
là où les bords de la prostate sont peu définis, entre experts mais aussi pour un même expert. Le début de
l’étude menée pour en évaluer l’amplitude est présenté dans le tableau 6.2. Nous constatons en premier
lieu que les statistiques fournies pour les segmentations semi-automatiques sont proches de celles mesurées
entre les contourages expert. Les résultats produits par les algorithmes peuvent ainsi être jugés comme
relativement bons. Par ailleurs, la qualité du volume image influe sur les écarts avec une légère augmentation
visible lorsque l’organe est moins net. Cependant, l’élévation n’est pas évidente. En effet, les bases de
données même bien contrastées sur leur partie centrale peuvent afficher des coupes au niveau de la base et
de l’apex mal définies. Par ailleurs, la taille de la prostate joue également sur l’amplitude des différences.
Ainsi, nous remarquons qu’une grande base de bonne qualité (surlignée en bleu) peut entraîner des distances
bien plus élevées qu’une petite base de qualité médiocre (jaune).
Qualité SASD (mm (vx)) σSASD (mm (vx)) HD (mm (vx))
Bonnes 1,15 (7,49) 1,25 (8,12) 7,77 (50,49)
0,77 (5,01) 0,88 (5,74) 4,31 (28)
0,68 (4,41) 0,82 (5,32) 5,56 (36,11)
moyenne 0,87 ± 0,25 0,98 ± 0,23 5,88 ± 1,75
(5,64 ± 1,63) (6,39 ± 1,51) (38,2 ± 11,39)
Moyennes 0,93 (6,06) 1,34 (8,7) 7,55 (49)
1,22 (7,93) 1,30 (8,42) 6,90 (44,79)
0,75 (4,86) 0,68 (4,43) 3,52 (22,87)
moyenne 0,97 ± 0,24 1,10 ± 0,37 5,99 ± 2,16
(6,28 ± 1,55) (7,18 ± 2,39) (38,89 ± 14,03)
Mauvaises 1,36 (8,81) 1,38 (8,98) 7,20 (46,73)
0,42 (2,73) 0,45 (2,95) 2,84 (18,47)
0,81 (5,25) 0,77 (5,03) 4,16 (27,04)
1,93 (12,51) 2,28 (14,82) 11,75 (76,33)
moyenne 1,05 ± 0,78 1,17 ± 0,98 6,25 ± 4,81
(6,83 ± 5,08) (7,6 ± 6,34) (40,61 ± 31,23)
T. 6.2 – Distances moyennes et maximales entre références « expert ».
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6.3.4 Influence de la qualité de la base de données
Afin d’évaluer l’influence de la qualité de la base de données sur les résultats des segmentations pro-
duites par les différentes approches, les métriques ont été calculées séparément pour les trois catégories
d’image. Nous observons ainsi une très légère hausse de la sensibilité (figure 6.14) lorsque la prostate est
mieux définie excepté pour la méthode DDC qui apparaît plus sensible sur les mauvaises bases. En considé-
rant que les maillages initiaux sont le plus souvent situés à l’intérieur de l’organe et que le DDC n’est pas en
mesure d’atteindre des bords trop éloignés, cela implique simplement que le jeu de mauvaises bases à notre
disposition présente des formes moins irrégulières que celles des autres classes et donc une initialisation
plus proche de la frontière recherchée. Les résultats restent ici tout de même équivalents que ce soit entre les
différents algorithmes ou selon la qualité des images. Comme le montre la figure 6.15 de gauche, il en est
de même pour la spécificité. En revanche, les différences apparaissent plus marquées pour le recouvrement
de volume (figure 6.15 de droite) qui augmente avec la qualité de la base, hormis encore une fois pour le
DDC en raison de son caractère local. Enfin, les figures 6.16 affichent également des différences dans les
distances moyennes et maximales avec des valeurs légèrement inférieures dans le cas de l’utilisation de
l’OSD associé ou non au DDC. Cependant, étant donné la taille du voxel, les écarts de 2 voxels entre les
classes « mauvaises » et « bonnes » pour les distances moyennes correspondent à moins d’un millimètre et
sont de ce fait peu conséquents. La qualité de la base de données influe finalement peu sur les performances
et ne permet pas non plus de donner un avantage clair à l’une des approches.
F. 6.14 – Evolution de la sensibilité en fonction de la qualité de la base de données.
F. 6.15 – Evolution de la spécificité et du recouvrement de volumes en fonction de la qualité de la base de données.
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F. 6.16 – Evolution des distances moyennes et maximales en fonction de la qualité de la base de données.
Nous avons alors approfondi notre étude en mesurant les résultats sur les bases de données séparément.
Les figures suivantes donnent ainsi les statistiques moyennées sur les trois maillages initiaux avec comparai-
son à un contour expert. Les points contenus dans un rectangle noir représentent une même base de données
et la même segmentation résultante mais évaluée avec chacune des références disponibles. Les graphiques
sont composés de trois parties qui, de gauche à droite, correspondent respectivement aux catégories « mau-
vaises », «moyennes » et « bonnes ». Nous observons ainsi une meilleure sensibilité pour ces deux dernières
classes en faveur de l’OSD et l’OSD DDC. Pour les volumes mal définis, l’algorithme DDC fournit des
résultats similaires. Un plus grand écart est visible pour la base 7-8 où l’on observe le gain que peut apporter
l’ajout du DDC à l’OSD. La figure 6.18 montre que pour ce même volume, l’OSD 2SPRL + DDC améliore
encore les résultats. Cependant, celle-ci fournit souvent des sensibilités inférieures en présence d’une qualité
moyenne. Nous pouvons également noter que l’OSD 2SG+DDC est ici toujours inférieure ou équivalente à
l’OSD+DDC et l’OSD 2SPRL+DDC en terme de sensibilité. Le gain apporté par l’OSD 2SG+DDC, lors-
qu’il est présent, se manifeste donc plus dans la spécificité (figure 6.20). Comme le montre la figure 6.19, il
en est de même pour le DDC ce qui tient certainement du fait de la position majoritairement intérieure à la
prostate des maillages initiaux. L’OSD+DDC apparaît pour quelques exemples moins spécifique car certai-
nement attiré par des gradients forts, se situant dans l’environnement de l’organe, après repositionnement.
Enfin, les recouvrements de volumes et les distances absolues moyennes (figures 6.21, 6.22, 6.23 et 6.24)
mettent en évidence l’infériorité du DDC sur les bases moyennes et bonnes face à l’OSD, l’OSD+DDC,
l’OSD 2SG+DDC et l’OSD 2SPRL+DDC, ces quatre approches étant en revanche difficiles à différencier.
F. 6.17 – Comparaison des sensibilités séparément pour chaque base de données. Chaque point représente les résul-
tats moyennés obtenus à partir des trois maillages initiaux évalués par rapport à une référence expert. Les rectangles
noirs représentent une même base de données pour laquelle deux références expert sont disponibles.
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F. 6.18 – Légende identique à celle de la figure 6.17.
F. 6.19 – Comparaison des spécificités séparément pour chaque base de données. Le reste de la légende est identique
à celle de la figure 6.17.
F. 6.20 – Comparaison des spécificités séparément pour chaque base de données. Le reste de la légende est identique
à celle de la figure 6.17.
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F. 6.21 – Comparaison des recouvrements de volumes séparément pour chaque base de données. Le reste de la
légende est identique à celle de la figure 6.17.
F. 6.22 – Comparaison des recouvrements de volumes séparément pour chaque base de données. Le reste de la
légende est identique à celle de la figure 6.17.
F. 6.23 – Comparaison des SASD séparément pour chaque base de données. Le reste de la légende est identique à
celle de la figure 6.17.
138
chapitre 6 6.3. Evaluation des méthodes
F. 6.24 – Comparaison des SASD séparément pour chaque base de données. Le reste de la légende est identique à
celle de la figure 6.17.
6.3.5 Sensibilité à l’initialisation
Le dernier test réalisé s’est intéressé à l’impact de l’initialisation sur les performances des algorithmes.
Les graphiques ci-dessous représentent les écarts-types des valeurs des SASD obtenues pour les trois maillages
initiaux, indépendamment pour chaque base de données et chaque référence expert. La ligne du haut de la fi-
gure 6.25 correspond, de gauche à droite, aux résultats produits par les méthodes DDC, OSD et OSD+DDC.
Nous constatons ainsi que l’OSD est moins sensible à l’initialisation que le DDC et le devient encore moins
lorsque les deux approches sont couplées. La ligne du bas de la figure 6.25 illustrant les statistiques pour
l’OSD 2SG+DDC et l’OSD 2SPRL+DDC montre que la première apparaît, excepté pour les mauvaises
bases de données, comme la moins sensible à l’initialisation par rapport à l’ensemble des approches tandis
que la deuxième est équivalente sur ce point à l’OSD+DDC.
F. 6.25 – Ecarts-types des valeurs de SASD obtenus pour les trois maillages initiaux. Chaque barre correspond à
une base de données et à l’évaluation des résultats par rapport à une référence expert. De gauche à droite, en haut :
pour les méthodes DDC, OSD, OSD+DDC ; en bas : pour les méthodes OSD 2SG + DDC, OSD 2SPRG + DDC. 1
voxel = 0,154 mm.
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6.3.6 Volume interpolé
L’évaluation globale réalisée précédemment (section 6.3.1) a été reproduite sur les résultats de seg-
mentation obtenus en appliquant les algorithmes directement sur les volumes interpolés. Les statistiques
présentées dans le tableau 6.3 mettent en évidence un gain de l’ordre de 0,2 à 2,5 % pour les métriques sur
le volume. De même, les distances moyennes et maximales sont majoritairement inférieures avec des béné-
fices variant respectivement entre 0,03 et 0,07 mm, et 0,26 et 0,53 mm. Nous pouvons également noter que
l’apport du DDC sur les maillages obtenus par l’OSD est moins conséquent que pour les bases non interpo-
lées. Cependant, le nombre de coupes constituant les bases de données est à présent d’environ 235 à 420 au
lieu de 90 à 165 coupes pour les volumes non interpolés. L’amélioration de la précision de la segmentation
implique donc une augmentation des temps de calcul, multipliés par un facteur de 2,6.
Se (%) Sp (%) VO (%) SASD σSASD HD
(mm (vx)) (mm (vx)) (mm (vx))
DDC moy 88,39 ± 4,54 99,12 ± 0,51 81,97 ± 3,84 1,08 ± 0,32 1,04 ± 0,31 5,64 ± 1,75
(7,07 ± 2,10) (6,79 ± 2,01) (36,65 ± 11,35)
min 77,66 97,31 68,51 0,49 (3,20) 0,43 (2,83) 2,27 (14,76)
max 97,98 99,85 89,41 2,16 (14,03) 1,84 (14,76) 11,02 (71,56)
OSD moy 92,08 ± 3,30 99,12 ± 0,55 85,44 ± 3,98 0,84 ± 0,30 0,83 ± 0,30 4,90 ± 1,63
(5,48 ± 1,93) (5,40 ± 1,96) (31,86 ± 10,67)
min 83,11 97,50 71,77 0,39 (2,56) 0,36 (2,36) 2,23 (14,46)
max 98,60 99,87 91,17 1,85 (12,00) 1,79 (11,65) 9,56 (62,10)
OSD 2SG moy 91,78 ± 3,65 98,99 ± 0,59 84,51 ± 4,08 0,91 ± 0,30 0,87 ± 0,29 4,99 ± 1,52
(5,88 ± 1,96) (5,66 ± 1,92) (32,41 ± 9,90)
min 74,81 97,35 70,94 0,43 (2,79) 0,37 (2,39) 2,33 (15,13)
max 98,41 99,83 90,53 1,89 (12,31) 1,80 (11,69) 9,15 (59,44)
OSD 2SPRL moy 92,18 ± 3,76 98,78 ± 0,60 83,28 ± 3,78 0,99 ± 0,28 0,89 ± 0,28 5,20 ± 1,67
(6,42 ± 1,81) (5,79 ± 1,81) (33,77 ± 10,84)
min 81,20 96,86 72,83 0,48 (3,12) 0,44 (2,85) 2,55 (16,58)
max 99,01 99,79 90,18 1,80 (11,70) 1,72 (11,75) 10,40 (67,53)
OSD + DDC moy 92,99 ± 3,15 99,03 ± 0,58 85,62 ± 4,16 0,83 ± 0,31 0,84 ± 0,31 5,03 ± 1,65
(5,40 ± 2,00) (5,46 ± 2,02) (32,65 ± 10,72)
min 84,66 97,32 71,16 0,43 (2,79) 0,42 (2,76) 2,24 (14,56)
max 98,80 99,84 91,72 1,92 (12,47) 1,90 (12,32) 10,67 (69,28)
OSD 2SG moy 92,77 ± 3,30 98,93 ± 0,63 84,91 ± 4,22 0,88 ± 0,31 0,88 ± 0,31 5,12 ± 1,66
+ DDC (5,71 ± 2,04) (5,72 ± 2,04) (33,25 ± 10,83)
min 79,89 97,13 70,19 0,38 (2,49) 0,37 (2,42) 2,39 (15,52)
max 98,83 99,86 92,09 1,99 (12,96) 1,94 (12,66) 10,81 (70,22)
OSD 2SPRL moy 92,63 ± 3,46 98,92 ± 0,60 84,61 ± 3,89 0,90 ± 0,29 0,89 ± 0,28 5,16 ± 1,61
+ DDC (5,83 ± 1,87) (5,76 ± 1,85) (33,54 ± 10,43)
min 81,82 97,21 71,99 0,42 (2,75) 0,41 (2,65) 2,70 (17,58)
max 99,08 99,9 91,72 1,85 (12,07) 1,80 (11,72) 10,67 (69,29)
T. 6.3 – Evaluation quantitative globale des différents algorithmes appliqués au volume interpolé.
6.4 Conclusion
L’étude quantitative menée dans ce chapitre a permis de mettre en évidence le gain apporté au DDC en
approchant le maillage initial du bord de l’organe avant de lancer la déformation. En effet, les statistiques,
équivalentes pour les bases de mauvaise qualité, s’améliorent en revanche pour les volumes image moyen-
nement et bien définis. Cependant, la différence entre les méthodes OSD, OSD+DDC, OSD 2SG+DDC et
140
chapitre 6 6.4. Conclusion
OSD 2SPRL+DDC n’apparaît pas ici clairement que ce soit dans les résultats globaux ou régionaux qui
restent très proches.
Ces résultats sont bien entendu à confronter aux contraintes applicatives. Elles sont au moins de deux
ordres. La première concerne le protocole de planification des tirs tel qu’il a été exposé au chapitre 1. En
effet, nous avons vu que des marges étaient prises sur les zones sensibles tel qu’à l’apex et la paroi rectale,
de façon à limiter l’impact de l’échauffement sur les structures voisines tout en garantissant toutefois une
couverture complète de la prostate. Ces marges sont d’au moins 6 mm à l’apex et de 3 à 8 mm au voisinage
de la paroi rectale. Nous voyons donc que les erreurs de segmentation maximales sont du même ordre de
grandeur (en moyenne de l’ordre de 5 mm) ce qui permet d’envisager de définir le protocole de répartition
des tirs de manière quasi-automatique (avec vérification visuelle par le spécialiste) et ainsi de réduire le
temps de l’intervention de manière significative.
La seconde porte sur la partie algorithmique avec deux facettes : (1) la facilité d’ajustement des para-
mètres contrôlant leur fonctionnement ; (2) le temps de calcul impliqué. Sur le premier point, l’OSD s’est
montrée peu sensible aux paramètres à ajuster que sont le δ et les longueurs de recherche. En revanche, les
performances du DDC varient plus selon les poids wimg et wint utilisés. Bien que ceux-ci aient été choisis
de telle sorte à maximiser globalement les résultats de la segmentation, il est probable que les adapter à la
qualité de l’image (par exemple avec un wint plus grand pour les bases plus bruitées) pourrait augmenter
l’efficacité de l’algorithme. L’OSD présente donc un avantage sur ce point. En ce qui concerne les temps de
calcul, sur un PC Intel Xeon 2,33 GHz avec 4 Go de mémoire vive, le filtre gaussien qui est, contrairement
au reste, optimisé et parallélisé, dure environ 10 secondes. L’extraction de la paroi rectale prend quand à elle
environ 0,2s, l’extraction des ensembles de voxels qui inclut le calcul du gradient au voisinage de la prostate
est de l’ordre de 4s et la régularisation de 1s. Une fois les prétraitements et les caractéristiques calculées,
la déformation par DDC prend autour de 2-3s tandis que l’OSD est inférieur à la seconde. L’ensemble des
étapes dure finalement entre 15 et 20 secondes sans optimisation. Il s’avère donc que sur ce point l’OSD
offre également un léger bénéfice.
Du repositionnement à la déformation, en passant par le choix entre les deux solutions proposées par la
régularisation, la caractéristique de l’image exploitée reste le gradient qui, comme expliqué précédemment,
possède ses limites. Cela nous amène ainsi à considérer l’apport potentiel d’informations sur la texture
susceptibles de différencier le bord de la prostate des gradients erronés. Le chapitre suivant s’intéresse donc
à évaluer, dans une première étude, le pouvoir discriminant des moments. Un tel ajout va bien entendu
avoir une répercussion sur les temps de calcul qui viennent d’être évoqués mais si la performance obtenue
s’améliore sensiblement d’autres solutions peuvent alors être envisagées (processeur dédié, calcul parallèle
par exemple).
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Caractérisation par moments orthogonaux
Des tests préliminaires ont été conduits au Chapitre 3 visant à caractériser les propriétés de régions au
voisinage des contours de la prostate. Ils montraient que la discrimination entre intérieur et extérieur ne
pouvait s’appuyer seulement sur des grandeurs statistiques simples (moyenne, écart type des distributions
de niveaux de gris). L’analyse de texture permet d’aller plus loin dans cette caractérisation. Elle peut être
abordée par de nombreuses méthodes : analyse spectrale, matrices de co-occurrence, longueurs de plages,
fractals, etc. [Bruno 97], [Coatrieux J.L. 98]. Les performances obtenues à partir des descripteurs extraits
par ces méthodes dépendent étroitement de la nature de la texture (structurée ou aléatoire) et les contraintes
applicatives (temps de calcul, horizon spatial de calcul). Nous avons vu auparavant que les motifs échogra-
phiques de la prostate étaient spatialement très hétérogènes du fait, d’une part, du caractère aléatoirement
distribué du speckle et, d’autre part, des variations locales intrinsèques de ce speckle (en intensité et en
étendue). Notre objectif étant ici d’exploiter les propriétés des régions voisines des contours candidats, nous
avons préféré travailler sur des fenêtres de tailles réduites et choisi d’explorer l’apport potentiel des mo-
ments. Bien que peu utilisés en imagerie médicale, ils ont l’avantage de s’appuyer sur des formulations
théoriques solides. Leur spectre d’applications en traitement d’image au sens large est vaste puisqu’il va de
la reconstruction à partir de projections à la détection, la reconnaissance de forme jusqu’à la compression.
Quelques travaux se sont intéressés à l’analyse de texture [Wang 98], [Bharathi 07] mais ils restent encore
mineurs dans ce domaine.
Ce chapitre est divisé en deux parties. La première s’attache à donner une vue générale des moments,
leurs expressions théoriques ainsi que quelques unes de leurs propriétés fondamentales, en nous limitant à
ceux que nous avons utilisés. La seconde décrit le travail préliminaire en 2D que nous avons réalisé pour
notre application.
7.1 Les moments et leurs propriétés
Les travaux pionniers de Hu en 1962 [Hu 62] ont véritablement été le point de départ de nombreuses
recherches sur les moments et ont ouvert de multiples domaines d’application [Prokop 92], [Mukundan 98],
[Mukundan 01], [Liao 96], [Zhu 07a]. Les moments peuvent traiter d’images binaires ou à niveaux de gris,
définies en 2D, 3D ou dans des espaces de dimension supérieure, mais aussi s’appliquer à des primitives
préalablement extraites des images comme des contours. La classification proposée à la figure 7.1 est tirée
de [Shu 07] et fait apparaitre les moments complexes (MC), rotationnels (MR), géométriques (MG) et or-
thogonaux (MO) où les arcs simples définissent une relation de sous-classe et les double flèches expriment
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F. 7.1 – Classification des familles de moments avec : MC : moments complexes ; MR : moments rotationnels ;
MG : moments géométriques ; MO : moments orthogonaux ; ML : moments de Legendre ; MZ : moments de Zernike ;
MPZ : moments pseudo-Zernike ; MPZG : moments pseudo-Zernike généralisés ; MCF : moments de Tchebichef-
Fourier ; MT : moments de Tchebichef ; MK : moments de Krawtchouk ; MRA : moments de Racah ; MDH : moments
Dual Hahn.
que ces classes peuvent s’exprimer dans chacune de ces formulations. Ainsi les moments orthogonaux, ceux
qui nous intéressent ici, se décomposent en moments continus ou discrets. Ils seront introduits par la suite
en 2D pour des raisons de simplicité.
Les moments non-orthogonaux que nous ne présenterons pas par la suite ont cependant des proprié-
tés intéressantes pour l’image. Les moments géométriques, utilisés dans des opérations de recalage ou de
détection [Luo 93], ont l’avantage d’être simples et d’avoir pour les premiers ordres des interprétations phy-
siques. Ainsi, le moment d’ordre zéro, (M00), représente la masse totale, les deux premiers moments, (M10,
M01), la position du centre de gravité, les moments d’ordre 2, (M20, M11, M02), permettant de déterminer
des orientations par exemple [Prokop 92]. Les moments rotationnels quant à eux restent invariants lors de la
rotation de l’image.
7.1.1 Les moments orthogonaux
La base de monômes xnym utilisée par les moments géométriques sur laquelle la fonction f (x, y) est
projetée n’est pas orthogonale ce qui rend par exemple mal posée la reconstruction d’une image d’une part
et, d’autre part, implique une redondance d’information. Teague [Teague 80] a suggéré d’utiliser les mo-
ments orthogonaux définis sur la base des polynômes continus de Legendre et Zernike. Plus récemment,
les moments orthogonaux discrets (e.g. Tchebichef, Krawtchouk, Racah, et dual Hahn) ont aussi été intro-
duits et font l’objet d’une recherche théorique particulièrement active mais aussi d’applications très diverses.
7.1.1.1 Moments orthogonaux continus
A. Moments de Legendre
La base, ou le noyau, des moments de Legendre est φnm = Pn(x)Pm(y) où Pp(x) est le polynôme d’ordre
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p de Legendre. Le moment de Legendre d’ordre (n + m), Lnm, est défini par [Teague 80] :
Lnm =
(2n + 1)(2m + 1)
4
∫ 1
−1
∫ 1
−1
Pn(x)Pm(y) f (x, y)dxdy, (7.1)
avec Pn(x) :
Pn(x) =
1
2n
n/2∑
k=0
(−1)k
(2n − 2k)!
k!(n − k)!(n − 2k)!
xn−2k (7.2)
Ces polynômes de Legendre étant orthogonaux sur l’intervalle [-1, 1], l’image f (x, y) peut être recons-
truite à partir de ses moments et une approximation simple de la transformée inverse à partir des moments
jusqu’à l’ordre M s’exprime par :
f (x, y) ≈
M∑
n=0
n∑
m=0
Ln−m,mPn−m(x)Pm(y). (7.3)
B. Moments de Zernike
Ces moments sont construits sur les polynômes de Zernike complexes. Leur expression en 2D, Znm,
d’ordre n avec répétition m, en coordonnées polaires (r, θ) à l’intérieur du cercle unité, est la suivante
[Teague 80] :
Znm =
n + 1
π
∫ 1
0
∫ 2π
0
Rnm(r)e
− jmθ f (r, θ)rdrdθ, 0 ≤ |m| ≤ n, n − |m| est pair, (7.4)
où Rnm(r) est le polynôme radial de Zernike d’ordre n donné par :
Rnm(r) =
(n−|m|)/2∑
k=0
(−1)k
(n − k)!
k! [(n − 2k + |m|)/2]! [(n − 2k − |m|)/2]!
rn−2k. (7.5)
Comme les moments rotationnels et les moments complexes, le module de ces moments est invariant à
la rotation de l’image. L’image peut être reconstruite en limitant l’ordre à M par :
f (r, θ) ≈
M∑
n=0
∑
m
ZnmRnm(r)e
jmθ. (7.6)
C. Moments Pseudo-Zernike
Ils sont basés sur les polynômes pseudo-Zernike dont les propriétés sont analogues à ceux de Zernike
[Teh 88]. Ils sont définis par :
S nm(r) =
n−|m|∑
k=0
(−1)k
(2n + 1 − k)!
k!(n − |m| − k)!(n + |m| + 1 − k)!
rn−k, 0 ≤ |m| ≤ n. (7.7)
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Ils possèdent la même propriété d’invariance sous une rotation. L’ensemble des moments pseudo-Zernike
contient (M + 1)2 polynômes d’ordre jusqu’à M linéairement indépendants, alors que les moments de Zer-
nike n’en possèdent que (M + 1)(M + 2)/2 du fait de la contrainte n − |m| d’être paire. Ils sont considérés
comme plus robustes au bruit que les moments de Zernike.
D’autres types de moments orthogonaux (Fourier-Mellin [Sheng 94], Tchebichef-Fourier [Ping 02],
pseudo-Zernike généralisés [Shu 06] sont aussi très intéressants et mériteraient d’être présentés même si
nous ne les avons pas exploités par la suite.
7.1.1.2 Moments orthogonaux discrets
Mukundan et al. [Mukundan 01] ont souligné le problème de l’erreur de discrétisation posé par les mo-
ments continus, erreur qui s’accumule lorsque l’ordre augmente.
A. Moments de Tchebichef
Pour une image f (x, y) de taille N × N, les moments de Tchebichef d’ordre (n + m) sont définis par :
Tnm =
1
ρ˜(n,N)ρ˜(m,N)
N−1∑
x=0
N−1∑
y=0
t˜n(x)t˜m(y) f (x, y), (7.8)
où les polynômes de Tchebichef {t˜n(x)} sont donnés par :
t˜n(x) =
tn(x)
β(n,N)
(7.9)
tn(x) = (1 − N)n3F2(−n,−x, 1 + n; 1, 1 − N; 1), (7.10)
ρ˜(n,N) =
ρ(n,N)
β(n,N)2
, (7.11)
ρ(n,N) = (2n)!
(
N + n
2n + 1
)
, p = 0, 1, . . . ,N − 1. (7.12)
β(n,N) est ici une constante indépendante de x et 3F2(·) est une fonction hypergéométrique définie par :
3F2(a1, a2, a3; b1, b2; z) =
∞∑
k=0
(a1)k(a2)k(a3)k
(b1)k(b2)k
zk
k!
(7.13)
où (a)k, le symbole de Pochhammer, s’écrit :
(a)k = a(a + 1) · · · (a + k − 1) =
Γ(a + k)
Γ(a)
. (7.14)
Ces polynômes mis à échelle satisfont la propriété d’orthogonalité :
N−1∑
x=0
t˜n(x)t˜m(y) = δnm, 0 ≤ n,m ≤ N − 1. (7.15)
qui conduit à la transformée moment inverse :
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f (x, y) =
N−1∑
n=0
N−1∑
m=0
Tnm t˜n(x)t˜m(y). (7.16)
B. Moments de Krawtchouk
Pour l’ordre (n + m), avec les mêmes paramètres qu’auparavant, ils s’écrivent [Yap 03] :
Qnm =
N−1∑
x=0
N−1∑
y=0
K˜n(x; p1,N − 1)K˜m(y; p2,N − 1) f (x, y), (7.17)
où l’ensemble des polynômes de Krawtchouk pondérés {K˜n(x; p,N)} est défini par :
K˜n(x; p,N) = Kn(x; p,N)
√
w(x; p,N)
ρ(n; p,N)
, (7.18)
Kn(x; p,N) = 2F1(−n,−x;−N; 1/p), 0 ≤ x, n ≤ N − 1, (7.19)
w(x; p,N) =
(
N
x
)
px(1 − p)N−x, 0 < p < 1, (7.20)
ρ(n; p,N) = (−1)n
(
1 − p
p
)n
n!
(−N)n
. (7.21)
(7.22)
La fonction hypergéométrique 2F1(·) a pour expression :
2F1(a, b; c; z) =
∞∑
k=0
(a)k(b)k
(c)k
zk
k!
. (7.23)
La reconstruction de l’image originale f (x, y) à partir de ces moments est obtenue par :
f (x, y) =
N−1∑
n=0
N−1∑
m=0
QnmK˜n(x; p1,N − 1)K˜m(y; p2,N − 1). (7.24)
Les polynômes de Tchebichef et Krawtchouk sont orthogonaux sur des grilles uniformes. Ceux de Racah
[Zhu 07a] et dual Hahn [Zhu 07b] le sont sur des grilles non-uniformes et nous intéressent donc moins ici.
7.1.2 Propriétés fondamentales et complexité
L’invariance à des transformations géométriques est avec la robustesse au bruit deux des aspects les
plus importants en traitement d’image au sens large mais aussi en imagerie médicale où dans beaucoup de
situations les organes sont observés à des instants différents et éventuellement soumis à des déformations.
La translation, la rotation et la mise à échelle sont les premières concernées. Les travaux de Hu [Hu 62],
qui a proposé sept moments invariants à ces transformations de base, ont été prolongés par de nombreuses
généralisations [Reiss 91], [Flusser 93], au 3D par exemple [Sadjadi 80] mais aussi à la géométrie projec-
tive [Suk 04]. Une littérature abondante existe sur ce sujet dont on trouvera une liste complète dans [Shu 07].
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Une autre classe de problèmes relève des dégradations de type flou qui peuvent être causées par de pe-
tits mouvements du capteur image ou des objets observés, ou encore en optique par des focales de caméra
mal réglées. En général, l’imageur étant supposé linéaire et spatialement invariant, ce problème est formulé
sous forme d’une convolution dont la fonction d’étalement du point (e.g. point spread function, PSF) est
inconnue ou mal connue. Le fait de disposer dans ce contexte d’un ensemble de descripteurs invariants au
flou a donc un grand intérêt car il permet d’éviter la déconvolution de l’image. Quelques travaux ont porté
sur ce sujet en particulier ceux de l’équipe de Flusser pour une PSF centro-symétrique [Flusser 96a] mais
aussi pour du flou lié au mouvement [Flusser 96b].
Si les moments ont des propriétés théoriques d’invariance dans des situations non bruitées, elles peuvent
être affectées en présence de bruit. Or le bruit (ou des mélanges de bruits) sont inhérents aux capteurs, à
l’interaction ondes-structures comme nous l’avons vu pour les images échographiques et peuvent être si-
gnificativement plus complexes lors d’une reconstruction tomographique par exemple. Les travaux menés
dans le domaine sous forme de simulation avec des bruits additifs gaussiens le plus souvent montrent que
les moments d’ordre élevé y sont très sensibles. Il est reconnu cependant que les moments de Zernike et
pseudo-Zernike sont nettement supérieurs en termes de robustesse que les moments géométriques et les
moments complexes [Teh 88]. Des travaux plus récents ont également montré que les moments discrets de
Krawtchouk, Racah, dual Hahn sont, sur ce plan, bien meilleurs que les moments orthogonaux continus.
Un autre aspect fondamental concerne la combinaison des situations décrites ci-dessus, autrement dit la
conjonction de transformations géométriques et de dégradations. Une première solution consiste à les traiter
séquentiellement mais une manière plus élégante est de les aborder simultanément. Là encore, le groupe de
Flusser a apporté des contributions majeures en traitant les problèmes de transformation affine et de flou en
2D [Suk 03] dans des applications de reconnaissance de formes et de recalage d’images. Tous ces travaux
ont mis l’accent sur la difficulté du choix du nombre d’invariants, de la taille de la fenêtre de calcul et de
l’importance à accorder aux propriétés des objets, comme par exemple leur symétrie éventuelle.
Sur un autre plan, mais important dans le cadre de notre application, la complexité calculatoire est à
prendre en compte. Cette question est traitée dans de nombreux articles sous la forme soit d’approximations
(cf. [Liao 96] pour les moments géométriques et de Legendre, [Xin 07] pour les moments de Zernike en
coordonnées polaires), soit de calcul accéléré y compris parallèle. Pour ce qui concerne le calcul accéléré
et les moments orthogonaux, citons brièvement les contributions apportées par [Shu 00], [Zhou 02] pour les
moments de Legendre, [Hwang 06], [Chong 03] pour les moments de Zernike et celles de [Wang 06] pour
les moments de Tchebichef.
7.2 Application aux images échographiques de prostate
Nous ne présenterons pas en détail dans cette partie l’ensemble des tests réalisés sur les moments dans
un schéma classique en reconnaissance des formes « extraction de caractéristiques/classification ». En effet,
une étude systématique suppose de faire varier de nombreux facteurs ce qui conduit à une combinatoire très
élevée :
1. le choix de la famille de moments ;
2. leur combinaison éventuelle ;
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F. 7.2 – Fenêtres à l’intérieur et à l’extérieur du contour expert ayant une taille, de gauche à droite, de 7x7, 11x11,
15x15 et 21x21.
3. la taille des fenêtres sur lesquelles les calculer ;
4. l’ordre de ces moments ;
5. la sélection des moments les plus pertinents ;
6. le classifieur associé ;
7. les conditions d’apprentissage et de validation ;
Les tests réalisés sur des textures de Brodatz ont conduit à des taux de bonne classification très élevés
(compris entre 95 et 99%). Il était donc pertinent de les poursuivre sur des images échographiques. Notre
objectif étant en premier lieu de compléter le modèle déformable discret décrit dans les chapitres précédents,
nous nous sommes limités, en opérant en 2D, à un échantillonnage spatial de l’image cohérent par rapport
à ce modèle. Il consiste en un calcul des moments sur des fenêtres intérieures et extérieures à la référence
expert, situées à proximité du bord de la prostate telles qu’illustrées sur la figure 7.2. La paroi rectale a ce-
pendant été exclue en raison de sa différence de texture et de sa proximité avec la sonde. Toutefois, comme
nous l’avons vu au chapitre précédent, cette zone est correctement délimitée par la méthode de segmentation
proposée ; l’apport des moments serait donc minime. En outre, plusieurs tailles de fenêtres ont été testées
allant d’un côté de 7, 11, 15 jusqu’à 21 pixels, chaque échantillon étant représenté sur la figure 7.2. Afin
d’assurer la comparabilité entre les différentes échelles, des coordonnées identiques ont été utilisées pour les
centres des fenêtres quelque soit leur taille. Les moments ont été calculés pour 21 coupes issues de quatre
bases de données de différente qualité fournissant ainsi près de 800 échantillons répartis entre l’intérieur
et l’extérieur. Enfin, nous avons restreint nos analyses aux moments de Legendre, Krawtchouk, Zernike et
Tchebichef.
Dans le cadre de cette étude préliminaire, le choix des ordres des moments, jusqu’à l’ordre 4, semblant
les plus significatifs a été effectué en s’appuyant sur la différence entre les histogrammes intérieur et exté-
rieur. La figure 7.3 en donne un exemple, obtenu pour le moment de Krawtchouk à l’ordre (0,0), qui apparait
discriminant. A noter que la comparaison des résultats produits par l’utilisation des différentes tailles de fe-
nêtres ne permet pas ici de percevoir un avantage pour l’une d’entre elles. Les ordres retenus, présentés dans
le tableau 7.1, mettent en évidence que les moments de Tchebichef rencontrent des difficultés à différencier
les textures intérieures et extérieures à la prostate. Bien que ces moments fournissaient de bons résultats sur
les textures de Brodatz, ceux-ci n’ont finalement pas été exploités dans les tests suivants.
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F. 7.3 – Histogrammes des moments de Krawtchouk, d’ordre (0,0), obtenus dans des fenêtres de différentes tailles
à l’intérieur (bleu) et à l’extérieur (jaune) du contour expert.
Moments Ordres utilisés
Krawtchouk (0,0) (0,2) (2,0) (0,4) (2,2) (4,0)
Legendre (0,0) (0,2) (2,0) (0,4) (2,2) (4,0)
Tchebichef (0,0)
Zernike (0,0) (2,-2) (4,0) (4,4)
T. 7.1 – Ordres des moments retenus pour la classification.
Les SVM (« Support Vector Machine ») ont ensuite été appliqués pour classifier les fenêtres comme
appartenant à la prostate ou à son environnement. Ils ont ainsi été entraînés sur 13 coupes puis testés sur
les 8 restantes en exploitant les informations issues des différents moments seuls ou couplés, calculés sur
plusieurs tailles de support. Le premier exemple illustré sur les figures 7.4, 7.5 et 7.6, correspondant respec-
tivement aux moments de Krawtchouk, Legendre et Zernike, présente l’assignation des fenêtres à la classe
« extérieur » en rouge et à la classe « intérieur » en bleu sur une image partagée entre des zones plus ou
moins bien contrastées. Nous pouvons ainsi constater, dans ce cas, une meilleure classification à l’extérieur.
En effet, peu de régions possédant une texture similaire à l’intérieur, tel le cône d’ombre, se manifestent.
Certains forts gradients, qui perturbaient le repositionnement du maillage (section 5.2.6), sont ainsi correc-
tement décrits comme appartenant à l’environnement de l’organe. De même, les zones au sein de la glande,
plus sombres avec une texture caractéristique de la prostate, comme dans la partie basse de l’image, sont
majoritairement bien classées quelque soit le type de moment et la taille de fenêtre. En revanche, la clas-
sification rencontre des difficultés dans la partie intérieure gauche qui apparait plus hétérogène. Les taux
d’erreur alors plus élevés sont encore une fois globalement identiques selon les attributs utilisés excepté
pour les moments de Zernike avec une taille de fenêtre de 21 qui semble apporter une amélioration.
La classification obtenue sur une image moins bien définie (figures 7.7, 7.8 et 7.9) met clairement en
évidence la complexité à caractériser les textures des zones à différencier lorsque celle-ci sont similaires. Un
léger gain est perceptible à l’extérieur par l’exploitation des moments de Legendre avec une taille de fenêtre
de 21 avec cependant plus d’erreurs produites à l’intérieur.
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F. 7.4 – Classification des fenêtres intérieures et extérieures à la prostate par les moments de Krawtchouk sur une
image test. En rouge, affectation à la classe « extérieur », en bleu à la classe « intérieur ».
F. 7.5 – Classification des fenêtres intérieures et extérieures à la prostate par les moments de Legendre sur une
image test. En rouge, affectation à la classe « extérieur », en bleu à la classe « intérieur ».
F. 7.6 – Classification des fenêtres intérieures et extérieures à la prostate par les moments de Zernike sur une image
test. En rouge, affectation à la classe « extérieur », en bleu à la classe « intérieur ».
F. 7.7 – Classification des fenêtres intérieures et extérieures à la prostate par les moments de Krawtchouk sur une
image test. En rouge, affectation à la classe « extérieur », en bleu à la classe « intérieur ».
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F. 7.8 – Classification des fenêtres intérieures et extérieures à la prostate par les moments de Legendre sur une
image test. En rouge, affectation à la classe « extérieur », en bleu à la classe « intérieur ».
F. 7.9 – Classification des fenêtres intérieures et extérieures à la prostate par les moments de Zernike sur une image
test. En rouge, affectation à la classe « extérieur », en bleu à la classe « intérieur ».
Le graphique 7.10 résume les taux de fenêtres mal classées sur l’ensemble des coupes utilisées pour
l’apprentissage (courbes en pointillés) et sur les images test (courbes continues) en exploitant les différents
moments séparément. Les résultats confirment la légère amélioration apportée par l’agrandissement de l’aire
du support vers une taille de 21x21 et particulièrement pour les moments de Zernike sur les images test et de
Legendre sur les images utilisées pour l’apprentissage. En effet, la prise en compte de plus d’informations
permet de mieux percevoir l’hétérogénéité souvent plus forte dans l’environnement de la prostate qu’en son
sein. En outre, cette taille s’approche de celle des motifs du speckle et offre ainsi vraisemblablement une
meilleure caractérisation de la texture.
Les taux de fenêtres mal classées, d’une part, dans les coupes exploitées pour l’apprentissage restent
cependant relativement élevés avec, toutefois, une nette baisse dans le cas des moments de Legendre. En
ce qui concerne les images tests, les résultats s’approchent de ceux obtenus avec le gradient (cf. chapitre
5) avec cette fois-ci un pourcentage légèrement plus intéressant pour les moments de Zernike qui pourrait
s’expliquer par leur invariance à la rotation.
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F. 7.10 – Taux de fenêtres mal classées pour l’ensemble des images utilisées pour l’apprentissage (courbes poin-
tillés), et l’ensemble des images test (courbes continues), en se basant sur les moments de Krawtchouk (vert), Legendre
(rouge) ou Zernike (bleu) en fonction des tailles de fenêtres.
En observant les figures 7.4, 7.5 et 7.6, une complémentarité entre les différentes tailles de fenêtres
apparait parfois. Des tests ont ainsi été réalisés en couplant l’information issue des quatre supports pour
chaque moment. Les résultats produits, présentés sur la figure 7.11, montrent une réduction significative du
taux d’erreurs sur les images utilisées pour l’apprentissage mais affichent en revanche une augmentation de
mauvaises classifications pour les images test.
Les études effectuées en combinant moins de tailles de support et/ou différents types de moments, qui
ne seront pas présentées ici, produisent des statistiques similaires. En conclusion de ces premiers travaux,
les taux d’erreurs les plus faibles restent ainsi ceux générés par l’utilisation d’un seul type de moment et une
unique taille de fenêtre.
F. 7.11 – Taux de fenêtres mal classées pour l’ensemble des images utilisées pour l’apprentissage (jaune), et l’en-
semble des images test (cyan), en se basant sur les moments de Krawtchouk, Legendre ou Zernike en associant l’in-
formation calculée dans les fenêtres de taille 7, 11, 15 et 21.
L’importance des taux d’erreur de classification produits à partir des moments montre qu’ils se heurtent
aux difficultés pressenties dans nos tests préliminaires et exploitant des propriétés très simples (cf. chapitre
3) : la similarité entre l’organe et son environnement dans de nombreuses zones. Ces erreurs peuvent cepen-
dant être accentuées du fait d’un apprentissage sur plusieurs bases de données. En effet, la qualité mais aussi
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la texture de ces images sont en partie liées au patient (avec par exemple la présence de calcifications ou
non), à l’instant d’acquisition durant la thérapie (plus ou moins de bruit)... et peuvent ainsi varier fortement
d’une image à l’autre. Etant donné l’image-dépendance des moments, les entraîner sur une partie d’une base
(au voisinage des points initiaux par exemple) pour classifier les zones restantes pourrait améliorer les sta-
tistiques. En outre, les tests réalisés en régression logistique (chapitre 5) ont fait ressortir le contraste entre
intérieur et extérieur basé sur la moyenne d’intensité comme une mesure non ou très peu significative selon
la taille du support. En revanche, les taux obtenus avec les moments, bien qu’insuffisants pour discriminer
pleinement l’intérieur de l’extérieur, semblent être à même de caractériser au moins partiellement la texture
des images échographiques de prostate. Il serait ainsi intéressant, par exemple, d’intégrer les moments dans
la régression logistique pour l’assignation d’une probabilité d’appartenance aux régions candidates, dans la
définition de la force image ou encore dans la fonction de coût de l’OSD, afin d’évaluer leur complémenta-
rité avec le gradient. La question du potentiel des moments pour la caractérisation de texture sur des données
réelles, en particulier des images médicales, reste donc ouverte.
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Le problème traité dans ce travail est relativement générique dans le contexte des thérapies. En radiothé-
rapie comme en traitement de cryothérapie, par micro-ondes, la détermination précise de la cible mais aussi
des structures voisines devant être protégées est fondamentale pour le succès des traitements et la réduction
des effets secondaires. En d’autres termes, il s’agit de maximiser l’effet thérapeutique dans la cible et de
minimiser les effets à l’extérieur. Comme nous l’avons souligné en introduction, ceci ne représente qu’une
partie du problème général car il faut ensuite définir le protocole thérapeutique à travers ses paramètres
d’action et, si possible, mesurer l’impact obtenu. Au niveau du protocole, ces paramètres sont nombreux
en ultrasons haute intensité : intensité appliquée, séquence d’application, répartition spatiale des faisceaux,
etc. Pour ce qui concerne la mesure de l’impact, contrairement à la radiothérapie, l’accès en temps réel à la
température locale dans la cible est possible par IRM. Mettre en exergue la globalité du problème montre
bien l’importance de tous les maillons de la chaine de traitement et la complexité à laquelle faire face.
Les travaux présentés dans ce document, après analyse de la littérature et au vu des contraintes impo-
sées, ont débuté par l’étude de la méthode de Contour Dynamique Discret. Les différents essais menés pour
améliorer ses performances nous ont alors conduits vers une autre approche : la détection de Surface Op-
timale (OSD). Les meilleurs résultats sont finalement apparus en associant ces deux algorithmes générant
trois variantes dont l’efficacité, évaluée de manière globale, reste équivalente. Ces méthodes se déclinent
ainsi en plusieurs étapes :
(i) initialisation par localisation d’amers par l’utilisateur en les réduisant autant que possible ; ces points
placés aux extrémités de la prostate sont positionnés de telle sorte à générer un maillage au plus proche de
la forme de l’organe et de ses irrégularités éventuelles ;
(ii) Extraction de la paroi rectale pour en éloigner le maillage initial et l’éviter dans les étapes suivantes.
(ii) Utilisation de l’OSD pour approcher l’initialisation du bord de la prostate en intégrant ou non des in-
formations basées sur des points d’ancrage préalablement extraits de l’image ; Ces derniers sont obtenus
par détection d’ensembles de voxels représentatifs du bord, repositionnement du maillage sur les plus pro-
bables, régularisation de ce maillage par différents procédés conduisant à deux possibilités pour chacun de
ses sommets.
(iii) Déformation par DDC ;
(iv) Evaluation qualitative sur un sous-ensemble de bases de données représentatives avec référence expert ;
(v) Evaluation quantitative globale sur l’ensemble des bases de données.
Chacune de ces étapes a fait l’objet de multiples variantes et d’études sur les cas relativement standard
mais aussi sur les situations les plus exigeantes. De nombreuses idées sur ce chemin, accompagnées de tests
ont été explorées qui n’ont pas pu être rapportées dans leur totalité ici. Une tentative d’exploitation de diffé-
rentes familles de moments (chapitre 7) en est un exemple. L’intérêt d’associer les propriétés de régions est
en effet souvent bénéfique dans l’exploitation des modèles déformables. Les images échographiques sont
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cependant très hétérogènes et localement très non stationnaires (dans la prostate mais aussi à l’extérieur)
d’une part et, d’autre part, la faible différentiation visuelle entre les deux milieux rend bien évidemment dif-
ficile leur caractérisation et leur discrimination. Les expérimentations conduites sur les textures de Brodatz
avec les moments, attestent de leur bon comportement. Les résultats obtenus sur les images échographiques
restent insuffisants mais compte tenu des caractéristiques observées, il est probable que d’autres approches
de texture ne conduisent pas à de meilleures performances.
Si nous devions résumer l’approche suivie tout au long de ce travail, il nous semblerait à notre sens
juste de dire qu’elle correspond à une véritable démarche de recherche si celle-ci signifie à la fois explora-
tion d’idées nouvelles, test, interprétation des avancées ou des échecs, exploitation conjointe de propriétés.
Prenons quelques exemples à des fins d’illustration. Différents prétraitements ont été testés dont la Décom-
position Modale Empirique (EMD, Empirical Mode Decomposition). Celle-ci, introduite par Huang et al.
en 1998 [Huang 98], est une méthode adaptative de représentation des signaux non stationnaires. Son prin-
cipe est de séparer localement (à l’échelle d’une oscillation) les contributions « rapides » et « lentes » afin
d’identifier les composantes AM-FM de moyenne nulle et d’enveloppe symétrique. L’EMD offre ainsi une
approche nouvelle pour des questions comme l’analyse spectrale adaptative ou le débruitage et la suppres-
sion de tendance dans des mélanges signal+bruit. Cependant, nos essais sur les images échographiques de
prostate ne se sont pas montrés concluant en provoquant une trop grande perte d’information. En effet, la
suppression du bruit à également entraînée la dégradation des bords peu définis. Par ailleurs, de nombreux
tests ont été effectués pour régulariser le maillage repositionné sans perdre le gain potentiel apporté. Nous
avons alors pensé un moment pouvoir utiliser la symétrie approximative de la prostate, une propriété de haut
niveau, pour contraindre et corriger les défauts constatés sur les contours. Bien que cette approche ait permis
de répondre au problème pour certaines bases de données, celle-ci ne s’est finalement pas avérée suffisam-
ment robuste. En outre, une méthode qui pourrait s’apparenter à du suivi a été développée. Celle-ci itère des
phases de détection de points d’ancrage, de repositionnement des sommets et de régularisation en débutant
au niveau des points initiaux et en se propageant aux voisins de proche en proche conditionnellement à
l’information préalablement recueillie sur la direction à suivre. Le choix des contraintes de régularité s’est
cependant montré difficile, une contrainte forte générant une surface lisse mais ne permettant pas toujours
de capturer le contour de l’organe tandis qu’un degré de liberté plus élevé autorisait des divergences non
souhaitées. Par manque de temps, ces derniers réglages n’ont finalement pas été achevés.
Globalement, si nos travaux ne peuvent prétendre avoir résolu le problème posé de manière définitive,
ils y apportent une réponse partielle. L’étude quantitative rapportée au chapitre 6 montre en effet une amélio-
ration sensible des performances du Contour Dynamique Discret et déjà de bons résultats pour la méthode
de Détection de Surface Optimale. Il n’en reste pas moins que les images de l’Ablatherm sont extrême-
ment difficiles. Il suffit pour s’en convaincre d’examiner les zones les plus sensibles des échographies de la
prostate, c’est-à-dire la base et l’apex, à tel point que les experts eux-mêmes ne peuvent en spécifier avec
certitude les limites. Mais au-delà de ces zones, force est de constater que les bords sont en général mal
définis, particulièrement pour les bases de données acquises en cours de traitement et que les calcifications
présentes dans leur voisinage correspondent à des gradients locaux élevés, toute chose très sensible pour des
approches de type contour. Par ailleurs, les temps de calcul dans les conditions cliniques (acquisition des
images puis définition et application du traitement) obligent à se rapprocher du temps réel. Cependant, la
qualité des bases de données implique des prétraitements qui nécessitent déjà à eux seuls quelques secondes.
Les algorithmes proposés, en base non interpolée, durent alors entre 15 et 20s sans être à ce stade optimisés
ou parallélisés. Ces temps de calculs sont tout de même à relativiser par rapport à la délinéation manuelle
qui peut s’approcher de la demi heure voire davantage.
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Quelles sont alors les perspectives ? Elles sont dans l’absolu de plusieurs ordres. La première d’entre
elles est l’amélioration des images échographiques. Il est certain que les transducteurs profiteront d’avan-
cées technologiques à la fois en termes d’acquisition et d’action. Un compromis sera cependant toujours
nécessaire entre ces deux fonctions. L’alternative déjà évoquée de travailler sous IRM (qui offre la possi-
bilité d’un contrôle de température) au lieu de choisir une option d’autonomie de l’Ablatherm (dont nous
voyons bien l’avantage sur le plan économique) ouvrirait la possibilité non seulement de segmenter en début
d’intervention la prostate plus facilement mais aussi d’exploiter simultanément les deux modalités d’image
en cours de traitement. Il sera d’ailleurs intéressant de tester les solutions proposées ici pour la segmentation
à des données IRM et scanner X en faisant les adaptations nécessaires. La seconde voie concerne l’algo-
rithmie de segmentation et dans ce cadre, l’une des seules choses que nous n’avons pas mise en œuvre,
car nous ne disposions pas d’ensemble de données suffisamment conséquent en initiant ce travail, relève de
l’apprentissage et la modélisation de formes et d’apparence. Ce type d’approche a déjà été exploité comme
nous l’avons vu dans notre analyse de la bibliographie. Etant donné la variété des formes, leur intégration
associée à des informations de contour seules amène à se heurter aux mêmes difficultés rencontrées durant
nos travaux. En effet, les forts gradients parallèles à la frontière de l’organe coïncident avec la forme de la
prostate et ne seront par conséquent pas écartés. L’association à des caractéristiques de régions s’impose
alors mais nécessite des propriétés élaborées pour faire face aux similitudes existant entre intérieur et ex-
térieur. Prendre en compte l’hétérogénéité de la texture sur l’ensemble du volume image par des modèles
régionaux a également montré une amélioration des performances. Néanmoins, la caractérisation de texture
se complexifie dans le cas de l’Ablatherm en raison du cadre per-opératoire et de la dégradation des images
au cours du traitement du fait de l’échauffement. Quels que soient les progrès réalisés sur l’un ou l’autre de
ces deux versants, l’enjeu reste le même : améliorer la thérapie et donc donner une nouvelle perspective de
guérison du cancer de la prostate.
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Annexe A
Quelques solutions de la littérature pour le
problème inverse
Ci dessous sont décrites très sommairement quelques approches de la littérature, y compris un bref retour
sur la stratégie adoptée dans le système Ablatherm de la société EDAP, qui a été présenté dans le chapitre
1. Beaucoup d’approches proposées synthétisent une fonction de commande U constante par morceaux,
i.e. décomposable en tirs élémentaires sur une suite d’intervalles de temps, éventuellement tous de même
durée. Synthétiser la fonction de commande se résume alors en leur définition et en celles des valeurs de
(θk, ak,Φk), k étant le numéro du tir. Ceci va naturellement de pair avec une discrétisation du temps inévi-
table dans les calculs de diffusion de la chaleur.
Système Ablatherm
Le transducteur utilisé comporte une surface d’émission vibrant suivant une même phase, et dont la di-
rection de focalisation est pilotée mécaniquement suivant deux degrés de liberté, le premier en translation
(axe des z le long du rectum), le deuxième en rotation autour de ce même axe. Le diagramme d’intensité
acoustique a la forme d’un fuseau orienté suivant l’axe de focalisation. Un troisième degré de liberté est
la puissance d’émission. Le planning consiste à déterminer une séquence de tirs, i.e. ici une séquence de
positions pour l’axe de focalisation, avec éventuellement une modulation de la puissance, pour recouvrir au
mieux la zone d’intérêt. Celle-ci est évaluée visuellement en peropératoire par le médecin sur la seule base
d’une imagerie échographique de qualité limitée. Dans ce système, il n’y a pas de mesure de température
et le calcul de la fonction de commande (puissance et position de l’axe au cours du temps) est effectué
automatiquement par un logiciel sur la seule base de paramètres introduits par le médecin pour localiser
grossièrement la zone à traiter. Comme expliqué dans le chapitre 1, le planning se décompose en une suite
de sous-plannings correspondant à un partitionnement en 6 blocs du volume ciblé, et qui sont établis et exé-
cutés en séquence. Les sous-plannings sont générés sur la base de simulations qui ont été effectuées lors de
l’élaboration du logiciel, validées sur mesures réelles, pour évaluer la carte de dose thermique produite par
des suites de tirs stéréotypées (déplacements en éventail dans un secteur angulaire donné, avec incréments
de la position z du transducteur sur une longueur également donnée).
Utilisation de la théorie du contrôle optimal
Dans [Malinen 05], une approche contrôle optimal avec coût quadratique sur l’écart de dose et en temps
minimal est proposée, le contexte étant la destruction par ultrasons de tumeurs dans le poumon. Le trans-
ducteur est multi-éléments (530) avec contrôles indépendants des phases, et même amplitude pour chaque
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cellule. Une mesure de température est obtenue par IRM. Le problème direct est discrétisé en temps (Euler)
et en espace (éléments finis). La discrétisation spatiale du champ de température définit la dimension d’un
vecteur d’état pour lequel est donnée une équation d’évolution en temps discret, modélisant ainsi l’évolu-
tion spatio-temporelle de la température (équation de Pennes) en fonction de la commande. Après écriture
de l’Hamiltonien, le système adjoint est résolu et une commande du type « effort maximal » en est déduite.
Elle spécifie à chaque pas temporel une direction de tir optimale (parmi un ensemble arbitrairement imposé)
et la puissance optimale qui peut s’exprimer en fonction de la température courante, autorisant ainsi une
implémentation en boucle fermée. Cette approche est présentée comme un compromis entre optimalité et
complexité et est testée en simulation. Un gain notable en temps et énergie relativement à des procédures
plus classiques est affiché. La robustesse aux variations de paramètres (perfusion, atténuation) au bruit de
mesure de la température et à un espacement spatio-temporel de ces mesures est bonne.
Contrôle utilisant la transformée de Fourier en espace
Dans de nombreux articles, il a été proposé d’utiliser la méthode de Fourier dans le calcul de la tempé-
rature, pour construire des algorithmes de contrôle s’appuyant sur une mesure (IRM) de cette température.
Suivant les références, le problème est traité pour contrôler en un seul point, ou alors sur une région. Dans ce
dernier cas sont proposées des stratégies sous la forme de suites de tirs focalisés sur des trajectoires de forme
donnée (par exemple une spirale). Les travaux présentés dans [Salomir 00], [Palussière 03], [Mougenot 04]
sont représentatifs de cette approche.
Contrôle par PID et commande adaptative
Dans [Sun 05], le contexte est celui du cancer de la prostate, traité avec une sonde rectale à 16 éléments,
une mesure de température par IRM étant là aussi disponible. Le problème abordé est essentiellement de
produire une élévation de température dans le tissu, la plus efficace et la plus précise possible relativement
à une consigne dans le tissu. Seul l’aspect temporel est étudié, l’échauffement n’étant pris en considération
qu’en un seul point. Des procédures d’identification sur fantôme ont démontré qu’un modèle linéaire figé ne
pouvait pas convenir pour représenter le transfert entre commande du transducteur et température. Le modèle
change en fonction de la forme et de l’amplitude de l’entrée. Cela élimine alors la possibilité d’ajuster
efficacement un contrôleur en boucle fermée qui, pour être efficace, doit être synthétisé en tenant compte
de la fonction de transfert. Les auteurs en concluent l’utilité de méthodologies de contrôle adaptatives. Ils
ont ainsi testé un contrôleur PID, un régulateur auto-ajustable ainsi qu’un contrôleur adaptatif par modèle
de référence. En simulation tout comme sur tissus (ex vivo et in vivo) les résultats tendent à démontrer un
net avantage à utiliser la méthode à modèle de référence. La question qui peut être posée est l’extension à
l’échauffement contrôlé simultanément en plusieurs points de l’espace.
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Comparaison des performances des
méthodes parues dans la littérature
B.1 Métriques pour l’évaluation des méthodes de segmentation
De nombreuses métriques ont été appliquées dans la littérature pour évaluer les performances des mé-
thodes de segmentation de la prostate dans les images échographiques. Celles-ci se basent, généralement, sur
les distances entre les contours obtenus manuellement et (semi-)automatiquement, ou sur leurs volumes (ou
leurs aires). Ces deux classes de méthodes seront présentées par la suite. On notera cependant que certaines
métriques présentent des dénominations différentes. En outre, certains auteurs utilisent une appellation déjà
assignée à d’autres formules et inversement. Les associations de noms et de métriques les plus courantes
seront donc employées.
Métriques basées distance
Les métriques basées sur les distances cherchent à mesurer l’écart au niveau des bords. Indifféremment
utilisées en 2D ou en 3D, nous désignerons par CR, le contour de référence (courbe ou surface) et par CS , la
segmentation obtenue (semi-)automatiquement.
Différentes distances apparaissent dans la littérature. Certaines considèrent un rayon reliant le centre
de la prostate à un point pS sur CS , intersectant CR en pR. En échantillonnant angulairement le contour,
l’ensemble des distances euclidiennes entres les points respectifs pS et pR est alors déduit. Les métriques
intégrant ce type de distances seront indicées par un c dans la section B.2.
D’autres équipes s’appuient sur les distances minimales séparant les points sur CS et CR. A noter que
les sommets de ces contours sont plus ou moins espacés selon les équipes et peuvent être intégrés sur l’en-
semble de la surface Cette distance sera associée à l’indice min.
Les métriques basées distance sont ensuite relativement constantes. On retrouve ainsi fréquemment :
– la différence moyenne (MD) :
MD =
1
N
N∑
j=1
d j, (B.1)
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avec N le nombre de distances d j,
– la différence absolue moyenne (MAD) :
MAD =
1
N
N∑
j=1
|d j|, (B.2)
– la différence absolue maximale (MAXD) :
MAXD = max(|d j|). (B.3)
Néanmoins dans le cas des distances minimales, le résultat ne sera pas le même que l’on parte du
contour CS ou CR. Certains auteurs utilisent donc des métriques symétriques prenant en compte les deux
configurations. Celles-ci se définissent par :
– la moyenne symétrique des distances entre surfaces (SASD = Symmetric Average Surface Distance) :
S ASD(CR,CS ) =
1
|CR| + |CS |
(∫
r∈CR
dmin(r,CS )dr +
∫
s∈CS
dmin(s,CR)ds
)
, (B.4)
où |.| désigne ici la longueur de la courbe ou l’aire de la surface,
– la moyenne quadratique symétrique des distances entre surfaces (SRMSSD = Symmetric Root Mean
Square Surface Distance) :
SRMSSD(CR,CS ) =
1
|CR| + |CS |
√∫
r∈CR
d2
min
(r,CS )dr +
∫
s∈CS
d2
min
(s,CR)ds, (B.5)
– Le maximum symétrique des distances entre surfaces (SMSD = Symmetric Maximum Surface Dis-
tance), également appelé distance d’Hausdorff (HD) :
S MSD(CR,CS ) = max{maxr∈CR dmin(r,CS ),maxs∈CS dmin(s,CR)}. (B.6)
Finalement, le pourcentage de sommets dont la distance à CR est inférieure à une distance limite dl est
parfois employé :
PC(dl) =
card{ps ∈ CS : d(ps,CR) < dl}
NCR
, (B.7)
avec NCR le nombre de sommets de CR.
Ces premières métriques donnent donc une idée des différences entre la segmentation (semi-automatique)
et la référence aux abords des contours. Les métriques basées sur le volume ou l’aire des segmentations ap-
portent ensuite une évaluation plus globale des résultats.
Métriques basées sur l’aire ou le volume
Les métriques basées sur l’aire ou le volume s’appuient sur des rapports entre le nombre de spels (pixels
en 2D, voxels en 3D) situés à l’intérieur de l’objet de référence OR et de l’objet segmenté OS . Elles peuvent
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également s’exprimer en terme de vrais positifs (VP), vrais négatifs (VN), faux positifs (FP) et faux négatifs
(FN) illustrés sur la figure B.1.
F. B.1 – Définition des zones utilisées pour le calcul des métriques sur l’aire ou le volume.
Le taux de recouvrement des volumes (VO = Volume Overlap) ou des aires (AO), est souvent utilisé. Il
se calcule par :
VO (ou AO) =
OR ∩ OS
OR ∪ OS
=
VP
VP + FP + FN
. (B.8)
La précision des résultats (Accuracy) peut également être mesurée avec :
Pr = 1 −
OR ∪ OS − OR ∩ OS
OR
= 1 −
FP + FN
VP + FN
, (B.9)
ou par le taux de spels bien classés :
TVS =
|FR ∩ FS | + |OR ∩ OS |
|FR| + |VR|
=
VN + VP
VN + VP + FP + FN
, (B.10)
avec FR et FS correspondant respectivement à l’extérieur du contour manuel et du contour algorith-
mique.
Plutôt que d’évaluer le taux de réussite, certaines métriques s’appuient sur les écarts. Ainsi, l’erreur sur
le recouvrement des volumes (VOE = Volumetric Overlap Error) ou des aires (AOE) représente le taux de
spels mal classés :
VOE (ou AOE) = 1 − VO =
OR ∪ OS − OR ∩ OS
OR ∪ OS
=
FP + FN
VP + FP + FN
. (B.11)
Certains auteurs modifient légèrement cette expression pour évaluer le taux d’erreur. La différence de
volume (VD = Volume Difference) est ainsi décrite, dans [Knoll 99], par :
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VD =
OR ∪ OS − OR ∩ OS
2OR
=
FP + FN
2(VP + FN)
, (B.12)
tandis que [Nanayakkara 06] définissent la différence d’aire (AD) par :
AD =
OR ∪ OS − OR ∩ OS
OR
=
FP + FN
VP + FN
, (B.13)
[Wu 00] s’en rapproche également avec une estimation du niveau de divergence (DL = Disagreement
Level) :
DL =
2(OR ∪ OS − OR ∩ OS )
OS + OR
=
2(FP + FN)
2VP + FP + FN
. (B.14)
Par ailleurs, des définitions s’appuient sur la différence des faux positifs et négatifs plutôt que sur leur
somme. On trouve ainsi le taux de différence de volume (PVD = Percent Volume Difference) s’exprimant
par :
PVD (ou PAD) =
OR − OA
OR
=
FN − FP
VP + FN
. (B.15)
Mais l’erreur sur le volume (VE) ou la différence fractionnelle d’aire (FAD = Fractional Area Diffe-
rence) sont plus couramment utilisés :
VE (ou FAD) =
OS − OR
OR
=
FP − FN
VP + FN
. (B.16)
La différence absolue de volume ( (P)AVD = (Percent) Absolute Volume Difference) donne alors la
différence absolue relative. Cette métrique, généralement appelée, pour le 2D, différence d’aire dans la
littérature, sera notée AAD pour éviter toute confusion.
AVD (ou AAD) = |PVD| = |VE|. (B.17)
Ces 3 dernières métriques sont cependant moins rigoureuses car les erreurs peuvent se compenser.
Finalement, certaines métriques évaluent individuellement le taux de vrais positifs, vrais négatifs, faux
positifs et faux négatifs. Ainsi, la sensibilité correspond au taux de spels classés comme appartenant à la
prostate parmi ceux devant être classés comme tel. Egalement appelée fraction de vrais positifs, elle se
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définit par :
S e =
OR ∩ OS
OR
=
VP
VP + FN
. (B.18)
La spécificité, ou fraction de vrais négatifs, représente le contraire de la sensibilité et exprime la capacité
à assigner correctement les spels appartenant au fond :
S p =
VN
VN + FP
(B.19)
On trouve également la fraction de faux positifs (FFP) :
FFP =
|OR ∪ OS − OR|
OR
=
FP
VP + FN
, (B.20)
et la fraction de faux négatifs (FFN) :
FFP =
|OR ∪ OS − OS |
OR
=
FN
VP + FN
(B.21)
Les métriques sur les aires ou les volumes sont donc extrêmement variées, même si parfois très proches.
Cette diversité complexifie par conséquent la comparaison des méthodes qui n’utilisent pas les mêmes défi-
nitions pour la validation.
B.2 Tableau récapitulatif et performance
Le tableau présenté par la suite récapitule un grand nombre des méthodes parues dans la littérature
pour la segmentation de la prostate en imagerie échographique. Les principaux résultats de l’évaluation des
performances des algorithmes par les auteurs ainsi que les temps de traitement de ces approches y sont re-
groupés. La qualité des images est indiquée par + pour les bonnes bases, ± pour les moyennes et - pour les
mauvaises. Cette appréciation reste cependant le plus souvent subjective car elle se base parfois uniquement
sur les images présentées dans l’article, quand les auteurs ne précisent pas la qualité des données utilisées.
Les notations représentant les métriques sont celle décrites précédemment. Seule la ligne correspondant
à [Misic 07] affiche en plus l’abréviation IRF (= Input Reduction Factor) qui correspond au rapport entre
le nombre de points total positionnés par l’opérateur pour segmenter la prostate et le nombre de ces points
utilisés pour initialiser l’algorithme. Cette équipe fait également référence à deux types d’estimation de
volume : par intégration et traditionnelle. La première consiste à apprécier le nombre de pixels à l’intérieur
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de contours répartis sur 10 coupes, de la base à l’apex, puis à le multiplier par la distance entre la 1e`re et la
10e`me coupe. La méthode traditionnelle considère l’ensemble des voxels dans le volume puis multiplie cette
quantité par la distance inter-coupes.
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Annexe C
Détection de l’interface ballon-paroi rectale
Afin de détecter l’interface entre le ballon et la paroi rectale, chaque coupe est considérée individuel-
lement. Connaissant le centre de la sonde, N rayons sont lancés, en couvrant un angle d’environ 120 °,
en direction de la paroi rectale jusqu’à rencontrer le premier pixel brillant de coordonnées pi
b
pour le ie`me
rayon. N est choisi suffisamment grand de telle sorte que chaque rayon soit accolé à son voisin. Dans cer-
taines zones, les coordonnées pi
b
ne correspondent pas exactement à l’interface entre le ballon et la paroi
rectale. L’algorithme décrit dans le tableau C.1 est alors appliqué dans chacune des coupes pour corriger ces
écarts en se basant sur les bonnes détections.
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ALGORITHME Détection de l’interface ballon-paroi rectale
rayi := rayon allant du centre de la sonde jusqu’à p
i
b
, i = 0...N − 1 ;
|rayi| := longueur de rayi, i = 0...N − 1 ;
vdi := vecteur directeur unitaire de rayi, i = 0...N − 1 dirigé vers la paroi rectale ;
I¯ := moyenne d’intensité de l’ensemble des pi
b
, i = 0...N − 1 ;
Faire :
Pour i := 0 à N − 1
Mr = max{|ray j|}, j = i à i + 10 ;
Pour j := i à i + 10
di f f = Mr − |ray j| ;
Tant que di f f > 5 ou I j < 25 ou (di f f > 2 et I j < I¯)
p
j
b
←p
j
b
+ vd j ;
di f f = Mr − |ray j| ;
fin Tant que
fin Pour
i := i + 3 ;
fin Pour
Tant que des changements se produisent ;
T. C.1 – Algorithme de correction pour la détection de l’interface entre le ballon de la sonde et la paroi rectale.
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Algorithme de Min-Cut/Max-Flow
Considérons un graphe orienté G = (N, A) constitué de nœuds N, correspondant à des voxels de
l’image, relié par des arcs A auxquels s’ajoute deux nœuds abstraits s et t correspondant respectivement
à la « source » et au « puits ». Ces deux nœuds particuliers, appelés terminaux, sont reliés individuellement
à tous les autres nœuds « voxels » du volume image. Le graphe G est également pondéré, chacun de ses arcs
possédant un poids.
Une coupe s-t dans G est un ensemble d’arcs qui, soustrait au graphe, va séparer ce dernier en deux
sous-ensembles S et T de telle sorte qu’aucun chemin ne pourra être trouvé entre la source s et le puits t.
S est ainsi représentatif de l’objet tandis que T correspond au fond. Le coût de la coupe est la somme des
poids attribués aux arcs la constituant. La coupe minimale correspond alors à celle possédant le coût le
plus faible. Ce problème est fréquemment associé à celui du flux maximal et peut être résolu en un temps
polynomial par différents algorithmes présentés dans [Boycov 04].
Afin de détecter la coupe minimale, l’algorithme de « min-cut / max-flow » considère les arcs orientés
comme des tuyaux reliant la source au puits, dans lesquels un flux peut s’écouler et dont la capacité maxi-
male est définie par le poids des arcs. Cette capacité étant limitée, un flux propagé entre les nœuds s et t ne
pourra dépasser un maximum. En atteignant ce flux maximal, certains arcs seront saturés, ceux-ci corres-
pondant alors à la coupe minimale.
Ainsi, chaque itération de l’algorithme débute par trouver le chemin le plus cours, reliant s à t, parmi les
arcs non-saturés. Le flux est alors augmenté de ∆ f jusqu’à saturation d’au moins un des arcs sur ce trajet. La
capacité de chacun des arcs parcourus le long de ce chemin est alors réduite de ∆ f , cette capacité résiduelle
étant ensuite considérée dans les itérations suivantes. Par augmentation progressive du flux, le maximum est
finalement atteint. Aucun chemin reliant s à t, constitué exclusivement d’arc non saturés, ne peut alors être
trouvé générant finalement la coupe de coût minimal recherchée.
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Résumé
Ce travail traite le problème de la segmentation d’images échographiques de prostate acquises en condi-
tion per-opératoire dans le cadre de la destruction de tumeurs effectuée par une technique d’ultrasons haute
intensité (HIFU). L’objectif est de délimiter précisément les tissus cible de façon à concentrer l’échauffement
induit par les ultrasons tout en réduisant leur impact sur les structures voisines. L’ étude bibliographique de
l’état de l’art montre que toutes les méthodes de segmentation se référant aux dernières avancées métho-
dologiques ont été tentées sans pour autant apporter de réponses complètement satisfaisantes au problème
du fait de la variabilité des situations rencontrées et surtout de la qualité toute relative des images dans le
cas des HIFU. Les différentes solutions proposées dans cette thèse s’appuient sur les modèles déformables
discrets enrichis de recherche de points d’ancrage basés gradient, couplés ou pas à une approche de détec-
tion de surface optimale. Ces solutions sont testées sur une trentaine de bases de données et analysées à la
fois qualitativement et quantitativement par comparaison à des contours définis par des experts. Par ailleurs,
une étude préliminaire est conduite sur la caractérisation de texture par différents types de moments (Zer-
nike, Legendre, etc.). Les résultats obtenus montrent un comportement globalement correct et satisfaisant
les temps de calcul imposés.
Mots-clés : segmentation, prostate, images échographiques, HIFU, Contour Dynamique Discret,
Détection de Surface Optimale, moments orthogonaux, thérapie, cancer.
Abstract
This work deals with the segmentation of echographic prostate images acquired intra-operatively simul-
taneously to the application of high intensity ultrasound (HIFU) for the destruction of tumor. The objective
is to precisely delineate the target in order to concentrate the heating induced by ultrasound and to reduce
as much as possible their impact on the neighboring structures. After a brief presentation of the clinical and
the technical context, in particular the dosimetry, a state-of-the-art is carried out : it shows that although all
the most recent and effective methods have been explored, only partial solutions have been obtained due to a
large variability of situations to deal with and the relatively poor quality of the images in HIFU devices. Se-
veral solutions are then proposed based on discrete deformable contours, improved by the search of gradient
based landmark points, coupled or not with optimal search detection. These solutions are tested on about
thirty datasets and qualitatively and quantitatively analysed by comparison with expert-defined contours. A
preliminary study is also performed for texture characterization using different types of moments (Zernike,
Legendre, etc.). The results show that an overall good behaviour is obtained fulfilling the time computation
constraints.
Keywords : segmentation, prostate, ultrasound images, HIFU, Discrete Dynamic Contour, Opti-
mal Surface Detection, orthogonal moments, therapy, cancer.
