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Abstract
We characterise nth order ODEs for which the space of solutions M is equipped with
a particular paraconformal structure in the sense of [2], that is a splitting of the tangent
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bundle as a symmetric tensor product of rank-two vector bundles. This leads to the
vanishing of (n − 2) quantities constructed from of the ODE.
If n = 4 the paraconformal structure is shown to be equivalent to the exotic G3 holon-
omy of Bryant. If n = 4, or n ≥ 6 and M admits a torsion–free connection compatible
with the paraconformal structure then the ODE is trivialisable by point or contact trans-
formations respectively.
If n = 2 or 3 M admits an affine paraconformal connection with no torsion. In these
cases additional constraints can be imposed on the ODE so that M admits a projective
structure if n = 2, or an Einstein–Weyl structure if n = 3. The third order ODE can in
this case be reconstructed from the Einstein–Weyl data.
2
1 Introduction
Consider a relation of the form
Ψ(x, y, t) = 0 (1.1)
between the variables t = (t1, t2, ..., tn) (local coordinates on an n-dimensional manifoldM), and
(x, y) (local coordinates on a two-dimensional manifold Z, which we shall call the twistor space).
For each fixed choice of (x, y)m the relation (1.1) defines a hypersurface in M . Conversely each
choice of t defines a curve Lt in Z. Given conditions on the derivatives of Ψ, we can apply the
implicit function theorem to (1.1), and regard Lt as a graph
x −→ (x, y = Z(x, t)). (1.2)
Consider the system of algebraic equations consisting of y = Z(x, t), and the first (n − 1)
derivatives with respect to x. Solving this system for t, and differentiating once more with
respect to x yields
y(n) :=
dny
dxn
= F (x, y, y′, ..., y(n−1)), (1.3)
where the explicit form of F is completely determined by (1.1). This procedure will lead to an
nth (as opposed to a lower order) order ODE if Ψ is sufficiently smooth and non-degenerate in
an suitable sense. This open non-degeneracy condition is best expressed in terms of Z(x, t) by
demanding that the gradients ∇Z,∇Z ′, ...,∇Z(n−1) with respect to t are linearly independent
on M .
To achieve a more geometric picture we define the (n + 1)-dimensional hyper-surface F ⊂
Z ×M called the correspondence space by the following incidence relation
F = {((x, y), t) ∈ Z ×M |z ∈ Lt}. (1.4)
The double fibration
M
p←− F q−→ Z (1.5)
is then defined by the relation (1.1), and therefore by the ODE (1.3).
Putting various geometric structures on M (which from now on will be identified with the
space of solutions to the ODE (1.3)) imposes additional constraints on F . This idea goes back
to Cartan [6], and his program of ‘geometrising’ ODEs. Extending Cartan’s program to PDEs
is possible, and underlies some approaches to general relativity [13], and other problems in
mathematical physics [10].
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A different approach based on twistor theory was suggested by Hitchin [14]. In this approach
one works in the holomorphic category and (x, y, t) are complex numbers. The graph (1.2)
represents a compact holomorphic (i.e. rational) curve in Z with a prescribed normal bundle.
The local differential geometry of M is encoded in global embeddings of the family of curves
(parametrized by t) in Z. In this approach, the ODE (1.3) does not explicitly appear in the
correspondence between M and Z. The details of Hitchin’s construction and its connection
with the ODE approach have partially been worked out only for n = 2 [16]. In this case there
exists an embedding of a rational curve with normal bundle O(1) in Z if and only if
d2
dx2
F11 − 4 d
dx
F01 − F1 d
dx
F11 + 4F1F01 − 3F0F11 + 6F00 = 0, (1.6)
where
F0 =
∂F
∂y
, F1 =
∂F
∂y′
, F2 =
∂F
∂y′′
, ..., Fn−1 =
∂F
∂y(n−1)
,
and
d
dx
=
∂
∂x
+
n−1∑
k=1
y(k)
∂
∂y(k−1)
+ F
∂
∂y(n−1)
.
The two-dimensional moduli space M of O(1) curves is in this case equipped with a projective
structure, in the sense that the hyper-surfaces (curves) of constant (x, y) in (1.1) are geodesics
of a torsion-free connection. Conversely, given a projective structure on M one defines Z as
the quotient space of the foliation of P(TM) by the orbits of the geodesic flow. Each projective
tangent space P(TtM) maps to a rational curve with self-intersection number one in Z.
The case n = 3 goes back to Cartan [6] and Chern [8], and was recently revisited in [18]. The
conformal structure on M is defined by demanding that hyper-surfaces Σ ⊂ M corresponding
to points in Z are null. This conformal structure is well defined if F (x, y, y′, y′′) satisfies a
third–order differential constraint
1
3
F2
d
dx
F2 − 1
6
d2
dx2
F2 +
1
2
d
dx
F1 − 2
27
(F2)
3 − 1
3
F2F1 − F0 = 0. (1.7)
This constraint has already appeared in the work of Wu¨nschmann [20]. The hyper-surfaces Σ
are totally geodesic with respect to some torsion-free connection D if F satisfies the additional
condition
d2
dx2
F22 − d
dx
F12 + F02 = 0. (1.8)
The existence of a two-parameter family of totally geodesic null hypersurface inM is equivalent
to the vanishing of the trace-free part of the symmetrised Ricci tensor of D. This is the
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Einstein–Weyl condition first introduced in [7]. The three-dimensional Einstein–Weyl spaces
can therefore be obtained from a particular class of third-order ODEs (1.3). In the twistor
approach [14] the moduli space of rational curves in Z with normal bundle O(2) is automatically
equipped with an EW structure, and all analytic EW structures locally arise in such a way.
The only other case which has attracted some attention is n = 4. Bryant [3] has shown
that there exists a correspondence between a class of fourth order ODEs, and exotic non-metric
holonomies in dimension four. The conditions on F are only implicit in Bryant’s work.
In Section 2 we shall generalise the Wu¨nschmann condition (1.7) to (n − 2) conditions in
the case of nth order ODEs, and give an example of an ODE for which all these conditions are
satisfied.
Definition 1.1 A paraconformal structure on a smooth manifold M is a bundle isomorphism
TM ∼= S⊙ S⊙ ...⊙ S = Sn−1(S), (1.9)
where S→ M is a real rank–two vector bundle, and ⊙ denotes symmetric tensor product.
More general paraconformal structures have been considered in [2] and [1] (where they were
called almost Grassmann structures) but we shall only work with (1.9). The isomorphism (1.9)
identifies each tangent space TtM with the space of homogeneous (n− 1)th order polynomials
in two variables. The vectors corresponding to polynomials with repeated root of multiplicity
(n− 1) are called maximally null. A hypersurface in M is maximally null if its normal vector
is maximally null. All results established in this paper are local on M .
In the next section we shall prove the following
Theorem 1.2 Assume that the space of solutions M to the nth order ODE (1.3) is equipped
with a paraconformal structure (1.9) such that the two–parameter family of hypersurfaces (1.1)
are maximally null. Then F satisfies (n− 2) conditions of the form
Ck
(
Fi,
dFi
dx
, ...,
dn−1Fi
dxn−1
)
= 0, i = 0, ..., n− 1, k = 1, ..., n− 2. (1.10)
Each expression Ck is a polynomial in the derivatives of F of order less than or equal to n, and
equations (1.10) are invariant under point transformations on Z (i.e. transformations induced
by a change of variables xˆ = xˆ(x, y), yˆ = yˆ(x, y)).
Conversely given (1.10) there is a paraconformal structure on M such that points in Z
define maximally null hypersurfaces in M .
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In Section 3 we shall relate the paraconformal structure onM to the existence of a subbundle
of P(TM) with rational normal curves as fibres, and demonstrate that the conditions (1.10)
are the classical Wilczynski invariants [19] on the linearisation of (1.3) at a fixed solution. This
strengthens Theorem (1.2) as the Wilczynski conditions are invariant under the wider class of
contact transformation.
In Section 4 we shall show that the paraconformal structure (1.9) exists on the moduli space
of rational curves with normal bundle O(n−1) in a complex surface, which leads to a twistorial
interpretation of the constraints on F .
In Section 5 we shall discuss the case n = 4, where the existence of the paraconformal
structure is equivalent to the existence of the torsion–free connection with G3 holonomy on the
space of solutions to (1.3).
Theorem 1.3 Let M be the space of solutions to the fourth order ODE
d4y
dx4
= F (x, y, y′, y′′, y′′′).
The following conditions are equivalent:
1. M admits the paraconformal structure (1.9) with maximally null surfaces (1.1).
2. M admits a torsion–free connection with holonomy G3
3. F satisfies a pair of third order PDEs
11
1600
(F3)
4 − 9
50
(F3)
2 d
dx
F3 − 1
200
(F3)
2 F2 +
21
100
(
d
dx
F3
)2
+
1
50
(
d
dx
F3
)
F2 (1.11)
− 9
100
(F2)
2 +
7
20
F3
d2
dx2
F3 − 1
5
d3
dx3
F3 +
3
10
d2
dx2
F2 − 1
4
F3
d
dx
F2 − F0 = 0,
9
4
F3
d
dx
F3 − 3
2
d2
dx2
F3 + 3
d
dx
F2 − 3
8
(F3)
3 − 3
2
F2F3 − 3F1 = 0. (1.12)
(differentiating the second condition w.r.t x and subtracting its constant multiple from the first
one leads to a couple of 3rd order PDEs for F ).
In Section 6 we shall study connections preserving the paraconformal structure, and show that
they must necessarily have torsion if n = 4 or n ≥ 6 (we stress that our definition of the
torsion–free paraconformal connection is stronger that Bryant’s torsion–free G3 holonomy [3]).
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Theorem 1.4 If M admits the paraconformal structure (1.9) and
D : Γ(Sk) −→ Γ(Sk ⊗ T ∗M) = Γ(Sk+n−1),
where Sk = S⊗k, k = 0, 1, ..., n− 1, is a torsion–free connection preserving the paraconformal
structure then additional constraints (6.5, A21–A25), with (P,Q) given by (2.6), need to be
satisfied.
In particular the ODE (1.3) can be transformed to
dny
dxn
= 0
by point transformations if n = 4, and by contact transformations if n ≥ 6. If n < 4 then D
always exists.
The case n = 5 is special, and we shall give an example (equation (6.9)) of a 5th order ODE
such that M admits a paraconformal structure with a paraconformal torsion–free connection.
If n = 3 the paraconformal structure (1.9) is conformal in the usual sense. The rank–two
vector bundle S in the isomorphism (1.9) is in this case the usual spin bundle and its sections
are called the two–component spinors. We shall continue to call it the spin bundle in the general
case n > 3 although its sections are not spinors as there is no underlying orthogonal group.
In Section 7 we shall concentrate on the case n = 3, where the condition (1.10) for F is the
Wu¨nschmann condition (1.7). We shall give an algorithm for determining the third order ODE
satisfying (1.8), and (1.7) from a given Einstein–Weyl structure, based on the Lax formulation
of the Einstein–Weyl conditions.
Most calculations leading to invariants like (1.11, 1.12) were performed (or checked) using
MAPLE. The resulting long expressions are usually unilluminating. They are nevertheless
useful in constructing explicit examples like (2.7), and we have decided to include them in the
paper. Readers who want to verify our calculations can obtain the MAPLE programs from us.
2 Wu¨nschmann invariants
In this Section we shall establish Theorem 1.2, and give an example of an ODE which leads to
a paraconformal structure for any n. First we need to introduce some notation.
The isomorphism (1.9) identifies each tangent space TtM with the space of homogeneous
(n− 1)th order polynomials in two variables
T ∈ TM −→ t = TA1A2...An−1zA1zA2...zAn−1 , A1, A2, ..., An−1 = 0, 1
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where zAi = (z0, z1) ∈ R2, and TA1A2...An−1 is symmetric in its indices.
Our considerations are local onM so we choose a trivialisation of TM and represent a vector
T by its components T a, a = 1, ..., n with respect to some basis. We also choose a trivalisation of
S. The paraconformal structure is then defined in terms of van der Waerden symbols σaA1...An−1
(which are symmetric in A1, ..., An−1) by
T a = σaA1...An−1T
A1A2...An−1.
The bold letters denote homogeneous polynomials. The summation convention is used unless
stated otherwise. For any 0 ≤ r ≤ n− 1 we define Vr ⊂ R[z0, z1] to be the (r + 1)-dimensional
space of homogeneous polynomials of degree r. Let t ∈ Vn−1. The space Vn−1 is an SL(2,R)
module, and the infinitesimal action of SL(2,R) is generated by t→ H(t), where
H = HA
BzB
∂
∂zA
∈ sl(2,R),
and HA
B is one of the following matrices

 0 1
0 0

 ,

 0 0
1 0

 ,

 1 0
0 −1

 .
For each p ≥ 0 define a linear, SL(2,R) equivariant mapping Vr ⊗ Vs −→ Vr+s−2p given by
< t, s >p= εA1B1εA2B2 ...εApBp
∂pt
∂zA1 ...∂zAp
∂ps
∂zB1 ...∂zBp
, (2.1)
where
εAB =

 0 1
−1 0


is a symplectic form on the real fibres of S. In the following sections we will not fix this
symplectic form. The anti–symmetric matrix ε will only be defined up to scale, and each choice
of the scale will provide an identification between S and its dual bundle.
In particular <,>n−1: Vn−1 × Vn−1 → R is a symmetric or skew-symmetric (depending on
n) bilinear form on Vn−1. For m = 0, 1, ..., n − 1 define Cm ⊂ Vn−1 to be a two-dimensional
cone of order m, given by all polynomials t = pmr, where p ∈ V1, and r ∈ Vn−m−1.
Proof of Theorem 1.2. We want to define a paraconformal structure by requiring
σaA1...An−1
∂Z
∂ta
= pA1 ...pAn ,
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where y = Z(x, t) is a surface in M corresponding to a solution of (1.3). The symbols σ are of
course independent of x, but the pAs (and the corresponding polynomials) do depend on x as
does Z.
We shall first assume that this paraconformal structure exists on M and establish the
conditions satisfied by the ODE.
All sections of S correspond to degree one homogeneous polynomials in ζA. If (p0, p1) ∈ R2,
then p = p0ζ
0 + p1ζ
1 ∈ V1. Let p ∈ V1, and let q = p′. The fibres of the spin bundle are
two-dimensional therefore
dq
dx
= Pp+Qq (2.2)
for some P,Q ∈ V0. These relations hold on the correspondence space (1.4) and p,q are
regarded as x–dependent sections of the bundle S pulled back from M to F .
Consider an element T of Cn−1, (a maximally null vector). The maximally null vectors
correspond to polynomials T = pn−1 with a repeated root of multiplicity (n−1). Each solution
y = Z(x, t) defines a section of T ∗M given by the gradient on M
E = ∇Z.
Assume that E is a maximally null one-form (an element of Cn−1), and construct a frame of n
one-forms on T ∗M given by
E,E ′, E ′′, ..., E(n−1).
Requiring that these forms are linearly independent imposes a condition of non-degeneracy,
which is an open condition on Ψ in the relation (1.1).
The corresponding polynomials are of the form
E = pn−1
E′ = 0 + a11p
n−2q
E′′ = a20p
n−1 + a21p
n−2q+ a22p
(n−3)q2
.
.
.
E(n−1) = a(n−1)0p
n−1 + a(n−1)1p
n−2q+ ... + a(n−1)(n−1)q
n−1,
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or in general
E(i) =
i∑
k=0
aikp
n−1−kqk, i = 0, ..., n− 1. (2.3)
The upper triangular matrix (aij) can be computed using (2.2). It depends on P,Q and their
derivatives with respect to x. The nth derivative of E with respect to x is given by
E(n) = an0p
n−1 + an1p
n−2q+ ... + an(n−1)q
n−1.
Remembering that y = Z(x, t) is a solution to (1.3), and using the chain rule we express E(n)
as a linear combination of E,E′, ...,E(n−1) by
E(n) =
n−1∑
i=0
FiE
(i). (2.4)
This gives rise to
anj =
n−1∑
i=0
Fiaij . (2.5)
Solving these n equations for P and Q yields
Q =
2
n(n− 1)Fn−1
P =
1
n(n2 − 1)
((3n− 1)(n− 2)
n(n− 1) F
2
n−1 + 6Fn−2 − 2(n− 2)
d
dx
Fn−1
)
(2.6)
(the calculations leading to these formulae are presented in the Appendix). The remaining
equations imply the vanishing of (n− 2) expressions constructed out of F . Each expression is
a polynomial Ck in the derivatives of F of order less than or equal to n, of the form (1.10).
The vanishing of these expressions characterises a class of ODEs (1.3) such that their solution
spaces admit a paraconformal structure (1.9). It follows from the construction (and it may be
checked if desired) that vanishing of these expressions is invariant under point transformations
xˆ = xˆ(x, y), yˆ = yˆ(x, y).
Conversely, let us assume that we are given an ODE (1.3) such that the conditions (1.10)
hold. We define P and Q by (2.6) and solve the linear system of ODEs q = p′,q′ = Pp+Qq
to determine p and q. We then define a basis of TM by the procedure of taking gradients
leading to (2.3). The consistency conditions are guaranteed by the calculation in the first part
of the proof. This gives a paraconformal structure such that the surfaces y = Z(x, t) in M are
totally null.
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✷If n = 2 the paraconformal structure always exists. If n = 3 the condition (1.10) is given
by (1.7). If n = 4 we have two conditions given by (1.11) and (1.12). The polynomials
corresponding to n = 5 are given in the Appendix.
There are no terms of the form Fij (recall that Fij = ∂
2F/∂y(i)∂y(j)) in Ck, so the coefficients
of the polynomials Ck are determined by looking at the special case of linear homogeneous
equations, where
F = pn−1(x)y
(n−1) + ...+ p0(x)y,
and Fk = pk(x).
2.1 Example
The general solution of (2.5) regarded as an overdetermined system of PDEs for F appears to
be intractable. To find some examples we seek F = F (y(n−1), x). Let z := y(n−1). The ODE
(1.3) reduces to a 1st order ODE, and a sequence of quadratures
z′ = F (z, x), y(x) =
∫ x ∫ xn−1
...
∫ x2
z(x1)dx1dx2...dxn−1.
We use MAPLE to verify that all constraint equations (1.10) reduce to
d
dx
Fn−1 =
1
n
(Fn−1)
2, where now
d
dx
=
∂
∂x
+ F
∂
∂z
.
We therefore need to solve
∂2F
∂z∂x
=
1
n
(∂F
∂z
)2
− F ∂
2F
∂z2
.
The Legendre transformation s = Fz, G(s, x) = F (z(s, x), x) − sz(s, x) gives a linear equation
for G. This transform can then be inverted, and the solution can be found for an arbitrary
‘initial data’ F (z, 0). To write down an explicit example make a further assumption that F is
independent of x, which yields
F (z) = (az + b)
n
n−1 .
Redefining y(x) by a point transformation we can set b = 0, so the nth order ODE is
y(n) = (ay(n−1))
n
n−1 . (2.7)
The corresponding n-parameter family of solutions to (1.3) is readily found
y = t1 + t2x+ ... + tn−1xn−2 − (n− 1)
(n−1)
an(n− 2)! ln (x+ t
n)
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If n = 3 the space of solutions to (1.3) is equipped with the NIL Einstein–Weyl structure [18]
(see also Section 7).
3 Comparison with Doubrov–Wilczynski invariants
In this section we shall demonstrate that for a given ODE the generalised Wu¨nschmann con-
ditions (1.10) are equivalent to the vanishing of a set of invariants constructed by Doubrov [9].
Doubrov’s work builds on an old theorem of Wilczynski [19], which we shall review first.
Let
y(n) = pn−1(x)y
(n−1) + ... + p0(x)y (3.1)
be a linear homogeneous nth order ODE, defined up to transformations of the form
(y, x) −→ (a(x)y, b(x)).
Wilczynski has demonstrated that the ODE (3.1) is trivialisable by this transformation if (n−2)
expressions constructed out of the pi(x)s and their derivatives vanish. More formally he has
shown the following
Theorem 3.1 (Wilczynski [19]) The following three conditions are equivalent:
(a) The Wilczynski invariants
θk
(
pi,
dpi
dx
, ...,
dn−1pi
dxn−1
)
= 0, i = 0, ..., n− 1, k = 1, ...n− 2 (3.2)
of the equation (3.1) vanish.
(b) The equation (3.1) can be transformed to y(n) = 0 by a change of variables (y, x) →
(a(x)y, b(x)).
(c) Let y1(x), ..., yn(x) be any basis of the solution space of (3.1). Then the embedding RP
1 →
RP
n−1 given by x → [y1(x) : ... : yn(x)] ⊂ RPn−1, is an open subset of the normal rational
curve.
The expressions θk are polynomials in pis and their derivatives of order less than or equal to n.
Wilczynski has produced compact formulae for these polynomials if pn−1(x) = pn−2(x) = 0 (it
is always possible to set these two coefficients to zero by a choice of a(x), b(x)). We shall not
need these formulae in what follows.
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The Doubrov invariants introduced in [9] for general ODEs are the classical Wilczynski
invariants (3.2) of their linearizations. That is, when restricted to any solution (1.3), they pro-
duce the classical Wilczynski invariants of the linearization of (1.3) at this solution. In practise,
Doubrov’s invariants are calculated by replacing pk(x) by Fk(x, y, ..., y
(n−1)) in Wilczynski’s in-
variants.
Theorem 3.2 (Doubrov [9]) Let θk be the Wilczynski invariants of a linear nth order homo-
geneous ODE. Then the vanishing of all the expressions
Lk = θk
(
Fi,
dFi
dx
, ...,
dn−1Fi
dxn−1
)
, i = 0, ..., n− 1, k = 1, ...n− 2, (3.3)
is invariant under contact transformations of the general nth order ODE (1.3).
The invariants Lk will be from now on called the Doubrov invariants.
The ideas behind the proof of the next theorem are due to Doubrov. The geometric content
of this theorem (constraining a curve until it becomes a rational normal curve) was also known
to Bryant [4].
Theorem 3.3 The vanishing of the generalised Wu¨nschmann conditions (1.10) is equivalent
to the vanishing of the Doubrov invariants (3.3).
To prove this theorem we shall need a Lemma
Lemma 3.4 The existence of the paraconformal structure TM = S⊙ S⊙ ...⊙ S is equivalent
to the existence of a sub-bundle of P(TM) with rational normal curves as fibres.
Proof. For any rational normal curve C ⊂ P(V ), where V is an n-dimensional vector space
there exists an isomorphism V → Vn−1 which identifies C with x → (1, x, ..., xn−1). Any two
such isomorphisms differ by a PGL(2,R) projective transformation.
Now if M is paraconformal then TtM is isomorphic to Vn−1 for all t ∈ M . Any element
p ∈ S (a two dimensional spinor) gives a totally null cone pn−1 ∈ TtM , or a rational normal Ct
in P (TtM). The union of Ct as t varies in M gives a sub-bundle of P(TM).
✷
Proof of Theorem 3.3. If the Doubrov invariants (3.3) vanish, then any linearisation of (1.3)
has vanishing Wilczynski invariants, and by Theorem 3.1 we have a rational normal curve in the
projectivization of each tangent space to the solution space. This, by Lemma 3.4, is equivalent
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to the existence of the paraconformal structure on the solution space. Theorem 1.2 now implies
that the conditions (1.10) are satisfied.
Conversely, let the ODE (1.3) satisfy (1.10), and let y = Z(x, t), t = (t1, ..., tn) be its general
solution. Fix t = T0. The vector E = ∂ay in TT0M , where ∂a = ∂/∂t
a, is maximally null with
respect to the paraconformal structure defined by the ODE, so that it is given by pn−1. Each
component of E = ∇Z is a derivative of a solution to the ODE (1.3), and as such it satisfies
the linearisation of (1.3) around Y = Z(x, T0), as the differentiation of (1.3) yields
∂y(n)
∂ta
=
n−1∑
i=0
( ∂F
∂y(i)
|y=Y
)∂yi
∂ta
. (3.4)
These equations are homogeneous linear ODEs for ∂y/∂ta. But then the nullity of E implies
that the embedding x → [∂1y(x) : ... : ∂ny(x)] is a rational normal curve for any T0, and so
the linearised ODE (3.4) is trivialisable by Wilczynski’s theorem 3.1. Therefore the ODE (1.3)
has vanishing Doubrov invariants (3.3) which proves the relative equivalence of the two sets of
invariants. (i.e their vanishing is equivalent).
✷
In Section 6 we shall need another result of Doubrov’s
Theorem 3.5 (Doubrov [9]) The ODE (1.3) is trivialisable by contact transformations if
and only if the invariants (3.3) vanish, and the following conditions hold
n = 4. F333 = 6F233 + F
2
33 = 0,
n = 5. F44 = 6F234 − 4F333 − 3F 234 = 0,
n = 6. F55 = F45 = 0,
n ≥ 7. F(n−1)(n−1) = F(n−1)(n−2) = F(n−2)(n−2) = 0.
4 Twistor theory
We shall now show how, in the real analytic case, the paraconformal structure (1.9) on M can
be encoded in a holomorphic geometry of rational curves embedded in a complex surface Z.
The nth order ODE on Z will then implicitly be given by the embedding L ⊂ Z, provided that
L has self-intersection number n.
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In this section we regard (1.1) as a holomorphic relation between complex coordinates
(x, y, t), and examine the geometry of the complexified correspondence space (1.4) and the
associated double fibration picture. The surface Z will eventually become a twistor space of
(1.3). We shall however set up a more general correspondence, and consider Legendrian curves
in three-dimensional twistor spaces.
Let Y be a complex three-fold with an embedded rational curve L with a normal bundle
N = O(n − 2) ⊕ O(n − 2). We have H1(CP1,O(n − 2) ⊕ O(n − 2)) = 0, and so the moduli
space of such curves in Y is a manifold M of dimension equal to
dimH0(CP1,O(n− 2)⊕O(n− 2))) = 2n− 2.
Now we restrict our attention to a moduli space M of contact (Legendrian) curves with
normal bundle N . The canonical line bundle of holomorphic three-forms on Y restricted to a
curve L is
κ(Y ) = T ∗L⊗ Λ2(N∗) = O(2− 2n),
since T ∗CP1 = O(−2). From the general theory of contact structures it follows that the contact
line bundle is given by Lc
2 = κ(Y ). Now pick a section of Lc
∗ (a contact one-form), and contract
it with a tangent vector to a rational curve to get a section of
(O(1− n)⊗O(2))∗.
The vanishing of this section (the Legendrian condition) gives dimH0(CP1,O(n− 3)) = n− 2
conditions on M. Therefore the dimension of the moduli space M of Legendrian curves is
dimM = (2n− 2)− (n− 2) = n.
This can be summarised by the double fibration picture
M
pˆ←− Fˆ qˆ−→ Y. (4.1)
The curves qˆ(pˆ−1(t)) ∼= CP1 are Legendrian with respect to the contact form on Y . Bryant’s
generalisation [3] of the Kodaira theorems guarantees that the moduli space M of Legendrian
rational curves is stable under small deformations of Y .
Consider the special case Y = P(TZ). A rational curve L with normal bundle O(n− 1) in
Z has a natural lift Lˆ to Y , given by z ∈ L → (z, z˙ ∈ TzL). The lifted curves are Legendrian
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with respect to the canonical contact structure on the projectivised tangent bundle. The double
fibration (4.1) reduces to (1.5).
The existence of the complexified paraconformal structure (1.9) follows from the structure of
the normal bundle. From Kodaira [15] theory, since the appropriate obstruction groups vanish,
we have
TtM = Γ(Lt, Nt) = S
n−1(St), St = C
2, (4.2)
where Nt is the normal bundle to the rational curve Lt = CP
1 in Z corresponding to the point
t ∈ M . The nontrivial examples of ODEs satisfying all the constraints (1.10) can therefore be
constructed by applying algebraic operations on a rational curve embedded in a total space of
O(N) for N sufficiently large [12].
The correspondence space F =M × CP1 is equipped with a canonical (n− 1) dimensional
distribution D, such that Z = F/D. The normal bundle to a rational curve Lt := q(p−1(t))
consists of vectors tangent to M at t (horizontally lifted to Tt,λF) modulo D. Therefore we
have a sequence of sheaves over CP1
0 −→ D −→ Cn −→ O(n− 1) −→ 0.
The map Cn −→ O(n − 1) is given by V A1A2...An−1 −→ V A1A2...An−1zA1zA2 ...zAn−1 . Its kernel
consists of vectors of the form z(A1λA2...An−1) with λA2...An−1 ∈ Cn−1 varying. The twistor
distribution is therefore D = O(−1)⊗ S(n−2)(C2). This distribution is the geodesic spray (6.3)
if n = 2, or the Einstein–Weyl Lax pair (7.1) if n = 3.
5 Exotic G3 holonomy and fourth order ODEs
In this Section we shall make contact with Bryant’s work [3] and show that if n = 4 the
Wu¨nschmann conditions (1.10) are equivalent to the existence of certain exotic holonomy on
M .
Recall the notation introduced at the beginning of Section (2) and define Gk ⊂ GL(Vk) by
Gk = {g ∈ GL(Vk)| g(t) ∈ Ck if t ∈ Ck}.
Can Gn−1 appear as a holonomy group of a torsion-free connection of an n–dimensional mani-
fold? Bryant [3] has examined Berger’s criteria, and established that the answer is ‘no’ if n > 5
(the case n = 5 is special, as the five-dimensional representation of SL(2,C) is the holonomy
of a symmetric space M = SL(3,C)/SL(2,C)).
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Let <,>2 be given by (2.1), and let
g(X,X,X,X) :=<< X,X >2, < X,X >2>2
be a G3 invariant quartic form on TM .
Definition 5.1 The vector X ∈ TtM is null iff
Q(X) := g(X,X,X,X) = 0.
The α–plane is a two–dimensional plane in TtM spanned by vectors X, Y such that
Q(X + λY ) = 0
for each value of a parameter λ.
The null vectors in this sense correspond to polynomials of the form p2r. Vectors in an α–plane
are then obtained by varying r and keeping p fixed.
Theorem 5.2 (Bryant [3]) A four–dimensional manifoldM admits a torsion free connection
with holonomy G3 iff for every α–plane there exists a two–dimensional surface Σ ⊂ M (called
α–surface) tangent to this α–plane.
The space of torsion–free G3 structures modulo diffeomorphisms depends on four arbitrary
functions of three variables.
Bryant has also shown [3] that if M admits a G3 structure, then there exists a three–parameter
family of α–surfaces. In the complexified category this family is parametrised by points of a
complex three-fold Y , and the Legendrian O(2)⊕O(2) curves in Y correspond to points in M
(compare this with the twistorial treatment in Section 4).
Proof of Theorem 1.3. The conditions (1.11, 1.12) are the invariants (1.10) with n = 4
which establishes the equivalence of (1) and (3).
To show (1) → (2) observe that the existence of the paraconformal structure (1.9) implies
the existence of a symplectic structure ε up to scale on each spin space. This gives us the
symmetric quartic form
g(X,X,X,X) = εA2B2εA3B3εC2D2εC3D3εA1C1εB1D1XA1A2A3XB1B2B3XC1C2C3XD1D2D3 .
The quartic Q(X) = 0 selects null vectors, and α–planes. Theorem 5.2 asserts that these
planes are integrable iff they come from a G3 structure. But they will always be integrable in
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the paraconformal case because of the following interpretation: Fixing a point in Z ∈ Z gives
a three–dimensional surface in N ⊂ M , such that its normal ∇Z is a perfect cube. Fixing a
point and a direction in Z gives an α–surface Σ ⊂ N (think of Z,Z ′, Z ′′, Z ′′′ as coordinates in
M). This corresponds to fixing a point in Y = P(T ∗Z), and to Bryant’s α–plane with normals
Z,Z ′ which are gradients (so that it really is a surface).
It remains to demonstrate (2)→ (1). Suppose we look directly for the quartic as
g = g0 + g1, (5.1)
where g0 is the form when the ODE is trivial (F = 0) and g1 is a combination of all possible
lower order terms (lower order in the sense of fewer derivatives of y):
g0 = 18dy dp dq dr − 9(dy)2 (dr)2 + 3(dp)2 (dq)2 − 8(dp)3 dr − 6dy (dq)3,
g1 = α(dy)
4 + β(dy)3 dp + γ(dy)2 (dp)2 + δ(dy)3 (dq) + ǫdy (dp)3
+ξ(dy)2 dp dq + η(dy)3 dr + κ(dp)4 + γ(dy) (dp)2 dq + µ(dy)2(dq)2 + ν(dy)2 dp dr
+ζ(dp)3 dq + πdy dp (dq)2 + θdy (dp)2 dr + φ(dy)2 dq dr,
and p = y′, q = y′′, r = y′′′, s = y′′′′ = F (x, y, p, q, r).
We need to fix 15 coefficients (α, ..., φ). We impose
g′ = Λg
for some Λ and work systematically through the coefficients, fixing them in order (see Appendix
for the details of this calculation). We solve equations (A1–A10) and (A11, A13). Now equation
(A12) becomes (1.12). Then we solve (A14, A16). Now (A15) and (1.12) give (1.11).
The remaining conditions (A17–A20) give two more conditions on F , but we know these
will be satisfied because of the paraconformal argument: once we impose (1.11,1.12) the quartic
will exist and we can check that the coefficients we have found by a direct approach agree with
what the paraconformal method has told us. Thus (1.11,1.12) are necessary and sufficient for
integrability.
✷
Readers who compare our treatment with that of Bryant’s will recall (Theorem 4.5 in [3])) that
the existence of a torsion-free G3-structure on the moduli space was equivalent to the vanishing
of two primary invariants (A,C), and two secondary invariants (B,D) which are well defined
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only if A = C = 0. All these invariants are polynomials in the third order derivatives of the
function F . Bryant has pointed out [4] that two conditions (1.11, 1.12) are equivalent to the
vanishing of A and B. If A = B = 0 then C and D vanish identically.
6 Torsion–free paraconformal connections
Let M admit a paraconformal structure, and let
D : Γ(Sk) −→ Γ(Sk ⊗ T ∗M) = Γ(Sk+n−1), where Sk = S⊗k, k = 0, 1, ..., n− 1
be a connection. In this section we shall show that if D preserves the paraconformal structure
(1.9) then it necessarily has torsion if n = 4 or n ≥ 6.
Definition 6.1 The connection D is called paraconformal if its action on elements of V1 is
given by
Dp = U ⊗ p+ V ⊗ q
for some U, V ∈ Sn−1.
This definition implies that DE = (n− 1)U ⊗E+ V ⊗E′. The torsion free condition becomes
U = AE+BE′, V = (n− 1)BE+ CE′
for some A,B,C ∈ V0. Demanding that the connection does not depend on (x, y) gives the
consistency condition
(Dp)′′ = D(p′′), (6.1)
which yields
0 = (Dp)′′ −D(Pp+Qq) = ( d
2
dx2
−Q d
dx
− P )Dp− (DP )⊗ p− (DQ)⊗ q
= (α1E+ α2E
′ + α3E
′′ + α4E
′′′)⊗ p+ (β1E+ β2E′ + β3E′′ + β4E′′′)⊗ q
−(
n−1∑
i=0
E(i)
∂P
∂y(i)
⊗ p+
n−1∑
i=0
E(i)
∂Q
∂y(i)
⊗ q).
The coefficients of E(i) ⊗ p, and E(i) ⊗ q have to vanish, which gives 2n conditions on F . Here
(P,Q) are given by (2.6) and α1, ..., α4, β1, ..., β4 can be determined in terms of A,B,C, P,Q,
and their derivatives.
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n = 2. In this case E′′ and E′′′ are determined in terms of E and E′ according to (2.4), and
therefore α3, α4, β3, β4 all vanish. There are no conditions on F arising from (6.1). However
imposing the geodesic conditions on curves Z = const yields (1.6). Let tA and zA = t˙A be local
coordinates on M and TtM . The Christoffel symbols Γ
C
AB = Γ
C
AB(t) of D are defined up to
projective equivalence
ΓCAB ∼ ΓCAB + δC(AωB)
for some ωB = ωB(t). Let t
C = tC(τ) be solutions to
t¨C + ΓCAB t˙
At˙B = vt˙C , ˙=
d
dτ
. (6.2)
where v is some function. These geodesic curves lift to the integral curves of the geodesic spray
which is a projection of
L = zA
∂
∂tA
− ΓCABzAzB
∂
∂zC
(6.3)
from TM to P(TM). Eliminating τ from (6.2) leads to a second order ODE for t1 = t1(t0)
which is at most cubic in the first derivatives (the cubic term is given by εCDΓ
C
ABz
AzBzD,
where zA are homogeneous coordinates on P(TM), and z1/z0 = dt1/dt0). This ODE is dual to
(1.3) in the sense of Cartan [5]. It could also be read off from the relation (1.1) by rewriting
it as t1 = K(t0, x, y), and eliminating (x, y) between K and its first two derivatives w.r.t t0.
A second order ODE (1.3) is trivialisable by point transformations iff the curvature of the
projective connection vanishes. This curvature vanishes iff (1.6) holds, and F1111 = 0.
n = 3. Now α4 and β4 vanish. The compatibility conditions in (6.1) fix A,B,C. Imposing the
totally geodesic condition C = 0 on the null surfaces Z = const gives the constraint (1.8). We
shall come back to this case in the next Section.
n ≥ 4. The coefficients of E′′′ ⊗ p,E′′′ ⊗ q and E′′ ⊗ p fix (A,B,C) in terms of F and its
derivatives and the coefficients of E′′ ⊗ q,E′ and E give five equations (A21–A25) for F (the
details are in the Appendix). In particular (A23) yields
(6n− 8
n
)
Fn−1F(n−1)3 + (8− 2n) d
dx
F(n−1)3 − (2n− 2)F(n−1)2 + 6F(n−2)3 = 0. (6.4)
Proof of Theorem 1.4. If n = 4 the condition (6.4) reduces to
F33 = 0,
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and the Wu¨nschmann conditions (1.11, 1.12) now imply A = B = C = 0. Some computer
algebra reduces (1.11, 1.12) to
F = α(x) + β(x)y + γ(x)y′ + δ(x)y′′ + ǫ(x)y′′′,
where α(x), δ(x), ǫ(x) are arbitrary, and
β =
11
1600
ǫ4 − 9
50
ǫ2ǫ′ − 1
200
ǫ2δ +
21
100
(ǫ′)2 +
1
50
ǫ′δ − 9
100
δ2 +
7
20
ǫδ′′ − 1
5
ǫ′′′ +
3
10
δ′′ − 1
4
ǫδ′
γ =
3
4
ǫǫ′ − 1
2
ǫ′′ + δ′ − 1
2
δǫ− 1
8
ǫ3.
We can however preform a point transformation (which is in fact fibre preserving)
y = a(x)yˆ(x) + b(x), x = c(xˆ),
and choose the functions (a, b, c) to set α = δ = ǫ = 0. The resulting 4th order ODE (1.3) is
therefore trivial up to point transformations.
If n > 4, then the coefficients of E(k) with k > 3 give
∂P
∂y(k)
=
∂Q
∂y(k)
= 0, k = 4, 5, ..., n− 1. (6.5)
The conditions (6.5) give the following
1. n = 6
F55 = F45 = 3F44 − 8F53 = 0, (6.6)
2. n ≥ 7
F(n−1)k = F(n−2)(k+1) = 3F(n−2)4 − (n− 2)F(n−1)3 = 0, k = 4, ..., n− 1. (6.7)
Equations (1.10) and (A21–A25) also have to be satisfied. The equations (6.6, 6.7) and Theorem
3.5 imply that the ODE (1.3) is trivialisable by contact transformation if n ≥ 6.
✷
The case n = 5 is exceptional. The conditions (6.5) give
F44 = 0, (6.8)
but this is not sufficient to guarantee the trivialisability. In fact the five parameter family of
conics in the complex projective plane gives a counterexample. In this case M (a real form of
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PSL(3,C)/SO(3,C)) is a 5-dimensional space with the paraconformal structure which admits
a torsion free paraconformal connection. The 5-parameter family of conics in CP2 is given by
(1.1) with
Ψ = y2 + t1x2 + 2t2xy + t3x+ t4y − t5,
where (y, x) are inhomogeneous coordinates on CP2. We regard y as a function of x, and
implicitly differentiate the relation (1.1) five times w.r.t x. Solving for y(5) yields the desired
5th order ODE
y(5) = −40r
3
9q2
+ 5
rs
q
, (6.9)
where y′ = p, y′′ = q, y′′′ = r, y′′′′ = s.
The Wu¨nschmann conditions (1.11, 1.12), as well as the six conditions (6.5, A21, A22, A23,
A24, A25 ) hold, so the paraconformal torsion free connection exists in this case. The equation
(6.9) is nevertheless not contact equivalent to y(5) = 0, as the invariant 6F234 − 4F333 − 3F 234
from Theorem 3.5 doesn’t vanish, and is equal to (5/3)q−2.
7 From Einstein–Weyl structures to third order ODEs
In three dimensions the existence a paraconformal structure (1.9) is equivalent to the existence
of a conformal structure [h] of signature (++−). This is a well known fact based on representing
vectors as symmetric matrices
Xa = (X1, X2, X3) −→ XAB =

 X1 +X2 X3
X3 X1 −X2

 ∈ Γ(S⊗ S),
where Xa are components of X w.r.t. some basis.
The matrices corresponding to null vectors (i.e h(X,X) = 0, h ∈ [h]) have vanishing deter-
minant, and must have rank one. Therefore XAB = pApB for such vectors.
Set n = 3, and assume that the 3rd order ODE (1.3) satisfies the Wu¨nschmann condition
(1.7). For each choice of (x, y) (1.1) defines a surface in M which is null w.r.t [h]. In the
last section we have shown that if n = 3 the null surfaces y = Z(x, ta) are totally geodesic
w.r.t some torsion–free connection D if F (x, y, y′, y′′) satisfies the constraint (1.8), and it is
well known [7, 14, 17] that the Einstein–Weyl (EW) equations are equivalent to the existence
of a two dimensional family of surfaces Σ ⊂ M which are null with respect to [h], and totally
geodesic with respect to D.
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Let M be a 3-dimensional manifold with a torsion-free connection D, and a conformal
structure [h] of signature (+ +−) which is compatible with D in a sense Dh = ω ⊗ h for some
one-form ω. Here h ∈ [h] is a representative metric in a conformal class. If we change this
representative by h → ψ2h, then ω → ω + 2d lnψ, where ψ is a non-vanishing function on
W . A triple (M, [h], D) is called a Weyl structure. The conformally invariant Einstein–Weyl
(EW) equations state that the symmetrised part of the Ricci tensor of D is proportional to the
representative of [h].
Given a third order ODE which satisfies (1.7, 1.8), the EW structure can be reconstructed
following the steps described in [7, 18]. The problem of reconstructing the ODE starting from a
given EW structure was left open in these references. We shall present a method which reduces
the problem of finding the allowed ODE to a system of linear PDEs. First recall the Lax
representation for the EW equations [11]. Let X1, X2, X3 be three independent vector fields on
M , and let e1, e2, e3 be the dual one-forms. Assume that
h = e2 ⊗ e2 − 2(e1 ⊗ e3 + e3 ⊗ e1)
and some one–form ω together give an EW structure. Let X(λ) = X1 − 2λX2 + λ2X3 where
λ ∈ CP1 is a projective coordinate on the fibres of S → M . Then h(X(λ), X(λ)) = 0 for all
λ ∈ CP1 so X(λ) determines a sphere of null vectors. The vectors X1−λX2 and X2−λX3 form
a basis of the orthogonal complement of X(λ). For each λ ∈ CP1 they span a null two-surface.
Therefore the Frobenius theorem implies that the horizontal lifts to S
L0 = X1 − λX2 + l0∂λ, L1 = X2 − λX3 + l1∂λ (7.1)
satisfy [L0, L1] = αL0 + βL1 for some α, β which are linear in λ. The functions l0 and l1 are
third order in λ, because the Mo¨bius transformations of CP1 are generated by vector fields
quadratic in λ.
To find the third order ODE corresponding to ([h], D) we construct two independent solu-
tions x(ta, λ), y(ta, λ) to the pair of linear PDEs
L0f = L1f = 0,
and eliminate λ between x and y. This gives y = Z(x, ta). Now we follow the prescription
given in the introduction to produce the third order ODE. Both invariants (1.7) and (1.8) will
be satisfied as a consequence of the EW condition.
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As an example, consider the Einstein–Weyl (+ + −) structure on Thurston’s Nil manifold
S1 × R2 [17, 18] given by
h = α2(dt2 + t1dt3)2 − 4dt1dt3, ω = α2(dt2 + t1dt3).
Choose the Lax pair
L0 = ∂1 + α
−1λ∂2, L1 = −α−1∂2 − λ(∂3 − t1∂2) + αλ∂λ
so that [L0, L1] = 0. We find a kernel of (L0, L1) to be
x = λ+ αt3, y = λt1 − αt2 − α−1 lnλ
so that the totally geodesic surfaces are given by y = Z(x, ta) with
Z(x, ta) = (x− αt3)t1 − αt2 − α−1 ln (x− αt3).
The resulting third order ODE is
y′′′ = 2
√
α(y′′)3/2
which is a special case of our general example (2.7) with n = 3, and (t1, t2, t3) redefined.
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Appendix
Determining P and Q. The first step is to calculate recursive formulae for aij . This yields
a00 = 1, and
aik = 0, for k > i,
a(i+1)k = (aik)
′ + kQaik + (n− k)ai(k−1) + (k + 1)ai(k+1)P, 0 ≤ k ≤ i− 1,
a(i+1)i = (aii)
′ + iQaii + (n− i)ai(i−1),
a(i+1)(i+1) = (n− i− 1)aii.
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These relations give
aii =
(n− 1)!
(n− i− 1)! , a(i+1)i =
(i+ 1)i
2
Qaii, an(n−2) = αP + βQ
2 + γQ′,
where
α =
n(n + 1)!
6
, β =
n!
24
(3n− 5)(n− 1)(n− 2), γ = n!
6
(n− 1)(n− 2).
Solving the last two equations in (2.5) corresponding to j = n − 1, and j = n for P and Q
yields (2.6).
Conditions for F. We shall give explicit forms of (1.10) for n = 5
0 = −1
5
d4
dx4
F4 − 2
25
F3
d2
dx2
F4 − 7
25
(
d
dx
F4
)
d
dx
F3 − 28
3125
(F4)
5 +
16
25
(
d
dx
F4
)
d2
dx2
F4
−F0 + 8
25
F4
d3
dx3
F4 − 1
5
F2F3 − 7
100
F2 (F4)
2 +
1
5
F2
d
dx
F4 − 11
125
F4 (F3)
2
− 141
2500
F3 (F4)
3 +
137
1250
(F4)
3 d
dx
F4 − 9
25
F4
(
d
dx
F4
)2
− 9
50
F4
d2
dx2
F3
−103
500
(F4)
2 d
2
dx2
F4 +
101
1000
(F4)
2 d
dx
F3 +
7
50
F3
d
dx
F3 +
1
5
d3
dx3
F3 +
28
125
F4F3
d
dx
F4
0 = −12F2 − 36
5
F3F4 − 48
25
(F4)
3 +
72
5
F4
d
dx
F4 − 12 d
2
dx2
F4 + 18
d
dx
F3
0 =
102
25
F4
d2
dx2
F4 +
18
5
d2
dx2
F3 − 16
5
d3
dx3
F4 +
68
25
(
d
dx
F4
)2
− 4
625
(F4)
4 − 16
25
(F3)
2 − 34
125
F3 (F4)
2 +
4
25
F3
d
dx
F4 − 172
125
(F4)
2 d
dx
F4
−4F1 − 2
5
F2F4 − 9
5
F4
d
dx
F3 = 0.
The conditions for n > 5 can be written down using recursive relations and MAPLE, but the
resulting formulae are very long, and inconclusive.
Calculations leading to a proof of Theorem 1.3. We collect the terms in g′ − Λg = 0 by
order of derivatives (eg dy dp dr has order 4 = 0 + 1 + 3).
6th order
18F3 + 2π + 2θ + 2φ− 18Λ = 0 (A1)
−18F3 + φ+ 9Λ = 0 (A2)
π + 6Λ = 0 (A3)
−8F3 + ζ + θ + 8Λ = 0 (A4)
25
3ζ + π − 3Λ = 0. (A5)
5th order
−18F2 + 2µ+ ν + φ′ + φF3 − Λφ = 0 (A6)
18F2 + 2λ+ 2µ+ π
′ − Λπ = 0 (A7)
λ+ 2ν + θF3 + θ
′ − Λθ = 0 (A8)
−8F2 + 4κ+ λ+ ζ ′ − Λζ = 0. (A9)
4th order
−18F1 + ξ + 3η + νF3 + ν ′ − Λν = 0 (A10)
ξ + φF2 + µ
′ − Λµ = 0 (A11)
18F1 + 3ǫ+ 2ξ + θF2 + λ
′ − Λλ = 0 (A12)
−8F1 + ǫ+ κ′ − Λκ = 0. (A13)
3rd order
−18F0 + δ + ηF3 + η′ − Λη = 0 (A14)
18F0 + 2γ + 3δ + νF2 + φF1 + ξ
′ − Λξ = 0 (A15)
−8F0 + 2γ + θF1 + ǫ′ − Λǫ = 0. (A16)
2nd order
3β + νF1 + θF0 + γ
′ − Λγ = 0 (A17)
β + ηF2 + φF0 + δ
′ − Λδ = 0. (A18)
1st order
4α+ ηF1 + νF0 + β
′ − Λβ = 0. (A19)
0th order
ηF0 + α
′ − Λα = 0. (A20)
Conditions for F leading to a proof of Theorem 1.4 .
B = P3, C = Q3, A = P2 +QP3 − 2Q3P − 2 d
dx
P3,
where P,Q are given by (2.6).
2
dA
dx
−Q0 + (n− 1) d
dx
(BQ+
d
dx
B) = 0 (A21)
26
d2
dx2
C + 2A−Q1 + d
dx
(CQ) + (n− 1)QB + 2ndB
dx
= 0 (A22)
CQ + 2
dC
dx
−Q2 + (n + 1)B = 0 (A23)
d2A
dx2
−QdA
dx
− P0 + (n− 1) d
dx
(BP ) + (n− 1)P dB
dx
= 0 (A24)
2
dA
dx
− P1 −QA+ d
2B
dx2
−QdB
dx
+
d
dx
(CP ) + P
dC
dx
+ 2(n− 1)BP = 0. (A25)
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