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Reziume˙. Darbe nagrine˙jama neuron ↪u skaicˇiaus parinkimo vektori ↪u kvantavimo metoduose strategija.
Analizuojami du neuroniniais tinklais pagr↪isti metodai: saviorganizuojantys neuroniniai tinklai ir neu-
ronine˙s dujos. Pasiu¯lytas bu¯das, pagal kur↪i parenkamas neuron ↪u skaicˇius atsižvelgiant ↪i analizuojam ↪u
duomen ↪u specifik ↪a.
Raktiniai žodžiai: vektori ↪u kvantavimas, saviorganizuojantys neuroniniai tinklai, neuronine˙s dujos, kvan-
tavimo paklaida.
1.
↪
Ivadas
Vektori
↪
u kvantavimas – tai procesas, kurio metu n-macˇiai duomen
↪
u aibe˙s vektoriai
X1,X2, . . . ,Xm, cˇia m – vektori ↪u skaicˇius, yra pakeicˇiami mažesniu kiekiu n-macˇi ↪u
vektori ↪u M1,M2, . . . ,MN , N < m. Dažniausiai vektori ↪u kvantavimo metodai taikomi
garsui ir vaizdui suspausti, tacˇiau jie tinka ir duomenims klasterizuoti bei klasifikuoti.
Prie ši
↪
u metod
↪
u grupe˙s priskiriami saviorganizuojantys neuroniniai tinklai [4], vek-
torinio mokymo kvantavimas [4], neuronini
↪
u duj
↪
u metodas [5] ir kt. Kvantavimo rezul-
tatui
↪
ivertinti skaicˇiuojama kvantavimo paklaida, ji yra mažiausia, kai N = m, tacˇiau
kvantavimo metod
↪
u tikslas – sumažinti N . Yra problema nustatyti, kokia turi bu¯ti
N reikšme˙, kad rezultatas bu¯t
↪
u priimtinas sprendžiamam uždaviniui. Šiame darbe nag-
rine˙jami neuroniniais tinklais grindžiami vektori
↪
u kvantavimo metodai – saviorgani-
zuojantis neuroninis tinklas (angl. self-organizing map) ir neuronini
↪
u duj
↪
u (angl. Neu-
ral Gas) metodas. Juose kvantuot
↪
u vektori
↪
u skaicˇius N vadinamas neuron
↪
u skaicˇiumi.
Tyrimo tikslas – nustatyti neuron
↪
u skaicˇi
↪
u N atsižvelgiant
↪
i analizuojam
↪
u duomen
↪
u
specifik
↪
a.
2. Vektori
↪
u kvantavimo metodai
Tegul duomen
↪
u aibe˙s matrica X = {X1,X2, . . . ,Xm} = {xij , i = 1, . . . ,m, j =
1, . . . ,n}, jos eilute˙s yra vektoriai Xi ∈ Rn, t.y. Xi = (xi1, xi2, . . . , xin), i = 1, . . . ,m,
cˇia xij yra i-tojo vektoriaus j -toji komponente˙, n – komponencˇi ↪u (matmen ↪u) skaicˇius,
m – analizuojam
↪
u vektori
↪
u skaicˇius. Tiek neuronini
↪
u duj
↪
u (ND) metodu [5], tiek
saviorganizuojancˇiu neuroniniu tinklu (SOM) [4] sukuriamas neuron
↪
u masyvas M .
Neuronai – tai vektoriai, kuri
↪
u matmen
↪
u skaicˇius lygus n. ND metode neuron
↪
u tin-
klas yra vienmatis M = {M1,M2, . . . ,MN }, cˇia Mk = {mk1,mk2, . . . ,mkn}, k =
1, . . . ,N , N – neuron
↪
u skaicˇius. SOM tinklas yra dvimatis M = {Mij , i = 1, . . . , r,
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j = 1, . . . , s}, cˇia Mij = (mij1 ,mij2 , . . . ,mijn ), r yra eilucˇi ↪u skaicˇius, s – stulpeli ↪u,
neuron ↪u skaicˇius N = r × s. Metod ↪u tikslas – pakeisti neuron ↪u reikšmes taip, kadjie atspinde˙t
↪
u analizuojamos duomen
↪
u aibe˙s vektori
↪
u Xi , i = 1, . . . ,m, savybes, t.y.
mokymo pabaigoje neuronai tampa vektori
↪
u Xi kvantuotais vektoriais.
Prieš tinklo mokym
↪
a generuojamos atsitiktine˙s pradine˙s neuron
↪
u komponencˇi
↪
u
reikšme˙s intervale (−0,5 · 10−5,0,5 · 10−5) (ND) arba (0,1) (SOM). Mokymo metu
vienas po kito mokymo aibe˙s X vektoriai pateikiami
↪
i tinkl
↪
a nustatyt
↪
a kiek
↪
i kart
↪
u.
Kiekvienas vektorius
↪
i tinkl
↪
a pateikiamas eˆ kart
↪
u. Kadangi analizuojam
↪
u vektori
↪
u
skaicˇius yra lygus m, tai mokymo iteracij ↪u skaicˇius tmax = eˆ × m. ↪I tinkl ↪a pateikus
vektori
↪
u Xl , l ∈ {1, . . . ,m} suskaicˇiuojamas Euklido atstumas nuo jo iki vis ↪u neuron ↪u.
ND metode neuronai M1,M2, . . . ,MN pakeicˇiami neuronais W1,W2, . . . ,WN , cˇia
Wk ∈ {M1,M2, . . . ,MN }, k = 1, . . . ,N , taip, kad
‖W1 +Xl‖ ‖W2 + Xl‖, . . . , ‖WN + Xl‖.
Tada atstumas nuo Xl iki pirmo neurono W1 yra mažiausias. Šis neuronas vadina-
mas neuronu nugale˙toju. Vis
↪
u neuron
↪
u reikšme˙s keicˇiamos pagal formul
↪
e:
Wk(t + 1) = Wk(t) +E(t) · hλ ·
(
Xl −Wk(t)
)
, (1)
cˇia t yra iteracijos numeris, E(t) = Ei(Ef /Ei)(t/tmax), hλ = e−(k−1)/λ(t) , λ(t) =
λi(λf /λi)
(t/tmax)
, parametr
↪
u λi , λf , Ei , Ef reikšme˙s parenkamos prieš tinklo mo-
kym
↪
a.
SOM mokyme
↪
i tinkl ↪a pateikus vektori ↪u Xl , suskaicˇiuojamas Euklido atstumas nuo
jo iki vis
↪
u tinklo neuron
↪
u, randamas neuronas nugale˙tojas Mˆ , iki kurio atstumas nuo
Xl yra mažiausias. Neuron ↪u reikšme˙s keicˇiamos pagal formul ↪e:
Mij (t + 1) = Mij (t) + hij (t) ·
(
Xl −Mij (t)
)
, (2)
cˇia t yra iteracijos numeris, hij (t) taip vadinama kaimynyste˙s funkcija, kurios reikšme˙
priklauso nuo vykdomos iteracijos numerio t ir perskaicˇiuojamo neurono vietos
tinkle neurono nugale˙tojo atžvilgiu. Procesui konverguoti bu¯tina, kad hij (t) → 0,
kai t → ∞.
Kai tinklas išmokytas, bu¯tina
↪
ivertinti jo kokyb
↪
e. Vektori
↪
u kvantavimo metoduose
dažniausiai vertinama kvantavimo paklaida, apskaicˇiuojama pagal formul
↪
e
Eq = 1
m
m∑
l=1
‖Xl − Mˆ‖, (3)
cˇia Mˆ yra vektoriaus Xl neuronas nugale˙tojas, ND metode Mˆ = W1.
3. Analizuojami duomenys
Nagrine˙ti šie realaus pobu¯džio duomenys [1]:
• Fišerio iris ↪u duomenys. Yra išmatuota trij ↪u veisli ↪u iris ↪u: taure˙lapi ↪u ilgis ir plotis,
vainiklapi
↪
u ilgis ir plotis. Sudaryti 4-macˇiai vektoriai, n = 4, m = 149.
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• Automobili
↪
u, pagamint
↪
u JAV, Europoje ir Japonijoje, duomenys. Automobilius
charakterizuoja degal ↪u sunaudojimas, cilindr ↪u skaicˇius, variklio darbo tu¯ris, ark-
lio je˙g
↪
u kiekis, svoris, greitis, pagaminimo metai. Sudaryti 7-macˇiai vektoriai,
n = 7, m = 228.
• Kviecˇi
↪
u duomenys. Analizuotos penkios kviecˇi
↪
u ru¯šys. Paimta kiekvieno gru¯do
skaitmenine˙ nuotrauka, išmatuota 12 parametr
↪
u: gru¯do plotas, perimetras, spalvi-
ne˙s charakteristikos ir kt. Sudaryti 12-macˇiai vektoriai, n = 12, m = 400.
Taip pat tyrime naudoti dirbtinai sugeneruoti
↪
ivairaus didumo masyvai, sudaryti iš
vektori
↪
u, kuri
↪
u komponente˙s yra dydžiai, tolygiai pasiskirst
↪
e intervale (0, 1).
4. Eksperimentinio tyrimo rezultatai
ND metodo rezultatai priklauso nuo mokymo parametr ↪u λi,λf ,Ei ,Ef , mokymo
žingsni
↪
u skaicˇiaus eˆ bei neuron
↪
u skaicˇiaus N . Teorini
↪
u sprendini
↪
u konvergavimo
↪
irodym
↪
u ne˙ra, tode˙l norint rasti tinkamiausi
↪
a sprendin
↪
i, parametrus reikia parinkti em-
piriškai. Darbe [6] nustatyta, kad geriausi rezultatai kvantavimo paklaidos prasme yra
gaunami, kai Ef = 0,1, λf = 0,01, parametr ↪u Ei,λi reikšme˙s imtos, kaip nustaty-
ta [2], t.y. Ei = 0,5, λi = N/2. Taip pat darbe [6] ištirta, kad pakankamai stabilu¯s
rezultatai yra gaunami, kai eˆ = 200. Didinti š
↪
i skaicˇi
↪
u ne˙ra prasme˙s, nes kvantavimo
paklaida sumaže˙ja nežymiai.
Tiek ND, tiek SOM metode mažiausia kvantavimo paklaida Eq(3) gaunama, kai
neuron
↪
u skaicˇius N = m, m – analizuojam
↪
u vektori
↪
u skaicˇius. Tacˇiau nuo tam tikros
N = N ′ reikšme˙s paklaida skiriasi nežymiai, palyginus su mažiausia. Kvantavimo
paklaid
↪
u kitimo grafikai trims skirting
↪
u matmen
↪
u duomen
↪
u aibe˙ms pateikti 1 pav.
Mažiausia kvantavimo paklaida gaunama analizuojant iris
↪
u duomenis (m = 149, n =
4), didesne˙ – automobili ↪u (m = 228, n = 7), didžiausia – kviecˇi ↪u (m = 400, n = 12).
Be to, pastebe˙ta, kad paklaidos kitimo grafikas yra gana tiksliai aproksimuojamas
laipsnine funkcija y = axb su neigiamu laipsniu b < 0, aproksimacijos parametras
R2 > 0,98 (SOM) arba R2 > 0,84 (ND).
Neuron
↪
u skaicˇiaus priklausomybe˙s nuo duomen
↪
u vektori
↪
u matmen
↪
u skaicˇiaus n
tyrime naudoti dirbtinai sugeneruoti duomenys. Buvo sugeneruota 100 aibi ↪u, kurios
sudarytos iš m vektori
↪
u, vektori
↪
u matmen
↪
u skaicˇius yra n. Išmokomi SOM ir ND
tinklai.
1 pav. Kvantavimo paklaidos.
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2 pav. Neuron ↪u skaicˇius SOM metode.
3 pav. Neuron ↪u skaicˇius ND metode.
Apskaicˇiuojamas kvantavimo paklaid
↪
u vidurkis. Eksperimentai atlikti su
↪
ivairiomis m
ir n reikšme˙mis, neuron
↪
u skaicˇius N = 4, . . . ,m. Fiksuotos neuron
↪
u skaicˇiaus N ′ < N
reikšme˙s, kai esant šiam neuron
↪
u skaicˇiui, kvantavimo paklaidos reikšme˙ nuo mažiau-
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sios (kai N = m) skiriasi ne daugiau kaip ε = 0,01, 0,02, 0,03, 0,05, 0,07, 0,1
ar 0,2. Apskaicˇiuota neuron
↪
u skaicˇiaus N ′ reikšmi
↪
u procentine˙ dalis nuo vis
↪
u neuron
↪
u
skaicˇiaus N = m.
Neuron
↪
u skaicˇiaus N ′ priklausomybe˙ nuo analizuojam
↪
u vektori
↪
u matmen
↪
u skai-
cˇiaus n pavaizduota 2 ir 3 pav. Didesne˙ procentine˙ išraiška reiškia, kad tinkl
↪
a reikia
sudaryti iš daugiau neuron
↪
u, kad gautume norimo tikslumo paklaid
↪
a. Iš 2 ir 3 paveiksl
↪
u
matome, kad dide˙jant n, procentine˙ neuron
↪
u dalis taip pat dide˙ja, esant fiksuotam pa-
klaid
↪
u skirtumui ε. Tai reiškia, kad esant didesniam n, reikia imti daugiau neuron
↪
u, kad
gautume pakankamai gerus rezultatus kvantavimo paklaidos prasme. Palyginus SOM
tinklo ir ND metodo rezultatus pastebe˙ta, kad SOM metode galima atsisakyti žymiai
didesne˙s dalies neuron
↪
u neprarandant daug tikslumo. Pavyzdžiui, kai m = 50, n = 20,
ε = 0,2, SOM metode užtenka tik šiek tiek daugiau nei 20% neuron
↪
u, o ND metode
tam pacˇiam tikslumui pasiekti reikia beveik 80% neuron
↪
u.
5. Išvados
Šiame straipsnyje nagrine˙ta neuron
↪
u skaicˇiaus parinkimo strategija dvejuose vektori
↪
u
kvantavimo metoduose – saviorganizuojancˇiame neuroniniame tinkle bei neuronini
↪
u
duj
↪
u metode. Tirta, iš kiek neuron
↪
u reikia sudaryti tinkl
↪
a, kad analizuojama vektori
↪
u
aibe˙ bu¯t ↪u sumažinta taip, kad kvantavimo paklaida nuo mažiausios, kuri gaunama, kai
neuron
↪
u skaicˇius sutampa su analizuojam
↪
u vektori
↪
u skaicˇiumi, skirt
↪
usi mažu dydžiu.
Nustatyta, kad esant didesniam vektori
↪
u matmen
↪
u skaicˇiui, tinkl
↪
a reikia sudaryti iš
daugiau neuron
↪
u, kad kvantuoti vektoriai kuo tiksliau atspinde˙t
↪
u analizuojam
↪
u vek-
tori
↪
u savybes. SOM tinkl
↪
a užtenka sudaryti iš žymiai mažesnio skaicˇiaus neuron
↪
u.
Norint pasiekti t ↪a pat↪i tikslum ↪a ND metode reikia naudoti daugiau neuron ↪u.
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SUMMARY
O. Kurasova, A. Molyte˙. Selection of number of neurons for vector quantization methods
In this paper, a strategy of the selection of the neurons number for vector quantization methods has been
investigated. Two methods based on neural networks have been analysed: self-organizing map and neural
gas. There is suggested a way under which the number of neurons is selected taken into account the
particularity of the analysed data set.
Keywords: vector quantization, self-organizing map, neural gas, quantization error.
