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ABSTRACT 
In this thesis we aim to improve the performance of information extraction from 
imaging systems through three thrusts. First, we develop improved image formation 
methods for physics-based, complex-valued sensing problems. We propose a regular-
ized inversion method that incorporates prior information about the underlying field 
into the inversion framework for ultrasound imaging. We use experimental ultrasound 
data to compute inversion results with the proposed formulation and compare it with 
conventional inversion techniques to show the robustness of the proposed technique 
to loss of data. 
Second, we propose methods that combine inversion and detection in a unified 
framework to improve imaging performance. This framework is applicable for cases 
where the underlying field is label-based such that each pixel of the underlying field 
can only assume values from a discrete, limited set. We consider this unified fi·ame-
work in the context of combinatorial optimization and propose graph-cut based meth-
Vl 
ods that would result in label-based images, thereby eliminating the need for a sepa-
rate detection step. 
Finally, we propose a robust method of object detection from microscopic nanopar-
ticle images. In particular, we focus on a portable, low cost interferometric imaging 
platform and propose robust detection algorithms using tools from computer vision. 
We model the electromagnetic image formation process and use this model to cre-
ate an enhanced detection technique. The effectiveness of the proposed technique 
is demonstrated using manually labeled ground-truth data. In addition, we extend 
these tools to develop a detection based autofocusing algorithm tailored for the high 
numerical aperture interferometric microscope. 
Vll 
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Chapter 1 
Introduction 
1 
This dissertation presents new tools for enhanced imaging and detection. Applications 
covered in this dissertation are rather broad, ranging from macroscopic to microscopic 
imaging systems and the tools described are applicable across the broad range of these 
applications. The purpose of this chapter is to introduce the problems addressed in 
this dissertation and provide a brief description of the main contributions and an 
outline of the document. 
1.1 Imaging and Detection 
Detection is a key purpose of many imaging systems: In macroscopic imaging systems 
such as computed tomography and ultrasound imaging, the images of the region of 
interest are acquired and then interpreted either manually or automatically to detect 
features of interest. In particular, in anatomical inspection with tomography the aim 
would be to detect anomalies such as tumors, whereas in a nondestructive evaluation 
test with ultrasound, the aim would be to localize cracks and any other structural 
damage. Likewise, in microscopic imaging, cells, nanoparticles or other biological 
phenomena are imaged and detected. In all these examples, detection facilitates the 
extraction of relevant information from images. In t his dissertation, we use detection 
term to account for any steps involved in quantifying information from images. The 
traditional workflow from imaging to extraction of relevant information is shown 
in Fig. 1·1. The inversion step illustrated in this workflow encapsulates any image 
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reconstruction/formation and restoration efforts involved in an imaging system. 
Sample to 
be imaged 
) Imaging 
System 
Observed 
Data 
) Inversion 
Process 
Resulting 
Image )I Detection 
System 
Figure 1 ·1: Traditional imaging and detection workflow 
To utilize an imaging system to its full potential necessitates the development of 
methods to improve the inversion and detection steps. Better inversion techniques 
would yield high quality images leading to easier detection and hence to more reliable 
results, whereas robust detection enhances the repeatability of results when imaging 
conditions vary. 
1.2 The Need for Advanced Inversion Techniques 
In all imaging systems there is a physical system that interacts with the underlying 
field to be imaged. The nature of this interaction can be diverse. For example, in 
a simple optical imaging system the effects of the optical system can, in general, be 
represented as the convolution of t he underlying field with a blurring kernel. The 
blurring kernel encompasses the physical system properties associated with the opti-
cal components of the system such as the objective lens and results in what would be 
called a distorted image of the underlying field. In a tomographic imaging system line 
integrals of the underlying field are measured resulting in observations that are on a 
different domain than the underlying field is. The situation is similar in ultrasound 
imaging where reflected acoustic signals are recorded. So far, the aforementioned 
imaging modalities exemplify a linear relationship between the observed quantities 
and the underlying field; however, in certain imaging systems, the observations and 
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the underlying field can be related through a non-linear model with parameters de-
pendent on the underlying field. 
The fundamental task in all imaging systems is to invert the effects of the physical 
system and other source of errors so that one has a good estimate of the underlying 
field and/ or its features. This step in an imaging system is called inversion. Con-
ventional techniques often yield images that are characterized by spurious artifacts 
and poor resolution. Furthermore, significant loss of detail in the obtained images 
hinders detection performance and the extraction of relevant information. These rea-
sons motivate us to develop inversion methods for linear systems that yield images 
with improved resolution and reduced artifacts. The inversion methods developed in 
this dissertation deliver superior performance compared to conventional techniques 
through the incorporation of appropriate prior information about the underlying field 
into the inversion framework. The nature of the prior information employed in this 
dissertation assumes the existence of constrained scenes with certain geometries. Pre-
viously, inversion techniques utilizing prior information were shown to enhance inver-
sion performance in a variety of imaging modalities ranging from NMR spectroscopy 
(Sibisi and Skilling, 1984) to synthetic aperture radar ( Qetin and Karl, 2001). 
1.3 The Need for Robust Detection Techniques 
Detection is a crucial step towards extraction of relevant information in many imaging 
systems. As mentioned earlier, the performance of the detection step is dependent 
on the quality of images and hence the inversion technique. Although advanced in-
version techniques should be used to boost image quality, due to lack of hardware or 
real-time operation requirements, these methods might not be feasible. Furthermore, 
a non-linear model might be present and/ or, the incorporation of prior information 
about the underlying field to be imaged, the indispensable piece of advanced inver-
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sion techniques, into the image formation framework might be infeasible. In these 
cases, one has to rely on conventionally formed images that might exhibit artifacts. 
However , robust detection of features of interest in an image within the limits existing 
hardware is crucial. The need for robust detection is evident in such scenarios. In this 
dissertation, we will be particularly fo cusing on detection techniques for Interferomet-
ric Reflectance Imaging Sensor (IRIS). In the literature, two different IRIS modalities 
have been proposed: One measures biomass accumulation whereas the other detects 
individual nanoparticles. The latter has been called single particle IRIS (SP-IRIS) as 
well. In this dissertation, we focus on the SP-IRIS and will refer to it as IRIS in the 
remainder of t his document. IRIS is a wide-field, high-throughput , low cost imaging 
modality t hat can detect both natural and synthetic nanoparticles. 
1.4 Merging Image Formation and Detection Steps 
In the traditional imaging workflow shown in Fig. 1·1, inversion and detection steps 
are performed independently, yet the detection performance depends on the utilized 
inversion technique. In particular, after inversion, the result ing images are manually 
or automatically processed for extraction of relevant information, i.e., segmentation 
of an image into distinct regions. For example, in electron tomography the aim is to 
image and quantify the internal structure of a sample. Once imaging and inversion 
steps are completed , each pixel in the resulting image is evaluated and assigned one 
of the possible material labels via manual and/ or automatic segmentation. 
In many electron tomography applications the underlying property values of the 
field can only assume a limited number of values since there are only a number of 
different materials in a sample. Motivated by electron tomography and similar imag-
ing applications where the ultimate aim is to assign a label to each pixel, we consider 
inversion techniques that would result in label-based images. The phenomenon that 
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puts such techniques into perspective is that each pixel of the underlying field can 
only assume values from a discrete, limited set called the label set. Further, since the 
resulting images would be label-based, there would be no need for a segmentation 
step, thus eliminating the need for a separate detection step. This joint framework 
incorporates the discrete nature of the problem directly into the inversion process and 
has the potential to improve on the conventional strategy that performs subsequent 
steps of inversion and segmentation. 
1.5 Contributions of this Dissertation 
The first contribution of this dissertation is to extend and apply the methods pre-
sented in (<;etin and Karl, 2001; <;etin et al. , 2006) to the ultrasound imaging problem. 
We present an image formation framework for ultrasound imaging from synthetic 
transducer arrays based on sparsity-driven regularization functionals using single-
frequency Fourier domain data. The framework involves the use of a physics-based 
forward model of the ultrasound observation process, the formulation of image forma-
tion as the solution of an associated optimization problem, and the solution of that 
problem through efficient numerical algorithms. The sparsity-driven, model-based 
approach estimates a complex-valued reflectivity field and preserves physical features 
in the scene while suppressing spurious artifacts. The effectiveness of the proposed 
imaging strategy is demonstrated using experimental ultrasound data collected from 
a testbed. In our experiments, we considered two imaging scenarios with ultrasound 
where robust localization of scatterers are of great importance. In the first applica-
tion, we were inspired by the kidney stone imaging problem and we used localized 
objects which mimicked the geometry of this problem. Our second application was 
inspired from non-destructive testing and for this purpose we imaged an aluminum 
channel object. For both experiments, we studied the performance of the proposed 
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t echnique with reduced acoustic windows and missing data and compared it to the 
conventional ultrasound imaging method of SAFT. We found that with limited acous-
tic windows, the proposed inversion technique was able to resolve objects, exhibiting 
super-resolution like behavior, while SAFT could not resolve them. In missing data 
problems, the proposed technique yielded a very reliable representation of the under-
lying objects by suppressing the noise and preserving the homogeneity of the objects. 
The second contribution of this dissertation is to analyze the structure of discret e-
valued linear inverse problems in the context of combinatorial optimization. We find 
that optimization of combinatorial linear inverse problems, in general, is NP-hard. We 
then exploit the idea of variable flipping to satisfy graph-representability conditions. 
We show that for certain inverse problems it is possible to directly optimize the 
discrete energy functional using variable flipping. We provide a simple flipping scheme 
for such inverse problems. We show exact optimization results verifying our findings. 
The third contribution of this dissertation is to solve the discrete linear inverse 
problems using a decomposition approach. Using the representability results ob-
tained, we propose a dual decomposition scheme where we relax certain constraints 
that makes the discrete problem NP-hard and then enforce them via the dual problem. 
The fourth contribution of this dissertation is to present a general technique for the 
efficient solution of discrete linear inverse problems. To be able to ut ilize graph-cut 
techniques in an inverse problem setting, we approximate the original energy func-
tional to be minimized with a new energy functional that overcomes the limitations 
of the original one. The surrogate energy functional can be efficiently minimized by 
graph-cut techniques and leads to direct discrete solution of the optimization problem. 
Furthermore, we exploit the structure of the energy functional for efficient computa-
tion using graph-cuts. We show the effectiveness of the proposed method for various 
linear systems including computed tomography. 
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The fifth contribution of this dissertation is to present a robust detection method 
for IRIS. We show that the inversion problem in IRIS is nonlinear and conclude that 
advanced inversion techniques will limit the portability and real-time operation of 
IRIS. Therefore, we rely on conventionally formed images acquired from the imaging 
platform. These images are characterized by spurious artifacts, strong background 
and low dynamic range. We pose the detection of nanoparticles from IRIS images as 
extraction of interest points. In particular, we use the Difference of Gaussians (DoG) 
detector (Lowe, 2004) to detect particle interest points. We further make use of the 
nonlinear forward model to optimize the detector for the diffraction-limited wide-field 
imaging system. 
The sixth contribution of this dissertation is to present a robust automated fo-
cusing algorithm for the IRIS platform. Unlike the conventional focusing algorithms 
for existing microscopes, the proposed approach is detection based and strives to 
maximize the number of particles found. In order to make the technique work with 
negative samples that might not have any particles on it , we propose to introduce 
reference nanoparticles (RNP) for focusing purposes. We show that RNPs do not 
affect the binding kinetics of particles of interest. 
1. 6 Organization 
This dissertation is organized as follows. In the first half of Chapter 2, we give back-
ground information on inverse problems and review conventional methods for their 
solution. We discuss the shortcomings of conventional solutions and motivate towards 
advanced inversion techniques. In the second half, we review the use of combinatorial 
optimization techniques in computer vision and image processing problems. In partic-
ular, we focus on graph-cut techniques and illustrate their use as an optimization tool 
with an image de-noising example. In Chapter 3, we review the IRIS platform and its 
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applications in detecting synthetic and natural nanoparticles. We further motivate 
the need for image processing techniques for IRIS platform. In Chapter 4, we present 
a regularized inversion technique for ultrasound imaging from synthetic transducer 
arrays . The chapter explains the physical forward model, regularization functionals 
and the solution of the resulting optimization method. In Chapter 5, we move the 
direction of the dissertation for the solution of the discrete linear inverse problems. In 
this chapter, we analyze the structure of linear inverse problems in regard to submod-
ularity and exploit the idea of variable flipping. We identify exact representability 
conditions for linear inverse problems and present a dual decomposition based ap-
proach for the solution of discrete linear inverse problems. In Chapter 6 we propose a 
method for the solution of general class of discrete linear inverse problems and test the 
performance of the proposed method in a wide range of problems. In Chapter 7, we 
focus on the robust detection problem for IRIS. We first give the electromagnetic im-
age formation process in IRIS and then we propose to use the difference-of-Gaussians 
(DoG) detector for robust detection in IRIS. We further modify the DoG detector by 
using the physical system characteristics of the imaging system. We show the robust-
ness of the proposed detection scheme in a wide range of experimental conditions. In 
Chapter 8, we propose a detection based automated focusing algorithm for the IRIS 
platform. Finally, in Chapter 9 the dissertation conclusions are discussed. 
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Chapter 2 
Background on Image Formation Methods 
& Combinatorial Optimization Techniques 
in Image Processing 
2.1 Introduction 
In the fu·st part of t his chapter we provide background information on inversion 
methods that will be useful in the rest of this dissertation. We start by formulating 
linear inverse problems using a Fredholm integral equation of t he first kind that relates 
t he underlying field to the observed data. We then discretize it to obtain a matrix-
vector product based formulation. We present conventional inversion techniques and 
discuss the shortcomings of these techniques and motivate for advanced inversion 
methods. In the second part of this chapter, we focus on combinatorial optimization 
techniques, in particular graph-cuts, and show their use as an optimization tool in 
image processing problems. 
2.2 Formulation of Linear Inverse Problems 
Inverse problems are common problems occurring in statistics and signal and image 
processing problems. The inversion problems mentioned in Chapter 1 are generally 
called image formation and restoration problems. In image formation and restoration 
problems one seeks to recover an unknown underlying field of interest f (x, y) using 
its noisy observations g (x, y ). We assume that the underlying field and its noise-free 
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observations are related through a linear integral equation called a Fredholm integral 
equation of the first kind: 
00 00 
g (x, y) = j j h (x, y; x' , y') f (x', y') dx' dy', (2.1) 
-oo -00 
where h (x, y; x', y') represents the response function of the imaging system. This 
linear integral equation can model a wide range of imaging problems from blur and 
out of focus distortions to problems where the observed data is in a different domain 
such as tomographic imaging problems. 
Although the underlying field and observations are defined in a continuous space, 
data collection in all imaging systems use discrete sensors that carries the data to a 
discretized space. Applying this discretization on data domain results in the following 
relationship: 
00 00 
9i = g (xi, Yi) = j j hi (x', y') f (x', y') dx' dy', 
-oo - 00 
(2.2) 
where N9 are the number of observations and hi (x', y') =hi (xi, Yi; x', y') denotes the 
kernel corresponding to the i-th observation. 
The underlying field f (x, y) can also be carried to a discretized space by repre-
senting it by a sum of finite number of basis functions. Using Nf basis functions, 
f ( x, y) can be represented by coefficients fj as follows: 
NJ 
f(x ,y) = Lfj ¢j(x,y), (2.3) 
j=l 
where ¢j (x, y) represents the basis function corresponding to coefficient fj· It is 
noteworthy that by using an appropriate number of basis functions f (x, y) can be 
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represented without sacrificing much from its nature. The choice of basis functions 
might change depending on the application, but one very commonly used represen-
tation is the pixel based representation. In such a representation, f ( x, y) is sampled 
on aN x NI grid such that N x M = Nf and fj simply takes the sampled value of 
f ( x, y) at its corresponding location. 
Substituting (2.3) into (2.2) yields the following discrete relationship between the 
set of observations gi and the collection of unknown image coefficients !{ 
Nt 
9i = L H ij fj' 1 ::; i ::; Ng' (2.4) 
where Hij is given by: 
00 00 
Hij = J J hi (x', y') ¢1 (x', y') dx' dy' , 
-oo -oo 
(2.5) 
and represents the inner product of the i-th observation kernel h i (x , y) with the j -th 
basis function ¢1 (x, y). These discretizations let us represent Eq. 2.1 as a matrix 
equation: 
g = Hf, (2.6) 
where g represents the vectorized set of observations of length N9 and f represents 
the vectorized unknown field coefficients of length N1. H is the linear operator that 
relates the set of observations to the unknown field coefficients and is of size N9 x N 1. 
Usually observations are corrupted by noise and assuming an additive noise model 
we have the following matrix equation: 
g = Hf+n, (2.7) 
where n is vector of noise components of length N9 . In this dissertation, we only 
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consider additive noise models. 
In imaging problems the operator H is due to the physics of the imaging system. 
In a tomographic system, the linear operator encodes the Radon transform in its 
rows. In convolutional systems where the underlying field and observations are re-
lated through a convolution operation, H is the Toeplitz matrix that implements the 
convolut ion operation with the convolut ion kernel. The fundamental task in linear 
inverse problems is to obtain an estimate of the underlying field f given the observed 
data g and the linear system operator H . However , linear inverse problems are , in 
general, ill-posed and hence a simple inversion of H does not usually lead to accept-
able solut ions. There are three main sources of ill-posedness in linear inverse problems 
that should be taken into account for plausible results: 
I. A solution might not exist: Due to noise, the observed data g might not be on 
the column space of the operator H. 
II. The solut ion might not be unique: The nullspace of H might not be empty. 
III. Solutions might not be stable: Small perturbations in g results in drastic changes 
in the estimate of f . 
These three issues are concerned with the operator and the observations. However, 
there is one more piece that should be considered: prior information about the un-
derlying field f . An inversion technique should also incorporate any prior information 
about t he underlying field into its formulation. Next, we give an overview of conven-
tional inversion methods and discuss their shortcomings. 
2.2.1 Least Squares and Generalized Solution 
The least squares solution of the linear inverse problem is obtained as follows: 
A 2 f1s = argmin llg- Hfll 2 , 
f 
(2.8) 
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where II · II~ denotes the £2 norm. Taking the derivative of the cost funct ion given in 
Eq. 2.8 yields the following linear systems of equations: 
( T ) A T H H f1s = H g. (2.9) 
If H has full column rank, (HTH) is full rank and Eq. 2.9 can be solved with a matrix 
inversion. In this case the nullspace of H is empty and uniqueness is not a problem. 
However, when the nullspace of His not empty, uniqueness is a problem. To overcome 
the uniqueness issue one usually seeks to recover the minimum norm solution from the 
set of possible least squares solutions. This solution, named the generalized solution, 
r+' can be formulated as the minimizer of the following optimization problem: 
£+ = argmin llfll ~ 
f 
subject to min llg- Hfll ~ · (2.10) 
Although the generalized solution can deal with solution existence and uniqueness 
problems, it does not necessarily yield stable solutions. In the presence of small 
perturbations to the data, the solution can change drastically. This behavior is due 
to the fact that the generalized solution strives to fit to the data and the noise 
components of the observations are amplified in the generalized solution due to the 
ill-conditioned nature of H . Furthermore, since the generalized solution seeks the 
minimum norm solution, it makes no attempt to recover the unobservable components 
of the underlying field. This shortcoming is of particular importance for imaging 
systems: If the data collection sensor at a specific location is not working or a sensor 
cannot be deployed to a particular location due to physical constraints, and hence no 
observations can be obtained for some parts of the underlying field, the generalized 
solution would assume that the underlying field is non-existent at such blind points. 
This behavior cannot be accepted in limited data imaging scenarios. Last but not 
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least, the generalized solution does not incorporate any prior information about the 
underlying field that is to be estimated. 
The drawbacks of the generalized solution can be overcome through the use of 
regularization. Regularization allows to incorporate prior information about the un-
derlying field into the problem formulation so that the solutions do not have to fit to 
the observed data entirely but rather exhibit t he a priori features as well. 
2.3 Regularized Formulations 
2.3.1 Tikhonov Regularization 
Tikhonov regularization is one of the most widely used regularization techniques. It 
couples the least squares function with additional terms that represents the prior 
information about the underlying field and/ or its features. The regularized estimate 
is t he minimizer of the following quadratic cost functional: 
ftik = argmin llg- Hfll ~ + AIIDfl l~ · 
f 
(2.11) 
The first term in (2.11) is the data fidelity term and the second term is called the 
regularizer term. The regularization parameter A balances the trade-off between the 
data fidelity term and the regularization term. As A --+ 0, the f tik resembles f18, on 
the other hand as A increases the data fidelity term will be of less importance. The 
matrix D in (2. 11) is to be chosen with respect to the type of prior information to 
be incorporated. The simplest choice of D is the identity matrix. In this case the 
regularization term is simply a measure of the energy of the proposed solution and 
hence penalizes solutions with high energy content by preventing pixels to assume 
high values. 
An interesting choice for D is t he discrete gradient operator. Such an operator is 
implemented using finite image differences and imposes an energy constraint on the 
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gradient of the underlying field. This type of regularization term (such as penalizing 
the gradient or curvature of the underlying field) results in smooth solutions. Fur-
thermore this type of prior information incorporates a Markov Random Field (MRF) 
model into the image reconstruction framework. 
Taking the derivative of the cost functional given in (2.11) with respect to f and 
equating it to zero results in the following normal equations: 
T T ) A T (H H + .\D D ftik = H g. (2.12) 
If the nullspaces of H and D are distinct then there exists a unique solution for the 
system of linear equations given in (2.12). 
2.3.2 Non-Quadratic Regularization 
Tikhonov regularization deals with many aspects of the ill-posedness of inverse prob-
lems by augmenting the least squares functional with a quadratic penalty function. 
The resulting cost functional is quadratic and has a straightforward closed form so-
lution. However, there are important drawbacks of using quadratic regularization 
functionals. Quadratic penalty term on the energy of the underlying field, or its gra-
client, prevents the amplification noise; however, this behavior does not necessarily 
yield desirable results. In the first case, where D is the identity matrix, the energy of 
the solution will be distributed through the image due to residual noise components. 
In the latter case where D is the discrete gradient operator, the quadratic penalty 
function prevents local gradient values to assume high amplitude values thus resulting 
in smoothed boundaries. 
Although the straightforward solution to Tikhonov regularization is favorable, the 
aforementioned drawbacks call for methods that overcome these. Such methods are 
available through the incorporation of non-quadratic regularization functionals into 
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the image reconstruction framework. We now give a cost functional framework that 
will be used in the remainder of this dissertation: Image reconstruction/restoration 
problems can be posed as follows: 
where 
argmin J (f), 
f 
J (f) = Jdata (f) + )...Jprior (f), 
(2.13) 
(2.14) 
and Jdata (f) and Jprior (f) are data fidelity and regularization terms, respectively. The 
data fidelity term is not limited to the least squares formulation; depending on the 
noise model it might have other forms. 
Although there are many non quadratic regularization functionals, for the pur-
poses of this thesis we will be focusing on fp-norms for 0 < p ::::; 1 and total variation 
regularization. 
fp-norms for non-quadratic regularization 
The quadratic norm on the underlying field used in Tikhonov regularization imposes 
an energy constraint on the solution and prevents the amplification of noise. We now 
discuss regularization functionals of the form: 
Jprior = llfll ~ for 0 < p :::=; 1. (2.15) 
In contrast to the quadratic penalty functional, llfll ~, the family ofregularization func-
tionals given in (2.15) do not penalize large amplitude as much. More importantly, 
these regularizers have the shrinkage behavior such that underlying field values below 
a threshold are pulled to zero which results in focusing of the energy in the solutions. 
It is because of this behavior that fp-norms lead to sparse solutions (Donoho et al. , 
1992). These non-quadratic functionals enable the preservation of strong physical fea-
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tures (such as strong scatterers) and have been shown to lead to super-resolution-like 
behavior (Donoho, 1992; Geman and Reynolds, 1992). 
Total Variation Regularization 
In many imaging applications, the underlying field is expected to be piecewise con-
stant such that there are homogenous regions with sharp boundaries in between. 
We have previously mentioned in Section 2.3.1 that incorporating IIDII~ into the im-
age reconstruction framework with D being the discrete gradient operator results in 
smooth solutions. However, this regularization functional does not allow high am-
plitude values in the gradient field of the image and hence edges are smoothed as 
well. Total-variation regularizer has been shown to yield solutions with smooth ho-
mogeneous regions separated with sharp edges (Rudin et al., 1992; Vogel and Oman, 
1998): 
lprior = IIDflli· (2.16) 
It can be interpreted that such a regularizer promotes a sparse gradient field which 
would be valid for a piecewise constant image. Regularizers that penalize the gradient 
of the underlying field implicitly incorporates a Markov Random Field into the inver-
sion framework since gradients are related to how intensity changes in neighboring 
pixels. 
In this dissertation, we use both of these regularization functionals in the context 
of ultrasound imaging in Chapter 4. We now review existing techniques in ultrasound 
imaging and discuss the relevance of the non-quadratic regularization techniques in 
ultrasound imaging. 
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2.4 Background on Ultrasound Imaging 
Imaging high contrast, spatially compact inclusions within a nominally homogeneous 
medium is important in domains ranging from nondestructive evaluation (NDE) to 
biomedical imaging. In NDE, such inclusions can indicate the presence of material 
defects, such as cracks (Shull, 2002). In medical imaging, these inclusions can be as-
sociated with objects such as shrapnel and kidney stones (Chuong et al. , 1993) . For 
many of these tasks ultrasound is the imaging modality of choice due to its low cost, 
flexibility, and safety. However , conventional ultrasound imaging methods exhibit 
diffraction artifacts which can make imaging of distinct structures difficult, especially 
as there are often limited acoustic windows which result in poor data coverage. For 
example, one application where detecting strong, spatially compact inclusions in a 
weakly scattering background becomes challenging is det ecting kidney stones using 
ultrasound imaging. A recent study on this application reports that ultrasound has 
a sensitivity of 76% with 100% specificity indicating that about a quarter of t he kid-
ney stones could not be detected (Passerotti et al., 2009). A second application is 
the detection of needles and other medical instruments in ultrasound images where 
diffraction artifacts make the location and orientation of the instruments almost im-
possible to discern from the images (McGahan, 1986; Nelson et al. , 2000; Huang et al. , 
2007). 
Due to shortcomings of conventional ultrasound imaging techniques, a number of 
others have attempted to regularize the ult rasound image formation process. Ebbini 
et al. proposed optimal inverse filter approaches using SVD-based regularization in 
(Ebbini et al. , 1993; Ebbini, 1999) . These methods yield closed form solutions to 
ultrasound imaging problem. Carfantan et al. (Carfantan and Mohammad-Djafari, 
1995) proposed a Bayesian approach for the nonlinear inverse scattering problem of 
tomographic imaging using microwave or ultrasound probing employing a General-
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ized Gaussian MRF prior image model on the real and imaginary field components. 
They use a non-linear observation model and show only two-dimensional simulated 
examples corresponding to transducer positions completely surrounding the object. 
Battle et al. (Battle et al. , 1997) coupled a linearized, physical-optics approximation 
with maximum entropy regularization applied to sparsely sampled multi-monostatic 
sensing. They extended the maximum entropy method to account for the complex 
nature of the scattering field and apply it to the real and imaginary field compo-
nents. They show experimental results. Husby et al. (Husby et al. , 2001) propose 
a deconvolution technique that estimates a real-valued reflectivity field based on an 
MRF model of the variance of the scattering field for diffuse ultrasound. The re-
sulting optimization problem is computationally challenging and was solved using 
Markov Chain Monte Carlo techniques. Lavarello et al. (Lavarello et al. , 2006) in-
vestigated the feasibility of a generalized Tikhonov technique. They use time-domain 
data and estimate a real-valued reflectivity field and perform performance analysis on 
simulated two-dimensional data. Viola et al. (Viola et al. , 2008) extended a passive 
SONAR method to account for near field and broadband signals. Their method also 
uses time domain data and estimates sparse, real-valued reflectivity fields, however 
their method is computationally unattractive requiring the use of a supercomputer. 
Although, they are not in the class of regularization methods, Capon (Capon, 1969) 
and MUSIC (Schmidt, 1986) beamformers are well known methods used in acoustic 
localization in sparse reflectivity fields and have been shown to perform well in sce-
narios involving isolated point targets, but are not directly applicable to scenarios 
involving extended targets. 
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2.5 Graph-Cut Methods for Computer Vision and Image 
Processing 
Many computer vision and image processing problems can be formulated as labeling 
problems in which a label is to be assigned to each pixel in the underlying field. One 
such example is the segmentation problem where each pixel has to be assigned one 
of t he possible region labels such as background and foreground. Likewise, in stereo 
estimation one is interested in assigning a disparity level to each pixel from a possible 
set of disparity levels. All such problems are combinatorial since the assignment can 
only assume values from a discrete , finite set. 
Image restoration and reconstruction problems can be posed as label assignment 
problems as well. In this framework the labels to be assigned are pixel intensities. 
This label-based interpretation of inverse problems naturally arises in many image 
reconstruction and restoration problems such as the electron tomography as men-
tioned in Chapter. 1. In many electron tomography applications the pixel values of 
the underlying field can only assume a limited number of values corresponding to the 
material types present in the sample. Similar problems arise when t he reconstructed 
imagery will be subject to a subsequent segmentation step. A conventional approach 
to such inverse problems with discrete endpoints is to perform a decoupled sequence 
of steps, which first employs a continuous amplitude inversion followed by some type 
of discrete labeling or segmentation. Unfortunately, when dat a are of limited quan-
tity and quality, the init ial reconstructions can contain artifacts that confound the 
subsequent segmentation and labeling process. 
In such situations, incorporating the discrete nature of the problem directly into 
the inversion process has t he potential to improve on the conventional strategy by 
directly estimating the discrete quantities. Efficient graph-cut based techniques have 
proven to be very powerful in solving such discrete-valued problems in computer 
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vision. For example, the work of Boykov et al. (Boykov et al. , 2001) have b ecome 
an accepted way of solving label-based problems in computer vision and led many 
researchers to consider and incorporate the discrete nature of many vision problems 
into their formulations. 
Before proceeding with the formulation of the new framework, we want to clarify 
the use continuous and discrete. By continuous or continuous-valued we will be 
referring to the fact that the pixel values of the field can assume any value from the 
space of real numbers. By discrete or discrete-valued we will be referring to the fact 
that the pixel values of the field can only assume values from a limited , finite set 
instead of t he space of real numbers. 
In contrast to the minimization problems discussed so far where f E R N, in t his 
new framework f lies in a discrete space _eN, where .C is a discrete, finite label-set. In 
this discrete setting, the new optimization problem is as follows: 
argmin J (f) such that f E _eN_ 
f 
(2. 17) 
Gradient-based techniques used in the solution of continuous-valued image re-
construction problems cannot be employed in the solution of (2.17) since derivatives 
are defined for continuous spaces. For the solution of such label-based problems 
we resort to graph-cut techniques which have been popularized by the pioneering 
work of (Boykov et al. , 2001). In the literature and in the remainder of this disser-
tation, graph-cut refers to computing the minimum st-cut in a capacitated network. 
Graph-cuts have been successfully used in the solution of image segmentation (Boykov 
and Jolly, 2001; Boykov and Funka-Lea, 2006), stereo estimation, total variation de-
noising (Hochbaum, 2001), and many other problems in computer vision and image 
processing. However, not every labeling problem can be solved by graph-cut tech-
niques. An energy function has to be submodular in order to be minimized via a 
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graph-cut technique. Next, we define submodularity and its implications in discrete 
optimization and its connection to graph-cuts. 
2.5.1 Discrete Optimization and Submodularity 
Many problems that we face on a daily basis consist of optimizing a utility function 
over an exponential number of possibilities. For example, in general, one has too 
many items to put in a suitcase, and he/she needs to decide which items to leave out 
or put in the suitcase. This is the well known knapsack problem in combinatorial 
optimization. Submodularity is a way to characterize such optimization problems 
t hat arise in combinatorial optimization analogous to the convexity phenomenon in 
continuous optimization. Submodularity is defined over set functions that encode all 
the possible solutions as the subsets of a universe of items: Given a set of objects 
V = { v1 , v2 , ... , VN }, a set function on V f : 2v ----+ lR returns a real value for any 
subset S S:: V. The definition of f over sets implicitly encodes a binary assumpt ion 
since f evaluates a subset of items from the set of all t he possible objects. It is easy 
to see that a binary variable can be used for each item to indicate if it is in the subset 
that f evaluates. Binary image segmentation can be considered as a problem defined 
using set functions where V is the set of all the pixels in the image and a subset of 
these pixels are to be picked as foreground with respect to a function f t hat assigns 
some value to each such configuration. Next , we give two equivalent definitions of 
submodularity: 
Definition A set function f : 2v ----+ lR is submodular if, for all A, B S:: V 
f (An B)+ f (AU B) :S: f (A)+ f (B). (2.18) 
Definition A set function f : 2v ----+ lR is submodular if, for all A, B C V with 
B ~ A, and for each v E V, 
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f (AU { v}) - j (A) :::; f (B U { v}) - j (B). (2.19) 
The second definition is usually named the diminishing returns definition since adding 
an item to the larger set has less marginal value than adding it to the smaller set and 
has implications in many economics problems. This definition of submodularity, when 
considered from the point of continuos functions, is similar to concavity in continuous 
functions. A continuous function exhibiting the diminishing returns property should 
have decreasing gradients as the argument of the function increases and hence we 
conclude that such a continuous function should be concave. 
There are many interesting functions in combinatorial optimization that are sub-
modular. Linear functions f (A) = l::iEA wi for some weights w : V ~JR. are submod-
ular. Set coverage functions in a universe of subsets is submodular as well: Given a set 
of objects V and n subsets S1, S2 , . .. , Sn ~ V, the coverage function f (U) = I UiEU Si l 
is submodular. For example, the maximum coverage problem is to pick k sets from 
V such that I UiEU Si l is maximized is a submodular optimization problem. Maxi-
mum coverage problem arises naturally in many settings. Planting a fixed amount of 
sensors to an environment to achieve maximum coverage is an example of maximum 
coverage problem (Krause and Guestrin, 2011). Similar to the maximum coverage 
problem, one might want to cover a given area with the minimum number of sensors 
which is an example of the set cover problem. 
Before discussing the optimization of submodular functions, we proceed with a 
few more definitions that are complimentary to submodularity and will be used in 
this dissertation. 
Definition A set function f : 2v ~ JR. is supermodular if, for all A , B ~ V 
f (An B)+ f (AU B) ;::: f (A)+ f (B) (2.20) 
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Naturally supermodular functions obey the increasing returns definition. Functions 
that are both supermodular and submodular are called modular. Linear functions , 
exemplified above, are examples of modular functions. 
2.5.2 Optimization of Submodular Functions 
In general, set functions are NP-hard to optimize. The maximum coverage and set 
cover problems are long known to be NP-hard. However, when the set function to 
be optimized is submodular optimization is more tractable. Without going into the 
discussion, we state that minimization of submodular functions can be achieved in 
polynomial time whereas maximization is NP-hard but a solution can be constant-
factor approximated in polynomial time for certain types of problems. Thus, although 
the definition of submodularity is based on diminishing returns and is related to 
concavity, minimizing submodular functions is easier than maximizing them. Hence, 
submodular functions are said to be more convex than concave. More treatment of 
this subject can be found in (Fujishige, 2005). 
Next, we state a result regarding the minimization of submodular functions due 
to Grotschel, Lovasz and Schrijver (Grotschel et al., 1988): 
Theorem 1. The problem minsc:;;v f (S) can be solved in strongly polynomial time of 
0 (n5 EO+ n 7 ) for any submodular function f: 2v--+ JR. 
In the complexity given above n, is the cardinality of V, and EO (evaluation oracle 
model) is the time it takes to evaluate the function f for a given input. The GLS 
algorithm (Grotschel et al., 1988) is based on the ellipsoid method that is not com-
binatorial in nature. Combinatorial algorithms for submodular minimization have 
been proposed by Schrijver (Schrijver, 2000) and by Iwata-Fleischer-Fujishige (Iwata 
et al., 2001). The recent combinatorial algorithm proposed by Orlin (Orlin, 2009) is 
faster than the two aforementioned combinatorial algorithms and has strong polyno-
mial time complexity of 0 (n5EO + n6 ). Analysis of these algorithms can be found 
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in (McCormick, 2006). 
2.5.3 Graph-Cuts as a Minimization Tool 
As reviewed above, the energy functional given in (2.17) with 1£1 = 2 can be min-
imized in polynomial time with complexity of 0 (n5EO + n6 ) . However, in image 
processing and computer vision problems, it is usual to have millions of variables and 
hence such a worst case complexity is not practical for discrete optimization prob-
lems where images are involved. In general, t he structure of the energy functionals 
used in image processing and computer vision applications include variable couplings 
up to the second order. For example, the type of energy functionals described in 
Section 2.2 have variable couplings up to the second order that are induced by the 
linear operator and the regularizer. In particular, MRF inducing regularizers such 
as total-variation result in pixel couplings that are second order. This structure in 
discrete energy functionals allows one to use graph-cut techniques to minimize the 
submodular energy of interest in O(n3 ) time (assuming a particular maximum flow 
algorithm on a complete graph) compared to the 0 (n5EO + n6 ) bound for general 
submodular functions. 
Figure 2·1: An example of an st-cut in a directed graph: Removing 
t he edges (1,2), (3,2), and (3,4) disconnects the source node from the 
target node. 
Let g = {V , £} , be a weighted directed graph wit h V denoting the vert ices and 
£ denoting the edges of g. We assume that each edge ( i, j) E £ is associated with a 
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non-negative weight Uij· A cut C = (S, T = S) removes a set of edges from Q such 
that the graph vertices are partitioned into two disjoint subsets. The size/ capacity 
of the cut is the sum of the weights of the edges that goes from S to T: 
ICI = L Uij, (2.21 ) 
(i ,j) E£ IiES,jET 
In this dissertation, we will be dealing with particular types of cuts that are called 
the st-cuts. In this problem, there are two special terminal vertices in the graph 
named somce (s) and the target (t) and an st-cut seeks to find a partitioning of the 
vertices such that s E Sandt E T. An example of an st-cut is shown in Fig. 2·1. The 
minimum st-cut separating two nodes, the somce and the target, into different subsets 
is then the cut with the smallest size. Ford and Fulkerson's celebrated minimum-
cut/maximum flow theorem states that maximum flow in a capacitated graph is 
equal to the minimum cut capacity (Ford and Fulkerson, 1956). In the maximum 
flow interpretation, the edge weights are considered as capacities and one seeks to 
compute the maximum amount flow than can be transported from somce to target . 
The solution to minimum-cut/ maximum-flow problems has been studied since 1950s 
and there exists many polynomial time algorithms. We defer the discussion of these 
algorithms to Section 2.5. 7. 
Using graph cuts as an energy minimization tool in computer vision and image 
processing applications amounts to representing the energy to be minimized with 
weights of the graph edges for which the minimum graph cut simultaneously yields 
the mini~um energy solution. This idea has been first employed in the work (Greig 
et al., 1989) where the authors considered the problem of de-noising binary images 
using a Potts interaction model as the regularizer. They constructed a two terminal 
graph such that a minimum cut on this graph yields the globally optimal solution. 
We now use a slightly modified version of their graph construction to illustrate the 
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use of graph-cuts as a minimization tool in image processing. A good treatment of 
constructing such graphs is given in (Boykov et al., 2001; Kolmogorov and Zabih, 
2004). 
Graph Construction for Image De-noising 
A graph for total variation de-noising of a hypothetical two pixel binary image is 
shown in Fig. 2·2. Special nodes , the source and the target are illustrated with labels 
s and t and pixel nodes are illustrated with p and q. Since a binary problem is 
considered here, without loss of generality we assume that .C = {h, l2 }. Note that 
in this example the labels correspond to actual intensity values. The edges from 
source node to the pixel nodes, numbered 1 and 2, and pixel nodes to target node, 
numbered 5 and 6, incorporate costs that depend on a single pixel at a time, named 
unary costs. The edges between the pixel nodes incorporate the costs that depend 
on two pixels at a t ime, named pairwise costs. For the purposes of this dissertation, 
we will be considering classes of discrete energy functionals that have couplings up 
to two variables at a time. Note that the energy functionals that we aim to minimize 
in image restoration and reconstruction problems fall into this class. 
Figure 2·2: Graph construction for a hypothetical 2 pixel binary im-
age. 
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We introduce the notation used in t he graph-cut literature by representing J (f) 
as follows: 
(2.22) 
p p,q 
where Bv (fv) and Bp,q (fv, fq) denote unary and pairwise cost terms respectively, with 
p, q denoting pixel indices and fv and fq denoting t he assigned labels to pixels p and 
q. The cost functional that is to be minimized in a total-variation de-noising problem 
is a special case of t he inversion problem with the operator H being equal to the 
identity matrix: 
J (f) = llg- fll ~ + -AIIDflli, (2.23) 
where D is the discrete gradient operator that computes finite image differences. Ex-
panding J (f) explicitly in terms of its unary and pairwise terms, it can be equivalently 
written as : 
(2.24) 
p p,q 
and we observe that Bv (fv) = (gv- fv) 2 and Bp,q (fp, fq) = .Aifv - fqi· Using t hese 
costs, we compute the weights of the edges of the graph shown in Fig. 2·2. These 
weights are given in Table 2.1. The edges from the source node to the pixels p and 
Table 2.1: Edge weights corresponding to the graph shown in Fig. 2·2. 
q, numbered 1 & 2 in Fig. 2·2, have weights equal to the unary cost incurred if these 
pixels select labell2 , and the edges from the pixels to the target node, numbered 5 & 
6, have weights equal to the unary cost if they select label h. The edges between the 
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pixel nodes, numbered 3 & 4, incur the total variation cost if the pixels are assigned 
different labels. Given the weights of the edges of the graph, the aim is to find 
the st-cut with minimum capacity. A cut removes edges from the graph such that 
the source and the target nodes are in disjoint sets. Consequently, pixel nodes are 
assigned the pre-determined label of the special node that they are in the set with. 
In our construction, t he source node is associated with label Z2 and the target node is 
associated with labell1. Note that, the pre-determined labels of the special vertices 
depend on the graph construction. It is for this reason that the edges from source 
node to pixel nodes incorporate the unary costs incurred when pixels select label h. 
All the possible cuts of the graph shown in Fig. 2· 2 and their capacities are listed in 
Table 2.2. It can be observed that each cut corresponds to a labeling of the underlying 
Cut No. Kemoves Edges Label of p Label of q Incurred .t;nergy Cost 
1 1, 2 z2 z2 ep (Z2 + ea U2) 
2 1, 4, 6 z2 h ep U2) + ea l1) + .Ail2 - l1l 
3 2, 3, 5 z1 z2 ep Ud + eq l2) + .Ail1 - l2l 
4 5, 6 z1 z1 ep U1 + ea (l1) 
Table 2.2: Possible cuts for the graph shown in Fig. 2·2 
field and the size of each cut exactly corresponds to the cost of the labeling that it 
yields in terms of (2.23). The graph-cut technique presented here computes the global 
minimizer of the cost functional given in (2.23) and it can be easily generalized to 
images with hundreds of thousands pixels. 
In the example above, t he energy functional used was submodular and had variable 
couplings up to the second order and hence could be minimized efficiently with graph-
cut techniques. However, not every discrete energy functional can be minimized 
via graph-cuts since submodularity is a necessary condition. Next, we make use of 
the submodularity conditions defined in Section 2.5.1 and derive the submodularity 
constraint in terms of variables involved in a energy functional rather than the set 
notation used in the definition of submodularity. 
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2.5.4 Graph Representability Conditions 
Given a non-negative capacity function c : E ---+ IR, the cut capacity funct ion f : 
2v ---+ lR defined by f (S) = c (8+ (S)) is submodular. Here 5+ (S) is the set of 
edges in E with exactly one endpoint in 8. In order to derive the widely used graph-
representability (submodularity) condition we use the diminishing returns definition 
of submodularity: 
(2.25) 
where S is a subset of V and vi and Vj are nodes (variables) t hat are not in 8. 
Without loss of generality it can be thought t hat S is the source set in the st-cut 
problem associated with the label l2 . Equivalently, with proper modifications, 
f (vi= h , vj = l2) - f (vi= l2,vj = l2) 2: f (vi= l1 ,vj = l1) - f (vi = l2, vj =h). 
(2.26) 
Going back to the construction of t he flow graph , it is easy to see that the capacity 
terms in (2.22) stem from ei,J (., .). Hence, the functions that govern the capacities of 
these edges must satisfy the following criterion: 
(2.27) 
As noted earlier, once a submodular function is given it can be minimized by 
submodular minimization techniques that were mentioned in Sec 2.5.2. However the 
structure of certain problems, having variable couplings up to the second orders, al-
lows graph-cuts to be used as efficient submodular minimization tools. Submodularity 
conditions for binary function with higher order terms are given in the work of Kol-
mogorov et al. (Kolmogorov and Zabih, 2004). In general, energy functionals with 
higher-order terms are reduced to second order through the introduction of auxiliary 
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variables. Submodularity of multi-label problems are discussed in (Schlesinger, 2007). 
We restrict attention to binary energy functionals since multi-label problems can be 
treated by solution of a sequence of binary problems as will be shown shortly. We 
also note that the unary terms are modular and hence pose no issues from a graph-
representability /submodularity perspective. In the remainder of this dissertation we 
will use the terms submodular and graph-representable interchangeably. 
2.5;5 Energy Reparameterization 
In Section 2.5.3, we have given a graph construction example and in this particular 
one Bp,q (fp, fq) = 0 for fp = fq due to the total variation regularizer that was employed. 
The same applies for the Potts interaction model used by Greig et al. in (Greig et al. , 
1989). However, this is not always the case since many energy functionals can yield 
submodular pairwise terms in which Bp,q (fp, fq) -I- 0 for fp = f q. Another problem 
arises when the cost functions emerge as negative and hence cannot be incorporated 
to a graph since there is no such thing as negative capacity in a maximum flow prob-
lem. The fact that while solving min-cut / max-flow, we are merely interested in the 
partioning of nodes rather than the flow itself allows us to reparameterize the energy 
functionals suitably and address the aforementioned problems. We use the notation 
used in (Kolmogorov and Rother, 2007; Kohli and Torr, 2007) to introduce the en-
ergy reparameterization for graph-cut purposes. We first define () = {()canst, ()P, Bp,q } 
as the set of all constant, unary, and pairwise terms involved in an energy functional. 
The constant terms do not affect the minimization problem and are introduced for 
notational consistency. 
Definition Energy parameter vectors ()1 and 82 are called reparameterizations of 
each other if and only if Vf , J (fiB1 ) = J (fiB2 ). 
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Here we introduce two energy reparameterizations given in (Kohli and Torr, 2007): 
(2.28) 
and, 
(2.29) 
(2.28) says that we can add any const ant to unary costs of a node and this would 
still be a reparameterization of the original energy functional. This scheme allows us 
to deal with negative unary costs. In order to deal with pairwise terms that satisfy 
submodularity but do not have Bp,q (fp , fq) = 0 for fp = fq or have negative parts we 
employ the following technique: 
6 = min{Bp,q (h , lj), Bp,q (Z2 , lj)} , 
Bp,q (l1 , lj) +--- Bp,q (l 1 , lj)- 6, 
Bp,q (l2, lj) +--- Bp,q (l2 , lj) - 6, 
Bq (lj) +--- Bq (lj) + 6. (2.30) 
We illustrate this approach with an example in Fig 2·3. We start with a submodular 
pairwise functional and arbitrary unary terms shown in Fig 2·3 (a).The reparameter-
ized pairwise energy functional is given in Fig. 2·3 (f). However , at t he end of this 
operation unary costs have to be tal<:en care of due to existence of negative terms. 
This is achieved using the technique given in ( 2. 28) by using 1 = min { Bp ( l1 ) , BP ( Z2 )}. 
Normalization of unary costs are illustrated in Fig. 2·4. 
We have now generalized the simple graph construction given in Section 2.5.3 
for any second order submodular binary functional. Note that, given two equiva-
lent representations of an energy functional on two different graphs, the maximum 
flow values computed from these graphs would be different since the edge weights 
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Figure 2·3: Illustration of normalization of pairwise costs and together 
with the effect on unary costs. In all steps pairwise costs are shown 
on the left and unary costs are shown on the right. (a) Initial pairwise 
and unary costs. (b), (c), (d), (e) Normalization steps. (f) Normalized 
pairwise costs together with the result ing unary costs. 
might have changed arbitrarily. However, the equivalence of energy functionals under 
these two different parameterizations can be shown by tracking the Bconst term dur-
ing normalization operations. The reparameterization scheme we have used here is 
not unique, i . e. any other parameterization can be used to deal with negative costs. 
Other parameterizations have been used in (Kolmogorov and Zabih, 2004; Kohli and 
Torr, 2007). In this dissertation, we use the normalization scheme introduced above. 
So far, we have only considered binary energy functionals , i.e., 1£1 = 2; however 
graph-cut techniques have been extended to handle multi-label problems. Next, we 
review multi-label graph-cut techniques. 
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Figure 2·4: Illustration of normalization of unary costs. (a) Initial 
unary costs (b) Normalization step (c) Resulting unary costs 
2.5.6 Mult i-Labe l G raph-C u t Techniq u es 
So far our discussion did not involve the nature of the label set £ . In the de-noising 
example given in the previous section, the labels corresponded to actual intensity 
values of the underlying binary image to be estimated. Labels such as intensity 
can be linearly ordered. However, in a segmentation problem the label-set can be 
composed of semantic object labels and such labels cannot be ordered. When an 
ordering of the labels is available, there is more structure in the problem and it can 
be exploited in certain cases as will be seen shortly. Our review of multi-label graph-
cut techniques will make a distinction of multi-label graph-cut algorithms based on 
what types of label-sets they can handle. First, we review techniques that can handle 
arbitrary label-sets. 
The pioneering work of Boykov and his colleagues (Boykov et al. , 2001) presented 
two multi-label graph-cut algorithms: a-,8-swap and a -expansion. Both techniques 
are iterative and they employ binary graph-cuts at each iteration. We first give the 
a -,B-swap algorithm: 
In each iteration of the a-,8-swap algorithm, a graph similar to the one shown in 
Fig. 2·2 with the subset of all nodes that have label either a or ,B is constructed and a 
minimum-cut is computed on this graph. In each iteration, the nodes involved in the 
swap graph optimize their labels by either picking a or ,B while the other pixels are 
kept fixed. A full cycle of swaps between every possible label takes f} (/£ 2 /) iterations. 
Algorithm a - f3 swap 
Start with an arbitrary labeling ft 
success ~ true 
while success do 
success ~false 
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for each pair of labels {a, /3} E .C do 
Find f = argminf J (flft) among f' within one a - /3-swap of f t 
if J(f) < J (ft) then 
success ~ true, f t ~ f 
end if 
end for 
end while 
The a-expansion uses a different iteration scheme: In each iteration of the algo-
rithm every node (variable) is allowed to change their label to the label a and hence 
all nodes are in the constructed graph at each step of the algorithm. The constructed 
graph is different than the one used in the a - /3-swap algorithm and the version in 
(Boykov et al., 2001) included auxiliary nodes. However , later a more concise graph 
construction was presented in (Kolmogorov and Zabih, 2004) without the use of aux-
iliary nodes through the use of reparameterization of the energy functional which was 
reviewed in the previous section. A full cycle of expansions takes e (1£1) iterations. 
Algorithm a -expansion 
Start with an arbitrary labeling f t 
success ~ true 
while success do 
success ~ false 
for each label a E .C do 
Find f = ru·gminf J (fW) among f' within one a-expansion of f t 
if J(f ) < J (ft) then 
success ~true, ft ~ f 
end if 
end for 
end while 
Both algorithms, a-/3-swap and a -expansion, are guaranteed to converge m a 
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finite number of steps (Boykov et al., 2001). Furthermore, it has been shown that 
the solution returned by the a-expansion algorithm is within a factor of the global 
minimum. Note that this factor is not constant and depends on the specific problem at 
hand. Apart from the theoretical properties of these algorithms, it has been observed 
that both algorithms converge quickly and most of the improvement is achieved in 
the first few cycles. In particular, the a-expansion algorithm has been the choice 
of multi-label minimization problems in many computer vision and image processing 
applications. 
a-expansion and a-,8-swap algorithms can work with both ordered and unordered 
label sets. As mentioned earlier, if the labels can be ordered, this allows for more 
efficient algorithms with the possibility of computing a global minimum in certain 
cases. However, in general such algorithms require the pairwise terms to be a function 
of the differences of the pixel labels and the energy function takes the following form: 
J (f) = l::P Bp (fp) + l::p,q Bp,q (fp- fq) 
such that f E .C. (2.31) 
Although this might seem restrictive, many problems in image processing and com-
puter vision such as image de-noising and dispru·ity estimation problems fall into this 
category where labels can be linearly ordered and regularizers that use the difference 
of labels in their arguments are appropriate to use. In particular, total variation 
regularization is a bi-lineru· function of the difference of the labels as used in (2.24). 
The solvability of multi-label discrete minimization problems depend on the convexity 
of the pairwise terms. If pairwise terms are not convex, the minimization problem 
is NP-hard. Hochbaum (Hochbaum, 2013) gives a summary of the available algo-
rithms and solvability of the multi-label minimization problems that can be written 
as in (2.31). We assume for a graph with n nodes or m edges (arcs) the complex-
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ity of a minimum st-cut is T(n, m) and K = ILl In particular, Hochbaum uses 
T(n,m) = O(mnlog(n2/m)) as it is the complexity of the pseudoflow algorithm 
(Hochbaum and Orlin, 2013). We report this summary here in Table 2.3. 
Unary Terms Prurwise Terms Complexity .tteterence 
Convex Convex 0 ( mn log r::_ log nK) (Ahuja et al. , 2003) 
Convex Bi-linear 0 ( mnlog r::_ + lognK) (Hochbaum, 2001) 
Quadratic Bi-linear 0 ( mn log r::_ ) (Hochbaum, 2001) 
General Convex 0 ( mnK2 log n1;J (Ahuja et al., 2004) 
Linear Nonlinear NP-hard JHochbaum, 20011 
Table 2.3: Solvability of multi-label optimization problems in the form 
of Eq. 2.31. Adapted from (Hochbaum, 2013). 
There are two striking results reported in this table that correspond to the mini-
mization of energy terms with bilinear pairwise terms and convex or quadratic pair-
wise costs. In particular, in the case with quadratic unary terms, the complexity of 
solving a multi-label optimization problem has the cost of a single minimum st-cut 
regardless of the size of the label set. Furthermore, as noted in (Hochbaum, 2013), 
this is the best that can be achieved since this problem is at least as hard as a single 
minimum st-cut problem. Similar techniques that aim at problems in the form of 
(2.31) with convex pairwise potentials have appeared independently from the works 
cited above. Ishikawa (Ishikawa, 2003) proposed a pseudo polynomial technique to 
solve problems with general unary costs with convex pairwise costs with a single st-cut 
problem on a graph of size T (Kn, K 2m). Kolmogorov (Kolmogorov, 2005) proposes a 
maximum flow based approach to convex unary and pairwise costs problem through 
a primal dual algorithm of complexity K.T (n, m). He claims to have the fastest 
maximum-flow based technique for this problem since the algorithm in (Ahuja et al., 
2003), although faster, is not maximum flow based. A similar technique was proposed 
by Bioucas-Dias et al. as well in the context of phase unwrapping (Bioucas-Dias and 
Valadao, 2007). 
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The results presented by Hochbaum in (Hochbaum, 2001; Hochbaum, 2013) con-
cerning bi-linear pairwise terms and convex \quadratic unary terms are important for 
the purposes of this dissertation and we elaborate on these results in the subsequent 
section. 
2.5.7 Maximum-Flow Algorithms, Efficiency and Practical Issues 
Maximum flow/minimum cut problem has been around since 1950s and many efficient 
algorithms have been proposed for the solution of this problem. These algorithms can 
be classified into two groups: augmenting-path based and prefiow-push algorithms. 
Before discussing these algorithms, we formalize the maximum-flow problem: Given 
a weighted, directed graph , g = {V, £} with V denoting the vertices and£ denoting 
the edges of Q, and the maximum flow problem is (Ahuja et al., 1993) : 
maximize v 
subject to 
v for j = s, 
L Xij - L Xjk 0 for all j E V - { s, t}, (2.32) 
(i ,j)E£ (j,k)EE 
- v for j = t, 
0 :::; Xij :::; Uij, (2.33) 
where x = { Xij } (i,j)EE is called feasible flow when it satisfies the constrains in 2.32 
and (2.33). The constraint in (2.32) is a flow balance constraint that guarantees that 
the total amount of flow incoming to a node should be equal to the total amount of 
flow outgoing from a node except for the source and the sink nodes. For the source 
node, this value is always non-positive since there are no incoming arcs and for the 
sink it is always non-negative due to the non-existence of outgoing arcs and with 
any feasible flow their magnitude is equal. The constraint in (2.33) is the capacity 
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constraint ensuring that the flow on an arc cannot exceed its capacity and cannot be 
negative. 
Next, we illustrate the basic idea of augmenting-path based algorithms. 
Augmenting-Path Based Algorithms 
(a) (b) 
(c) (d) 
Figure 2·5: Illustration of the generic augmenting path algorithm: (a) 
Original graph with the augmenting path to be used shown in red. (b) 
Residual graph after 2 units of flow is augmented using { s, q, t}. Next, 
flow will be augmented using the path in red in this graph. (c) Residual 
graph after 1 unit of flow is augmented using {s,p, q, t}. Next, flow will 
be augmented using the path in red in this graph. (d) Residual graph 
after 2 units of flow is augmented using {s,p, t}. No more flow can 
be augmented since there is no path from source to the target and the 
algorithm terminates. 
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Augmenting-path based algorithms are based on Ford-Fulkerson's original ap-
proach and try to push flow from source to the sink by exhausting all such possible 
paths iteratively until no such path is left in the residual network. Residual networks 
are essential to all maximum flow algorithms and we give its definition here. A resid-
ual network , denoted as g (x), is a modified version of the original network g with 
respect to the flow x . In the residual network, the residual capacity of the arc ( i, j) 
is given as rij = ( Uij - Xij ) + Xji · The first part in r ij is the remaining capacity on 
arc (i , j) after Xij is used and the second term is due to the flow in arc (j , i). Note 
that rij ~ 0 since Uij ~ Xij and Xji ~ 0. The residual network is equivalent to 
the original network when the flow vector x is equal to zero. We illustrate the idea 
of augmenting-path based algorithms in Fig. 2·5. The original network is shown in 
Fig. 2·5 (a). After 2 unit flow is sent from the path {s, q, t} the resulting residual 
network is shown in Fig. 2·5 (b). Notice that, two new edges, (q, s) and (t, q) are 
added to residual graph that are not in the original graph since augmenting flow us-
ing (s, q) and (q, t) increases the residual capacities of (q, s) and (t, q). Next, 1 unit 
of flow is augmented using the path { s, p, q, t} and then, 2 units of flow is augmented 
using {s,p, t}. After these augmentations the total flow sent is 5 and there is no 
path from the source and to the sink in the residual graph shown in Fig. 2·5 (d) and 
the algorithm terminates. Upon termination, t he nodes that are accessible from the 
source node s in the residual graph are in the source set S and the remaining nodes 
are in the set with the target node in T. For the example shown in Fig. 2·5, both 
nodes p and q are in the target set since there is no path from s to these nodes in the 
residual graph upon termination. 
In the preceding generic example of the augmenting-path based algorithm, we did 
not discuss how the augmenting paths were found . The original augmenting-path 
based algorithm proposed by Ford and Fulkerson (Ford and Fulkerson, 1956) , called 
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the labeling algorithm, inspects nodes and their arcs until it finds an augmenting 
path and its complexity is O(nmU) where U = max{uij: (i,j) E £} . This bound is 
derived using the fact that the capacity of the cut { s, V- s} is at most nU and (with 
the integrality assumption) each augmentation will push at least 1 unit of flow from 
source to the sink and hence the number of augmentations is bounded by 0 ( nU). Con-
structing an augmenting path t akes O(m) time since resulting in the O(nmU) bound. 
Notice that the labeling algorithm has pseudo polynomial complexity. Several other 
augmenting path algorithms with polynomial complexity has been proposed. These 
algorit hms differ in how they construct and select the augmenting paths. Among 
many, most notable ones are the ones that send flow along shortest paths from the 
source to the sink. Dinic 's algorithm (Dinic, 1970) and shortest augmenting path 
algorithm (Ahuja and Orlin, 1991) are in this class and both have a complexity of 
O(n2m). 
After graph-cut based algorithms gained popularity in computer vision and image 
processing, Boykov and Kolmogorov compared several maximum-flow algorithms for 
vision problems (Boykov and Kolmogorov, 2004). Furthermore, they modified Dinic's 
shortest augmenting-path based algorithm (Dinic, 1970) so that it will be faster in low 
connectivity vision problems. However, their algorithm ended up in having pseudo 
polynomial complexity of 0 (mn2 JC J). They showed that their algorithm outper-
formed two polynomial-time preflow-push type algorithms of complexit ies O(n3 ) and 
O(n2m 112). We will call this algorithm the Boykov-Kolmogorov maximum-flow algo-
rithm in the remainder of this dissertation. 
Although the results presented in (Boykov and Kolmogorov, 2004) show that the 
pseudo-polynomial augmenting-path based approach is efficient for vision, as noted 
by these authors and others (Fishbain et al. , 2013), the performance of this algorithm 
is compromised severely as the connectivity of the maximum-flow graph increases. It 
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is well known that best preflow-push based algorithms outperform best augmenting-
path-based algorithms (Ahuja et al., 1993). Furthermore, the key results presented 
by Hochbaum in (Hochbaum, 2001) are obtained by using an extension of these types 
of algorithms that can compute a parametric maximum flow. Next, we review the 
basic ideas of preflow-push based algorithms. 
Preflow-Push Algorithms 
While analysing the complexity of the labeling algorithm of Ford and Fulkerson, we 
counted the maximum number of augmentations that can be used. In general, the 
success of augmenting-path based algorithms depend on how well they can bound 
the number of augmentations. Most important drawback of augmenting path based 
algorithms is that each time a flow augmentation is carried out, it starts from the 
source node. In general, many of the augmenting paths have common sub-paths 
but this is not exploited by augmenting-path techniques. Preflow push algorithms 
overcome these drawbacks by sending as much flow as possible from one node to 
another so that each time flow would not be pushed starting from the source. However, 
such a scheme results in excess in some nodes since the capacity of incoming arcs and 
outgoing arcs can be arbitrarily different. This in turn violates the flow feasibility 
condition given in 2.32. Such flows are called preflows. We define the excess of a 
non-terminal node as follows: 
e(j) = L Xij- L Xjk, (2.34) 
(i ,j)E£ (j,k)E£ 
and e(j) 2: 0, for all j E V. Nodes with excess are called active nodes. Preflow-push 
algorithms try to push the excess at the active nodes towards the sink and once this is 
not possible, excess at active nodes are pushed towards the source. Notice that, once 
the algorithm reaches the maximum preflow, the amount of maximum flow that can 
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be sent from source to the sink, it works on obtaining a feasible flow by pushing all 
the excess back to the source. This notion summarizes the difference of augmenting-
path and preflow-push based algorithms: Augmenting-path based algorithms always 
maintain a feasible flow and work towards obtaining the maximum flow, whereas 
preflow-push based algorithm work towards obtaining feasible flow (Ahuja et al. , 
1993). Preflow push algorithms differ in how they select active nodes. The first in 
first out (FIFO) selection results in a time complexity of O(n3), the highest label 
preflow push algorithm has time complexity of O(n2m 112 ). A good treatment of these 
algorithms is given in (Ahuja et al. , 1993) . 
In this dissertation, we use the Boykov-Kolmogorov algorithm (Boykov and Kol-
mogorov, 2004) and their publicly available implementation unless otherwise noted. 
However , preflow-push algorithms are necessary for giving a bound on the complexity 
of some of the algorithms presented in this dissertation. 
2.5.8 Successive Maximum Flow Computations in Capacitated Networks 
In many vision and image processing applications, several instances of the same prob-
lem are solved many t imes by changing certain parameters of the problem. Although 
the structures of these instances and their solutions are very similar, a solution, in 
general, is computed from scratch. Computing solutions of related problems in max-
imum flow problems has been first studied in the context of segmentation problem 
in (Boykov and Jolly, 2001) and then Kohli and Torr (Kohli and Torr , 2005; Kohli 
and Torr, 2007) extended these ideas to capture arbitrary changes in the energy func-
tional. Their technique is based on the idea of updating the residual capacities of 
the residual graph of the previous maximum-flow computation so that the updated 
residual graph would be a residual graph of the new energy. We illustrate the idea 
using the resulting residual graph of the example given in Fig. 2·5. In Fig. 2·6 (a) and 
(b) , we illustrate the original graph and t he resulting residual graph after maximum 
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(a) (b) 
(c) (d) 
Figure 2·6: Illustration of residual graph updates for reusing the 
existing residual graph from a previous maximum flow computation. 
(a)First flow graph (b) Resulting residual graph after maximum flow is 
computed on the graph given in (a). The residual graph has been mod-
ified by adding arcs with zero capacity for illustration purposes and by 
removing the edges that go from a node to the source or from the sink 
to a node. (c) After updating the residual capacity of r 8p, it violates 
the non-negativity constraint of arc capacities. (d) Reparameterization 
is used to deal with negative edge weights. A maximum flow algorithm 
can compute a maximum flow on this graph. 
flow was sent, respectively. The residual graph has been modified by adding arcs 
with zero capacity for illustration purposes and by removing the edges that go from a 
node to the source or from the sink to a node. Notice that such arcs can be discarded 
since in an augmenting path algorithm such arcs will never be in an augmenting path. 
Now, we assume that due to the changes in parameters of the problem, the capacity 
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of edge (s, q) is increased from 2 to 7 and the capacity of the edge (s ,p) is reduced 
from 3 to 2. The new residual capacity of the edge (s, q), r~q' can be computed as 
r~q = rsq + ( u~q- Usq). Given that u~q = 7, U 8 q = 2 and r 8 q = 0, we end up having 
r~q = 5. Similarly, since r sp = 0, u~P = 2 and Usp = 3 we have r~P = -1. The residual 
graph with updated residual capacities is shown in 2·6 (c) . Maximum-flow cannot 
be computed with a negative edge-capacity and we turn to the energy reparameter-
izations covered in Section 2.5.5. As given in (2.28), and shown in the example in 
Fig. 2·4, arbitrary constants can be added to the unary costs of a node. In particular, 
we can add 1 to the unary costs of the node p. A normalization scheme is not needed 
if the residual capacity does not become negative and therefore no modification is 
needed for r~q· After reparameterization, the residual graph is shown in Fig. 2·6 (d). 
An augmenting-path based maximum flow algorithm can compute the maximum-flow 
starting from the updated and modified residual graph of the previous problem in-
stead of starting from a newly built residual graph. Capacity changes of the arcs that 
are between non-terminal nodes are handled similarly using the reparameterization 
and normalization techniques given in (2.29) and (2.30). 
Kohli and Torr (Kohli and Torr, 2005) experimented with the speed gams of 
updating and computing maximum flow on previous residual graphs. It is easy to see 
that an update takes constant time. However, it is hard to draw a strong theoretical 
result about the succeeding maximum flow computations. If the number of new 
augmenting paths is low, the maximum flow algorithm will take considerably less 
time. In their experiments, they showed that if only 10% of all the residual capacities 
change, this can result up to an order of magnitude efficiency in computing the 
new maximum flow. In this dissertation, we also make use of previous graph-cut 
computations to successively compute the solution of a binary optimization problem 
with a changing parameter. 
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So far, we have seen that if there is a specific structure in the problem, it can 
possibly be exploited in order to improve some aspect of the solution. Similarly, same 
phenomenon exists in reusing previous maximum-flow computations by exploiting 
ideas from parametric linear programming. In Section 2.5. 7, we have given the linear 
programming formulation of the maximum-flow problem. When the edge capacities 
of a graph are functions of a parameter, the maximum flow value is a piecewise linear 
concave function of this parameter. Without going further into the detail, we provide 
a result due to Gallo et al. (Gallo et al. , 1989) : If the changes in successive problems 
only include source and sink bound arcs, in other words the unary costs, while one 
increasing and the other decreasing, successive maximum flow computations can be 
computed within a complexity of a single maximum flow computation. The results 
that were obtained by Hochbaum (Hochbaum, 2001) uses parametric flows to achieve 
the time bounds presented in Section 2.5.6. 
2.6 Minimization of Non-submodular Discrete Energy Func-
tionals 
Starting with Section 2.5, we have considered minimization of submodular functions 
and have concluded that if the energy of interest has variable couplings up to the 
second order, t hey can be efficiently minimized using graph-cut techniques. However , 
many problems of practical interest in computer vision correspond to minimization 
of non-submodular energies and are thus not naturally graph-representable. It is 
generally NP-hard to minimize non-submodular energy functionals (Kolmogorov and 
Rother, 2007). Unfortunately, as will be analyzed in Chapter 5, discrete linear inverse 
problems in most cases are non-submodular due to the variable couplings induced by 
the linear sensing operator. 
Efforts at applying graph-cut techniques to t he minimization of non-submodular 
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energies have first focused on truncation (Rother et al., 2005; Bioucas-Dias and Val-
adao, 2007) of the non-submodular terms. If done properly, the surrogate energy 
functional that stems from the truncation of nonsubmodular terms will be a ma-
jorizer of the original functional which guarantees that minimizing the surrogate will 
not increase the original energy. Assume that we have the non-submodular energy 
term between the variables p and q shown in Fig 2·7 (a). Clearly, this term is not 
submodular since ep,q (h, h) + ep,q (l2, l2) > ep,q (h, l2) + ep,q (l2, h). If such a term 
is omitted from the energy functional directly, the resulting approximation to the 
original energy functional can be mapped to a graph and minimized using graph-
cuts. However, minimizing this approximation would not necessarily minimize the 
original functional. Another approach would be to convert such a non-submodular 
term into a submodular one by increasing Bp,q (l1, Z2) or Bp,q (l2, h) or by decreasing 
ep,q (l1 , h) or ep,q (l2, l2). It is easy to see that increasing Bp,q (h, l2) or ep,q (l2, h) 
will yield a majorizer of the original energy functional; however, the same won't 
be true if Bp,q (l1 , h) or Bp,q (l2, l2) is decreased. For the example considered here, 
we increase ep,q (h, l2) or ep,q (l2, h) equally and the resulting pairwise relationship is 
shown here in Fig. 2· 7 (b). This resulting pairwise relationship will be normalized 
using the procedures introduced in Section 2.5.5 and there will be no arc between 
the nodes corresponding to the pixels p and q in the maximum flow graph since 
Bp,q (h, li) + Bp,q (l2, Z2) = Bp,q (h, l2) + Bp,q (l2, h). One important thing to note here is 
that a majorizer could have been obtained by increasing Bp,q (h, Z2 ) and Bp,q (l2 , h) in 
different ways. Each such majorization scheme induces a different bias on the unary 
terms since normalization of the pairwise terms effectively changes unary terms. In 
one extreme case, achieving a majorizer only by increasing Bp,q (Z2 , h) will introduce 
bias such that ()P (l2 ) and Bq (l1 ) will be more costly to pick. This case is illustrated 
in Fig. 2·7 (c). 
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Figure 2· 7: Illustration of different majorization schemes to convert 
the non-submodular pairwise funct ional shown in (a) into a submodular 
one. In (b), Bp,q (h, Z2 ) and Bp,q (l2 , h) are increased equally, whereas in 
(c)) only ep,q ( l2) h) is increased. 
Majorization schemes introduced above for binary energies can be directly utilized 
within a-expansion and a -,8-swap techniques due to the iterative binary optimization 
scheme employed in both techniques. Indeed, the success of these techniques depend 
on the number of non-submodular interactions that are truncated or approximated. 
Cremers et al. (Cremers and Grady, 2006) overcomes the non-submodularity prob-
lem by only learning submodular MRF interactions. A principled way of minimizing 
non-submodular energies due to Hammer et al. (Hammer et al. , 1984) has been intro-
duced to computer vision by the work of Kolmogorov et al. (Kolmogorov and Rother, 
2007). The roof-duality technique used in (Hammer et al. , 1984) solves a particular 
linear programming relaxation of the original energy. The relaxation can be effi-
ciently computed with a special graph construction and computing the minimum cut 
on the derived graph. T his technique, called Quadratic Pseudo Boolean Optimization 
( QPBO), has interesting optimality properties. QPBO has been extended by Rother 
et al. to improve its labeling performance (Rother et al., 2007). This technique was 
used for image deconvolut ion problems in (Rother et al. , 2007) and we also use this 
technique to compute reconstructions in Chapters 5 & 6. The QPBO method was em-
ployed in parallel magnetic resonance imaging problem in the work of Raj et al. (Raj 
et al. , 2007). There is an extensive literature to minimize non-submodular energies 
beyond the use of graph-cut techniques such as simulated annealing and max-product 
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belief propagation. These methods are compared with QPBO and its extensions in 
(Rother et al., 2007) and it has been shown that QPBO and its variants generally 
outperform other techniques. In Chapter 5, we review the key ideas of QPBO and 
use them to identify a class of subproblems that are always graph-representable. 
There are other works aiming at non-submodular function minimization using 
graph-cuts that are less general in the sense that they are tailored for certain appli-
cations. In (Raj and Zabih, 2005), Raj et al. convert every nonsubmodular term into 
a submodular one using the previous labels of the pixels and hence they dynamically 
construct a surrogate energy function. They use their surrogate energy function in 
the a-expansion framework and focus on solving the MRI parallel imaging problem. 
Their technique is limited to problems with non-negative system matrices. 
Continuous-discrete minimization schemes could also be valuable in the optimiza-
tion of regularized reconstruction functionals. As mentioned earlier, the coupling of 
the pixels due to the operator makes the discrete optimization problem NP-hard. The 
main idea of these methods would be to carry out operations involving the observation 
operator in the continuos space and then perform a de-noising step using graph-cuts 
thus having label-based solutions. Such a technique can be realized within an itera-
tive shrinkage and thresholding framework (Bioucas-Dias and Figueiredo, 2007) and 
an example of such an algorithm has been mentioned in (Lezoray and Grady, 2012). 
These types of algorithms are a part of the future work of this dissertation. 
There exist other techniques that aim at solving the discrete-valued image re-
construction problem without the use of graph-cut techniques. The first examples 
of such works is by Frese et al. (Frese et al., 1998) where they considered minimiz-
ing a regularized reconstruction functional bound to a discreteness constraint. They 
used iterative coordinate descent to update each pixel sequentially. The label that 
minimizes the energy at each iteration was found by enumerating and evaluating all 
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the possible labels that the pixel at hand can assume. Furthermore, they used a 
multi-scale technique to speed up the optimization. 
Discrete tomography gained attention after its introduction in 1994 and there 
have been efforts aiming at obtaining label-based solutions separate from the lit-
erature reviewed above. In (Batenburg, 2008) Batenburg casts the discrete recon-
struction problem as a minimum cost flow problem, and uses rounding to obtain 
integral edge capacities and costs which lead to integer solutions. Linear program-
ming relaxation approaches for discrete tomography are considered in (Weber et al., 
2003; Batenburg and Sijbers, 2011; Fishburn et al., 1997). The work of Batenburg 
et al. (Batenburg and Sijbers, 2011) , proposed for discrete tomography applications, 
employs subsequent steps of conventional algebraic reconstruction techniques and 
thresholding based segmentation. Segmentation of the conventional reconstructions 
was used to obtain label-based solutions. Their technique refines the label-based solu-
tion iteratively by re-evaluating potentially mislabeled pixels through the conventional 
reconstruction. Such methods that use variable relaxation to obtain discrete solutions 
omitting the discrete nature of the problem at first and then use thresholding meth-
ods to get to discrete solutions, which only incorporates the discrete structure of the 
problem as a post processing step. 
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Chapter 3 
Background on Nanoparticle and 
N anoscale Pathogen Detection with 
Interferometric Reflectance Imaging 
Sensor 
3.1 Introduction 
Nanoparticles have made significant impact across a broad range of technological 
applications including photovoltaics, biological imaging, and diagnostics and thera-
peutics. Such wide spread use of nanoparticles requires efficient detection and char-
acterization of such particles. Likewise, the detection of nano pathogens have become 
crucial for diagnostic purposes. Optical methods have shown significant promise for 
detection of single nanoparticles (Hunt and Armani, 2010; van Dijk et al., 2005; Lind-
fors et al., 2004; Zuchner et al., 2008). In particular, several recent interferometric 
microscope techniques have shown considerable success for high-throughput classifi-
cation of nanoparticles by using flow-through sample delivery in a confocal detection 
geometry (Mitra et al. , 2010; Deutsch et al. , 2010). 
In this chapter, we review the wide-field interferometric microscope named inter-
ferometric reflectance imaging sensor (IRIS) that can image thousands of nanopar-
ticles simultaneously. IRIS uses a layered substrate to create an interferometric re-
sponse with LED illumination in a high numerical aperture (NA) setup. It can image 
both natural and synthetic nanoparticles and is cost effective compared to existing 
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techniques. Viral pathogens are natural nanoparticles. The IRIS modality has been 
employed in various nanoparticle and viral pathogen imaging and detection applica-
tions which we provide details about in subsequent chapters. 
3.2 Interferometric Reflectance Imaging Sensor 
The scattering behavior of nanoparticles can be explained using quasistatic theory 
where the strength of the induced dipole is proportional to polarizability of the small 
particle and polarizability can be expressed as follows: 
(3.1) 
where R is the particle radius and Ep and Em are the particle and the surrounding 
medium permittivity respectively. Dark field imaging techniques merely employ the 
scattered light from the particle, observing an intensity signal at the detector, I ex: 
1Esl 2 , that scales with lal 2 ex: R6 . For particles that are at the nanometer scale, an 
intensity signal related to the sixth power of their diameter is generally below the 
shot-noise limit. 
Interferometric imaging techniques use a reference beam and the intensity recorded 
at the detector is given by: 
(3.2) 
where Er denotes the electric field of the reference beam. The interferometric signal 
given in Eq. 3.2 is a combination of three terms: the reference beam, scattered beam 
and the cross term. As previously mentioned the scattered signal is negligible for small 
particles and the reference beam can be subtracted from the total signal. In contrast 
to the imaging systems that only observe the scattered light from the particles, the 
effective signal in an interferometric imaging system is a cross term that enhances a 
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Figure 3 ·1 : IRIS chip consists of a thermally grown silicon dioxide 
layer on a silicon substrate. The chip is of size 10 mm x 10 mm x 0.5 
mm, with a 2.3 mm x 2.3 mm active center used for imaging. 
weak scat tered field due to the particle with a strong reference field. Furthermore, 
this signal scales proportional to lal ex: R3 in contrast to R6 . 
An interferometric imaging system can be realized in many ways. One common 
method to int roduce a reference beam is to use external reference mirrors . An example 
of such a system is presented in(Mitra et al. , 2010). In such systems, t he scattered 
signal from the particles are interfered with a reference beam at the detector. The 
reference beam is engineered with respect to the path the scattered signal travels to 
yield a strong interference term. However , such a system is prone to errors due to 
the phase uncertainties that might be caused by unstable optical paths. This phase 
uncertainty would distort the calculated phase relationship of the scattered and the 
reference beams resulting in errors that hinder imaging performance. 
Interferometric Reflectance Imaging Sensor (IRIS) overcomes this phase uncer-
tainty problem by utilizing a common optical path shared by the reference and scat-
tered beams that is facilitated by a layered substrate. By the virtue of this common 
optical path, the reference and scattered beams undergo the same phase changes if 
t he path length varies due to optical system uncertainties. The layered substrate 
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consists of a thermally grown silicon dioxide layer on a silicon substrate providing 
a smooth, uniform, and flat layer structure. The scattered signal from the particle 
interferes with the reference beam that is primarily reflected from the silicon - silicon 
dioxide layered structure. The silicon dioxide layer is engineered to maximize the 
interferometric signal. The experimental setup of IRIS and the layered substrate is 
shown in Figs. 3·2 (a) & (b). A high numerical objective lens is used with an LED 
source in Kohler illumination configuration. The interferometric signal is collected 
from a large area that is effectively limited by the CCD size, imaging optics and the 
positioning system of the optical setup. The layered substrate which will be called 
the chip in the remainder of this dissertation is shown in Fig. 3·1. The chip is of size 
10 mm x 10 mm x 0.5 mm, with a 2.3 mm x 2.3 mm active center used for imaging. 
Furthermore, the chips are etched with fiduciary patterns to enable the microscope 
to navigate to the active center of the chip. An infinity corrected objective with 
50x magnification and 0.8 NAhas been used with total field of view of 168 f.-tiD x 
141 f.-tiD. An IRIS image collected from a chip incubated with 40 nm diameter gold 
nanoparticles is shown in Fig. 3·3 (a) and the profile of a single particle is illustrated 
in Fig. 3·3 (b). 
A physical forward model has been developed to establish the correlation between 
the optical response of the nanoparticles with their size, morphology, type and ori-
entation in Chapter 7. The theory used in the derivation considers a specific setting 
in which the nanoparticles are located in the vicinity of the focal plane of an objec-
tive and back scattered-reflected light is imaged on a CCD detector on the image 
plane of the microscope. The image of a nanoparticle on the CCD is related to the 
point spread function (PSF) of the optical system, however is not invariant to particle 
properties. In particular, the image of a particle depends on the size and material of 
the particle; wavelength and polarization of the incident light and physical focus of 
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Figure 3 ·2: (a) Experimental setup of the IRIS modality. (b) Layered 
substrate illustrating the reference and scattered beams. 
the optical system and hence cannot be computed using a linear systems approach. 
Using the full width at half maximum (FWHM) of the image of a dipole computed 
by the forward model, we found that the resolution of the IRIS system is found to 
be 420 nm. In Fig. 3·4, we show the computed responses of 100 nm gold and 100 nm 
polystyrene particles computed separately at the focus planes where their visibility is 
maximized. Gold and polystyrene have different polarizability and hence the result-
ing particle profiles are different. Polystyrene particles are used to model scattering 
from nano pathogens since their polarizability is similar those of nano pathogens. 
The aim of the IRIS is to detect and characterize nanoparticles that are imaged 
on the surface of the chip. Since the resolution of the IRIS microscope is 420 nm, 
each nanoparticle on the surface of the chip can be detected individually as diffraction 
limited spots as long as they are not within one resolution spot . Given the particle 
type, wavelength and polarization of the incident light and focus of the imaging sys-
tem, the expected image of each size of particle can be computed via the forward 
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F igure 3·3: (a) Image of 40 nm gold nanoparticles taken at a wave-
length of 525 nm. (b) Response of an individual gold nanoparticle. 
(a) (b) 
Figure 3 ·4: Computed images of 100 nm (a) polystyrene (b) gold 
particles. Since gold and polystyrene have different polarizability, the 
resulting particle profiles are different, showing the dependence to ma-
terial type. The response of both particles are computed separately at 
the focus planes where their visibility is maximized. 
model. Then, given the particle locations, one can use the computed responses of 
the particles over a range of sizes to determine the size of the particle on the chip. 
Computed images of gold nanoparticles of varying sizes are shown in Fig. 3·5. How-
ever, the process of comparing with templates can be avoided if the contrast of the 
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(a) (b) (c) 
Figure 3·5: Computed images of gold nanoparticles (a) 40 nm (b) 50 
nm (c) 60 nm. The response of each particle was computed separately 
at the focus planes where their visibility is maximized. 
particle allows one-to -one matching from size to contrast. The contrast of the par-
tide is defined as the ratio of its peak value to the background. In our theoretical 
computations with the forward model, we assume that when there are no scatterers 
on the interferometric surface, only the reference field is detected at the detector and 
it can be normalized so that the recorded intensity I= 1 in Eq. 3.2. In Fig. 3·6, we 
plot the computed contrast values of gold and polystyrene nanoparticles under green 
and red LED illumination, 525 nm and 635 nm in wavelength, respectively. For gold 
nanoparticles, the contrast values of the particles increase monotonically with size 
for both wavelengths. For polystyrene particles, under green light we observe that 
contrast curve is double-valued for large sized particles; however this can be avoided 
by using red light. 
We now give a workflow of the IRIS imaging system in Fig. 3· 7. Once the inter-
ferometric image is obtained, each particle is detected and its contrast is computed 
using its peak response and median of its local background. Notice that, using the 
local background information accounts for any irregularities on the chip surface. This 
contrast value is used to determine the size of the particle from a pre-computed look-
up table. In general, dirt and other experimental residues can be detected as particles 
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Reponse vs Size Curve for Gold Particles 
-- Green LED (525 nm) 
-- Red LED (635 nm) 
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(a) 
Reponse vs Size Curve for Polystyrene Particles 
-- Green LED (525 nm) 
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Figure 3·6: Normalized intensity of nanoparticles with respect to size 
and wavelength. (a) Gold nanoparticles (b) Polystyrene nanoparticles. 
too. However , the sizing ability of IRIS eliminates such particles if they are not within 
the expected size range of the particle. 
ceo camera 
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Particle detection and 
analysis 
F igu re 3· 7: Workflow of the IRIS platform. 
3.3 Applications of the IRIS Sen sor 
104 nm 
polystyrene beads 
on IRIS chip 
The IRIS modality has been used in various nanoparticle imaging and detection ap-
plications and we review some of these applications here . Perhaps one of the most 
promising applications of IRIS is viral pathogen detection since outbreaks of viral 
infections require fast and effective characterization of the underlying causes. Cur-
rently standard virus detection techniques include enzyme-linked immunosorbent as-
says (ELISA), viral cultures and reverse transcriptase polymerase chain reaction as-
says (RT-PCR) which detects the presence of viral nucleic acids. None of these tests 
have the required simplicity and high sensitivity combined. IRIS can be a viable 
alternative since it does not require any sample preparation and is capable of imag-
ing common pathogens such as HlNl influenza virus (Daaboul et al., 2010) . In this 
study, pathogens were captured on the chip surface using surface chemistry. The 
chip surface was treated with Poly-1-lysine creating a positively charged surface and 
negatively charged HlNl immobilizes on the surface. 
60 
Viral pathogen detection capabilities of IRIS have been enhanced by using high 
affinity capture antibodies. This is achieved by spotting antibodies to the chip surface 
that can selectively bind to the target virus' membrane glycoproteins. To be able to 
spot antibodies to the chip surface, the chip surface is functionalized with MCP-2 co-
polymer from Lucidant Polymers LLC (Sunnyvale, CA, USA). The co-polymer has 
N-Hydroxysuccinimide (NHS) group t hat allows the sensor surface to form covalent 
links with primary amines. Then, antibodies that are specific to the target pathogen 
are spotted on the chip surface by the virtue of NHS-amine bonds. As a result when 
virus is introduced to the chip surface, they bind to the surface by the antibody-
antigen bonding. The chip surface before and after introduction of virus is illustrated 
in Fig. 3·8. By spotting different antibodies to different regions of the chip, many 
different types of pathogens can be detected in a multiplexed manner. An example 
of such a multiplexed chip is shown in Fig. 3·9 where existence of hemorrhagic fever 
pathogens, Lassa, Marburg and Ebola together with vesicular stomatitis virus (VSV) 
are sought. By the virtue of ready-made diagnostic chips, IRIS requires minimal 
sample preparation and a field-deployable, portable version of the IRIS instrument 
has been built and presented in (Reddington et al. , 2013). 
Monroe et al. developed a clinically viable method to test for protein biomarkers 
using 40 nm gold nano particles (Monroe et al. , 2013). Given a blood sample of a 
patient, t he aim is to detect the presence of certain antibodies that are markers of 
certain features such as allergy. Monroe et al. demonstrated the proof of concept with 
,8-lactoglobulin detection. In order to detect t he presence of this protein molecule , 
the chip surface is first functionalized with co-polymer and then anti- ,8-lactoglobulin 
is spotted to the chip surface. Similar to the virus-antibody binding, ,8-lactoglobulin 
forms a bond with its antigen. However, the ,8-lactoglobulin molecule is smaller than 
10 nm and has a weak scattering behavior and hence, cannot be detected with IRIS . 
y Antibody specific to the virus membrane 
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Figure 3·8: (a) IRIS chip surface is first funct ionalized with a polymer 
(shown in green) and then antibodies specific to the virus to be captured 
is used as surface probes. (b) After the introduction of the virus to 
the chip surface, virus membrane proteins and surface antibodies bind 
resulting in the capture of the virus. 
Lassa Antibodies 
Marburg Antibod ies 
--~ Ebola Antibodies 
--~ VSV Antibodies 
Figu re 3 ·9: Multiplexed virus detection on a IRIS chip. Each row 
of spots has been coated with antibodies specific to the virus to be 
detected. In this chip, spots have been created to detect hemorrhagic 
fever pathogens, Lassa, Marburg and Ebola. Spots have been created 
to test for the model nano-pathogen, Vesicular Stomatitis Virus (VSV), 
too. 
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Instead of directly detecting the molecules of interest, labels that can quantify the 
existence of the molecule can be utilized. Monroe et al. used 40 nm-gold nanoparticles 
that are functionalized with anti-,8-lactoglobulin as labels to detect the presence of 
the molecule of interest in a sandwich model. This is illustrated in Fig. 3·10. Once 
serum or whole blood is introduced to the chip surface ,8-lactoglobulin, if exists in the 
inquiry sample, is captured on the surface due to antibody-antigen bonding. Then, 40 
nm functionalized gold nanoparticles are introduced to the chip surface which results 
in capturing ,8-lactoglobulin in a sandwich model. 
We also would like to elaborate on the use of 40 nm gold nanoparticles in this 
protein tagging experiment. As can be seen from the plot given in Fig. 3·6 (a) , under 
525 nm green light, 40 nm gold nanoparticles have a contrast around 4% and it is 
natural to consider the use of larger gold particles that are easier to detect due to their 
higher contrast. For example, micro particles have been used in protein detection in 
(Mulvaney, 2011) due to their high visibility. However, diffusion of particles and 
proteins on the assay decreases as the size of the This in turn effects sensitivity and 
increases incubation time. The diffusion constants of particles can be computed using 
the Einstein-Stokes equation as done in (Monroe et al., 2013). Using micro particles 
decreases the diffusivity by two orders of magnitude compared to 40 nm particles and 
requires the use of external force fields for increased kinetics (Mulvaney et al., 2009; 
Mulvaney, 2011). 
IRIS is a flexible, simple platform that has the potential to improve upon many 
existing diagnostic techniques. Furthermore, it can be easily multiplexed to detect 
multiple types of nano pathogens due to specific antibody-antigen pairing relation-
ships. However, multiplexing capabilities of IRIS is not limited to the specific binding 
of viral pathogens. As mentioned in the previous section, other than the size, CCD 
images of particles depends on the particle polarizability, wavelength and polariza-
y 
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Figure 3 ·10: (a) IRIS chip surface is first functionalized with a poly-
mer (shown in green) and then anti-,8-lactoglobulin is spotted to the 
surface. (b) After the inquiry sample is introduced to the chip sur-
face, ,8-lactoglobulin attaches to its antigen. Finally, functionalized gold 
nanoparticles are introduced to the chip surface to detect the presence 
of ,8-lactoglobulin with IRIS. 
tion of the incident light and focus plane of the optical system. These parameters 
can be used to obtain particle signatures to identify and discriminate different types 
of particles on the same chip. The most straightforward multiplexing technique can 
use different size nanoparticles to identify the presence of different protein biomark-
ers, i. e. , using 40, 50 and 60 nm gold nanoparticles to tag different antibodies. 
Another way to achieve multiplexing can be facilitated through recording particle 
signatures over varying focus planes. In Fig. 3·11, we show the computed images of 
a 100 nm polystyrene and a 50 nm gold nanoparticle at various focus planes. For 
both particles, we first separately computed the focus planes where their contrast is 
maximized. Then we generated particles images with { -1000 nm, -500 nm, 500 nm, 
1000 nm} offsets to the focus plane. For both particles we observe that the particle 
profile changes drastically with focus which is due to the non-identical optical path 
introduced by the defocus on the reference and scattered fields. The phase difference 
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introduced by the polarizability of the particles results in different particle signatures 
that can be used to identify them. Other parameters of the optical system can be 
used to enhance multiplexing capabilities of IRIS as well. In particular, polarization 
of the incident light can be used to identify particles that have different morphology. 
These are further discussed in Chapter 7. 
(a) (b) (c) (d) (e) 
(f) (g) (h) ( i) (j) 
Figure 3·11: Computed images of 100 nm polystyrene (top row) 
and 50 nm gold (bottom row) nanoparticles at various focus planes. 
Columns correspond to {-lOOOnm, 500nm, 0 nm, 500 nm, lOOOnm} fo-
cus planes where the 0 nm plane corresponds to the focus plane where 
the particle has the highest contrast and has been computed for each 
particle independently. 
3.4 The Need for Image Processing in IRIS 
In using the IRIS instrument , the only interaction that is required is to place the chip 
under the microscope and then manually focus the microscope so that the particles 
are visible and can be sized accordingly with respect to the forward model that 
will be introduced in Chapter 7. However, this focusing operation is a laborious 
one necessitating input from an experienced user. This is due to the fact that the 
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(a) (b) (c) 
Figure 3·12: Focusing of the incident light in IRIS: The beam is 
focused on the (a) particle, (b) Si02 layer, (c) Si layer. Each focusing 
scenario results in a different phase relationship between the scattered 
and reference beams. 
response of the nanoparticles in an interferometric high-NA imaging system is highly 
dependent on the focus plane of the optical system as illustrated in Fig 3·11 where 
particle profiles change drastically with 500 nm change in focus plane. Focus is an 
ill-defined term in this interferometric system since focusing the beam on the particle 
or on the surface results in different phase relationships between the scattered and 
the reference beams. Furthermore, focusing to the surface is ambiguous due to the 
bi-layerecl surface. In Fig. 3·12, we show three cases of focusing of the objective lens: 
In the first case, the beam is focused on the particle and this is the focus plane that 
yields the maximum contrast , most visible nanoparticle image. The 0 nm focus plane 
images illustrated in Fig 3·11 for 100 nm polystyrene and 50 nm gold nanoparticles 
are obtained with this focusing scenario. In the second case, the beam is focused on 
the Si02 layer whereas in the third case the beam is focused on the Si layer. Focusing 
on the Si02 or Si surfaces would change the phase relationship between the scattered 
and reference beams and yield particle images that are not as visible. Focusing is a 
crucial task for IRIS and robust focusing techniques have to be employed for IRIS 
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for ease of use. We propose a robust detection-based focusing technique for IRIS in 
Chapter 8. 
There exists many automated focusing techniques for many microscope modalities 
using a range of metrics. A review of these techniques can be found in (Sun et al., 
2005). Perhaps the most widely used metric considers the high frequency content 
in images since high frequency information directly corresponds to the sharpness of 
edges in images when noise is not an issue. In IRIS chips, we have fiduciary regions 
that can be used to maximize the high frequency content. There are two issues in 
using frequency-based focusing technique: The first one is due to the fact that the 
physical focus to the surface of the chip obtained via the fiduciary regions do not 
correspond to the maximum contrast yielding focus plane for particles of interest as 
explained above. This is expected and the relationship of the two focus planes can 
be determined using and extending the forward model introduced in Chapter 7. The 
second is due to the accuracy of the focusing using the frequency content information. 
Such a focusing should yield the optimal focus plane of the surface with very high 
accuracy so that the computed relationship between the optimal focus plane of the 
surface and the nanoparticles will hold. However, we have observed that the surface 
focus obtained by maximizing the high frequency information is not accurate to the 
required precision due to noise, imperfections imposed by the objective of the imaging 
system and angular etching of the fiduciary regions on the substrate surface. 
In this dissertation, we propose a detection-based autofocusing algorithm to facil-
itate robust localization of particles of interest on the chip surface without any user 
interaction. Recently, a detection-based autofocusing technique using detection tools 
developed in this dissertation has been proposed in (Reddington et al., 2013) . The 
idea of the detection-based technique is to find the focus plane that has the most par-
ticles. The technique introduced in (Reddington et al., 2013) works well for samples 
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that have enough particles but, is prone to converge to an erroneous focus plane when 
the particle density on the surface is low. Such scenarios can exist fairly frequently, 
i. e. , a negative test sample. We improve this existing algorithm by introducing 
fiduciary nanoparticles on the chip surface that are called reference nanoparticles 
(RNPs). This improved detection based technique is presented in Chapter 8. 
Obtaining particle signatures over varying focus planes is crucial for future mul-
tiplexing capabilities of IRIS to detect the presence of different types nanoparticles 
that can be used to quantify the existence of different markers on the same substrate. 
Particles of different materials have different polarizability and hence, have different 
signatures over varying focus planes as shown in Fig 3·11. As a result, in general, 
there is no single focus plane that allows for simultaneous detection of different types 
of particles and collection of particle signatures with varying focus is needed. These 
two focus dependent tasks, autofocusing and obtaining particles signatures, require 
the localization of each particle at each focus plane as particle profiles change dynam-
ically. 
N anoparticle sensing is a recent technology and current research mostly focuses 
on building robust systems that can detect nanoparticles. Robust, efficient and auto-
mated localization and characterization of nanoparticles are crucial tasks for success 
of these sensing technologies. However, there have not been many studies on localiza-
tion of nanoparticles in a wide-field imaging system where thousands of nanoparticles 
of various sizes can exist on the same image with varying characteristics. In this 
dissertation, we present a technique to robustly identify nanoparticles in wide-field 
interferometric images using interest point detectors from computer vision. 
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3.5 Related Work 
The closest body of work to nanoparticle localization and detection is in the field of 
cell imaging. Cell counting/ segmentation techniques have been studied for the last 6 
decades due to rapid advances in microscopes. Various types of microscopes such as 
bright-field , phase-contrast, differential interference contrast, fluorescence, have been 
used to image cells. Each microscope modality results in different types of images and 
to facilitate automatic analysis of acquired images a vast of amount literature focusing 
on counting, segmentation and identification of cells has been produced (Meijering, 
2012). These employ various kinds of segmentation techniques from thresholding, 
blob detection, morphological operations, region growing to graph-cuts. Review of 
this vast literature is beyond the scope of this chapter and reviews of this literature 
can be found elsewhere (Ruusuvuori et al. , 2010; Meijering, 2012). 
There are important differences between cell and nanoparticle imaging. One 
very important difference that applies to all cell imaging techniques regardless of 
the modality is the sheer size of the cells that no longer makes the system diffraction-
limited. Cells span a wide size from 1p,m to 100 p, m which makes them at least 
one order of magnitude larger than nanoparticles. Due to this size, cells do not ex-
hibit themselves merely as a diffraction limited spot, but rather the PSF causes a 
blurring. This size difference makes it apparent in scattering strength as well. As 
discussed earlier, the scattering from nanoparticles is very close to the noise floor of 
t he detectors. In particular, in fluorescence imaging, labeling by fluorescence intro-
duces secondary labels to the cells that improves the contrast of cells significantly. 
However, in nanoparticle sensing we only benefit from the interaction of light with 
t he nanoparticles and detect the response directly at the CCD camera which is close 
to the background, especially if the particles are not in focus . N anoparticle detection 
and count ing has its own unique challenges that require addressing them in a manner 
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relevant to the physical sensing model. 
Nevertheless there are many techniques that can be borrowed from the cell detec-
tion and segmentation literature. One very widely used technique in cell segmentation 
has been the watershed transform (Malpica et al., 1997; Ancin et al., 1996). The suc-
cess of this method depends on the distance map and the seeds used to initiate the 
segmentation process. If a seed is not placed on the cell, the watershed transform 
won't be able to identify that cell as a separate entity. This is still an active research 
area with new seeding techniques being proposed (Koyuncu et al., 2012). Recently, 
graph-cut techniques have been very popular in computer vision and image processing 
(Boykov and Funka-Lea, 2006). These methods have been used in cell segmentation 
as well (Al-Kofahi et al., 2010; Danek et al. , 2009; Lesk et al., 2010). These techniques 
pose the segmentation problem as a discrete optimization problem where an energy 
functional combining an appearance model with a pairwise MRF model is used. Al-
Kofahi et al. (Al-Kofahi et al., 2010) showed individual segmentation of cells using 
graph coloring followed by graph-cuts. In (Danek et al., 2009) and (Lesk et al. , 
2010), the authors posed energy functionals that suit the cell segmentation problem 
better. While such techniques perform well in cell segmentation, the small area that 
nanoparticles span in an image causes the MRF term to exhibit a phenomenon called 
shrinkage bias in which the perimeter of the object becomes very costly to represent. 
In such situations, the objects are rather identified as background. Furthermore, in 
the heart of these technique lies the assumption that objects on the foreground have a 
uniform intensity distribution however this does not apply to nanoparticles since the 
PSF of the optical system is a fast decaying exponential. As mentioned earlier the 
response of the particles can be computed in advance and this motivates for matched 
filtering based detection scheme. However since the particles to be imaged have size 
distribution, PSFs corresponding to all these sizes should be used as templates. Fur-
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thermore due to the non-uniform background, normalized cross correlation followed 
by non-maximum suppression still has too many false positives. 
In Chapter 7, we pose nanoparticle detection as an interest point detection prob-
lem. Interest point detection is a well studied subject in computer vision and aims to 
find unique and repeatable features in images that can facilitate tasks such as object 
detection and recognition. Due to the diffraction limited nature of IRIS , virus and 
nanopart.icles are well localized and local extrema on the pixel space. Such features 
are characteristics of what is called an interest point in computer vision community. 
There is vast literature on feature detectors in computer vision and detectors are in 
general classified with respect to the structures they often find. Common detectors 
find corners, junctions, blobs and regions that are informative. Each type of detector 
has its own merits: Corner based detectors (Harris and Stephens, 1988) are good 
at accurate localization of detected featmes and are well su ited for applications in 
which localization is important such as camera calibration. Blob detectors (Linde-
berg, 1994) although not as good in localization, are better in estimating the size 
and shape of the detected features. Another important aspect of detectors is their 
invariance to possible image transformations such as translations, rotations, scale 
changes and perspective changes. In microscopy it is common to have translations 
and small rotations while acquiring data. Common feature detectors are translation 
and rotation invariant. A review of existing interest point detectors can be found in 
(Thytelaars and Mikolajczyk, 2008). Others have used interest point detectors in the 
context of cell imaging (Byun et al., 2006; Chaudhury et al., 2010; Al-Kofahi et al., 
2010; Jiang et al. , 2010). In (Byun et al. , 2006), the authors use a single scale fixed 
Laplacian of Gaussian (LoG) filter to detect cell structures with a particular size. In 
(Chaudhury et al. , 2010), the authors propose to use the difference of Gaussian-like 
box splines that closely resembles a LoG filter. Al-Kofahi et al. uses multi-scale 
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LoG filter with scale control to identify seed points in cell nuclei. In (Medyukhina 
et al. , 2013) the authors compare seeding techniques for seeding-based segmentation 
techniques and conclude that seeding based on LoG is the most robust approach. 
In this dissertation, we present a new detector based on multi-scale blob detectors 
to detect nanoparticles of interest in IRIS images. In Chapter 7, we take a bottom-up 
approach starting from the electromagnetic modeling of image formation and discuss 
properties of interest point detectors that are relevant for nanoparticle detection. We 
tailor the nanoparticle detector using the physical forward model. 
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Chapter 4 
Regularized Ultrasound Imaging 
In this chapter, we present a model-based framework for ultrasound imaging that esti-
mates a complex-valued reflectivity field using single-frequency Fourier domain data. 
The framework is based on a regularized reconstruction of the underlying reflectivity 
field using a wave-based linear model of the ultrasound observation process. The phys-
ical model is coupled with nonquadratic regularization functionals, exploiting prior 
knowledge that the underlying field should be sparse. The resulting optimization 
problem for image formation is solved using efficient numerical algorithms. 
In Section 2.4 of Chapter 2, we have reviewed the existing techniques for regular-
ized ultrasound. There are a number of aspects of the work presented in this chapter 
that differentiate it from the existing literature. The proposed framework can seam-
lessly handle complex-valued, single-frequency Fourier domain data and estimates a 
complex-valued reflectivity distribution. The proposed method uses a Sobolev-type 
functional incorporating simultaneous penalties on the magnitude of the underlying 
complex reflectivity field as well as the gradient of this magnitude. This enhanced 
dual penalty functional contrasts those used in (Carfantan and Mohammad-Djafari, 
1995; Husby et al. , 2001; Battle et al. , 1997; Lavarello et al. , 2006; Viola et al. , 2008). 
Further, t he corresponding optimization algorithms provide a straightforward and 
efficient solut ion when complex fields are used with penalties on t he gradient of the 
magnitude thus avoiding the need for general and expensive Monte Carlo sampling 
techniques (Husby et al. , 2001), expanded field definitions (Battle et al. , 1997) or 
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specialized computational hardware (Viola et al. , 2008). The proposed method is 
used to process experimental data and verify the anticipated improvement in image 
quality compared to the conventional synthetic aperture focusing technique (SAFT). 
Results from the experiments show how the proposed approach can provide improved 
resolution, reduced artifacts, and robustness to data loss compared to convent ional 
imaging methods. These gains are especially seen in challenging observation scenarios 
involving sparse and reduced apertures. 
4.1 Observation Model For Ultrasound Scattering 
The observation model used for ultrasound scattering is based on a linearization of 
the scalar wave equation, as developed in (Battle et al. , 1997) and (Battle, 1999) , and 
is summarized here. The free space Green's function is used to model the scattered 
field in space in response to a point source of excitation: 
G (/r' _ r/) = exp (jk ()r' - rl)) 
47r lr - rl ( 4. 1) 
where r and r' denote the source location and the observation location m three-
dimensional space, respectively, and k is the wavenumber. It is assumed that imaging 
is carried out with a single element transducer acting in pulse-echo mode, that is, 
only backscatter data is collected and that the transducer can be moved to a number 
of different locations. For this initial work it is assumed that the background is 
homogeneous and the wave suffers no scattering until an impenetrable scatterer is 
encountered. This assumption is reasonable for cases of strong reflectors of acoustic 
energy, e.g., shrapnel or kidney stones in the body and or cracks in nondestructive 
evaluation, where the scattering from the background medium is weak in comparison 
to the target. This is equivalent to the Born approximation and one can linearize 
the Lippmann-Schwinger equation using Born approximation to obtain the following 
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observation model (Novotny and Hecht, 2006): 
y (r') = c j G2 (lr' - rl) f (r) dr (4.2) 
where y ( ·) denotes the observed data and f ( ·) denotes the underlying, unknown 
backscatter function which we will refer to as the reflectivity field and which for gen-
erality is taken to be complex-valued (Mu et al. , 2005). Complex-valued reflectivity 
fields are common in coherent imaging and allow the observation model ( 4.2) to cap-
ture the impedance of surfaces where the underlying material has a layered structure, 
for example, shrapnel from bullets where the jacket and internal alloy are different, 
or the lamellar structure of kidney stones. In ( 4.2), c is a constant scaling factor 
that depends on the wavenumber, electro-mechanical coupling and other calibration 
factors and it is assumed that c = 1 throughout this work. Note that squaring the 
Green's function captures the two-way travel from the transducer to the target and 
back. Also note that t he observation model above involves essentially a shift invari-
ant point spread function. The model is discretized and t he presence of measurement 
noise is taken to be additive to obtain the following discrete observation model: 
g = Hf+n (4.3) 
where y and n denote the measured data and the noise, respectively, at all trans-
ducer positions; f denotes the sampled unknown reflectivity field ; and H is a matrix 
representing the discretized version of the observation kernel in ( 4.2). In particular, 
each row of H is associated with measurements at a particular t ransducer position. 
The entire set of transducer positions determines the nature of the aperture used in 
a particular experiment, and the matrix H carries information about the geometry 
and the sparsity of the aperture. 
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4.2 Sparsity-Driven Ultrasound Imaging 
4.2.1 Imaging Problem Formulation 
Given the noisy observation model in (4.3), the imaging problem is to find an estimate 
off based on the measured data g. The conventional ultrasound imaging method of 
SAFT essentially corresponds to using HH , the Hermitian adjoint of the operator H , 
to reconstruct the underlying field f : 
~ H 
f sAFT = H g (4.4) 
SAFT has no explicit or implicit mechanisms to deal with low quality and limited 
data; hence it yields images with diffraction artifacts and low resolution in such 
scenarios. 
In contrast, the method presented here obtains an image as the minimizer of a cost 
or energy functional which takes into account both the observation model ( 4.3) as 
well as terms reflecting prior information about the complex valued field f . One type 
of generic prior information that has recently been successfully applied in a number 
of imaging applications, such as astronomical imaging (Starck and Bobin, 2010), 
magnetic resonance imaging (Lustig et al. , 2007) and computer assisted tomography 
(Cao et al. , 2007; Yu and Wang, 2009), involves the sparsity of some aspect of the 
underlying field . In t he context of ultrasound imaging, such sparsity priors can be 
a valuable asset since in many applications of interest the underlying field should 
be fairly sparse in terms of both the location of inclusions, as well as the boundaries 
between such inclusions and the homogeneous medium. Overall, the proposed method 
produces an image as the solut ion of the following optimization problem, which will 
be called sparsity-driven ultrasound imaging (SDUI): 
fsnui = argmin J (f) 
f 
( 4.5) 
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where the objective function has the following form: 
(4.6) 
In (4.6), 11·1 1~ denotes the t'p -metric (for p 2': 1 it is also a norm ), D is a discrete 
approximation to the derivative operator or gradient , lfl denotes the vector of mag-
nitudes of the complex-valued vector f, and .A1 , .A2 are scalar parameters that will 
be discussed below. Here D was implemented using first order differences in hori-
zontal, vertical and diagonal directions. The formulation ( 4.5), ( 4.6) starts from the 
measured acoustic waveforms and is not simply a post processing of a formed image. 
The first term in ( 4.6) is a data fidelity term, which incorporates the Green's-
function-based observation model (4.2), and thus information about sensing geome-
try e.g., aperture. The second and third terms in ( 4. 6) are regularizing constraints 
that incorporate prior information regarding both the behavior of the field f and the 
nature of features of interest in the resulting reconstructions. By choosing 0 < p :::; 1 
these terms favor sparsity in their arguments (Donoho et al., 1992). In particular, 
the sparsity favoring behavior of the second term preserves strong scatterers while 
suppressing artifacts. Similar objectives have been previously achieved in the context 
of nuclear magnetic resonance spectroscopy (Sibisi and Skilling, 1984), astronomical 
imaging (Gull and Daniell, 1978) and ultrasound imaging using maximum entropy 
methods (Battle et al. , 1997). The third term has the role of smoothing homoge-
neous regions while preserving sharp transitions, such as those between cracks and 
background or kidney stone and the tissue. Such constraints have been applied in 
real-valued image restoration and reconstruction problems by using constraints of the 
form IIV'fll 1 (Charbonnier et al. , 1997; Vogel and Oman, 1998). However, straight-
forward independent application of such a term to the real and imaginary parts of 
the complex valued field f does not directly control the behavior of the magnitude 
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(<;etin, 2001), which is what is typically desired. Here, the gradient is applied to the 
magnitude of the field through use of the prior term IIVIflll~, which directly imposes 
coherence on the magnitude off while preserving discontinuities in the magnitude. 
The values of the scalar parameters )q and ..\2 determine the relative emphasis on the 
regularizing sparsity constraints. Unfortunately, the resulting cost function in ( 4.5) 
is non-quadratic, and thus its minimization is non-linear and potentially challenging. 
For its solution we adopt the efficient optimization method developed in (<;etin and 
Karl, 2001) in the context of synthetic aperture radar, which is summarized next. 
4.2.2 Solution of the Optimization Problem 
In order to avoid problems due to the non-differentiability of the l!p -metric around the 
origin when 0 < p:::; 1, we use the following smooth approximation to the l!p -metric 
in ( 4.6) 
K 
liz II~~ I: (l(z\1 2 + cr12 (4.7) 
i = l 
where E > 0 is a small constant, K is the length of t he complex valued vector z , and 
(z)i is the ith element of z. Using the approximation in (4.7), we obtain a modified 
cost function: 
N 
lm (f)= llg - Hfll ; + ..\1 L (l(f)i l2 + c)P/2 
i = l 
M 
+..\2 L (I(D lfl)i l2 + c)P/2 (4.8) 
i=l 
Note that Jm (f ) -+ J (f) as E-+ 0. The minimization of J (f) or Jm (f) does not yield 
a closed-form solut ion for f in general so numerical optimization techniques must be 
used. We employ the quasi-Newton method developed in Ref. (<;etin and Karl, 2001) 
that accounts for the complex-valued nature of the ultrasound imaging problem and 
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the associated prior terms. The gradient of the cost function is expressed as: 
( 4.9) 
where 
T (f) 6 2HHH + p.\lAl (f) ( 4.10) 
+ p.\2ipH (f) DT A2 (f) D if! (f) 
A1 (f) 6 . { 1 } (4.11) dmg (l(f) il2 + E)l- p/2 
A2 (f) 6 . { 1 } dmg (I(D lf l)il2 + E)l- p/2 
ip (f) 6 diag { exp (- j cP [ (f) i])} 
and ¢ [(f) i] denotes the phase of the complex number (f) i. The symbol diag {-} 
denotes a diagonal matrix whose ith diagonal element is given by the expression 
inside the brackets. We use T (f) as an approximation to the Hessian in the following 
quasi-Newton iteration: 
f (n+l) = f (n) - [ T ( f (n) ) ] -1 \7 Jm ( f (n)) . ( 4.12) 
After substituting (4.9) into (4.12) and rearranging, the following fixed point iterative 
algorithm can be obtained: 
(4.13) 
The iteration (4.13) runs until llf (n+l) - f (n) II V I I f(n) l l ~ < 8, where 8 is a small 
positive constant. It was shown in Ref. ( Qetin et al. , 2006) that this algorithm can 
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be interpreted as a so-called half-quadratic algorithm, with guaranteed convergence 
to an estimate that is at least a local minimum of the cost function. 
The key step in the iterative algorithm (4.13) is the solution of a linear set of 
equations for the updated estimate f(n+l). The matrix T ( f(n) ) is sparse due to the 
observation that although His not a sparse matrix in general, HHH is usually sparse 
and sparsity of the second and third terms in T (f) is easier to recognize. The sparse 
structure ofT ( f(n) ) is well matched to efficient iterative solution by methods such as 
the preconditioned conjugate gradient (CG) algorithm (Barrett et al. , 1994) , which is 
what we use here. The CG iterations are terminated when the .€2 -norm of the relative 
residual becomes smaller than a threshold bee > 0. Overall then, there is an outer 
iteration where T (£(n)) is updated and an inner iteration where (4.13) is solved for 
a given T ( f(n) ) using an efficient iterative solver. 
4.3 Experiments and Results 
For the imaging experiments, 2-D cross sections of target objects were reconstructed 
using two methods: SAFT, (4.4), and the proposed SDUI method. Two different 
object types were imaged. First, circular metal rods made of either aluminum or steel 
were used for resolution studies. The second type of object was a more complicated 
aluminum U-shaped channel, as used in Ref. (Battle et al., 1997). In both cases the 
objects were aligned with their cross-section parallel to the array plane. 
Ultrasound experiments were carried out in a tank of water (2 x 1 x 1 m). A 
broadband single-element unfocused transducer (HI-6743, Staveley, East Hartford, 
CT) with a diameter of 4.81 mm and a nominal centre-frequency of 500 kHz was 
employed. It was excited in pulse-echo mode using a pulser-receiver (Model 5800, 
Olympus-NDT, Waltham, MA) and the echo waveforms recorded on a digital oscillo-
scope with a sampling rate of 50 MHz. The target (rod or channel) was held fixed in 
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Figure 4·1: Illustration of the imaging setup: A broadband single-
element unfocused transducer performs a raster scan in a plane parallel 
to the cross-section of the object. At each scan location the transducer 
sends an acoustic pulse and then detects the echo. For all experiments, 
the initial distance between the object and transducer was set to be 75 
mm. 
the tank. The transducer was mounted to a computer controlled positioning system 
and was initially placed at a distance of 75 mm from the target. The transducer was 
then scanned in a raster pattern in a plane parallel to the cross-section of the target 
and pulse-echo data recorded at each location, i.e., in a multi-monostatic arrange-
ment. The imaging setup is illustrated in Fig. 4·1. In the case of a single object , the 
scan plane covered a square with a side of 64 mm with 1 mm separation between each 
scan location, while in the case of multiple objects, it covered a square with a side of 
96 mm with 1.5 mm separation between each scan location. In both cases a full scan 
forms a 64 x 64 grid with a total of 4096 scan locations. The echo data was time-
gated from 90 f.J,S to 170 f.J,S in order to isolate the reflected signals from other signals, 
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reflections from the target holder and the tank walls. The time-gated received signal 
was transformed to the frequency domain. In all experiments, the peak of the echo 
spectra was found to be around 320kHz. Data from this single frequency was used in 
the image formation, which corresponds to a wavelength of 5 mm in water. For the 
transducer employed, the Rayleigh distance at 320kHz was 3.9 mm and the far-field 
-6 dB half-angle beamwidth was 43.5 degrees. At the imaging range of 75 mm the 
beamwidth corresponded to a lateral beam extent of 142 mm. The expected lateral 
resolution of SAFT is half the diameter of the transducer, d/2 = 2.4 mm (Gough and 
Hawkins, 1997). 
For each experiment, reconstructions were carried out for three data scenarios. 
The fhst is referred to as the full data scenario where data from all 4096 scan locations 
on the 64 x 64 grid was employed. The second, referred to as a sparse aperture, 
corresponded to a subset of the locations chosen with random and irregular sampling 
over the full support of the 64 x 64 grid. The sparse apertures reported here include 
25%, 14.06%, 6.25% and 3.5% of all scan locations. The third scenario, referred to as 
a reduced-support aperture, consisted of the same number of locations as the sparse 
aperture but the locations were restricted to squares with sides that were 50%, 37.5%, 
25% and 18.75% of the full aperture, i.e. a 50% reduction in each dimension reduces 
the total number of scan locations by 0.5 x 0.5= 0.25. These notions are illustrated 
schematically in Fig. 4·2. The motivation in choosing the two degraded scenarios was 
to contrast the effects of the amount of data available and the size of the aperture 
on the reconstruction. In particular, in reduced aperture scenarios, the resolution of 
SAFT is expected to degrade as the aperture size, 64 mm or 96 mm, for the full data 
scenario is smaller than the lateral width of the beam, 142 mm, hence reducing the 
aperture will remove signals with information about the target. 
For all reconstructions with SDUI, a value of p = 1 was used in the penalties 
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Figure 4 ·2: Illustration of data acquisition scenarios being considered. 
(a) Full aperture case for an 8 x 8 grid of scan locations. (b) Sparse 
aperture case: The data is collected from the marked locations that are 
irregularly and randomly distributed over the full support of the 8 x 8 
grid. (c) Reduced aperture case: Marked scan locations concentrated 
in the center of the full aperture is obtained by uniformly decreasing 
the aperture support in each dimension. 
of (4.6) or (4.7) and the regularization parameters, ,\1 and ,\2 , were chosen to yield 
reconstructions judged best by visual inspection. The sensitivity of the reconstruction 
to these regularization parameters is discussed in Sec. 4.3.3. The smoothing parameter 
in ( 4. 7) was set to be E = 10-10 , which was observed to be small enough not to affect 
the behavior of the solutions. For all the experiments the SDUI method was initialized 
with a field of zeros and the tolerances for ending the iterations were 6 = bee = 10-3 . 
4 .3.1 Experiments with rods 
The aim of these experiments was to demonstrate the resolution improvement and 
signal-to-noise ratio enhancement capabilities of SDUI compared to SAFT. Four cylin-
drical rods of different materials and diameters were used. Three rods were made of 
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316 stainless-steel with diameters of approximately 9.5 mm, 4.8 mm and 3.2 mm. The 
fourth rod was made of 6061 aluminum with a diameter of 3.2 mm. The performance 
of the imaging algorithms was first studied with single rods and then with pairs at 
various separations. 
Single Rod Results 
For all rods, reconstructions were created with the full data and then the sparse and 
reduced apertures at 6.25% and 3.5% of the full data. The results were quantified 
using full width at half maximum (FWHM) as an estimate of the diameter by calcu-
lating the average of FWHM values for horizontal and vertical cross-sections passing 
through the center of the reconstruction. Similar results were obtained for all four 
rods and therefore only results pertaining to the 3.2 mm stainless-steel rod are pre-
sented here. Fig. 4·3 shows the reconstructions by SAFT and the SDUI method using 
the full data and 6.25% and 3.5% sparse aperture data. Overall the proposed SDUI 
method suppressed the artifacts and reconstructed smooth object and background re-
gions with clearly defined boundaries between them. Furthermore, the SDUI method 
showed robustness to data sparsity relative to the conventional ultrasound imaging 
method of SAFT, which had increased artifacts as data became more sparse. 
In Fig. 4·4 the equivalent results are shown for the reduced aperture cases. In this 
case the data were reduced by reducing the aperture support, which should lead to 
resolution loss. This is clearly demonstrated by the conventional SAFT-based images. 
As the aperture was progressively reduced the apparent size of the reconstructed ob-
ject increased as the effective point spread function of the array increased. Significant 
blurring occurred in these reduced aperture SAFT-based images, that is, the bound-
ary of the rod did not appear as a sharp transition in the image. In contrast, the 
SDUI-based reconstructions retained their ability to focus the object as the aperture 
was reduced, producing a clear object image with sharp boundaries. 
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Figure 4-3: Images of the 3.2 mm steel rod using full and sparse 
aperture data. Reconstructions by SAFT using (a) full data, (c) 6.25% 
sparse dat a , and (e) 3.5% sparse dat a . Reconstructions by the SDUI 
method using (b) full data with AI = 500, A2 = 100, (d) 6.25% sparse 
data with AI = 25 , A2 = 5, and (f) 3.5% sparse data with AI = 16, 
A2 = 3. Pixel units are in millimeters. 
Fig. 4·5 displays the apparent diameters obtained from the reconstructions of the 
3.2 mm steel rod as a function of the amount of data used for both the reduced 
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Figure 4·4: Images of the 3.2 mm steel rod using full and reduced 
aperture data, corresponding to expected loss of resolution. Recon-
structions by SAFT using (a) full aperture, (c) 6.25% reduced aperture, 
and (e) 3.5% reduced aperture. Reconstructions by the SDUI method 
using (b) full aperture with )q = 500, ,\2 = 100, (d) 6.25% reduced 
aperture with A1 = 170, >-2 = 5, and (f) 3.5% reduced aperture with 
,\1 = 150, ,\2 = 3. Pixel units are in millimeters. 
and sparse aperture data cases. It can be seen that the diameters obtained from 
SDUI reconstructions are approximately 3.5 mm as the amount of data is varied. 
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In contrast, the apparent size obtained from the SAFT-based reconstructions are 
significantly larger than t he true size (at least 4. 7 mm). Further, in the reduced 
aperture cases this diameter grows dramatically as the aperture support is reduced, 
reflecting a loss of resolution with smaller aperture. 
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F igure 4 ·5: Estimated diameter values of the 3.2 mm steel rod. SAFT 
sparse (dashed and dotted), SAFT reduced (dotted) , SDUI sparse 
(solid), SDUI reduced (dashed). The curves, SDUI sparse and SDUI 
reduced, overlay each other. 
T wo R od R esults 
Experiments were then carried out usmg two different diameter rods at different 
separations to investigate the ability of conventional SAFT and the SDUI method to 
resolve closely spaced objects. Results are just shown for reduced aperture scenarios 
as t he sparse aperture data scenarios were similar to the single rod case and so are 
not presented here. Fig. 4·6 shows reconstructions by SAFT and SDUI of the 9.5 mm 
and the 4.8 mm steel rods separated by 5 mm using the full data, 6.25%, and 3.5% 
reduced aperture data. As 5 mm separation corresponds to two times the expected 
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lateral resolution of SAFT, it can be seen that both methods separated the two rods 
in the full data case, however for the reduced data cases SAFT was unable to resolve 
the rods whereas the SDUI method succeeded to resolve the rods. In Figs. 4·7 (a) 
and (b), the normalized cross sections of the two rod reconstructions of Fig. 4·6 are 
presented for a line passing through the center of both rods. As the aperture was 
reduced, conventional SAFT failed to resolve the two rods and instead merged them 
into a single object. In contrast, the SDUI method was able to resolve the two objects 
even as the aperture was reduced. 
Finally, in Figs. 4· 7 (c) and (d) cross sections are shown from the reconstructions 
of the 3.2 mm stainless-steel rod and the 3.2 mm aluminum rod when they were 
placed 10 mm apart. As in the case of the two steel rods, conventional SAFT method 
blurred the two rods together as the aperture was reduced while the proposed SDUI 
method resolved the two rods. 
4.3.2 Experiments with the channel 
The aim of this experiment was to demonstrate the resolution and signal-to-noise 
ratio enhancement capabilities of the SDUI method by using a more structured object 
rather than simple rods. In addition, this experiment is used to show that including 
the gradient-based regularization term in the formulation of SDUI ( 4.6) can produce 
significantly improved reconstructions. The channel used in this experiment is made 
of 6061 aluminum and has aU-shaped cross section with each side 12 mm long and 
a thickness of 2.4 mm. The comparison of the images formed by SDUI and SAFT, 
will be quantified using a target-to-clutter ratio (TCR) metric adapted from (Qetin , 
2001), which is a measure of the signal in the target region relative to the signal from 
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Figure 4·6: Images of the 9.5 mm and the 4.8 mm steel rod at 5 
mm separation using reduced aperture data, corresponding to expected 
loss of resolution. Reconstructions by SAFT using (a) full aperture, 
(c) 6.25% reduced aperture, and (e) 3.5% reduced aperture. Recon-
structions by the SDUI method using (b) full aperture with .\1 = 200, 
.\2 = 30, (d) 6.25% reduced aperture with .\1 = 3, .\2 = 0.005, and 
(f) 3.5% reduced aperture with .\1 = 3, .\2 = 0.001 . Pixel units are in 
millimeters. 
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Figure 4 ·7: Cross sections ofthe reconstructions of Fig. 4·6 (a) SAFT, 
(b) SDUI, and the 3.2 mm steel and the 3.2 mm aluminum rod at 10 
mm separation (c) SAFT, (d) SDUI. SAFT reconstructions using full 
aperture (solid), 6.25% reduced aperture (dashed) and 3.5% reduced 
aperture (dotted). SDUI reconstructions using full aperture (solid), 
6.25% reduced aperture (dashed) and 3.5% reduced aperture (dotted) . 
the back ground was employed. It can be expressed in dB as follows: 
( Jtr L(i,j)ET llij I) TCR = 20 log10 1 
1 
A 
1 
Nc L(i,j)EC fij 
( 4.14) 
where jij denotes the pixels of the reconstructed image and T and C denote target 
and clutter (background) patches in the image respectively. Since TCR is a ratio 
of target pixels to clutter pixels it does not depend on the relative amplitude of the 
reconstructed images making it favorable to compare images reconstructed by two 
different methods. However, TCR requires the labeling of the image into target and 
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background regions which is not immediately available in real data cases. To overcome 
this problem, the theoretical location and shape of the cross-section of the channel 
based on the physical dimensions of the scan plane and the channel itself was used. 
The cross-section of the channel is illustrated in Fig. 4·8. 
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Figure 4·8: Location and shape of the cross-section of the U-channel. 
Pixel units are in millimeters. 
The full data reconstructions by SAFT and SD UI were nearly identical and well 
represented the channel and therefore results are only shown for the reduced data 
cases, where the image reconstructions were more challenging. Figure 4·9 shows re-
constructions by SAFT and SDUI of the channel using 14.06% and 6.25% sparse 
aperture data. As before, it can be observed that reconstructions by SAFT exhibited 
diffraction artifacts and inhomogeneities in the object and the background regions. 
Although the channel can be observed in both sparse aperture SAFT reconstructions , 
diffraction artifacts were stronger for the 6.25% case and hence it became more dif-
ficult to distinguish the object from the background. Reconstructions by the SDUI 
method that omit the gradient-based regularization term are shown in Figs. 4·9 (b) 
and (d) for the same two sparse data cases. While these reconstructions successfully 
suppressed many of the diffraction artifacts, they yielded irregular, pointy object re-
gions making it hard to recognize the underlying structure. In contrast, the complete 
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SDUI reconstructions that include the gradient-based regularization term displayed 
robustness to data loss and yielded an accurate representation of the channel with ex-
cellent artifact suppression and greater uniformity across the target and background 
regions in spite of the loss of data. 
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Figure 4·9: Images of the channel using sparse aperture data. Re-
constructions by SAFT using (a) 14.06% sparse data and (d) 6.25% 
sparse data. Reconstructions by t he SD UI method with )..2 = 0 using 
(b) 14.06% sparse data with .>.. 1 = 20 and (e) 6.25% sparse data with 
).. 1 = 5. Reconstructions by the SDUI method using (c) 14.06% sparse 
data with ).. 1 = 600, ).. 2 = 20 and (f) 6.25% sparse data with )..1 = 250, 
)..2 = 10. Pixel units are in millimeters. 
Fig. 4·10 compares results from SAFT and SDUI using 25%, 14.06% and 6.25% 
reduced aperture data. Note that, the reduction of the aperture in this manner 
corresponds to reducing the spatial resolution of the configuration. With 25% reduced 
aperture data both methods reconstructed a shape that captured the concavity in the 
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channel, though the SAFT-based image was significantly blurred, while the SDUI-
based image retained sharpness of the U-shape. With 14.06% reduced aperture data 
t he SAFT-based image was unable to capture the concavity of the channel, but the 
SDUI image retained the concavity, though the shape was starting to degrade. With 
6.25% reduced aperture data neither of the two methods was able to capture the 
U-shape of the channel. 
Fig. 4·11 shows the TCR as a function of the fraction of data used in the recon-
struction for both the reduced and sparse data sets. It can be seen that the TCR 
values for the SDUI reconstructions are 12 dB to 36 dB better than those for the 
SAFT reconstructions. 
4.3.3 The Effect and Selection of Regularization Parameters 
Our aim in this section is to present some general guidance on the selection of the 
values .\1 and .\2 as well as some insight into their effect and sensitivity. Recall that .\1 
scales the term that emphasizes preservation of strong scatterers where as .\2 scales the 
gradient of the image and emphasizes smoothness and sharp transitions. Therefore, 
if the object features of interest are below the size of a nominal resolution cell, that 
is they should appear as "points", then they can be accentuated by choosing .\1g.\2 . 
This case leads to sparse reconstructions and can produce super-resolut ion. If instead 
the object features of interest span multiple pixels, and thus form regions, these 
homogeneous regions can be recovered with sharp boundaries by choosing .\1 << .\2 . 
In this work, the regularization parameters were chosen manually on a case-by-case 
basis. Automated selection of multiple regularization parameters is a field in its own 
right (see (Vogel, 2002; Belge et al. , 2002; Batu and Qetin, 2011)) and is beyond the 
scope of the work presented here. 
The sensitivity of SDUI reconstructions to regularization parameter selection was 
carried out for the case of the 3.2 mm steel and the 3.2 mm aluminum rod sepa-
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Figure 4·10: Images of the channel using reduced aperture data. Re-
constructions by SAFT using (a) 25% reduced aperture, (c) 14.06% 
reduced aperture , and (e) 6.25% reduced aperture. Reconstructions 
by the SDUI method using (b) 25% reduced aperture with .A 1 = 900, 
.A 2 = 20, (d) 14.06% reduced aperture with .A1 = 900, .A 2 = 15, and 
(f) 6.25% reduced aperture with .A1 = 500, .A2 = 15. Pixel units are in 
millimeters. 
rated by 10 mm imaged with with 6.25% reduced aperture data. The parameters 
that were chosen manually, that is the values that were judged by eye to give the 
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F igure 4 ·11: Quantitative comparison of SAFT sparse (dashed and 
dotted), SAFT reduced (dotted), SDUI sparse (solid), SDUI reduced 
(dashed) using target-to-clutter ratio. 
"best" reconstructions, are denoted .Ai and >.; and have values 5 and 0.4 respectively. 
Reconstructions were then carried out corresponding to regularization parameters 
that varied over two orders of magnitude from the manually selected values, i.e. , 
.-\1 E {.Ai/10, .-\i,lO.Ai} and .-\2 E {>.;/10, >.;, 10>.;}. The reconstructions are shown 
in Fig. 4· 12. The images along the main diagonal are robust to changes in the reg-
ularization parameters with both rods clearly visualized. The images in the upper 
right of the figure, where .-\1 dominates show distinct scatters but the size of each 
rod is lost . The images in the lower left, where .-\2 dominates, resulted in the rods 
merging together into one homogenous object. These results are consistent with how 
the regularization parameters should control the image formation. 
4.4 Conclusions 
A new method, namely SDUI, for ultrasound image formation has been described that 
offers improved resolvability of fine features , suppression of artifacts, and robustness 
to challenging reduced data scenarios. The SDUI method makes use of a physical 
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Figure 4·12: SDUI reconstructions of the 3.2 mm steel and the 3.2 mm 
aluminum rod separated by 10 mm reconstructed from 6.25% reduced 
aperture data for various choices of the regularization parameters. Pixel 
units are in millimeters. 
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wave-based linear model of the ultrasound observation process coupled with non-
quadratic regularization functionals that incorporate the prior information about the 
behavior of the underlying complex valued field and its magnitude. The complex 
nature of the field is handled in a natural way. The resulting nonlinear optimization 
problem was solved through efficient numerical algorithms exploiting the structure of 
the SDUI formulation. 
The SDUI method was applied on ultrasound pulse-echo data from metal targets 
in water. The results from SDUI were compared with conventional SAFT. Challeng-
ing data collection scenarios, sparse and reduced apertures, were used to test the 
robustness of the conventional and the proposed method. In sparse aperture sce-
narios conventional SAFT suffered excessive diffraction artifacts where as the SD UI 
method successfully suppressed the diffraction artifacts and yielded an accurate rep-
resentation of the underlying reflectivity field. In reduced aperture scenarios, as the 
aperture support was reduced SAFT suffered resolution loss and was unable to re-
solve closely spaced objects whereas SDUI showed super-resolution-like behavior and 
resolved closely spaced objects most of the time. Examination of the limits of the 
super-resolution capabilities of SDUI, e.g., in terms of the number of point objects 
that can be localized and resolved given a particular amount of data, could be a topic 
for future work. Such an analysis could benefit from recent and ongoing work and 
theoretical results in the domain of compressed sensing (Candes et al., 2006; Donoho, 
2006). 
The performance of the SDUI method was tested with using strong, spatially com-
pact inclusions in a homogenous background using single-frequency Fourier domain 
data. It has been observed that the proposed method exhibits better target-to-clutter 
ratio than conventional imaging, suggesting that it might perform well in limited con-
trast scenarios, such as those involving wealdy inhomogeneous backgrounds. In such 
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scenarios, the proposed approach could produce solutions with less data fidelity than 
the homogeneous background case, due to the nature of the regularizing constraints. 
Such data mismatch errors are allowed and balanced with regularization errors in the 
optimization-based framework. More severe mismatches due to model errors involv-
ing phase aberration and attenuation effects encountered in biomedical applications 
may require more complex forward models or explicit treatment of model uncertainty. 
Based on all of these observations, ultrasound imaging applications that aim to detect 
and/ or localize strong, spatially compact inclusions in a weak scattering background 
such as detection of kidney stones and localizing medical instruments are potential 
applications for the proposed method. Also, results obtained from sparse aperture 
data scenarios suggest that SDUI can alleviate the motion artifact problem observed 
when SAFT is used in medical imaging. The performance of the SDUI could be 
likely enhanced using multi-frequency data where the choice of number of frequency 
components and the appropriate weightings will be key factors to consider. Three 
dimensional reconstructions can be either performed by sequential reconstructions at 
a series of depths or alternatively, a larger inverse problem can be posed by recon-
structing the reflectivity field with spatial smoothness constraints between successive 
slices where in the latter case memory issues can arise depending on the problem size. 
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Chapter 5 
Graph Representability Conditions for 
Discrete Linear Inverse Problems 
In this chapter, we aim to expand the application of the successful graph-cut frame-
work to linear inverse problems and deconvolution. vVe analyze the structure of 
linear inverse problems, showing the relationship of t he sensing structure to graph 
non-representability of the problem and use insights from our analysis to present a 
class of linear operators that is graph representable. We propose a new method of 
variable relabeling that can transform a class of non-representable problems of this 
type to corresponding ones which are graph representable, thus allowing the use of 
graph-cut techniques for these problems. Further, we show an approach based on 
dual-decomposition that exploits this structure to solve general deconvolution prob-
lems. Initial reconstruction examples are provided to illustrate the approaches. 
5.1 Problem Setup 
We briefly review the problem formulation given in Chapter 2. We assume that an 
unknown image, represented by the n-dimensional vector f, is related to a set of noisy 
measurements, represented by the m-dimensional vector g, through a linear sensing 
operator, represented by the rn x n matrix H : 
g = Hf+ n, (5.1) 
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where n represents an m-dimensional noise vector. We focus on generating an esti-
mate of t he underlying image by minimizing a regularized energy functional of the 
form: 
J (f) = J data (f) + )..Jprior (f)· (5.2) 
The first term in t he objective function, Jdata (f), represents t he fidelity to the ob-
served data. A common choice for this term is: 
Jdata (f) = llg- Hfll~· (5.3) 
The second term Jprior (f) represents a regularizer that promotes stable solutions and 
incorporates prior information. The regularization parameter ).. balances the trade-off 
between the two terms. 
We assume that the values of the elements in f come from a discrete set .C = 
{ h, . .. , lL} , i.e., f E _en. We further assume that the labels correspond to actual 
intensity values. The corresponding minimization problem is then given by: 
argmin J (f) such t hat f E _en. 
f 
(5.4) 
Since the energy functional given in (5.4) is discrete, conventional gradient-based 
methods cannot be utilized, and minimization is challenging. 
As extensively reviewed in Chapter 2, discrete energy funct ional J (f) must be 
graph-representable, or equivalently submodular, to be minimized using graph-cut 
techniques. If the energy of interest is submodular, then graph-cut techniques exist 
to map this energy to a graph and minimize it globally. In particular, if the energy 
to be minimized is binary (i.e . 1£1 = 2) and submodular, a global optimum can 
always be found . Next, we briefly review the submodularity condit ions that an energy 
functional must satisfy and analyze the energy functional given in (5.4) with respect 
to submodularity. 
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5.1.1 Submodularity Conditions for Image Reconstruction Problems 
In what follows we will focus on submodularity conditions for discrete, binary energy 
functionals, corresponding to problems with only two reconstruction levels, i.e. £ = 
{l1 , l2 }. More general multi-label problems can be treated by solution of a sequence 
of binary problems (Boykov et al., 2001). Further, we restrict attention to energy 
functionals which have variable coupling up to the second order (i.e. quadratic), such 
as the energy functional (5.3). Such functionals can be decomposed as a sum of self 
and pairwise interaction terms as follows: 
(5.5) 
p p,q 
where ep (fp) denotes the self terms and ep,q (fp, fq) denotes the pairwise terms, with 
p, q denoting pixel indices and fp, fq denoting pixel labels, respectively. The self 
terms pose no issues from a graph-cut perspective, so we focus on the pairwise terms. 
Submodularity conditions for such discrete binary energy terms were provided in 
(Kolmogorov and Zabih, 2004). To be submodular, and thus graph representable, 
each such pairwise term must satisfy the following criterion: 
(5.6) 
where l1 and l2 are the labels that pixels p and q can assume. The coupling of pixels 
in the regularized energy functional (5.2) , can arise from two possible sources. The 
first source of coupling is due to the operator H. In particular, a non-diagonal H 
will couple pixels together. The second source of coupling is the regularizer term. 
Fortunately, popular regularizers such as the total variation regularizer satisfy the 
submodularity condition. Throughout this work, we assume that the regularizers are 
submodular , and we thus focus on the submodularity properties of the pairwise terms 
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that are due to the operator H. 
To inspect the submodularity of these terms we expand the data fidelity term as 
in (Raj and Zabih, 2005): 
p p 
+ L {HTH}(p,qJfpfq, 
(p,q) 
p-/q 
p 
(5.7) 
where{- }(p,q) denotes the (p, q)-th element in the matrix. The pixels are coupled only 
in the last term in (5.7) and if we write the submodularity condition given in (5.6) 
for this term we obtain: 
(5.8) 
which results in the following constraint for the off-diagonal terms: 
(5.9) 
The immediate conclusion is that a binary image reconstruction functional is sub-
modular if all the off-diagonals of HTH are nonpositive. In this case a global min-
imum can be efficiently found using graph-cut techniques. Unfortunately, in many 
interesting problems, such as Gaussian deblurring and tomographic reconstruction, 
the off-diagonals of the matrix HTH are physically constrained to be non-negative , 
which results in nonsubmodular energy functionals. The minimization of nonsub-
modular discrete energy functionals is in general NP-hard. In (Raj and Zabih, 2005) 
the authors derived a similar submodularity condition for a-expansion moves. We 
also note that there can be both submodular and nonsubmodular pairwise terms 
that involve the same pixel pair (p, q), - the first one can arise, for example, from 
the regularization term while the latter arises from the operator. Together they can 
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sum up to a pairwise term that satisfies (5.6). However, this effect can only help 
with nonsubmodular terms that are in the regularizer's neighborhood structure of a 
pixel. Furthermore, the regularization parameter has to be chosen in such a way to 
ensure the sum of one submodular and one nonsubmodular pairwise term is overall 
submodular. Generally, the degree of freedom of the regularization parameter is used 
to achieve other aims. 
In contrast, de-noising problems, corresponding to problems where the operator 
H is equal to the identity matrix, do not have operator induced pixel couplings and 
are thus amenable to graph-cut based optimization as long as the regularizers are 
properly chosen. Optimization of de-noising type energy functionals was reviewed in 
Section 2.5.6 of Chapter 2 in detail. 
5.2 QPBO and Flipping of Variables 
The QPBO technique was developed to solve a particular linear programming relax-
ation of the energy functional given in (5.5). It replaces each non-submodular term 
in (5.5) with a submodular one by defining the complement of each variable, i.e. , 
fp = 1- fp. Once the non-submodular terms are replaced with submodular ones, the 
resulting surrogate energy can be optimized via graph-cut techniques. The details of 
the technique and its optimality properties can be found in (Hammer et al., 1984; 
Kolmogorov and Rother, 2007). 
QPBO extends the use of graph-cuts beyond submodular energies through the 
use of variable relabeling which swaps the meaning of variable labels at a node. We 
will refer this operation as flipping a variable and we illustrate the idea with an 
example. Consider a binary example, with two variables, p and q, with their pairwise 
energy term, ep,q ( · , ·) , given in Table 5.1 (a) for the four possible interaction cases. 
Note that since ep,q (0 , 0) = ep,q (1, 1) = 5 and Bp,q (0, 1) = Bp,q (1 , 0) = 0, according 
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Table 5.1: Interaction matrix before (a) and after (b) flipping. 
to the submodularity condition given in Eq. 5.6 such a pairwise energy term is not 
submodular and hence cannot be minimized using graph cuts. The QPBO approach 
alleviates this problem by flipping one of the variables, either p or q. If q is flipped, 
this operation corresponds to swapping the columns of the pairwise cost matrix given 
in Table 5.1 (a) and the resulting pairwise energy matrix is shown in Table 5.1 (b). 
Such a flipping converts a nonsubmodular pairwise energy term into a submodular 
one. The same result could have been obtained by flipping the variable p. The QPBO 
technique is very powerful since it extends the use of the graph-cuts technique beyond 
submodular energies through the use of variable relabeling. Although such flipping 
of variables can make certain energy functions submodular (Hammer et al., 1984) , 
this flipping scheme can fail when there are contradicting flippings required over the 
variable set, i. e. frustrated cycles that cannot be fixed (Rother et al. , 2007; Delong 
and Boykov, 2009). We illustrate one such example in Fig. 5·1 where submodular 
and non-submodular relationships are denoted by solid and dashed lines respectively. 
Flipping the variable p makes the non-submodular interactions between p and q and p 
and r submodular, however the non-submodular interaction between q and r cannot 
be fixed by a flipping operation and hence such families of interactions cannot be 
mapped to a graph. The existence of such frustrated cycles can prevent QPBO from 
labeling all pixels. Extensions of QPBO that improve its labeling performance was 
reviewed and presented in (Rother et al., 2007). The two extensions, QPBO-Probing 
(QPBO-P) and QPBO-Improve (QPB0-1) , use efficient heuristics to find labels for 
the unlabeled pixels after the QPBO algorithm is executed. 
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Figure 5·1: Illustration offrustrated cycles (a) Graph where three vari-
ables p, q and r have non-submodular interactions denoted by dashed 
lines. (b) After flipping the variable p only two of the non-submodular 
interactions can be fixed. 
We focus on identifying special connectivity structures between variables that 
permit remapping of the underlying energy to one which is globally submodular , and 
thus are amenable to a globally optimal solution. The class of problems/energies with 
this structure will have no frustrated cycles. 
5.3 Conditions for Global Submodularity 
To analyze the conditions required for global submodularity, we map the pairwise 
interactions in an energy functional to an undirected, weighted graph where each 
variable is represented by a node and interactions between variables are denoted with 
edges. In the following analysis, we will be considering this induced graph and it 
should not be confused with the graph through which the energy minimization is 
carried out via maximum flow /minimum cut. 
The weight of the edge connecting the node i to node j in the induced graph is 
given by: 
(. .) = { 1 if the pair i, j is non-submodular 
w z, J 0 if the pair i, j is submodular. (5.10) 
Therefore, a path P on the graph between nodes p and q has length equal to the 
number of non-submodular edges along the path. 
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Definition The distanceD (p, q) of two vertices p and q in the induced graph is the 
length of a shortest path connecting p and q in the graph. If no such path exists we 
set D (p, q) = oo. 
---~---~---~ 
Figure 5·2: Graph where submodular and non-submodular interac-
tions between variables are denoted by solid and dashed lines respec-
tively. 
For instance in the acylic graph shown in Fig. 5·2, D (r, v) = 3 since the unique path 
between them contains three non-submodular edges. 
We consider the flipping of variables as a graph coloring problem where the graph 
has to be 2-colorable (bipartite) for global submodularity: Two nodes involved in 
a non-submodular interaction should have different colors after flipping has been 
performed and they should have the same colors if they have a submodular interaction. 
The following results can be generalized to disconnected graphs since bipartiteness of 
all components imply the bipartiteness of the graph. We have the following lemma: 
Lemma 1. Given a set of nodes represented by a tree, performing a variable flipping 
of all the nodes that are an odd distance from an arbitrary root node produces a graph 
with pairwise interactions which are all pairwise submodular. 
We exclude the proof of this lemma since it is easy to see that trees are bipartite 
and hence always two-colorable. This lemma then allows the following theorem for 
general graphs. 
Theorem 2. Given a set of nodes with interactions among them, a flipping that 
makes all the pairwise interactions submodular exists if and only if there are an even 
number of non-submodular interactions in each cycle in the graph. Such a flipping 
can be obtained by flipping any spanning tree of the graph as given in Lemma 1. 
The class of energies that satisfy this theorem can thus be minimized by graph-cut 
techniques. This class of systems appears to have been defined in (Hammer et al., 
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1984), though an associated proof of the submodularity of the term was not provided, 
nor was a simple algorithm for variable flipping, which we provide below. 
Proof. Necessity: Assume there exists a cycle which has an odd number of non-
submodular interactions. In that cycle choose an edge ij where w( i, j) = 1. If we 
start coloring the nodes in the cycle starting from the node i in the opposite direction 
with j, nodes that are an odd distance from i should be flipped. Since there are even 
number of non-submodular edges between i and j, they must have the same color. 
However, i and j cannot have same colors since there is a non-submodular interaction 
between them, which leads to a contradiction. 
Sufficiency: We show that any interaction that is not included in the spanning 
tree would be consistent with the flipping (i.e. submodular). Consider an edge ij 
between nodes i and j which is not included in the spanning tree. Let k be the lowest 
common ancestor of i and j in the spanning tree. Therefore, paths k ~ i, k ~ j 
and edge ij form an even cycle by hypothesis. If w(i,j) = 0, both paths k ~ i and 
k ~ j have even length or odd length to form an even cycle. In both cases, both i 
and j have odd or even distance to the root node r of the spanning tree. Hence, i 
and j must have the same colors if they are involved in a submodular interaction. If 
w(i , j) = 1, one of the k ~ i and k ~ j paths must have odd length while the other 
must have even length to form an even cycle with ij edge. As a result , one of the 
paths r ~ i and r ~ j has even length while the other has odd length. Therefore, if 
i and j have a non-submodular interaction, they must have different colors. 
D 
By using breadth-first search, it is possible to find an odd cycle or return a 2-
coloring of a graph in O(IVI + lEI) time where V is the set of vertices and E is the 
set of edges in the graph. 
So far we have shown that if pairwise interactions in J (f) satisfy certain criteria, 
J (f) can be mapped to a graph through flipping any spanning tree of the interac-
tions. Although the same result could have been obtained by the QPBO technique, 
QPBO requires a complex graph construction that is two t imes the size of an ordi-
nary mapping. Furthermore, QPBO has to compute a particular minimum cut of its 
graph among many - the cut that labels the most nodes. Binary energies without 
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Figure 5·3: Pairwise interactions encoded by the HTH matrix: The 
odd-off diagonals that result in cycles with even number of interactions 
are shown in boxes. The even off-diagonals, shown in red, create cycles 
with odd number of interactions. 
frustrated cycles can be minimized using the proposed flipping schemes with only a 
small overhead of computation. Next, we show the use of such flipping schemes in 
image deconvolution problems. 
5.3.1 Sensing Operator Conditions for Submodularity 
Using the results given in Sec. 5.3, we now identify subclasses of nonsubmodular 
operators that can be optimized globally using graph-cut methods. Recall that many 
operators H result in pairwise interaction terms in HTH that are positive, and thus 
nonsubmodular. HTH can be regarded as the adjacency matrix of the image pixels 
encoding the pixel couplings due to the operator. In Fig. 5·3, we show all the pairwise 
interactions that HTH encodes for an N-dimensional problem. When this matrix is 
full each variable is coupled with every other variable. The following corollary is due 
to Theorem 2: 
Corollary 1. Binary image reconstruction problems having an odd-banded HTH with 
all nonnegative entries can be solved exactly by graph-cut techniques. 
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The odd-off diagonals elements of HTH are shown in boxes in Fig. 5·3. The 
interactions encoded in the first off-diagonal of this matrix result in noncyclic pairwise 
relationships between nodes and, according to Lemma 1, an energy functional having 
only such interactions can be minimized regardless of submodularity. The interactions 
on the odd off diagonals always result in cycles with an even number of interactions. 
Given that many operators are constrained to be positive, such interactions are non-
submodular hence we reach Corollary 1. The even off-diagonals shown in red in 
Fig. 5·3 result in frustrated cycles. Next, we show reconstructions with operators 
that result in an odd-banded structure in HTH. 
5.4 Experiments with Banded Structure in HTH 
We create a positive definite matrix with all even off-diagonals with a value of zero 
which we use as HTH. The central section of a row of HTH is shown in Fig. 5·4 (c). 
The fast decaying behavior of the off diagonals is needed to construct a positive 
definite matrix. We compute the underlying operator H by calculating the Cholesky 
decomposition of HTH. 
The binary synthetic 1mage shown in Fig. 5·4 (a) is used in the experiments. 
Observations simulated using the model given in Eq. 5.1 are shown in Figs. 5·4 (b) and 
(d) for the noiseless and noisy case respectively. The noisy observations are obtained 
by adding white Gaussian noise (20 dB) to the noiseless observations. Reconstruction 
from noiseless data obtained by minimizing Eq. 5.2 without any regularizer (.>.. = 0) 
is shown in Fig. 5·4 (e). 
5.4.1 Incorporating an MRF Structure 
When the observations are noisy and/or of limited amount, regularization is needed to 
produce good reconstructions. Discontinuity preserving MRF models are the choice 
of regularizers since they result in piecewise smooth reconstruction with accentuated 
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Figure 5 ·4: (a) Synthetic ground truth image (b) Noiseless observa-
tions (c) Central section of a row of HTH (d) Noisy observations (e) 
Reconstruction from noiseless data (f) Reconstruction from noisy data 
edges. Such MRF models couple pixels and create cyclic interactions but , they can 
also be chosen to be submodular. As a result, t here can be both submodular and 
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nonsubmodular pairwise terms that involve the same pixel pair (p, q), -the first due 
to the regularization term while the latter is due to the operator. Together they can 
sum up to a pairwise term that satisfies (5.6). This phenomenon can alter the special 
structure that we are seeking: cycles with even number of nonsubmodular edges. To 
alleviate this problem one can simply set the regularization parameter such that the 
special cycle structure does not break down. Reconstruction from noisy data using 
total variation regularization (A = 1) is shown in Fig. 5·4 (f). Another option is to 
use a MRF structure that overlaps with the first off diagonals and even diagonals of 
the interaction matrix given in Fig. 5·3. Since the interactions on the even diagonals 
will be submodular, it won't create any cycles with an odd number of nonsubmodular 
interactions. 
5.5 Dual Decomposition Framework for Image Deconvolu-
tion 
So far we have shown that if the pairwise interactions in an energy functional satisfy 
certain criteria, they can be globally optimized regardless of submodularity of indi-
vidual interactions. Although global optimality is desired, it might not be possible 
to learn or control the structure of pairwise interactions in an energy functional. In 
particular we focus on image deconvolution problems where each variable is in many 
frustrated cycles and QPBO and its extensions fail to provide a labeling of the un-
derlying field. To minimize such functionals we propose to use a dual decomposition 
framework. The essence of dual decomposition is to split a hard problem into small, 
easily optimizable subproblems that are coordinated by a master problem. The num-
ber of subproblems and obtaining primal solutions are of great importance in the 
success of dual decomposition. In this work we use the flipping schemes explained 
in the previous section to split the original energy functional into a small number of 
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globally optimizable subproblems. Furthermore, inspired from one of the extensions 
of QPBO, once the dual decomposition method is able to label some nodes with high 
confidence, we remove these nodes out of the problem and run QPBO-P with the 
remaining variables. Such a framework improves the quality of solutions obtained 
from dual decomposition. 
5.5.1 Selection of subproblems 
As previously mentioned, the challenging nature of minimizing J (f) stems from the 
existence of non-submodular interaction terms and frustrated cycles. In our decom-
position, we would like to split the problem so that the subproblems would not have 
any such cycles and hence can be minimized efficiently by graph-cut techniques. The 
results presented in Section. 5.3 provide a recipe for such a decomposition. According 
to Theorem 2 and Corollary 1 half of the all possible pairwise interactions can be kept 
in a single subproblem and every odd off-diagonal of the deconvolution problem shown 
in Fig. 5·5 can be kept individually. Note that merging odd off-diagonals results in 
frustrated cycles. We illustrate this decomposition scheme for a 5 pixel hypothetical 
image in Fig. 5·5. In Fig. 5·5 (a), show the HTH matrix and the variable coupling 
it encodes. Pairwise relationships shown in boxes create cycles with even number of 
interactions and can be represented by a single graph that is shown in Fig. 5·5 (b). 
Even off-diagonals shown in red and blue are represented by tree structured individ-
ual problems that are shown in Figs. 5·5 (c) and (d), respectively. By following such 
a decomposition there is a bound on the number of subproblems: 
Corollary 2. For an m x m convolution kernel the number of subproblems are at 
mostm2 -m+ 1~1-
According to the corollary the number of subproblems for 3 x 3 kernel is 8, where 
as for a 5 x 5 kernel it is 23. One advantage of using such a decomposition is that the 
number of subproblems scales with the size of the kernel rather than the size of the 
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Figure 5·5: Decomposition scheme for a 5 pixel hypothetical im-
age: (a) HTH matrix encodes the pairwise relationships that are due 
to the operator. (b) Subproblem corresponding to pairwise relation-
ships shown in boxes (c) Subproblem corresponding to even off-diagonal 
shown in red. (d) Subproblem corresponding to even off-diagonal shown 
in blue. 
underlying field f which is typically much larger. In this decomposition, a node may 
appear in multiple subproblems, however each pairwise interaction only appears in 
one subproblem which ensures that any update to the costs cannot alter the special 
structure of subproblems. 
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5.5.2 Decomposition Details 
We summarize the dual decomposition t echnique presented in (Komodakis et al. , 
2011). We separately minimize, subproblems indexed by s: 
argmin}(f, B) = LJ (£8,88 ) 
f s 
such that fS E .CS, (5.11) 
where es is the set of cost vectors associated with the individual subproblem graph 
s. The associated Lagrangian dual due to the relaxation that facilitates solving each 
subproblem independently, is then as follows: 
argmax L ( { B}) = argmin J (f, B) . (5.12) 
e r 
Eq. 5.12 is the master problem and maximized using the projected subgradient al-
gorithm. The dual decomposition technique works iteratively by first minimizing 
individual subproblems and then maximizing t he master problem unt il some stop-
ping criteria is met. In each iteration, t he master problem makes use of the solutions 
produced by the subproblems to update the costs of the shared nodes. In the next 
iteration, the subproblems are optimized with respect to their updated costs. The 
master problem adjusts t he costs so that subproblems will reach a consensus regarding 
the label of a variable. 
5.5.3 Obtaining Primal Solutions 
In general, in a dual decomposition framework many solutions are obtained and hence 
they can be used to create lower energy primal solutions. As suggested in (Komodakis 
et al. , 2011), we use a voting scheme where the solutions are accumulated over the 
iterations. Once the dual decomposition converges, we observe that many nodes prefer 
a label with a very high count of votes which we call as strong nodes. However for 
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some nodes this is not the case. Here we take a hybrid approach inspired from one of 
the extensions of QPBO (Rother et al. , 2007). We remove the strong nodes from the 
problem assuming that they have correctly found their labels and we use the QPBO 
technique with probing on the remaining nodes. Since many nodes are removed from 
the graph, we expect that many frustrated cycles are eliminated and hence QPBO 
can label the remaining nodes. Also this scheme is guaranteed to not increase the 
primal energy due to the weak persistency of QPBO (Rother et al. , 2007). In our 
experiments we observed that this scheme improves the solutions produced by the 
decomposition technique. 
5.5.4 Experiments 
We now use the proposed dual decomposition framework in binary image deconvo-
lution problems. The synthetic image shown in Fig. 5·4 (a) of size 50 x 50 is used 
in experiments together with 3 x 3 and 5 x 5 averaging kernels to produce blurred 
observations. The image blurred by the 3 x 3 kernel is shown in Fig. 5·6 (a). We 
first compute reconstructions using the blurry observations without any noise added. 
The reconstruction result with the proposed dual decomposition technique is shown 
in Fig. 5·6 (c). In this reconstruction, only the data fidelity term, 5.3, is minimized, 
i.e., no MRF inducing prior is incorporated and we observe that only 1% of the pixels 
are mislabeled. The naive QPBO technique can only label 35% of all the pixels and, 
therefore , is omitted. The reconstructions corresponding to this case with QPBO-P 
and QPBO-I are shown in Figs 5·6 (d) and 5·6 (e). Clearly, the proposed technique 
yields a higher quality labeling. When an MRF incorporating prior is used in the 
energy functional, the reconstruction with the proposed technique has no mislabeled 
pixels as shown in Fig. 5·6 (f). With the same amount of regularization, QPBO-P 
and QPBO-I results did not change and, therefore, are omitted. The performance 
of the compared techniques under noise has been evaluated using the noisy obser-
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(a) 
Technique Missed Pixels Unlabeled .Pixels 
QPBO - %65 
QPBO-P %21 %0 
QPBO-I %13 'foO 
Dual Decompostion %0 %0 
(b) 
Technique Missed .Pixels Unlabeled Pixels 
QPBO - %86 
QPBO-P - %0 
QPBO-I %19 %0 
Dual Decompostion 'fo7 %0 
Table 5.2: Performance comparisons of QPBO, QPBO-I and QPBO-
p with dual decomposition. Percentage of missed and unlabeled pixels 
(a) 3 x 3 averaging kernel with MRF inducing prior (b) 5 x 5 averaging 
kernel with MRF inducing prior 
vations shown in Fig. 5·6 (b). Additive white Gaussian noise is used such that the 
resulting SNR would be 20 dB. Corresponding reconstructions with an MRF prior 
are shown in Figs. 5·6 (g), (h) and (i) for QPBO-P, QPBO-I and dual decomposition 
respectively. We also illustrate the improvement of dual and primal values for this 
example in Fig. 5·7. We observe that the dual value improves (not monotonically) 
in the first 150 iterations and then converges. Similarly, the primal value improves 
in the first 150 iterations. Each iteration of dual decomposition approximately takes 
0.08 seconds using a MATLAB implementation. 
We repeat the same experiments with a 5 x 5 averaging kernel. In this case the 
naive QPBO technique can only label 1% of all the pixels which illustrates the chal-
lenging nature of this problem. In Table 5.2, we give the performance comparisons 
dual decomposition, QPBO and its extensions with respect to mislabeled and un-
labeled pixels. In all cases the dual decomposition technique yielded higher quality 
results. 
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(a) (b) (c) 
(d) (e) (f) 
(g) (h) (i) 
F igure 5·6: (a) Blurred image after blurring the synthetic binary im-
age shown Fig. 5·4 (a) by a 3 x 3 averaging kernel (b) Noisy blurred 
image (20 dB SNR). Reconstructions using noiseless observations with 
no MRF: (c) Dual decomposition (d) QPBO-P (e) QPBO-I, (f) Dual 
decomposition using noiseless observations with MRF. Reconstructions 
using noisy observations and MRF: (g) QPBO-P (h) QPBO-I (i) Dual 
decomposition 
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Figu re 5 ·7: Improvement of dual and primal values over the iterations 
in the generation of the image shown in Fig. 5·6 (i). 
118 
5.6 Discussion and Conclusions 
As noted by (Komodakis et al. , 2011) the dual decomposition technique essentially 
solves the linear programming relaxation of the original energy functional. In par-
ticular, the relaxation can be tightened by incorporating hard problems into t he de-
composition. In (Torresani et al. , 2012) the authors solve local hard problems using 
branch and bound and they conclude that these subproblems contribute more towards 
a lower energy primal solution. In (Billionnet and Soutif, 2004), the authors aim at 
the quadratic knapsack problem and solve exact optimization results for problems up 
to 300 variables with low and medium connectivity again solving local branch and 
bound subproblems. However, in image deconvolution problems introduction of local 
hard subproblems would create a very high number of subproblems since the number 
of variables is much larger than the problems and locally a pixel is coupled to many 
other pixels due to t he MRF and the operator. Instead of making use of hard sub-
problems, we solve subproblems which are globally optimizable in polynomial time 
and we make use of the many solutions generated by many subproblems and QBPO 
to obtain high quality results. 
In this work, we show that, in general, discrete reconstruction problems cannot be 
minimized by graph-cut methods since t hey do not satisfy representability conditions 
required by these methods. We use variable relabeling (flipping) and exploit the prob-
lem structure to identify certain reconstruction problems that can be solved exactly. 
We show reconstruction results for problems that have a particular structure in their 
pairwise interactions. Further, we show an approach based on dual-decomposition 
that exploits this structure to solve general deconvolution problems. Initial recon-
struction examples are provided to illustrate the approaches. 
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Chapter 6 
Inversion with Graph-Cuts for General 
Systems 
6.1 Introduction 
In Chapter 5 we have analyzed the structure of inverse problems and showed that , 
in general, discrete inverse problems are not graph-representable. We then exploited 
the flipping of variables idea proposed by Hammer et. al. (Hammer et al., 1984) 
and presented more general submodularity for linear inverse problems. In particular, 
we have identified subclasses of binary linear inverse problems that can be optimized 
globally. Further, we used these subclasses of problems in dual decomposition to 
compute solutions for the binary image deconvolution problem. The dual decompo-
sition approach attempts to solve the exact problem through removing complicating 
constraints that makes the optimization NP-hard and then enforcing them using the 
dual problem. The benefit of using dual decomposition is the fact that the solution it 
yields is at least as good as the linear programming relaxation of the original problem. 
In this chapter, we take a different approach in solving discrete linear inverse 
problems. Instead of attempting to solve the exact problem, we solve an approxima-
tion to the original problem. In particular, we propose a surrogate energy functional 
that overcomes the challenges imposed by the operator and can be utilized in existing 
graph-cut frameworks. We, then, propose a monotonic iterative algorithm that refines 
the smrogate energy functional at each iteration. The iterative algorithm makes use 
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of the previous graph-cut computations in each iteration and thus is very efficient. 
We provide experiments using local convolutional kernels of varying sizes. We show 
the robustness of the proposed technique to noise through a high noise scenario and 
we conclude that the proposed technique is robust to changes in the regularization 
parameter over a wide range. Then we focus on nonlocal tomography examples where 
we consider limited angle data problems. We compare our technique to the state of 
the art discrete and continuous tomographic reconstruction techniques. These exper-
iments show that the proposed method is robust in the face of noise and incomplete 
data even in challenging scenarios. 
Motivated by the work of Figueiredo et. al. (Wright et al., 2009), we propose 
a method that iteratively minimizes a surrogate energy functional. The surrogate 
energy functional is obtained by approximating the data fidelity term of the original 
energy functional with its separable Taylor series approximation. In contrast to the 
continuous nature of the work presented in (Wright et al., 2009) , our framework 
is in discrete domain and can efficiently incorporate Markov Random Field (MRF) 
models as regularizers. Unlike the work in (Raj and Zabih, 2005) , the surrogate 
energy functional is always graph-representable regardless of the non-negativity of 
the system matrix. Furthermore, the proposed method can easily be incorporated 
into existing multi-label graph-cut methods. 
6.2 Problem Setup 
For the sake of completeness, we briefly review the discrete inverse problem setup as 
covered in Chapters 2 & 5. We assume that an unknown image, represented by the 
n-dimensional vector f, is related to a set of noisy measurements, represented by the 
m-dimensional vector g , through a linear sensing operator, represented by them x n 
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matrix H: 
g= Hf+n, (6.1) 
where n represents an m-dimensional noise vector. We focus on generating an esti-
mate of the underlying image by minimizing a regularized energy functional of the 
form: 
J (f) = hata (f) + Alprior (f) · (6.2) 
The first term in the objective function, ]data (f) , represents the fidelity to the ob-
served data. A common choice for this term is: 
]data (f) = llg- Hfll~- (6.3) 
The second term lprior (f) represents a regularizer that promotes stable solutions and 
incorporates prior information. The regularization parameter ).. balances the trade-off 
between the two term We assume that the values of the elements in f come from a 
discrete label set £ = {Z1 , . . . , ZL}, i.e. , f E .en. We further assume that the labels 
correspond to actual intensity values. The corresponding minimization problem is 
then given by: 
argmin J (f) such that f E ,en. 
f 
(6.4) 
As found in Chapter 5, the discrete energy functional in (6.4) is not submodular 
due to the variable couplings induced by the linear sensing operator. 
6.3 Proposed Method 
We propose to find a solution of the multi-label reconstruction ( 6.1) by minimizing the 
cost function (6.2) within a multi-label graph-cut technique. The proposed framework 
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can be employed both in iterative multi-label methods such as a -expansion and a-/3 -
swap algorithms (Boykov et al. , 2001) or one step multi-label methods (Hochbaum, 
2001; Ishikawa, 2003). We first elaborate on the derivation and the properties of the 
surrogate energy functional and then provide a multi-label realization of the proposed 
method in the a -expansion framework. The a -expansion algorithm solves a multi-
label discrete energy minimization problem through the use successive binary graph 
cut iterations in which at each iteration pixels are allowed to change their label to one 
specified label. The a -expansion has provable optimality properties and has been the 
popular choice for minimizing multi-label discrete energy functionals. The details of 
this algorithm are covered in Section 2.5.6 of Chapter 2. 
6.3.1 Surrogate Energy Functional 
We approximate the data fidelity term ]data (f ) given in Eq. 6.3 by its separable Taylor 
series expansion around f0 : 
]data (f I fo , I) (f - fo? V Jdata (fo) 
+ ~(f- fofW(f- fo ), (6 .5) 
where V ] data (f0 ) = -2HT g + 2HTHfo is the gradient of the continuous relaxation of 
the term J data( f ) in (6.3), evaluated at fo and W = diag{2HTH} is the diagonal of 
the Hessian , \l2J data (f), of the continuous relaxation of Jdata (f). The parameter 1 
penalizes the distance between f0 and f so larger 1 results in approximations of the 
data fidelity term that are more conservative. 
We obtain the surrogate energy functional by replacing the data fidelity term with 
its separable Taylor approximation: 
J (fIfo , 1) 
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}data (f I fo , I) + )..]prior (f) 
L {\7 ldata (fo) - 1 Wfo}pfp 
p 
+ L ~W{p,p}f; +)..]prior (f ), 
p 
(6.6) 
where { · }p denotes the p-th element of a vector and similarly { · } p,q denotes t he 
element (p, q) of t he matrix. The surrogate energy functional given in (6.6) has no 
pixel couplings due to the operator and hence it will be graph-representable as long as 
the coupling terms due to the regularizer, lprior (f), are submodular. In t his chapter, 
we will be using the total-variation functional as the regularizer: 
l prior (f)= L lfp - fql , (6.7) 
(p ,q) EN 
p<q 
where N defines a neighborhood structure among pixels. We assume a 4 or 8-
connected neighborhood throughout this work. 
We give a brief review of the optimization of the surrogate energy functional 
using graph-cuts. The details of graph-cut techniques are provided in Section 2.5.3 
of Chapter 2. 
6.3.2 Optimization via Graph-Cuts 
Using graph cuts as an energy minimization tool in computer vision and image pro-
cessing applications amounts to representing the energy to be minimized with weights 
of the graph edges for which the minimum graph cut simultaneously yields the min-
imum energy solution. The unary costs of the pixels are assigned to the edges t hat 
connect the pixels to t he source and to the target nodes and it is easy to see that 
Bp ( li ) = {\7 ]data (fo) - 1 Wf0 } pli + ~W{p ,p}z;. The pairwise costs are due to the regu-
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larizer , Bp,q (li, lj) = >..[Zi -ljl, and , are incorporated via edges between the pixel nodes. 
Such edges exist only if there is a term in the regularizer that couples two pixels. In our 
surrogate energy functional the pairwise costs are only due to the neighborhood struc-
t ure induced by the regularizer and hence edges will exist between pixel nodes if they 
are in each others' neighborhood. In our work we use the maximum flow algorithm and 
its publicly available implementation proposed in (Boykov and Kolmogorov, 2004). 
Here it is noteworthy that unary costs emerging from the surrogate energy func-
t ional might be non-positive and a minimum cut cannot be computed when there 
are negative edge weights. Simply, using the reparameterization schemes introduced 
in Section 2.5.5 of Chapter 2, the unary costs of each node is normalized as follows: 
()P (h) := ()P (l1) -min{ ()P (ZI) , ()P (Z2)} and ()P (Z2) := ()P (l2)- min { ()P (h) , ()P (Z2)} . This 
normalization scheme makes one of the unary edges of each node zero effectively 
eliminating it from the graph. 
6.3.3 Overall Algorithm 
For a suitably selected 1 the surrogate energy functional in (6.6) is a majorizer 
of the original functional and this surrogate has been employed in a majorization-
minimization framework in (Figueiredo et al. , 2007). Such a scheme can be used to 
obtain a monotonic algorithm, i.e. minimizing the surrogate will not increase the 
original energy at every iteration of the algorit hm. This requires the computation or 
estimat ion of the eigenvalues of the matrix HTH or proper normalization of matrix H 
so that a fixed step-size can be used. Another viable option, which we employ in our 
method, is to perform a search for the relaxation parameter 1 at each iteration and 
accept solutions only if they reduce the actual energy of interest . Due to the structure 
of the surrogate energy this search is performed very rapidly and efficiently using flow 
recycling ideas explained in Section 2.5.8 of Chapter 2. We further elaborate on the 
details of flow recycling in Sec. 6.3.4. 
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We give a realization of the proposed method which we call Graph-Cuts with Sep-
arable Approximation (GCWSA) in the a -expansion multi-label graph-cut framework 
in Algorithm 3. 
Algorithm 3 GCWSA in a-expansion framework 
Given arbitrary labeling ft 
success+-- 1 
while success = 1 do 
success+-- 0 
for Each label a E £ do 
It +--/min, fmin +-- f t, Flag +-- 0 
while It s; /max do 
f t+l = argminfJ (f I f t, It) among f within one a -expansion of f t. 
if J (fHl) < J (fmin) then 
fmin +-- f t+I, success +-- 1, Flag +-- 1 
else if Flag= 1 and J (fHl) > J (fmin) then 
break 
else 
It+-- bit 
end if 
end while 
f t +-- frnin 
end for 
end while 
return f t 
Although the surrogate energy functional J(f I f0 , 1) is obtained as the approximation 
of the continuous relaxation of t he original functional, the minimization step is carried 
out with respect to the discrete variable f E .en. The surrogate energy functional is 
first represented by a graph and then, its minimum solution is found by a min-
cut/max-flow algorithm. For each expansion step , the GCWSA algorithm searches 
for the iterate f Hl that has lower cost than ft in terms of the original energy function. 
The search involves increasing /t by a constant factor 6 > 1 and is stopped once It 
reaches !max or the costs of the iterates starts to increase after an acceptable iterate 
is found. If no acceptable iterate is found in a full cycle among labels, tl1e algorithm 
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returns the most recent estimate. 
We also would like to elaborate upon our choice of a-expansion as the multi-label 
framework among other possible choices. The bottleneck of the discrete reconstruc-
tion problem stems from the challenging problem structure that makes its optimiza-
tion NP-hard. If we had a submodular multi-label problem at hand then one would 
consider using multi-label graph-cut techniques that can yield the global optimum 
(Ishikawa, 2003; Hochbaum, 2001; Kolmogorov, 2005); however this is not the case 
for the discrete image reconstruction problem. These global multi-label graph-cut 
techniques require much larger , dense, complicated graph constructions compared to 
a -expansion and a -,8-swap constructions. Between a-expansion and a -,8-swap, in a 
full cycle the a -expansion requires 8 (1£1) iterations where as a -,8-swap 8 (1£1 2 ) iter-
ations. We have used the proposed technique in all these multi-label frameworks and 
the results were very similar in terms of the final energy. Here we also note t hat in 
the binary case, 1£1 = 2, the GCWSA technique does not need to iterate over labels 
since the surrogate energy functional is amenable to globally optimization by a single 
graph-cut. 
6.3.4 Efficient Search for the Relaxation Parameter 
As mentioned earlier , the GCWSA technique uses a relaxation parameter that penal-
izes the distance between the current estimate and the next one. This parameter is 
essential in order to find a solution that minimizes the actual energy function given 
in Eq. 6.4 in each step of the algorithm. In (Wright et al., 2009), the authors used 
the Barzilai-Borwein method to select 1 (Barzilai and Borwein, 1988) so that 1W 
mimics the complete Hessian over the most recent iteration. We have also used these 
types of parameter selection techniques in (Tuysuzoglu et al. , 2011) . Although such 
a technique works reasonably, due to the discrete nature of the energy landscape we 
found that exhaustive search of 1 within an interval yielded better solutions. 
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The obvious disadvantage of using exhaustive search for the relaxation parameter 
1s the increase in the computation time due to many calls to the maximum flow 
algorithm in each iteration. However, if the surrogate energy functional, in Eq. 6.6, 
is examined closely, it can be seen that the relaxation parameter 1 only affects unary 
terms. Going back to the graph construction for the minimization of the surrogate 
energy functional for an N pixel image, we had N edges encoding the unary costs 
(after normalization) and 8N edges encoding pairwise interactions (assuming an 8-
connect neighborhood). When 1 is updated out of 9N total edges only N of them 
change yet we compute a complete cut of a slightly changed graph. The efficient 
computation of successive cuts in slightly changing graphs has been used in (Boykov 
and pierre Jolly, 2000; Kohli and Torr, 2005). Furthermore in (Kohli and Torr, 2005) 
Kohli et al. presented experimental results on how the computation time is reduced 
by making use of flow recycling from one cut to the next one. In particular, for the 
case where only 10% of the edge weights change, they reported a 10-fold speed-up. 
We have also made use of reuse of search trees in our maximum flow computations 
and we experimentally observed that these modifications to the maximum flow engine 
made our code run up to 10 times faster compared to the naive version (Alahari et al. , 
2008). 
6.4 Experiments 
In order to evaluate the performance of the proposed technique we aim to minimize 
discrete energy functionals arising from two types of linear inverse problems. The 
first type of inverse problems are image deconvolution problems, which are a class 
of problems where the observation operator induces local interactions among the 
variables. The number of pairwise interactions due to the linear operator is directly 
related to the width of the convolution kernel. In particular, we will compare the 
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performance of discrete image reconstruction techniques with varying convolution 
kernel size. The second type of linear inverse problems we fo cus on are those where 
the observation operator induces non-local interaction between the problem variables. 
These systems are also non-shift-invariant. In particular, we will focus on limited 
angle tomography problems. In tomographic applications, in general, the number of 
pairwise interactions are more than of those encountered in image deconvolution. 
In the experiments, we compare our proposed technique with QPBO, truncat ed 
graph-cuts, DART, total variation reconstruction, Tikhonov reconstruction, simulta-
neous algebraic reconstruction and filtered back-projection which are detailed below. 
The first two techniques are truly combinatorial and attempt at solving the discrete 
problem, DART uses segmentation to obtain discrete-valued results, whereas the rest 
of the techniques solve a continuous valued problem and yield continuous valued 
results. In order to compare label based solutions with continuos valued ones, there-
sults obtained by continuous techniques are segmented using Otsu 's technique (Otsu, 
1979). We assume that the label set to be used in the graph-cut based techniques 
and in the DART technique is known in advance. Joint estimation of these labels and 
reconstruction are part of on going work for which primary results have been shown 
in Section 6.5. 
1. Binary QPBO and QPBO in the a -expansion fram ework: We use binary QPBO 
and QPBO in t he a -expansion framework with and without probing (QPBOP). 
Probing is an extension of the QPBO method to label lmlabeled nodes pre-
sented in (Boros et al., 2006; Kolmogorov and Rother , 2007). The total number 
of labeled pixels and which pixels are labeled can change with respect to the 
initialization and the order of expansion moves in QPBO a -expansion. 
2. Truncated Graph-Cuts (TGC): As reviewed in Section 2.6 of Chapter 2, non-
submodular pairwise relationships can be truncated from the energy functional 
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to obtain a submodular surrogate. If the truncation operation is done properly, 
the resulting surrogate is a majorizer of the energy functional (Rother et al. , 
2005; Bioucas-Dias and Valadao, 2007). We truncate the non-submodular re-
lationships by increasing Bv,q (h , l2) and Bp,q (l2, l1 ) equally until Bp,q (h, l2) + 
Bp,q (l2 , h) = Bp,q (h , h) + Bp,q (l2 , l2 ) hence no edge is required to represent 
the {p, q} relationship after normalization. Reducing Bp,q (h , h) and Bp,q (l2 , l2 ) 
would also yield an equality however the resulting surrogate will no longer be 
a majorizer. We also note that increasing Bp,q (h, Z2 ) and Bp,q (l2 , h) in different 
ways lead to different majorizers since these operations effectively changes the 
unary costs of p and q. The multi-label truncation method is implemented in 
the a-expansion framework. 
3. DART: The DART technique is due to (Batenburg et al., 2011). We employ 
this technique only for tomographic reconstructions. Details of this technique 
were reviewed in Section 2.6 of Chapter 2. 
4. Total- Variation Reconstruction (TV): Total-variation reconstruction was re-
viewed in Section 2.3.2 of Chapter 2. 
5. Tikhonov Reconstruction: We use Tikhonov reconstruction with the regularizer 
applied to the gradient of the underlying field. The details of this technique 
were reviewed in Section 2.3.1 of Chapter 2. 
6. Simultaneous Algebraic Reconstruction Technique (SART): SART is a row ac-
tion method for producing tomographic reconstruction. We use the publicly 
available implementation by Hansen et al. (Hansen and Saxild-Hansen, 2012). 
We employ this technique only for tomographic reconstructions. 
7. Filtered Back Projection (FBP ): Filtered back projection is the conventional 
method of tomographic reconstruction. In our experiments we use the Ram-
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(a) (b) (c) (d) 
F igure 6·1: Images used in the experiments (a) Binary blocks image, 
(b) Multi-label blocks image, (c) Binary crystal phantom (d) Multi-
label phantom. 
Lak filter in filtered back projection and we use the implementation that 1s 
publicly available by Hansen et al. (Hansen and Saxild-Hansen , 2012). We 
employ this technique only for tomographic reconstructions. 
The GCWSA method is implemented partly in Matlab and partly as C++. Unless 
otherwise noted , the techniques that require initialization are initialized with an image 
consisting of all zeros. Regularization parameters are chosen by visual judgement 
w1less otherwise noted. 
6.4.1 Image deconvolution examples 
In image deconvolution, the observed data and the unknown image relation are related 
through the convolution operation denoted by *: 
g = h * f + n. (6.8) 
Although the surrogate energy functional given in (6.6) is expressed in terms of the 
linear system matrix H there is no need to compute this matrix when a convolutional 
kernel is present. All t he operations involved in computing the surrogate energy 
functional can be conveniently carried out using convolution or equivalently in the 
Fourier domain for speed. 
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The purpose of the first experiment is to compare the labeling performances of the 
graph-cut based techniques. We compare the QPBO, QPBOP, TGC and GCWSA 
using the 50x50 binary image shown in Fig. 6·1 (a) with£= {5, 10}. The small im-
age size is selected to limit the time and memory consumed by the QPBOP technique, 
especially when the problem is densely connected and highly non-submodular. The 
results are shown in Fig. 6·2 where we used averaging kernels of size 3x 3, 5 x 5, 7 x 7 
and 9x9. No noise was added to the observations. Although QPBO has attractive 
optimality properties, we observe that as the kernel size increases the number of un-
labeled pixels increases and eventually QPBO is not able to label any pixels. QPBOP 
is able to label more nodes however the pixels are not labeled correctly, which might 
be due to non-integer valued edge capacities or weak persistency property of QPBO. 
When the connectivity is small we observe that TGC performs very well. However, 
as the size of the kernel increases, the number of terms involved in kernel induced in-
teractions increases, and thus the number of truncated pairwise terms increases. As a 
result, the surrogate majorizer is not a good approximation of the original functional. 
In all cases, the proposed GCWSA method outperforms QPBO, QPBOP and TGC 
while yielding a very good representation of the underlying field. For all the cases 
either no regularization or a very small amount of regularization is applied. 
Next, we compare the labeling performances of graph-cut based techniques with 
a multi-label phantom. The multi-label phantom shown in Fig. 6·1 (b) has five 
intensity levels , £ = { 0, 1, 2, 3, 4} and is of size 50 x 50. Averaging kernels of varying 
sizes, 7 x 7, 9 x 9, 11 x 11 and 13 x 13, were used and no noise was added to the 
observations. The performance of QPBO is in general better in the multi-label case. 
In QPBO a-expansion technique, at each iteration of the algorithm, nodes that do 
not have the label a are allowed to change their labels to a, hence the nodes that 
already have that label do not have to be in the expansion graph. These nodes can 
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Figure 6·2: Comparison of labeling performances of QPBO (first row), 
QPBOP (second row), TGC (third row), and the proposed GCWSA 
method (fourth row) over a 50x50 binary image with varying kernel 
sizes. Each column corresponds to a different size averaging kernel 
3x3, 5x5, 7x7 and 9x9 respectively. Pixels that are left unlabeled by 
QPBO(P) techniques are shown in gray. 
be fixed by removing their corresponding nodes and reducing their pairwise costs into 
tmary costs . This phenomenon effectively reduces the number of pairwise interactions 
involved in the expansion graph and possibly allows the labeling of more pixels since 
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the number of frustrated cycles might have been reduced as well. However, QPBO a-
expansion does not necessarily have the optimality properties of either binary QPBO 
or the a-expansion algorithm itself. The results are shown in Fig. 6·3. We run the 
QPBO a-expansion algorithm both with and without probing and the result with 
the lower energy is shown here. Compared to the binary case, the QPBO technique 
performs better, however GCWSA was able to generate very accurate representation 
of the underlying discrete field in all cases. All of the techniques in this experiment 
were initialized with a black image and no regularization or a very small amount of 
regularization is applied. We also have initialized QPBO a -expansion with the TGC 
result however in most cases it was not able to improve the result. 
Although the QPBO technique has attractive optimality properties, as the number 
of nonsubmodular terms and connectedness of the graph increases many nodes are 
left unlabeled. In image deconvolution, this problem is rather amplified due to the 
fact that pairwise relationships are structured and localized. If the same number 
of nonsubmodular relationships were randomly distributed in the graph, QPBO(P) 
would be able to perform better. Furthermore, if the non-submodular binary problem 
can be made submodular by a certain flipping, QPBO(P) would label all the nodes 
(Tuysuzoglu et al., 2013). 
In order to evaluate the performance of the proposed technique with a large band-
width kernel and observation noise , we use the same multi-label blocks image shown 
in Fig. 6·1 (b) of size 500 x 500 with a 75 x 75 averaging kernel. White Gaussian 
noise is added on the blurred image resulting in 0 dB signal-to-noise ratio (SNR). 
The blurred image and the noisy blurred image are shown in Fig. 6·4 (a) and (b) 
respectively. We compare the performance of GCWSA with Tikhonov and TV recon-
structions. We were unable to produce results for QPBO and TGC since they need 
access to the full connectivity structure of the problem which is partly encoded by 
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Figure 6 ·3: Comparison of labeling performances of QPBO (P ) (first 
row) , TGC (second row) , and the proposed new GCWSA method (third 
row) with a multi-label phantom. QPBO is nm with and wit hout prob-
ing and the one that yielded a lower energy is shown here. Each column 
corresponds to a different size averaging kernel 7 x 7, 9 x 9, 11 x 11 and 
13 x 13 respect ively. 
the HTH matrix. This matrix cannot be computed in a straight forward manner since 
t he dimensions involved in this part icular problem are not practical. We computed 
reconstructions for each technique using a regularization parameter set in which the 
maximum and minimum regularization paramet ers differed by 4 orders of magnitude. 
We plot the number of missed pixels for each technique in Fig. 6·5 (a). Then , for 
each technique, we found the regularization parameter that minimizes t he number of 
missed pixels by exhaustive search . The reconstructions are shown in Fig. 6·4 (c) , 
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(d) and (e), respectively for Tikhonov, TV and the proposed GCWSA method. We 
further computed the number of missed pixels for each method in the vicinity of the 
regularization parameters used in the reconstructions shown in Fig 6·4. We show this 
result in Fig. 6·5 (b). The proposed GCWSA technique is able to generate the most 
accurate representation of the underlying field. Furthermore, and maybe more impor-
tantly, we observe that even in a high noise scenario, the GCWSA technique is able to 
generate a good representation of the underlying field with regularization parameters 
varying in a wide range and hence is less sensitive to the changes in regularization 
parameter. For Tikhonov and TV, the number of mislabeled pixels increase rapidly 
as the regularization parameter is changed beyond the vicinity of an optimal value. 
6.4.2 Discrete Tomography 
Imaging and quantifying elements of the internal structure of a sample is important 
for the analysis and engineering of materials. Electron tomography is a powerful tech-
nique that can reveal the three-dimensional structure of a sample at the nanometer 
scale. In electron tomography, a sample is placed on a platform and tomographic 
measurements are obtained as this platform is tilted relative to a fixed X-ray source 
(Downing et al., 2007). Because of the physical constraints of the system, the tilting 
can only cover a limited angular range, resulting in a limited-angle tomographic in-
version problem. The quality of the projection data can also suffer when radiation 
dose limits are imposed to prevent material degradation. 
An interesting alternative approach is to exploit the fact that in many electron 
tomography applications the underlying property values of the field can only assume 
a limited number of values. Such discreteness of the amplitude values of the field is 
strong prior information that can potentially improve the inversion and quantitation 
process. Further, since only a few values are being sought, region labeling is implicitly 
taking place during the inversion process. Such an approach has been termed "discrete 
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(a) (b) (c) 
(d) (e) 
Figure 6·4: Comparison of reconstruction results of Tikhonov, total 
variation , and GCWSA techniques: (a) 500 x 500 multi-label blocks 
image is convolved with a 75 x 75 averaging kernel. (b) White Gaus-
sian noise is added to the blurred o bservations result ing in 0 dB SNR. 
Reconstructions by (c) Tikhonov, (d) TV, (e) GCWSA. For each tech-
nique, the regularization parameter is chosen to minimize number of 
mislabeled pixels. 
tomography", and has been studied by a number of authors. 
The GCWSA framework naturally fits to the discrete tomography framework. 
We adapted synthetic phantom images from (Batenburg and Sijbers, 2011). The fiTSt 
image is a binary cryst al phantom shown in Fig. 6·1 (c) and the second image is a 
multi-label phantom with complex structure shown in Fig. 6·1 (d) . In the binary 
phantom £ = {0, 1} and in the multi-label phantom £ = {0, 5, 10} . The images 
are of size 256 x 256 since it becomes impractical to compute t he QPBO and TGC 
results due to t he reasons previously mentioned in the convolut ional experiments. 
For experiments with both phantoms, the sinogram dat a is generated by th e publicly 
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Figure 6·5: Comparison of number of missed pixels of Tikhonov (red) , 
TV (blue) and GCWSA (black) reconstructions with respect to the 
regularization parameter pertaining to convolution scenario shown in 
Fig. 6·4. On the left, the regularization parameter is varied and plotted 
in log scale. The right plot zooms into the behavior of the compared 
methods around the best regularization parameter. GCWSA is not 
as sensitive as conventional reconstruction techniques to regularization 
parameter selection. 
available tomographic projection operators from (Hansen and Saxild-Hansen, 2012). 
For the binary crystal phantom we consider a limited angle experimental scenarios 
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corresponding to an angular range of 60° where projections are sampled every 1 o . We 
assume that 362 ( ~ 256v'2) detector values are acquired at each angle. In our first ex-
periment , we add white Gaussian noise to the observations so that the resulting SNR 
is 20 dB . We then computed reconstructions using FBP, SART, DART, Tikhonov, 
TV and the proposed GCWSA techniques and these are shown in Fig. 6·6. For 
Tikhonov, TV and GCWSA, we used regularization parameters that minimized the 
number of missed pixels found via exhaustive search. For DART, we found that set-
ting its fix probability parameter to 0.9 minimized the number of missed pixels in this 
scenario. We observe that GCWSA is able to outperform all the other techniques by 
suppressing the noise and generating almost perfect object boundary. FBP and SART 
reconstructions are dominated by noise as expected. The DART technique produces 
a somewhat reliable representation of the object, however since it does not have an 
explicit regularization scheme it is not able to suppress all the noise and generate 
smooth reconstructions. The Tikhonov reconstruction is dominated by noise whereas 
TV reconstruction suppress the most of the noise but is unable delineate the bound-
ary of the crystal. Next, we computed reconstructions with changing noise scenarios 
while keeping the parameters of all reconstruction techniques as optimized for the 20 
dB SNR scenario. In Fig. 6·7, we plot the number of missed pixels for each technique 
as the noise level is varied. GCWSA exhibits greater resilience to noise than any 
other technique without parameter tuning. Furthermore, the proposed technique is 
not very sensitive the regularization parameter selection which is in general an issue 
for regularized image reconstruction techniques. 
Next, we show reconstructions using the multi-label phantom shown in Fig. 6·1 (d). 
This is a complicated phantom with nontrivial boundaries and we have observed that 
it is not possible to generate good reconstructions below 120° angular span. Similar to 
the crystal phantom, projections are sampled at every 1 o and 362 detector values are 
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(a) (b) (c) 
(d) (e) (f) 
Figure 6·6: Reconstruction of the crystal phantom using projec-
tion data from 60° limited angle observations. White Gaussian noise 
is added to the observations resulting in 20 dB SNR. (a) FBP, (b) 
SART, (c) DART, (d) Tikhonov, (e) TV, (f) GCWSA reconstructions. 
GCvVSA is able to generate a very accurate representation of the ob-
ject. 
acquired at each angle. White Gaussian noise is added to the projections resulting in 
30 dB SNR. The reconstructions are shown in Fig. 6·8. The streaks associated with 
the limited angle data collection setup is inherent in all the reconstructions except 
the GCWSA. GCWSA is able to delineate all the object boundaries in the underlying 
field. 
6.5 Extension to Unknown Levels 
In the previous development we have assumed that the reconstructed levels £ = 
{h , ... , lL} are known prior to reconstruction. In certain applications this may not 
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Figure 6-7: Performance of GCWSA (solid black), TV (solid red), 
Tikhonov (dashed blue), DART (dashed red), SART (solid blue), FBP 
(dashed black) under changing noise levels. For all techniques, tunable 
parameters are kept fixed. GCWSA shows greater resilience to noise 
and robustness to regularization parameter selection than any other 
technique considered here. 
be a bad assumption. In some cases, however, we will not know these levels a priori, 
and they must also be estimated from the data. In this work we couple GCWSA 
technique with intensity estimation. 
Our proposed intensity estimation scheme is based on iterative fusion of the seg-
mentation information coming from a GCWSA reconstruction with a conventional 
reconstruction. In particular, we use SART as the conventional reconstruction tech-
nique in this estimation scheme. An initial set of intensity labels, £ 0 , are estimated 
using k-means clustering on this image. However, since in the most general case the 
projection data will be noisy, SART reconstructions will be over or under regularized 
depending on the number of SART iterations. If the iterations are stopped early, 
the SART image will be over regularized, i.e., the high frequency components of the 
image would not have converged, resulting ink-means cluster centroid values that are 
significantly smaller than the underlying values. Although running SART for many 
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(a) (b) (c) 
(d) (e) (f) 
Figure 6·8: Reconstruction of the multi-label phantom using projec-
tion data from 120° limited angle observations. White Gaussian noise 
is added to the observations resulting in 30 dB SNR. (a) FBP, (b) 
SART, (c) DART, (d) Tikhonov, (e) TV, (f) GCWSA reconstructions. 
GCWSA is able to delineate the boundaries of the all the objects in 
the phantom. 
iterations would let the high frequency components to converge , noise will also start 
to build up. Note that in the noiseless case, running SART long enough would not 
constitute a problem. To solve this problem, we take a median filtering approach 
to suppress the noise and estimate the initial levels using k-means clustering on the 
median filtered SART image. We run the GCWSA technique with this initial label 
set, £ 0 , using .>. = 0. Since the GCWSA reconstructions are already segmented we 
use this image essentially as the cluster map to find the new cluster centroids in the 
filtered SART image. However, due to noise and the limited angle nature of the data 
there might be non-stable pixels which should not be used in computing the cluster 
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centroids. To get rid of such non-stable pixels we use morphological erosion opera-
tion. We run this estimation scheme until the number of pixels move across clusters 
are negligible. Once the final intensity labels are estimated GCWSA can be run with 
regularization. The label estimation algorithm is illustrated in Fig. 6·9. 
SART Recon . & t---
Median Filtering 
... 
r 
Estimation of L0 
by k-means 
I 
Estimation of Lnew 
from new cluster 
centroids 
t--- + GCWSA Recon . 
~ with 'A= 0 
~~ 
Cluster map by 
.I morphological ~ 
erosion 
Figure 6·9: Estimation of intensity levels: An initial set of intensity 
levels are estimated from the median filtered SART image and GCWSA 
first runs with these initial estimates. GCWSA reconstructions are used 
as cluster maps to refine the intensity level estimation. The estimation 
scheme is stopped once the number of pixels migrating between clusters 
is below a threshold. 
6.5.1 Experiments w ith unknown intensity levels 
We perform these experiments assuming that the intensity levels of the underlying im-
age are unknown. In particular, we use the multi-label phantom shown in Fig. 6·1 (d) . 
We assume that objects that are being imaged are in vacuum, hence the background 
intensity is 0, and the projection data is noisy. As explained in Section 6.5, we start 
with a SART reconstruction that has run enough so that the high frequency com-
ponents would have converged. After applying median filtering on the SART image, 
we estimate a first set of levels , £ 0 using k-means clustering. The median filtered 
SART image is shown in Fig. 6·10 (a). The first set of estimated labels for this image 
are £ 0 = {0, 4.9, 9.2}. The estimation scheme converges after 2 iterations and the 
resulting labels are £' = {0, 4.9, 9.6}. The unregularized and regularized GCWSA 
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reconstructions with these intensity values are shown in respectively in Figs. 6·10 (b) 
and (c). The number of missed pixels are 4838 and 1280 for the unregularized and 
regularized cases respectively. These reconstructions suggest that the GCWSA has 
mechanisms to deal with model mismatches. 
(a) (b) (c) 
Figure 6·10: (a) Median filtered SART (b) Umegularized GCWSA 
with estimated labels (c) Regularized GCWSA with estimated labels 
6.6 Conclusions 
In this work, we proposed a graph-cut based framework for the direct solution of 
discrete linear inverse problems. We first analyzed the structure of linear inverse 
problems and showed that energy functionals arising in such problems cannot be min-
imized via graph-cut techniques due to the variable couplings imposed by the linear 
sensing operator. We then proposed to use a surrogate energy functional that over-
comes challenges imposed by the operator and can be utilized efficiently in existing 
graph-cut frameworks. We used this surrogate energy functional in a monotonic iter-
ative algorithm for discrete valued inverse problem solution. We tested and compared 
the performance of the proposed GCWSA technique to many existing conventional 
and state of the art reconstruction methods. In convolutional experiments, we showed 
that our technique is able to generate an accmate representation of the underlying 
field even in the presence of excessive observation noise and is not as sensitive to the 
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regularization parameter changes compared to existing techniques. We, then, tested 
our technique in limited angle tomography examples and showed that the proposed 
method exhibits greater resilience to noise than any other technique in challenging 
data collection geometries with a fixed regularization parameter. 
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Chapter 7 
Robust Detection Techniques for 
N anoparticle and N anoscale Pathogen 
Imaging 
7.1 Introduction 
We now aim at the robust detection problem summarized in Chapters 1 & 3. In this 
chapter, we pose the nanoparticle detection problem in wide-field interferometric im-
ages as an interest point detection problem. We take a bottom-up approach starting 
from the electromagnetic modeling of image formation and discuss why nanoparticles 
can be treated as interest points. In particular, among many possible blob detec-
tors we use the difference-of-Gaussians (DoG) detector and modify its parameters in 
accordance with our analysis. We study the performance and repeatability of the 
modified DoG detector with images obtained by changing the focus plane of the mi-
croscope. We conclude that t he proposed detector is efficient and robust for detecting 
nanoparticles in a wide variety of experimental conditions. 
7.2 Interferometric Reflectance Imaging Sensor 
7.2.1 Forward Model 
In this section we model t he image formation by spherical nano particles in IRIS 
using electromagnetic scattering theory. Scattering behavior of nanoparticles can 
be explained using quasistatic theory where the strength of the induced dipole is 
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proportional to polarizability of the small particle and polarizability can be expressed 
as follows: 
(7.1) 
where R is the particle radius and Ep and Em are the particle and the surrounding 
medium permittivity respectively. Dark field imaging techniques merely employ the 
scattered light from the particle, observing an intensity signal at the detector , I ex 
1Esl2 , that scales with lal 2 ex R6 . For particles that are at the nanometer scale, an 
intensity signal related to the sixth power of their diameter is generally below the 
shot-noise limit. 
Interferometric imaging techniques use a reference beam and the intensity recorded 
at the detector is given by: 
(7.2) 
where Er denotes the electric field of the reference beam. The interferometric signal 
given in Eq. 7.2 is a combination of three terms: the reference beam, scattered beam 
and the cross term. As previously mentioned the scattered signal is negligible for small 
particles and the reference beam can be subtracted from the total signal. In contrast 
to the imaging systems that only observe the scattered light from the particles, the 
effective signal at an interferometric imaging system is a cross term that amplifies a 
weak scattered field due to the particle with a strong reference field. Furthermore, 
this signal scales proportional to I a I ex R3 in contrast to R6 . 
IRIS creates an interferometric signal by using a common optical path shared by 
the reference and scattered beams that is facilitated by a layered substrate. By the 
virtue this common optical path, the reference and scattered beams undergo same 
phase changes, if any, due to optical system uncertainties. The layered substrate 
consists of a thermally grown silicon dioxide layer on a silicon substrate providing 
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a smooth, uniform, and fiat layer structure. The scattered signal from the particle 
interferes with the reference beam that is reflected from the silicon - silicon dioxide 
interface. The silicon dioxide layer is engineered to maximize the interferometric 
signal. Further details about IRIS can be found in Chapter 3. 
A physical model has been developed to establish the correlation between the 
optical response of the nanoparticles with their size, morphology, type and orien-
tation. The theory used in the derivation considers a specific setting in which the 
nanoparticles are located in the vicinity of the focal plane of an objective and back 
scattered-reflected light is imaged on a CCD detector on the image plane of the mi-
croscope. The image of a nanoparticle on the CCD is related to the point spread 
fw1ction (PSF) of the optical system, however is not invariant particle properties. In 
particular, the image of a particle depends on the size and material of the particle; 
wavelength and polarization of the incident light and physical focus of the optical 
system. The electric field measured at the CCD for a small spherical particle can be 
described by (Novotny and Hecht, 2012): 
E ccD(r) = G (r, ro)JL + Eref(r) , (7.3) 
where G is the Green's function of the system, which describes the fields on the 
detector due to a point source, r 0 (x0 , y 0 , z0 ) is the position of the particle in the 
object plane, r(x, y, z) is the location in the image plane, JL is the induced current on 
the particle and Eref is the reference field reflected by the substrate in the absence of 
a particle. 
The induced current on a small (R «.\,where.\ is the wavelength of the incident 
light) spherical particle for unpolarized light is determined by the equation JL = Einca , 
with a being the polarizability of the particle given in (7.1) and Einc being the incident 
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field given by: 
where E0 (B) defines the amplitude of the incident light , f3 is the polarization angle, 
8 is the angle of the incident light, ko is the wave-number in the free space, Zo is the 
position of the center of the particle with respect to the substrate, and Rs and Rp are 
the generalized Fresnel coefficients for the layered medium (Born and Wolf, 1999). 
The Green's function of the system can be expressed as: 
where 
Bmax 
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where e is the emission angle of the dipole, f..Lo is the permeability of the free space, 
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fobj and !tube are the focal lengths of the objective and the tube lens Uabj « !tube), 
respectively, and 1V£ = !tube/ !obj is the magnification of the system, Zdef is the distance 
of the geometric focus of the objective to the Si02 surface, x andy are the coordinates 
on the CCD and x0 and y0 are the coordinates of the dipole. 
Finally, the reference field is given by: 
E,~r(r) = 8 [ -~~] , 
For Kohler illumination, the electric field at the detector needs to be calculated 
for each plane wave with the incidence angle e and for s and p polarizations , and the 
intensities of the obtained fields should be added together to obtain the CCD image 
of a particle (Qapoglu et al., 2011). 
We use the following parameters to generate simulated CCD images of the par-
ticles: free space wavelength A.0 = 528 nm, N A = sine = 0.8 for both illumination 
and collection, slab thickness= 118 nm, Zo = R, !obj = 0.5 mm, and !tube = 25 mm. 
Using these parameters, the resolution of our system is found to be 420 nm according 
to the full width at half maximum (FWHM) of the image of a dipole. 
In Fig. 7·1 , we show simulated images of 100 nm polystyrene and gold nanoparti-
cles. Although the size of these nanoparticles are identical, due to the dependence of 
the material specific polarizability, the resulting particle images are different. Simu-
lations with the forward model that show the dependence to particle size and focus 
of the objective lens were presented in Chapter 3. 
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(a) (b) 
Figure 7·1: Computed images of 100 nm (a) polystyrene (b) gold 
particles. Since gold and polystyrene have different polarizability, the 
resulting particle profiles are different , showing the dependence to ma-
terial type. The response of both particles are computed separately at 
the focus planes where their visibility is maximized. 
7.3 Robust Detection for IRIS 
We propose to detect nanoparticles as an interest point detection problem. Interest 
point detection is a well studied subject in computer vision and aims to find unique 
and repeatable features in images that can facilitate tasks such as object detection 
and recognition. As elaborated in Chapter 3 and shown in Fig. 7·1 , nanoparticles 
exhibit themselves as blob structures and they are local extrema on the pixel space. 
Such features are characteristics of what is called an interest point in computer vi-
sion community. There is vast literature on feature detectors in computer vision and 
detectors are in general classified with respect to the structures they often find. Com-
mon detectors find corners , junctions, blobs and regions that are informative. Each 
type of detector has its own merits: Corner based detectors (Harris and Stephens , 
1988) are good at accurate localization of detected features and are well suited for 
applications in which localization is important such as camera calibration. Blob de-
tectors although not as good in localization, are better in estimating the size and 
shape of the detected features (Lindeberg, 1994). Due to the blob looking particle 
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profiles, we propose to use blob detectors for nanoparticle detection. 
One common blob detector is the Laplacian-of-Gaussian (LoG) filter. This filter 
is obtained by computing the second order derivatives of a Gaussian kernel and it 
behaves like a matched filter for blob structures when its size is adapted to the size 
of the blob as will be explained shortly. Since derivatives and convolution are linear 
operations LoG can be computed by first smoothing the image with a Gaussian kernel 
and then computing second order differences of the smoothed image. The Gaussian 
kernel, whose scale (size) is defined by the parameter a-s is defined as follows: 
(7.4) 
The smoothed image denoted as L (x, y, a-s) is the convolution of the original image 
I (x, y) with G (x, y, a-s): 
L (x, y, o-v) = G (x, y, a-s)* I (x, y), (7.5) 
where * denotes the convolution operation. Having defined the basics, the Hessian 
matrix is computed as follows: 
M _ [Lxx (x, y, a-s) Lxy (x, y, a-s)] 
- Lxy(x,y,o-s) Lyy(x,y,o-s) ' (7.6) 
where the subscripts in the Hessian matrix indicates image derivatives. The LoG 
is the trace of the Hessian matrix: Lxx + Lyy· The LoG detector responds strongly 
near edges where the image intensity change is dominantly one directional. This 
can be alleviated by considering the gradient or curvature information since around 
edges such features are dominantly one directional. This is important for nanoparticle 
detection and we will elaborate on this in subsequent sections. 
One very important parameter about LoG ( and in general many detectors such as 
Harris) is a-s: the amount of smoothing applied by the Gaussian filter. This parameter 
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(a) (b) 
Figure 7·2: LoG filters corresponding to (a) O"s = 2, (b) O"s = 5. The 
support of these filters are different due to the scale of the Gaussian 
kernels involved. 
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is directly related to the size of the blobs that will be detected and hence is called 
as the scale of the detector. In Fig. 7·2, we show two LoGs obtained with O"s = 2 
and O"s = 5 respectively. A blob structure similar to the LoG with O"s = 5 in size 
should yield a higher response with this filter rather than a filter with a different O"s. 
However, this is not the case when derivatives with scales are involved. As explained 
in (Lindeberg, 1998), as the amount of smoothing increases (larger O"s), the total 
intensity changes of an image is reduced and hence, filtering with a large scale LoG 
would yield small response. In Fig. 7·3 , we plot a central column of three LoGs with 
different O"s. The decaying amplitude of the LoG filter with scale is evident from these 
profiles. T his bias is overcome through normalizing derivatives with scale as explained 
in (Lindeberg, 1998). A normalized LoG filter with scale O"s will give a strong response 
to blob structures that are similar in size. Furthermore, Lindeberg (Lindeberg, 1998) 
proved that a scale level at which some of combination of normalized derivatives are 
maximized reflects the characteristic scale of the image structure (blob). 
Interest points exist at many different scales in a natural image. Likewise, in IRIS 
images, the extent of a particle can change depending on the particle type and size. 
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Figure 7·3: Profiles of LoG filters obtained from the center of two 
dimensional filters generated with rJs = 2, rJs = 3 and rJs = 4. As 
the scale of the filter increases the amplitude of the filter decays. This 
phenomenon biases the filtering results since filters with smaller scales 
would yield higher responses. 
Furthermore, experimental variables such as zoom and focus lead to different particle 
profiles. Given the wide experimental conditions, it would be restrictive to search 
particles at a fixed scale. The problem of identifying significant image structures over 
many scales is addressed by using a multi-scale representation of the image (Witkin, 
1983; Koenderink, 1984). A multi-scale representation forms a multi-resolution of the 
image where finer image structures are suppressed as the resolution is reduced. This 
multi-scale (multi-resolution) representation is produced by successively smoothing 
the image via a Gaussian filter. As the smoothing increases fine structures are sup-
pressed. It has been shown that the Gaussian kernel is the only viable kernel for 
generating this representation since it does not introduce new image structures as 
the image is smoothed (Lindeberg, 1990). Interest point detectors are extended to 
be multiscale through identifying features in each level of the scale space representa-
tion of the image. From the perspective of LoGs, a multi-scale representation can be 
thought as computing the LoG response of the image with varying scales. Interest 
points can respond strongly over a range of scales; however Lindeberg's automatic 
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scale selection technique can be applied in a scale space representation by comparing 
a pixel with its neighbors at different scales. This is further explained in the subse-
quent section. This automatic scale selection scheme has been bundled with many 
multi-scale detectors such as Harris-Laplace, Hessian-Laplace to achieve automatic 
scale selection (Mikolajczyk and Schmid, 2004). 
So far we have considered interest point detectors and their relevance to diffraction 
limited nanoparticle sensing. In particular, we have taken a bottom up approach in 
determining the properties of a good detector for diffraction limited scatterers. In 
summary, we aim to use a Laplacian based detector due to the fact that it behaves 
as a matched filter for blobs. Laplacian by itself detects many edges and for blob 
detection where the gradients are similar in all directions, curvature and/ or gradient 
information should be used. Then, we wanted to have a multiscale detector since 
particles of different size can exist at different scales. Furthermore, automatic scale 
selection is desired to avoid detecting the same interest point at various different scale 
levels. 
Although not mentioned previously, computational efficiency is important in many 
microscope applications where field deployable imaging systems have limited process-
ing power. Most of these specifications exist in detectors such as multi-scale Laplace 
(with scale selection) or Hessian-Laplace. Lowe (Lowe, 2004) exactly combines these 
requirements in a single detector called the Difference-of-Gaussians (DoG). Lowe uses 
the difference of Gaussian functions to approximate the Laplacian of Gaussian. This 
approximation allows one to compute second order derivatives by using successively 
smoothed images and hence is very efficient. In the literature, this detector is also 
called as Scale Invariant Feature Transform (SIFT) when used together with its novel 
descriptor extraction scheme. However, in this chapter we mostly focus on the de-
tector component of SIFT and as done in (Tuytelaars and Mikolajczyk, 2008), we 
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call it the DoG detector unless we use its descriptor component. Next, we review the 
building blocks of the DoG detector. 
7.3.1 Efficient Computation of DoG 
Like any multi-scale detector, the DoG detector first computes the image scale space 
to efficiently approximate LoG at multiple scales. A pyramid representation is used: 
Since a large amount of smoothing takes place as an image is incrementally smoothed, 
the high frequency information in an image is also reduced and as a result the im-
age can be subsampled. The difference-of-Gaussian function is computed from the 
difference of two successive scale-space layers that are separated by a constant mul-
tiplicative factor k: 
DoG (x, y, cr) (G (x, y, kcr)- G (x, y, cr)) * I (x, y) 
L (x , y, kcr)- L (x, y , cr) 
~ Lxx (x, y, cr) + Lyy (x, y, cr). (7. 7) 
The computation of difference-of-Gaussian function is very efficient once the scale 
space is formed. The computation of scale-space and difference-of-Gaussian functions 
are illustrated in Fig. 7·4. Given this scale-space pyramid representation, the DoG 
detector computes the difference-of-Gaussian function and treats scale-space extrema 
as the potential interest points. 
7.3.2 Robust Detection of Local Extrema 
Each pixel in the difference-of-Gaussian scale space representation is compared with 
its 26 neighboring pixels: 8 pixels on the same scale and 18 pixels from lower and and 
upper scales. A pixel is identified as a potential interest point if it is an extremum 
with respect to its neighbors. Notice that comparing a pixel with its 26 neighbors 
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Figure 7·4: Computation of Gaussian scale space and difference-of-
Gaussian funct ion (adopted from (Lowe, 2004)). 
achieves scale selection as well since DoG approximates the LoG filter which is a 
combination of normalized derivatives. This approach is illustrated in Fig. 7·5. Once 
a pixel is identified as a potential interest point, it is parameterized by its spatial and 
scale coordinates: X c = ( x, y , CJ). 
Figure 7·5: Detection of scale space extremum (adopted from (Lowe, 
2004)) . 
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Subpixel Localization and Elimination of Weak Interest Points 
Lowe (Lowe, 2004) observed that subpixel refinement of interest points has improved 
their stability. A potential interest point is evaluated in its own neighborhood by 
fitting a three dimensional quadratic function using the parameters of the candidate 
interest point and local gradient and Hessian information. The quadratic function is 
obtained by using the Taylor series expansion of the difference-of-Gaussian function, 
DoG (x, y, CJ) up to t he second order: 
8DoGT 1 T 82DoG 
DoG (xlxc) = DoG (xc) + 0 x + -x 2 x , X 2 X (7.8) 
where DoG and its derivatives are evaluated at Xc· The derivative and t he Hessian 
of DoG are computed using finite sample differences from t he scale space difference 
of Gaussians. The extremum of this function, :X, is found by taking its derivative 
with respect to x and setting it to zero and the particle location is interpolated as 
explained in (Lowe, 2004). The function value at the extremum, DoG (x + xc), is used 
to eliminate unstable and low contrast interest points. This is the only parameter to 
be tuned for nanoparticle detection and we will refer it as the strength parameter. 
Furthermore, when the particles are known to be in focus, this information can be used 
to eliminate local minima that have been detected as interest points since DoG (x) < 0 
for local maxima and DoG (x) > 0 for local minima. We make use of this information 
and eliminate potential interest points with respect to their sign when appropriate. 
Edge Responses and Regularity of Particles 
In Section 7.2.1, we have derived the formulation of the point spread function of 
the IRIS modality and in Fig. 7·1 we showed the computed images of two types 
nanoparticles. Similarly, in Section 3.3 of Chapter 3, we have shown computed images 
of different types of nanoparticles at various focus planes. Either at focus or out of 
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focus, we observe that the computed images have similar gradients in all directions 
from the center of the particle. We use this prior information to further eliminate 
detected interested points that do not exhibit the expected gradient behavior. We 
call this measure as regularity of a particle. 
The DoG filter responds strongly to edge structures since either Lxx or Lyy is large 
which in turn means a large DoG (x). In interest point detection literature, eliminat-
ing edge responses have been implemented in many detector such as in Harris corner 
detector by considering how the image intensity changes around the neighborhood of 
a pixel (Harris and Stephens, 1988). Similarly, the curvature information contained 
in the Hessian matrix can be used to assess the changes of image intensity. How-
ever, when the DoG representation is constructed, we only have an approximation 
to Lxx + Lyy and do not have direct access to first order derivatives or Lxy· Lowe 
(Lowe, 2004) overcomes this by using the curvature information in the DoG space. 
The curvature in DoG space is encoded by the eigenvalues of the following matrix: 
NIDoG = [DoGxx (x, y , o-s) DoGxy (x, y, o-s)] 
DoGxy (x , y, o-s) DoGyy (x, y, o-s) · (7.9) 
Similar to the technique in (Harris and Stephens, 1988), Lowe does not explicitly 
compute the eigenvalues but rather computes the ratio of the eigenvalues as follows: 
Tr (MDoc) = DoGxx + DoGyy =a+ (3, 
where a and (3 are the eigenvalues of NIDoG. Assuming a is the larger eigenvalue in 
magnitude and a = r(3, then the following quantity is related to the ratio r of the 
eigenvalues: 
Tr (.N!Doc) 2 
Det (MDoG) (7.10) 
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This parameter is usually kept as 10 by default in SIFT (DoG) implementations, 
where the minimum can be 4 meaning equal curvature in the DoG space in both 
principal directions. We set this parameter to 5 in all our experiments. 
50 100 150 200 
(a) (b) 
50 100 150 200 
(c) 
Figure 7-6: (a) F-score of the detector with respect to distance thresh-
old of non-extrema suppression and strength threshold of the DoG de-
tector. The F-score is consistently maximized around 3.5 pixels window 
size for a wide range of strength thresholds. (b) Detection result with-
out any non-extrema suppression: Crowded areas where many false 
positives are found are shown with red arrows. (c) Detection result 
when distance threshold of non-extrema suppression is set to 3.5 pixels: 
Compared to the image shown in (b), the false positives are eliminated. 
Dynamic ranges of images in (b) and (c) are manually modified to make 
the nanoparticles more visible. 
160 
7.3.3 Non-Extrema Suppression 
Non-extrema suppression is a standard tool used in many computer vision algorithms. 
Interest point detectors use non-extrema suppression to eliminate weak interest points 
that are in the close neighborhood of strong interest points. In DoG, non-extrema 
suppression is built into the algorithm while selecting the candidate key points: an 
interest point is selected if it is a local extrema in its 26-connected neighborhood 
as explained earlier. It is worth mentioning here that the window of non-extrema 
suppression increases as we move up in the pyramid representation: If the image is size 
is halved after smoothing, a pixel and its 26 neighbors in this resolution correspond 
to a larger comparison window in the actual image. This phenomenon effectively 
includes the scale of the interest points in non-extrema suppression. 
Knowing the diffraction limited spot size in IRIS offers more than the default 
non-extrema suppression available in DoG. The diffraction limited spot size is 420 nm 
and two diffraction limited scatterers within the same resolution cell should exhibit 
themselves as a single diffraction limited spot. This tells us there cannot be more 
than one interest points in a 420 nm by 420 nm neighborhood. Given the pixel 
size in IRIS images is 130 nm by 130 nm, we can conclude that no two detected 
interest points should be closer than rv 3.5 pixels. Although DoG inherently applies 
non-extrema suppression, it is not as effective in smaller scales as it is in the larger 
scales. In particular, we observe that spurious interest points can be detected around 
actual nanoparticles as shown in Fig. 7·6 (b). In order to make use of this extra 
piece of information coming from the physics of the imaging system, we tested the 
performance of the DoG operator as we vary the distance threshold of non-extrema 
suppression operation. The F1-score of the detector is plotted with respect to the 
distance threshold and strength threshold in Fig. 7·6 (a) . We observe that for a broad 
range of strength thresholds the F-score is maximized when the distance threshold 
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is chosen to be 3.5 pixels as suggested by our observation. In 7·6 (c), we show 
the detector result with non-extrema distance threshold set at 3.5 pixels. The false 
positives found at 7·6 (b) are eliminated with proper non-extrema suppression. 
7.4 Experiments 
7 .4.1 Sample Preparation 
Thermally grown silicon oxide of 100nm thickness on silicon substrate was purchased 
from Silicon Valley Microelectronics (Santa Clara, CA, USA). The substrate was pat-
terned and diced into small IRIS chips (100 mm x 100 mm) as described in our previ-
ous work (Reddington et al. , 2013). These IRIS chips were functionalized with MCP-2 
co-polymer from Lucidant Polymers LLC (Sunnyvale, CA, USA) to allow the sensor 
surface to form covalent links with primary amines. Amine functionalized polystyrene 
beads (180 nm) were purchased form Bangs Laboratories (Fishers, IN, USA). Average 
diameter of the functionalized polystyrene beads (amine-modified nanoparticles) was 
173.8 nm when measured with dynamic light scattering. Amine-modified nanopar-
ticles were printed onto IRIS chips with bovine serum albumin (BSA) to create a 
protein microarray by sciFlexarrayer S3 spotter (Scienion AG, Berlin, Germany). 
The final concentration of the spotting solution was 8.21 x 1010 nanoparticles/mL, 
50 mM trehalose, and 1.8 mg/mL BSA in PBS. Printed protein arrays were left in a 
humidity control environment (relative humidity = 65%) overnight to complete the 
immobilization process. The IRIS chips were treated with 50 mM ethanolamine (pH 
8.0) for 1 hour, washed with PBST (0.1% tween-20) for 3 minutes x3 times, PBS 
for 3 minutes x 3 times, then rinsed thoroughly with deionized water and dried with 
ultra-pure argon gas. 
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7.4.2 Image acquisition 
Each protein spot containing nanoparticles was imaged under IRIS to obtain the de-
focus data set. The stage was focused manually such that nanoparticles exhibited 
highest contrast (z = 0). z-stack images were acquired by moving the stage with a 
piezo controller to -1000 nm plane from z = 0 plane, and taking images at 100 nm 
increment until z = 1000 nm. At each z-step, 30 images were acquired and averaged. 
Only the averaged image was saved, resulting in total of 21 images per a protein spot 
in the array. 
7.4.3 Performance Characterization 
The performance of our detector is characterized using ground truth data obtained 
from 3 IRIS images that were manually labelled. The ground truth data was ob-
tained by using the z = 0 nm images since nanoparticles are easiest to discern in 
these images. In total 3264 nanoparticles were labeled. We assume that ideally each 
particle labeled in the ground truth data set should exist in each z-stack image with 
minor translations due to the stage movement. Our first aim is to assess the detector 
performance when the particles are in focus, i.e, at z = 0 and then in the face of dy-
namically changing particle profiles as the images are de-focused, since this is crucial 
for automated focusing of the instrument and to obtain nanoparticle signatures for 
discrimination purposes. In our evaluation, although it would be ideal to characterize 
the performance of the detector through the number of true/false positives (TP, FP, 
respectively) and true/false negatives (TN, FN, respectively), it is not trivial to define 
what a true negative is in a particle detection setting. Due to this restriction, as in 
(Ruusuvuori et al., 2010), we use the F1 score to assess the performance, which will 
be simply denoted as F score, that is the harmonic mean of precision and recall: 
F precision x recall = 2 X . 
precision + recall (7.11) 
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preCiswn = TP I (TP + FP) accounts for the errors coming from false positives, 
whereas recall= TP I (TP + FN) accounts for the errors due to false negatives. True 
negatives are not included in the definition of precision and recall. F-score reaches 
its best value at 1 and worst value at 0. 
Our detector requires one parameter for detection of nanoparticles: the strength 
parameter that controls the value of DoG (x). In order to assess the performance 
with in-focus images, the strength parameter was chosen so that the average F-score 
is maximized over the 3 z = 0 images. For the de-focus datasets, we take a training 
approach by learning the strength parameter that maximizes F -score in a total of 9 
images by using 3 images from each z-stack dataset. In particular, in each dataset , 
training images were chosen to be distinct looking to avoid overfitting the parameter 
to similar looking particle profiles. The parameter learnt here is used in testing 63 
images, including the 9 training images. 
One important issue in evaluating the performance of the detectors is to find an 
optimal matching between the ground truth data and the detected interest points. 
The DoG detector has subpixellocalization whereas ground truth data does not have 
subpixel precision. Furthermore, translation occurs from one image to another in a 
de-focus dataset due to the movement of the stage. Given these conditions , we want 
to match an arbitrary number of detected particles to a set of ground truth points. 
Naturally due to existence of errors, not all the detected particles will be matched 
to a ground truth data point nor every ground truth data point will be matched to 
a detected particle. The simplest approach is to apply a greedy matching technique 
by assigning a ground truth match to a detected data point if one exists in a close 
neighborhood. However such a matching a scheme will result in suboptimal match-
ings. In order to solve this problem, we pose it as a minimum cost bipartite graph 
matching problem where each tracked point and ground truth data is represented by 
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node in a complete bipartite graph. The edge weight between a detected particle node 
and ground truth particle node is taken as the Euclidean distance of the locations 
of these particles. If this distance is larger than 4, the edge weight is set to infinity 
that makes a matching impossible between such particles. Given this bipartite graph 
construction, the aim is to find a minimum cost matching between two sets of nodes. 
This problem is solved optimally in polynomial time using the Hungarian matching 
algorithm (Munkres, 1957). 
7 .4.4 Results and Discussion 
We first report the performance of the modified DoG detector with in-focus images. 
While using the detector, we have modified it to only find particles that are local 
maxima. When the same parameter is used with the 3 images, we obtain an F-score 
of 0.93. Portions of three in focus images are shown in Fig. 7·7 with true positives 
shown with green, false positives shown in red and false negatives shown in blue 
circles. A close-up to one of the images is shown in Fig. 7·8. It is easy to notice that 
most of the false positives are encountered around the rim of the protein spot. Usually 
particles around the rim of the spot merge with the rim and and spotting introduces 
certain spurious structures. Although the expert user is able to eliminate them, extra 
processing should be applied in order to get rid of such artifacts. A simple measure 
is to exclude a band region around the spot rim. By doing so, we have an F -score of 
0.985. Another option that we have previously employed, is to compute the image of 
the particle using the forward model and to measure the correlation of the detected 
particle with the expected profile (Monroe et al., 2013). Such a filtering scheme can 
eliminate spurious structures identified as nanoparticles. 
The results of particle detection with a fixed parameter over a 2000 nm focus 
span is shown in Fig 7·9. In this evaluation, the detector was modified to find both 
local maxima and minima since particles exhibit distinct behavior with changing z-
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plane as demonstrated in Section 3.3 of Chapter 3. The strength parameter was 
much lower than what was used for in focus images and hence at focus of these 
images, the detector performance is worse than with the optimum parameter. This 
is due to the fact that many false positives are introduced with a lower threshold. 
In one application, this type of de-focus data is used to obtain particle signatures to 
discriminate between different particles such as gold and silver on the same chip. The 
detection performance with a fixed parameter is enough to guarantee the existence 
of a particle and record its contrast over all planes. 
Another application of the de-focus data is for focusing purposes. As we have 
previously mentioned, in-focus images in our data set are focused manually by an 
expert user of the microscope. Unfortunately, conventional autofocusing techniques 
used in existing microscopes do not work well in interferometric high-NA microscopes 
like IRIS. In order to automate the focusing of the microscope, after a coarse focusing 
step, z-stack images are taken and the plane that yields the most of the particles are 
chosen to be in focus plane. The fixed parameter scheme is able to find particles and 
find the correct focus plane. Initial results are published in (Reddington et al., 2013). 
The details of this focusing technique will be published in an upcoming work. 
7.5 Interest Point Descriptors and Their Relevance for IRIS 
So far we have discussed the DoG detector and showed its use for detecting nanopar-
t icles. However, DoG with its local feature descriptors was proposed to match differ-
ent views of objects and images . After interest points are detected, a descriptor is 
obtained for each interest point and these descriptors are compared with either to ex-
isting databases or another set of descriptors for purposes such as object recognition, 
camera calibration. 
We make use of this matching scheme for IRIS images to eliminate dirt and other 
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particles that resemble the particles of interest. As thoroughly explained in Chap-
ter 3, before the particles of interest are introduced to the chip surface, the chips are 
coated with functionalizing polymer and possibly printed with other biological agents 
such as protein via spotting. The spotting procedure can introduce artifacts on the 
chip surface by creating patterned surfaces. In such a patterned surface, t-junctions , 
corners and blobs occur naturally and the DoG detector identifies them as potential 
nanoparticles. To alleviate this problem, we propose to image the chip before incu-
bation with particles. This image will be called pre-incubation image and the image 
taken after the introduction of nanoparticles will be called as post-incubation image. 
vVe use the SIFT detector and descriptor on both images and then use the descriptors 
to match interest points across the images. Note that we try to match the interest 
points found on the pre-incubation image to the ones found on the post-incubation 
image. The ambiguous matchings are thresholded. The resulting matchings after the 
thresholding are shown in Fig. 7·10. As seen in this figure, not all the matchings are 
correct. To be able to find the correct matchings, we also consider the location infor-
mation of the matched interest points. Our assumption is almost all of the interest 
points detected in the pre-incubation image should also exist in the post-incubation 
image and if there is a affine transformation between the two images all of these 
interest points should have been transformed likewise. We use Random Sampling 
Consensus (RANSAC) method to find an affine transform between the pre and post 
incubation images that includes most of the matchings with a small error margin. The 
remaining matchings are shown in Fig. 7·11. This matching technique is important 
for IRIS images when spotting results in a patterned background. 
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Figure 7-7: Particle detection with the modified DoG detector: Por-
tions of 3 images are shown where true positives are enclosed in green 
circles and false positives and negatives are enclosed in red and blue 
circles respectively. Dynamic ranges of all three images are manually 
modified to make the nanoparticles more visible. 
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Figure 7·8: Close-up of particle detection: We zoom to a region that 
includes the spot rim from the image shown in Fig. 7·7 (a) where false 
positives are found. Dynamic ranges of both images are manually mod-
ified to make the nanoparticles more visible. 
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Figure 7·9: Performance characterization of the modified DoG de-
tector using 63 de-focus images from 3 datasets with a fixed strength 
parameter. 9 out of the 63 images were used in a training step to pick 
the strength parameter. Training images are also included in the test. 
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Figure 7·10: Matching interest points remaining after ambiguity 
thresholding. The left image and right images correspond to pre and 
post incubation images respectively. 
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Figure 7·11: Matching interest points remaining after ambiguity 
thresholding and an affine transformation is estimated between two 
images . The left image and right images correspond to pre and post 
incubation images respectively. 
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Chapter 8 
Automated Focusing for the IRIS 
Platform 
In Chapters 3 & 7, we first gave an overview of the IRIS microscope and then we 
proposed a robust nanoparticle localization technique for images obtained with IRIS. 
In particular, we made use of the electromagnetic image formation model to modify 
the difference of Gaussians (DoG) detector. We showed that the proposed detector 
can localize particles with high sensitivity even with dynamically changing particle 
profiles. In this chapter, we further extend the use of the proposed detector for 
automated focusing of the IRIS modality. 
8.1 Introduction 
IRIS has been shown to work great success in a laboratory setting in various detection 
scenarios involving natural and synthetic nanoparticles. The simple and robust optical 
setup of the IRIS modality begs the question if the instrument can be used in a point-
of-care (POC) environment. An initial POC IRIS instrument has been proposed in 
(Reddington et al., 2013). 
Market for POC tests is rapidly growing with test being extended to personal use, 
i.e., glucose test and pregnancy tests. Similarly, enzyme-linked immunosorbent assays 
(ELISA) have been very popular and widely used for the detection viral infections due 
to their ease of use. Although not being as sensit ive as alternative standard viral in-
fection t esting techniques, such as viral cultures and reverse transcriptase polymerase 
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Figure 8·1: Focusing of the incident light in IRIS: The beam is fo-
cused on the (a) particle, (b) Si02 layer, (c) Si layer. Each focusing 
scenario results in a different phase relationship between the scattered 
and reference beams. 
chain reaction assays, low cost, minimal sample preparation requirements and ro-
bustness have made ELISA tests widely available. Recently, many optical techniques 
have been developed as well for the detection of nanoparticles and pathogens with 
high sensitivity (Hunt and Armani, 2010; van Dijk et al., 2005; Lindfors et al. , 2004; 
Ziichner et al., 2008). However, in general, due to complex instrument and operation 
needs such methods cannot be translated to a POC setting. In order to be used sue-
cessfully in clinical and POC environments, automated operation, minimal sample 
preparation, operator training and interaction with the instrument are required. 
In using the IRIS instrument, the only interaction that is required is to place 
the chip under the microscope and then manually focus the microscope so that the 
particles are visible and can be sized accordingly with respect to the forward model 
that was introduced in Chapter 7. However, this focusing operation is a laborious one 
necessitating input from an experienced user. This is due to the fact that the response 
of the nanoparticles in an interferometric high-N A imaging system is highly dependent 
on the focus plane of the optical system. In Fig. 8·2, we illustrate the computed images 
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Figure 8·2: Simulated images of 170 nm polystyrene particles. (a) 
Defocused image with -1000 nm shift in the focus, (b) with -500 nm 
shift, (c) focused image, (d) defocused image with 500 nm shift, (e) with 
1000 nm shift. The edge length of each image is 3.8 pm x magnification. 
of a 170 nm polystyrene nanoparticle with changing focus plane where the profile of 
the particle change drastically with 500 nm change in focus plane. Focus is an ill-
defined term in this interferometric system since focusing the beam on the particle 
or on the surface results in different phase relationships between the scattered and 
the reference beams. Furthermore, focusing to the surface is ambiguous due to the 
hi-layered surface. In Fig. 8·1, we show three cases of focusing of the objective lens: 
In the first case, the beam is focused on the particle and this is the focus plane that 
yields the maximum contrast, most visible nanoparticle image. The 0 nm focus plane 
image illustrated in Fig 8·2 for 170 nm polystyrene nanoparticle is obtained with this 
focusing scenario. In the second case, the beam is focused on the Si02 layer whereas 
in the third case the beam is focused on the Si layer. Focusing on the Si02 or Si 
surfaces would change the phase relationship between the scattered and reference 
beams and yield particle images that are not as visible. Focusing is a crucial task for 
IRIS and in order to achieve a truly automated POC IRIS device , robust focusing 
techniques have to be employed for IRIS. 
There exists many automated focusing techniques for many microscope modalities 
using a wide range of metrics. A review of these techniques can be found in (Sun et al., 
2005). Perhaps the most widely used metric considers the high frequency content in 
images since high frequency information directly corresponds to the sharpness of 
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(a) (b) 
Figure 8·3: (a) Fiduciary regions around a spot (b) Close-up of a 
fiduciary mark 
edges in images when noise is not an issue. In IRIS chips, we have fiduciary regions 
that can be used to maximize the high frequency content. An example of these 
fiduciary regions are shown in Fig. 8·3. There are two issues in using frequency-
based focusing technique: The first one is due to the fact that the physical focus 
to the surface of the chip obtained via the fiduciary regions do not correspond to 
the maximum contrast yielding focus plane for particles of interest. This is expected 
and the relationship of the two focus planes can be determined using and extending 
the forward model introduced in Chapter 7. The second is due to the accuracy of 
the focusing using the frequency content information. Such a focusing should yield 
the optimal focus plane of the surface with very high accuracy so that the computed 
relationship between the optimal fo cus plane of the surface and the nanoparticles will 
hold. However, we have observed that the surface focus obtained by maximizing the 
high frequency information is not accurate to the required precision due to noise, 
imperfections imposed by the objective of the imaging system and angular etching of 
the fiduciary regions on the substrate surface. 
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8.2 Proposed Focusing Technique 
In the previous section, we have concluded that frequency-content based focus tech-
niques do not yield an accurate focus for the IRIS platform. However, such a technique 
can still be used to obtain an approximate focus of the microscope. We then devise a 
detection-based focusing algorithm in which after an approximate focusing step with 
a frequency content based criterion, we employ the DoG detector and analyze images 
acquired with a small step size. The frame with the most detected particles is con-
sidered to be the in-focus frame for particles of interest. In particular, the algorithm 
takes the following steps: Once the chip is loaded, stages are swept 30 f.-Lm with a 
step size of 1 f.-Lm and the z-plane for which the image has the highest amount of high 
frequency information is picked. The current location of the focus plane is further 
refined with sweeping 1 f.-l min both positive and negative z-directions with a 100 nm 
step size. Then, starting from this refined frequency-based focus plane, images are 
acquired at every 100 nm going 300 nm in both positive and negative z-directions. 
These images are analyzed with the DoG detector and the plane with the most de-
tected particles is picked. While doing so, an optimized DoG strength parameter 
should be used with respect to the size and the type of the particles in field of view. 
Given that there are enough particles on the chip surface, such a focusing technique 
is shown to work well in (Reddington et al., 2013). 
However, there are problems associated with this detection based approach es-
pecially with samples that have very few to no particles on the surface of the chip. 
In such cases, it has been observed this focusing algorithm converges to non-optimal 
focus planes and can affect the quantification of particle detection. We aim to solve 
this problem by introducing nanoparticles to the chip surface that we name Refer-
ence Nano Particles (RNP). We propose to introduce RNPs to the chips regardless 
of the types of experiments to facilitate robust , detection-based focusing of the IRIS 
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microscope. 
In order to facilitate automated, detection-based focusing, RNPs have to be easily 
identifiable over changing focus planes. We choose to use polystyrene particles over 
gold nanoparticles due to the fact that gold nanoparticles change their appearance 
more rapidly with focus plane changes because of their polarizability. Another design 
choice we make is to use large polystyrene particles so that they will be easily distin-
guished in a wide range of imaging conditions. We aim to use 170 nm polystyrene 
nano particles for which we have shown the de-focus behavior in Fig. 8·2. 
Given that both RNPs and nanoparticles of interest are incubated on the chip, 
the first question is how to discriminate between RNPs and particles of interest. In 
general 170 nm polystyrene particles have marginally higher contrast than particles 
of interest and this offers a simple thresholding approach. In particular, we have seen 
that 170 nm polystyrene particles have an expected contrast of 14%, where as the 
VSV is around 110 nm and have an expected contrast of 7%. In the unlikely event 
that both RNPs and particles of interest have similar contrasts, we propose to use 
the particle matching approach introduced in Chapter 7. Simply, once the RNPs are 
introduced to the surface, a pre-incubation chip image will be taken and analyzed 
with the DoG detector so that the locations of the RNPs will be known exactly. 
After the particles of interest are incubated on the surface and the post-incubation 
image will be taken and analyzed yielding the total presence of both particles on the 
surface. RNPs can be eliminated from this data using the detector data obtained 
from the pre-incubation chip image. We here also note that the presence of similar 
contrast particles on the surface does not compromise the performance of the focusing 
algorithm. 
Throughout the discussion of the IRIS modality, several times we have mentioned 
that particle images depend on particle size, type, focus of plane of the optical system 
176 
1 .14,------,--- -,,------,----,,------,----,----,----, 
u; 
ro 
1.12 
1.1 
1.08 
-E 1.06 
0 
0 
0.98 '---- ----'----'--------'----'--------'--- - '--------'---___J 
-2 -1.5 -1 -0.5 0 0.5 1.5 2 
Focus plane in Jlm 
Figure 8·4: Contrast of 170 nm polystyrene (blue), 110 nm polystyrene 
(red) and 50 nm gold (blue) nanoparticles with respect to the focus 
plane using the model introduced in Chapter 7. 0 is taken as the 
focus plane where the contrast of the 170 nm polystyrene particle is 
maximized. 
and properties of incident light. In particular, even for the same particle type, the 
maximum contrast focus plane is different for different particle sizes . This means 
that finding the focus plane of the RNPs is not enough for correctly sizing particles of 
interest. However, the relationship between the focus planes of RNPs and particles of 
interest can be determined using the forward model or experimentally. In Fig. 8-4, we 
plot the contrast values of 170 nm polystyrene RNPs together with 110 nm polystyrene 
and 50 nm gold nanoparticles. In this plot z = 0 corresponds to the focus plane where 
the contrast of RNPs are maximized. Given this model, once in focus for the RNPs, 
the stage of t he microscope can be moved towards the focus plane of the particles of 
interest. This relationship can be experimentally obtained as well in order to minimize 
t he effects of model mismatches. 
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8.2.1 RNP Incubation Techniques 
In Chapters 3 & 7, we have given application examples of IRIS problem and detailed 
how viral pathogens and nanoparticles are captured on the surface. In both types of 
applications, the chip surface was functionalized using a co-polymer. In particular, in 
pathogen detection, the chip surface was coated with antibodies that were specific to 
the membrane proteins of the virus and antibody-antigen bonding ensured the capture 
of the virus on the surface. Similarly, in nanoparticle detection for allergy testing, the 
chip surface was further coated with antigens specific to the protein marker. Our aim 
is to introduce RNPs without disrupting the existing optimized sample preparation 
schemes. 
In introducing RNPs to the chips surface, we have two different approaches: The 
first approach is based on introducing RNPs during the polymer coating process. In 
order to do so, polystyrene nanoparticles were aminated which let them form covalent 
bonds with the NHS group in the polymer. Then these particles were spiked into the 
polymer solution and then the chip was functionalized with this solution. The second 
approach is to introduce amine modified RNPs directly to the antibody or antigen 
spotting solution. The latter approach needs less effort experimentally and hence has 
been the choice for RNP incubation. 
8.2.2 Concentration of RNPs 
One important parameter regarding using RNPs as an aid in automated focusing 
is the concentration of these particles on the chip surface. There is an important 
trade-off in choosing the concentration of the RNPs: Higher RNP concentrations are 
better for ease of focusing; however, aminated RNPs form covalent bonds with the 
NHS group of the co-polymer for which the proteins in the spotting solution need 
to form bonds too. This phenomenon can hinder detection performance of particles 
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of interest if RNPs are abundant on the chip surface thus effectively reducing the 
binding sites for particles of interest to be incubated on the chip surface. 
In order to determine the optimum concentration of RNPs that can be introduced 
to the surface without affecting the detection of relevant particles, we carried out a 
RNP dilution experiment with VSV as the nano pathogen of interest incubated on 
the surface. We have prepared multiple chips with increasing RNP density on the 
chip surface and for all these chips we have introduced a constant amount of VSV. 
The amount of VSV introduced to the surface is important for this experiment due to 
the competition for NHS bonds. We chose a specific concentration determined from 
experiments without RNPs that would result in 105 particles/ mm2 . Such a particle 
presence on the chip surface guarantees the test outcome with 99.5% and hence is 
clinically relevant . Next, we give details of the experiments. 
Sample Preparation 
IRIS chips were functionalized with MCP-2 co-polymer from Lucidant Polymers LLC 
(Sunnyvale, CA, USA) to allow the sensor surface to form covalent links with pri-
mary amines. Amine functionalized polystyrene beads (180 nm) were purchased 
form Bangs Laboratories (Fishers , IN , USA). Average diameter of the functionalized 
polystyrene beads (amine-modified nanoparticles) was 173.8 nm when measured with 
DLS. Amine-modified nanoparticles were printed onto IRIS chips with BSA to create 
a protein microarray by sciFlexarrayer S3 spotter (Scienion AG, Berlin, Germany). 
The final concentration of the spotting solution was 8.21 x 1010 nanoparticles/mL, 50 
mM trehalose, and 1.8 mg/ mL BSA. Printed proteins arrays were left in a humidity 
control environment (relative humidity = 65%) overnight to complet e the immobi-
lization process . The IRIS chips were treated with 50 mM ethanolamine (pH 8.0) for 
1 hour, washed with PEST (0.1% tween-20) for 3 minutes x3 times, PBS for 3 min-
utes x3 times, then rinsed thoroughly with deionized water and dried with ultra-pure 
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Figure 8·5: Determining the optimal RNP concentration: Although 
having a very high concentration of RNPs on the chip surface facilitates 
faster autofocusing, beyond 1011 particles/ mL, the detection of viral 
pathogens is hampered due to the competition for binding to NHS. 
argon gas. 
Analysis of Data 
In Fig. 8·5, we plot the data obtained from the dilution experiment. We observe that 
until the RNP concentration in the spotting solution increases above 1011 particles/ 
mL, VSV is detected without sacrificing the detection of these particles. Beyond this 
concentration , due to the shortage of antibodies on the sensor surface, less than 105 
particles/ mm2 is detected. We conclude that lOu particles/ mL RNPs is optimal for 
autofo cusing without sacrificing the detection of relevant particles. 
Chapter 9 
Conclusion 
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This dissertation presented three sets of tools for improving the performance of imag-
ing systems. The first set of tools focused on the robust inversion problem for ul-
trasound imaging. Then, a joint inversion and detection scheme was proposed for 
label-based inverse problems. Lastly, robust detection tools for the interferometric 
microscope IRIS were presented. 
In Chapter 2, we gave background information on regularized inversion techniques 
and combinatorial optimization with graph-cuts. The review of graph-cut techniques 
unified many separate sources whilst emphasizing the relevance to discrete-valued 
inverse problems. We have connected set functions and submodularity with linear 
inverse problems. 
In Chapter 4, we considered the robust inversion problem in ultrasound imaging. 
We extended and applied the methods presented in (Qetin and Karl , 2001; Qetin 
et al., 2006) to the ultrasound imaging problem. The imaging framework developed 
in Chapter 4 involves the use of a physics-based forward model of the ultrasound ob-
servation process, the formulation of image formation as the solution of an associated 
optimization problem, and the solution of that problem through efficient numerical 
algorithms. The sparsity-driven, model-based approach estimates a complex-valued 
reflectivity field and preserves physical features in the scene while suppressing spu-
rious artifacts. The effectiveness of the proposed imaging strategy is demonstrated 
using experimental ultrasound data collected from a testbed. In our experiments , 
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we considered two imaging scenarios with ultrasound where robust localization of 
scatterers are of great importance. In the first application, we were inspired by the 
kidney stone imaging problem and we used localized objects which mimicked the ge-
ometry of this problem. Our second application was inspired from non-destructive 
testing and for this purpose we imaged an aluminum channel object. For both exper-
iments, we studied the performance of the proposed technique with reduced acoustic 
windows and missing data and compared it to the conventional ultrasound imaging 
method of SAFT. We found that with limited acoustic windows, the proposed inver-
sion technique was able to resolve objects, exhibiting super-resolution like behavior , 
while SAFT could not resolve them. In missing data problems, the proposed tech-
nique yielded a very reliable representation of the underlying objects by suppressing 
the noise and preserving the homogeneity of the objects. 
In Chapter 5, we examined the submodularity of discrete-valued inverse problems. 
We found that discrete-valued linear inverse problems, in general, are not submodular 
and hence cannot be minimized with submodular minimization techniques or graph-
cuts. The nature of the forward operator in linear inverse problems, which causes 
variable couplings, was identified as the source of the difficulty in applying graph-cut 
methods to these problems. In Section 5.2, we reviewed the idea of variable flipping 
and QPBO. Then , we exploited variable flipping to identify graph structures that 
can always be made submodular through proper variable re-labeling. We first gave 
a simple scheme to make acyclic interactions submodular. We then extended this 
scheme to more arbitrary graph structures. We found that if there is an even number 
of nonsubmodular interactions in each cycle in a graph, such graph structures can be 
made submodular by properly flipping variables in any spanning tree of this graph. 
In Section 5.3.1, we connected the aforementioned flipping results to the structure 
of the observation operators arising in inverse problems. We noticed that the elements 
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of a certain Hessian that is related to the data fidelity term encodes pixel couplings 
that are due to the observation operator. These couplings can be treated as an 
adjacency matrix of image pixels. We showed that the first off-diagonals of this matrix 
corresponds to acyclic interactions between image pixels and an energy functional 
exhibiting such a structure can be made submodular and optimized by graph-cut 
techniques. We then applied our variable flipping result for general graphs to inverse 
problems and found that the odd-off diagonals of the Hessian matrix yield cycles with 
an even number of interactions. Given that the Hessian is constrained to be element-
wise positive, a variable flipping can be found to make such interactions submodular. 
Our results identify classes of linear sensing operators that are guaranteed to be 
graph-representable and hence whose inversion can be accomplished using graph cut 
techniques. We illustrated a proof-of concept with operators that result in a non-
negative odd-banded Hessian. 
In Section 5.5, we proposed a dual decomposition framework for the solution 
of discrete-valued inverse problems that build on our insights from Section 5.3.1. 
The idea behind this approach is to separate a general, hard problem into easier 
ones by removing certain constraints and then enforcing them at a later stage. The 
easily optimizable graph structures identified in Section 5.3.1 suggest appropriate 
decomposition structures. For example the odd-bands of the Hessian matrix can be 
represented in a single problem and each even off-diagonal can be represented as a 
tree structured problem. Such sub-structures are graph-representable after proper 
variable flipping. These easy subproblems are solved independently and then the 
master problem coordinates these solutions by adjusting the costs of each subproblem. 
This adjustment step is critical. We showed that the proposed dual decomposition 
approach with graph-cuts outperforms state of the art nonsubmodular optimization 
schemes such as QPBO and its extensions. 
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In Chapter 6, we proposed an approximation technique for discrete-valued in-
verse problems. Unlike the dual decomposition technique that aims at solving the 
exact problem, this technique aims to solve an approximation to the original energy 
functional iteratively. The surrogate energy functional is obtained by extending the 
discrete energy functional using a smooth, separable approximation. The separabil-
ity is achieved by truncating the off-diagonals of the extension's Hessian term that 
induces non-submodular pixel couplings. In particular, the Hessian term is replaced 
with a scaled version of its diagonal. The scale of the diagonal is controlled by a 
parameter that penalizes the distance of the cmTent iterate and the minimizer that 
is sought. This surrogate energy functional is submodular and can be minimized 
by any graph-cut technique. In this chapter, we have compared the proposed tech-
nique with state of the art continuous and discrete-valued reconstruction techniques 
and we demonstrated that the proposed technique consistently outperformed these 
techniques in tomographic and convolutional examples. Furthermore, we found that 
incorporating the discrete nature of the problem into the inversion framework pro-
vided greater resilience to noise and robustness to regularization parameter selection. 
These results confirmed our expectation that joint inversion and labeling can enhance 
imaging performance. 
In Chapter 7, we proposed a robust detection technique for nanoparticle imaging 
with IRIS microscope. In this work, we took a bottom-up approach starting with 
the electromagnetic image formation in the IRIS microscope. We first showed that 
nanoparticles exhibit themselves as blob like structures at various scales. FUrther-
more, the forward model showed that the gradient distribution of particle images is 
isotropic. We used these insights and proposed to use a multi-scale blob detector. We 
also used the fact that the diffraction limited spot size is 420 nm and two identified 
interest points should not be within this resolution limit. We have verified the perfor-
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mance of the proposed detector with manually labeled ground truth images of 170 nm 
nanoparticles acquired with IRIS. We showed that even with a single fixed parameter 
the proposed detector was able to localize particles in the face of dynamically varying 
particle profiles. 
In Chapter 8 we considered autofocusing algorithms for the IRIS modality. We 
first explained that focus is ill-defined in IRIS due to the existence of an interfero-
metric, layered substrate. Simply put, focusing the objective on the Si02 surface, 
Si-Si02 interface or on the particle results in different phase relationship between the 
reference and scattered beams and hence changing the appearance of nanoparticles. 
We discussed conventional automated focusing techniques and found that they were 
unable to provide the required 100 nm precision focus to the surface of the substrate. 
We proposed an automated focusing technique that uses the number of nanoparticles 
identified on IRIS images as a metric. The idea of this approach is that the number of 
the identified nanoparticles should be maximized when the particles are most visible. 
This scheme can fail when there are few to no nanoparticles on the chip surface. We 
overcame this problem by proposing to introduce fiduciary reference nanoparticles to 
the chip surface to aid this detection-based autofocusing technique. We discussed the 
merits of different methods for introducing these particles to the chip surface. We 
performed an experiment analyzing the competition between reference nanoparticles 
and viral pathogens for binding to the substrate surface and determined an optimal 
concentration of these reference particles that would not hamper the detection of 
nanoparticles of interest. 
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