2002; Kolen & Brennan, 2004) . Overall, however, Stocking and Lord's (1983) test characteristic curve (TCC) method may provide better results due to its robustness in the presence of a modest amount of error (Kolen & Brennan, 2004) .
Several studies have investigated the long-term sustainability of various IRT equating methods in capturing populationlevel growth over time. Using empirical data from a criterion-referenced test, Jodoin, Keller, and Swaminathan (2003) compared three IRT equating methods-fixed common item parameter (FCIP), mean-sigma (MS), and CC-and two ability estimates (the maximum likelihood ability estimate [MLE] and the expected a posteriori ability estimate [EAP] ) with respect to recovering growth for a mixed-format test. They found that linear equating indicated less growth than the FCIP or CC methods and that the MLE estimates reflected larger growth than the EAP estimates.
Using data simulated with empirical parameters from a statewide testing program, Baldwin and Baldwin (2007) studied the effect of anchor test length on the recovery of item parameters and increase in ability across four administrations in a mixed-format test for five IRT equating methods-FCIP, TCC, MS, Haebara's (1980) item characteristic curve (ICC) method, and mean and mean (MM). They found that all the methods performed similarly when ability distributions remained the same, but this was not the case when ability distributions changed from year to year, whether the increase was uniform or skewed.
Using simulated data, Keller and Keller (2011) compared FCIP, TCC, ICC, MS, and MM scaling over six administrations with respect to bias and root mean square error (RMSE) of theta estimates under different types of shifts in the ability distribution. They found that FCIP provided the most accurate long-term results when both mean and skewness changed in the ability distribution. One limitation of their study is that the same operational and internal anchor test form was used for the six consecutive administrations "to eliminate the confounding of test length and composition as sources of error in the equating function" (Keller & Keller, 2011, p. 365) . A logical extension to inform practice would be to compare the various scaling methods under realistic data collection designs.
According to von Davier and Wilson (2007) , IRT equating rests on the assumption that there are no omitted responses. In reality, missing data exist in almost any assessment. In addition, missing responses do not occur randomly, and the rates of omission vary as a function of ability, personality characteristics, and test-taking strategies (Ayala, Plake, & Impara, 2001; DeMars, 2003) . Different ways of treating missing responses will cause differences in item parameter and ability estimates. Typical treatments include incorrect, not presented, fractionally correct, and the two-stage method where nonresponses are first coded as not presented for item calibration and then incorrect for ability estimation (Ayala et al., 2001; Finch, 2008; Ludlow & O'Leary, 1999; Shin, 2009) .
Using simulated data, Deng and Monfils (2011) examined the impact of different levels of stringency in valid case criteria on Rasch IRT equating over five administrations of a K-12 assessment under three conditions of growth in student achievement. They found that applying the most stringent valid case criterion generally yielded the most accurate equating results; also, under conditions studied, FCIP outperformed the MM method. Their study used Winsteps for calibration and equating, applying the default setting of coding missing responses as incorrect. The purpose of this study is to expand the previous study to investigate the long-term impact of different stringency levels of the valid case criterion on capturing population-level growth in academic achievement under two IRT models, 1PL and 3PL, and two popular equating methods, FCIP and TCC.
Method Design
The simulation study was designed to reflect a wide range of what might be seen in practice across various testing programs and conditions of assessment. Student-level item response data were simulated for five successive yearly administrations of a two-section 3 multiple-choice test. 4 Three levels of stringency in valid case criteria were studied under both 1PL and 3PL IRT models. The most stringent level required that only those examinees who had attempted all test items be included in calibration. In the medium stringency condition, all those who had attempted 10 or more items in each section constituted the calibration sample. The least stringent valid case criterion included all examinees who had attempted at least one item in any section. For changes in the ability distribution, three conditions of uniform growth (i.e., same amount of growth across the ability scale) were considered. Under zero or no growth, a standard normal ability distribution was used each year. Small growth was defined by a yearly increase in average ability of .10 in the theta metric and large growth by a yearly increase of .25. Note that all three growth conditions started with ability distributed as N(0,1) in Year 1. Equating for all N(0, 1), N(0, 1), N(0, 1), N(0, 1), N(0, 1); Small growth: N(0, 1), N(.10, 1), N(.20.1), N(.30.1), N(.40, 1); Large growth: N(0, 1), N(.25, 1), N(.50, 1), N(.75, 1) , N(1.00,1) Note. 1PL = one-parameter logistic method; 3PL = three-parameter logistic method; FCIP = fixed common item parameter method; TCC = test characteristic curve method. Note. The same b-values were used for both one-parameter and three-parameter logistic models. a N = 60. b N = 20. c Anchor 12 is the anchor set composed of items common to years 1 and 2 forms.
conditions was based on the NEAT design with an internal anchor. Table 1 lists the simulation conditions of this study. The four factors were fully crossed, yielding a total of 36 conditions. One hundred replications were run for each condition.
Data Generation
In this study, the simulated test form included 60 multiple-choice items with two identical sections of 30 items each. Based on realistic item parameters, five parallel test forms were generated using WinGen (Han, 2012) , one for each year of administration. These forms had similar a, b, and c parameters as well as a wide range of item difficulties. Item parameters were first generated for the 3PL model, and the same generated b-values were used for the 1PL model. Forms in adjacent years shared 20 items in common, that is, anchor items. Within each form, items at Positions 2, 5, 8, 11, … , 59 constituted the anchor between the preceding form and current form, and items at Positions 3, 6, 9, 12, … , 60 constituted the anchor between the current and the succeeding form. Table 2 shows the statistical characteristics of the total test forms and the associated anchor sets. The generation of examinee response data was completed in several steps. First, for each year and growth condition, the true ability of each of the 50,000 individuals composing the population was generated from the corresponding distribution listed in Table 1 . Next, complete response strings were generated for the 50,000 simulees in each year and for each growth condition. For each simulee, the probability of a correct response to each item was computed as a function of true ability and a, b, and c parameters in the corresponding year's form, according to the 3PL IRT model. The examinee's observed response to each item was obtained by drawing a random uniform number between 0 and 1. A score of 1 was assigned if the probability of a correct response to the item was greater than the random number, and a score of 0 was assigned otherwise. This resulted in 15 population data sets with complete response strings.
Then, following methods similar to those employed by Stocking et al. (1988) , DeMars (2003) , Finch (2008) , and Ayala et al. (2001) , missing responses were generated in the response strings of a subset of simulees in each population to reflect Ayala et al. (2001) and Shin (2009) , who noted that examinees are more likely to omit an item if they are not sure of the answer, approximately 15% of the simulees omitted a varying number of items throughout the test: these are intentional omits. Missing responses due to speededness were generated for approximately 5% of the simulees. Overall, the rate of missing responses was approximately 6% in each population. For both intentional omits and omits due to speededness, missingness was not completely random, and consideration was made so that lower ability simulees were more likely to miss than higher ability simulees. Examinees were ranked on true ability and assigned to one of three ability groups: low, medium, or high. Examinees within each ability group were then randomly selected for generation of missing item responses of either type with probability rates detailed in the next two paragraphs. Note that starting with rates in the previously cited research, various rates were explored and evaluated considering the goals of current study.
The rates used to generate intentional omits were based on examinee ability group and the correctness of the item response, as shown in Table 3 . Higher ability examinees would have lower omit rates, and the probability to omit an item would be lower if in the original data, the simulee responded correctly to that item. For example, the intentional omit rates for high-ability simulees were .08 for items with correct responses and .20 for items with incorrect responses. Corresponding rates for the low-ability group were .38 and .42, respectively. To generate intentional omits in a given examinee's response string, a random uniform number between 0 and 1 was generated for each item, and if the resulting value was lower than the assigned omit rate for that examinee's ability level and item score, the item response was changed to an omit; otherwise, the response was not changed.
The rates used to generate missing responses due to speededness were based on examinee ability group and item position. The high-ability group had no omits due to speededness for Items 1-5; the omit rate for Item 6 was .01, which increased for each item thereafter within the section in increments of .01. For the medium-ability group, omits due to speededness started with a rate of .06 for Item 1 and increased for each item in the section in increments of .01. For the low-ability group, the omit rate started with .16 for Item 1, which increased for each item in the section in increments of .01 (see Table 4 ).
Taking into account both intentional omits and omits due to speededness, the resulting degree of missing responses was similar in the population data sets of different growth conditions. For the purpose of illustration, Table 5 presents the degree of missing responses in the small-growth populations by ability group and overall.
After missingness had been created in the population data, samples of 5,000 simulees were randomly drawn from each population according to the different levels of stringency in the valid case inclusion criterion. Table 6 provides the level of missingness in samples of varying inclusion stringencies. Because there are no omits in all of the most stringent samples (i.e., the mean would be 0), those samples are not included in the table to save space.
Consistent with what was done in the previous study, in all calibrations, missing responses were treated as presented and scored as incorrect, a common practice for untimed K-12 assessments where state policies often require that omitted responses be treated as incorrect in the case of multiple-choice items or assigned the lowest score in the case of constructedresponse items. Note. NOmit = number of omits; PropOmit = proportion of omits. Three decimal places were used for the overall results; 2 were used for each ability level.
Calibration and Equating
Calibration/equating runs were conducted separately for each of the 100 samples per condition per year. In Year 1, operational test forms were postequated back to the "bank," thus placing the Year 1 forms on the scale of the generating item parameters. In Years 2-5, operational test forms were placed on the bank scale by equating to the on-scale forms of the previous administration. This design facilitated analyses relative to the generating item and person parameters. IRT parameter estimates for each of the 5 years of data were determined using a proprietary version of the IRT estimation program PARSCALE (Muraki & Bock, 1999) . This version of PARSCALE allows for a more flexible and stable estimation of item parameters, as it employs a semi-Bayesian approach to fitting the IRT model. Note. NOmit = number of omits; PropOmit = proportion of omits.
Two different equating methods were evaluated in this study. The FCIP method does not require a separate linking step; rather, it places the non-anchor items in the new form on the operational scale during the calibration phase by fixing the anchor item parameter estimates to their previously estimated operational (or banked) values. In the TCC method, two independent calibrations take place, one for the new operational form and one for the reference form. After calibration, the new form estimates are transformed onto the reference form scale by minimizing the distance between the anchor TCCs. The TCC method was implemented using the STUIRT program (Kim & Kolen, 2004) .
Evaluative Measures
Using generating item parameters, "true" scoring tables were obtained from the test characteristic curve for each administration. Theta cutscores were −1.20, 0, and 1.20, for basic, proficient, and advanced, respectively. Thetas were linearly transformed onto a typical reporting scale using additive and multiplicative transformation constants of 400 and 40. "Operational" scoring tables were obtained using on-scale parameter estimates from IRT calibration and equating. Scale scores based on the true scoring table derived from the generating parameters were the criterion against which equated scale scores were compared.
Overall Equating Accuracy
Three criteria (Harris & Crouse, 1993) were used to evaluate the overall accuracy of each equating condition for each year and across 5 years: (a) RMSE, (b) bias, and (c) standard error of estimation (SE).
RMSE provides a measure of the overall accuracy of an equating. It is defined as
where f i is the number of examinees with raw score x i on the new form, e Y (x i ) is the criterion scaled score on the reference form, andê Y (x i ) is the corresponding scaled score on the reference form as determined by any equating method (Harris & Crouse, 1993, p. 203) . The overall bias relative to the criterion is defined as
The bias term is part of the RMSE and can be found by decomposing the RMSE into the variance of the difference plus the squared bias (Harris & Crouse, 1993) :
that is,
where
and d is the mean difference, that is, the bias term.
The first term on the right side of the preceding equation represents the variance of the difference between values of the equating function under evaluation and the criterion. The square root of the variance constitutes another criterion:
Classification Accuracy
In the context of K-12 statewide assessment and NCLB reporting of testing results, a key accountability indicator is the percentage of students meeting a designated performance standard (i.e., PAA, or percent at or above proficient). Each examinee is classified into a specific performance category based on his or her test score to facilitate adequate yearly progress calculations. In this study, simulees' true performance categories can be known based on their true ability relative to the three designated theta cutscores that determine four performance categories. On the other hand, as in practice, examinees have equated test scores, based on which they can be classified into one of the four performance categories. Classification accuracy, defined as the total percentage of simulees correctly classified across the four performance categories when comparing the equating-based performance category against the true category, was used as an additional criterion to evaluate the impact on equating of varying stringencies in the valid case criterion.
Results
The mean RMSE over 100 replications is shown for Years 2-5 for the three calibration sample valid case criteria for different growth conditions and equating methods for the 1PL model in Figure 1 and for the 3PL model in Figure 2 . Examination of the figures indicates that with FCIP, for both 1PL and 3PL models across all growth conditions, the RMSE decreased as the level of valid case inclusion stringency increased, and equating was most accurate under the most stringent valid case criterion. The differences among the three levels of inclusion stringency were more distinct under 3PL than under 1PL. Under 3PL, the RMSE increased as the years went by. In contrast, under 1PL, the RMSE was generally stable across the years and only showed a notable increase in the large-growth condition from Years 4 to 5.
Compared to FCIP, the pattern of results is somewhat similar but less clear-cut with TCC equating. Under the 1PL model, in the zero-growth condition, when the ability distribution remained unchanged over the years, the RMSE was similar for all three stringency levels of the valid case criterion and considerably smaller than that with FCIP. However, under large growth, where average examinee ability increased by .25 each year, the RMSE was the smallest for the most stringent valid case criterion. Under 3PL for both the zero-growth and small-growth conditions, applying the most stringent valid case criterion resulted in by far the smallest RMSE compared to the other two valid case criteria. However, under the large-growth condition, after Year 3, the RMSE increased linearly for the most stringent sample and became the highest of the three samples in Year 5. An examination of the mean bias in Figures 3 and 4 helps to provide some insight into the RMSE results. The general pattern of the bias results is largely similar for the two equating methods, especially under 3PL. Overall, it appears that a negative bias accumulates over administrations for both FCIP and TCC under both IPL and 3PL models. That is, student achievement became more and more underestimated as the equating chain unfolded. Under the 3PL model, Year 2 equated scores for the calibration sample with complete data had the smallest amount of bias-near zero and negative-but over administrations ended up with the largest amount of negative bias in Year 5. In contrast, equated scores for the two calibration samples with varying degrees of missing responses began with some positive bias but ended up with the smallest amount of absolute bias. Table 7 gives the average of the mean RMSEs across the equating years (i.e., Years 2-5). Of the three valid case criteria, the most stringent criterion was generally associated with the smallest average RMSE across growth conditions, equating methods, and IRT models. Note that TCC usually had lower average RMSE than FCIP under the zero-growth and smallgrowth conditions across the valid case criteria. Under large growth, though, the RMSE was mostly larger for TCC than for FCIP. Table 8 provides the average of the mean biases across equating years. Bias was the smallest in magnitude under the most stringent valid case criterion for both IRT models and both equating methods under the no-growth and small-growth conditions. However, under 3PL and large growth, TCC had the largest average bias for the most stringent valid case criterion; the bias was negative, indicating that over time equating resulted in underestimation of student achievement.
Figures 5-8 compare the mean classification accuracy (over the 100 replications) in the equating years for different combinations of growth, valid case criterion, IRT model, and equating method. Results seemed to differ for the two IRT models. For 1PL, the most stringent valid case criterion was not necessarily associated with higher classification accuracy, and classification accuracy increased with time and with larger amounts of average growth. For 3PL, higher levels of stringency were generally associated with greater classification accuracy. Overall, the rates of classification accuracy were considerably higher for the most stringent valid case criterion than for the other two criteria, which had similar rates. However, the one exception was the large-growth condition with the TCC method, where classification accuracy dropped linearly from Year 3 forward, seeming to reflect the large increase in RMSE and bias under that condition. If averaged across the 5 years, the classification accuracy rates were higher for the 3PL model than for the 1PL model.
Discussion
Equating is one of many important psychometric endeavors and is critical for maintaining comparability of test scores over time. When conducting equating, practitioners in the testing industry have often wondered and debated about the appropriate or optimal characteristics of the calibration/equating sample. What sample was used to derive the equating function is not always a matter of choice, as it is impacted by policy considerations as well as various operational constraints, such Note. 1PL = one-parameter logistic model; 3PL = three-parameter logistic model; FCIP = fixed common item parameter method; TCC = test characteristic curve method. Note. 1PL = one-parameter logistic model; 3PL = three-parameter logistic model; FCIP = fixed common item parameter method; TCC = test characteristic curve method.
as test administration schedules and reporting timelines. One question involves whether the analysis sample must represent the testing population in terms of proportions of examinees with incomplete response strings, when policy requires that such responses be scored as incorrect, or given this policy context, will equating be more accurate if the calibration is based on students with complete response strings. The purpose of this study was to examine how two commonly used IRT equating methods would perform over multiple administrations when calibration/equating samples varied as a function of different valid case inclusion stringencies. The general context is large-scale K-12 assessment where policy often requires increasing levels of student achievement across years. The study extended the research on population invariance by examining the long-term effects of calibration sample valid case criterion on capturing growth under IRT equating.
Overall, study results indicate that the use of the most stringent valid case criterion would yield more accurate results under both zero-growth and growth conditions when omitted responses are coded as incorrect. The findings suggest that different levels of stringency in the valid case criterion will lead to meaningful differences (e.g., in terms of classification accuracy) in the equating results within one equating event as well as across multiple years of equating. These findings are .10_Med
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Mean classification accuracy for the fixed common item parameter method under the three-parameter logistic model. consistent with Deng and Monfils (2011) . Given that the test and anchor designs in this study were more reflective of operational realities in terms of item parameter values and test-anchor relationships than the tightly controlled within-form distribution of item difficulties of the previous study, the converging findings are very encouraging. These results are also consistent with those of Shin (2009) , who found that coding missing responses as not presented rather than incorrect results in more accurate screening of items with parameter drift during equating, with results very similar to the baseline of complete data. The reason why the most stringent valid case inclusion criterion led to generally the most accurate equating results over multiple administrations may be traced back to the assumptions required in applying IRT true score equating methods that were summarized by von Davier and Wilson (2007) . One of the assumptions is that there are no omitted responses, which provides a theoretical basis for using the most stringent sampling criterion. Results of this study lend support to the importance of this assumption. With all test items completed, researchers have the most information available for calibration and equating, likely leading to the most accurate equating results.
TCC scaling did not work well for the large-growth condition regardless of the IRT model used: It had large RMSE and negative bias. This is not inconsistent with Keller, Skorupski, Swaminathan, and Jodoin (2004) , who found that TCC underestimated growth when used with a long anchor, and Keller and Keller (2011) , who concluded that although the characteristic curves methods, both TCC and ICC, would provide more robust theta estimates for a simple mean shift in the ability distribution, the FCIP would produce estimates with least bias for the more complex skew-shift condition, that is, when both mean and skewness in the ability distribution changed. Although we only examined mean shift here, the magnitude of the shift in the large-growth condition is .25, considerably larger than the .15 specified in Keller and Keller. As noted by Keller and Hambleton (2013) , it is rare for effect sizes related to changes in the distribution to be larger than .10. From a study design point of view, we purposely used the .25 magnitude for large growth to test the boundaries of the long-term sustainability of IRT equating, knowing that it represented an extreme of populationlevel change in most educational settings. It is likely that the yearly shift of .25 posed a serious challenge for the TCC method.
The accumulation of bias over time in this study is also consistent with findings in the literature. Baldwin and Baldwin (2007) found that even in the zero-growth condition where the two samples were randomly equivalent, bias in the item parameter estimates increased as the administration number increased. Results of this study reflect a fairly consistent pattern of accumulated bias within model across years and conditions under FCIP, and that pattern was similar for 1PL and 3PL. However, as noted earlier, under TCC, the pattern of accumulated bias varied by model and conditions, with the greatest deviation under large growth.
Equating results may be less accurate when missing responses in the analysis data are treated as incorrect, due in part to increased error in estimating the item parameters in this context. For this study, the overall proportion of missingness was approximately 6%, which is not unusual in real operational testing data. Results of this study indicate that the different stringencies in valid case criteria can make a real difference in the ability of IRT equating to capture growth in the examinee distribution over multiple administrations. Given a policy context where omitted responses are scored as incorrect, the use of complete response strings for calibration and equating is more advantageous in that it produces more accurate equating results.
The accumulation of bias underscores the importance of monitoring the stability of the reporting scale over time, with periodic adjustments as needed done as part of scale maintenance. This is particularly important in contexts where population performance may shift due to factors such as changes in curriculum implementation or in stakes associated with test scores at the individual or group level.
Limitations and Future Research
This research had several limitations, and the results may not generalize beyond the conditions of the study design. As noted in the discussion, the generated test and anchor sets used in this study were designed to reflect operational realities in terms of item parameter values. Unlike Keller and Keller (2011) , who used the same sets of items across all five administrations to eliminate test composition as a confounding source of error by design, there was some controlled difficulty variation in the forms and anchors sets used in this study. Future research should include form and anchor difficulty differences as a study variable.
Another limitation is that the simulated test had multiple-choice items only. Future research should look at mixedformat tests. Other factors that can be varied and examined include test and anchor length; sample size; and alignment, or lack thereof, of the test with examinee ability. Also, the growth in population ability may not be uniform across ability levels. Growth with a skewed distribution is worth investigating, especially with resources often prioritized to improve the performance of those at the lower end of the score distribution. In addition, one set of arbitrary cutscores was used in this study. To what extent the choice of cutscores may have impacted the results is unknown. Furthermore, the pattern and degree of missing responses may be varied as well.
Given the widespread concern in K-12 statewide testing with the growth of individual learners over school years, additional research is needed to study the impact of different levels of valid case inclusion stringency on measuring growth with vertical scaling.
As with all simulation studies, the findings of this study need to be evaluated with empirical data. Future research should compare how the stringencies in the valid case criterion affect equating in practical settings, where the composition of total test and anchor set reflect both content and statistical specifications.
