Abstract-The particle swarm optimization (PSO), now widely used in the electromagnetics community, is a robust evolutionary method based on the property of swarm intelligence. This paper focuses on the random variable effect in the PSO algorithm, and two random distribution functions, namely, the uniform distribution and Gaussian distribution, are studied and compared in details. It is revealed through the statistic analysis that the Gaussian distributed random variables increase the efficiency of the PSO algorithm as compared to the widely used uniformly distributed random variables. This conclusion has been demonstrated through both a mathematical benchmark function and an antenna array optimization.
INTRODUCTION
The Particle Swarm Optimization (PSO) technique was first proposed by Kennedy and Eberhart as the derivative of swarm intelligence [1] , and was introduced into the antenna community by Robinson and Rahmat-Samii [2] .
Recently PSO has been applied in various electromagnetic (EM) applications such as antenna array synthesis, reflector antenna beam shaping, and designs of patch antennas and absorber [3] [4] [5] [6] . Basically, the PSO algorithm employs several particles (or agents) to search the best variables combination in an n-dimensional space to achieve a specific optimization goal. Since all particles exchange the information of their best fitness values and corresponding locations, by manipulating the moving directions and speeds accordingly, the whole swarm will move toward a global best value after several iterations.
How to balance particles' best fitness values and update their velocities will change the trajectory during the searching process. Many parametric studies have been conducted on PSO coefficients to improve the algorithm efficiency [7, 8] . In addition, the boundary condition that deals with particles flying out of the solution space is a unique problem in PSO [2, 9, 10] . Three basic boundary conditions, namely, the absorbing wall, the reflecting wall, and the invisible wall, are illustrated and compared with each other in [2] . In this paper, the boundary condition used is a variation of the absorbing boundary condition: when the particle hit the boundary, its velocity keeps the same, but the particle stays at the boundary to make sure it will not roam outside the solution space.
In this paper, the authors investigate the random functions that control the impacts of particles personal best and the swarm global best in the PSO algorithm. Surveying the PSO literatures, most of current PSO implementations are based on the hypothesis that the randomness of swarm behavior fits a uniform distribution in the range of (0, 1). This paper explains the rationality of using Gaussian distributed random variables in PSO. Compared to [11] [12] [13] that used an absolute value of a normal-distributed Gaussian variable, this paper proposes a new implementation scheme where the mean and variance of the Gaussian variable can be flexibly selected to improve the PSO efficiency. Detailed comparisons are presented among these three methods, through statistical studies on a mathematic benchmark function and a practical electromagnetic optimization problem.
RANDOM VARIABLES IN PSO ALGORITHM
An important step in the PSO algorithm is to determine particles' velocities. For particle i in the nth iteration, the velocity is updated using the following equation:
n , global best (gbest) g n , and other balance coefficients. The parameter ω is the inertial weight and it determines the extent of which the particle remains along its original course unaffected by the pulls of pbest and gbest. Eberhart and Shi suggested changing this value linearly from 0.9 to 0.4 over the course of an optimization process [7] . Since each particle can remember the location of the personal best fitness value and share the information with other particles, c 1 and c 2 imitate the weights whether returning to the location of the personal best or exploring the location toward the global best. Early PSO developers suggested both coefficients equal to 2.0, but recent analysis gives another optimal choice for c 1 and c 2 to be 2.8 and 1.3, respectively [8] . Following c 1 and c 2 , there are two random functions rand 1 () and rand 2 (). The purpose of introducing these two random functions is to mimic the unpredictable behavior of nature swarms. Generally these two functions represent two separate calls, and in most implementations people use the random function uniformly distributed between 0 and 1 [2] . Thus, the pulling forces of pbest and gbest would vary between 0 and 1 with the uniform probability in the optimization procedure.
If we extend our scope to wide areas such as psychology, astronomy, and physics, it is found that many observed random variables and data follow a well known Gaussian distribution [14, 15] . Even though some of them do not exactly fit the Gaussian distributed curve, they can be approximated quite well due to the central limit theorem [16] . This theorem states that the sum of a large number of independent and identically-distributed random variables will be approximately normally distributed if the random variables have a finite variance. Many common attributes such as test scores, heights, etc., roughly follow Gaussian distributions, where a small probability occurs at the high and low ends, and a large probability occur around the middle. Since the PSO algorithm is based on the stochastic property of swarm intelligence, it is nature to consider using the Gaussian distributed random variables instead of the uniformly distributed variables in (1) . It is also noticed that in the PSO algorithm the whole swarm may contain 30 or more particles and spend hundreds or even thousands iterations in searching an optimum value. Therefore, the randomness in particles' movement may be more suitably described by the Gaussian distribution than by the uniform distribution.
The probability density function (PDF) of a Gaussian function used in this paper is defined as:
2 . There are two parameters in this definition, namely, mean (μ) and standard deviation (σ), to describe the Gaussian PDF [17] . Fig. 1 compares the PDF of the Gaussian distribution and the uniform distribution. Changing the mean value will shift the symmetric axis of the curve and changing the standard deviation will alter the sharpness of the curve. Recall that the traditional random function used in PSO varies between 0 and 1 and its mean value is 0.5, hence, we set the Gaussian PDF with the same mean value, μ = 0.5. It is observed from Fig. 1 that more possibilities occur around 0.5 and then gradually decrease to zero towards the two ends. Fig. 1 also shows that a smaller standard deviation (σ) value means a "sharper" bell curve and a higher probability within the 0-1 region compared to larger σ values. For different σ values, probabilities of the Gaussian random variable occurring between 0 and 1 are listed in Table 1 . Now the question is: how to select a suitable σ value for a common particle swarm optimization? Next section will give the statistic analysis of different standard deviation (σ) performances on a mathematic benchmark function.
COMPARISON OF UNIFORM AND GAUSSIAN VARIABLES UNDER THE RASTRIGIN'S FUNCTION
A mathematic benchmark, the Rastrigin's function,
with a pre-known zero minimum value is utilized to test the performance of the PSO algorithm with two different types of random variables. The Rastrigin function is a typical example of non-linear multimodal function. It was first proposed by Rastrigin [18] as a 2-dimensional function and has been generalized by Mühlenbein in [19] . This function is a fairly difficult problem due to its large search space and large number of local minima. Both Fig. 1 and Table 1 imply that if we further increase σ larger than 1/3, the random variable may occur outside the range [0, 1] with a high possibility. This could greatly influence the relative pulls of pbest and gbest, and also may bring some unstable conditions. Based on the above consideration, the σ range is set from 0.16 to 0.38 with a step of 0.02, and the results are compared with that using the traditional uniform distribution.
First we test the average fitness value under a given number of iterations. Two different cases are studied, one using 50 iterations and the other one using 100 iterations. For each case, 100 independent optimization trials are performed for statistic analysis. Then the calculated average global best fitness values of the 100 trials is conducted and compared with the average global fitness value obtained from the uniform distribution. The comparison results are shown in Figs. 2(a) and (b) . It is observed that not all 12 σ values are good candidates. Only those σ values with fitness value lower than the result from uniform distribution are considered to be good candidates. Thus, the optimum σ should be smaller than 0.3.
Since the minimum of this benchmark problem is known, we could also test the performance of two random variables under a fixed fitness criterion. In this experiment, the iteration times that achieve a specified fitness value are recorded for both Gaussian and Uniform PSO. The criteria is set with two values, 0.1 and 0.01, and the maximum iterations are set to 5000 in each trial, which means if after 5000 iterations the fitness is still larger than the criteria, the program will stop and record the final iteration as 5000. A set of 100 independent optimization trials are performed and then the average iteration times are calculated. The comparison results are shown in Figs. 3(a) and (b) . When fitness criteria = 0.1, average iteration number is 136 for the uniform distribution and the average iteration number is reduced to 78 for the Gaussian distribution with a value of σ = 0.24, which is a 42.6% reduction. For the fitness criteria = 0.01, the iteration number is reduced by 42.4% for σ = 0.24. A suitable σ range is observed around 0.2∼0.3 in this experiment.
(a) (b) To further illustrate the efficiency of using Gaussian distributed random variables in PSO, three σ values of 0.24, 0.25, and 0.26 are used to optimize the Rastrigin's function through 100 trials with 50 iterations per trial. The three Gaussian distribution convergent curves are displayed in Fig. 4 accompanied by the uniform distribution case. At each iteration point, the corresponding fitness is the average value of the 100 trials. All four curves converge gradually with the increasing iteration time, but three Gaussian distribution curves decrease faster than the uniform distribution curve. Also from this case, the above three σ values could be reserved as suitable σ values for future utilization of Gaussian random variables. The selection of the σ value has also been verified through two other benchmark functions: Griewank function and Rosenbrock function [2] . Both are tested through 100 trials, the results are presented in Fig. 5 . 
LINEAR ANTENNA ARRAY SYNTHESIS
In this section, the previous studied Gaussian PSO is used to optimize practical electromagnetic problems. It is a ten-element unequallyspaced antenna array with a total length of 5λ. The element locations will be optimized, and the goal is the suppression of the sidelobe level (SLL) to −18.96 dB in the area 0 • ∼78.5 • and 101.5 • ∼180 • [20, 21] . The SLL is reduced by 6 dB compared to that of the equally-spaced linear array. The array factor in this case is: Figure 6 . 10-element array pattern synthesis using PSO with Gaussian random variables.
where the wave number k = 2π/λ; d(n) are the elements locations. Based on the investigation in Section 3, we use σ = 0.24 for the Gaussian distributed random variable. The final optimized array pattern is then shown in Fig. 6 , where all specifications are satisfied. The equally spaced array pattern (Original) is also shown and compared with the optimized array pattern. Fig. 7 compares the convergent curves of using Gaussian and uniform variables. It shows a better performance of Gaussian variables since in the Gaussian case, 38 iterations are consumed but 130 iterations are used in the uniform case.
In Fig. 7 , the comparison is made for only one trial test. In order to statistically compare the performance between two distributions in this array optimization case, we run this array optimization problem under 100 and 200 independent trials, and in each trial the maximum iteration number is set to 500. The average numbers of the consumed iterations are recorded in Table 2 . It is noticed that using Gaussian distributed random variables reduces more than half iterations than using the uniform distributed random variables. The PSO algorithm with the Gaussian distributed random variable exhibits an efficient performance in this antenna array case. Null controlled pattern of a 20-element linear array optimized using Gaussian PSO.
It is worthwhile to point out that Ref. [11] [12] [13] also used Gaussian variables in the PSO algorithm. However, they used the absolute value of a Gaussian probability distribution with zero mean and unit variance, i.e., abs (N (0, 1) ). The PDF of abs(N (0, 1)) is given by
2 , x ≥ 0. To achieve a contiguous expected value as the uniform case, the coefficients c 1 and c 2 are modified accordingly. However, it does not have the flexibility to change the variance of the random function. The reference method is also used in the two optimization problems in this paper. For example, the average iteration numbers of this antenna array optimization are 219 and 207 for 100 and 200 trials using the proposed PDF in [11] [12] [13] . As compared to the data in Table 2 , it is clear that the reference method has a better performance than the uniform case, but is less desirable than our proposed method.
To further demonstrate the validity of the Gaussian PSO, a relatively complex case is attempted here, which has a null controlled radiation pattern. The target is to optimize the excitation coefficients of a symmetric 20-element array [21] . The array factor in this case is:
Now the element is equally spaced with a half wavelength distance. 
CONCLUSION
This paper compared the PSO performance using three different random functions, the uniform distribution and two different Gaussian distributions. How to choose a suitable mean value and standard deviation of the Gaussian distribution is discussed in details. Through the example of the Rastrigin function, a suitable σ value range is found between 0.2 and 0.3. According to various statistical comparisons of the Rastrigin's function and an antenna array example, it is demonstrated that the PSO algorithm is more efficient when using the new proposed Gaussian random variables than the conventional uniform random variables and other Gaussian random method.
