, the set of gaps of 2-chains inside E,
, the set of gaps of 2-chains inside E, ∆ 2 (E) = {(|x − y|, |y − z|) : x, y, z ∈ E} ⊂ R 2 has positive Lebesgue measure. It generalizes Wolff-Erdogan's result on distances and improves a result of Bennett, Iosevich and Taylor on finite chains.
We also consider the similarity class of 2-chains, S 2 (E) = t 1 t 2 : (t 1 , t 2 ) ∈ ∆ 2 (E) = |x − y| |y − z| : x, y, z ∈ E ⊂ R, and show that |S 2 (E)| > 0 whenever dim H (E) > One of the most interesting open problems in geometric measure theory is the Falconer distance conjecture, which states that ∆(E) has positive Lebesgue measure whenever dim H (E) > . Both Wolff and Erdogan used the paradigm to attack the Falconer distance problem invented by Mattila in [15] . That is, to show ∆(E) has positive Lebesgue measure, it suffices to show that there exists a measure µ on E such that
We call M(µ) the (classical) Mattila integral. It is widely known that for any ǫ > 0, there exists a measure µ on E, called Frostmen measure, such that the energy integral
What Wolff and Erdogan proved is, for this Frostman measure µ, the spherical average (1.2)
+ǫ .
1
Then the Mattila integral M(µ) is bounded above by
Falconer-type problems and the d+1 2 barrier. In addition to distances, one can also consider other geometric notions, such as dot products, simplices, angles, etc. (see e.g. [3, 7, 6, 8, 9, 12] and references therein). An interesting fact is, among all currently known results, the dimensional exponent d+1 2 appears again and again. For example, in the paper where Falconer came up with the distance conjecture ( [4] ), he showed that dim H (E) > d+1 2 is sufficient to make sure |∆(E)| > 0. For a very large class of functions Φ(x, y) :
for a lot of points y ∈ E. In [12] , it is shown that, the set of angles determined by E,
has positive Lebesgue measure whenever dim
has positive Lebesgue measure. One can also see [3] , [13] , [11] , where barrier on 2-chains. Let ∆ 2 (E) = {(|x − y|, |y − z|) : x, y, z ∈ E}. The idea in Bennett-Iosevich-Taylor's d+1 2 argument on k-chains( [1] ) is, if we can show that for most x 1 ∈ E, the pinned distance set
has positive Lebesgue measure, then induction argument works by setting x 2 as the new "pin". However, as we mentioned above, the best known dimensional threshold for the pinned distance problem is d+1 2 (see, e.g., [17] , [13] , [11] ) and it seems very hard to improve it. Since the 2-chain problem is weaker than the pinned distance problem, one may wonder if other ideas could help.
In this paper, with an idea of group actions that will be explained in next subsection, we shall show that dim H (E) > 
has positive 2-dimensional Lebesgue measure.
1.4. Similar 2-chains. We also consider the similarity class of ∆ 2 (E), that is equivalent to
has positive 1-dimensional Lebesgue measure.
1.5. Group actions and generalized Mattila integrals. While the classical Mattila integral (1.1) and its connection with the distance problem can be derived directly ( [15] , [19] ), authors in [8] take a geometric point of view, that has been proved so useful in the solution of the Erdős distance conjecture ( [10] ).
Notice that |x − y| = |x ′ − y ′ | if and only if there exists θ ∈ O(d) such that x − θx ′ = y − θy ′ . So we can work on the orthogonal group O(d) to count the repetition of distances. With this idea, together with other brilliant ideas and techniques, Guth and Katz solved the Erdős distance conjecture in the plane, that is, for any finite set P ⊂ R 2 ,
The key observation in [8] is, the Mattila integral (1.1) can be written as an integral with the
With this observation, authors in [8] developed a generalized version of Mattila integral to study the set of simplices. Recently, with a very simple argument, the author ( [14] ) gave an alternative derivation of the Mattila integral and generalizes it to the case
where Φ :
for some g ∈ G, a group admitting Haar measures.
In this paper, we consider chains inside E of length 2, that is, Φ(x, y, z) = (|x − y|, |y − z|). Unfortunately, since x, y, z are not symmetric, we cannot find a group G such that
But the idea of group actions still helps because we can parametrize the surface
where (x t , z t ) is any fixed point such that (|x t |, |z t |) = t. We need more notations. Let φ ⊂ C ∞ 0 , φ = 1 and denote
Theorem 1.3. With notations above.
Moreover, if there exists a measure µ on E such that the right hand side is bounded above uniformly in ǫ, then ∆ 2 (E) has positive Lebesgue measure.
For similar 2-chains, one can define
and obtain the following integral.
Theorem 1.4. With notations above,
Moreover, if the right hand side is bounded above uniformly in ǫ, then
has positive Lebesgue measure.
1.6. Weighted spherical averaging operators. Let µ be a measure on E ⊂ R d and ω t be the normalized surface measure on tS d−1 , then the most natural way to define a measure ν on its distance set is, roughly speaking,
Then it is natural to look at the spherical averaging operator
The key in Bennett-Iosevich-Taylor's proof on k-chains ( [1] ) is, if µ is a probability measure satisfying
or equivalently,
In fact, we can improve the dimensional exponent in (1.8) by taking average in t. Define a measure ν on the distance set by
Then derivations of Mattila integrals and Lemma 3.1, 3.3 imply
In other words,
In this paper, we study 2-chains and similar 2-chains, where measures can be defined as (1.10)
respectively. Then it is natural to look at < T t1 • T t2 f, g > µ and < T rt • T r f, g > µ dr.
Denote ω t as the normalized surface measure on tS d−1 and define T t as
By Frostman Lemma (see Section 3), together with (1.10), (1.11), one can see that Theorem 1.5 implies Theorem 1.1, 1.2.
Notations. Throughout this paper, X Y means X ≤ CY for some constant C > 0. X ǫ Y means X ≤ C ǫ Y for some constant C ǫ > 0, depending on ǫ.
Organization. This paper is organized as follows. In section 2 we set up the integrals in Theorem 1.3, 1.4. In section 3 we prove some lemmas that are useful in estimating these integrals. In section 4 we prove Theorem 1.5, that implies Theorem 1.1, 1.2.
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Proof of Theorem 1.3 and Theorem 1.4
Denote dµ f = f dµ. More generally we will consider
and show (2.1)
Idea of the proof.
We first sketch the idea of the proof. Rigorous proof comes later in this section. For 2-chians, i.e., ν f,g ( t), roughly speaking,
where (x t , z t ) is any fixed point such that (|x t |, |z t |) = t, we have two expressions of ν f,g on ∆ 2 (E),
Multiplying these two expressions and integrate it in t, it follows that the square of the L 2 -norm of ν f,g approximately equals
By the invariance of dθ, on the surface {(|x|, |z|) = t}, we may replace x t by x, z t by z. Also
Therefore the integral above approximately equals
as desired.
It is quite similar in the case of similar 2-chains. Notice
where (x t , z t ) is any non-zero fixed point such that |x t | = t|z t |. Then we have two ways to express a measureν f,g on S 2 (E),
and all steps above still work.
Rigorous proof.
For a rigorous proof, we need the coarea formula. For smooth cases the coarea formula follows from a simple change of variables. More general forms of the formula for Lipschitz functions were first established by Federer in 1959 and later generalized by different authors. For references, one can see [5] . We will use the following version in this paper.
Theorem 2.1 (Coarea formula, 1960s). Let Φ be a Lipschitz function defined in a domain
where J m Φ is the m-dimensional Jacobian of Φ and
We only prove Theorem 1.3. Then Theorem 1.4 follows in a very similar way. Denote Φ y (x, z) = (|x − y|, |z − y|). Fix y and apply the the coarea formula on dx dz, (1.5) can be written as
It follows that
On the other hand, the probability Haar measure dθ on O(d) induces a measure dσ
where (x 
. On any compact set, ψ ≈ 1, so another expression of ν ǫ f,g follows,
For convenience, we change y in (2.3) by u and y in (2.4) by u
By the invariance of the Haar measure we may replace x
By the coarea formula,
Restriction-type lemmas
We need natural measures on E illustrating its Hausdorff dimension.
Frostman Lemma (see, e.g. [16] ). Suppose E ⊂ R d and denote H s as the s-dimensional Hausdorff measure. Then H s (E) > 0 if and only if there exists a probability measure µ on E such that µ(B(x, r)) r s for any x ∈ R d , r > 0.
Since by definition dim H (E) = sup{s : H s (E) > 0}, Frostman Lemma implies that for any s µ < dim H (E) there exists a probability measure µ E on E such that
We need the following restriction-type lemmas on measures satisfying (3.1).
whose Fourier transform is positive in the unit ball. Then
Since ψ has bounded support and µ satisfies (3.1),
Then the lemma follows by Shur's test.
Lemma 3.2. Suppose f is supported on {ξ ∈ R d : |ξ| ≤ R} and µ satisfies (3.1), then
where the last inequality follows from Lemma 3.1.
Denote dω R as the normalized surface measure on RS d−1 , the sphere of radius R centered at the origin. Lemma 3.3. Suppose E ⊂ R d and µ satisfies (3.1), then
Proof. Denote A R as the 1-neighborhood of RS d−1 . The strategy Wolff and Erdogan used to prove (1.2) is the following. First by uncertainty principle,
What Wolff and Erdogan proved is, for any h supported on A R ,
In our case, the uncertainty principle still works, i.e.,
and the lemma follows from Wolff-Erdogan's estimate (3.2).
Since ||h|| L 2 (µ) = 1, by Lemma 3.3, it is bounded above by
4. Proof of Theorem 1.5 4.1. Proof of (1.12). Similar to (1.10), one can see
Thus by (2.1) and Cauchy-Schwartz, it suffices to show for some γ > 0. Compared with the M j above in (4.1), the only difference is that we need to integrate dr. So every step in the last subsection before (4.2) still works and (4.2) becomes 
