The paper presents a method of trend extraction in the framework of the Singular Spectrum Analysis (SSA) approach. This method is easy to use, does not need specification of models of time series and trend, allows to extract trend in the presence of noise and oscillations and has only two parameters (besides basic SSA parameter called window length). One parameter manages scale of the extracted trend and other is a method specific threshold value. We propose strategies for their choice. The presented method is evaluated on the seasonally adjusted monthly data of unemployment level in Alaska for the period 1976/01-2006/09.
Introduction
Trend extraction is an important task in applied time series analysis, in particular in economics and engineering. We present a new method of trend extraction in the framework of the Singular Spectrum Analysis approach.
Trend is usually defined as a smooth additive component containing information about time series global change. This definition is rather vague (which type of smoothness is used? which kind of information is contained in the trend?). It may sound strange, but there is no more specific definition of the trend accepted by the majority of researchers and practitioners. Each approach to trend extraction defines trend with respect to the used mathematical tools (e.g. using Fourier transformation or derivatives). Thus in the corresponding literature one can meet various specific definitions of the trend.
Singular Spectrum Analysis (SSA) is a general approach to time series analysis and forecast. Algorithm of SSA is similar to those of Principal Components Analysis (PCA) of multivariate data. On the contrary SSA is applied to time series and provides representation of the given time series in the form of eigenvalues and eigenvectors of a matrix made of the time series. SSA has originated in diverse fields independently. Firstly, it was invented for attractor reconstruction in dynamical systems, see historical review in Ghil et al. (2002) . Parallel, the so-called Caterpillar approach, based on PCA, was developed by a group of statisticians in Russia, see Golyandina et al. (2001) and the references therein. SSA and the Caterpillar approach appeared to be very close to each other. However, Caterpillar approach is probably less familiar to American and European statisticians for being poorly presented in top-level statistical journals.
SSA can be used for a wide range of tasks: trend or quasi-periodic component detection and extraction, denoising, forecasting, change-point detection. The present bibliography on SSA includes two monographes, several book chapters, and over a hundred papers. For more details see references at the website SSAwiki: http://www.math.uni-bremen.de/∼theodore/ssawiki/.
The method presented in this paper has been firstly proposed in Alexandrov and Golyandina (2005) and is studied in details in the author's unpublished Ph.D. thesis (Alexandrov (2006) ) available only in Russian (one the website http://www.pdmi.ras.ru/∼theo/autossa/). We do not cite these works but only refer to the latter for proofs since it is impossible to reproduce the proofs here. We apologize for any inconvenience this may cause.
The proposed method is easy to use (has only two parameters), does not need specification of models of time series and trend, allows to specify desired trend scale, and extracts trend in the presence of noise and oscillations.
The outline of this paper is as follows. Section 2 introduces SSA. Section 3 describes properties of trends in SSA. In section 4, we propose the method of trend extraction and, in section 5, the strategies for selecting its parameters are introduced. In section 6, the method is demonstrated on a simulated time series with polynomial trend and on the unemployment level in Alaska.
SSA
Let us have a time series X = (x 0 , . . . , x N −1 ), x n ∈ R, of length N , and we are looking for some specific additive component of X (e.g. trend). The central idea of SSA is to embed X into high-dimensional euclidean space, then find a subspace corresponding to the sought-for component and, finally, reconstruct the time series component corresponding to this subspace. The choice of the subspace is a crucial question in SSA. The base SSA algorithm has one parameter, the window length L (1 < L < N ) and consists of decomposition of a time series and reconstruction of a desired additive component. For the detailed description, see page 16 of Golyandina et al. (2001) .
Decomposition. The decomposition starts with constructing the so-called trajectory matrix X ∈ R L×K , K = N − L + 1, with stepwise taken portions of the original time series X as columns:
Note that X is a Hankel matrix and (1) defines one-to-one correspondence between series of length N and Hankel matrices of size L × K. Then Singular Value Decomposition (SVD) of X is applied, where j'th component of SVD is specified by j'th eigenvalue λ j and eigenvector U j of XX T :
The SVD components are numbered in the decreasing order of eigenvalues λ j . We define j'th Empirical Orthogonal Function (EOF) as the sequence of elements of the j'th eigenvector U j . Reconstruction. The reconstruction stage combines (i) selection of a subgroup J ⊂ {1, . . . , L} of SVD components; (ii) hankelization (averaging along entries with indices i+j = const) of the matrix formed from the truncated SVD; (iii) reconstruction of a time series component from the Hankel matrix by the mentioned one-to-one correspondence (like in (1) but in the reverse direction):
The trend extraction problem is reduced to (i) the choice of window length L and (ii) the selection of the subgroup J of SVD components used for reconstruction. The first problem is thoroughly discussed in section 1.6 of Golyandina et al. (2001) . In this paper, we propose a solution for the latter problem.
Note that for the reconstruction of a time series additive component, SSA considers the whole time series, as its algorithm uses SVD of the trajectory matrix built from all parts of the time series. Thus, SSA is not a local method in contrast to the linear filtering or wavelet methods. On the other hand, this property makes SSA robust to outliers.
An essential disadvantage of SSA is its computational complexity for the calculation of SVD. This shortcoming can be reduced by using parallel algorithms for SVD. For trend revision in case of receiving new data points, algorithms for updating SVD can be used.
Trend in SSA
SSA is a nonparametric approach which does not need a priori specification of models of time series and trend, neither deterministic nor stochastic ones. The classes of trends and residuals which can be successfully separated by SSA are characterized as follows.
First, since we extract any trend by selecting a subgroup of all L SVD components, this trend should generate only d of them (for some d < L). For infinite time series, a class of such trends coincides with the class of time series governed by finite difference equations, see Golyandina et al. (2001) . This class can be described explicitly as linear combinations of products of polynomials, exponentials and sines, see Buchstaber (1995) . An element of this class suits well for representation of a smooth and slowly varying trend.
Second, a residual should belong to the class of time series which can be separated from a trend. The separability theory due to Nekrutkin (1996) allows to determine this class and postulates that (i) any deterministic function can be asymptotically separated from any ergodic stochastic noise as the time series length and window length tend to infinity; (ii) under some conditions any trend can be separated from any quasi-periodic component, see Golyandina et al. (2001) . These properties of SSA allow to apply this approach to trend extraction in the presence of noise and quasi-periodic components.
Finally, as trend is a smooth and slow varying component, it generates SVD components with smooth and slow varying EOFs. Eigenvectors represent an orthonormal basis of trajectory vector space spanned on the columns of trajectory matrix. Thus each EOF is a linear combination of portions of the corresponding time series and inherits its global smoothness properties. This idea is considered in details in Golyandina et al. (2001) where the cases of polynomial and exponential trends are thoroughly examined.
Present methods of trend extraction in SSA
A naive approach to trend extraction in SSA is to reconstruct trend from several first SVD components. Despite of its simplicity, this approach works in many real-life cases. An eigenvalue represents contribution of the corresponding SVD component into the form of the time series, see section 1.6 of Golyandina et al. (2001) . Since trend usually characterizes time series, its eigenvalues are larger than the other ones, that implies small order numbers of the trend SVD components. However, the selection procedure fails when the values of the trend are small enough as compared with the residual, or when the trend has complicated structure (e.g. a high-order polynomial) and is characterized by many (not only the first ones) SVD components.
A smarter way of selection of trend SVD components is to choose the components with smooth and slowly varying EOFs (we have explained this fact above). At present, there exist only one parametric method which can be referred to as following this approach, see Vautard et al. (1992) . Vautard et al. (1992) proposed using the Kendall correlation coefficient for testing for monotonic growth of an EOF. Unfortunately, this method is problematic since it is not clear which trends can be extracted by its means. Certainly, this method extracts monotonic trends as their EOFs are typically monotonic. However, in general, nonmonotonic polynomials of low order can have monotonic EOFs, see e.g. Golyandina et al. (2001) for details.
Proposed method
In this section, we present our method of trend extraction. Firstly we need to introduce the periodogram
k=0 , which can be treated as the contribution of the frequency ω. The cumulative contribution is evaluated as π
Then, given parameters ω 0 ∈ (0, 0.5) and C 0 ∈ [0, 1], we propose to select those SVD components whose eigenvectors satisfy the following criterion:
where U j is the corresponding j'th eigenvector. One may interpret this method as selection of SVD components with EOFs characterized mostly by low-frequency fluctuations.
Choice of the parameters
Low-frequency boundary ω 0 . The low-frequency boundary ω 0 manages the scale of the extracted trend: the lower is ω 0 , the slower varies the extracted trend. One can prespecify the desired scale using ω 0 but we also present instructions for the choice of ω 0 based on the information about the given time series.
Firstly, if we assume to have a quasi-periodic component with known period T , then ω 0 < 1/T . For extraction of trend from monthly data with possible seasonal oscillations (of period 12), we suggest ω 0 = 0.075 < 1/12.
Secondly, a reasonable choice of ω 0 can be carried out by examination of periodogram of the original time series. To explain this approach, we give the following facts referring to page 31 of Alexandrov (2006) for the proofs. 
Corollary 5.2 For two time series G and H whose periodogram supports are nearly disjoint, the periodogram of their sum G + H is close to the sum of their periodograms.
In many applications, the given time series can be modelled as made of trend with large periodogram values at low-frequency interval [0, ω 0 ], oscillations with periods smaller than 1/ω 0 , and noise whose frequency contribution spread over all the frequencies [0, 0.5] but is relatively small. Therefore periodogram supports of the trend and the residual can be considered as nearly disjoint. Examining the trend periodogram, we can guess ω 0 as a value bounding the interval of large periodogram values close to zero frequency.
Low-frequency contribution C 0 . For choosing the second parameter C 0 , we propose the following heuristic procedure. Given the time series X and its trend T (ω 0 , C 0 ) extracted with some ω 0 and C 0 , we define the normalized contribution of low-frequency oscillations in the residual as:
As discussed, trend EOFs have varies slowly. As easily shown on page 47 of Alexandrov (2006) , this property is inherited by elementary reconstructed components, each reconstructed from one SVD component. Having trend in the original time series, we expect that only the elementary components corresponding to the trend have large contribution of low frequencies. Thus, the maximal values of C 0 which lead to selection of trend-corresponding SVD components should generate jumps of R X,ω0 (C 0 ). Based on this idea, we propose the following way for choosing C 0 :
where ∆C is a search step and ∆R is the given threshold. On the one hand, this strategy is heuristic and requires selection of ∆R, but on the other hand, the simulation results and application to different time series showed its ability to choose reasonable C 0 in many cases with prespecified ∆R. This experience allows us to suggest using 0.05 ≤ ∆R ≤ 0.1. The step ∆C is to be chosen as small as possible to discriminate identifications occurring at different values of C 0 . To reduce computational time, we commonly take ∆C ≥ 0.01 and suggest a default value of ∆C = 0.01.
Examples
Simulated example with polynomial trend. The first example illustrates the choice of parameters ω 0 and C 0 . We simulated a time series of length N = 300, shown in Figure 1 , containing a polynomial trend, exponentially-modulated sine wave, and white gaussian noise, whose n'th element is expressed as x n = 10 −11 (n − 10)(n − 70)(n − 160) 2 (n − 290) 2 + exp(0.01n) sin(2πn/12) + ε n , ε n is iidN (0, 5
2 ). The period of the sine wave is assumed to be unknown. We have chosen the window length L = N/2 = 150 for achieving better separability of trend and residual. The value ω 0 = 0.02 was selected according to section 5, as the large periodogram values next to zero frequency are The search of C 0 using (2) has been done with step ∆C = 0.01 and ∆R = 0.05. As shown in Figure 1 , despite of the strong noise and oscillations, the extracted trend approximates the original one very well. The achieved mean square error is 0.79. For example, the ideal low pass filter with cutoff frequency 0.02 produced the error of 3.14. This superiority is achieved mostly due to better approximation at the first and last 50 points of the time series. All the calculations were performed using our Matlab-based software AutoSSA available at http://www.pdmi.ras.ru/∼theo/autossa. Figure 2 . This time series is typical for economical applications, where data contain relatively little noise and are subject to abrupt changes. Economists are often interested in the "short" term trend which includes cyclical fluctuations and is referred to as trend-cycle. The length of the data is N = 369. For achieving better separability of trend Jan80 Jan85 Jan90 Jan95 Jan00 Jan05 
Conclusions
SSA is an attractive approach to trend extraction because it: (i) requires no model specification of time series and trend, (ii) extracts trend of noisy time series containing oscillations of unknown period, (iii) is robust to outliers. In this paper, we presented a method which inherits these properties and easy to use since it requires selection of only two parameters.
