We consider perturbations of Hamiltonian systems with one degree of freedom such that the evolution leads to separatrix crossings. Such crossings are described by a parameter called the pseudo-phase. We prove a formula for the dependence of the pseudo-phase on the initial conditions.
Introduction
We start with a Hamiltonian system with one degree of freedoṁ
with the Hamiltonian H(p, q). We assume that H has a saddle C with two separatix loops l1 and l2 forming a figure eight. We also assume H(C) = 0, H > 0 outside the loops and H < 0 inside each loop. Then we add a small perturbation εf : q = ∂H ∂p + εfq(p, q, ε), p = − ∂H ∂q + εfp(p, q, ε).
(1.2)
We assume that H is analytic and f is C 2 . We use that H is analytic to apply the local normal form [3] in a neighborhood of C. Denote by f h (p, q, ε) = fq ∂H ∂q +fp ∂H ∂p the rate of change of H divided by ε. For i = 1, 2 denote Θi = − l i f h (p(t), q(t), 0)dt (here t is the time for the unperturbed system). Let Θ3 = Θ1 + Θ2. We assume that Θ1, Θ2 > 0, then Θ3 > 0.
As Θ3 > 0, the trajectories of the perturbed system starting close to the figure eight outside it eventually approach the separatrices of the unperturbed system. We study the phase change for such trajectories. Formulas describing such phase change were obtained (using the averaging method) in [2] for Hamiltonian systems with one degree of freedom and slow time dependence; in [6] for slow-fast Hamiltonian systems with one degree of freedom corresponding to slow motion. In [1] the authors use the averaging method to compute the phase change for perturbed strongly nonlinear oscillators. Unlike [2] and [6] , they do not provide an estimate for the accuracy of using the averaging method, but instead check that the result compares well with numerical experiments.
A parameter called the pseudo-phase (we use the terminology from [6] ) describes the phase at the moment of separatrix crossing. We show that a formula for the pseudo-phase similar to the formula from [6] also holds for our case, this is done in Section 6.
The general plan of the proof is close to the one in [6] . However, instead of the improved adiabatic invariant considered in [6] we consider the averaged system of order 2. An important part of our paper is obtaining estimates for the coefficients of this system (in particular, proving that solutions of this system cross the separatrices of the unperturbed Hamiltonian system).
Energy-angle variables
Let us consider the action-angle variables I, ϕ; ϕ ∈ [0, 2π) We will assume that ϕ = 0 corresponds to a specific transversal Γ that is chosen in Section 9.1. It will be tangent to the bisector of the angle between the separatrices. We will assume that the separatrices are numbered in such way that for a trajectory outside the figure eight close to the separatrices it is close to l2 for 0 < ϕ < π and to l1 for π < ϕ < 2π. Denote by h the value of the Hamiltonian. We will always assume h > 0, as we study a trajectory approaching the separatrices from the outside. We will use the "energy-angle" variables h, ϕ. In these variables the unperturbed system (1.1) is written asḣ = 0,φ = ω(h). Denote by T (h) = 2π ω(h) the period of the unperturbed system. We will sometimes use the time t passed from the last crossing of the transversal ϕ = 0 instead of ϕ. We have t = ϕT 2π . Denote by f h , fϕ the components of f in the energy-angle variables: fy = fq ∂y ∂q + fp ∂y ∂p for y = h, ϕ, y = y(q, p). Then the perturbed system (1.2) is written aṡ
Let us state a useful relation between the derivatives of the components of f .
Proof. Let us first prove that ∂fq ∂q + ∂fp ∂p = ∂f I ∂I + ∂fϕ ∂ϕ . Here fI , fϕ is the vector field f written in the action-angle variables.
Recall that the divergence of a vector field v with respect to a volume form α is a function divα(v) such that Lv(α) = divα(v) · α (here L denotes the Lie derivative). In the coordinates x, y for the euclidean volume form dx ∧ dy we have div dx∧dy (v) = ∂vx ∂x + ∂vy ∂y . Hence the equality rewrites as div dp∧dq (f ) = div dI∧dϕ (f ). But since I, ϕ are the action-angle variables, dp ∧ dq = dI ∧ dϕ.
Finally, using that ∂h ∂I = ω(h) (this follows from the Hamiltonian equations in the action-angles variables) and fI = ∂I ∂h f h , we can compute that ∂f
Averaging chart
Remark 3.1. The formulas in this section are also valid for the parametric case where H depends on a parameter z. For the parametric case we can set h to be the column vector (h, z).
We start with the system (2.1). Let us find a change of variables
that transforms (2.1) to the following form:
Let us call the new chart h, ϕ the averaging chart. For brevity we will often omit the dependence of the functions f * , f * , * and u * , * on ε.
Lemma 3.1. For k = h, i = 1, 2 and for k = ϕ, i = 1 we have
The formulas for f h,3 and f ϕ,2 are stated in Lemma 8.1 below.
We will prove this lemma in Section 8. The formulas above uniquely define f k,i and u k,i under an additional assumption that for k = h, i = 1, 2 and for k = ϕ, i = 1 we have u k,i ϕ = 0.
We will always assume this to hold. For h → 0 many expressions introduced above tend to infinity. We will use the estimates given in Table 1 , these estimates will be proved below.
Remark 3.2.
For h large compared with ε (i.e. h > ε ln 10 ε) the derivative of the coordinate change given by (3.1) is close to identity (by (3.1) and Table 1 ). This means that for such h this coordinate change is invertible.
Since ∂u k,i ∂ϕ ϕ = 0, we have
Using that ∂u k,i ∂ϕ ϕ = 0, ∂u k,i ∂h ϕ = ∂ ∂h u k,i ϕ = 0, we can simplify this for f h,2 :
Using Lemma 2.1, we can prove another formula for f h,2 that gives a better estimate for h → 0.
This lemma is proved in Section 7.
The following formula is similar to formula 2 from [5] . We will prove it in Section 7. 
Here the second argument in f h is not ϕ, as usual, but the time t. We use the notation f h (h, t) = f h (h, ϕ(h, t)).
This can also be rewritten as follows:
(3.9)
4 Averaged system of order 2
The coefficients of the the initial system (3.2) in the averaging chart depend on ε. We would like the coefficients of the averaged system that we define in this section to be independent of ε. To this end, let us introduce some notation. First, let us expand f (p, q, ε) = f 0 (p, q) + εf 1 (p, q) + ε 2 f 2 (p, q, ε),
where f 0 (p, q) = f (p, q, 0) and f 1 (p, q) = ∂f ∂ε (p, q, 0). Clearly, f 0 q , f 0 p , f 1 q and f 1 p are smooth functions of p and q. The functions f 2 p and f 2 q are uniformly bounded by some constant independent of ε (by Taylor's theorem with the Lagrange form of remainder). Let us also consider the perturbed system (2.1) with the petrurbation εf 0 (h, ϕ) instead of εf (h, ϕ, ε). For such system we may also consider a coordinate change of form (3.1) that transforms it to the form (3.2). Let us add an upper index 0 to the coefficients of these equations (e.g. u 0
h,1 , f 0 ϕ,1 ) to show that we started with the perturbation εf 0 . The coefficients u 0 * , * and f 0 * , * are determined by the same formulas as u * , * and f * , * , but we should plug f 0 instead of f into those formulas. Now let us rewrite (3.2) in such way that only the coefficients next to the largest powers of ε depend on ε. This is done simply by expanding the coefficients similarly to (4.1). The resulting system will bė
andfϕ,2 and f h,3 satisfy the estimates in Table 9 .3. The estimates forf , will be proved in Lemma 10.2 below, one can also find formulas forfϕ,2,f h,3 there. Also note that by [4, 
(4.4)
The averaged system of order 2 is obtained from the system (4.2) by removing all terms on the right hand side that depend on ϕ: Here we denote ω1(ĥ) =fϕ,1(ĥ) in order to match with [6] . We will sometimes call this system simply the averaged system.
Let us introduce the slow time τ = εt. Then the first equation in (4.5) can be written as follows: ∂ĥ ∂τ =f h,1 (ĥ) + εf h,2 (ĥ). (4.6)
By the estimates onf h,1 andf h,2 from Table 1 we get that
As Θ3 > 0, this means that for small ε any solutionĥ(τ ),φ(τ ) of the averaged system of order 2 starting close to the separatrices crosses the separatrix of the initial unperturbed Hamiltonian system. Denote by τ * the slow time at the moment of crossing,ĥ(τ * ) = 0. From (4.7) we also see that for small ε, h and τ < τ * the functionĥ(τ ) is decreasing. By (4.7) we also have
Let us prove that the solution of the averaged system (4.5) approximates the solution of (3.2) for h separated from zero:
Consider also a solutionĥ(τ ) of (4.6) with initial conditionĥ(0) such that |h(0) − h(0)| ≤ Cε 2 for some C. Then for small enough ε for any τ such that h(τ ) > ε ln 10 ε (4.9)
we have the following estimates (in the error terms below we write h forĥ(τ ), e.g.
Proof. Let us start with the estimate for h(τ ) −ĥ(τ ). We will first only consider the system up to some moment τ f in such that for all τ < τ f in we have
In order to receive a better estimate, let us switch from h to the action I. From the Hamiltonian equations in I, ϕ-chart we have ∂h
h,j , j = 1, 2, 3. As h, ϕ is a solution of (3.2), it is also a solution of (4.2). From (4.2), (4.5) we havė
(4.11)
by (4.10), (4.9) and Table 1 . Hence, we have the estimate a(τ ) = O(1). By Table 1 
As in [6] , we use the following estimate for ∆ obtained by solving (4.12):
Using (4.8) and the estimates for a and b, we can make a change of variable and compute the integrals above as integrals dĥ:
As ∆(0) = O(ε 2 ), this gives the estimate ∆(τ ) = O(ε 2 h −1 ln 6 h). As ∂h ∂I = ω, by (4.10) we have
From the estimate on h(τ ) −ĥ(τ ) we have just proved and (4.9) we get that h(τ ) −ĥ(τ ) = O(ε ln −5 ε) and so for small ε we have |h(τ ) −ĥ(τ )| < 0.5ε ln 10 ε < 0.5ĥ(τ ), so the condition (4.10) actually holds for all τ considered in this lemma.
Let us now prove the estimate for ϕ. Denote ω0,1(h) = ω(h) + εω1(h). Then from (4.2) we have
From Table 1 and (4.9) we have
Again, we make a change of variable and compute the error term as an integral dĥ:
This proves the formula for ϕ.
Cancellation lemma
In this section we prove the following lemma. It will be useful when we prove the formula for the phase, because due to this lemma two terms will cancel out. Recall the notation ω1(h) =fϕ,1 = f 0 ϕ,1 .
Lemma 5.1. Consider a solutionĥ of the averaged system (4.5). Take any τ1 < τ2 < τ * and denote h1 =ĥ(τ1), h2 =ĥ(τ2). We have 0 < h2 < h1. Then
Proof. Integrating by parts, we can write
Using (2.2) and the equality 1
By Table 1 the first term is
As ∂ ∂h commutes with integrating by ϕ, we can rewrite the last term as
T dI dh . We have obtained (5.2).
Proof of Lemma 5.1. By Table 1 we
By Lemma 5.2 we can rewrite this as
Comparing this with (5.3), we get (5.1).
Formula for the pseudo-phase
Consider a solution h(τ ), ϕ(τ ) of the perturbed equation (2.1) that approaches the separatrices. Let the initial conditions be h(0) = h0, ϕ(0) = ϕ0. Set h0 = h0 − εu 0 h,1 (h0, ϕ0). By (3.1) and Lemma 10.2 this approximates the value of h in the averaging chart corresponding to h0, ϕ0 with error O(ε 2 ). Letĥ(τ ) be the solution of (4.6) with this initial condition. Let τ * be the first time such thatĥ(τ * ) = 0. In Section 4 we showed that τ * exists. Let h−1 be the value of h(τ ) at the first crossing of the transversal ϕ = 0 with h(τ ) < εΘ3 +ε 4/3 . For small ε it exists by Lemma 6.3 below. As h decreases by approximately εΘ3 during one turn, for most points this will be the last crossing of this transversal. However, this choice of h−1 allows us to dismiss crossings of the transversal with h < O(ε 4/3 ). If we wished to consider crossings with small h, we would have to consider points being captured into the saddle of the perturbed system. Let h−2 be the value of h at the crossing before h−1, h−3 be the previous crossing, and so on. Let us prove a formula for the pseudo-phase h −1 εΘ 3 . This formula (6.1) is similar to the one from [6] , see also Section 1 for more references.
1) where u * = 1 4 (Θ1 − Θ2). Note that u * = lim h→+0 u 0 h,1 (h, 0) by Lemma 6.1 below. Let us also recall the notation ω1 =fϕ,1 = f 0 ϕ,1 and that Θ2 corresponds to 0 < ϕ < π and Θ2 to π < ϕ < 2π. Remark 6.1. ϕ = 0 corresponds to the transversal Γ defined in Section 9.1. However, one may easily show that (6.1) also holds if we take as Γ any transversal tangent to the bisector of the angle between the separatrices. Remark 6.2. We have assumed earlier that Θ1, Θ2 > 0. If they have different signs with Θ3 = Θ1 + Θ2 > 0, the last transversal crossing can happen for h > εΘ3. In this case h−1 should be defined in such way that h > ε 4/3 during all the time before the moment corresponging to h−1. Then the right-hand side of (6.1) would give the fractional part of
First let us prove some auxiliary statements.
Here Θ2 corresponds to 0 < ϕ < π and Θ1 to π < ϕ < 2π.
Proof. Let us split the integral expression (3.9) (with f replaced by f 0 ) for u 0 h,1 (h, 0) into the integrals over the part of the trajectory near l1 and near l2. For the first part the value of ϕ(t) − π is close to π/2 far away from the saddle C. But close to C we have f h ≈ 0, so the integral near l1 is close to Θ1/4. Similarly, the integral near l2 is close to −Θ2/4. Lemma 6.2. Take τ1 < τ * , denote h1 =ĥ(τ1). Then we have
Proof. As ωT = 2π, (4.8) impies that
which gives the required estimate. For εΘ3 +ε 4/3 ≤ h0 < c2ε by [4, Proposition 5.1] the orbit of our point intersects the transversal ϕ = 0 once more (the condition Θ1, Θ2 > 0 is used here). Moreover, arguing as in the proof of [4, Proposition 5.1], we can get that for this new intersection h = h0 − εΘ3 + O(ε 3/2 ). As Θ3ε ≤ h0 < c2ε, this estimate is equivalent to the one claimed in the lemma. Lemma 6.4. There is a constant c1 such that for h−n > c1 we have
Proof. This follows from Lemma 6.3 by summation.
Let us return to the proof of the formula for pseudo-phase. We denote by h(τ ), ϕ(τ ) the solution h(τ ), ϕ(τ ) of the initial equation, written in the averaged chart (3.1). Denote h0 = h(0), ϕ 0 = ϕ(0). We haveĥ0 − h0 = O(ε 2 ), so we may use Lemma 4.1 Proof. The first estimate is given by Lemma 4.1. To obtain the second one, we just plug the estimates from Table 1 into the equation h = h + εu h,1 + ε 2 u h,2 from (3.1).
Consider a moment τ1 such that ϕ(τ1) = 0 andĥ(τ1) is as close as possible to ε 2/3 ln 4/3 ε. Note that we have (6.4) for τ = τ1. We may check that under the condition (6.4) the difference betweenĥ(τ ) for consequtive times τ with ϕ(τ ) = 0 is O(ε). Indeed, the time between consequtive fast times of crossing the transversal
Denote by h1, ϕ1, h1, ϕ 1 ,ĥ1 the values of h, ϕ, h, ϕ,ĥ at the slow time τ1. As justified by (6.5), we may write h1 instead ofĥ1 and h1 in the error terms. For brevity let us even denote h = h1 for the error terms and write simply O(h).
We will split the integral in (6.1) into integrals from 0 to τ1 and from τ1 to τ * . First, let us check that
where m ∈ Z. By Lemma 4.1 we have
We also have ϕ = ϕ + εuϕ,1. By Table 1 
As ϕ1 = 2πm, this gives the required equality (6.7). Now let us use (6.2), (5.1) to compute the remaining terms in (6.1). We have
Note that the term O(ε ln −1 h) from (5.1) is absorbed into O(h 1/2 ) by (6.4). By Table 1 and (6.4) we have ∂ ∂h εu 0 h,1 = o(1). Hence, by (6.5) we havê h1+εu 0 h,1 (ĥ1, 0) = h1+εu 0 h,1 (h1, 0)+O(ε 2 h −1 ln 5 h) = h1+εu h,1 (h1, 0, ε)+O(ε 2 h −1 ln 5 h).
The last equality is justified by Lemma 10.2. The error term O(ε 2 ) appears, but it is absorbed into O(ε 2 h −1 ln 5 h). As 0 = ϕ1 = ϕ 1 + εuϕ,1, by 
and by (3.1) and ε 2 u h,2 is small by Table 1 , we obtain
Combining this with (6.8), we get
with the error term
After taking a sum with (6.7), we get
Note that R absorbs the error term in (6.7). Applying (6.3), we get the required formula (6.1), but with the error term R(h1) depending on h1. Note that the error term in (6.3) is not greater than R. Then we just plug in the expression (6.6) for h1 and obtain R = O(ε 1/3 ln 11/3 ε). One may check that (6.6) minimizes the error term. Indeed, first we check that up to some power of ln ε the value of R is minimal for h ≈ ε 2/3 . Then ln h ≈ (2/3) ln ε, and from this we see that R is minimal for h given by (6.6). This completes the proof of formula (6.1). We shall use the following equalities (see Lemma 3.1):
Integrating by parts, we get
Using (7.2), we can rewrite the integral in the second term:
Indeed, the first term is 2π ϕ=0 u h,1 du h,1 = 0, and the second term is also zero because u h,1 ϕ = 0. Hence, we have
Similarly,
We obtained (7.1). This means that (3.6) can be rewritten as f = f h (t) − f h t (this follows from (3.4), (3.5)). Denote by U the expression on the right hand side of (3.8). We have
Integrating by parts, this can be rewritten as
Hence the first property of u h,1 holds for U . The second property is that u h,1 t = 0. This also holds for U , it is checked by writing U (t0)dt0 as a double integral and changing the order of integration.
Formulas for the averaging chart
In this section we present formulas for f ϕ,2 and f h,3 from Lemma 3.1 and prove this lemma. We use the notation introduced in Section 3. • For k = x, h, ϕ denote u k,1,2 = u k,1 + εu k,2 , f k,1,2 = f k,1 + εf k,2 , f k,2,3 = f k,2 + εf k,3 , f k,1,2,3 = f k,1 + εf k,2 + ε 2 f k,3 . For k = x the terms uϕ,2, f ϕ,3 appear, we set uϕ,2 = f ϕ,3 = 0.
• For a vector-function g(x) = (g1, . . . , g l ) denote ∂g ∂x int = ( ∂g 1 ∂x (ξ1), . . . , ∂g l ∂x (ξ l )), Then we have the following system of linear equations determining f ϕ,2 and f h,3 : 
estimate how q, p depend onh,ti and howh,ti depend on h, ϕ. Combining these estimates, we will get the required estimates of the dependence of q, p on h, ϕ.
For simplicity we will assume that the Hamiltonian H is analytic. Then by [3] one can find a new coordinate system x, y in the neighborhood of the saddle C such that this coordinate change is analytic and volume preserving, and the unperturbed system in the new coordinates is determined by a Hamiltonian Hx,y = Hx,y(xy). 1 Leth = xy, denote a(h) = dHx,y dh . Then in the new chart the unperturbed system rewrites asẋ = a(h)x,ẏ = −a(h)y.
(9.1)
Note thath is a first integral of this system. Also note that as Hx,y(x, y) = H(p, q), we have thath is a smooth function of h. This also means thath is defined on the whole phase space, even far from C. We will assume a > 0 (else we may swap x and y). Rescaling x and y if needed, we may assume that the neighborhood of C where the new coordinates are defined contains the square S = {−1 ≤ x, y ≤ 1}. The diagonals x = ±y split S into four triangles adjanced to each of its sides. In each such triangle let us introduce the timeti (it can be positive or negative) that passes after the trajectory intersects the adjanced side of S. The timeti can also be continued outside the square to the neighborhood of the separatix crossing the transversalti = 0 (it is a side of S). Domains where eachti is defined are drawn in figure 1 . Note that the coordinate systemsh,ti cover the whole phase space (we only consider h close to zero here). We will assume that ϕ = 0 corresponds to the transversal Γ given by x = y ≥ 0.
Estimates on how q, p depend onh,t i
Outside of S each point of the phase space is covered by two coordinate systems h,ti. For both of them the coordinate change p, q ↔h,ti is defined and is smooth without singularities. So we only need to consider what happens inside S. For definiteness, let us restrict ourselves to the triangle {x ≥ y, x ≥ −y} ∩ S. For brevity we will write justt for the coordinateti defined in this triangle. This means thatt is the time after the trajectory intersects the line x = 1. Moreover, we will only consider the upper half of this triangle (x ≥ y, y ≥ 0). Thent will be negative.
We have Here we use that x ≥h 1/2 . Also note thath h → c = 0 as h → 0, so we may write O(h k ) instead of O(h k ). It also follows from (9.3) that
(9.5) Now let us return from (x, y) to (q, p). Let us consider a smooth function ψ(p, q) without singularities (e.g. p or q), inside S it is a smooth function of x, y. Hence, all partial derivatives of orders 1 and 2 of ψ with respect to x, y are O(1). We will use the following formula (ai, bi are some coordinate systems)
Using this formula and (9.4), (9.5), we get the following estimates.
(9.7)
These estimates are valid everywhere: we obtained them in a part of S, in other parts of S they can be obtained similarly, and outside of S we even have O(1) on all right hand sides as the considered coordinate change is smooth.
Estimates on howh,t i depend on h, ϕ
First, recall thath is a smooth function of h without singularities andh h → c = 0 as h → 0. Denote by S(h) the time that the solution with givenh takes to get from the diagonal of the square S to its side. Then the total time spent inside the square during each period is 4S(h). From (9. From (9.8) we get the estimates on T , ω from Table 1 . For eachti we haveti = t − t0,i, where t0,i is the value of t corresponding tõ ti = 0. We have t0,i = kS + k1Treg,1 + k2Treg,2 with k ∈ {1, 2, 3}; k1, k2 ∈ {0, 1} (see figure 1 ). Hence, we havẽ
From this (and smooth dependence ofh on h) we get
(9.9) 9.4 Estimates on how q, p depend on h, ϕ
As above, let ψ(p, q) be a smooth function without singularities. Applying the formula (9.6) to (9.7) and (9.9), we get the following estimates:
(9.10)
Estimates on f
Here we obtain the estimates on f h and fϕ from Table 1 . The estimates on f h follow from (9.10) as f h = fq ∂h ∂q + fp ∂h ∂p is smooth without singularities. From (2.2) and Table 1 we have ∂fϕ ∂ϕ = O(h −1 ). Let us apply ∂ ∂h to (2.2). As div(f ) is smooth, by (9.10) we have ∂ ∂h (div(f )) = O(h −1 ). So we obtain an estimate
. The values of fϕ and ∂fϕ ∂h are determined only by the local behavior of f . If we estimate these functions near one separatrix loop, we may assume that f = 0 far from this separatrix loop. We have just estimated ∂ ∂ϕ of these functions, so fϕ = O(h −1 ), ∂fϕ ∂h = O(h −2 ), as in Table 1 . Finally, let us estimate fϕ(h, 0). For x, y > 0 we have t = 1 2a(h) (ln x − ln y), this is obtained by solving (9.1) with initial conditions x = y =h 1/2 for t = 0. For ϕ = 0 (and therefore t = 0, x = y =h 1/2 ) we have
Similarly, ∂ϕ ∂y = O(h −1/2 ln −1 h), and fϕ = fx ∂ϕ ∂x + fy ∂ϕ ∂y = O(h −1/2 ln −1 h). Here fx, fy are the components of the vector field f written in the x, y chart, they are O(1).
Estimate on f ϕ,1
It will be convenient to prove the estimate f ϕ,1 = O(h −1 ln −3 h) here. As u h,1 ϕ = 0, by Lemma 3.1 we have
We split this integral into four disjoint integrals over the domains where the charts h,ti are defined. For definiteness we will consider only one such charth,t corresponding to the triangle 0 < y < x < 1 ⊂ S (and continued outside S as discussed above). Denote by γ the part of our trajectory that is covered by this chart. We can rewrite the part of (9.11) covered by our chart as We have
Here we used that on γin we have x ≥h 1/2 . We also have
Plugging this estimates in (9.13), we obtain that the integral (9.12) over γin is also O(h −1 ln −3 h). Hence, the part of integral (9.11) corresponding to the chart h,t is O(h −1 ln −3 h). For other chartsh,ti we have the same estimate, so
In this section we prove the estimates from Table 1 for the functions u k,i and f k,i . We will also prove the estimates for the functionsf k,i . The following lemma allows to mass-produce estimates for u k,i and f k,i . However, these estimates are not always good, so we will estimate some of these functions differently.
Lemma 10.1. Let functions f , u be determined by the equations (3.3), (3.4) and the condition u ϕ = 0. Suppose that we have estimates for the function Y when h → 0: Y2(h) ). Then we have 
. This gives us the estimates on the functions f ϕ,1 and uϕ,1 and their derivatives. However, for the function f ϕ,1 itself we have obtained a better estimate in Section 9.6.
To prove the estimate for f h,2 , we use (3.7). As u h,1 ϕ = 0, we can replace there div(f ) with div(f ) − div(f )(C): To estimate the functions f h,3 and f ϕ,2 , we need to assume that h > ε ln 10 ε.
(10.3)
By (8.1) we have the following system of equations:
( = o(1). Hence, we have f ϕ,2 = O(h −2 ln h). Then from the second equation we obtain f h,3 = O(h −2 ln 4 h).
Lemma 10.2. The estimates for the functions f h,1 , f h,2 , f h,3 , f ϕ,1 , f ϕ,2 and their derivatives stated in Table 1 also hold for the corresponding functionsf h,1 ,f h,2 ,f h,3 ,fϕ,1,fϕ,2 and their derivatives. Moreover, we have |u h,1 (h, ϕ, ε) − u 0 h,1 (h, ϕ)| = O(ε).
Proof. Recall that the expressions f 0 * , * are computed by the same formulas as f * , * , with the perturbation f replaced by f 0 . This means that the estimates we have for f * , * (they are valid for any smooth perturbation f ) also hold for f 0 * , * . By from Table 1 also hold forf h,2 .
We havefϕ,2 = f ϕ,2 + ε −1 (f ϕ,1 − f 0 ϕ,1 ). Using (4.1), we get ε −1 (f ϕ,1 − f 0 ϕ,1 ) = f 1 ϕ + εf 2 ϕ ϕ, where f i ϕ is the ϕ-component of f i written in the energy-angle coordinates. As the estimate for f ϕ,1 = f ϕ holds for any smooth f , we can plug in f 1 ϕ + εf 2 ϕ instead of f and get the estimate f 1 ϕ + εf 2 ϕ ϕ = O(h −1 ln −3 h). As f 2 p and f 2 q are uniformly bounded by a constant independent of ε, one may check that this estimate is uniform in ε. Therefore, the estimate for f ϕ,2 also holds forfϕ,2.
Before estimatingf h,3 we need to prove the second statement of the lemma. The map U : f → u h,1 is linear by (3.8). Hence, u h,1 (h, ϕ, ε) − u 0 h,1 (h, ϕ) = U(f (p, q, ε) − f 0 (p, q)) = εU(f 1 (p, q) + εf 2 (p, q, ε)) = O(ε). The last equality holds, because the estimate for u h,1 gives that U(g) = O(1) for all smooth g. Again, this estimate is uniform in ε because f 2 p and f 2 q are uniformly bounded. We havef 
