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Let H be a Hilbert space and B(H) be the algebra of all bounded linear operators 
on H. Normal Hilbert B(H)-module valued processes are studied over a locally 
compact abelian group as models for infinite variate or Hilbert space valued 
stochastic processes. Harmonizability of Rozanov type and V-boundedness are 
defined for such processes. It is shown that a process is harmonizable if and only if 
it is V-bounded and continuous. A necessary and sufficient condition is given for a 
process to have a stationary dilation. 0 1985 Academic Press, Inc. 
1. INTRODUCTION 
Harmonizability of stochastic processes was first introduced by Loeve 
[ 121 and was subsequently considered by Cramer [5]. A weaker definition of 
harmonizability was introduced by Rozanov [24]. After Rao [20] we call 
Loeve’s and Rozanov’s definitions strong and weak harmonizabilities, 
respectively. On the other hand, Bochner [4] studied V-bounded processes. 
On relations between (weak or strong) harmonizability and V-boundedness 
several authors studied such as Niemi [ 151, Miamee and Salehi [ 131, and 
Rao [20,21]. Stationary dilation of (weakly or strongly) harmonizable 
processes is an important problem and was considered by Abreu [I], Niemi 
[16, 171, Miamee and Salehi [13], and Rao [21]. 
Our aim is to generalize to the case of infinite variate or Hilbert space 
valued stochastic processes. Among such processes stationary ones have 
been extensively investigated (cf. Payen [ 191 and Kallianpur and Mandrekar 
[ 111) but not nonstationary ones. To study such processes let H be a Hilbert 
space and B(H) be the algebra of all bounded linear operators on H. Then a 
normal Hilbert B(H)-module turns out to be an appropriate tool and normal 
Hilbert B(H)-module valued processes are regarded as models for infinite 
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variate or Hilbert space valued stochastic processes (cf. Ozawa [ 181, 
Kakihara and Terasaki [8], and Kakihara [9, lo]). Rosenberg [22] also 
treated in this viewpoint. 
In Section 2, we give basic definitions and properties of a normal Hilbert 
B(H)-module most of which are seen in [8, 10, 181. We devote rather long 
pages to this section in order to make this paper self-contained as much as 
possible. In Section 3, normal Hilbert B(H)-module valued processes over a 
locally compact abelian group are considered. As for harmonizability of 
such processes we adopt the Rozanov type process by making use of normal 
Hilbert B(H)-module valued regular measures of bounded operator 
semivariation. We also define V-boundedness. It is shown that, as in the 
univariate case, a normal Hilbert B(H)-module valued process is 
harmonizable if and only if it is V-bounded and continuous. Finally, 
stationary dilation is mentioned. It is given a necessary and sufficient 
condition for a harmonizable process to have a stationary dilation. 
2. PRELIMINARIES 
Throughout this paper let us assume that H is a Hilbert space, B(H) is the 
algebra of all bounded linear operators on H with the unit 1 and the uniform 
norm 11 . ]I, and T(H) is the set of all trace class operators on H with the 
trace Tr(.) and the trace norm 11 3 IIt. We denote the action of B(H) on a left 
B(H)-module X by (a,x)-+a . xEX for a EB(H) and xEX. Then a 
normal pre-Hilbert B(H)-module is defined as follows, where the terminology 
pre-Hilbert B(H)-module was used in [8, 181. 
2.1. DEFINITION. A normal pre-Hilbert B(H)-module is a left B(H)- 
module X with a mapping [. , . 1: X x X -+ T(H) which satisfies the following 
conditions: for x, y, z E X and a E B(H) 
(1) [x,x]>O, and [x,x]=0 iff x=0; 
(2) b+.Y,zl= [XTZI + b,zl; 
(3) [a * x, Yl = Q[X, VI; 
(4) hYl* = b,xl. 
The mapping [. , .] is called a Gramiun on X and we sometimes denote it 
explicitly by [a, *lx. 
In a normal pre-Hilbert B(H)-module X, define ax = (al) * x, (x, .Y)~ = 
Tr([x,y]) and ]lx]&= (~,x)~~*=~~[x,x]~~f’~ for x,yEX and aEC (the 
complex number field). Then (. , .)X is an inner product on X, so that X is a 
pre-Hilbert space. 
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2.2. DEFINITION. A normal pre-Hilbert B(H)-module X which is 
complete with respect to (w.r.t.) the norm I] . (Jx introduced above is called a 
normal Hilbert B(H)-module. 
Normal Hilbert B(H)-modules provide a unifying treatment of second 
order multivariate stochastic processes in view of the following examples. 
2.3. EXAMPLE. (1) The Hilbert space H is a simple example. The 
action of B(H) on H is the operation of operators on vectors in H. The 
Gramian on H is defined by [#, w] = $ @ W for 4, w  E H where the tensor 
product is in the sense of Schatten [25], i.e., (0 @ I@’ = (#‘, w)@, 4’ E H. 
Then we see that (4, w), = Tr(d @ W) = (4, w), 4, w  E H and, hence, H is a 
normal Hilbert B(H)-module. 
(2) Let q be a finite positive integer or co and K be a Hilbert space. 
Let H = Cq if 1 ,< q < co and H = I* if q = co. Consider the Hilbert space 
Kq = ((x”); x, E K, l<n<q, ~~=lllx,l12<~}. For x=(xJ, Y= 
(y,) E Kq define [x, y] = (aij) w h ere ai, = (xi, yj), 1 < i, j < q. That is, [x, y] 
is the (finite or infinite) Gramian matrix determined by x and y. Then Kq 
becomes a normal Hilbert B(H)-module with the natural action of B(H). 
(3) Let (52,9, p) be a probability measure space and L*(52; H) be the 
Hilbert space of all square-integrable H-valued strong random variables on 
a. For x,yEL*(R;H) and aEB(H) define 
(a . x)(.) = ax(.) and [x, Y] = i, x(w) 0 y(w) 4dw) 
where the tensor product is in the sense of [25]. We see that, for x, 
y E L*(Q; H), Tr( [x, y]) = la (x(o), y(w))p(dw) which is the inner product 
of x and y in ,!,*(a; H). Hence L*(Q; H) is a normal Hilbert B(H)-module 
(cf. Umegaki and Bharucha-Reid [28]). 
(4) Let K be a Hilbert space and S(K, H) be the set of all 
Hilbert-Schmidt class operators from K into H. For x, y E S(K, H) and 
a E B(H) define a e x = ax and [x, y] = xy*. Then we can see that S(K, H) 
becomes a normal Hilbert B(H)-module. Since the tensor product space 
H @ K and S(K, H) are identical as Hilbert spaces by the isometric 
isomorphism xi #i @ vi + xi di 0 I,?~, H @ K also becomes a normal Hilbert 
B(H)-module by defining the action and the Gramian as follows: for 
C9iowi,C~~i’owi’HHKK,andaEB(H) 
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2.4. DEFINITION. Let X be a normal Hilbert B(H)-module. A subset of X 
is called a submodule if it is a left B(H)-module and is closed w.r.t. the norm 
]] . ]Ix. Hence every submodule is itself a normal Hilbert B(H)-module. 
Denote by y(Y) the submodule generated by a subset Y of X. Let Y be a 
submodule and P be the projection of X onto Y in the Hilbert space sense 
(since X is a Hilbert space and Y is a closed subspace). Then P satisfies that 
p*x, Yl = [Px, Y] = [x, PY] f or x, y E X, so that we call P the Gramian 
projection of X onto Y. If Z is another normal Hilbert B(H)-module, a 
bounded linear operator U from X into Z is said to be Gramian unitary if it 
is onto and satisfies that [ Ux, Ux’], = [x, x’lx for x,x’ E X. We see that 
U: X + Z is Gramian unitary iff it is unitary in the Hilbert space sense and 
commutes with the action of B(H), i.e., U(a . x) = a . (Ux) for a E B(H) and 
x E X. X and Z are said to be isomorphic, denoted by X zz Z, if there is a 
Gramian unitary operator from X onto Z. 
As was proved in [ 18, Theorem 4.2 and Corollary 4.31, for every normal 
Hilbert B(H)-module X there is some Hilbert space K such that 
In view of this isomorphism we see that a submodule Y of X is isomorphic to 
H 0 K’, where K’ is a closed subspace of K, and the Gramian projection P 
of X onto Y is, roughly speaking, identified with the projection PK, of K onto 
K’ (P = 1 @ PK,). Also we see that a Gramian unitary operator U on X is 
identified with 1 @ U, for some unitary ooperator 17, on K since the action 
of B(H) on X constitutes B(H) 0 1 on H @ K and U is contained in the 
cornmutant (B(H) @ 1)’ = 1 @B(K). 
2.5. DEFINITION. Let 52 be a set. A T(H)-valued function r defined on 
J2 X Q is said to be a positive.definite kernel (PDK) if 
r aJ(wi, oj) ai* > 0 
id 
for any finite families {wi ,..., on} c Q and {a, ,..., a,} c B(H). Every T(H)- 
valued PDK r on J2 X Q satisfies that T(o, o’) = Qw’, w)* for w, w’ E a. 
2.6. Remark. Given a T(H)-valued PDK r on Q X 52, we can construct 
a normal Hilbert B(H)-module Q Or B(H) as follows (cf. [9, Sect. 3; 271). 
Let F(Q) be the set of all C-valued functions on Q with finite supports. Let 
F(Q) 0 B(H) be the algebraic tensor product. Define the tensor product of 
wER and aEB(H) by w@a=d,@a where 6,(w’)= 1 for w’=w and 
=0 for w’ # o. Denote by Q Q B(H) the left B(H)-module generated by the 
family 
I 
iI wi@a,;oiE12,aiEB(H), 1 <i<n,nfinite! 
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where the module action is defined by a * c @[@ai= zoi@aai, 
aEB(H).Defineforf=CoiOa,andg=CwjObiE~nB(H) 
Then, by the positive definiteness of r, [. , .lr satisfies the conditions of a 
Gramian except for [f, fir = 0 implies f = 0. Put N, = {f E B 0 B(H); 
[f,f]r = 0) and let R Or B(H) be the completion of the quotient space 
(Q OB(H))/N, w.r.t. the semi-inner product (a, .)r = Tr([ +, .lr). Then 
Q Q. B(H) becomes a normal Hilbert B(H)-module. 
2.7. DEFINITION. Let X be a normal Hilbert B(H)-module consisting of 
T(H)-valued functions on a set a. A Z’(H)-valued PDK r on R X R is called 
a reproducing kernel (RK) for X if 
(1) for every oEn,T(w,.)EX; 
(2) for every w  E Q and x E X, x(w) = [x(a), T(o, *)I. 
We say that X is the reproducing kernel (RK) normal Hilbert B(H)-module 
0j-K 
Let r be a 7’(H)-valued PDK on D X a and X0 be the set of all T(H)- 
valued functions on R of the form x(a) = Cy=r air(wi, *), ai E B(H), 
oi E Q, 1 < i < n with n finite. Then X,, is a left B(H)-module if we define 
the action of a E B(H) by (a . x)(e) = c aa,r(w,, .). For any two functions 
x(.)= C air(wi, .) and y(.) = C bjr(o,!, .) in X, we define [x, ylO= 
C aJ(o,, w;) b?. It can be seen that for x E X0 and w  E J2 the reproducing 
property x(w) = [x(.), r(w, .)I0 holds and, hence, [., .I,, is a Gramian on X0. 
Thus X,, becomes a normal pre-Hilbert B(H)-module. Then we make a 
“completion” of X, so as to obtain a normal Hilbert B(H)-module X, for 
which r is a RK in a similar manner as in the case of RK Hilbert spaces of 
Aronszajn [3]. Therefore we have the following (cf. [9, Proposition 3.31). 
2.8. PROPOSITION. For each T(H)-valued PDK r on R x f2 there is a 
unique, up to isomorphism, normal Hilbert B(H)-module X, admitting r as a 
RK. Moreover, it holds that X, z 0 Or B(H). 
In the remainder of this section we assume that X is a normal Hilbert 
B(H)-module and (Q, 9) is a measurable space. ZS x 9 denotes the algebra 
generated by the family R(S x 9) = {A x B; A, B E 3) of all rectangles. 
We consider X-valued measures on 5S and T(H)-valued bimeasures on 
9X.9. 
2.9. DEFINITION. ca(g; X) denotes the set of all mappings 6: 9 -+X 
which are bounded and countably additive (CA) in the norm ofX. An 
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element of cu(.%‘;X) is called an X-valued measure. The variation I</ (e) and 
the semivuriution I]<]] (.) of <E cu(9; X) are defined as in [6, pp. 241. The 
operator semivuriution ]I&(.) is defined by 
I1411CJ(A)= suP 5 ui ’ Wi) 7 
II II 
AE9 
i=l X 
where the supremum is taken for all finite partitions {AI,..., A,} c 9 of A 
and for all finite families {a, ,..., a,} c B(H) with 11 ail/ < 1, 1 Q i < n. r is 
said to be of bounded operator semivuriution (ofBOS) if Il<ll,,(J2) < co. 
Denote by bcu(9; X) the set of all X-valued measures of BOS. 
For a mapping M: 9 x 9 + T(H) we denote the value of M at A X B E 
R(9 x 9) by M(A, B) rather than M(A X B). 
2.10. DEFINITION. Let M(9 x 9; T(H)) or, simply, M be the set of all 
mappings M: 9 x 9 + T(H) which satisfy the following conditions: 
(1) M is finitely additive (FA) on 9 X 9; 
(2) M is a T(H)-valued PDK on R(9 X 9) in the sense of 
Definition 2.4; 
(3) M is continuous in the sense that {A,,}, {B,} c 9 and A,, B, 10 
(n- 00) imply II~(A.,B,)II,+O (n,m-+ a>. 
An element of M = M(9 x 9; T(H)) is called a T(H)-valued bimeusure. 
The operator semivuriution l]M]l,,(., .) of ME M is defined by 
IIMI[~(A,B)=suP i 5 aiM(Ai,Bi) bj* > 
II I/ 
A,BES (2.1) 
i=l j=1 r 
where the supremum is taken for all finite measurable partitions {A, ,..., A,} 
of A and {B1,..., B,} of B, and for all finite families {a ,,..., a,}, {b, ,..., b,} c 
B(H) with I]uil], llbill < 1, 1 < i & n, 1 < j < m. M is said to be of bounded 
operator semivuriution (of BOS) if ]IM]lo(R, Q) < co. M, denotes the set of 
all T(H)-valued bimeasures of BOS. The semivuriution IlMll (A, B) 
(A, B E 9) is defined in (2.1) by taking ui = ai 1, bj = pi 1 with ]a,], ]/Ii] < 1, 
1 <i<n, l< j<m. 
For < E cu(9; X) define M, by 
M,(A, B) = [&A), W)l, A,BE9. (2.2) 
Then, clearly M, E M and we call M, the T(H)-valued bimeasure associated 
with r. It is seen that r is of BOS iff M, is of BOS. An essential one-to-one 
correspondence <e, M, between ~~(55’; X) and M was proved in 
[ 10, Theorem 3.41. 
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A B(H)-valued simple function on Q is a function of the form 
,f 1,4,ai, aiEB(H), AiE9, l<i<n 
i=l 
where 1, denotes the characteristic function of A E 28. Denote by 
L’(R;B(H)) the set of all B(H)-valued simple functions on Q. Let 
{E bca(9; X). The integral of @ = C la,ai E L’(.Q; B(H)) w.r.t. < over a set 
A E 9 is defined by 
.r 
@dr=xai. <(AnAi). 
A I 
For another Y = C lsjbjELo(R;B(H)) the integral of (@, Y) w.r.t. 
M,EM,overasetA~B~R(9~9)isdefinedby 
Q,dM,Y*=Ca,M,(AnA,,Br\Bj)bj*. 
i,j 
A set A E 9 is said to be ~-null if 1/51jo(A) = 0. The term r-almost 
everywhere (t-a.e.) refers to the complement of a r-null set. Denote by 
Lm(a, c; B(H)) the set of all B(H)-valued functions on a which are the 
<-a.e. uniform limits of sequences in L’(R; B(H)). For @ E Lm(J2, r; B(H)) 
define the l-essential sup norm by 
11 @lla, = inf(a > 0; {w E Q; I( @(w)l/ > a} is r-null}. 
For @, YE L “(0, & B(H)), choose sequences { @,), ( Y,,} c Lo@; B(H)) 
such that II Qn - @IL, II yn - YII, + 0 (n -+ co). Then we define the 
integrals of Q, w.r.t. r and of (@, Y) w.r.t. M, by 
jjA xB @ d”t y* = n,;y’m jjA xB @n dM, YCv 
respectively for A, B E 55’. Well-definedness of the above integrals can be 
checked (cf. [ 10, Definitions 3.7 and 3.91). We have for A, B E 9 and 
@, y E L “(.n, t; B(H)) 
jj 
AXE 
@dM,Y*= [j @d&j Yd<]. 
A B 
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Integration of scalar valued functions w.r.t. scalar valued bimeasures of 
bounded semivariation was studied by Morse and Transue [ 141 and Thomas 
[26] (see also Niemi [ 151). Our approach is similar to that of Rozanov [24]. 
2. Il. DEFINITION. Suppose that .Q is a locally compact Hausdorff space 
and 9 is the Bore1 u-algebra of Q. A measure < E ~(9; X) is said to be 
regular if for any A E 9 and E > 0 there exist a compact set C and an open 
set 0 such that C cA c 0 and ]] <]] (O\C) < E. A bimeasure ME M is said 
to be regular if for any A i, A, E 9 and E > 0 there exist compact sets C,, 
C, and open sets O,, 0, such that CicAicOi, i= 1,2 and ]]M\] (O,\C,, 
O,\C,) < E. Denote by brca(9; X) and M,, the sets of all regular elements 
in bca(9; X) and M,, respectively. 
In the above definition, it is seen that < E ca(9; X) is regular iff M, E M 
is regular. Moreover, if C@;B(H)) denotes the set of all B(H)-valued 
bounded continuous (in the norm of B(H)) functions on 9 vanishing at 
infinity, we have C,(Q; B(H)) c L “(Q, c; B(H)) for every < E bca(9; X). 
Also a Riesz type integral representation theorem for an operator from 
C&2; B(H)) into X is proved (cf. [ 10, Theorem 5.31). 
3. MAIN RESULTS 
Let X be a normal Hilbert B(H)-module and G be a locally compact 
abelian group with the dual group G. The duality pair of G and G is denoted 
by (t, x) for t E G, x E G. 9 denotes the Bore1 u-algebra of G. In view of 
Example 2.3 of normal Hilbert B(H)-modules, we can regard X-valued 
processes over G as models for infinite variate or Hilbert space valued 
stochastic processes. 
3.1. DEFINITION. (1) An X-valued process {x(t)] over G is a mapping 
t + x(t) from G into X. 
(2) The covariance function r of a process {x(t)} is defined by 
T(s, t) = [x(s), x(t)] for s, t E G. 
(3) A process {x(t)} is said to be stationary if its covariance function 
T(s, t) depends only on st- ’ and, putting T(s, t) = r(st - ‘), if r is a r(H)- 
valued weakly continuous function on G, i.e., Tr(aT(.)) is continuous for 
every a E B(H). 
(4) A process (x(t)} is said to be continuous if the mapping t-1 x(t) is 
continuous in the norm ofX. 
683/16/l-10 
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(5) A process {x(t)} is said to be harmonizable if there exists a 
measure < E brca(9; X) such that 
The measure r is called the representing measure of the process {x(t)}. 
(6) The time domain Z(x’) of a process x’= {x(t)} is defined by 
Z(Z) = 9(x(t); t E G}, i.e., the submodule generated by {x(t); t E G}. 
(7) Let CC= {x(t)} b e an X-valued process and y= {y(t)} be a Y- 
valued process where Y is a normal Hilbert B(H)-module. Then x’ and y’ are 
said to be equivalent if there exists a Gramian unitary operator U from Z’(x3 
onto Z(yj such that L/x(t) = y(t), t E G. 
The following lemma is easily verified. 
3.2. LEMMA. (1) Th e covariance function of an X-valued process is a 
T(H)-valued PDK on G x G. Conversely, for any T(H)-valued PDK F on 
G X G there exist some normal Hilbert B(H)-module Y and some Y-valued 
process whose covariance function is T. 
(2) An X-valued process is stationary iff it is harmonizable and its 
representing measure < is (Gramian) orthogonally scattered, i.e., 
[{(A), r(B)] = 0 for every disjoint pair A, B E 9. 
(3) Every X-valued harmonizable process is continuous and it is even 
uniformly continuous. 
(4) For an X-valued process 2 = {x(t)} with the covariance function F 
it holds that S?‘(Z) z G Or B(H) (cf. Remark 2.6). 
(5) Let x’= {x(t)} be an X-valued process and J?= {y(t)} be a Y- 
valued process, Y being a normal Hilbert B(H)-module. Then 2 and yj are 
equivalent tr their covariance functions are identical. 
(6) Harmonizability is invariant within equivalence. More precisely, 
let 2 and yj be as in (5). If 2 and ~7 are equivalent and x” is harmonizable, 
then ~7 is also harmonizable. 
(7) If {x(t)} is an X-valued stationary process and P is a Gramian 
projection onto some submodule of X, (Px(t)] is harmonizable. 
We adopted the Rozanov type definition for harmonizability. Rozanov 
[24] characterized (weak) harmonizability of a stochastic process in terms of 
its covariance function. Similarly we can prove the following. 
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3.3. THEOREM. Let {x(t)} be an X-valued process with the covariance 
function r. Then {x(t)} is harmonizable if and only ly there exists a 
bimeasure M E M,, such that 
Qs, 4 = j-j” (s, x> (t, x’> W&v dx’), s, t E G. (3.1) 
6x6 
ProoJ Suppose that {x(t)} h is armonizable with the representing measure 
< E ca(-W; X). Putting M = M, as in (2.2), we have M, E M,, and (3.1) holds 
by [ 10, Lemma 3.10 (l)]. 
Conversely suppose that there exists a bimeasure M E M,, such that (3.1) 
holds. By Proposition 2.8 and [ 10, Theorem 3.41 there exist some normal 
Hilbert B(H)-module Y and some measure ?,J E ca(9; Y) such that M = M,, 
i.e., M(A, B) = [q(A), v(B)],, A, B E 9. Define a Y-valued process {y(t)} 
by y(t) = Se (t,X) v(dx), t E G. Since M is regular and of BOS, r E 
brca(9; Y). Hence (y(t)} is harmonizable. Moreover, the covariance 
function of {y(t)} is r. Consequently, by Lemma 3.2(5), {x(t)} and {y(t)} 
are equivalent. Therefore {x(t)} is harmonizable by Lemma 3.2(6). 
Next we consider V-boundedness of a process which was first introduced 
by Bochner [4]. In order to formulate V-boundedness in our situation, we 
need to study the Fourier transform of operator valued functions. Let 
L’(G) = L ‘(G, ds) be the L ‘-group algebra of G where ds is a Haar measure 
of G. Denote by L ‘(G; B(H)) the space of all uniformly measurable B(H)- 
valued functions on G which are (uniformly) Bochner integrable w.r.t. the 
Haar measure ds. L’(G;B(H)) is a Banach *-algebra whose product, 
involution, and norm are respectively defined by 
c$v)(t> = i, d(s) VW - ‘) ds, #“(t> = $(t-‘>*, ll$ll1 =i, ll4(s)ll ds 
for each 4,~ E L ‘(G; B(H)), and t E G. Moreover, L’(G; B(H)) is a left 
B(H)-module with the module action (a . #)(.) = a@(.), a E B(H), and $ E 
L ‘(G; B(H)). The Fourier transform of 4 E L’(G; B(H)) is defined by 
Well-detinedness of the Fourier transform can be checked. Observe that 
L’(G;B(H)) = L’(G) @,B(H), the tensor product of L’(G) and B(H) with 
the greatest cross norm y (cf. Grothendieck [7]) where the algebraic tensor 
product L’(G) Q B(H) is dense in L ‘(G; B(H)). 
Let C,(d; B(H)) be the Banach *-algebra of all B(H)-valued normal 
continuous functions on G vanishing at infinity with the sup norm I] . ]lU, the 
product of pointwise multiplication and the involution of taking adjoint 
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pointwisely. We have C,(d; B(H)) = C,(G) On B(H) where I. is the least 
cross norm and C,(G) is the Banach space of all C-valued continuous 
functions on G vanishing at infinity (cf. [7]). As was mentioned in Section 2, 
we have C,(G; B(H)) c L(O(G, <; B(H)) for every r E bcu(9; X). 
We can prove the following lemma. 
3.4. LEMMA. (1) If #EL’(G;B(H)), then R#E C,(G;B(H)) and 
II~4IIu G 11~111* 
(2) SrL’(G; B(H)) = {X4; 4 E L’(G; B(H))} is dense in 
cot& B(H)). 
(3) ST(&) =.F(J * 2-w andF(#*) = (x4)*.@ 4, y E L ‘(G; B(H)). 
Proof. Lemmas 3.4(l) and 3.4(2) follow from the relations 
ll(~#)tx>ll <I, Wx> d(t)ll dt = 114)111, XEG 
Sr(L l(G) 0 B(H)) = (FL l(G)) 0 B(H) c C,(G) 0 B(H) 
and from the fact that SrL’(G) is dense in C,(G). Lemma 3.4(3) is checked 
in a manner similar to that for Fourier transform theory. 
3.5. DEFINITION. Let {x(t)} be an X-valued process with the covariance 
function IY 
(1) {x(t)} is said to be bounded if there is a constant a > 0 such that 
IIx(t)llx < a for t E G. 
(2) {x(t)} is said to be measurable if the mapping t-+x(t) is an 
X-valued strongly measurable function on G where X is considered as a 
Hilbert space. 
(3) {x(t)} is said to be V-bounded if it is bounded and measurable, 
and if there is a constant a > 0 such that 
ID 
cxGcW-(s~ t) v4>* ds dt II <a . IIfl#Il, * ll~wll, (3.2) 7 
for every 0, IJI E L’(G; B(H)). Since {x(t)} is bounded and measurable, the 
integral in the left hand side of (3.2) is well-defined. 
The following is a Fubini type theorem for harmonizable processes. 
3.6. LEMMA. Let {x(t)} be an X-valued harmonizable process with the 
representing measure e E brca(9;X). Then it holds for 4 E L’(G; B(H)) 
that 
j, 4(s) .x(s) ds = j2 (~Nx) C(dx) (3.3) 
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ProoJ Let 4 E L’(G; B(H)). We first show that the integrals of both 
sides of (3.3) are well-defined. Since ]Ix(s)~]~ < ]]<I],,(@ < co for s E G, we 
have that 
I, IIcO). x(s)llx~~ GIG 119(~>ll . I x(~>llxd~ G IlM@ . 114111 < a~ 
where we have used the fact that Ila . XII,< l]all . ]Ix]], (cf. [8]). Hence 
4(e) . x(+) is an X-valued Bochner integrable function on G. On the other 
hand, we know that X$ E C,(G;B(H)) by Lemma 3.4(l) and that 
c&3 B(H)) = L’O(G r; B(H)), so that the right hand side of (3.3) is well- 
defined. 
Now for any Bore1 set E in G we can verify the following equality: 
For a B(H)-valued simple function w  = Cy=i lEiai where ai E B(H) and E, 
is a Bore1 set in G of finite Haar measure, 1 < i ( n, a simple computation 
shows that (3.3) holds for w. Choose a sequence (4,) of B(H)-valued simple 
functions in L’(G; B(H)) such that I]$, - 411, -+ 0 (n + co). Then we have 
/li, h(s) .x(s) ds -I, tits) - 4s) ds Ilx 
G I G IITW) - #@)ll . ll--GIlx ds < IMd@ . 114, - $ll1-+ 0; 
as n + co. Therefore we have 
I, 46) - 4s) ds = n’\t jG O,(s) .x(s) ds 
If Y and Z are left B(H)-modules, then a mapping S: Y+ Z is called a 
module map if S(u . x + b . y) = a . (Sx) + b . (Sy) for a, b E B(H) and 
x, y E Y. Now we can state and prove the main result of this paper. The 
proof mimics that of [ 13, Theorem 91. 
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3.7. THEOREM. An X-valuedprocess {x(t)} is harmonizable ifand only if 
it is V-bounded and continuous. 
ProoJ: Let {x(t)} be harmonizable with the representing measure <E 
brca(9; X) and the covariance function r. Let 4, w  E L ‘(G; B(H)). Then we 
have 
11 G x G 4(s) r(s, 4 v/(t) * ds dt = jj MS> . x(s), v(t) . WI ds dt GXG 
where the last equality follows from Lemma 3.6. Hence we have 
Consequently, putting a = II <ll,,(G)*, {x(t)} is V-bounded. Continuity was 
shown in Lemma 3.2(3). 
Conversely, let {x(t)} be continuous and V-bounded. Define an operator 
A:FL’(G;B(H)) xyL’(G;B(H))-t T(H) by 
A(r4, flw> = jj Q(s) r(s, t) v(t)* ds dt, $3 w  E L ‘(‘3 W)) 
GXG 
where r is the covariance function of {x(t)}. Then we have by the V- 
boundedness of {x(t)} that 
for some constant (r > 0. Clearly A is a T(H)-valued PDK on 
SrL’(G;B(H)) x.FL1(G;B(H)). Let Y be the RK normal Hilbert B(H)- 
module of A (cf. Proposition 2.8) and define an operator T: 
SrL’(G;B(H))+ Y by 
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By the reproducing property of A we have 
~v-Y4flw) = [TV-@), Q~W)lYY 4, v E L ‘(G; W-f)). 
It is easily checked that T is a bounded module map from STL’(G;B(H)) 
into Y. Since FL ‘(G; B(H)) is dense in C,(G;B(H)) by Lemma 3.4(2), T 
can be uniquely extended to a bounded module map, still denoted by T, from 
C,(G; B(H)) into Y. It then follows from [ 10, Theorem 5.31 that there exists 
a unique measure q E brca(9; Y) such that 
T(Q) = j6 ax) Wx), CD E C,(d; B(H)). 
Define M, by MV(A, B) = [q(A), V(B)],, A,B E 9 and r,: G x G + T(H) 
by 
T,(s, 4 = jj (s, x> (h x’> NJ&Y &‘)> s, t E G. 
6x6 
Using [ 10, Lemma 3.101 and Lemma 3.6, we have for 4, v E L’(G; B(H)) 
jjG,, 46) T,(s, 4 v(t)* ds dt = n,,, M(s) . Y(S), VW . YWI~ ds dt 
where {y(t)} is a Y-valued harmonizable process with the representing 
measure q. On the other hand, for 4, v E L ‘(G; B(H)) it holds that 
Consequently the equality 
I!’ GXGcW-(~, t> -r,(s, t>) v(f)* dsdt=O 
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holds for every 4, t,u E L’(G; B(H)). Then it is easy to check,,that the equality 
r(s, t) = T,(s, t) holds for s, t E G. Therefore, by Theorem 3.3, {x(t)] is har- 
monizable. 
To conclude this section we consider stationary dilation of harmonizable 
processes. This involves orthogonally scattered dilation of X-valued measures 
(cf. 12, 10,231) h w ere the terminology quasi-isometric dilation was used in 
[23]. Denote by bca(9; T+(H)) the set of all 7’+ (H)-valued CA (in the 
trace norm) measures on 9 of BOS. Here P(H) is the set of all 
nonnegative elements in T(H), and the operator semivariation 111”11,,(.) of F E 
bca(9; T’(H)) is defined by jIF\j,(A) = ]IF]&4, A), A E 9 with &4, B) = 
F(A f7 II), A, B E 9. The semivariation of F is defined by ]I FII (A) = 
11 F/I @,A), A E 9. Regularity of F is defined as in Definition 2.11. 
3.8. DEFINITION. (1) Let < E bca(9; X). A measure FE 
bca(.9; Tt (H)) is said to be a majorant for < if 
If F is regular, we say that F is a regular majorant. Denote by dr(c) the set 
of all regular majorants for c. 
(2) An X-valued process {x(t)} is said to have a stationary dilation if 
there exist a normal Hilbert B(H)-module Y containing X as a submodule 
and a Y-valued stationary process {y(t)} such that x(t) = Py(t), t E G for the 
Gramian projection P of Y onto-X. 
If X= S(K, H) for some Hilbert space K, then it is not hard to check that 
FE bca(9; Tt (H)) is a majorant for < E bca(9; X) if and only if F is a 
2-majorant of Q.)* in the sense of [23, Definition 2.41, i.e., for any finite 
families {A i ,..., A,}c9 and {$i ,..., d,}cH 
The following proposition immediately follows from [ 10, Theorem 5.7 and 
23, The Equivalence Theorem 2.91 (cf. [2, Theorem 5.21). 
3.9. PROPOSITION. Let (x(t)} be an X-valued harmonizable process with 
the representing measure c. Then {x(t)} h as a stationary dilation fund only 
if.,&(<) is nonempty. 
Consider the following conditions on an X-valued process {x(t)}: 
(a) {x(t)} is V-bounded and continuous; 
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(b) {x(t)! is harmonizable; 
(cl Ml . h is armonizable with the representing measure Lj and Ar(C) 
is nonempty; 
(d) (x(t)) has a stationary dilation. 
By Theorem 3.7 and Proposition 3.9 we have (a) o (b) c= (c) o (d). When 
X = H, the equivalences (a) + (b) o (c) o (d) were proved by Niemi 
[ 15, 161, Miamee and Salehi [ 131, and Rao [20, 211. When X= H @K with 
dim(H) < 03 or dim(K) < co, it follows from Rosenberg [23, The 
Equivalence Theorem 2.9 and Theorem 4.11 that the equivalence (b) u (c) 
holds. In the case where X is a general normal Hilbert B(H)-module, we do 
not know whether Jr(<) is nonempty for every c E brca(.~8; X) or not. 
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