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Abstract. We give a list of equivalent conditions for reversibility of the adjoint
of a unital Schwarz map, with respect to a set of quantum states. A large class of
such conditions is given by preservation of distinguishability measures: f -divergences,
L1 -distance, quantum Chernoff and Hoeffding distances; here we summarize and
extend the known results. Moreover, we prove a number of conditions in terms of the
properties of a quantum Radon-Nikodym derivative and factorization of states in the
given set. Finally, we show that reversibility is equivalent to preservation of a large
class of quantum Fisher informations and χ2-divergences.
1 Introduction
In the mathematical description of quantum mechanics, a quantum mechanical
system is represented by a C∗ - algebra A ⊆ B(H) of bounded operators on a
Hilbert space H. In the case that H is finite dimensional, the physical states
of the system are represented by density operators, that is, positive operators
with unit trace. The evolution of the system is described, in the Schro¨dinger
picture, by a transformation T on the states. Here T is usually required to be
a completely positive trace preserving map on the algebra.
Let S be a set of states, then S can be seen as carrying some information.
If S undergoes a quantum operation T , then some information can be lost. If
S represents a code which is sent through a noisy channel T : A → B, then the
resulting code T (S) might contain less information than S. In the framework
of quantum statistics, S represents a prior knowledge on the state of the system
and the task of the statistician is to make some inference on the true state. But
if, say, S is a family of states on the bipartite system A⊗B and only the system
A is accessible, then the statistician has to work with the restricted states which
might be distinguished with less precision. However, it might happen in some
situations that the original information can be recovered, in the sense that there
is a quantum operation S such that S ◦ T (σ) = σ for all σ ∈ S. In this case we
say that T is reversible for S. Such maps are also called sufficient for S, which
comes from the well known notion of sufficiency in classical statistics.
The information loss under quantum operations is expressed in the mono-
tonicity property of distinguishability measures: quantum f -divergences [28] like
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relative entropy, the L1-distance, quantum Chernoff and Hoeffding distances [2],
etc., which means that these measures are nonincreasing under quantum oper-
ations. It is quite clear that if T is reversible for S, then T must preserve all of
these measures on S. It was an important observation in [27] that preservation
of the relative entropy, along with other equivalent conditions, is equivalent to
reversibility. These results were then extended in the papers [29, 15, 16], see also
[24]. The very recent paper [13] extends the monotonicity results to the case
that T is the adjoint of a subunital Schwarz map and proves that reversibility
is equivalent to preservation of a large class of quantum f -divergences, as well
as distinguishability measures related to quantum hypothesis testing: the quan-
tum Chernoff and Hoeffding distances. In the present paper, we find conditions
for reversibility in terms of the L1- distance and complete the results for the
Chernoff and Hoeffding distances and L1- distance for n copies of the states,
giving an answer to some of the questions left open in [13]. Moreover, we find
a class of quantum Fisher informations, such that preservation of elements in
this class is equivalent to reversibility. We also prove reversibility conditions in
terms of a quantum Radon-Nikodym derivative, and a quantum version of the
factorization theorem of classical statistics.
The various equivalent reversibility conditions are interesting also from the
opposite point of view, when we are interested in the equality conditions for the
divergences in the first place. This was used, for example, for a characterization
of the quantum Markov property [10, 15, 19, 20], conditions for nullity of the
quantum discord [8, Lemma 8.12],[6], conditions for strict decrease of Holevo
quantity [31] and the equality conditions in certain Minkowski type quantum
inequalities and related quantities, [18].
In a preliminary section, we deal with the properties of positive maps, 2-
positive maps and Schwarz maps, and their duals with respect to a state. In
particular, we find a new characterization of 2-positivity in terms of generalized
Schwarz inequality and we show that a unital positive map has the property
that its duals with respect to all states are Schwarz maps, if and only if it
is 2-positive. Then we proceed to the various reversibility conditions: we list
the already known conditions related to f -divergences and give an example
of a (non-quadratic and strictly convex) operator convex function f , such that
preservation of the corresponding f -divergence does not imply reversibility. Fur-
ther, we prove reversibility conditions in terms of a quantum Radon-Nikodym
derivative and certain factorization conditions on the states. In Sections 3.4 and
3.5 we deal with the L1-distance, quantum Chernoff and Hoeffding distances.
In the last section, we give the reversibility conditions in terms of the quantum
Fisher information.
2 Preliminaries
Let H be a finite dimensional Hilbert space and let A ⊆ B(H) be a C∗-algebra.
We denote by A+ the positive cone in A and by S(A) the set of states on A.
For a ∈ A+, we denote by supp a the projection onto the support of a, that is,
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supp a is the smallest projection p satisfying ap = a.
A positive linear functional τ on A such that τ(ab) = τ(ba) for all a, b ∈ A
(equivalently, τ(a∗a) = τ(aa∗) for all a ∈ A) is called a trace. We will also
require that τ is faithful, then any linear functional ϕ on A has the form
ϕ(a) = τ(aρϕ), a ∈ A
for a unique operator ρϕ ∈ A, and ϕ is a state if and only if ρϕ ≥ 0 and
τ(ρϕ) = 1. In this case, ρϕ is called the density operator of ϕ with respect to
τ . Conversely, any operator ρ ∈ A+ with τ(ρ) = 1 defines a state ϕρ on A with
density ρ. Moreover, if τ is faithful, then
〈a, b〉τ = τ(a
∗b), a, b ∈ A
defines an inner product in A.
Clearly, A inherits the trace Tr = TrH from B(H), but in general, there
exists different faithful traces on A even if we require τ(I) = Tr (I). We will
consider general traces only in Section 2.4, in the rest of the paper we always
assume that τ = Tr = TrH for a fixed representation A ⊆ B(H). Accordingly,
the density operators with respect to Tr will be referred to simply as density
operators and we will identify S(A) with the set {ρ ∈ A+,Tr ρ = 1}. We will
also denote 〈a, b〉 := 〈a, b〉Tr the restriction of the Hilbert-Schmidt inner product
in B(H).
2.1 Positive maps
Let B ⊆ B(K) be a finite dimensional C∗ algebra and let T : A → B be a
positive map. Let T ∗ be the adjoint of T , with respect to the Hilbert-Schmidt
inner product. We will say that T is faithful if T (a) = 0 for a ≥ 0 implies a = 0.
Lemma 1 Suppose that T : A → B is a positive map. The following are
equivalent.
(i) T (ρ) is invertible for any positive invertible ρ.
(ii) T (ρ) is invertible for some positive invertible ρ.
(iii) T ∗ is faithful.
Proof. The implication (i) =⇒ (ii) is trivial. Suppose (ii) and let a ≥ 0 be
such that T ∗(a) = 0. Then 0 = TrT ∗(a)ρ = Tr aT (ρ), hence a = 0.
Suppose (iii) and let ρ be any positive invertible element. Let q := suppT (ρ).
Then 0 = TrT (ρ)(I− q) = Tr ρT ∗(I − q), this implies I− q = 0, hence (i) holds.

Lemma 2 Let T : A → B be a positive map, such that T ∗(I) ≤ I. Let ρ and
σ be positive operators and let p = supp ρ, p0 = suppT (ρ), q = suppσ and
q0 = suppT (σ). Then
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(i) T ∗(I − p0) ≤ I − p
(ii) if q ≤ p then q0 ≤ p0
(iii) T (pAp) ⊆ p0Bp0.
(iv) if T ∗ is unital, then T ∗(p0) ≥ p.
Proof. Note that for 0 ≤ a ≤ I and any positive ω, a ≤ I − suppω if and
only if Tr aω = 0. We have
Tr ρT ∗(I − p0) = TrT (ρ)(I − p0) = 0
which implies (i). Moreover, suppose q ≤ p, then by (i),
0 ≤ TrT (σ)(I − p0) = TrσT
∗(I − p0) ≤ Trσ(I − p) = 0
this proves (ii). Let a be a positive element in pAp, then supp a ≤ p, hence
by (ii), suppT (a) ≤ p0, so that T (a) ∈ p0Bp0. Since pAp is generated by its
positive cone, this implies (iii).
Finally, (iv) follows directly from (i) if T ∗ is unital.

We say that T is n-positive if the map
T(n) := idn ⊗ T :Mn(C)⊗A →Mn(C)⊗ B
is positive, and T is completely positive if it is n-positive for all n. The adjoint
T ∗ is n-positive if and only if T is n-positive.
2.2 2-positive maps and Schwarz maps
We say that T is a Schwarz map if it satisfies the Schwarz inequality
T (a∗a) ≥ T (a)∗T (a), a ∈ A. (1)
This implies that T is positive and subunital, that is, T (I) ≤ I. It is well known
that a unital 2-positive map is a Schwarz map [25, Proposition 3.3].
Let c ∈ A+ and a ∈ A. We define a∗c−1a := limε→0 a
∗(c + εI)−1a, if the
limit exists. Note that this is the case if and only if the range of a is contained
in the range of c and then a∗c−1a = ac−a, where c− denotes the generalized
inverse of c.
Lemma 3 Let a, b, c ∈ A. Then the block matrix M =
(
a b
b∗ c
)
is positive if
and only if c ≥ 0, bc−1b∗ is defined and satisfies a ≥ bc−1b∗.
Proof. The proof for the case that c is invertible can be found in [4]. For
the general case, note that M ≥ 0 if and only if
(
a b
b∗ c+ εI
)
is positive
for all ε > 0. By the first part of the proof, this is equivalent to c ≥ 0 and
4
a ≥ b(c + εI)−1b∗ for all ε > 0. Since b(c + εI)−1b∗ is an increasing net of
positive operators, the limit exists if and only if it is bounded from above, this
proves the Lemma.

Let c ∈ A be a positive invertible element. Then we say that T satisfies the
generalized Schwarz inequality for c if for all a ∈ A, T (a)∗T (c)−1T (a) is defined
and satisfies [21]
T (a∗c−1a) ≥ T (a)∗T (c)−1T (a), a ∈ A. (2)
Note that the condition that T (a)∗T (c)−1T (a) is defined is satisfied if T ∗ is
subunital, by Lemma 2 (iii).
The next proposition gives a characterization of 2-positivity of maps in terms
of the generalized Schwarz inequality, which might be interesting in its own right:
Proposition 1 Let T : A → B be a positive map. Then T is 2-positive if and
only if T satisfies the generalized Schwarz inequality for every positive invertible
c ∈ A.
Proof. Let M =
(
a b
b∗ c
)
be a positive element in M2(A). Let ε > 0 and
denote Mε :=
(
a b
b∗ c+ εI
)
. Then Mε ≥ 0 and it is clear that T(2)(M) ≥ 0
if and only if T(2)(Mε) ≥ 0 for all ε > 0. Hence we may suppose that c is
invertible. In this case, M ≥ 0 if and only if c ≥ 0 and a − bc−1b∗ ≥ 0, by
Lemma 3. Then
M =
(
a− bc−1b∗ 0
0 0
)
+
(
bc−1b∗ b
b∗ c
)
where both summands are positive. Since T is positive, this implies that T is
2-positive if and only if for all b ∈ A and invertible c ∈ A+,
T(2)
(
bc−1b∗ b
b∗ c
)
=
(
T (bc−1b∗) T (b)
T (b∗) T (c)
)
≥ 0
Again by Lemma 3, this is equivalent to the generalized Schwarz inequality for
c.

2.3 The map Tρ
Let ρ ∈ S(A). We define a sesquilinear form in A by
〈a, b〉ρ = Tr a
∗ρ1/2bρ1/2, a, b ∈ A.
Then 〈·, ·〉ρ defines an inner product in pAp, where p = supp ρ.
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Let T : A → B be a positive and trace preserving map, so that T (ρ) is a
density operator in B. Let p0 = suppT (ρ), then by Lemma 2 (iii), T (pAp) ⊆
p0Bp0.
The map Tρ : pAp→ p0Bp0 is defined by
Tρ(b) = T (ρ)
−1/2T (ρ1/2bρ1/2)T (ρ)−1/2, b ∈ pAp.
Note that Tρ(a) is the unique element in p0Bp0 satisfying
〈T ∗(b), a〉ρ = 〈b, Tρ(a)〉T (ρ), b ∈ B, (3)
so that Tρ is the dual of the unital map T
∗, defined in [26]. Note also that Tρ
is positive and unital and its adjoint T ∗ρ : p0Bp0 → pAp,
T ∗ρ (b) = ρ
1/2T ∗(T (ρ)−1/2bT (ρ)−1/2)ρ1/2
satisfies
T ∗ρ ◦ T (ρ) = ρ (4)
by Lemma 2, (iv).
It can be shown that T is n-positive if and only if Tρ is n-positive. We will
now investigate the case when Tρ is a Schwarz map.
Lemma 4 Let T : A → B be a positive trace preserving map and suppose that
ρ is an invertible density operator. Then Tρ is a Schwarz map if and only if T
satisfies the generalized Schwarz inequality for c = ρ.
Proof. Tρ satisfies the Schwarz inequality (1) if and only if
T (ρ1/2b∗bρ1/2) ≥ T (ρ1/2b∗ρ1/2)T (ρ)−1T (ρ1/2bρ1/2), b ∈ A.
Putting a = ρ1/2bρ1/2, we see that this is equivalent to
T (a∗ρ−1a) ≥ T (a)∗T (ρ)−1T (a), a ∈ A.

The above lemma, together with Proposition 1, implies the following result.
Its importance will become clear at the beginning of Section 3.
Proposition 2 Let T : A → B be a positive trace preserving map. Then Tρ is a
Schwarz map for any invertible density operator ρ if and only if T is 2-positive.
2.4 Multiplicative domain and fixed points
This section contains some known results on the multiplicative domains and sets
of fixed points of unital Schwarz maps and related decompositions of the density
operators. We include the proofs partly for the convenience of the reader, and
partly because we need a particular form of some of the results (mainly Theorem
2 (v) and (vi)) which might be difficult to find explicitly in the literature.
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Let B ⊂ A ⊆ B(H) be a C∗-subalgebra. We will denote by A′ the commu-
tant of A, that is the set of all elements in B(H), commuting with A. Then A′ is
a C∗-subalgebra in B(H). The relative commutant of B in A is the subalgebra
B′∩A. A conditional expectation E : A → B is a positive linear map, such that
E(bac) = bE(a)c for all a ∈ A, b, c ∈ B. Such a map is always completely posi-
tive. There exists a unique trace preserving conditional expectation E : A → B,
determined by Tr (ab) = Tr (E(a)b) for a ∈ A, b ∈ B (that is, E is the adjoint
of the embedding B →֒ A with respect to 〈·, ·〉).
Let Φ : A → B be a unital Schwarz map. Let us denote
MΦ := {a ∈ A, Φ(a
∗a) = Φ(a)∗Φ(a), Φ(aa∗) = Φ(a)Φ(a)∗}.
It is known that [13, Lemma 3.9]
MΦ = {a ∈ A, Φ(ab) = Φ(a)Φ(b), Φ(ba) = Φ(b)Φ(a), ∀b ∈ A}.
This implies that MΦ is a subalgebra in A, called the multiplicative domain of
Φ. The restriction of Φ to MΦ is a *-homomorphism.
Let now Φ : A → A be a unital Schwarz map and suppose that there is an
invertible density operator ρ ∈ S(A), such that Φ∗(ρ) = ρ. Let us denote by
FΦ the set of fixed points of Φ, that is,
FΦ := {a ∈ A, Φ(a) = a}
and let ϕρ denote the state ϕρ(a) = Tr ρa for a ∈ A.
Theorem 1 (i) FΦ is a subalgebra in MΦ.
(ii) There exists a conditional expectation EΦ : A → FΦ, such that E
∗
Φ(ρ) = ρ
(iii) ρitFΦρ
−it ⊆ FΦ for all t ∈ R.
(iv) Let us fix a faithful trace τ in FΦ. Then we have a decomposition
ρ = ρAρB,
where ρA ∈ FΦ is the density operator with respect to τ of the restriction
of ϕρ to FΦ and ρ
B ∈ F ′Φ ∩ A is a positive invertible element such that
Φ∗(ρB) = ρB.
Proof. (i) Let a ∈ FΦ, then since Φ is a Schwarz map, Φ(a
∗a) ≥ Φ(a)∗Φ(a) =
a∗a. But we have Tr ρ(Φ(a∗a) − a∗a) = 0, so that Φ(a∗a) = a∗a, similarly
Φ(aa∗) = aa∗, hence a ∈ MΦ. Let now a, b ∈ FΦ, then Φ(ab) = Φ(a)Φ(b) = ab
and obviously Φ(a+ b) = a+ b, Φ(I) = I, so that FΦ is a subalgebra.
(ii) Let EΦ := limn→∞
1
n
∑n−1
k=0 Φ
k, then by the ergodic theorem, EΦ is a
conditional expectation onto the fixed point subalgebra FΦ. It is obvious that
E∗Φ(ρ) = ρ.
(iii) is equivalent to (ii) by Takesaki’s theorem [34].
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(iv) It was shown in [15] that for any subalgebra satisfying (iii), there is
a decomposition ρ = ρAρB, where ρA is the density of the restriction of ϕρ
to FΦ with respect to τ and ρ
B is a positive invertible element in the relative
commutant F ′Φ ∩A. For any a ∈ A,
TrΦ(a)ρ = TrΦ(a)ρAρB = TrΦ(aρA)ρB = Tr aρAΦ∗(ρB)
so that ρAρB = ρ = Φ∗(ρ) = ρAΦ∗(ρB), this implies ρB = Φ∗(ρB).

Theorem 2 Let ρ ∈ A be an invertible density operator and let T : A → B
be a trace preserving map, such that both T ∗ and Tρ are Schwarz maps and
ρ0 := T (ρ) is invertible. Denote Φ := T
∗ ◦ Tρ and Φ˜ := Tρ ◦ T
∗. Then
(i) FΦ˜ is a subalgebra in MT∗ and FΦ is a subalgebra in MTρ .
(ii) The restriction of T ∗ is a *-isomorphism from FΦ˜ onto FΦ, and its inverse
is the restriction of Tρ.
(iii) FΦ is a subalgebra in T
∗(MT∗).
(iv) ρitFΦρ
−it ⊆ FΦ and ρ
it
0 FΦ˜ρ
−it
0 ⊆ FΦ˜, for all t ∈ R.
(v) T (F ′Φ ∩ A) ⊆ F
′
Φ˜
∩ B
(vi) There are decompositions
ρ = T ∗(ρA0 )ρ
B , ρ0 = ρ
A
0 T (ρ
B)
where ρA0 ∈ F
+
Φ˜
and ρB ∈ F ′Φ ∩ A
+ is such that Φ∗(ρB) = ρB .
Proof. Note that we have Φ∗(ρ) = ρ and Φ˜∗(ρ0) = T ◦Φ
∗(ρ) = ρ0. Moreover,
since T ∗ρ (ρ0) = ρ, Tρ is faithful by Lemma 1.
By Theorem 1 (i), FΦ˜ is a subalgebra in MΦ˜. It is easy to see that, since
Tρ is faithful, MΦ˜ ⊆MT∗ . The second inclusion in (i) is proved similarly.
By (i), the restriction of T ∗ is a *-homomorphism on FΦ˜. Since Φ◦T
∗ = T ∗◦
Φ˜ and Φ˜◦Tρ = Tρ ◦Φ, we have T
∗(FΦ˜) ⊆ FΦ, Tρ(FΦ) ⊆ FΦ˜ and Tρ ◦T
∗(a) = a
for a ∈ FΦ˜, this proves (ii).
(iii) follows from (i) and (ii).
(iv) follows from Theorem 1 (iii).
To prove (v), let b ∈ FΦ˜, a ∈ F
′
Φ ∩A and c ∈ B. Then
Tr cbT (a) = TrT ∗(cb)a = TrT ∗(c)T ∗(b)a = TrT ∗(c)aT ∗(b) = TrT ∗(b)T ∗(c)a
= TrT ∗(bc)a = Tr bcT (a) = Tr cT (a)b
so that T (a) ∈ F ′
Φ˜
∩ B, where we used the fact that b ∈ MT∗ , T
∗(b) ∈ FΦ and
cyclicity of the trace.
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To prove (vi), let τ be the restriction of Tr to FΦ. By (ii), τ˜ := τ ◦T
∗ defines
a faithful trace on FΦ˜. By Theorem 1 (iv), we have the decompositions
ρ = ρAρB, ρ0 = ρ
A
0 ρ
B
0
where ρA (ρA0 ) is the density of the restriction of ϕρ (ϕρ0 ) to FΦ (FΦ˜) with
respect to τ (τ˜ ). Let now a ∈ FΦ, then
τ(aT ∗(ρA0 )) = τ(Φ(a)T
∗(ρA0 )) = τ(T
∗(Tρ(a))T
∗(ρA0 )) = τ(T
∗(Tρ(a)ρ
A
0 ))
= τ˜ (Tρ(a)ρ
A
0 ) = TrTρ(a)ρ0 = Tr aρ = τ(aρ
A)
It follows that ρA = T ∗(ρA0 ). If b ∈ B, then
TrT ∗(b)ρ = TrT ∗(b)T ∗(ρA0 )ρ
B = TrT ∗(bρA0 )ρ
B = Tr bρA0 T (ρ
B)
so that ρ0 = ρ
A
0 T (ρ
B).

3 Conditions for reversibility
Let A ⊆ B(H) and B ⊆ B(K) be finite dimensional C∗-algebras. Let S ⊂ S(A)
be a set of density operators and let T : A → B be such that T ∗ is a unital
Schwarz map. We say that T is reversible (or sufficient) for S if there is a map
S : B → A, such that S∗ is a unital Schwarz map and
S ◦ T (σ) = σ, σ ∈ S. (5)
In this section, we study various conditions for reversibility. If not stated oth-
erwise, we assume that the following two conditions hold:
1. S contains an invertible element ρ and T (ρ) is invertible as well.
2. T : A → B is such that both T ∗ and Tρ are unital Schwarz maps.
In the original approach of [29], the map T and the recovery map S were
both required to be 2-positive. The possibility of weakening this assumption
was discussed in [13, Remark 5.8], where the question was raised whether it
is enough to assume that T ∗ is a unital Schwarz map for the map Tρ to be a
Schwarz map as well. Proposition 2 above shows that this is not the case, in
fact, it follows that if condition 2 holds for any density ρ, then T must be 2-
positive. Moreover, as we will see in Theorem 4, regarding reversibility of T , the
condition 2 is not more general than assuming that T is a completely positive
map.
On the other hand, note that the condition 1 is not restrictive. Indeed, for
S ⊂ S(A) there always exists a (finite) convex combination ρ of elements in
S, such that suppσ ≤ supp ρ =: p for all σ ∈ S. Moreover, T is reversible for
S if and only if it is reversible for the closed convex hull c¯o(S), therefore, we
9
may always suppose that ρ ∈ S. By Lemma 2, we also have p0 := suppT (ρ) ≥
suppT (σ) for all σ ∈ S. Hence S ⊂ S(pAp) and T (S) ⊂ S(p0Bp0).
Let T˜ be the restriction of T to pAp, then T˜ maps pAp into p0Bp0, by
Lemma 2. We have T˜ (σ) = T (σ) for σ ∈ S. Again by Lemma 2,
T˜ ∗(p0) = pT
∗(p0)p = p,
so that T˜ ∗ is a unital Schwarz map. Note also that T˜ρ = Tρ. It follows that if T
satisfies the condition 2, then T˜ satisfies both 1 and 2. Moreover, T is reversible
for S ⊂ S(A) if and only if T˜ is reversible for S ⊂ S(pAp). Indeed, let S˜ be the
restriction of S to p0Bp0, where S : B → A is the adjoint of a unital Schwarz
map satisfying (5). Then S˜ maps p0Bp0 into pAp, S˜
∗ is a unital Schwarz map
and S˜ ◦ T˜ (σ) = S ◦ T (σ) = σ for all σ ∈ S. Conversely, let S˜ : p0Bp0 → pAp be
the adjoint of a unital Schwarz map, such that S˜ ◦ T˜ (σ) = σ for σ ∈ S, then we
extend S˜ to a map S : B → A by
S(b) = S˜(p0bp0) + [Tr b(1− p0)]ρ b ∈ B
Then S∗ is a unital Schwarz map and S ◦ T (σ) = S˜ ◦ T˜ (σ) = σ for every σ ∈ S.
Moreover, S is n-positive whenever S˜ is n-positive.
The above constructions can be easily illustrated in the trivial case when
S = {ρ}. Then both T and T˜ are always reversible, the recovery map being T ∗ρ
for T˜ , and an extension of T ∗ρ for T .
3.1 Quantum f-divergences
Let f : [0,∞) → R be a function. Recall that f is operator convex if f(λA +
(1 − λ)B) ≤ λf(A) + (1 − λ)f(B) for any λ ∈ [0, 1] and any positive matrices
A,B of any dimension. It was proved in [13] that any operator convex function
has an integral representation of the form
f(x) = f(0) + ax+ bx2 +
∫
(0,∞)
(
x
1 + t
−
x
x+ t
)dµf (t), x ∈ [0,∞)
where a ∈ R, b ≥ 0 and µf is a non-negative measure on (0,∞) satisfying∫
(1 + t)−2dµf (t) <∞.
Let now σ and ρ be two density operators and suppose that suppσ ≤ supp ρ.
Let ∆σ,ρ = LσR
−1
ρ be the relative modular operator, note that ∆σ,ρ(a) = σaρ
−1
for any a ∈ A. Let f : [0,∞) → R be an operator convex function. The f -
divergence of σ with respect to ρ is defined by
Sf (σ, ρ) = 〈ρ
1/2, f(∆σ,ρ)ρ
1/2〉
see [13] also for the case of arbitrary pairs of density operators. A well-known
example is the relative entropy S(σ, ρ) = Tr σ(log σ − log ρ), which corresponds
to the operator convex function f(x) = x log x. Another example is given by
Ss(σ, ρ) = 1−Trσ
sρ1−s, this corresponds to the function fs(x) = 1−x
s, which
is operator convex for s ∈ [0, 1].
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Let T ∗ : B → A be a unital Schwarz map. Then any f -divergence is mono-
tone under T [13], in the sense that
Sf (T (σ), T (ρ)) ≤ Sf (σ, ρ).
Theorem 3 [13] Under the conditions 1 and 2, the following are equivalent.
(i) T is reversible for S.
(ii) S(T (σ), T (ρ)) = S(σ, ρ) for all σ ∈ S.
(iii) T ∗(T (σ)itT (ρ)−it) = σitρ−it for σ ∈ S, t ∈ R.
(iv) TrT (σ)sT (ρ)1−s = Trσsρ1−s for all σ ∈ S and some s ∈ (0, 1).
(v) Sf (T (σ), T (ρ)) = Sf (σ, ρ) for all σ ∈ S and some operator convex function
f with |suppµf | ≥ dim(H)
2 + dim(K)2, where |X | denotes the number of
elements in the set X.
(vi) Equality holds in (v) for all operator convex functions.
(vii) Equality holds in (iv) for all s ∈ [0, 1].
(viii) T ∗ρ ◦ T (σ) = σ for all σ ∈ S.
Remark 1 The equivalence of (i)-(iii) and (viii) was first proved in [27], for the
case when all states are faithful and T is the restriction to a subalgebra, and
subsequently for any unital 2-positive map in [29], in the more general setting of
von Neumann algebras, see also [15] and [16], where conditions (iv), (vii) were
proved.
The following example shows that, unlike the classical case, preservation of
an f -divergence with strictly operator convex f is in general not sufficient for
reversibility. This solves another open problem of [13], showing that the support
condition in Theorem 3 (v) cannot be completely removed.
Example 1 The function f(x) = (1 + x)−1, x ≥ 0 is operator convex and the
corresponding measure µf is concentrated in the point t = 1, µf ({1}) = 1. We
have
Sf(σ, ρ) = Tr ρ(Lσ +Rρ)
−1(ρ)
We will show that the equality Sf (T (σ), T (ρ)) = Sf (σ, ρ) does not imply re-
versibility of T .
Let A be a matrix algebra and let σ ∈ A be an invertible density matrix. Let
p ∈ A be a projection such that σp 6= pσ and Tr pσ = λ 6= 1/2. Let B ⊂ A be
the abelian subalgebra generated by p and let T : A → B be the trace preserving
conditional expectation, then T (σ) is the density of the restriction of σ to B.
Put x := (1− λ)p+ λ(I − p) ∈ B and ρ := (I − x)−1σx. Then
ρ = c−1xσx ≥ 0
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where c = λ(1 − λ), and
Tr ρ = c−1Trσx2 = 1
so that ρ is an invertible density matrix as well. Moreover, we also have T (ρ) =
(I − x)−1T (σ)x, so that
(Lσ +Rρ)
−1(ρ) = x = (LT (σ) +RT (ρ))
−1(T (ρ))
and the equality Sf (T (σ), T (ρ)) = Sf (σ, ρ) holds. On the other hand, we have
from Theorem 5 (iv) below that T is reversible if and only if σ = σAρB and
ρ = ρAρB for some σA, ρA ∈ B+ and ρB ∈ A+. It follows that both σA and ρA
commute with ρB and, since B is abelian, this implies that σA and ρA commute
with σ. But this is possible only if ρA and σA are constants. It follows that we
must have σ = ρ and it is easy to see that this implies that σ commutes with
x, which is not possible by the construction of x.
3.2 The commutant Radon-Nikodym derivative
Let ρ, σ be density operators in A and suppose that suppσ ≤ supp ρ =: p. The
commutant Radon-Nikodym derivative of σ with respect to ρ is defined by
d(σ, ρ) = ρ−1/2σρ−1/2
Then d = d(σ, ρ) is the unique element in pAp, satisfying
Tr σa = 〈I, a〉σ = 〈d, a〉ρ (6)
Moreover, d ≥ 0 and ‖d‖ is the smallest number λ satisfying σ ≤ λρ, note that
‖d‖ ≥ 1 and ‖d‖ = 1 if and only if ρ = σ.
Lemma 5 Let suppσ ≤ supp ρ. Let T : A → B be a trace preserving positive
map. Then
d(T (σ), T (ρ)) = Tρ(d(σ, ρ))
Proof. Directly by definition of Tρ and d(σ, ρ).

The following simple lemma provides a useful tool for the analysis of re-
versibility. Note also that it gives a reversibility condition also for the case
when both T and the reverse map S are only required to be positive and trace
preserving.
Lemma 6 Let ρ be invertible and let T : A → B be a trace preserving positive
map. Then T ∗ρ ◦ T (σ) = σ if and only if T
∗(d(T (σ), T (ρ))) = d(σ, ρ).
Proof. For a ∈ A, we have by (3) and (6) that
〈T ∗(d(T (σ), T (ρ))), a〉ρ = 〈d(T (σ), T (ρ)), Tρ(a)〉T (ρ) = TrTρ(a)T (σ)
= Tr aT ∗ρ ◦ T (σ)
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It follows that T ∗(d(T (σ), T (ρ))) = d(σ, ρ) if and only if Tr aT ∗ρ ◦ T (σ) = Tr aσ
for all a ∈ A.

Now we are able to characterize reversibility in terms of the Radon-Nikodym
derivative. While (ii) or (iii) give easy conditions for reversibility, the condition
(iv) will be necessary for the proof of Theorem 6 below. The last two conditions
are not really new, but will be useful in proving Theorem 7.
Theorem 4 Suppose the conditions 1 and 2 hold. Let us denote Φ = T ∗ ◦ Tρ.
Then the following are equivalent.
(i) T is reversible for S.
(ii) T ∗(d(T (σ), T (ρ))) = d(σ, ρ), for all σ ∈ S.
(iii) d(σ, ρ) ∈ FΦ, for all σ ∈ S.
(iv) ρitd(σ, ρ)ρ−it ∈ T ∗(MT∗), for all σ ∈ S and t ∈ R.
(v) There is a trace preserving completely positive map Sˆ : B → A, such that
Sˆ ◦ T (σ) = σ, σ ∈ S.
(vi) There are trace preserving completely positive maps Tˆ : A → B and Sˆ :
B → A, such that Tˆ (σ) = T (σ), Sˆ ◦ T (σ) = σ, σ ∈ S.
Proof. By Lemma 6, (ii) is equivalent to T ∗ρ ◦ T (σ) = σ for σ ∈ S, which
is equivalent to (i) by Theorem 3 (viii). (iii) is the same as (ii), by Lemma 5.
Since by Theorem 2 (iii), FΦ is a subalgebra in T
∗(MT∗) and ρ
itFΦρ
−it ⊆ FΦ
for all t ∈ R, (iii) implies (iv).
Suppose (iv) and let A1 be the subalgebra generated by {ρ
itd(σ, ρ)ρ−it, t ∈
R, σ ∈ S}. Then A1 ⊆ T
∗(MT∗). Let E : A → A1 be the trace preserving
conditional expectation. Then its adjoint is the embedding E∗ : A1 →֒ A and
since ρitA1ρ
−it ⊆ A1 for all t ∈ R, the map Eρ is the ρ-preserving conditional
expectation, [1]. Hence
E∗(d(E(σ), E(ρ))) = d(E(σ), E(ρ)) = Eρ(d(σ, ρ)) = d(σ, ρ).
By the equivalence of (ii) and (i) and Theorem 3 (viii) (for the map E), E∗ρ ◦
E(σ) = σ for all σ ∈ S.
Let F ∗ denote the embedding MT∗ →֒ B, then, as above, its adjoint F =
F ∗∗ : B → MT∗ is the trace preserving conditional expectation. Let us define
the map T¯ : MT∗ → T
∗(MT∗) by T¯ := T
∗ ◦ F ∗. Then since T ∗ is faithful
by Lemma 1, T¯ is injective, so that T¯ is a *-isomorphism and there is an
inverse map R = (T¯ )−1 : T ∗(MT∗) → MT∗ . Define the map Sˆ : B → A
by Sˆ := E∗ρ ◦ R
∗ ◦ F . Then Sˆ is completely positive and trace preserving.
Moreover, T ∗ ◦ Sˆ∗ = T ∗ ◦ F ∗ ◦ R ◦ Eρ = T¯ ◦ R ◦ Eρ = E
∗ ◦ Eρ, so that
Sˆ ◦ T (σ) = (E∗ ◦ Eρ)
∗(σ) = σ and (v) holds.
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Suppose (v). Let S0 := T (S) and let σ0 = T (σ) for σ ∈ S. Then since
Sˆ(σ0) = σ and T ◦ Sˆ(σ0) = T (σ) = σ0, the map Sˆ is reversible for S0. Hence
by Theorem 3 (viii), the map Tˆ := Sˆ∗ρ0 is completely positive and satisfies
Tˆ (σ) = σ0, this proves (vi). The implication (vi) → (i) is clear.

Remark 2 Note that by the proof of (v), the completely positive maps Tˆ and
Sˆ can always be given as adjoints of a composition of a conditional expectation
and a *-isomorphism.
Corollary 1 Under the conditions 1 and 2, T is reversible for S if and only if
T is reversible for S˜ :=
⋃
{ρisSρ−is, s ∈ R}.
Proof. Suppose T is reversible for S. Let σ ∈ S and let d = d(σ, ρ). Then
d ∈ FΦ and therefore also d(ρ
isσρ−is, ρ) = ρisdρ−is ∈ FΦ, for all s ∈ R.

3.3 Factorization
In this Section, we give a characterization of reversibility in terms of the struc-
ture of states in S. More precisely, we show that the elements in S must have
the form of a product of two positive operators, such that T ∗ is multiplicative
on one of them and the other does not depend on σ. This can be viewed as a
quantum version of the classical factorization theorem for sufficient statistics,
see e.g. [33]. The first such factorization result was proved in [22], see also [13,
Theorem 6.1]. Similar conditions for the infinite dimensional case are proved in
[15, Theorem 6].
Theorem 5 Assume conditions 1 and 2. Let Φ = T ∗ ◦ Tρ and Φ˜ = Tρ ◦ T
∗.
Then the following are equivalent.
(i) T is reversible for S.
(ii) There is a positive invertible element ρB ∈ F ′Φ ∩ A, such that for each
σ ∈ S,
σ = T ∗(σA0 )ρ
B, T (σ) = σA0 T (ρ
B),
with some σA0 ∈ F
+
Φ˜
.
(iii) There is an element ρB ∈ A+, such that for each σ ∈ S,
σ = T ∗(σA0 )ρ
B, T (σ) = σA0 T (ρ
B),
with some σA0 ∈ B
+.
(iv) There is an element ρB ∈ A+, such that each σ ∈ S has the form
σ = σAρB,
where σA is a positive element in T ∗(MT∗).
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Proof. Let us denote σ0 := T (σ) for σ ∈ S. Suppose (i) and let
ρ = T ∗(ρA0 )ρ
B, ρ0 = ρ
A
0 T (ρ
B)
be the decomposition from Theorem 2 (vi). Then by Theorems 4 and 2 we have
for σ ∈ S,
σ = ρ1/2d(σ, ρ)ρ1/2 = ρ1/2T ∗(d(σ0, ρ0))ρ
1/2 = T ∗(ρA0 )
1/2T ∗(d(σ0, ρ0))T
∗(ρA0 )
1/2ρB
= T ∗((ρA0 )
1/2d(σ0, ρ0)(ρ
A
0 )
1/2)ρB = T ∗(σA0 )ρ
B
where we put σA0 := (ρ
A
0 )
1/2d(σ0, ρ0)(ρ
A
0 )
1/2. Since d(σ0, ρ0) = Tρ(d(σ, ρ)) ∈
F+
Φ˜
, σA0 is a positive element in FΦ˜. Moreover, σ
A
0 = T (ρ
B)−1/2σ0T (ρ
B)−1/2,
hence
σ0 = σ
A
0 T (ρ
B),
where we used Theorem 2 (v). This proves (ii). It is clear that (ii) implies (iii).
Suppose (iii). Then for a ∈ B,
Tr aσ0 = Tr aσ
A
0 T (ρ
B) = TrT ∗(aσA0 )ρ
B
On the other hand,
Tr aσ0 = TrT
∗(a)σ = TrT ∗(a)T ∗(σA0 )ρ
B
Putting a = σA0 , we obtain
TrT ∗((σA0 )
2)ρB = TrT ∗(σA0 )
2ρB
Since ρ is invertible, the decomposition implies that ρB must be invertible as
well, hence by Schwarz inequality, T ∗((σA0 )
2) = T ∗(σA0 )
2. This implies that
σA0 ∈ MT∗ , which proves (iv) with σ
A := T ∗(σA0 ).
Finally, suppose (iv). Let σ ∈ S. Since both σA and ρB are positive and so
is their product σ, they must commute. It follows that
wt := σ
itρ−it = (σA)it(ρA)−it ∈ T ∗(MT∗)
for all t ∈ R, where ρ = ρAρB is the decomposition for ρ. We have ρiswtρ
−is =
w∗swt+s ∈ T
∗(MT∗) for all t, s ∈ R. By analytic continuation for t = −i/2, we
get ρisσ1/2ρ−1/2ρ−is ∈ T ∗(MT∗), hence also ρ
isd(σ, ρ)ρ−is ∈ T ∗(MT∗) for all
s. By Theorem 4 (v), this implies (i).

The next Corollary shows that the recovery map Tρ does not depend on the
choice of ρ. For faithful states, this was proved already in [29].
Corollary 2 Suppose the conditions 1 and 2 hold. Then T is reversible for S
if and only if Tσ = Tρ|suppσAsupp σ for all σ ∈ S.
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Proof. Let σ ∈ S, q := suppσ, q0 := suppT (σ) and suppose that T is
reversible for S. Let us denote w = σ1/2ρ−1/2, w0 = T (σ)
1/2T (ρ)−1/2. By
Theorem 5 (ii) and Theorem 2, we have
w0 = (σ
A
0 )
1/2(ρA0 )
−1/2 ∈ FΦ˜
and
w = T ∗(w0) ∈ FΦ, w0 = Tρ(w)
Then for a ∈ qAq,
Tσ(a) = T (σ)
−1/2T (σ1/2aσ1/2)T (σ)−1/2
= (w−10 )
∗Tρ(w
∗aw)w−10 = (w
−1
0 )
∗Tρ(w)
∗Tρ(a)Tρ(w)w
−1
0
= q0Tρ(a)q0
Since ρB is invertible, we must have q0 = suppσ
A
0 ∈ FΦ˜ and q = suppT
∗(σA0 ) =
T ∗(q0). Hence also Tρ(q) = q0 and q0Tρ(a)q0 = Tρ(qaq) = Tρ(a).
Conversely, since Tρ is unital, the equality Tσ = Tρ|qAq implies that T
∗
σ =
T ∗ρ |q0Bq0 by Lemma 2, so that T
∗
ρ ◦T (σ) = T
∗
σ ◦T (σ) = σ and T is reversible for
S.

3.4 Quantum hypothesis testing
Let σ and ρ be density operators in A. Let us consider the problem of testing
the hypothesis H0 = ρ against the alternative H1 = σ. Any test is represented
by an operator 0 ≤M ≤ I, which corresponds to rejecting the hypothesis. Then
we have the error probabilities
α(M) = Tr ρM, β(M) = Trσ(1 −M)
For s ∈ [0, 1), we define the Bayes optimal test to be a minimizer of the expres-
sion
sα(M) + (1− s)β(M) = (1 − s)(1− Tr (σ − tρ)M), t =
s
1− s
(7)
Then the minimal Bayes error probability is
Πs := min
0≤M≤I
{sα(M) + (1 − s)β(M)} = sα(M s
1−s
) + (1− s)β(M s
1−s
)
whereMt maximizes the expression Tr (σ− tρ)M over all 0 ≤M ≤ I. Below we
formulate the quantum version of the Neyman-Pearson lemma. The obtained
Bayes optimal tests are called the (quantum) NP tests for (ρ, σ).
If a ∈ A is a self adjoint operator, we denote by a+ the positive part of a,
that is, a+ =
∑
i,λi>0
pi, where a =
∑
i λipi is the spectral decomposition of a.
16
Lemma 7 [14, 11] For t ≥ 0, let Pt,+ := supp (σ − tρ)+ and let Pt,0 be the
projection onto the kernel of σ − tρ. Then 0 ≤ Mt ≤ I is a Bayes optimal test
if and only if
Mt = Pt,+ +Xt
with 0 ≤ Xt ≤ Pt,0. The minimal Bayes error probability is
Πs =
1
2
(1− ‖(1− s)σ − sρ‖1)
Let now T : A → B be a trace preserving positive map. Let s ∈ (0, 1),
t = s(1− s)−1 and let Π0s be the minimal Bayes error probability for testing the
hypothesis H0 = T (ρ) against H1 = T (σ). For N ∈ B, 0 ≤ N ≤ I, we have
Tr (T (σ)− tT (ρ))N = Tr (σ − tρ)T ∗(N) ≤ max
0≤M≤I
Tr (σ − tρ)M
so that Π0s ≥ Πs, this is equivalent to the fact that
‖T (σ − tρ)‖1 ≤ ‖σ − tρ‖1 (8)
In [17], equality in (8) was investigated for a pair of invertible density op-
erators, in the case when T is the restriction to a subalgebra. If equality holds
for all t ≥ 0, then the subalgebra must contain some Bayes optimal test for
all s ∈ [0, 1], such subalgebras are called 2-sufficient. It was shown that in
some cases, 2-sufficiency is equivalent to sufficiency, that is, reversibility of T
for {σ, ρ}. From another point of view, this condition was studied also in [5] and
it was shown that for a completely positive trace preserving map, the equality
implies reversibility for certain sets S.
Since the L1-norm is one of the basic distance measures on states, equivalence
between equality in (8) and reversibility is an important open question. We will
show below (Theorem 6) that this equivalence holds if equality in (8) is required
for all σ in the extended family S˜ =
⋃
{ρisSρ−is, s ∈ R}. Moreover, Theorem
7 shows this equivalence if equality in (8) holds for n copies of the states, for all
n.
We will suppose below that ρ is invertible.
Lemma 8 [17, Lemma 4]. Pt,0 6= 0 if and only if t is an eigenvalue of d(σ, ρ).
Moreover, the rank of Pt,0 is equal to the multiplicity of t.
Lemma 9 The function t 7→ Pt,+ is right-continuous. Moreover,
lim
s→t−
Ps,+ = Pt,+ + Pt,0, t ≥ 0.
Proof. Let ρ(t) := σ− tρ for t ∈ R. Let λ↓1(t), . . . , λ
↓
N (t) denote the decreas-
ingly ordered eigenvalues of ρ(t) (with multiplicities). For t1, t2 ∈ R, we have
ρ(t1) = ρ(t2)+(t2− t1)ρ. By Weyl’s perturbation theorem [3, Corollary III.2.6],
this implies that
max
j
|λ↓j (t1)− λ
↓
j (t2)| ≤ |t1 − t2|‖ρ‖.
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Moreover, since ρ is invertible, we obtain by [3, Corollary III.2.2] that
λ↓j (t2) < λ
↓
j (t2) + (t2 − t1)λ
↓
N (ρ) ≤ λ
↓
j (t1)
when t1 < t2, where λ
↓
N (ρ) denotes the smallest eigenvalue of ρ. Hence the
functions t 7→ λ↓j (t) are continuous and strictly decreasing.
It is clear that for t < 0 all λ↓j (t) are strictly positive, and that λ
↓
j (t) = 0
for some index j if and only if Pt,0 6= 0. Let 0 ≤ t1 < · · · < tn be the
eigenvalues of d(σ, ρ) and put t0 := 0, tn+1 := ∞. Then there are indices
ik ∈ {1, . . . , N}, k = 1, . . . , n, such that N = i1 > i2 > · · · > in > in+1 := 0
and for every t ∈ [tk−1, tk) the strictly positive eigenvalues of ρ(t) are given by
λ↓1(t), . . . , λ
↓
ik
(t).
Let t ∈ [tk−1, tk) and let γ(t) be a circle, contained entirely in the open
half-plane of complex numbers having strictly positive real parts and enclosing
all λ↓1(t), . . . , λ
↓
ik
(t). By continuity of λ↓j , there is some δ > 0 such that γ(t)
encloses λ↓1(s), . . . , λ
↓
ik
(s) for all s ∈ (t− δ, t+ δ) and [t, t+ δ) ⊂ [tk−1, tk). Then
Ps,+ =
1
2iπ
∮
γ(t)
(zI − ρ(s))−1dz, s ∈ [t, t+ δ).
This implies that t 7→ Pt,+ is right-continuous. Let now t ∈ (tk−1, tk), then we
can find δ > 0 as above, but such that, moreover, (t − δ, t+ δ) ⊂ (tk−1, tk). In
this case,
Ps,+ =
1
2iπ
∮
γ(t)
(zI − ρ(s))−1dz, s ∈ (t− δ, t+ δ)
so that t 7→ Pt,+ is continuous at t. Suppose t = tk−1, then by definition of ik
and tk−1, we must have
λ↓j (tk−1)


> 0 j ≤ ik
= 0 j = ik + 1, . . . , ik−1
< 0 j > ik−1
Let γ′k be a circle in the complex plane, enclosing λ
↓
1(tk−1), . . . , λ
↓
ik
(tk−1) and
0, but such that the closed disc encircled by γ′k does not contain any other
eigenvalue of ρ(tk−1). Then there is some δ > 0 such that (tk−1 − δ, tk−1) ⊂
[tk−2, tk−1) and
Ps,+ =
1
2iπ
∮
γ′
k
(zI − ρ(s))−1dz, s ∈ (tk−1 − δ, tk−1)
It follows that lims→t−
k−1
Ps,+ = Ptk−1,+ + Ptk−1,0. Since Pt,0 = 0 for t /∈
{t1, . . . , tn}, this proves the assertion.

Let us denote Qt,+ := supp (T (σ) − tT (ρ))+ and Qt,0 the projection onto
the kernel of T (σ)− tT (ρ).
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Lemma 10 Let T : A → B be a trace preserving positive map and suppose that
both ρ and T (ρ) are invertible. The following are equivalent.
(i) ‖T (σ)− tT (ρ)‖1 = ‖σ − tρ‖1, for all t ∈ R.
(ii) Pt,+ = T
∗(Qt,+), Pt,0 = T
∗(Qt,0) for t ∈ R.
Proof. Since Qt,+ is an NP test for (T (ρ), T (σ)), (i) implies that
Tr (T (σ)− tT (ρ))Qt,+ = Tr (σ − tρ)T
∗(Qt,+) = max
0≤M≤I
Tr (σ − tρ)M
so that T ∗(Qt,+) is an NP test for (ρ, σ). By Lemma 7, there is some 0 ≤ Xt ≤
Pt,0, such that T
∗(Qt,+) = Pt,+ +Xt. It follows that Pt,+ = T
∗(Qt,+) holds for
all t such that Pt,0 = 0, that is, for t ∈ R \ {t1, . . . , tn}. Since t 7→ Pt,+ and
t 7→ T ∗(Qt,+) are right continuous, it follows that T
∗(Qt,+) = Pt,+ for all t. On
the other hand, by Lemma 9 we have for all t
Pt,+ + Pt,0 = lim
s→t−
Ps,+ = lim
s→t−
T ∗(Qs,+) = T
∗(Qt,+) + T
∗(Qt,0)
hence Pt,0 = T
∗(Qt,0) for all t. The converse is obvious.

Theorem 6 Assume the conditions 1 and 2. Then
(i) T is reversible for S if and only if
‖σ − tρ‖1 = ‖T (σ)− tT (ρ)‖1, σ ∈ S˜, t ≥ 0 (9)
(ii) Suppose that ρisSρ−is ⊆ S for all s ∈ R. Then T is reversible for S if
and only if
‖σ − tρ‖1 = ‖T (σ)− tT (ρ)‖1, σ ∈ S, t ≥ 0 (10)
(iii) Suppose that B is abelian. Then T is reversible for S if and only if (10)
holds. Moreover, in this case all elements in S commute.
(iv) Suppose that all elements in S commute with ρ. Then T is reversible for
S if and only if (10) holds.
Proof. (i) By Corollary 1, T is reversible for S if and only if it is reversible
for S˜. By monotonicity (8), we get (9).
For the converse, let σ ∈ S˜. Then by Lemma 10, (9) implies that Pt,0 =
T ∗(Qt,0) for the corresponding projections for σ and ρ. This implies that Qt,0 ∈
MT∗ and Pt,0 ∈ T
∗(MT∗).
Let t1, . . . , tn be the eigenvalues of d = d(σ, ρ) and let F1, . . . , Fn be the cor-
responding eigenprojections. Denote Pi := Pti,0. Then we have (d− ti)ρ
1/2Pi =
ρ−1/2(σ − tiρ)Pi = 0 and this implies
dρ1/2
∑
i
Pi = ρ
1/2
∑
i
tiPi
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Moreover, any vector in the range of ρ1/2Piρ
1/2 is an eigenvector of d, so that
supp (ρ1/2Piρ
1/2) ≤ Fi and by Lemma 8, rank(Fi) = rank(Pi) = rank(ρ
1/2Piρ
1/2).
It follows that
∑
i Pi is invertible, so that d(σ, ρ) = ρ
1/2cρ−1/2, with
c :=
∑
i
tiPi(
∑
j
Pj)
−1 ∈ T ∗(MT∗).
It follows that for s ∈ R and σ ∈ S, ρis−1/2d(σ, ρ)ρ1/2−is ∈ T ∗(MT∗). By
analytic continuation, we get ρitd(σ, ρ)ρ−it ∈ T ∗(MT∗) for all t ∈ R, which
implies that T is reversible for S, by Theorem 4.
(ii) clearly follows from (i).
(iii) Let σ ∈ S and let Pt,0 and Qt,0 be the corresponding projections. Note
that since B is commutative, Qt,0 must commute for all t. Suppose that (10)
holds, then Pt,0 = T
∗(Qt,0) and, since then Qt,0 ∈ MT∗ , this implies that all
Pt,0 commute as well. As in the proof of (i), d(σ, ρ) = ρ
1/2cρ−1/2, where we now
have c ≥ 0. This implies that d(σ, ρ)ρ = ρ1/2cρ1/2 ≥ 0, hence d(σ, ρ)ρ = ρd(σ, ρ)
and therefore also σρ = ρσ. This implies that ρisσρ−is = σ and the statement
follows by (ii). The converse implication is clear.
(iv) follows from (ii).

3.5 Quantum Chernoff and Hoeffding distances
Let n ∈ N and suppose we are given n identical copies of the states ρ⊗n, σ⊗n ∈
S(A⊗n). Consider the problem of testing the hypothesis H0 = ρ
⊗n against
H1 = σ
⊗n. Then the minimum Bayes error probability is
Πs,n =
1
2
(1− ‖(1− s)σ⊗n − sρ⊗n‖1)
It is an important result of [2] that as n → ∞, the probabilities Πs,n decay
exponentially fast and the rate of convergence is given by
lim
n
−
1
n
logΠs,n = − log
(
inf
0≤u≤1
Trσuρ1−u
)
=: C(σ, ρ) (11)
for any s ∈ [0, 1], where we put x0 = suppx for any positive x ∈ A. The quantity
C(σ, ρ) is called the quantum Chernoff distance. Note that C is related to the
convex quantum f -divergence Su(σ, ρ), but one can show that C itself is not
an f -divergence [13]. Nevertheless, if T is the adjoint of a unital Schwarz map,
then C satisfies monotonicity:
C(σ, ρ) ≥ C(T (σ), T (ρ))
and, moreover, C(σ, ρ) = 0 if and only if σ = ρ.
Let us consider again the problem of testing the hypothesis H0 = ρ against
the alternative H1 = σ. Let 0 ≤M ≤ I be a test. Differently from the Bayesian
approach, in the asymmetric approach the error probability α(M) is bounded,
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α(M) ≤ ǫ for some fixed ǫ > 0. The error probability β(M) is then minimalized
over all tests, under this constraint,
βǫ := inf{β(M), 0 ≤M ≤ I, α(M) ≤ ǫ}.
Suppose we have n independent copies of the states σ⊗n and ρ⊗n and let Mn ∈
A⊗n. Here we require that the probabilities α(Mn) decay exponentially as
n→∞. Let r > 0 and put
βr,n := inf{β(Mn), 0 ≤Mn ≤ I, α(Mn) ≤ e
−nr}
The following equality was proved in [9] and [23]: For r > 0,
lim
n
−
1
n
log βr,n = sup
0≤u<1
−ur − logTr ρuσ1−u
1− u
=: Hr(ρ, σ)
The limit expression is called the quantum Hoeffding distance. Similarly as the
Chernoff distance, Hr is not an f -divergence [13], but it is related to Su. This
implies the monotonicity
Hr(T (σ), T (ρ)) ≤ Hr(σ, ρ)
for T the adjoint of a unital Schwarz map. Moreover, by [12], see also [13],
H0(σ, ρ) := lim
r→0
Hr(σ, ρ) = S(σ, ρ) = Trσ(log σ − log ρ)
holds if suppσ ≤ supp ρ.
Suppose that q := suppσ ≤ supp ρ, then the function [0,∞) ∋ r 7→ Hr(σ, ρ)
has the following properties [12], see also [2]:
The function is convex and lower semicontinuous, for r ∈ [0, Sσ(ρ, σ)] it is
strictly convex and decreasing, and for r ≥ Sσ(ρ, σ) it has a constant value
Hr(σ, ρ) = − logTr qρ, here
Sσ(ρ, σ) = − logTr qρ+
1
Tr qρ
Tr ρ(log ρ− log σ)q
Note that if suppσ = supp ρ, then Sσ(ρ, σ) = S(ρ, σ).
Proposition 3 [13] Let σ and ρ be two density operators in A such that suppσ =
supp ρ. Let T : A → B be the adjoint of a unital Schwarz map and suppose that
one of the following conditions holds:
(i) C(σ, ρ) = C(T (σ), T (ρ))
(ii) Hr(σ, ρ) = Hr(T (σ), T (ρ)) for some r ∈ [0, S(T (ρ), T (σ))]
Then T ∗ρ ◦ T (σ) = σ.
Theorem 7 Assume the conditions 1 and 2. Then the following are equivalent.
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(i) T is reversible for S.
(ii) C(σ, ρ) = C(T (σ), T (ρ)) for all σ ∈ co(S).
(iii) ‖σ⊗n − tρ⊗n‖1 = ‖T (σ)
⊗n − tT (ρ)⊗n‖1 for all σ ∈ S, t ≥ 0 and n ∈ N.
(iv) Hr(σ, ρ) = Hr(T (σ), T (ρ)) for all σ ∈ S and r ≥ 0.
Suppose moreover that there is some S0 ⊂ S, such that S ⊆ co(S0 ∪ {ρ}) and
T (ρ) /∈ T (S0). Then there exists some r0 > 0 such that (i) - (iv) are equivalent
to
(v) Hr(σ, ρ) = Hr(T (σ), T (ρ)) for all σ ∈ co(S) and some r ∈ [0, r0].
Proof. Since T is reversible for S if and only if it is reversible for co(S), (i)
implies (ii) by monotonicity of C. Conversely, suppose (ii) and let σ ∈ S, then
σ1 :=
1
2 (σ+ρ) is an invertible element in co(S). Proposition 3 now implies that
T ∗ρ ◦ T (σ1) = σ1 and by (4), we have also T
∗
ρ ◦ T (σ) = σ.
Further, suppose (i), then by Theorem 4 (vi), there are trace preserving
completely positive maps Tˆ : A → B and Sˆ : B → A, such that Tˆ (σ) = T (σ),
Sˆ ◦ T (σ) = σ, σ ∈ S. It follows that T (σ)⊗n = Tˆ (σ)⊗n = Tˆ⊗n(σ⊗n) and
σ⊗n = Sˆ⊗n(T (σ)⊗n), for all σ ∈ S, where Tˆ⊗n and Sˆ⊗n are completely positive
and trace preserving. By monotonicity of the L1-norm, this implies (iii). The
implications (iii) =⇒ (iv) =⇒ (i) were already proved in [13].
Suppose now that the additional condition holds. Let us choose some ε ∈
(0, 1) and put
r0 := inf
σ∈S0
S(T (ρ), T (ερ+ (1− ε)σ)).
Then if r0 = 0, there exists a sequence σn ∈ S0, such that S(T (ρ), T (ερ+ (1−
ε)σn)) → 0. This implies that T (σn) → T (ρ), so that T (ρ) ∈ T (S0), which is
not possible. Hence r0 > 0.
Suppose (v) holds and let σ ∈ S0. Denote σε = ερ + (1 − ε)σ. Then
0 ≤ r ≤ S(T (ρ), T (σε)). Since σε is invertible, we can apply Proposition 3,
which implies that T ∗ρ ◦ T (σε) = σε and therefore also T
∗
ρ ◦ T (σ) = σ for all
σ ∈ S0. Since S ⊆ co(S0 ∪ {ρ}), this implies (i). The implication (i) =⇒ (v)
follows by monotonicity.

Remark 3 Note that if all elements in S are invertible, then we may replace
co(S) by S in (ii) and by S0 in (v), where we put r0 := infσ∈S0 S(T (ρ), T (σ)).
3.6 Quantum Fisher information and χ2-divergence
Let us denote by D the set of invertible density operators in A. Then D is
a differentiable manifold, where the tangent space at each point ρ ∈ D is the
vector space Tρ of traceless self-adjoint elements in A.
A monotone metric on D is a Riemannian metric λρ, satisfying
λρ(x, x) ≥ λT (ρ)(T (x), T (x)), x ∈ Tρ, ρ ∈ D (12)
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for any completely positive trace preserving map T : A → B.
It was proved by Petz in [30] that any monotone metric has the form
λρ(x, y) = Tr (J
f
ρ )
−1(x)y
with Jfρ = f(∆ρ)Rρ, where ∆ρ := ∆ρ,ρ = LρR
−1
ρ , and f : (0,∞) → (0,∞)
an operator monotone function satisfying the symmetry f(t) = tf(t−1). Under
the normalization condition f(1) = 1, the restriction of λρ to the submanifold
of diagonal elements in D coincides with the classical Fisher information for
probability measures on a finite set, moreover, the monotonicity condition (12)
characterizes the classical Fisher information up to multiplication by a constant.
Accordingly, any monotone metric with the above normalization is called a
quantum Fisher information.
The operator Jfρ satisfies [28, 24]
JfT (ρ) ≥ TJ
f
ρ T
∗
for any operator monotone (not necessarily symmetric or normalized) function
f and T : A → B the adjoint of a unital Schwarz map. This is equivalent to [30]
(Jfρ )
−1 ≥ T ∗(JfT (ρ))
−1T, (13)
which implies that the monotonicity (12) holds for all such f and T .
A related quantity is the quantum version of the χ2-divergence, which was
introduced in [32] as
χ21/f (σ, ρ) = λ
f
ρ(σ − ρ, σ − ρ)
where λfρ is a monotone metric.
Let now f : (0,∞) → (0,∞) be operator monotone. Then t 7→ f(t)−1 is a
non-negative operator monotone decreasing function on (0,∞). By [7], for each
such function there is a positive Borel measure νf with support in [0,∞) and∫∞
0
(1 + s2)−1dνf (s) <∞,
∫∞
0
s(1 + s2)−1dνf (s) <∞, such that
f(t)−1 =
∫ ∞
0
1
s+ t
dνf (s) =
∫ ∞
0
fs(t)
−1dνf (s)
where fs(t) = s+ t, t ∈ R
+. Then it follows that
(Jfρ )
−1 = f(LρR
−1
ρ )
−1R−1ρ =
∫ ∞
0
(sRρ + Lρ)
−1dνf (s) =
∫ ∞
0
(Jsρ)
−1dνf (s)
(14)
where Jsρ := J
fs
ρ = sRρ + Lρ.
Lemma 11 Let T : A → B be the adjoint of a unital Schwarz map. Let x ∈ A.
Then for s ≥ 0,
Trx∗(sRρ + Lρ)
−1(x) ≥ TrT (x)∗(sRT (ρ) + LT (ρ))
−1(T (x)) (15)
and equality holds if and only if
(sRρ + Lρ)
−1(x) = T ∗[(sRT (ρ) + LT (ρ))
−1(T (x))] (16)
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Proof. Since the function fs is operator monotone, the inequality (15) follows
from (13) for f = fs. If equality holds for some x ∈ A, then
〈x, ((Jsρ )
−1 − T ∗(JsT (ρ))
−1T )(x)〉 = 0
which again by (13) is equivalent to ((Jsρ)
−1 − T ∗(JsT (ρ))
−1T )(x) = 0.

It follows from the above Lemma and the integral representation (14) that
λfρ(x, x) = λ
f
T (ρ)(T (x), T (x)) if and only if (16) holds for all s ∈ supp νf , that
is,
(s+∆ρ)
−1(xρ−1) = T ∗[(s+∆T (ρ))
−1(T (x)T (ρ)−1)], s ∈ supp νf (17)
Let now x ∈ Tρ. Then since ρ is invertible, there exists some interval I ∋ 0
such that σu := ρ+ ux ∈ S(A) for u ∈ I. Let us denote by Iρ,x the largest such
interval and let Sρ,x := {σu, u ∈ Iρ,x}.
Proposition 4 Let ρ ∈ D, x ∈ Tρ and T : A → B be such that T and Sρ,x
satisfy the conditions 1 and 2. Then the following are equivalent.
(i) λfρ(x, x) = λ
f
T (ρ)(T (x), T (x)) for a monotone metric such that |supp νf | ≥
|spec(∆ρ) ∪ spec(∆T (ρ))|
(ii) ρitxρ−it−1 = T ∗(T (ρ)itT (x)T (ρ)−it−1), t ∈ R
(iii) ρ−1/2xρ−1/2 = T ∗(T (ρ)−1/2T (x)T (ρ)−1/2)
(iv) T is reversible for Sρ,x.
(v) λfρ(x, x) = λ
f
T (ρ)(T (x), T (x)) for any monotone metric λ
f
ρ .
Proof. Note that by the assumptions, T (ρ) must be invertible. Suppose (i),
then (17) holds and by [13, Lemma 5.2], this implies that
h(∆ρ)xρ
−1 = h(∆T (ρ))T (x)T (ρ)
−1
for any complex-valued function h on spec(∆ρ)∪ spec(∆T (ρ)). In particular, for
h(λ) = λit, we get (ii). We have (ii) =⇒ (iii) by analytic continuation for
t = i/2. Suppose (iii) and let σu ∈ Sρ,x. Then
T ∗(d(T (σu), T (ρ))) = T
∗(I+uT (ρ)−1/2T (x)T (ρ)−1/2) = I+uρ−1/2xρ−1/2 = d(σu, ρ)
and by Theorem 4, this implies (iv). (iv) implies (v) by monotonicity of Fisher
information. The implication (v) =⇒ (i) is trivial.

Let S ⊂ S(A) and let Lin(S) = span {σ1 − σ2 : σ1, σ2 ∈ S}. Then Lin(S)
is a vector subspace in the real vector space of self-adjoint traceless operators.
Theorem 8 Suppose that the conditions 1 and 2 hold. Then the following are
equivalent.
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(i) T is reversible for S.
(ii) λfρ(x, x) = λ
f
T (ρ)(T (x), T (x)) for all x ∈ Lin(S) and all monotone metrics.
(iii) χ21/f (σ, ρ) = χ
2
1/f (T (σ), T (ρ)) for all σ ∈ S and all χ
2-divergences.
(iv) The equality in (ii) holds for some symmetric positive operator monotone
function f such that |suppµf | ≥ dim(H)
2 + dim(K)2.
(v) The equality in (iii) holds for some f as in (iv).
Proof. (i) implies (ii) by monotonicity of Fisher information and the im-
plication (ii) =⇒ (iii) is clear. We also have (ii) =⇒ (iv) and both (iv)
and (iii) imply (v). It is therefore enough to prove (v) =⇒ (i). So suppose
(v) and let σ ∈ S. Put x = σ − ρ in Proposition 4 (iii), then it follows that
T ∗(d(T (σ), T (ρ))) = d(σ, ρ) for σ ∈ S which implies (i) by Theorem 4.

Remark 4 An important example of a quantum Fisher information, resp. χ2-
divergence, is given by f(t) = 12f1(t) =
1
2 (1+ t). In this case, νf is concentrated
in t = 1 and λfρ(x, y) = 2Tr y(Lρ + Rρ)
−1(x) is called the Bures metric. It is
the smallest element in the family of quantum Fisher informations. The simple
example below shows that preservation of the Bures metric does not imply
reversibility, so that, once again, the support condition in (iv) resp. (v) of the
above theorem cannot be dropped.
So let y = y∗ ∈ A be such that ρy 6= yρ and Tr ρy = 0, and let C ⊂ A
be the commutative subalgebra generated by y. Then z := ρy + yρ ∈ Tρ
and, by replacing y by ty for some t > 0 if necessary, we may suppose that
σ := ρ+ z ∈ D. Let T : A → C be the trace preserving conditional expectation,
then T (σ) = T (ρ) + T (z) = T (ρ) + T (ρ)y + yT (ρ). This implies that
(Lρ +Rρ)
−1(σ − ρ) = y = (LT (ρ) +RT (ρ))
−1(T (σ)− T (ρ))
which implies that χ21/f (σ, ρ) = χ
2
1/f (T (σ), T (ρ)).
On the other hand, if T is reversible, then by Theorem 5 (iv), ρ and σ must
commute. But we have [σ, ρ] = [ρ2, y] 6= 0.
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