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Three-dimensional (3D) reconstruction from X-ray images using statistical shape models (SSM) 
provides a cost-effective way of increasing the diagnostic utility of two-dimensional (2D) X-ray images, 
especially in low-resource settings. The landmark-constrained model fitting approach is one way to 
obtain patient-specific models from a statistical model. This approach requires an accurate selection of 
corresponding features, usually landmarks, from the bi-planar X-ray images. However, X-ray images 
are 2D representations of 3D anatomy with super-positioned structures, which confounds this approach. 
The literature shows that detection and use of contours to locate corresponding landmarks within bi-
planar X-ray images can address this limitation. The aim of this research project was to train and 
validate a deep learning algorithm for detection the contour of a scapula in synthetic 2D bi-planar X-
ray images. 
 
Synthetic bi-planar X-ray images were obtained from scapula mesh samples with annotated landmarks 
generated from a validated SSM obtained from the Division of Biomedical Engineering, University of 
Cape Town. This was followed by the training of two convolutional neural network models as the first 
objective of the project; the first model was trained to predict the lateral (LAT) scapula image given the 
anterior-posterior (AP) image. The second model was trained to predict the AP image given the LAT 
image. The trained models had an average Dice coefficient value of 0.926 and 0.964 for the predicted 
LAT and AP images, respectively. However, the trained models did not generalise to the segmented 
real X-ray images of the scapula. The second objective was to perform landmark-constrained model 
fitting using the corresponding landmarks embedded in the predicted images. To achieve this objective, 
the 2D landmark locations were transformed into 3D coordinates using the direct linear transformation. 
The 3D point localization yielded average errors of (0.35, 0.64, 0.72) mm in the X, Y and Z directions, 
respectively, and a combined coordinate error of 1.16 mm. The reconstructed landmarks were used to 
reconstruct meshes that had average surface-to-surface distances of 3.22 mm and 1.72 mm for 3 and 6 
landmarks, respectively. The third objective was to reconstruct the scapula mesh using matching points 
on the scapula contour in the bi-planar images. The average surface-to-surface distances of the 
reconstructed meshes with 8 matching contour points and 6 corresponding landmarks of the same 
meshes were 1.40 and 1.91 mm, respectively. 
 
In summary, the deep learning models were able to learn the mapping between the bi-planar images of 
the scapula. Increasing the number of corresponding landmarks from the bi-planar images resulted into 
better 3D reconstructions. However, obtaining these corresponding landmarks was non-trivial, 
necessitating the use of matching points selected from the scapulae contours. The results from the latter 
approach signal a need to explore contour matching methods to obtain more corresponding points in 
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1 Introduction 
Imaging of the skeletal system is mainly carried out using two-dimensional (2D) and three-dimensional 
(3D) imaging modalities. In resource-limited settings, 2D imaging modalities such as conventional X-
ray imaging are the most commonly used means of imaging the skeletal structures of the human body 
(Muhogora & Pitcher, 2016). This is mainly because 2D modalities are cheaper to acquire, maintain 
and service compared to the 3D imaging modalities such as computed tomography (CT) and magnetic 
resonance imaging (MRI) (Mariani et al., 2017; Yu et al., 2016). However, for clinical diagnosis, it is 
difficult to view the surface of the target anatomy in a single 2D X-ray image due to the super-imposition 
of structures onto a single image plane (Shah et al., 2014; Yu et al., 2016). Furthermore, the inherent 
3D nature of the skeletal anatomy makes an accurate assessment of its 2D representation largely 
dependent upon an expert's experience and ability to intrinsically assess the image (Laporte et al., 2003; 
Mitulescu et al., 2001; Mutsvangwa et al., 2017). 
In order to improve X-ray image interpretation, 2D bi-planar X-ray images (images lying in two 
different planes) may be used, although these images still do not provide details compared to the 
corresponding 3D images (Amirlak et al., 2009; Chimhundu et al., 2016; Melhem et al., 2016; Yang et 
al., 2016). Three-dimensional modalities such as CT and MRI scanners clearly show all elements of the 
structure and this improves image interpretation. However, these have other disadvantages apart from 
cost. Computed tomography exposes patients to a radiation dose over 40 times more than that from 
conventional X-ray imaging, thus increasing the risk of cancer exposure (Brenner & Hricak, 2010; 
Franco & Turgeon, 2010; Kim et al., 2016; Linet et al., 2009; Mettler et al., 2008). While MRI has no 
radiation effect on patients, it presents challenges when imaging patients with metallic implants and 
does not give a distinct contrast between bone and air (Chan et al., 2013; Chang et al., 1987). 
One way to improve medical image diagnosis using conventional X-ray without necessarily increasing 
radiation exposure and cost of imaging, could be 3D image reconstruction of 2D X-ray images (Diop 
& Burdin, 2013; Laporte et al., 2003; Mutsvangwa et al., 2017; Yu et al., 2016). The introduction of 
low dose X-ray systems such as the Lodox Statscan (www.Iodox.com) and EOS X-ray imaging systems 
(www.eos-imaging.com) promise further reduction of radiation exposure in 3D from 2D reconstruction 
(Amirlak et al., 2009; Melhem et al., 2016). Other potential benefits include reduced cost of imaging 
and increased possibility for patient monitoring in pre and post-surgical assessment (Evangelopoulos et 
al., 2009). 
The 3D images can be reconstructed from the 2D bi-planar X-ray images using intensity-based and 
feature-based algorithms. Feature-based algorithms may leverage user-selected landmarks from the 
image as the prior information about the geometry. However, due to the overlap of contours of 
anatomical structures in the X-ray images, identifying corresponding landmark points in bi-planar 
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images in the region of interest is difficult. The nature of 2D bi-planar X-ray images leaves few clear 
corresponding features for 3D image reconstruction, leading to higher reconstruction errors. 
Researchers have proposed several innovations to overcome this challenge (Diop & Burdin, 2013; 
Leondes, 2003; Markelj et al., 2012; Yu et al., 2016). These include contour detection methods and the 
use of active contours with shape priors embedded before segmentation. However, most methods still 
depend on human expert delineation of the structure of interest due to low contrast of the X-ray images. 
In addition, most of these methods are not generalisable to all body structures and fail due to the 
presence of noise in the X-ray image. Human expert delineation introduces human bias making the 
methods subjective, error-prone, and not generalisable. Thus, this project was motivated by the need 
for alternative, less subjective, methods to detect the contours of structures of interest and locate 
corresponding landmarks. 
Currently, medical imaging research especially contour detection, segmentation and 3D reconstruction 
are directed towards the use of deep learning approaches. Deep learning is a subclass of machine 
learning based on learning data representations with algorithms. Deep learning approaches have been 
shown to provide more consistent segmentation results; eliminating the complete reliance on the 
subjective judgement of human experts. This is due to the ability of a deep learning model to randomly 
initialize weights on filters and update itself with each training epoch. However, limited research has 
been done on contour detection in 2D bi-planar X-ray images. The use of contours as shape priors for 
extracting landmarks from 2D bi-planar X-ray images, may be a step towards more accurate 
reconstruction of 3D patient-specific bone geometry. Accurate 3D reconstruction from 2D X-ray 
images coupled with low dose X-ray imaging systems would reduce imaging costs, time and radiation 
exposure to the patient compared to imaging in CT (Cernazanu-Glavan & Stefan, 2013; Isin et al., 2016; 
Long et al., 2015; Middleton & Damper, 2004; Prasoon et al., 2013; Ronneberger et al., 2015; 
Simonyan & Zisserman, 2014; Wernick et al., 2010; Zhang et al., 2018). 
 
1.1 Aim and objectives 
This study aimed to train and validate a convolutional neural network (CNN)-based deep learning 
algorithm for detection of the contour of a scapula in synthetic 2D bi-planar X-ray images. To achieve 
the aim, the specific research objectives below were formulated. 
1. Train a CNN algorithm to predict the contour of the scapula in the lateral image given the 
corresponding anterior-posterior image and vice versa. 
2. Evaluate the performance of the trained algorithm using a landmark-constrained statistical 
shape model fitting of the embedded corresponding landmarks on the predicted contours. 
3. Extract matching points from the predicted scapula contour in the bi-planar images and 
reconstruct the scapula mesh using landmark-constrained statistical shape model fitting. 
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1.2 General overview of the project  
This research project aimed to train and validate a deep learning algorithm for contour detection in 
synthetic bi-planar X-ray images of the scapula. This was achieved in four main steps. 
The first step was to generate synthetic data from a statistical shape model (SSM) of the scapula 
available in the Division of Biomedical Engineering, University of Cape Town. This was achieved 
through randomly generating mesh scapula samples with automatically annotated landmarks from the 
model. The generated meshes and landmark points were converted to Hounsfield volumes and projected 
to create landmarked bi-planar images of each scapula mesh. The projection of Hounsfield volumes 
was done using a digitally reconstructed radiograph (DRR) renderer develop in the Division of 
Biomedical Engineering at the University of Cape Town (Reyneke, 2019). 
The second step was to train and evaluate a CNN model to predict the scapula contour in the lateral 
images given the anterior-posterior images and vice versa.  
The third step was to evaluate the trained CNN models through landmark-constrained model fitting. 
This step was achieved by extracting the predicted corresponding scapula landmarks from the CNN 
predicted images. The extracted 2D landmarks were transformed to 3D coordinates using the direct 
linear transformation (DLT) (Abdel-Aziz et al., 2015). The obtained 3D localised landmark points were 
used to constrain the SSM to predict a posterior model. The most likely reconstruction which was the 
mean of the posterior model was used as the reconstructed mesh and compared to the original mesh 
sample that was used to generate the DRRs. 
The final step was to manually extract matching points from the predicted scapula contour in the bi-
planar images. These extracted 2D matching points were transformed using DLT into 3D points and 
used to constrain the model. The predicted posterior from the constrained model was used to obtain the 
reconstructed mesh. The reconstructed meshes were compared to the original mesh samples and the 
results obtained compared to the results from the third step. 
1.3 Scope and limitations 
This research primarily used synthetic data for the development and validation of the scapula contour 
detection deep learning algorithm. Synthetic data in this research project refers to data generated from 
a statistical model and projected into 2D images using a DRR renderer. Digitally reconstructed 
radiographs are artificial X-ray images for visual simulation of the effect of real X-rays. A renderer is 
a virtual machine used to generate the DRRs. The use of synthetic data was important to avoid repetitive 
exposure to ionising radiation that have irreversible effects on the human body and to also aid the proof 
of concept. The trained models were tested using data of a single matching pair of cadaveric images of 
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X-ray and CT scans that were collected during a previous study (Wasswa, 2016). Although these were 
not sufficient to make clinical approximations of the 3D geometry of the scapula, they were suitable to 
test the concept for future recommendations on real datasets. Thus, to implement these algorithms on 
real X-ray bi-planar datasets, real images would have to be used in training the CNN models. 
1.4 Ethical considerations 
Ethics approval was granted by the Human Research Ethics Committee (HREC) of the University of 
Cape Town (reference number HREC REF: 100/2019). The ethical approval was granted for a single 
pair of the cadaveric upper-torso scans of both CT and X-ray collected during a previous research study 
(Wasswa, 2016). 
1.5 Dissertation overview 
This dissertation is divided into eight chapters; Chapter 2 presents a literature review leading to the 
identification of research gaps. Chapter 3 introduces the reader to the theory behind the concepts and 
ideas used in this research. Chapter 4 presents an overview of the research methodology overview, the 
tools used in the project, and the steps taken to generate datasets required to implement the objectives. 
Chapter 5 presents the first objective of the research project which was to train and evaluate a deep 
learning algorithm to predict the contour of the scapula in the bi-planar X-ray images. Chapter 6 presents 
the evaluation of objective 1 through landmark-constrained model fitting using known corresponding 
landmarks in the predicted images. Chapter 7 presents the extraction of matching points from scapula 
bi-planar images. This is followed by reconstruction of the scapula meshes using landmarks selected 
matching points of the contour. Finally, chapter 8 presents the overall summary of findings, conclusion 
and recommendation for future work. 
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2 Literature review  
This chapter reviews the literature on three-dimensional (3D) reconstruction of X-ray images, contour 
detection in medical images and deep learning applications in medical imaging. 
2.1 Related work on 3D from 2D image reconstruction 
This section examines research on 3D from two-dimensional (2D) image reconstruction using a 
statistical models and landmarks, contour detection techniques and the application of deep learning 
approaches in medical imaging. 
2.1.1 Landmark-constrained model fitting from X-ray images 
A research study by Mutsvangwa et al. (2017) described a method for the 3D approximation of scapula 
bone shape from 2D bi-planar X-ray images using landmark-constrained statistical shape model (SSM) 
fitting. The method involved developing a virtual calibration frame to map the 2D image coordinates to 
their corresponding 3D real-world coordinates using X-ray stereo-photogrammetry. The 3D point 
reconstruction yielded an absolute reconstruction error of 0.19 mm. This was followed by assessing the 
scapula landmark reproducibility in bi-planar X-rays using inter and intra-observer landmark selection 
reliability evaluation (Ohl et al., 2010). However, only 3 landmark points were identifiable from the 2D 
bi-planar images (the inferior angle, acromion, and coracoid). This is mainly due to the nature of the 
scapula orientation and the existence of the surrounding super-imposed structures. 
The 3D scapula was reconstructed from the bi-planar images using the 3 corresponding landmarks. The 
3D approximation of a scapula was done using an SSM built from training data made up of 84 computed 
tomography (CT) scapulae images. The scapula SSM was constrained with the 3D localised points of 
the selected reproducible 2D landmarks from the bi-planar X-ray images. The predicted posterior model 
was used to select the most likely instance given the 3 points. The selected instance was validated 
against a CT-derived ground-truth of the same cadaver resulting in a surface-to-surface average distance 
of 4.28 mm. Finally, a random instance of the SSM was 3D printed, embedded with 16 steel fiducial 
markers and imaged. Model reconstructions were performed using 3 and 16 landmarks from the bi-
planar X-ray images of the printed instance. The 3D predictions of 3 and 16 landmarks were validated 
against the CT ground truth. The surface-to-surface average distance was 3.20 mm and 2.46 mm for 3 
and 16 landmarks, respectively. This suggested that increasing the number of corresponding landmarks 
leads to more accurate patient-specific reconstructions. 
 A limitation of this study was the use of a dry bone scapula rather than a scapula in the presence of 
other body structures and tissues. The research study suggested that the use of a contour to aid the 
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location of more corresponding and matching features would produce a better prediction of the 3D 
patient-specific model. 
2.1.2 Edge and contour detection in images 
To improve the outcome of X-ray image reconstruction without increasing the number of X-ray images, 
researchers have reported on the use of different contour detection techniques; implemented manually 
or automatically. Contour detection techniques have shown great success in improving the 3D 
reconstruction of X-rays images by providing prior information for landmark selection (Diop & Burdin, 
2013; Kaur & Singh, 2016; Laporte et al., 2003; Zhang et al., 2010; Zhang et al., 2011; Zheng et al., 
2007). This information reduces the search space for corresponding landmarks. 
Kaur and Singh (2016) examined different edge detection techniques available using transformation 
and filtration methods. The edge detection techniques that were examined are Sobel, Prewitt, Roberts, 
Canny, and Laplacian Gaussian techniques (Acharjya et al., 2012; Kaur & Singh, 2016; Zhang et al., 
2010). Based on the performance of the edge detection techniques using synthetic X-ray images, the 
authors concluded that the Canny edge detection operator yields the best results for edge detection in 
images. However, there was a need to perform a benchmarking test using real medical image data and 
find a unified noise elimination method that does not lead to loss of image details. Acharjya et al. (2012) 
also carried out research on edge detectors and the results of this work ranked the Canny edge detector 
as a robust operator compared to the rest, although performance maybe vulnerable to noise in the 
images. 
Zhang et al. (2010) reconstructed a femur from bi-planar X-ray images using the direct linear 
transformation (DLT) (Abdel-Aziz et al., 2015). Their approach required extracting the contour of the 
femur and using the contour to locate corresponding landmarks. The images were first processed to 
eliminate noise using a median filter. A Canny edge detector was used to define the contour as it was 
considered the best edge detector of the time. Although reconstruction of the femur was feasible for the 
shaft, they faced challenges on the irregular parts of the femur such as the condyles, due to use of a 
regular geometric shape-based reconstruction model. Qualitative assessments of the 3D reconstruction 
showed that this method would present a cost-effective imaging method for resource-limited settings. 
However, further quantitative validation and improvement of this method was required to cater for 
irregular bone shapes. 
Zhang et al. (2011) proposed an automated contour detection and extraction method for medical CT 
images of the knee joint. Their approach used different edge detection algorithms including Canny, 
Laplacian, Sobel, Roberts, and a chain code method for contour extraction. The approach worked well 
for building 3D geometrical models from 3D medical images, and it was suggested that the method be 
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tested on other medical images (Zhang et al., 2011). In contrast to Kaur and Singh (2016), and Acharjya 
et al. (2012), Zhang et al. (2011) chose the Roberts edge detection over the Canny edge detection. The 
Laplacian operator was considered to be too general and could only detect obvious contours (Kaur & 
Singh, 2016; Zhang et al., 2011). Thus, different contour detection algorithms cannot be generalised to 
work the same way for all images especially when applied to real medical images. 
Other researchers have emphasised the use of active contours with shape priors to improve the accuracy 
of segmentation and registration algorithms. The active contour acts as prior knowledge leading to 
improved accuracy of the reconstructed patient-specific 3D models (Diop & Burdin, 2013; Kass et al., 
1988; Middleton & Damper, 2004; Pereira et al., 2016). Image segmentation methods that use 
geometric active contours have been proposed to overcome poor contrast between anatomical structures 
(Auroux et al., 2011; Chabrier et al., 2008; Diop & Burdin, 2013). Diop and Burdin (2013) proposed a 
method based on the use of active contours with an embedded shape prior to segment a femur from bi-
planar images. The researchers incorporated prior information about the form of the target object to 
improve the segmentation of X-ray images that suffer from poor contrast, and sometimes missing parts, 
due to the super-imposition of structures. Both quantitative and qualitative results were reported for 
synthetic and real data, as there is no standard way of measuring the segmentation error (Chabrier et 
al., 2008). The reconstruction gave a minimum squared error (MSE) of 0.2 mm compared to 2.02 mm 
using a classical active contour method (Li et al., 2005). Thus, the proposed geometric active contour 
method performed better than classical methods which do not use shape priors. However, the output 
was still different from the ground-truth. The authors proposed further testing of the method on other 
real datasets, in order to improve it for clinical use (Diop & Burdin, 2013). This research showed that 
adding a shape prior to the segmentation task improves the result because of the reduced search space 
when embedded prior information is added. 
2.1.3 Deep learning in medical imaging 
Deep learning is a class of machine learning that deals with training a model to learn data representations 
using multiple layers of abstraction (LeCun et al., 2015). Deep learning techniques have recently been 
introduced in medical image processing and analysis and have shown promising results in various 
applications such as segmentation, registration and image reconstruction (Litjens et al., 2017; Maier et 
al., 2019; Ronneberger et al., 2015). Deep learning methods are different from optimisation-based 
techniques that iteratively determine the transformation parameters; creating a need for expert 
intervention to reduce computation bottlenecks. Once a deep learning model is trained to generalise 
there is no need for optimisation, thus saving time, computation power and expert resources (Long et 
al., 2015; Miao et al., 2016; Middleton & Damper, 2004; Wernick et al., 2010). 
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Miao et al. (2016) reported on a method for real-time 3D registration from 2D synthetic X-ray images 
using convolutional neural network (CNN) regression. The study employed a hierarchical regression 
strategy to detect contours in the X-ray image. The proposed solution using CNN gave a registration 
success rate of 92.3% with a mean target registration error of 0.282mm, and a speed of 0.08s. The result 
of registration using an optimisation-based method (mutual information and gradient correlation) gave 
a success rate of 92.7% with a mean target registration error of 0.260mm, and a registration speed of 
4.71s. These results indicated the potential of using a deep learning approach to 3D image reconstruction 
from 2D X-ray images.  
Other deep learning methods have also been used in medical imaging research studies especially in 
segmentation of microscopy slide samples, X-ray images and 3D CT scans of the brain, knee cartilage, 
ribs, liver and prostate (Cernazanu-Glavan & Stefan, 2013; Isin et al., 2016; Prasoon et al., 2013; 
Ronneberger et al., 2015). These research studies have shown the potential of deep-learning algorithms 
for medical image processing. However, most deep learning medical image analysis research has been 
limited by the need for large training datasets required to develop and train deep learning models. 
2.1.4 Summary of review 
Research has been done on 3D image reconstruction from 2D bi-planar X-ray images of the scapula 
using landmark-constrained model fitting. However, Mutsvangwa et al. (2017) found only 3 
corresponding reproducible landmarks in the bi-planar images resulting in unacceptable reconstruction 
errors. The main reason for the limited number of corresponding landmarks was identified as the 
presence of a uniform grayscale of intensities in X-ray images with inconspicuous features due to super-
imposed structures. Some researchers have used shape priors to improve feature detection in bi-planar 
images (Diop & Burdin, 2013; Li et al., 2005; Middleton & Damper, 2004). However, reconstruction 
errors still exist, and the procedures are subjective and not easy to generalise to all bone shapes, due to 
the presence of noise and super-positioned structures onto the image plane. Deep learning approaches 
have proved to be robust in feature detection especially for computer vision, but the application of these 
approaches is still limited in the field of medical imaging due to the large datasets required. 
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3 Review of theoretical concepts 
This chapter presents a theoretical background on the technical concepts which were introduced in 
chapters 1 and 2 and on the methods described in chapter 4. 
3.1 Image reconstruction 
Three-dimensional image reconstruction from 2D X-ray images is the process of extracting shape or 
intensity values from a 2D image and transforming the values into a 3D space to generate a 3D image 
or geometry. The 2D images are acquired from 2D modalities like fluoroscopy, ultrasound and X-ray 
imaging systems. There are two major image processing sub-tasks used in a 3D reconstruction pipeline; 
namely, image registration and segmentation. A description of these processes is given below. 
3.1.1 Registration 
Image registration is a fundamental task in image processing, and it involves aligning two or more 
images into a common coordinate system. Usually, the datasets are not aligned because of differences 
in their acquisition, for example use of different sensors, different viewpoints or different time points. 
Through the alignment process, all the datasets are transformed into the same coordinate system for 
easy comparison and integration. Registration can either be rigid or non-rigid and may be performed 
based on image features or image intensity values (Besl & McKay, 1992; Liao et al., 2016). 
Rigid registration is the process of moving data into the same coordinate system by the elimination of 
translation and rotation. It can be based on corresponding landmarks between the datasets to transform 
and align the datasets into the same coordinate system (Besl & McKay, 1992). Landmarks are 
meaningful points describing similar features across a dataset of a given population. They are used to 
find and maintain correspondences within the dataset. However, when applying rigid registration to a 
dataset of the same population which exhibit variations in shape and size like a medical image dataset 
of the same structure but different people, it is difficult to cater for the variations in shape thus the use 
of non-rigid registration. 
Non-rigid registration aligns datasets through localised deformations to attain correspondence across 
image regions (Crum et al., 2004; Gerig et al., 2014; Lüthi et al., 2013; Mayya et al., 2013). This is 
especially common when aligning datasets with variable shape and size, for example, medical image 
data. Non-rigid registration defines deformation fields that map a defined reference object to the target 
object (Crum et al., 2004). 
Image matching for registration may use image features or image intensity to establish correspondence 
between images. The main drawback of feature-based registration algorithms is that the accuracy of the 
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methods relies on the accurate detection of the features. However, feature detection is a challenging 
task. The features used describe the shape of the structure in question, but when the landmarks are 
spread out or misaligned the shape is easily lost (Miao et al., 2016). This makes feature-based methods 
less accurate compared to intensity-based methods.  
Intensity-based registration algorithms use pixel or voxel intensities for correspondence without the use 
of feature landmarks. The target intensity is interpolated towards the reference to maximise the 
similarity measure. The similarity measure determines the proximity of the statistical distribution of 
intensities in the images. Intensity-based registration gives accurate and detailed properties of an image. 
Also, the delineation of feature landmarks is not required. However, intensity-based methods are not 
able to cope with large geometric deformations and they often require many similarity measure 
evaluations. This makes intensity-based registration computationally expensive, time-consuming and 
results in computational bottlenecks because of the iterative nature of the similarity evaluation (Lam & 
Lui, 2014; Miao et al., 2016). 
3.2 Segmentation 
Image segmentation refers to the partitioning of an image into parts with similar attributes/features and 
properties. The main aim of partitioning an image is to represent the image in a form that is more 
meaningful and gives a better understanding of the characteristics of the image. Through segmentation, 
features in an image are located by assigning labels to pixels in the region of interest. The result is pixels 
with the same label sharing certain characteristics like colour, intensity, or texture, making the image 
easier to understand. During segmentation, the region of interest is usually mapped out by its contour. 
A contour is a closed curve joining all the continuous points along a boundary with the same intensity; 
thus a contour is made up of edges (Kaur & Singh, 2016). In 3D reconstruction from 2D bi-planar X-
ray images, it is important to accurately locate corresponding features in the images during 
segmentation. These corresponding features are used in registration and subsequently reconstruction, 
therefore the result of any reconstruction depends on the quality of segmentation. Contour detection is 
one way to approach a segmentation task. There are several methods for contour detection, which are 
grouped into two categories: search-based and zero-crossing based. 
Search-based contour detection methods are discrete differential operators and detect edges by first 
computing a measure of edge strength. These include Roberts and Sobel operators. The Sobel operator 
computes an approximation of the gradient of the image intensity function using discrete differences 
between rows and columns whereas the Roberts cross operator is used to approximate the gradient of 
an image by computing the sum of the squares of the discrete differences between diagonally adjacent 
pixels. These operators are both relatively inexpensive in terms of computations (Acharjya et al., 2012; 
Zhang et al., 2011). 
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Zero-crossing based edge detection methods search for zero crossings in a second-order derivative 
expression computed from the image to find the edge. These include the Canny and the Laplacian edge 
detectors. The Canny edge detector is one of the most popular algorithms for edge detection because of 
its robustness and accuracy where there is a high entropy (Acharjya et al., 2012; Chabrier et al., 2008; 
Kaur & Singh, 2016; Zhang et al., 2011). The Canny edge detector is a multi-stage algorithm and detects 
a wide range of edges in images by looking for the local maxima of the gradient. The Laplacian operator 
is isotropic and is more appropriate in situations where the edge position is prioritised over its 
surrounding pixel difference. This operator is usually applied to denoised images since it responds to 
isolated pixels more than to the edge or line. Although the Canny edge detector has proved to be robust, 
it fails in some images. Thus, there is no reliable unified way to detect edges in an image. 
3.3 Shape and intensity modelling 
Statistical shape models (SSM) and statistical shape and intensity models (SSIM) are deformable 
models learned from a set of labelled examples of a given statistical population (Cootes et al., 1992; 
Cootes et al., 1995). These models describe the average shape and or intensity distribution within that 
population. Statistical models are used in 3D reconstruction from 2D images by constraining the model 
parameters of a shape of interest; for example, landmarks or intensities. These models can be used as 
shape priors in a segmentation process. 
The SSM model describes only the shape and is inherently a set of points describing a surface. Shape 
can be defined as the geometrical information that remains after all transformation effects (translation, 
rotation, and scaling) have been eliminated from an object (Dryden & Mardia, 1998; Stegmann & 
Gomez, 2002). The SSM model is described by the covariance matrix of the training dataset. The mean 








where 𝑁 is the number of training datasets and 𝑥𝑖 are the coordinates of the number of landmarks 
describing the shape.  
The covariance matrix, S is calculated using equation (3.2): 
 𝑆  =  
1
𝑁  −  1





where T is the transpose of the matrix. The model can be built from either 2D or 3D training datasets. 
To build the model, a dataset with variations that describe the population of interest is required. There 
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are two major steps in building the model given the required dataset. The first is to determine the best 
technique to represent the given dataset. The most common is the use of landmarks. The coordinates of 
each landmark are used to describe the shape as indicated in equations (3.1) and (3.2) by 𝑥𝑖. The second 
step is to define landmarks on each object in the training dataset; this can be done manually or 
automatically by selecting the same anatomical location on the objects consistently throughout the 
dataset so that a dataset in correspondence is generated. Once correspondence has been established 
through-out the dataset, the objects are aligned to eliminate all the variations in the dataset that are not 
due to shape. Alignment can be performed automatically using general Procrustes analysis 
(GPA)(Dryden & Mardia, 1998). The next step after alignment of the dataset is calculation of the mean, 
?̅? and covariance, 𝑆. This is followed by applying principle component analysis (PCA) (Jolliffe, 1993; 
Stegmann & Gomez, 2002) on the covariance matrix to find the most important modes of variation in 
the training dataset from the mean shape, ?̅?. A valid new shape, 𝑥 can be generated from the resultant 
SSM using the equation (3.3): 




 where 𝑏𝑚 is the value that describes the contribution of the first 𝑚 modes of the shape variation to the 
shape of the object, 𝜑𝑚 represents the 𝑚
𝑡ℎ eigenvalues and eigenvectors and the sum of 𝑏𝑚 and 𝜑𝑚 is 
the covariance matrix.  
An SSIM can be generated using the same steps as the SSM but replacing the shape as the feature being 
described with both shape and intensity (Cootes & Taylor, 2001). The SSIM gives detailed information 
about the model intensity. However, it requires high computation power leaving most researchers with 
no option but to use the SSM or a binarized SSIM. Binarising the SSIM, entails setting a threshold 
intensity value and replacing the values below it with zeroes and the rest with ones. The main aim of 
binarising the model is to reduce computational requirements. Another advantage of an SSIM is that it 
can be used to generate infinite volumetric instances that can be projected into 2D space, generating 
synthetic X-ray images for each instance while the SSM would generate mesh instance that have to be 
converted into volumes before rendering them into synthetic X-ray images. 
3.4 Model fitting reconstruction  
Three-dimensional landmarks from the region of interest are required for 3D reconstruction using 
landmark-constrained model fitting. The 3D landmarks are often obtained through 3D point localisation 
methods. One approach for 3D point localization used direct linear transformation (DLT). However, 
the accuracy of DLT depends on the accuracy of the matching points selected from two different views 
of the same object. Epipolar geometry is often used to reduce the search space of a corresponding point 
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and therefore the selection accuracy of matching points. The landmark-constrained method of 
reconstruction aims to find a likelihood function that maps the model reference landmarks to the 
reconstructed 3D points (target points). 
3.4.1 3D point localisation 
The DLT is a frequently used camera calibration method that allows mapping between 3D space 
coordinates and image coordinates (Abdel-Aziz et al., 2015). The main aim of the DLT algorithm is to 
calculate the calibration parameters also known as the projective transformation parameters between 
two coordinate systems (Adams, 1981; Douglas et al., 2004). The calculated transformation parameters 
were used to calculate the 3D object space coordinates for the given set of 2D image space coordinates. 
In X-ray stereophotogrammetry, where multiple radiographic images are taken, the DLT enables the 
determination of the 3D coordinates of an object given the selected 2D coordinates are visible in more 
than one camera perspective (view) (Adams, 1981; Chimhundu et al., 2014; Douglas et al., 2004; Zhang 
et al., 2010). The main advantage of the DLT is that one does not require knowledge about the imaging 
parameters to project the 3D points to 2D or vice versa. However, the DLT is applicable when known 
3D object points, their image projections, and the viewing source are collinear. The known object space 
coordinates are used as the control points which are usually fixed to a calibration frame. Thus, given 
the control points and image points, the transformation parameters between the object and image space 
can be calculated. The transformation yields a 3 x 4 calibration matrix made up of 11 parameters 
describing the relationship between the image and object. However, when using the DLT to determine 
the transformation parameters from 2D to 3D, a minimum of 6 control points that are not co-planar are 
required.  
Given a pair of 2D bi-planar images as shown Figure 3.1, the first view with points (𝑢, 𝑣) and the 
corresponding second view with points (𝑢𝑖, 𝑣𝑖) are mapped by unknown transformation parameters 𝐿𝑖𝑗 
and 𝐿𝑖𝑗
𝑖 . to the 3D object coordinates (𝑋, 𝑌, 𝑍). 
 
Figure 3.1: 3D localization of a point 𝑷 using 2D projections 𝒙 and 𝒙’ in a two-view system. 
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Mathematically, Adams (1981) defined the constraints mapping the points, (𝑢, 𝑣) in image view 1 and 
points, (𝑢𝑖, 𝑣  𝑖) in image view 2 to their 3D coordinates using equations (3.4). Points (𝑢, 𝑣) and (𝑢𝑖 , 𝑣  𝑖) 
in image view 1 and 2, respectively are given by; 
 
𝑢 =
(𝐿11𝑋 + 𝐿12𝑌 + 𝐿13𝑍 + 𝐿14)
(𝐿31𝑋 + 𝐿32𝑌 + 𝐿33𝑍 + 1)
                              𝑣 =
(𝐿21𝑋 + 𝐿22𝑌 + 𝐿23𝑍 + 𝐿24)




𝑖 𝑋 + 𝐿12
𝑖 𝑌 + 𝐿13
𝑖 𝑍 + 𝐿14
𝑖 )
(𝐿31
𝑖 𝑋 − 𝐿32
𝑖 𝑌 − 𝐿33
𝑖 𝑍 + 1)
                             𝑣𝑖 =
(𝐿21
𝑖 𝑋 + 𝐿22
𝑖 𝑌 + 𝐿23
𝑖 𝑍 + 𝐿24
𝑖 )
(𝐿31
𝑖 𝑋 − 𝐿32
𝑖 𝑌 − 𝐿33
𝑖 𝑍 + 1)
 
(3.4) 
where X, Y, and Z are known 3D reference points, 𝐿𝑖𝑗 and 𝐿𝑖𝑗
𝑖 . are the transformation parameters. 
For transformation of the image points in the bi-planar images equation (3.4) can be re-written as 
equations (3.5) - (3.6) and (3.7) - (3.8) for points (𝑢, 𝑣) and (𝑢𝑖 , 𝑣  𝑖) in the first view and second view, 
respectively; using cross-multiplication. 
 𝑢 = 𝐿11𝑋 + 𝐿12𝑌 + 𝐿13𝑍 + 𝐿14 − 𝐿31𝑢𝑋 − 𝐿32𝑢𝑌 − 𝐿33𝑢𝑍 (3.5) 
 𝑣 = 𝐿21𝑋 + 𝐿22𝑌 + 𝐿23𝑍 + 𝐿24 − 𝐿31𝑣𝑋 − 𝐿32𝑣𝑌 − 𝐿33𝑣𝑍 (3.6) 
 𝑢𝑖 = 𝐿11
𝑖 𝑋 + 𝐿12
𝑖 𝑌 + 𝐿13
𝑖 𝑍 + 𝐿14
𝑖 − 𝐿31
𝑖 𝑢𝑖𝑋 − 𝐿32
𝑖 𝑢𝑖𝑌 − 𝐿33
𝑖 𝑢𝑖𝑍 (3.7) 
 𝑣𝑖 = 𝐿21
𝑖 𝑋 + 𝐿22
𝑖 𝑌 + 𝐿23
𝑖 𝑍 + 𝐿24
𝑖 − 𝐿31
𝑖 𝑣𝑖𝑋 − 𝐿32
𝑖 𝑣𝑖𝑌 − 𝐿33
𝑖 𝑣𝑖𝑍 (3.8) 
The equations (3.5) and (3.6) can be expressed in the form of a matrix in equation (3.9). 
 [
𝑋1 𝑌1 𝑍1 1 0 0 0 0 −𝑢1𝑋1 −𝑢1𝑌1 −𝑢1𝑍1






































Given a minimum of 6 control points to any number of points, 𝑛 in the first image view, Equation (3.10) 
is obtained. The transformation parameters, 𝐿𝑖𝑗 for the first view would be calculated by constructing 
matrix 𝐴 and 𝐵 from the known (𝑋, 𝑌, 𝑍)𝑛 and (𝑢, 𝑣)𝑛 object and image control points, respectively.  
 











𝑋1 𝑌1 𝑍1 1 0 0 0 0 −𝑢1𝑋1 −𝑢1𝑌1 −𝑢1𝑍1
𝑋2 𝑌2 𝑍2 1 0 0 0 0 −𝑢2𝑋2 −𝑢2𝑌2 −𝑢2𝑍2
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
𝑋𝑛 𝑌𝑛 𝑍𝑛 1 0 0 0 0 −𝑢𝑛𝑋𝑛 −𝑢𝑛𝑌𝑛 −𝑢𝑛𝑍𝑛
0 0 0 0 𝑋1 𝑌1 𝑍1 1 −𝑉1𝑋1 −𝑣1𝑌1 −𝑣1𝑍1
0 0 0 0 𝑋1 𝑌1 𝑍1 1 −𝑉2𝑋2 −𝑣2𝑌2 −𝑣2𝑍2
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮






































































Equation (3.10) simplifies to equation (3.11) where A is the first matrix on the left, L is the second 
matrix on the left, and B is the matrix on the right. 
 𝑨 ∗  𝑳 =  𝑩 (3.11) 
The mean values of the calibration parameters, L are obtained by the least square minimisation because 
matrix 𝑨 is not square. The pseudo-inverse of matrix 𝑨 in equation (3.10) can be solved using singular 
value decomposition (SVD) to obtain the calibration parameters of image view 1 given the 3D object 
and 2D image coordinates (Andrews & Patterson, 1976). 
 𝑳 = 𝒑𝒊𝒏𝒗 (𝑨)  ∗  𝑩  (3.12) 
 The points in image view 2 can be expressed in the same ways as equation (3.9) and for 𝑛 control points 
the equations (3.10) can be formulated to calculate the calibration parameters of image view 2. After 
obtaining the calibration parameters the 3D point coordinates of the point, P can be calculated given 
the 2D point 𝑢, 𝑣, 𝑢𝑖 and 𝑣𝑖. Consider the linear equations (3.5) - (3.6) with points (𝑢, 𝑣) and (𝑢𝑖, 𝑣𝑖) 
in the image view 1 and 2, respectively. The mapping between the 3D object and 2D image coordinates 








𝑢𝑖  −  𝐿14
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𝐿11 − 𝐿31𝑢 𝐿12 − 𝐿32𝑢 𝐿13 − 𝐿33𝑢























 If the matrix on the left is denoted by 𝑼𝑽 and the first matrix on the right as 𝑪, equation (3.13) can be 
written as: 
A L B 
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]  =  𝑈𝑉 ∗  𝑝𝑖𝑛𝑣 (𝐶) (3.15) 
3.4.2 Epipolar geometry 
Epipolar geometry is employed to avoid the extrapolation of image points outside the calibration 
volume since the accuracy of stereo-photogrammetry highly depends on selecting of matching 
corresponding points for the DLT. Epipolar geometry aims to map images in one view to the 
corresponding points in another view to reduce the search space for corresponding points. 
Given an object in a 3D scene viewed from two camera perspectives, the relationship between the two 
image planes and the object can be established by matching image points in the views to the 3D source. 
However, to find the two corresponding points in the two perspectives, epipolar geometry is applied to 
the two planes (Zhang, 2000). Figure 3.2 describes the relationship between the 3D point 𝑃, its 
projection in two planes (𝑥 and 𝑥′) and source of view (𝑂 and 𝑂′).  
 
Figure 3.2: Epipolar geometry with two camera system used to locate a point x in the corresponding 
image view. Adapted from (Hartley et al., 2004). 
 
In Figure 3.2  𝑂𝑃, 𝑂′𝑃, and 𝑂𝑂′ form the epipolar plane, and:  
 𝑂𝑂′ is the baseline  
 𝑙 and 𝑙′ are the epipolar lines 
 𝑒 and 𝑒′ are the epipoles  
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Given a point, 𝑃 in 3D space, projected into two image planes viewed with two cameras 𝑂 and 𝑂′, the 
two cameras are joined by the baseline, which intersects the two image planes at points called epipoles 
(𝑒 and 𝑒′); the virtual projection centres of the cameras. The virtual point of camera 𝑂 in the first view 
is 𝑒 and that in the second view is 𝑒′. There two lines 𝑂𝑃 and 𝑂′𝑃 joining the 3D point 𝑃 and the camera 
sources, contain the projection of the point 𝑃 into the image planes 𝑥 and 𝑥′ for the first and second 
view, respectively. The lines 𝑂𝑃 and 𝑂′𝑃, joined by the baseline, form the epipolar plane. The epipolar 
plane intersects the image planes to form the epipolar lines 𝑙 and 𝑙′. The projection of 𝑃 in the first view, 
𝑥, and the virtual projection of the camera source 𝑒, on to the first image plane, are joined by the epipolar 
line 𝑙. While the corresponding point 𝑥′ in the second view and the virtual projection of the second 
camera source, 𝑒′ are joined by the second epipolar line 𝑙′. 
The relationship between the 2D projections 𝑥 and x′ and the 3D point 𝑃 is determined by epipolar 
geometry. For a calibrated scene, an essential matrix (Helmke et al., 2007) is used; while for an 
uncalibrated scene, a fundamental matrix (Hartley & Zisserman, 2004) is used to find the relationship 
between 𝑥, 𝑥′, and 𝑃. 
For an uncalibrated scene where the camera intrinsic and extrinsic parameters are unknown, the epipolar 
geometry is achieved using the fundamental matrix, 𝐹. The matrix, 𝐹 is a homogeneous singular matrix 
of 3 𝑥 3 dimensions. The matrix is used to map the 2D projection point, 𝑥 in the first image plane view 
on the epipolar line 𝑙 to the corresponding epipolar line 𝑙′ in the second image plane view. Finding the 
epipolar line, 𝑙′ helps to reduce the search space in locating the corresponding point in the second image 
plane view.  
Any point, 𝑥𝑖 = (𝑢𝑖, 𝑣𝑖, 1) in image view 1 is related to the corresponding point 𝑥𝑖
′ = (𝑢𝑖
′ , 𝑣𝑖
′ , 1) in image 
view 2 using a fundamental matrix through equation (3.16): 
  
𝑥𝐹𝑥′ = 0 






) = 0 
(3.16) 
where 𝐹 is the 3 𝑥 3 fundamental matrix. 




]   
In order to calculate F using the eight-point algorithm (Hartley, 1997), eight or more matching points 
are required from the image view 1 and 2 to obtain equation (3.17): 
 









































































































 =  0 (3.17) 
 This can be rewritten as equation (3.18): 
  𝑊𝐹 =  0 (3.18) 
where 𝑊 is an 𝑁 𝑥 9 matrix derived from 𝑁 ≥ 8 matching points (𝑢𝑖, 𝑣𝑖, 𝑢𝑖
′ and 𝑣𝑖
′) and 𝐹 is the 
fundamental matrix. The matrix 𝐹 can be computed as a least square solution by SVD, as matrix 𝑊 is 
rank deficient. However, matrix 𝐹 has a rank of 2 and the best approximation is given by adding a 
constraint, 𝑑𝑒𝑡(𝐹) = 0. 
3.4.3 Digitally reconstructed radiographs  
Digitally reconstructed radiographs (DRRs) are synthetic X-ray images generated to simulate the effect 
of real X-rays. Synthetic X-ray images are formed when volumetric CT data is projected onto a plane. 
In a clinical setting, the DRR projection is important to avoid repetitive exposure of patients to ionising 
radiation thus enabling better surgical planning and the possibility of continuous post-operative 
diagnosis (Reyneke et al., 2019; Sarkalkan et al., 2014). Digitally reconstructed radiographic projection 
is commonly done using the ray-casting method (Mu, 2016), which is used for rendering in computer 
graphics and is based on the Beer-Lambert’s law. This law describes the attenuation of X-rays travelling 
through space (Staub & Murphy, 2013). During ray-casting, the voxel values of the volumetric model 
encountered by a single ray as it travels between the centre of projection (COP), and the current pixel, 
are integrated to obtain the value of each pixel of the DRR image. Mathematically, DRR projection is 
represented by equation (3.19), after all the physical phenomena like scatter, veiling glare and beam 
hardening are eliminated. The source is modelled as mono-energetic (Staub & Murphy, 2013). 




where 𝑥𝑜 is the location of the source or centre of projection (COP) and 𝑥𝑖 is the location of the pixel 
detector; 𝐼𝑜 is the initial intensity of the photon beam, 𝐼𝑖 is the resultant intensity of the photon beam 
after travelling through the volume from the COP, 𝑂 to the pixel detector. The volumetric data linear 
attenuation contribution (LAC) distribution at point 𝑥, is µ(𝑥). The LAC that corresponds to a given 
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voxel and ray is determined using the Hounsfield unit equation (3.20). The Hounsfield unit is also 
known as the CT number. 
 ℎ𝑥  =
10−3 (𝜇𝑥 − 𝜇𝑤)
𝜇𝑤
 (3.20) 
where ℎ𝑥 is a CT number, µ𝑤 is the LAC of water at a specific CT energy, and µ𝑥 is the LAC for the 
current voxel. There are different projection strategies used to select which ray paths to include in the 
projection. These include orthographic (parallel rays), perspective (rays emanating from a point), and 
fan-beam projection. Orthographic projection is the simplest case, and is defined using equation (3.21): 




where DRR(x, y) is the function that gives the intensity value for a set of 2D coordinates, (𝑥, 𝑦); 𝐼𝑧 is the 
distance travelled by the ray through a single voxel; µ𝑥,𝑦,𝑧 is the LAC for a voxel at coordinates (𝑥, 𝑦, 𝑧) 
which is derived from its CT number. 
3.5 Deep learning 
Currently, there are several deep learning models that are being used, such as convolutional neural 
network  (CNN), recurrent neural networks (RNN), multi-layer neural networks, unsupervised pre-
trained networks like auto-encoders, generative adversarial networks (GAN) (Maier et al., 2019).  
3.5.1 Neural networks 
Neural networks are the main form of deep learning approaches deployed in medical image processing 
and analysis. Neural networks are inspired by the nature of information processing and communication 
patterns as shown by neurons in the nervous system (He et al., 2016; LeCun et al., 2015). Similar to the 
nervous system, in neural networks, the information is transferred through interconnected layers with 
several branches. Each neuron consists of inputs and their corresponding weights, the sum of each input 
multiplied by its weights, the set threshold value, and the output which is usually the signal activated 
by the sum above the threshold. Figure 3.3 is an illustration of the single neural network architecture 
(perceptron) with several neurons with inputs 𝑥1 up-to 𝑥𝑛  and their corresponding weights, 𝑤𝑖. The 
neuron takes the sum Z of the inputs and their weights and outputs signal, 𝑂 if the sum 𝑍 is higher than 
the set threshold, 𝑇, where 𝑍 is a function represented by equation (3.22). 
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Figure 3.3: Representation of a neural network. 
 




During training of a neural network to generate a model, the weight of each input is usually initially 
randomly selected to create a starting point for the training. These parameters are updated until 
parameters that activate the network to produce the expected output are learned. Since neural networks 
are trained on datasets with their corresponding labels, the expected output, 𝑂 is usually known. During 
the training, the predicted output signal is compared to the label signal and the difference between the 
signals is used to update weights on each neuron using back propagation to improve the model 
prediction. The neural network may comprise various layers to form a larger interconnection of layers 
referred to as a multi-layer perceptron (MLP). The MLP has been used to solve complex elementary 
logical functions. The MLP fails computationally when deployed on large functions (Hinton, 2007). 
This resulted in the use of CNNs which model features with translation and spatial invariance (non-
linear functions) (Hinton, 2007; Zhang et al., 1990). 
3.5.2 Convolution Neural Networks 
Convolutional neural networks are neural networks that use cross-correlation instead of general matrix 
multiplication in at least one of their layers. The CNN has a hierarchical architecture that has proved to 
be effective in the fields of computer vision and speech recognition because of its non-linear and sub-
sampling nature (He et al., 2016). The CNN input goes through a series of processing steps and each 
step is referred to as a layer. Each layer gets its input from a previous layer creating a forward flow of 
information. However, a backward error propagation layer is created to get the difference between the 
input and label to update the weights of the kernels. A backward error propagation layer also known as 
the loss layer calculates the difference between the output and the label forming a loss function. 
Equation (3.23) is a simplest form of a loss function: 
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 𝑙𝑜𝑠𝑠 = ||𝑙𝑎𝑏𝑒𝑙 − 𝑜𝑢𝑡𝑝𝑢𝑡||2 (3.23) 
Another commonly, applied loss function is the binary cross-entropy loss which is expressed as: 
 𝐻𝑝(𝑞)  =  − 
1
𝑁




where 𝑦 is the label, 𝑝(𝑦𝑖) is the probability prediction on 𝑦 for all 𝑁 points.   
The training process runs in both forward and backward directions, for the model to learn the parameters 
in the input. The input goes through the forward process first then, the prediction is compared to the 
target using the loss layer to achieve the loss. The loss is used to guide the modification of the kernel 
weights, (𝑤𝑖). The update and modification of the parameters can be done using stochastic gradient 









Other optimizers include RMSProp, Adagrad, Adadelta, Adams, Adamax, and Nadam which can easily 
be implemented in Keras (https://keras.io/optimizers/). The more convolutional layers used in any 
architecture, the more complex the features that the network can learn (He et al., 2016). This ability for 
the neural network to learn complex features has influenced many attempts to use the CNNs in medical 
image analysis applications; for example, 2D and 3D image segmentation, registration and 3D from 2D 
image reconstruction. In a 3D from 2D image reconstruction procedure, the CNN directly estimates 
feature transformation parameters from the 2D images which give competitive reconstruction results 
(Miao et al., 2016). The CNNs consist of mainly 3 layers, namely the convolutional layer, the pooling 
layer, and the activation function layer. 
The CNN can have several convolutional layers and the primary function of the convolutional layer is 
to extract features from the input image in a small area to create a feature map that is passed onto the 
pooling layer. Each convolutional layer consists of kernels or filters which are matrices that slide across 
the input image to identify the unique features in the image. The deeper the convolutional layers, the 
more abstract the features learnt; the first layers usually extract edges and contours in an image. The 
training dataset consists of inputs and their corresponding labels. The kernels are selected randomly at 
the start of the training process and the kernel values are adjusted during training until the kernel values 
describe the correlation between the input and its label. When the kernels can predict an output that 
describes the label, data independent of the training set called the test data is fed into the network to 
determine the reliability of the prediction. The trained model performance highly depends on the quality 
and nature of the training dataset used. 
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The pooling layer sub-samples from the convolution layer output by extracting an even smaller area of 
the image, which creates precision while decreasing computational time. In this layer, there is no 
parameter (feature) learning but image dimensional reduction into the next layer. The pooling layer 
accepts inputs of varying sizes and reduces them without losing any information about the image 
feature. This gives CNN the ability to model complex non-linear and large functions. There are two 
most commonly used types of pooling operators: the maximum pooling also known as the max pooling, 
which maps a sub-region of the input and extracts the maximum value. The second pooling operator, 
the average pooling, also maps the sub-region but extracts the average value. 
The activation function layer captures the output of the CNN layers by mapping the resulting values 
between the set maximum and minimum value, usually 0 to 1 or - l to 1. This is done by performing a 
truncation on each element of the input without changing its size. There is also no parameter learning 
in this layer. There are two types of activation functions. The linear activation function is usually a 
straight line through the origin from - ∞ to + ∞. Represented by: 
 𝑓(𝑥) = 𝑥  
The non-linear activation functions are the most commonly used type of activation functions in real-
world applications, because of their ability to generalise with a variety of data. These functions include 
sigmoid or logistic, tanh or hyperbolic tangent, rectified linear unit (ReLU) activation. 
The sigmoid function exists between 0 to +1 thus, used in cases where the model must predict the 





Tanh function is also sigmoidal in shape but ranges between - l and + 1 thus the negative inputs are 
mapped strongly negative and the zero inputs are mapped near zero in the tanh graph. 
 𝑓(𝑥) = 𝑡𝑎𝑛ℎ(𝑥) =
2
1 + 𝑒−2𝑥
− 1  
Rectified Linear Unit function also known as the ReLU function, ranges between 0 and + ∞. It is half 
rectified thus maps to 0 when the input is negative and maps to the input when the input is either above 
zero or equal to itself. 
 𝑓(𝑥) = {
0,   𝑥 < 0
𝑥,   𝑥 ≥ 0
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Several CNN segmentation architectures exist in computer vision. An example of these architectures is 
the U-net (Ronneberger et al., 2015), which gets its name from the nature of its shape as shown in 
Figure 3.4. It is a fully convolutional network (FCN) meaning it has no densely connected layers and 
this makes the network accept various image sizes. Another advantage of the U-net is its ability to 
augment the data to increase training data. 
The U-net is separated into 3 main parts: the contracting/down-sampling path, bottleneck and the 
expanding/up-sampling path as shown in Figure 3.4.  
 
Figure 3.4: U-net architecture adapted from Ronneberger et al. (2015). 
 
According to Ronneberger et al. (2015) the contracting path captures coarse contextual information of 
the input image to enable segmentation. The path consists of 4 blocks each composed of two 3x3 
convolutional layers, their activation functions, and one 2x2 maximum (max) pooling layer. In the 
contracting path, the number of feature maps is doubled at each pooling. The learned course information 
is transferred to the expanding layer through skip connections at the end of each block. At the end of 
the whole contraction path, there is a bottleneck. The bottleneck consists of two convolutional layers 
and receives information from the contacting path and transfers it to the expanding path. Finally, the 
expanding path that enables precise localisation combined with the coarse information from the 
contracting path. This path comprises of 4 blocks each composed of a de-convolutional layer with a 
stride of 2, concatenation with the corresponding cropped feature maps from the contracting path and 
two 3x3 convolution layers with their activation functions.  
The symmetrical nature of the U-net gives the network a larger number of feature maps in the up-
sampling path which aids information transfer. In addition, the U-net has skip connections between the 
contracting and the expanding path that apply a concatenation operator rather than a summation 
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operator. The concatenation operator provides local information to the global information while up-
sampling (Ronneberger et al., 2015). 
3.6 Evaluation metrics 
This section reviews several 2D and 3D evaluation metrics which are important in image analysis and 
reconstruction assessment.  
3.6.1 Two-dimensional evaluation metrics 
The 2D evaluation metrics include the Dice coefficient and 2D landmark distance error. 
The Dice Coefficient or the Dice similarity or overlap index measures the similarity between two sets. 
Its commonly used to evaluate image segmentation tasks by measuring the overlap between the 
predicted segmented image and its ground-truth (Dice, 1945; Zou et al., 2004). The Dice coefficient 
value ranges from 0 to 1, where 0 indicates completely different elements present in both sets and 1 
indicates perfect similarity in elements of both sets. Given two sets, the Dice coefficient can be 
calculated using equation (3.26): 
 𝐷𝑖𝑐𝑒 𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =
2𝑇𝑃
2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 (3.26) 
where TP stands for true positives, FP stands for false positives and FN stands for false negatives. 
Landmark distance error: The point distance error is calculated by obtaining the difference between 
points in the ground-truth images and the trained model predicted images (Chimhundu et al., 2014; 
Douglas et al., 2004). Calculation of the distance error would inform the research on the trained model’s 
ability to learn details in the image, especially embedded landmarks. When this method is applied to 
2D points, absolute errors (𝑒𝑥 and 𝑒𝑦) in the 𝑥 and 𝑦 and the resultant error 𝑒𝑖 between the 2D predicted 
and the reference 2D points are calculated. Given an image with initially known points (𝑥𝑖, 𝑦𝑖) and a 
predicted image with predicted points (𝑥𝑝𝑖, 𝑦𝑝𝑖) , absolute errors 𝑒𝑥 and 𝑒𝑦 can be calculated with 
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where 𝑛 is the number of points used, (𝑥𝑖) and (𝑦𝑖) are the known 2D coordinates and (𝑥𝑝𝑖) and (𝑦𝑝𝑖) 
the predicted 2D coordinates for the 𝑖𝑡ℎ point. The resultant error, 𝑒𝑖 for the 𝑖
𝑡ℎ point is given by: 
 𝑒𝑖 = √(𝑥𝑖 − 𝑥𝑝𝑖)
2
+ (𝑦𝑖 − 𝑦𝑝𝑖)
2
 (3.29) 
For 𝑛 predicted points, the average resultant error, 𝑒 is calculated by applying the equation (3.29) above 








3.6.2 Three-dimensional evaluation metrics 
The 3D evaluation metrics applied in this research include the 3D point reconstruction error, the 
Hausdorff distance, and the average distance. 
As with the 2D point distance error described in section 3.6.1, the 3D point reconstruction error can be 
calculated to evaluate the 3D point localisation process. Douglas et al. (2004) and Chimhundu et al. 
(2014) used the control and test point tests to validate the 3D localised points obtained using DLT for 
X-ray stereophotogrammetry.  
Control points are used to ensure the mathematical correctness of the DLT equation. Control points are 
the points whose 2D and 3D coordinates are known and are used to calculate the transformation 
parameters. Control point reconstruction involves the use of the 2D points used to calculate the 
transformation parameters and the calculated transformation parameters to obtain the 3D localised 
points. The 3D localised points are evaluated by using the known 3D points that were used to obtain 
the transformation parameters. The absolute reconstruction errors 𝐸𝑥, 𝐸𝑦, and 𝐸𝑧 and the resultant 
reconstruction error, 𝐸𝑖 between the 3D localised points 𝑋𝑟𝑖, 𝑌𝑟𝑖, and 𝑍𝑟𝑖, and the known 3D points 𝑋𝑖, 
 𝑌𝑖, and 𝑍𝑖 are calculated. Given equations (3.31) - (3.35), the reconstruction errors 𝐸𝑥, 𝐸𝑦, 𝐸𝑧, and 𝐸𝑖 

























where 𝑋𝑖,  𝑌𝑖, and 𝑍𝑖 are the known 3D coordinates and  𝑋𝑟𝑖, 𝑌𝑟𝑖, and 𝑍𝑟𝑖  are the 3D localised points of 
the 𝑖𝑡ℎcontrol point and 𝑛 is the number of points used. The resultant reconstruction error, 𝐸𝑖 for the 𝑖
𝑡ℎ 
control point is determined using equation (3.34). 
 𝐸𝑖 = √(𝑋𝑖 − 𝑋𝑟𝑖)
2 + (𝑌𝑖 − 𝑌𝑟𝑖)
2 + (𝑍𝑖 − 𝑍𝑟𝑖)
2 (3.34) 
For 𝑛 3D localised points, the average resultant reconstruction error, 𝐸 is calculated by applying the 








Equations (3.31) - (3.35) are also applied to test points in order to determine the accuracy of the DLT 
calibration frame when used to predict unknown 3D points. Test points are the 2D landmarks points 
that were not used during the calculation of the transformation parameters. 
The Hausdorff distance is a measure of similarity between two sets of points. This metric can be used 
to evaluate 3D surfaces especially in medical image and face reconstructions (Achermann & Bunke, 
2000; Dubuisson & Jain, 1994; TakÁCs, 1998). Hausdorff distance finds the closest point between two 
mesh surfaces and returns the maximum distance between them. The smaller the distance the better the 
reconstruction. Given two meshes in correspondence, to evaluate their similarity two finite points sets 
are selected from the meshes say X = (x1, …xp) and Y = (y1, …, yp), the Hausdorff distance is given by 
equation (3.36): 
 𝐻(𝑋, 𝑌) = 𝑚𝑎𝑥( ℎ(𝑋, 𝑌), ℎ(𝑌, 𝑋) ) (3.36) 
where h (X, Y) is the directed Hausdorff distance given by equation (3.37): 
 ℎ(𝑋, 𝑌) = 𝑚𝑎𝑥𝑥∈𝑋𝑚𝑖𝑛𝑦∈𝑌||𝑥 − 𝑦|| (3.37) 
Equation  (3.38) is the modified Hausdorff distance as reported by Takacs (1998). 





− 𝑦|| (3.38) 
where 𝑁𝑝 is the total number of points in set 𝑋. 
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The average distance gives the mean of the shortest distance between two mesh surface points. It is 
computed by getting the shortest distance between each point from one mesh surface to the other and 
finding the average, 𝑋 over all the points as shown in equation (3.39). The smaller the average value, 
the more similar the mesh surfaces are to each other.  
 𝑋 ≔ 𝐸[||𝑥 − 𝑦||] =
1
𝜆(𝑋)2





 where E‖𝑥 − 𝑦‖] is the Euclidean distance (Burgstaller & Pillichshammer, 2009) between the 
corresponding points on the meshes and 𝜆 is a metric measure assigned to subsets of 𝑛-dimensional 
Euclidean space (n = 1, 2 or 3) known as the Lebesgue measure (Góra & Boyarsky, 1988). 
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4 Methods, tools and data 
This research project aimed to address the absence of a unified automated methodology for detecting 
the contour of the structure of interest (scapula) in synthetic bi-planar X-ray images. This was to ease 
the identification of landmarks required for accurate three-dimensional (3D) reconstruction. This 
chapter gives an overview of the implemented methodology, describes the hardware and software tools 
and, explains the generation process of the data used in the project. 
4.1 Methodology overview  
Training data were generated as a prerequisite to the implementation of the proposed research 
methodology. Data generation entailed dataset acquisition and processing from a scapula statistical 
shape model (SSM). This was followed by the implementation of objective 1, namely scapula contour 
mapping in synthetic bi-planar X-ray images using a convolutional neural network (CNN) deep learning 
algorithm. Objective 1 was implemented in three phases namely: 1) preparation of training data; 2) 
training a selected CNN model architecture to predict the scapula contour in the lateral (LAT) view 
given the anterior-posterior (AP) view and vice versa; and 3) evaluation of the trained models using bi-
planar X-ray images of a cadaveric upper-torso. Objective 2 encompassed the reconstruction of 3D 
mesh models using landmark-constrained model fitting. This objective was divided into two phases, 
namely 3D point localisation of the landmarks embedded in the predicted binary images and model 
fitting using the transformed landmarks. The final objective was the extraction of matching points from 
the contour of bi-planar images to perform landmark-constrained model fitting. Figure 4.1 shows an 
overview of the methods adopted to achieve the objectives. 
 
Figure 4.1: Overview of the research methods. 
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4.2 Hardware and software tools 
The project was implemented on a 64-bit Proline workstation with an Intel(R) Core (TM) i7-4790 CPU 
@ 3.60 GHz, with 32.0GB of RAM and an NVIDIA GeForce GTX 960 graphics card. 
The software packages included: Amira (www.fei.com/software/amira-avizo/), Scalismo 
(www.github.com/unibas-gravis/scalismo), Anaconda (https://www.anaconda.com) and MATLAB. 
Amira is used for 3D and 4D visualization and was developed by Thermo Fisher Scientific. Amira 
version 5.4.3 was used to generate, visualize and inspect volumetric objects and meshes. 
Scalismo is an open-source software for modelling statistical shapes and was developed by the 
University of Basel, Switzerland. Scalismo uses the Scala programming language and is hosted in 
IntelliJ IDEA Community Edition (https://www.jetbrains.com/idea/). The Scalismo software was used 
for generation and visualization of landmarks, meshes, volumetric objects, and digitally reconstructed 
radiographs (DRRs). Scalismo was also used in the validation of the results from the trained CNN 
model. The Scala version used in this project was 2.11.7. The DRR renderer obtained from Reyneke 
(2019) required additional drivers from OpenCL v1.2 and the Lightweight Java Gaming Library 
(LWJGL) v2.9.0. 
Anaconda is an open-source software that uses Python and R programming languages for scientific 
computing, machine learning, data analysis and visualisation with simplified package installation and 
use. Packages included: Scikit-learn (https://scikit-learn.org/stable), TensorFlow 
(https://www.tensorflow.org), NumPy (http://www.numpy.org), Pandas (https://pandas.pydata.org), 
Matplotlib (https://matplotlib.org), OpenCV (https://opencv.org/) and Keras (https://keras.io/). All the 
experiments in Python were launched in Jupyter which is a package in the Anaconda distribution. 
MATLAB (R2014a) is commercial software developed by MathWorks for multi-paradigm numerical 
computing. The MATLAB computer vision toolbox was used for the location of matching points using 
epipolar geometry.  
4.3 Data generation 
Datasets generated in this research project were obtained from an SSM of the scapula. The generated 
data included the model reference, mesh samples, and their annotated landmarks. The dataset also 
included a bounding box to aid the calibration of the projection space for the volumetric objects and in 
the calculation of the transformation parameters for 3D point localisation. Other dataset included 
volumetric objects and synthetic bi-planar X-ray images of the scapula. Figure 4.2 shows the systematic 
flow of datasets acquisition.  
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Figure 4.2: Steps taken to generate the datasets required to implement the methods. 
 
The elements of dataset generation are described below. 
4.3.1 Scapula statistical shape model  
A scapula SSM was acquired from the Division of Biomedical Engineering at the University of Cape 
Town. The model had been built and validated from a dataset of 76 computed tomography (CT) scans. 
The model was obtained as a Hierarchical Data Format (.h5 file) and was initially used to generate 
random scapula mesh samples for the deep learning model training and subsequently used to reconstruct 
and validate the reconstructed 3D meshes. The existing SSM was used because of its ability to generate 
an infinite amount of “legal” but different mesh instances in correspondence. These characteristics of 
the statistical model made it an appropriate source of synthetic data. 
4.3.2 Scapula mesh generation and landmark reliability 
The mesh samples from the SSM were initially processed into volumetric objects that were used to 
generate synthetic bi-planar X-ray images using the digitally reconstructed radiograph (DRR) renderer. 
A subset of the mesh samples would later be used as the ground-truth meshes to evaluate the 
reconstructed meshes.   
To obtain the mesh samples and their landmarks, the mean (reference) mesh sample was obtained using 
the getreference function in Scalismo. The reference mesh was displayed in the Scalismo user interface 
and landmarked with a subset of 6 out of the 16 reproducible scapula landmarks. The 16 landmarks are 
the scapula bone reproducible landmarks selected according to the results of studies done by Borotikar 
et al. (2015) and Ohl et al. (2010). The subset 6, of the 16 landmarks used in this study were located on 
the most varying parts of the scapula bone as indicated in Fouefack (2018). These 6 selected landmarks 
also included the 3 landmarks (inferior angle, coracoid and acromion) obtained by Mutsvangwa et al. 
(2017) that were the only identifiable landmarks in both the AP and LAT X-ray image perspectives 
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required for stereo-photogrammetry. The selected 6 landmarks included the inferior angle (A), infra 
glenoid rim (B), coracoid (C), acromion (D), superior angle (E) and base of the scapula (F) as shown in 
Figure 4.3. This subset was used as fiducial markers in the mesh instances which would later be used 
as prior information on the landmark locations for 3D approximation of the scapula using landmark-
constrained SSM fitting. 
 
Figure 4.3: Selected reproducible landmarks on the scapula reference mesh inferior angle (A), infra 
glenoid rim (B), coracoid (C), acromion (D), superior angle (E) and base of the scapula (F) used in this 
research project (Borotikar et al., 2015; Ohl et al., 2010). 
 
Reliability of landmark selection  
The scapula landmarking guide developed by Borotikar et al. (2015) was used to obtain the 6 reference 
mesh landmarks. The landmarking process was repeated three times by three observers with at least 24 
hours between each selection by an observer. The landmarks were selected in the same order each time. 
The selected sets of landmarks were tested for intra- and inter-observer selection precision and inter-
observer reliability. These tests were to investigate consistency and reproducibility of landmark points 
among different observers during the landmark selection process (Borotikar et al., 2015; Ohl et al., 
2010).  
In order to quantify each set of landmark measurement errors, the intra and inter-observer precision 
were obtained. The intra and inter-landmark precision were given as the distance between the mean 
position and the observed position of the landmark (Pérez-Pérez et al., 1990; Victor et al., 2009). Intra-
observer precision per observer was obtained by getting the mean position of the three attempts by an 
observer and then calculating distance, 𝑑𝑖 of the observed position to the mean position. Given 3 
landmark points 𝑄1, 𝑄2, and 𝑄3 each with coordinates in the X, Y, and Z direction. The mean landmark 
position, ?̅? is given by equation (4.1) and equation (4.2). After obtaining each distance 𝑑𝑖 from the 
mean position, the mean value of 𝑑𝑖 and standard deviation (SD) were calculated for each landmark as 
the measure of overall intra-observer precision per landmark. 
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 ?̅? =
(𝑄1 + 𝑄2 + 𝑄3 )
3





 ?̅? =  
𝑋1 + 𝑋2 + 𝑋3
3
?̅? =  
𝑌1 + 𝑌2 + 𝑌3
3
?̅? =  




𝑑𝑖 = ‖?̅? − 𝑄𝑖‖  =   √(?̅? − 𝑋𝑖)
2  + (?̅? − 𝑌𝑖)
2  + (?̅? − 𝑍𝑖)
2 
(4.2) 
The inter-landmark precision was obtained by calculating the average of the mean landmark positions 
of the three observers (global mean), ?̅̅? and then the distance, 𝑑𝑖 of the observed position from each 
observer mean landmarks, ?̅?. The inter-landmark precision was calculated using equation (4.3) and 
equation (4.4). 
 ?̅̅? =







 ?̅̅? =  
?̅?1 + ?̅?2 + ?̅?3
3
?̅̅? =  
?̅?1 + ?̅?2 + ?̅?3
3
?̅̅? =  




𝑑𝑖 = ‖?̅̅? − ?̅?𝑖‖ = √(?̅̅? − ?̅?𝑖)
2 + (?̅̅? − ?̅?𝑖)
2 + (?̅̅? − ?̅?𝑖)
2 
(4.4) 
The mean and SD were obtained using the calculated distances 𝑑𝑖 for each landmark measured by each 
observer as a measure of the overall inter-observer precision. The intraclass correlation coefficient 
(ICC) was obtained using a two analysis of variance (ANOVA) considering the choice of the observer 
as a two-way mixed-effects model based on absolute agreement on the mean of multiple measurements 
following the steps described in the ICC selection and reporting guide for reliable research (Koo & Li, 
2016). The inter-observer reliability test was done in IMB SPSS version 25. This was done by 
comparing each average landmark position across all observers. The obtained values were compared to 
the precision levels shown in Table 4.1 which were defined by Mutsvangwa et al. (2011) in the 
assessment of stereo-photogrammetrically derived landmarks. 
Table 4.1: Precision levels and the defined error range 
Precision levels Error values (mm) 
Highly precise [0  𝑡𝑜 <  1] 
Precise [1 𝑡𝑜 < 1.5] 
Moderately precise [1.5 𝑡𝑜 < 2] 
Imprecise [ ≥ 2] 
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Generation of mesh samples  
After obtaining the global mean landmarks of the reference, these landmarks were visually inspected to 
ensure that they all lie on the mesh surface. The next step was to randomly sample the model to obtain 
mesh samples and their annotated landmarks. The reference mesh landmark points were used to find 
the corresponding landmarks for each mesh sample using the findClosestPoint function in Scalismo.  
The model was randomly sampled for 1500 scapula meshes to obtain a training dataset that is able to 
train a U-net deep learning model as shown in a study by Shvets et al. (2018). However, the larger the 
training dataset the better the model would learn to generalise to unseen data (Cernazanu-Glavan & 
Holban, 2013; Hesamian et al., 2019; Livne et al., 2019; Ronneberger et al., 2015). The reference 
landmarks were automatically annotated in the correct anatomical position on each sample mesh. 
Random sampling was applied to all the principal components of the model using a Scalismo in a built 
method called sample. The sample function was applied to the model to randomly generate instances 
and 3D triangular meshes were returned. Each mesh instance was saved as stereolithography (.stl) 
format with its annotated landmarks saved as JavaScript object notation (.json) format. The generated 
mesh samples had 15000 vertices with 29996 triangles.  
Amira visualisation of mesh surfaces 
All the obtained mesh instances and the annotated landmarks were inspected in Amira. During the 
inspection of the meshes, the researcher realised that 5% of the meshes had faulty triangles. The surface 
editor in Amira was used to initially perform two tests on the mesh surface; aspect ratio and intersection 
ratio. The aspect ratio of the mesh surface indicated the length of the longest edge of the triangle to the 
shortest edge. On the other hand, the intersection ratio indicated the number of intersecting triangles 
present on the mesh. According to the Amira’s user guide, the mesh surface is considered to have a 
good quality when there are no triangle intersections and the aspect ratio should be below 20. Ideally, 
the best aspect ratio should be less than or equal to 4 (Berg et al., 2008).  
The mesh surfaces with intersecting triangles in the obtained dataset were corrected using an inbuilt 
Amira function called fix intersections on the surface edit menu. All the mesh surfaces with an aspect 
ratio above 20, were fixed using the prepare tetragen function located on the surface edit menu. 
However, manual editing was carried out for the mesh surfaces whose aspect ratio or triangle 
intersection persisted after applying the two inbuilt functions. After obtaining zero triangle intersections 
and an aspect ratio below 20 for any selected mesh, the mesh surface was remeshed using the compute 
remesh surface function.  
The surface was remeshed in two steps: the first step was to fix contours on the whole surface. The 
desired size was adjusted to 50% and error threshold smoothness set to 0.6 which were applied to the 
mesh surface. The second step involved contracting boundary edges only around contours. The desired 
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size was made 100% and error threshold smoothness set to 0.6 and then applied to the mesh surface. 
This was followed by saving each remeshed surface in .stl format. These inspected meshes would be 
used to obtain the volumetric objects required to generate the DRRs. 
4.3.3 Results of landmark reliability assessment 
The intra-observer and inter-observer precision values are shown in Figure 4.4 and Figure 4.5, 
respectively. The graphs show the variability in the landmark selection process as the maximum 
distance, mean distance value and SD represented per landmark. The mean intra-observer precision 
error was approximately 0.91 mm with a range of 0.65 mm to 1.56 mm. Most of the landmarks had a 
precision error of less than 1mm, except for the acromion (landmark D) and base of the scapula 
(landmark F) which had precision errors of 1.14 mm and 1.56 mm, respectively. 
The mean inter-observer precision error was about 1.19 mm with a range of 0.47 mm to 2.41 mm. The 
inferior angle (landmark A), infra glenoid rim (landmark B), and superior angle (landmark E) landmarks 
had precision errors of less than 1mm. The coracoid (landmark C), acromion (landmark D), and base of 
the scapula (landmark F) landmarks had a precision error above 1mm. Landmark F was the least reliable 
landmark to select with an inter-observer precision of 2.4 mm. The ICC obtained for the inter-observer 
reliability was ranked at 1.00 at a p-value of 0.05 and a 95% confidence interval for all the landmarks.  
 
Figure 4.4: Overall intra-observer precision in the selection of 6 landmarks on the scapula reference mesh 
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Figure 4.5: Overall inter-observer precision in the selection of 6 landmarks on the scapula reference mesh 
represented by the maximum distance, mean and SD. 
 
Further details on the landmark selection precision per coordinate are shown in Table 4.2, which shows 
the intra and inter-observer mean and SD of the distance of the observed position to the mean position 
per coordinate.  
Table 4.2: Intra- and inter-observer distances from the mean to the observed positions for each landmark 
Landmark Intra-observer deviations in mm 
Mean 
(SD) 
Inter-observer deviations in mm 
Mean 
(SD) 
 X Y Z Combined 
coordinate 
error 

























































































































36 | P a g e  
 
The intra-observer mean deviation still shows that most landmarks were selected with precision errors 
below 1 mm in the 𝑋, 𝑌 and 𝑍 coordinates, except for landmark F which had an error of 1.41 mm in the 
𝑋 direction. The inter-observer mean deviation shows five landmarks were selected with precision 
errors below 1mm within the 𝑋, 𝑌 and 𝑍 direction, except for landmark D, which had a high error of 
1.19 mm in the Y coordinate and landmark F, which had an error of 2.32 mm the 𝑋 coordinate.  
The global mean errors and the SD in 𝑋, 𝑌, 𝑍 and combined coordinate error E were 0.50 (0.23), 0.38 
(0.18), 0.19 (0.21) and 0.72 mm for the intra-observer deviation and 0.76 (0.40), 0.53 (0.28), 0.34 (0.17) 
and 1.13 mm for the inter-observer deviation, respectively. 
According to the precision levels in Table 4.1, the variations observed in the intra and inter-observer 
distances to the observed mean position of each landmark were within the precise range except for 
landmark F. This landmark was precisely selected according to intra-observer precision but was 
imprecisely selected across different observers. Most of the combined coordinate landmarks were 
selected with high precision and excellent reliability according to defined precision levels in Table 4.1 
and the obtained the ICC reliability value. 
4.3.4 Scapula volumetric objects 
The scapula volumetric objects are also referred to as CT volumes and are obtained from the scapula 
mesh samples. The process of obtaining volumetric objects was accomplished using the DRR renderer 
(Reyneke, 2019). Each scapula mesh sample was loaded into Scalismo and converted into binary images 
using the toBinaryImage function in Scalismo. The dimension of the 3D binary images was 207 mm x 
89 mm x 135 mm in 𝑋, 𝑌, and 𝑍, respectively. The binary 3D images had voxel spacing of (1 x 1 x 1) 
mm. All the binary 3D images were bound by the same bounding box so that they would have the same 
sizes when projected by the renderer. Each binary 3D image was saved as Neuroimaging Informatics 
Technology Initiative (NIfTI) format. The binary 3D images were converted into Hounsfield voxel 
volumes using the binaryToHU function in DRR renderer. The Hounsfield voxel volumes were also of 
dimension 207 mm x 89 mm x 135 mm in 𝑋, 𝑌, and 𝑍, respectively. The voxel spacing was maintained 
at (1 x 1 x 1) mm and the intensity range was -1024 and 2979. These volumes were saved as .NIfTI 
files for later processing into DRRs. These Hounsfield voxel volumes are referred to as CT volumes or 
volumetric objects in this report. 
4.3.5 Binary synthetic bi-planar X-ray images 
Binary synthetic bi-planar X-ray images are henceforth referred to as 2D bi-planar images. The 2D bi-
planar images were used to train the CNN model to learn the mapping of the scapula contour in the 
LAT image view given the AP view and vice versa. The synthetic X-ray images were generated by 
projecting the volumetric objects obtained in section 4.3.4 along with their annotated landmarks using 
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the DRR. To combine each volumetric object and its landmarks, the landmarks were replaced by virtual 
fiducial markers using the binaryToHU function in the DRR renderer. This function converted each 
landmark into a virtual fiducial marker of a unique Hounsfield colour value. The virtual fiducial markers 
were merged with the volumetric objects using markVolume function in the DRR renderer. Each 
volumetric object and the virtual fiducial markers (landmarks) were rendered within the same defined 
bounding box using the DRR projector function. The projector function projected the volumetric 
objects in three different projection types; orthogonal, perspective and fan-beam projection. For this 
project, the orthogonal projection was applied to the volumetric objects to generate the DRRs. The 
volumetric objects of the scapula were rendered at 00 and 900 to mimic the commonly imaged 
perspectives of the scapula in the clinical settings. Thus, the terms anterior-posterior (AP) view and 
lateral (LAT) view apply in this project to the 00 and 900 views, respectively. The peak kilovoltage 
(kVp) was set to a high value (above 5.0) to decrease the contrast of the DRRs to obtain silhouettes of 
the scapula in each view. 
The original orientation of the SSM at 00, 00 and 00 for the roll, pitch and yaw angles resulted into a 
model that was not in an erect anatomical position thus it had to be adjusted to obtain the erect position 
of the scapula samples in the body. The AP image of the scapula volumetric object was obtained by 
adjusting the roll, pitch and yaw angles of the object to 90.00, -90.00 and 0.00, respectively. This was 
followed by projection of the LAT image of the scapula volumetric object where the roll, pitch and yaw 
were 90.00, 0.00 and 0.00, respectively. The rendered images were saved in a portable network graphic 
(PNG) format with 207 x 207 pixels in size and the landmarks that were selected on the 3D mesh could 
be identified on these images.  A total of 1500 image pairs were generated to enable training of a deep 
learning model. 
The landmarks in the rendered images were detected using the detectLandmarks function in the DRR 
renderer and saved to. json files. These landmarks were the 2D landmark positions for the 3D landmarks 
that were annotated on each scapula mesh sample. These 3D landmarks were rendered along with the 
volumetric objects to enable validation of the trained U-net model performance both qualitatively and 
quantitatively. Although the images rendered were binary in nature, the super-imposed landmarks were 
rendered with colours as unique identifiers to ease the selection of corresponding points. Figure 4.6 
shows the rendered bi-planar images of the volumetric objects for the AP and the LAT view 
respectively; with the 2D landmarks of the 3D landmarks that were initially selected on the mesh.  
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Figure 4.6: Rendered bi-planar images of the volumetric objects for the anterior-posterior and the lateral 
view respectively, with the landmarks (magnified for better viewing). 
 
4.3.6 Bounding box 
A bounding box is an imaginary box that encompasses all elements of an object of interest. In this 
research, the objects encompassed by the bounding box were the scapula mesh samples and the 
volumetric objects. The bounding box was used in two different ways. The first bounding box was used 
as a reference boundary to generate a virtual calibration frame for DRR projection. The second 
bounding box was to generate a virtual calibration frame for the acquisition of transformation 
parameters for 3D point localisation using direct linear transformation (DLT) transformation. A scapula 
describing the biggest domain of the SSM was used to obtain the bounding boxes using the steps shown 
in Figure 4.7. This was to ensure that all the DRRs are projected with in the same frame to avoid 
extrapolation during 3D point localisation.  
The biggest domain was obtained by adjusting the first mode (principal component (PC1)) of the SSM 
model was adjusted to +3 standard deviation (SD) which represented the largest size variation of all the 
mesh samples in the dataset. This was followed by adjusting the second mode (PC2) to -3 (SD) which 
represented the longest height of the scapula. The resultant sample was saved as a mesh instance and 
later converted to a synthetic CT volume using the toBinaryImage function in Scalismo. 
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Figure 4.7: Steps taken to obtain the scapula SSM biggest domain. 
 
Figure 4.8 shows the steps taken to obtain the two bounding boxes after obtaining the scapula CT 
volume. 
 
Figure 4.8: Steps taken to obtain the scapula CT volume bounding boxes. 
 
To obtain the first bounding box, the generated CT volume was used to generate a bounding box using 
a Scalismo in-built function domain. This bounding box was used as a projection frame for each mesh 
sample during its conversion into a volumetric object, followed by projection into 2D bi-planar images. 
To obtain the second bounding box which was a virtual calibration frame used to calculate the projection 
transformation parameters that are required to transform 2D landmark points to their 3D representation. 
The generated CT volume for the biggest scapula mesh instance was displayed in the Scalismo user 
interface. This was followed by selecting the scene menu and checking the display bounding box button 
for its visualisation. The displayed bounding box around the scapula was landmarked for all the 8 
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corners of the cuboid. The selected landmarks were saved as .json files and rendered in the same way 
as the scapula volumetric objects to find the 2D positions of the 3D landmarks in the two image views. 
After the generation of the datasets, the next step was to implement the proposed methodology. 
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5 Contour detection of the scapula in bi-planar X-ray images 
This chapter describes how objective 1 was achieved. It is divided into two main sections. The first 
section describes experiments on the synthetic data generation in section 4.3 (see previous chapter) and 
data preparation in section 5.1. Experiment one of the first section involved training the U-net model to 
predict the scapula contour in the lateral (LAT) image given the scapula contour in the anterior-posterior 
(AP) image (AP to LAT model). Experiment two of section one was training the U-net model to predict 
the contour of the scapula in the AP image given the scapula contour in the LAT image (LAT to AP 
model). The second main section of this chapter describes testing on real image data. This involved 
obtaining of bi-planar X-ray images of the upper-torso of a cadaver, isolating the scapula by manual 
segmentation and using the segmented scapula images to test the performance of the trained U-net 
models on real data. 
5.1 Preparation of the generated dataset for training the U-net models 
Data preparation was an essential step to organise the data into a structure suitable to train the U-net 
models. In this phase, the rendered binary 2D bi-planar images of the scapula generated in section 4.3.5 
were resized to 256 x 256 pixels and converted into grayscale images using OpenCV. The data was 
resized and converted to grayscale to fit the design of U-net input layer. The processed dataset was 
made up of 1500 binary bi-planar images. The images were divided into 80% training set and 20% test 
set (Newman, 2005). The training set was further split into training and validation sets in a ratio of 80% 
and 20%, respectively. The validation and test sets are also known as the evaluation sets in this research 
project. 
5.2 U-net model training  
The U-net CNN model described in section 3.5.2 was trained to learn the mapping of the scapula contour 
in the LAT image view given the AP image view and vice versa. Two experiments were conducted as 
shown in Figure 5.1. 
 
Figure 5.1: Overview of model training experiments. 
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Table 5.1 shows the dataset used in objective one for model training and evaluation  
Table 5.1: Dataset used for Training and evaluating the models 
Model Training and testing images Evaluation images 
 Training Dataset (80%) - 
1200 image pairs 
 
Test set (20%) - 











LAT to AP 







AP to LAT 







5.2.1 Experiment one: AP to LAT model 
The AP to LAT U-net model was trained to predict the contour of the scapula in the LAT image given 
the scapula contour in the AP image. The training set had inputs and labels totalling 1200 image pairs. 
The binary AP images were the input training set and the corresponding binary LAT images were the 
labels in the training set. The test set was made up of 300 (20% of the total training data) binary AP 
images only. The LAT images corresponding AP test images were used at a later stage as the ground-
truth images to evaluate the predicted result from the trained U-net model. The U-net model was 
implemented using the Keras with a TensorFlow backend along with numerous dependencies such as 
NumPy, OpenCV, and SciPy in Python 3. The architecture of the model had an input size of 256 x 256 
and each layer had a rectified linear unit (ReLU) activation function, except for the output layer which 
had a sigmoid activation function. The output layer also had an output size of 256 x 256. The size of 
the output and input was maintained by padding each convolutional layer. This model used a binary 
cross-entropy loss function, sigmoid activation function and an Adam optimizer with a learning rate of 
0.0004. The model was trained using binary AP images to predict the binary LAT images with a batch 
size of one image for 50 epochs.  
The trained model was saved and used to predict the scapula contour in LAT images given the scapula 
contour in the AP test images.  
5.2.2 Experiment two: LAT to AP model 
The model training process for experiment one of this chapter was repeated using the same training-
evaluation dataset ratio, with the LAT images as the input and the corresponding AP images as the 
labels for the training process. The model in this experiment was trained to predict the scapula contour 
in the AP image given the scapula LAT image. The architecture of this model was set up in the same 
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way as the one for experiment one. The model was also trained with a batch size of one image for 50 
epochs. The trained model was saved and used to predict the scapula contour in AP images given the 
scapula contour in the test LAT images.  
5.2.3 Evaluation of predicted contours  
The scapula contour images predicted by the U-net trained model were evaluated against their 
corresponding ground-truth images for both experiments. Two evaluation metrics were used, namely 
the Dice coefficient and landmark distance error. 
Dice coefficient was applied to measure the similarity between the two images (predicted and ground-
truth) by comparing pixels in the images to ascertain the ratio of the true-positive (TP) pixels, false-
positive (FP) pixels, and false-negative (FN) pixels as shown by equation (3.26).  
Landmark distance error was used to evaluate the position of the landmarks in the predicted images 
relative to the landmarks in the ground-truth images. The landmark distance error method described in 
section 3.6.1 was used. To evaluate the relative position of the fiducial markers in the predicted images, 
a sub-set of 30 images were randomly selected from the predicted images. The landmark points in the 
selected predicted images were required. The landmark point positions in the images predicted by U-
net model were extracted using a landmarking software with an interactive graphical user interface 
(GUI), Landmark-clicker, based on Scalismo (https://github.com/unibas-gravis/landmarks-clicker). 
The software was used to select the landmark points in the images and return their pixel coordinate 
position. The landmarks in the predicted images were selected and saved to a .json file. These landmarks 
were compared to the landmarks of the ground-truth images and the distance error calculated using 
equations (3.27) - (3.30) for the 6 landmarks.  
5.2.4 Results: AP to LAT model 
The AP to LAT model training was evaluated using a binary cross-entropy metric. This metric resulted 
in training and validation accuracy of 99.5% and 98.4%, respectively. Figure 5.2 indicates the trend of 
the training and validation accuracy per epoch.  
The training took approximately 307 milliseconds per step, 295 seconds per epoch and 246 minutes for 
50 epochs which amounted to approximately 4.1 hours for the training.  
The testing took 72 milliseconds per step. The average Dice coefficient of the 300 predicted images 
was 0.926 with a SD of 0.024 and a range of 0.959 to 0.776. 
 
44 | P a g e  
 
 
Figure 5.2: Training and validation accuracy per epoch. 
 
Figure 5.3 shows the best and worst Dice coefficient (Dice) values of the predicted scapula contour 
LAT images and the corresponding ground-truth image on the left of the prediction. 
 
Figure 5.3: The ground-truth images of the best and worst predicted lateral images. 
 
The global mean landmark error for the 𝑒𝑥, 𝑒𝑦 and, combined coordinate resultant error, 𝑒 were 1.64, 
1.37 and 2.31 pixels, respectively. The results shown in Table 5.2 include the mean distance errors, 𝑒𝑥 
and 𝑒𝑦 and their SD obtained per landmark coordinate, the combined coordinate resultant error 𝑒𝑖 and 
the mean resultant error, 𝑒. 
The training was stopped at 50 epochs as the validation accuracy had flattened. However, according to 
the overall trend, after 15 epochs the additional training epochs had little effect on the accuracy. The 
results suggest that the U-net model can learn the mapping of the LAT image given the AP image. 
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Table 5.2: Landmark errors for predicted lateral images from the AP to LAT model in pixels. 
Predicted LAT 
landmarks 
Error, ex (SD) 
[𝒑𝒙] 
Error, ey (SD) 
[𝒑𝒙] 
Resultant error, ei 
[𝒑𝒙] 
A 1.76 (0.99) 1.06 (0.79) 2.22 
B 1.38 (0.80) 1.04 (0.66) 1.87 
C 2.02 (0.75) 1.43 (1.18) 2.67 
D 1.47 (0.91) 1.31 (0.80) 2.15 
E 1.81 (0.86) 1.63 (0.79) 2.56 
F 1.43 (0.76) 1.75 (0.75) 2.38 
Global mean (SD) 1.64 (0.84) 1.37 (0.83) 2.31  
 
5.2.5 LAT to LAT model 
In this section the U-net model was used to predict the scapula from the full grayscale LAT image and 
the results compared to the AP to LAT model predictions in 5.2.4. To train the LAT to LAT model the 
scapula volumetric objects obtained in section 4.3.4 were projected according to the steps taken in 
section 4.3.5 to obtain the binary synthetic bi-planar images. However, peak kilovoltage (kVp) was set 
to a low value (2.0) to increase the contrast of the digitally reconstructed radiograph (DRR) in order to 
obtain full-grayscale intensities of the scapula in each view. Figure 5.4 shows scapula images of the full 
grayscale and the binary LAT projections. 
 
Figure 5.4: Generated training dataset for training the U-net segmentation model. 
 
The generated data were processed following the steps taken in section 5.1. The processed images 
combined with the corresponding images from the dataset generated in section 4.3.5 were used to create 
the LAT to LAT model training dataset. The full-intensity LAT images were paired with the 
corresponding binary scapula LAT images generated from the same mesh sample. The training set had 
inputs and their labels totalling up 1200 image pairs (80% of the total dataset). The full-grayscale 
intensity LAT images were the input training set and corresponding binary LAT images were the labels 
in the training set. The validation set consisted of 20% of the training set. Lastly, the test set (20% of 
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the total training set) was made up of 300 LAT full-grayscale intensity images only. The binary LAT 
images corresponding the full-grayscale intensity test images were later used as the ground-truth images 
to evaluate the predicted result from the trained U-net model. The LAT to LAT model was implemented 
in the same way as the model implemented in section 5.2.1 and section 5.2.2 except that the model in 
this section was trained to predict binary LAT images given full grayscale LAT images. The training 
process had a batch size of one image for 5 epochs to obtain the best results.  
The trained model was saved and used to predict the scapula contour in LAT images given the LAT 
full-grayscale intensity test images.  
5.2.6 Results: LAT to LAT model  
The trained model was evaluated using a binary cross-entropy function. This metric resulted into 
training and validation accuracy of 99.9% and 99.7%, respectively. The training took approximately 
304 milliseconds per step, 346 seconds per epoch and 28.8 minutes for 5 epochs which amounted to 
approximately 0.48 hours for the training. 
The scapula contour in the LAT images predicted by the U-net trained model were evaluated against 
their corresponding ground-truth LAT images by using two evaluation metrics used to evaluate the 
models in section 5.2.3. The average Dice coefficient of 300 predicted images was 0.982 with a SD of 
0.003 and a range of 0.987 and 0.969. The average landmark distance error ex, ey and e were 0.50, 0.48 
and 0.78 pixels. The detailed results shown in the Table 5.3 include the mean distance errors, ex and ey 
and their SD obtained per coordinate, the combined coordinate resultant error 𝑒𝑖 and the average 
resultant error, 𝑒.  
Table 5.3: Landmark errors for predicted lateral images from the LAT to LAT model in pixels. 
Segmented LAT 
landmarks 
Error, ex (SD) 
[𝒑𝒙] 




A 0.55 (0.38) 0.41 (0.28) 0.75 
B 0.34 (0.25) 0.27 (0.18) 0.48 
C 0.38 (0.33) 0.47 (0.43) 0.66 
D 0.32 (0.32) 0.43 (0.37) 0.59 
E 0.71 (0.92) 0.68 (0.76) 1.14 
F 0.70 (0.56) 0.60 (0.39) 1.02 
Global mean (SD) 0.50 (0.46) 0.48 (0.40) 0.78  
 
However, a comparison of the LAT to LAT model results in section 5.2.6 to the AP to LAT model in 
section 5.2.4, U-net model performs the scapula prediction task with higher accuracy given the same 
dataset used. When this model was trained to predict the LAT scapula images from the LAT full-
grayscale intensity images, the average Dice coefficient of 300 predicted images was 0.982 which is 
higher compared to 0.926 obtained from the AP to LAT model. Besides, the average landmark errors 
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for this model were 0.50, 0.48, and 0.78 pixels which are very small compared to 1.64, 1.37, and 2.31 
pixels for the ex, ey, and resultant error, 𝑒, respectively. These results show that the AP to LAT model 
would require fine-tuning of parameters to achieve a higher accuracy for a mapping task especially due 
to the presence of pixels that are hard to classify. The difficulty in pixel classification is due to the label 
(LAT) and area of interest in the input (AP) images not having an intersection over union of 1 when 
super-imposed on to each other as it for most image prediction tasks. 
5.2.7 Results: LAT to AP model 
The LAT to AP model training was also evaluated using a binary cross-entropy metric. This metric 
resulted in training and validation accuracy of 99.4% and 98.1%, respectively. Figure 5.5 shows the 
trend of the training and validation accuracy per epoch.  
 
Figure 5.5: Training and validation accuracy per epoch. 
 
The training took approximately 308 milliseconds per step, 296 seconds per epoch and 247 minutes for 
50 epochs which amounted to approximately 4.1 hours for the training. The testing took 72 milliseconds 
per step. The average Dice coefficient of the 300 predicted images was 0.964 with a SD of 0.01 and a 
range of 0.981 and 0.922. Figure 5.6 shows the best and worst Dice coefficient (Dice) values of the 
predicted scapula contour AP images and with the corresponding ground-truth images to the left of each 
prediction. 
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Figure 5.6: The best and worst predicted AP images and their ground-truth images. 
 
The average landmark error for the 𝑒𝑥, 𝑒𝑦 and combined coordinate resultant error, 𝑒 was 1.69, 1.24 
and 2.25 pixels, respectively. The results shown in Table 5.4 include the mean distance errors, 𝑒𝑥 and  
𝑒𝑦, SD per landmark coordinate, the combined coordinate resultant error 𝑒𝑖 and the average resultant 
error, 𝑒. All results were calculated using equations (3.27) - (3.30) in section 3.6.1 of the theoretical 
review. 




Error, ex (SD) 
[𝒑𝒙] 
Error, ey (SD) 
[𝒑𝒙] 
Resultant error, ei 
[𝒑𝒙] 
A 1.69 (0.79) 1.49 (0.92) 2.38 
B 1.57 (0.84) 0.96 (0.62) 1.94 
C 1.81 (0.86) 1.95 (1.02) 2.78 
D 1.43 (0.89) 1.05 (0.66) 1.93 
E 1.98 (1.05) 0.84 (0.71) 2.28 
F 1.68 (0.93) 1.18 (0.86) 2.20 
Global mean (SD) 1.69 (0.89) 1.24 (0.80) 2.25  
 
The training was stopped at 50 epochs as the validation accuracy had flattened. However, the training 
should have also been stopped at 15 epochs started since increasing the epochs had little effect on the 
training results.  
5.2.8 AP to AP model 
The procedure in section 5.2.5 was repeated with full-grayscale AP images as the inputs and the 
corresponding binary AP images as the labels in the training set. Figure 5.7 shows scapula images of 
the full grayscale and the binary AP projections. 
 
49 | P a g e  
 
 
Figure 5.7: Generated training data for training the U-net segmentation model. 
 
The trained model was saved and used to predict the scapula contour in AP images given the scapula 
contour in the full grayscale intensity test images.  
5.2.9 Results: AP to AP model  
The trained model had a binary cross-entropy accuracy of 0.998 and 0.996 for training and validation 
accuracy, respectively. The training took approximately 305 milliseconds per step, 346 seconds per 
epoch and 28.8 minutes for 5 epochs which amounted to approximately 0.48 hours for the training. 
The scapula contour AP images predicted by the U-net trained model were evaluated against their 
corresponding ground-truth AP images by using two evaluation metrics used to evaluate the models in 
section 5.2.3. The average Dice coefficient of 300 predicted images was 0.988 with a SD of 0.002 and 
a range of 0.991 and 0.972. The average landmark distance errors 𝑒𝑥, 𝑒𝑦 and 𝑒 were 0.59, 0.61 and 0.93 
pixels (𝑝𝑥). The results shown in Table 5.5 include the mean distance errors, 𝑒𝑥 and 𝑒𝑦 and the SD 
obtained per coordinate, the combined coordinate resultant error, 𝑒𝑖 and the average resultant error, 𝑒. 
Table 5.5: Landmark errors for predicted anterior-posterior images from the AP to AP model in pixels. 
Segmented AP 
landmarks 
Error, ex (SD) 
[𝒑𝒙] 




A 0.81 (0.60) 0.79 (0.42) 1.19 
B 0.42 (0.40) 0.48 (0.39) 0.72 
C 0.85 (0.58) 0.52 (0.42) 1.06 
D 0.46 (0.39) 0.62 (0.34) 0.84 
E 0.53 (0.45) 0.38 (0.32) 0.72 
F 0.47 (0.43) 0.45 (0.32) 0.72 
Global mean (SD) 0.59 (0.48) 0.54 (0.37) 0.87 
 
Comparing the results of AP to AP model to the results of the LAT to AP model shown in section 5.2.7; 
results indicate that the U-net model performs the AP prediction task in the AP to AP model with a 
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higher accuracy given the same dataset. The AP to AP model predictions had an average Dice 
coefficient of 0.988 which is higher than 0.964 obtained for the LAT to AP model. Furthermore, the 
average landmark errors for the AP to AP model were 0.59, 0.54 and 0.87 pixels which more accurate 
when compared to 1.69, 1.24 and 2.25 pixels for the LAT to AP model for the ex, ey, and resultant error, 
e, respectively. These results show that although the U-net model can perform the mapping between the 
binary images, the model would require fine-tuning to obtain higher accuracy for a mapping task.  
5.3 Testing trained U-net models with real data  
This section shows the performance of the trained U-net models on real cadaveric X-ray data of the 
upper-torso. Ethical approval was acquired from the University of Cape Town research ethics 
committee to use the bi-planar X-ray images of the upper-torso of a cadaver collected as part of previous 
research (Wasswa, 2016). This image pair was used to test the ability of the trained U-net model to 
generalize on real data. However, before testing the trained U-net models, the image pair was manually 
segmented to obtain the scapula silhouette in both the AP and LAT views, because the U-net models 
had been trained on binary images of an isolated scapula. The segmented AP image was used to predict 
the LAT image and vice versa. 
5.3.1 Results  
The model predictions gave a Dice coefficient of 0.248 and 0.006 for the predicted AP and LAT images, 
respectively. Figure 5.8 shows the AP and LAT segmentations and the corresponding predicted images, 
respectively. 
 
Figure 5.8: Scapula segmented AP, predicted AP, segmented LAT and the predicted LAT, and their Dice 
coefficient values. 
 
As shown in Figure 5.8 the model did not perform as expected on the segmented images. Several reasons 
could explain the inability of the trained models to generalize to the segmented scapula images. One 
reason might be poor manual segmentation of the bi-planar X-ray images, due to poor visual 
identification of the scapula in the X-ray image pair. Another reason for the poor results may be that 
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the models had been trained on images with smooth scapula contours as shown in Figure 4.6, while the 
manually segmented contours were not smooth. Finally, although the position of the scapula in the 
image should not affect the results, the difference in relative orientation and shape of the scapula itself 
compared to the scapula in the images used to train the model could be another reason for the poor 
results obtained. The real bi-planar X-ray images were obtained at 00 and 750 for the AP and LAT views, 
respectively, while the synthetic data were projected at 00 and 900 for the AP and LAT views, 
respectively. 
5.4 Conclusion 
Although the Dice coefficient of the LAT to LAT and AP to AP models were higher than that of the 
models trained to learn the mapping between AP and LAT images of the scapula, all the models had 
high Dice coefficient values above 0.92. These results are similar to those found in previous work done 
using U-net, for example, Shvets et al. (2018) trained the U-net model for angiodysplasia detection and 
localization with 1200 images and obtained a Dice coefficient value of 0.831 (Shvets et al., 2018). 
Livne et al. (2019) achieved a Dice coefficient value of approximately 0.891 with training on 81,000 
image patches for segmentation of the vessels in cerebrovascular disease affected patients (Livne et al., 
2019). These results show the robustness of the U-net model to perform accurately given different image 
prediction tasks. 
The U-net model performs image prediction tasks with intersection over union between the input and 
the labelled area of interest of 1 with higher accuracy which is the main reason it has been implemented 
for different medical image segmentation tasks (Andersson et al., 2019; Livne et al., 2019; Ronneberger 
et al., 2015; Shvets et al., 2018). However, the results obtained also show that the model can also learn 
the AP to LAT mapping and vice versa. The LAT to AP model slightly outperformed the AP to LAT 
model but both models did not generalise to real data; this might be attributable to poor manual 
segmentation of the scapula in real images, differences in contour smoothness between real and 
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6 Three-dimensional reconstruction of bi-planar X-ray images 
using embedded corresponding landmarks 
This chapter describes the use of landmark-constrained statistical shape model (SSM) fitting to 
reconstruct scapulae to 3D. The landmarks used are the set of corresponding landmarks on the predicted 
contours from the previous chapter. Specifically, the chapter highlights two experiments. Experiment 
one focuses on three-dimensional (3D) landmark localisation using the direct linear transformation 
(DLT). Experiment two focuses on 3D scapula mesh reconstruction by constraining the shape model 
using the reconstructed 3D landmarks. 
6.1 Experiment one: 3D projective transformation 
The DLT was used for 3D landmark localisation of the detected 2D landmarks from the images 
predicted by the U-net model whose landmarks were evaluated in Table 5.2 and Table 5.4. 
6.1.1 Calculation of transformation parameters using the calibration frame 
The transformation parameters required to transform the 2D landmarks obtained from the images 
predicted using the U-net model, were calculated. The transformation parameters were obtained through 
use of a virtual calibration frame. The virtual calibration frame was designed using the second bounding 
box and its 2D projections as described in section 4.3.6. 
Given the DLT equations (3.4) that define the mapping of 2D points to 3D space in section 3.4.1, the 
transformation parameters for the first image view were obtained by simplifying 𝑢 and 𝑣 in equation 
(3.4) to equations (3.5) and (3.6), respectively. Equations (3.5) and (3.6) are expressed in matrix form 
to obtain equation (3.9). Given eight control points (points with known 3D and 2D points of the 
bounding box), the first image view calibration parameters (𝐿𝑖𝑗) were obtained using equation (3.12). 
This procedure was repeated to obtain the calibration parameters (𝐿𝑖𝑗
𝑖 ) of the second view. 
Given equation (6.1) the pseudo-inverse of the calculated transformation parameters from equation 
(3.10) was used to transform the 2D corresponding landmark points in the bi-planar images to 3D points. 








𝑢𝑖  −  𝐿14
𝑖










𝐿11 − 𝐿31𝑢 𝐿12 − 𝐿32𝑢 𝐿13 − 𝐿33𝑢
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 If the matrix on the left is denoted as 𝑈𝑉 and the first matrix on the right as 𝐶, equation (6.1) can be 
written as: 










]  =  𝑈𝑉 ∗  𝑝𝑖𝑛𝑣 (𝐶) (6.3) 
The calculated transformation parameters were evaluated using control and test point reconstruction as 
shown in previous studies (Chimhundu et al., 2014; Douglas et al., 2004; Wasswa, 2016).  
Control points were used to test the mathematical correctness of the formula used. In this case, the 
projected 2D landmark points of the bounding box and the calculated transformation parameters were 
used to reconstruct the 3D landmark points (𝑋𝑟𝑖, 𝑌𝑟𝑖, and 𝑍𝑟𝑖). The reconstructed 3D landmark points 
were compared to the known 3D landmarks points (𝑋𝑖, 𝑌𝑖, and 𝑍𝑖) of the bounding box that were used 
to calculate the transformation parameters. 
After ascertaining the mathematical correctness of the method used to obtain the transformation 
parameters, which were used to obtain the unknown 3D coordinates (𝑋𝑟𝑖, 𝑌𝑟𝑖, and 𝑍𝑟𝑖) of the 2D 
landmarks in the predicted images, in test point reconstruction to evaluate the calculated transformation 
parameters used. 
Given the transformation parameters (𝐶) calculated using the bounding box, the extracted 2D landmarks 
from predicted lateral (LAT) image (𝑢′, 𝑣′) in section 5.2.3 and section 5.2.4 and their corresponding 
anterior-posterior (AP) test image landmark points (𝑢, 𝑣), the 3D landmark points were calculated using 
equation (6.3). The reconstructed 3D landmark points were compared to the ground-truth 3D landmark 
points that were initially annotated on each mesh sample. Reconstruction errors 𝐸𝑥, 𝐸𝑦, 𝐸𝑧, and 𝐸 were 
calculated using equations (3.31) - (3.35) to find the landmark reconstruction error. This procedure was 
repeated for the 2D points of the AP predicted images extracted in section 5.2.7 and the corresponding 
LAT test images to find their 3D coordinate points. 
6.1.2 Results: 3D projective transformation  
The average reconstruction errors for eight control points were 0.35 mm, 0.64 mm, 0.72 mm and 1.16 
mm for 𝐸𝑥, 𝐸𝑦, 𝐸𝑧, and 𝐸, respectively. Table 6.1 shows the detailed control point reconstruction errors 
per reconstructed point. 
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Resultant error, Ei 
[𝒎𝒎] 
1 0.11 0.05 0.61 0.62 
2 0.37 0.03 0.61 0.71 
3 0.83 0.05 0.46 0.95 
4 0.56 0.06 0.46 0.72 
5 0.16 1.20 0.98 1.56 
6 0.44 1.24 0.96 1.63 
7 0.04 1.28 0.83 1.53 
8 0.30 1.25 0.84 1.54 
Global mean (SD) 0.35 (0.24) 0.64 (0.60) 0.72 (0.20) 1.16 (0.42) 
 
The control points and the resultant 3D localized points of the bounding box are shown in Table 6.2. 
Table 6.2: Selected 3D control points on the bounding box and their corresponding reconstructed points 
in mm 
Selected points on 
bounding box 𝑿𝒊 𝒀𝒊 𝒁𝒊 𝑿𝒓𝒊 𝒀𝒓𝒊 𝒁𝒓𝒊 
1 -216.44 -151.11 -1833.06 -216.21 -152.58 -1833.39 
2 -216.60 -151.82 -1698.06 -216.81 -150.43 -1698.19 
3 -8.60 -150.38 -1832.93 -8.63 -149.19 -1832.70 
4 -9.85 -142.35 -1699.00 -9.84 -143.54 -1698.72 
5 -216.55 -61.00 -1697.87 -216.38 -61.21 -1697.72 
6 -215.58 -61.00 -1832.42 -215.77 -60.71 -1832.08 
7 -7.83 -61.00 -1698.86 -7.83 -61.02 -1699.16 
8 -6.28 -61.00 -1833.42 -6.27 -61.00 -1833.64 
 
The reconstruction of the 2D test points extracted from the predicted LAT images in section 5.2.4 and 
the corresponding AP test images resulted in average reconstruction errors of 0.83 mm, 1.40 mm, 0.67 
mm and 1.99 mm for 𝐸𝑥, 𝐸𝑦, 𝐸𝑧, and 𝐸, respectively. In addition, the reconstruction of the 2D points 
extracted from the predicted AP images in section 5.2.7 and the corresponding LAT test images resulted 
in average reconstruction errors of 0.93 mm, 1.26 mm, 0.89 mm and 1.96 mm for 𝐸𝑥, 𝐸𝑦, 𝐸𝑧, and 𝐸, 
respectively. The details of the errors and SD per landmark 𝐸𝑥, 𝐸𝑦, 𝐸𝑧 and 𝐸 for the AP to LAT and 
LAT to AP models are shown in Table 6.3 and Table 6.4, respectively. 
Table 6.3 shows the reconstruction error obtained after 3D point localisation of the test points extracted 
from the predicted LAT images. 
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Table 6.3: 3D localized landmarks extracted from the 30 LAT predicted images and the corresponding 
AP test images in mm 
Landmarks Error, Ex Error, Ey Error, Ez Resultant error, Ei 
A 1.20 (0.51) 1.48 (0.60) 0.56 (0.38) 2.11 
B 0.54 (0.39) 1.62 (1.31) 0.75 (0.49) 2.03 
C 1.05 (0.57) 1.38 (1.07) 0.35 (0.24) 1.94 
D 0.90 (0.56) 1.13 (0.65) 0.97 (0.60) 1.98 
E 0.51 (0.44) 1.74 (1.26) 0.44 (0.30) 2.03 
F 0.81 (0.59) 1.08 (0.64) 0.98 (0.51) 1.86 
Global mean (SD) 0.83 (0.51) 1.40 (0.92) 0.67 (0.42) 1.99 
 
Table 6.4 shows the reconstruction error obtained after 3D point localisation of the test points extracted 
from the predicted AP images. 
Table 6.4: 3D localized landmarks extracted from the 30 AP predicted images and the corresponding 
LAT test images in mm 
Landmarks Error, Ex Error, Ey Error, Ez Resultant error, Ei 
A 1.09 (0.51) 1.60 (0.41) 0.75 (0.47) 2.16 
B 0.51 (0.35) 1.62 (0.28) 0.92 (0.55) 2.02 
C 0.98 (0.48) 1.44 (0.45) 0.98 (0.49) 2.09 
D 1.06 (0.44) 0.93 (0.47) 0.94 (0.56) 1.85 
E 0.81 (0.55) 1.29 (0.62) 1.02 (0.48) 2.01 
F 1.14 (0.49) 0.67 (0.34) 0.76 (0.38) 1.62 
Global mean (SD) 0.93 (0.42) 1.26 (0.43) 0.89 (0.49) 1.96 
 
The average control point reconstruction errors obtained from the eight control points of 0.35 mm, 0.64 
mm and, 0.72 mm are acceptable when compared to 0.37, 0.25, 0.42 mm reconstruction errors in the 
X, Y, and Z directions obtained by Douglas et al. (2004) for a 16-control point system.  
The average test point reconstruction error obtained from the predicted LAT images and the 
corresponding AP test images of 0.83 mm, 1.40 mm and, 0.67 mm and those obtained from the predicted 
AP images and the corresponding LAT test images of 0.93 mm, 1.26 mm and, 0.89 mm in the 𝑋, 𝑌, and 
𝑍 direction are also comparable to the 0.34 mm, 0.29 mm and 0.39 mm nine test points reconstructed 
using a 16 control point system at 900 separation angle in the 𝑋, 𝑌, and 𝑍 directions, respectively. The 
difference in error especially in the 𝑌 and 𝑍 coordinates is attributed to the orthogonal image projection 
which makes it difficult to estimate the depth of the structure of interest. 
The next step was to use the 3D localized landmark points to predict the most likely mesh 
reconstruction. 
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6.2 Experiment two: 3D model approximation 
This phase involved 3D scapula mesh reconstruction using the localized 3D landmark points in section 
6.1 and then validation of the reconstructed meshes. 
After calculating the 3D object points using the transformation parameters of the bounding box, the 
next step was to reconstruct meshes using the reference landmarks of the validated scapula SSM and 
the localized 3D landmarks. The 60 sets (30 sets from Table 6.3 and 30 sets from Table 6.4) of localized 
3D landmark in experiment one of this chapter were used. Each set of the localized 3D landmark points 
used to constrain the SSM. 
To constrain the SSM, a single set of localized landmarks (target points) in section 6.1.2 and the model 
reference landmarks obtained in section 4.3.2 were loaded into Scalismo. The best transformation of 
the reference points to the target points was calculated using the rigid3DLandmarkRegistration function 
in Scalismo. This function translates the reference landmarks into the coordinate system of the target 
landmarks by rigid transformation. After rigid transformation, the iterative closest point (ICP) method 
(Besl & McKay, 1992) was applied to find the nearest point from the reference points to the target 
points on the model using findClosestPoint function in Scalismo. The resultant points were the best 
transform of the reference to the target points, resulting in a posterior distribution (posterior model). 
The posterior model is the most likely distribution that describes the target mesh. This process is referred 
to as model constraining. After constraining the model, the mean of the predicted posterior model was 
saved as the most likely mesh reconstruction. 
This process was repeated with 3 landmarks and 6 landmarks for all the localized 3D points in section 
6.1.2. The 6 landmarks were those described in section 4.3.2, while the 3 landmarks were the points 
indicated in previous work as the only visible corresponding points on the scapula in both the AP and 
LAT bi-planar X-ray images of the upper-torso of a cadaver (Mutsvangwa et al., 2017). After obtaining 
all the meshes, the next step was to evaluate the mesh reconstructions against the ground-truth meshes 
for each pair of bi-planar images generated in section 4.3.2. 
6.2.1 Evaluation of the reconstructed scapula mesh 
The metrics including Hausdorff distance, modified Hausdorff distance and average distance for 3D 
mesh evaluation described in section 3.6.2 were used to evaluate the reconstructed meshes against their 
ground-truth meshes. Hausdorff distance finds the closest point between two mesh surfaces and returns 
the maximum distance between them. This measures how far the closest point in one set is located to 
another point in the other set. Modified Hausdorff distance finds the average of the maximum distances 
between the closest point in one set to another point in the other set. The average distance gives the 
mean of the shortest distance between two mesh surface points. For all these evaluation metrics, a better 
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reconstruction is indicated by a smaller the distance between the ground-truth and the reconstructed 
mesh. 
 The metrics are also in-built parts of the mesh evaluation functions in Scalismo. The evaluation process 
was as follows. The ground-truth mesh and reconstructed mesh were loaded in Scalismo and the mesh 
evaluation metrics applied to the two mesh surfaces for comparison. This process was repeated for all 
the reconstructed meshes. 
6.2.2 Results 
 
Figure 6.1 shows the ground-truth mesh sample referred to as mesh 1, mesh 2 reconstructed using 6 
corresponding landmarks, mesh 3 reconstructed using 3 corresponding landmark points and mesh 2 
aligned to mesh 1, mesh 3 aligned to mesh 1, and lastly the meshes 2 and 3 aligned to mesh 1. 
 
Figure 6.1: Ground-truth mesh sample (mesh 1), mesh 2 reconstructed from 6 corresponding landmarks, 
mesh 3 reconstructed from 3 corresponding landmarks, and meshes 2 and 3 aligned to mesh 1. 
 
The results shown in the Table 6.5 are average results of the 30 reconstructed meshes for the LAT and 
AP predicted images with 3 and 6 landmarks, respectively. 
















3 17.29 3.51 3.23 
6 8.87 1.94 1.79 
Predicted LAT 
 
3 14.78 3.05 3.21 
6 8.30 1.82 1.64 
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The results shown in Table 6.6 are the average results of all the 60 reconstructed meshes comprising of 
the 30 reconstructed meshes from the predicted LAT images of AP to LAT model and 30 reconstructed 
meshes from the predicted AP images of LAT to AP model obtained using 3 and 6 landmarks, 
respectively. 










3 landmarks 16.04 3.28 3.22 
6 landmarks 8.59 1.88 1.72 
 
The surface-to-surface distances shown in Table 6.5 and Table 6.6 indicate that the reconstructed 
meshes were different from the ground-truth. The reconstructed scapula meshes with 3 landmarks had 
a higher average surface-to-surface distance of 3.22 mm compared to the 1.72 mm of the meshes 
reconstructed with 6 landmarks. In comparison, Mutsvangwa et al. (2017) obtained average surface-to-
surface errors of 3.20 mm and 2.46 mm for 3 and 16 landmarks, respectively, for a reconstructed mesh 
within the training dataset of the SSM (Mutsvangwa et al., 2017).  
6.3 Conclusion 
The results from both studies show a positive relationship between the number of corresponding 
landmarks used for 3D reconstruction and the average surface-to-surface distance between the reference 
and the target. However, it is difficult to locate corresponding landmarks even for this case without 
interference from super-positioned structures on the scapula. Thus, the need to investigate the use of 
matching landmarks on the contour of the scapula to obtain more accurate patient-specific 3D 
reconstruction of bi-planar X-rays using the landmark-constrained model fitting method. 
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7 Three-dimensional reconstruction of bi-planar X-ray images 
using matching points from the scapula contour 
This chapter describes steps carried out to reconstruct the scapula meshes using matching points 
selected from the scapula contour in bi-planar images. Figure 7.1 shows the steps taken to reconstruct 
the bi-planar X-ray images using matching points from the scapula contour. 
 
Figure 7.1: Steps taken for 3D reconstruction of the bi-planar X-ray images using matching points from 
the scapula contour. 
 
7.1 Selection of 2D points from the scapula contour  
The scapula statistical shape model (SSM) reference mesh was manually annotated with landmarks 
along the entire scapula outline. These landmarks included the all the 16 reproducible scapula 
landmarks in section 4.3.2 (Borotikar et al., 2015; Ohl et al., 2010). The mesh was converted into a 
volumetric object and projected with its landmarks using the digitally reconstructed radiograph (DRR) 
renderer (Reyneke, 2019). Figure 7.2 shows the SSM reference mesh manually annotated with points 
on its outline and the corresponding AP and LAT projections. 
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Figure 7.2: SSM reference mesh manually annotated with points on its outline and the corresponding AP 
and LAT projections. 
 
The projected bi-planar images shown in Figure 7.2 were used to aid the selection of 8 points that are 
located on the contour of both anterior-posterior (AP) and lateral (LAT) images. Eight points were 
selected to obtain more points than the 6 corresponding landmarks used in section 6 for three-
dimensional scapula reconstruction. After obtaining matching point on the contour of both the AP and 
LAT images, five meshes were randomly selected from the ground-truth meshes used in section 6.2.1. 
The meshes were automatically annotated with the same points selected on the reference mesh using 
the findClosestPoint function in Scalismo. This was followed by projection of the annotated meshes to 
obtain the AP and LAT images similar to those shown in Figure 7.2. The projected bi-planar images 
were used to aid the selection of 8 matching points that are located on the contour of both AP and LAT 
images. 
However, to avoid mismatch of landmarks each mesh was projected with only the 8 matching points 
on the contour of both images. Epipolar lines were automatically generated from the selected points on 
the contour of the AP image to locate the corresponding points in the LAT image. The epipolar line that 
passes through a point in one image given the selected matching point in the other image is determined 
using a fundamental matrix for an uncalibrated scene. Given two images with corresponding points 𝑥 
and 𝑥′ these points are found on epipolar lines (𝑙 and 𝑙′) and they are joined by an epipolar plane to their 
corresponding 3D point in space. This relation between matching points in stereo images is defined 
using epipolar geometry. Epipolar geometry helped reduce the search space for the corresponding 
landmarks to only one direction. The fundamental matrix can be calculated given at least eight matching 
points from stereo images using the 8-point algorithm shown in equation (3.17). 
However, to calculate the fundamental matrix using the 8-point algorithm, at least 8 points are required 
to obtain a good estimate of the fundamental matrix. A MATLAB graphical user interface (GUI) was 
used to manually select 8 matching points from the stereo images. To estimate the fundamental matrix 
the least squares solution is obtained using singular value decomposition (SVD) of matrix W in the 
 
61 | P a g e  
 
equation (3.17) which relates the matching points. After the estimation of the fundamental matrix, any 
point selected on the left image would generate an epipolar line on the left image using equation (7.1). 
  
𝑙 =  𝐹 𝑥′ 
𝑙′ =  𝐹𝑇𝑥 
(7.1) 
where l is the epipolar line associated with point x′ and l′ is the epipolar line associated with point x, F 
is the fundamental matrix and FT is the transpose of the fundamental matrix. 
The generated epipolar line is the line joining the clicked point in the left image and its epipole in the 
right image. Figure 7.3 shows epipolar lines in the AP image going through the LAT image. 
 
Figure 7.3: Epipolar lines in the AP image going through the LAT image. 
 
This process was repeated replacing the projected LAT (right) image in Figure 7.3 with the image 
predicted by U-net model. A Sobel filter was applied to the predicted image to extract the scapula 
contour from the image. This was followed by the location of the points that are found on the contour 
using epipolar lines. Figure 7.4 shows the projected AP image with selected points found on the outline 
of the scapula used to aid the location of the matching points on the LAT image using epipolar lines 
and vice versa. 
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Figure 7.4: Location of corresponding points that are found on the contour in both AP and LAT images 
using epipolar lines. 
 
The selected points that were located on the contour of the projected images in Figure 7.4 were used to 
locate the corresponding points in the predicted images to obtain the matching points on the contour. 
The points on the contour that coincided with the epipolar lines were selected as the corresponding 
points between the image pair. The extracted 2D points were saved as JavaScript Object Notation (.json) 
files. This process was repeated for 10 randomly selected meshes and their predicted bi-planar images. 
The 10 meshes were a subset of the 30 randomly selected dataset that was used for landmark error 
evaluation in Table 5.2 and Table 5.4  and also landmark localisation and mesh reconstruction in chapter 
6. 
7.2 Scapula mesh reconstruction 
The 2D points selected from the contour in section 7.1 were transformed into 3D points using the 
transformation parameters obtained in section 6.1.1. The reconstructed 3D points were used to 
reconstruct scapula meshes using functions in Scalismo. The first step to obtaining the reconstructed 
mesh was to perform a rigid transformation of the SSM reference mesh landmarks that correspond to 
the target mesh landmarks using the rigid3DLandmarkRegistration function. This process transformed 
the reference landmarks into the same coordinate system as the 3D localised target points. This was 
followed by applying the findClosestPoint function to find correspondence between the transformed 
reference landmarks and the target points. This process of mapping the reference landmarks to the target 
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landmarks resulted in the prediction of a posterior model. The mean of the predicted posterior model 
was saved as the reconstructed mesh. 
Finally, the reconstructed scapula meshes from each set of reconstructed 3D sets of points from the bi-
planar image contours were compared to their corresponding ground-truth scapula meshes. The mesh 
metrics in section 3.6.2 were used for evaluation. 
7.2.1 Results 
 
Figure 7.5 shows the ground-truth mesh sample (mesh 1), mesh reconstructed using 6 landmarks (mesh 
2), mesh reconstructed using 8 contour matching points (mesh 3), mesh 2 aligned to mesh 1, mesh 3 
aligned to mesh 1, and lastly meshes 2 and 3 aligned to mesh 1. 
 
Figure 7.5: Ground-truth mesh sample (mesh 1), mesh 2 reconstructed from 6 corresponding landmarks, 
mesh 3 reconstructed from 8 matching contour points, and meshes 2 and 3 aligned to mesh 1. 
 
Table 7.1 shows the average surface-to-surface distances for 10 reconstructed meshes with 8 matching 
contour points and the 6 corresponding scapula landmarks. Detailed results for each mesh are found in 
Table A.1 and Table A.2 in Appendix. 
Table 7.1: Surface-to-surface distance errors (mm) 






8 matching contour points 
6.23 1.42 1.40 
6 corresponding scapula 
landmarks 8.54 1.96 1.91 
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Table 7.1 shows 8 matching points from the contour give an average surface-to-surface distance of 1.40 
mm which is lower compared to the average surface-to-surface distance of 1.91 mm of the meshes 
reconstructed from 6 corresponding landmarks. The results support the research by Mutsvangwa et al. 
(2017) that an increase in the number of corresponding points from the bi-planar images results in a 
better reconstruction. 
7.3 Conclusion  
The results in this section show that an increase in the number of selected landmarks gives a better 3D 
reconstruction. However, location of corresponding landmarks for a complex bone is difficult thus the 
use of matching points on the contour of the scapula in the bi-planar images to aid reconstruction of 
more accurate meshes. In this study, the use of 8 contour matching points for the mesh reconstruction 
gave better results than the use of 6 corresponding points. However, one needed to use epipolar lines to 
reduce the search space of locating the contour matching points. Future work should explore the use of 
contour matching methods to automatically obtain matching points for a more accurate patient-specific 
3D reconstruction of bi-planar X-rays using the landmark-constrained model fitting method. 
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8 Conclusion  
This study aimed to train and validate a convolutional neural network (CNN)-based deep learning 
algorithm could detect the contour of a scapula in synthetic two-dimensional (2D) bi-planar X-ray 
images. 
8.1 Summary of the findings 
8.1.1 U-net model training 
The first model (AP to LAT) which was trained to predict the lateral (LAT) image view given the 
anterior-posterior (AP) image view achieved an average Dice coefficient value of 0.926 for 300 
predicted LAT images. The second model (LAT to AP) achieved an average Dice coefficient of 0.964 
for 300 predicted AP images given the LAT images. These results were comparable to Dice coefficient 
values of 0.831 and 0.891 obtained by Shvets et al. (2018) and Livne et al. (2019), respectively on 
image predictions tasks using a U-net model. Thus, according to these results the U-net model can learn 
the mapping between the binary bi-planar images of the scapula. However, these models would require 
fine tuning and further training with manually segmented bi-planar scapula X-ray images to generalise 
to real data. 
8.1.2 Landmark-constrained model fitting using known corresponding points 
To perform landmark-constrained model fitting, 3D landmark localisation was initially performed to 
transform the predicted 2D corresponding landmarks to 3D points. Landmark localisation errors for the 
control points (0.5 mm, 0.64 mm and, 0.72 mm) were comparable to the control points (0.37 mm, 0.25 
mm, 0.42 mm) in a previous study by Douglas et al. (2004). The test point reconstruction error for the 
AP predicted images (0.83 mm, 1.40 mm and, 0.67 mm) and LAT predicted images (0.93 mm, 1.26 
mm and, 0.89 mm) were also comparable the test point reconstruction error (0.34mm, 0.29mm and 
0.39mm) by Douglas et al. (2004). This was followed by reconstruction of the scapula meshes using 
the obtained localised 3D landmarks. 
The average surface-to-surface distance obtained for the 60 landmark-constrained mesh reconstructions 
using the localised corresponding points, were 3.22 mm and 1.72 mm for 3 and 6 landmarks, 
respectively. These results are similar to the average surface-to-surface errors of 3.20 mm and 2.46 mm 
for 3 and 16 landmarks, respectively, which were obtained by Mutsvangwa et al. (2017) in a previous 
study. However, only 3 corresponding reproducible landmarks could be identified from the scapula bi-
planar X-ray images of a cadaver, leading to a higher reconstruction error (Mutsvangwa et al., 2017). 
Thus, the need to identify more corresponding landmarks for 3D mesh reconstruction motivated the last 
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experiment of this study which was reconstruction of the scapula mesh using matching points that lie 
on the contours in both images. 
8.1.3 Landmark-constrained model fitting using matching points on the contour of the bi-
planar scapula images 
The average surface-to-surface distance obtained from the reconstruction of the scapula mesh with 8 
matching contour points (1.40 mm) was better than the results obtained when 6 corresponding scapula 
landmarks (1.91mm) were used for reconstruction. These results further confirm that increase in the 
number of corresponding landmarks in bi-planar images for 3D reconstruction results into an improved 
3D reconstruction (Mutsvangwa et al., 2017). However, for this study the 8 matching points were only 
located with prior knowledge of their location in one of the images, followed by use of epipolar lines 
to locate the matching point in the corresponding image. This approach can be expected to be a more 
challenging process in a clinical scenario where a clinician must contend with interference from 
surrounding structures. Thus, contour matching methods which have been used in some previous studies 
(Xiao et al., 2016; Zhang et al., 2013) maybe worth exploring to automatically locate matching points 
from the X-ray bi-planar images in order to obtain more corresponding points to improve the 3D 
reconstruction. 
8.2 Limitations and recommendations for future work 
During the data generation step of this research study in section 4.3, the scapula SSM that was used 
generated some mesh samples with faulty triangles. This resulted in the need to correct the defective 
meshes to maintain the number of training samples. The process of correcting the faulty triangles on 
the mesh surfaces was tedious and unique for each surface - a time-consuming process. Re-defining of 
the model reference mesh is recommended as the better alternative in order to avoid the laborious 
process of correcting each mesh.  
In addition, phantoms may be included in future work. A phantom can be used as a real-world 3D 
reference model to enable acquisition of multiple 2D X-ray images within a calibrated 3D reference 
space. Phantoms reduce the need for repeated exposure of human subjects to ionising radiation (Claus, 
2006; Groenewald & Groenewald, 2016, 2019; Ng & Yeong, 2014). 
In section 5, the U-net model was used in the prediction of the LAT given the AP images and vice versa, 
giving results that were comparable to the results in literature. However, it is recommended that future 
work investigate the use of generative adversarial networks (GANs) as they have shown to give 
competitive results for image synthesis in different planar views (Angsarawanee & Kijsirikul, 2019; 
Kim et al., 2017).  
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In section 5, 6, and 7 binary images were used to develop this proof of concept because it was easier to 
generate and use such data for deep learning purposes. However, the use of these binary images to train 
the U-net models made it difficult for the trained models to generalise to real data. In addition, these 
binary images resulted in featureless objects during the selection of landmarks on the contour. Hence 
the use of prior information from the corresponding full intensity grayscale images in section 7 to aid 
in the identification of matching points on the contour of both the AP and LAT images. This made the 
process of matching points selection specific for each mesh projection. Considering these limitations of 
using the binary images future work should consider additional model analysis using real data.  
To locate the points that lie on the contour in the full intensity grayscale image, the user had to project 
the mesh sample with many landmarks to identify the exact landmarks that lie on the contour in both 
image views; a point that lies on the contour in one view does not necessarily lie on the contour in the 
corresponding view. This is mainly due to the large angle (900) difference between the bi-planar images. 
Although a large separation angle between the bi-planar images results in a better accuracy during 3D 
point localisation, it makes the location of corresponding landmarks hard. In addition, the presence of 
the variation in the scapula shape per sample from the SSM meant that most landmarks would fall a 
few pixels from the contour and would not be considered as points on the contour.  
The results of this study suggest that the use of contour matching for 3D reconstruction could improve 
the reconstruction results without the need for corresponding reproducible landmarks. Contour 
matching was also proposed in previous studies to aid accurate definition of the location and orientation 
of the vertebrae for 3D reconstruction of the spine from bi-planar radiographs (Xiao et al., 2016; Zhang 
et al., 2013). 
8.3 Overall conclusion and contribution of the project  
The U-net model can learn the mapping of the AP images to LAT images and vice versa. However, the 
models did not learn the embedded landmarks with high precision compared to the U-net models trained 
to perform the LAT to LAT prediction and AP to AP prediction. Furthermore, the trained models could 
not generalise to real data. 
This project produced a proof of concept that U-net deep learning algorithm can learn the mapping 
between bi-planar images. Further training of the U-net models with manually segmented images could 
be one way to improve the results for a clinical scenario where segmentation of both bi-planar images 
is required. The ability to implement this algorithm in a clinical setting would reduce the time required 
to obtain the corresponding annotated view of a second bi-planar image given an annotated view of the 
first image. In addition, if one image view can be used to obtain the corresponding view, the process of 
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3D from 2D reconstruction using bi-planar X-ray images would be done using a single image thus 
reducing ionising radiation to patients. 
Another contribution of this research project is that it shows how to obtain and use matching points 
from the contour of the scapula in bi-planar images to obtain an improved 3D reconstructed scapula 
without necessarily using known corresponding reproducible landmarks. 
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Appendix A: Reconstructed mesh evaluation results 
Results shown in the Table A.1 are average results of 10 reconstructed meshes for LAT and AP 
predicted images with 8 points from the contour of the scapula. 
















0 1.28 4.94 1.27 
1 1.72 6.92 1.72 
2 1.28 5.89 1.26 
3 1.05 4.46 1.03 
4 1.19 4.14 1.19 
Predicted LAT 
 
0 1.58 9.78 1.58 
1 1.76 8.47 1.75 
2 1.47 7.25 1.43 
3 1.21 4.92 1.19 
4 1.63 5.49 1.55 
Mean  1.42 6.23 1.40 
 
Results shown in the Table A.2 are average results of 10 reconstructed meshes for LAT and AP 
predicted images with 6 corresponding reproducible scapula landmarks. 














0 1.64 8.19 1.58 
1 1.89 8.06 1.78 
2 1.55 6.77 1.47 
3 4.86 21.51 4.86 
4 1.50 6.06 1.50 
Predicted LAT 
 
0 1.84 9.08 1.75 
1 1.57 7.50 1.57 
2 1.67 6.71 1.57 
3 1.21 4.99 1.19 
4 1.92 6.50 1.89 
Mean  1.96 8.54 1.91 
 
