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1．まえがき
組合せ最適化問題は，その多くがNP-困難')であるため，現実的な時間で良質の解を求める近似解法の研究が盛んである．近年，計算機性能の急速な向上により，多少時間はかかっても，より精度の高い解を求める解法の要求が高まっている．この目的を実現するための一般的枠組みを提供しようとするのがメタ戦略である．メタ戦略の代表的なものに反復局所探索法がある．反復局所探索法は与えられた解を改善し，より良い解にする操作である局所探索と，局所解から脱出する操作である突然変異を繰り返し適応する手
法である．実用上重要な組合せ最適化問題の一つに最大クリーク問題(MaximumC1iqueProblem，MCP)がある．ＭＣＰは，通信ネットワーク，符号理論，並列計算，パターン認識等の分野にあらわれる実用上重要な組合せ最適化問題として知られており2)，Ｎｐ-困難である．従って，多項式時間で厳密解を算出するアルゴリズムは存在しないであろうと考えられている．また，ＭＣＰの良質な近似解を得ることすらNP-完全のクラスに準じるほど困難であることが知られており3)，その他にもＭＣＰの難しさを示す否定的な報告がなされている4)5)．我々が以前行った地形解析の結果はＭＣＰのほとんどの問題例で大谷構造を観測できなかっ
た．このことは，ＭＣＰの探索において最適解への接近が容易ではないということを示している.
最近我々は，ＭＣｐに対する反復局所探索法として，反復〃opt局所探索法(Iterated〃optLocalSearch，IKLS)を提案した9)．ＩＫＬＳの局所探索法には，ＶＤＳのアイデアにもとづく〃oPt局所探索法(KLS)を使用している．また，ＩＫＬＳの突然変異にはLEC-Kickを使用しており，ＤＩＭACSベンチマークグラフに対して良い結果を示している．本論文ではLEC-Kickを含め，その他５タイプのＫｉｃｋを示し，Ｋｉｃｋの違い
によるIKLSの探索性能の違いを検証する．
２．最大クリーク問題
頂点(vertex)の集合Ｖ＝{1,…,､｝とそれらの頂点の対を両端とする無向辺(undirectededge)の集合ＥＣＶ×Ｖが与えられた時，Ｇ＝(ⅨＥ)を無向グラフという．特に，全ての２頂点間に１つの辺が存在する無向グラフを完全グラフという．ｖの部分集合ｖ'ｃｖによる誘導部分グラフＧ(v')＝(v',Ｅｎｖ'ｗ'）が完全グラフの時，すなわち，ｖ４ｊＥｖ',ｉ≠ｊに対して(i,j)ＥＥである時，ｖ'をクリークと呼ぶ．最大クリーク問題(MaximumC1iqueProblem,MCP)2)とは，与えられたグラフＧに含まれるクリークの中
で，頂点数最大のクリークを求める問題である．
３．大谷構造
特定の組合せ最適化問題に対して局所探索法などを用いた地形解析(landscapeanalysis)の研究が行われている．地形とは，探索空間における構造の複雑さの尺度である．その解析によって，対象とする最適
化問題を発見的に解くことの困難さをある程度見積もることが可能になる．現在までに，巡回セールスマン問題，バイナリー２次計画問題14)などに対する地形解析が知られており，その多くでは,「大谷構造」が観測されている●大谷構造とは，探索空間の地形が真の最適解に向かって－つの大きな谷となるような構造をしていることである.ＭＣＰに対する地形解析の結果は，そのほとんどの問題例で大谷構造が観測でき
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procedurelKLS 
input:ｇｒａｐｈＧ＝(区Ｅ)；
output：bestcliqueCbesfinG； 
begin 
lgenerateC；ｃｏｍｐｕｔｅＰＡ,○Ｍ,ａｎｄｄｅ９ｃ(ｐＡ)； 
２Ｃ:＝LocalSearch(C,ＰＡ,○Ｍ,degc(pA));ｑest:＝Ｃ； 
３ｒｅｐｅａｔ 
４Ｃ:＝Kick(C,ＰＡ,０Ｍ,de9G(pA))； 
５０:＝LocalSearch(C,ＰＡ,OMdegG(pA))； 
６ｉｆｌＣ|＞|qesflthenCb…:＝Ｃ;endiｆ 
７ifrestart＝trueｔｈｅｎ 
８ generateC；ｃｏｍｐｕｔｅＰＡ,０Ｍ,andde9G(ｐＡ)； 
９Ｃ:＝LocalSearch(C,ＰＡ,０Ｍ,degG(pA))； 
1０iflCl＞|CD…|thenCb…:＝Ｏ;ｅｎｄｉｆ 
ｌｌｅｎｄｉｆ 
ｌ２untilterminate＝true； 
1３returnqest； 
ｅｎｄ； 
図１ＭＣＰに対する反復舟opt局所探索法
ないというものであった'o)．
4.ＭＣＰに対する反復k-opt局所探索法(IKLS）
本節では，ＭＣＰに対するIterated腸optLocalSearch(IKLS)9)について記述する．索法を基にしたアルゴリズムである．反復局所探索法は局所探索(LocalSearchLS）２つの操作から構成されている．２つの操作を反復しながら探索を進めて行く．
４．１１ＫＬＳの基本アルゴリズム
ＩＫＬＳは反復局所探
と突然変異(Kick)の
ＭＣＰに対する反復かopt局所探索法(Iterated舟optLocalSearch,IKLS)の流れを図１に示す．ＩＫＬＳの主要な構成要素は，LocalSearch(Line２，Line５)，Kick(Line４)，Restart(Line７～11)であり，これらの反復により探索を行う．まず，初期プロセスとして，グラフＧの頂点からランダムに選択した１頂点を初期クリークＣとし，ＰＡ,ＯＭｄｅｇＧ(pA)を更新する(詳細は4.2節を参照)(Linel)．そして，Line2で初期クリークＣに対してＫＬＳを適用することでＩＫＬＳの初期プロセスを完了する．その後，Ｌｉｎｅ３～１２
のメインループによって探索を行う．Line4では，ＫＬＳを適用して得られた解に対してＫｉｃｋを適用し，新たな初期解を生成する．Ｌｉｎｅ５では，Ｋｉｃｋによって得られた解に対してＫＬＳを適用することによりさらにクリークの拡大を図る．Ｌｉｎｅ７～１１では，探索の多様`性を持たせるための処理として，ＩＫＬＳに対してRestart処理を施す．その条件は，KLSの探索途中における最良解値(lObest|)と同じ回数ＫＬＳを適用しても最良解の更新が無い場合である．Restartにおける初期クリークとして，グラフＧの中からＶＩＣである1頂点をランダムに選択する．IKLSの終了条件(Linel2)はIKLSの処理中におけるKLSの適用回数が〃×１００回に到達した時，もしくは，最適解もしくは既知の最良解と同じサイズのクリークが得られた時とする．以下で，ＩＫＬＳの主要な構成要素であるLocalSearch，Ｋｉｃｋについて示す．
4.2LocalSearch 
lKLS内部で使用するLocalSearchとして，我々が既に提案しているＭＣＰに対するんopt局所探索法(KLS)'2)を用いる．ＫＬＳの概要について以下に示す．
4.2.1ＫＬＳの基本アルゴリズム
ＫＬＳは，可変深度探索(VariableDepthSeaJFch,VDS)6)7)のアイデアにもとづいている．ＶＤＳとは，与えられた解に対して比較的小さな近傍操作を連鎖的に適用することで到達可能な解の集合を改めて大きな
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procedureKLS(ＣＯ,PＡＰＭ,de9c(pA)） 
ｂｅｇｉｎ 
ｒｅｐｅａｔ 
ｃＣｐ…:=cc,Ｄ＝cCp…,Ｐ:＝{1,…,､),９:=0,9,…:=o； 
ｒｅｐｅａｔ 
ｉｆｌＰＡｎＰ|＞Ｏthen／／AddPhase 
findavertexuwithmqzuE{pAnp}{de9c(pAnp血)};
ifmultipleverticeswiththesamemaximumdegreearefbund 
thenselectonevertexuamongthemrandomly； 
ＣＯ:＝ＯＯＵ{U}’９＝,＋1,Ｐ:＝Ｐ({Ｕ｝ 
ｉｆ９＞ｇｍａａＤｔｈｅｎｇｍＱ錘：＝９，ＣＯ６ｅｓｔ:＝ＣＯ；
ｅｌｓｅ ／/DropPhase(if{ＰＡｎＰ}＝0） 
findavertexUE{ＣＣｎＰ}suchtMtheresultinglPAnPlismaximized； 
ifmultipleverticeswiththesamesizeoftheresultinglPAnPlarefbｕｎｄ 
ｔｈｅｎｓｅｌｅｃｔｏｎｅｖｅｒｔｅｘｕａｍｏｎｇｔｈemrandomly； 
ＣＯ:＝ＣＯＷ},９:＝９－１，Ｐ:＝ハ{U}；
ifuiscontainedinCCp…ｔｈｅｎＤ:＝Ｄ({u}； 
endif 
updatePA,○Ｍ,andde9c(pA)(j),ＶｊＥＰＡｎＰ； 
untilＤ＝Ｏ； 
ｉｆ9m…＞ＯｔｈｅｎＣＣ＝CCb…ｅｌｓｅＣＣ:＝CCp…； 
ｕｎｔｉｌ９ｍｏ⑯≦Ｏ； 
ｒｅｔｕｒｎＯＣ； 
ｅｎｄ； 
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図２ＭＣＰに対する舟opt局所探索法の擬似コード
● 
PＡ ● 
ｃｃ 
● 
０Ｍ 
図３０ＧＰＡおよび○Ｍの集合の一例
近傍と捉える近傍探索のアイデアである．ＫＬＳは，各反復において，現在のクリーク(解)から複数個の頂
点を連鎖的に追加および削除する操作(それぞれAdd移動，Drop移動と呼ぶ)により構成され，現在の解
からそれらの操作によって生成可能な解の集合を改めて近傍と捉えることで，局所探索を行うアルゴリズ
ムである．
ＫＬＳの擬似コードを図２に示す．ＫＬＳは外ループ（Linel-18）と内ループ（Line3-16）の処理を有する．
以下において，外ループに関しては「反復」，内ループに関しては「繰り返し」と呼び区別する．
まず，図２の中の重要な記号を説明する．ＣＯ(J)は内ループの繰り返しノの時点における解(クリーク）
である．ＰＡ(')はＣＯ(')の全頂点に隣接する，ＣＯ(')に追加可能な頂点の集合
PA(')＝{ｕ:ｕｅ(ＶｌＣＣ(1)),(u,j)ｅＥ,VjECC(')｝ 
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procedureLEC-Kick(CＧＰＡ,０Ｍ,de9c(pA)） 
begin 
ifalljECCaredisconnectedtoalljEVlCCthen 
selectavertexひeVlOOrandomly;computePA,ＯＭａｎｄｄｅ９Ｇ(pA)；
ＣＯ:＝０;ＣＯ＝ＣＣＵ{u};retumnewcliqueCCi 
endif 
findaveｒｔｅｘＵＥＶ(OCwiththelowestedgenumbertoverticesofCC・
ifmultipleverticeswiththesamelｏｗｅｓｔｅｄｇｅｎｕｍｂｅｒａｒｅｆｂｕｎｄ 
ｔｈｅｎｓｅｌectonevertexuamongthemrandomly； 
ｄｒｏｐｖｅｒｔｉｃｅｓｆｒｏｍＯＣｔｈａｔａｒｅｎｏｔｃｏnnectedtou； 
／／thedroppedverticesareremovedfrｏｍＰｉｎＦｉｇ２(line３)ｏｎlyfbrlstiterationofthenextKLS、
ｕｐｄａｔｅＰＡ,○Ｍ,ａｎｄｄｅ９Ｇ(ｐＡ)； 
ｒｅｔｕｒｎｎｅｗｃｌｉｑｕｅＣＣ； 
ｅｎｄ； 
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図４LEC-Kickの擬似コード
である．○Ｍ(')はＰＡ(1)の定義を若干緩和した１辺不足集合と呼ぶ辺集合
○Ｍ(1)＝｛(Ｕ,j)：ＵｅＷＥＣＣ('),(U,i)巳E,(Ｕ,i)ｅＥ,VIﾌﾞＥＣＣ('),ｊ≠i｝
である．なお，ＣＭ(!)はＣＯ(')に含まれる頂点群の中のいずれか－つの頂点ｊＥＣＣ(')だけに辺が存在し
ない頂点の集合と捉えることもできる（なお，ＣＯＣＯＭ）（図３参照）．de9G(pA(1))はＰＡ(')により誘導
される部分グラフＧ(PA('))内の各頂点ＵＥＰＡ(1)の次数である．
次いで，ＫＬＳの各反復における基本アルゴリズム（k-opt局所探索処理）について簡潔に説明する．まず，
与えられた初期クリーク（初期解）ＣＯ(o)を対象として，複数個の頂点を連鎖的に追加する操作（Add移動
操作）および削除する操作（Ｄｒｏｐ移動操作）により到達可能な近傍解の集合ＣＯ(1),…,ＣＯ(ん),…,ＣＯ(r）
を得る．（その生成途中では，移動候補頂点集合Ｐ（Line2）を利用することで，追加または削除された頂点
は再び追加・削除されることはない）．その近傍解の集合から最良解ＣＯ(ん)(１≦ん≦ｒ）を選び（Line8），
次反復の初期クリークＣＯ(o):＝ＣＯ(ん）とする（Linel7)．ＫＬＳは常に実行可能領域を探索空間としており，
各反復の初期クリークに応じて，ﾙｰopt近傍のサイズ（上記のｒに対応）が適応的に変動する．
上記のA-opt近傍探索処理は，Ａｄｄ移動操作を施す「Ａｄｄフェーズ」（Line5-8）とＤｒｏｐ移動操作を施
す「Ｄｒｏｐフェーズ」（LinelO-13）の二つのフェーズで構成される．以下では，それぞれのフェーズにおい
て核となる頂点選択方式(Line5-6およびLinelO-11)について記述する．
4.2.2Ａｄｄ移動頂点選択方式
ＰＡ(1)ｎＰの中で次数de9G(pA(J)(秒))が最大の頂点ｕを選択する．但し，同じ最大次数の頂点が複数個存
在する場合は，それらの頂点群からランダムに一つの頂点を選択する．
4.2.3Ｄｒｏｐ移動頂点選択方式
ＣＯ(Ｉ)の中で，ｌ＋１の時点で得られるlPA(!+')|が最大となる頂点ｕを選択する．但し，｜PA(J+')|を最
大とする頂点が複数個存在する場合は，それらの頂点群からランダムに－つの頂点を選択する．
4.3Ｋｉｃｋ 
ｌＫＬＳで使用する突然変異(Kick)として，６種類のKick(LEC-Kick，HEC-KiCk，RAC-Kick，適応的
l-Kick，適応的2-Kick，適応的3-KiCk)を説明するLEC-Kick，HEC-Kick，RAC-Kick11)は探索のどの
世代においても，各々のＫｉｃｋの条件（次数の数）を満たす頂点を選びＫｉｃｋをする．他方，適応的l-Kick，
適応的２－Kick，適応的３－ＫｉｃｋはLEC-Kickをベースにしながらも，探索の各世代毎に違う条件の頂点を
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選べる工夫が施してある．
4.3.1LEC-Kick 
LEC-Kickの擬似コードを図４に示す．まずLEC-Kickの例外処理(Lineｌ～4)について説明する．与え
られたクリークｃｃに対して，グラフＧにおけるｃｃ以外の頂点群ｖｌｃｃが全く隣接していない場合，
LEC-Kickを適用することができない．この場合，例外処理として，ＶｌＣＣから１頂点をランダムに選択
し，その１頂点を新たなクリークとみなし，探索を継続する．以下，LEC-Kickを適用時の具体的な操作
について示す．ＣＯが与えられた時，ＶＩＣＣで，ＣＯの頂点群と最低１頂点以上隣接している頂点集合か
ら，隣接している数が最も少ない頂点りを選択する(Line5）選択する頂点の候補が複数個存在する場合
は，それらの頂点群からランダムに１頂点を選択する(Line6）そして，頂点Ｕと頂点りに隣接するＣＯ
の頂点群とで新たなクリークを構成する(Line７～9）なお，ＫｉｃｋによってＣＯから削除された頂点群は，
次回のＫＬＳの探索における１回目の反復で集合Ｐ(図２，Line3)から除外する．
図５はＣＯが与えられたときに，隣接している頂点の中からどの頂点が選ばれるかを示したものである．
ＣＯには頂点ｕ,～u4が接続している．これらの頂点は図４のline5で選択される頂点である．LEC-Kick
ではｃｃと最小次数で接続しているｕ４が選ばれる．
また，HEC-Kick，RAC-KickはLine5の隣接してる頂点の選択の仕方に違いがある．
4.3.2ＨＥＯＫｉｃｋ 
グラフＧにおいて，ＣＯが与えられた時，ＶｌＣＣで，ＣＯの頂点群と最低１頂点以上隣接している頂点
集合から，隣接している数が最も多い頂点Ｕを選択する．そして，頂点Ｕと頂点Ｕに隣接するＣＯの頂点
群とで新たなクリークを構成する．
HEC-Kickでは図５において，ｕ１～u4の中から，ＣＯと最大次数で接続している頂点u3が選ばれる．
4.3.3ＲＡＣ－Ｋｉｃｋ 
グラフＧにおいてＣＯ以外の頂点群Ｖ１ＣＣで，ＣＯの頂点群と最低１頂点以上隣接している頂点集合
から，LEC-Kickで選ばれる頂点とHEC-Kickで選ばれる頂点を除いた頂点から，ランダムに１頂点ｕを
ＶｌＣＣから選択する．そして，頂点Ｕと頂点Ｕに隣接するＣＯの頂点群とで新たなクリークを構成する．
RAC-Kickでは図５において，ｕ,～ｕ４の中から，ＬＥＯＫｉｃｋおよびＨＥＣ－Ｋｉｃｋにおいて選択される頂点
を除外した頂点のＵ,～U2からランダムに１頂点を選択する．
"１ 
"２ 
図５LEC-Kick，HEC-Kick，RAC-Kickの頂点選択
4.3.4適応的l-Kick
適応的l-Kick，適応的2-Kick，適応的3-ＫｉｃｋはＣＯと隣接している頂点の中から，隣接している数が
LEC-Kick，HEC-Kick，RAC-Kickとは違う基準で頂点を選択する．そして，ここで使用した適応的とは，
LEC-Kickでは選べない頂点を探索の状況に応じて選べるようにしているという意味である．適応的l-Kick，
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適応的2-Kick，適応的3-ＫｉｃｋはＬｉｎｅ５の隣接してる頂点の選択の条件を，探索の世代ごとに変化させる・
現世代ｉの探索によって得られた解をＣＯ(‘)としその評価値を|ｃｃ(`)|と表す．また，前世代を'－１と表
現する．適応的l-KickはlOC(j-1)|＜|ＣＯ(i)|ならば，ＧにおいてＣＯ(j)に隣接している頂点群の中から，
ＣＯ(i-1）とＣＯ(`-1)以外の頂点との間で接続した次数よりも相対的に１次数大きい次数でＣｉＣ(j）と接続す
る頂点を選択する．そして，選択した頂点とその頂点に隣接するＣＯ(i)の頂点群とで新たなクリークを生
成する．また，｜ＣＯ(`-1)|＞|ＣＯ(`)|またはlCC(`-1)|＝|ＣＯ(`)|ならばＣＯ(`)以外の頂点群の中からＣＯ(｡)と
接続する次数が相対的に１次数小さい頂点を選択し，新たなクリークを生成する．
図６はｊ＋１世代において，ＣＯが与えられたときに，隣接している頂点の中からどの頂点が選ばれるか
を示したものである．適応的l-Kickではり6が選ばれる．
4.3.5適応的２－Ｋｉｃｋ
適応的2-ＫｉｃｋではＣＯ(j）と接続している頂点の中から頂点を選択する場合，選択される頂点の次数は探
索の各世代において|ＣＯ(j)|を考慮しながら決定される．それに対して，適応的l-Kickは，ＣＯ(`)と接続
している頂点の中から頂点を選択する場合，探索のどの世代においても選択される頂点の次数は一定の尺
度で決定する．
現世代ｊの探索によって得られた解をＣＯ(`)としその評価値を|ＣＯ(`)|と表す．また，前世代をi-1と表
現する．適応的2-Kickは|ＣＯ(’-1)|＜|ＣＯ(i)|ならばＧにおいて，ＣＯ(`)に隣接している頂点群の中から，
ＣＯ('-1)とＶ（ＣＯ(`-1)の頂点との間で接続していた次数よりも|ＣＯ(`)'一|ＣＯ(`-1)|次数相対的に大きい
次数でＣＯ(`)と接続する頂点を選択する．もし，｜ＣＯ(’－１)|＞|ＣＯ(`)|ならば，｜ｃｃ(d-1)|＜|ＣＯ(`)|のときと
は逆の操作をする．また，｜ＣＯ(`-1)|＝|CO(`)|のときは，'-1世代と同様の処理をする．
適応的２－Ｋｉｃｋでは図６においてＵ２が選ばれる．
4.3.6適応的３－Ｋｉｃｋ
適応的2-Ｋｉｃｋでのｊ世代とi－１世代のクリークサイズの条件を逆にしたＫｉｃｋ法である．
適応的３－Ｋｉｃｋでは図６においてｕ５が選ばれる．
鑪濾的２
■■か
１ 
i世代 州世代
図６適応的１－Kick，適応的２－Kick，適応的３－Ｋｉｃｋの頂点選択
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、不国王目０ の編
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最大クリーク問題に対する反復ルーopt局所探索法のＫｉｃｋ法の'性能比較 5９ 
5．ＩＫＬＳの性能評価実験
本節では，４．３節で示した６種類のＫｉｃｋの相違によるIKLSの探索性能について検討を行う．
5.1実験の詳細
Kickの相違によるIKLSの探索,性能を評価するために，６種類のＫｉｃｋをそれぞれ有する６タイプのIKLS
を比較検討する．対象とするグラフは，ＭＣＰの標準的なベンチマーク問題としてよく知られるＤＩＭＡＣＳ
ベンチマークグラフ(最大頂点数4000,最大辺数5506380)'3)から大規模もしくは厳密解の算出が困難な
３５グラフとする．ＩＫＬＳの終了条件は，ＬＳ回数、×100回時もしくは既知の最良解(BR)算出時とし，試
行回数は各問題例に対して２５回とする．全てのＩＫＬＳはＣ言語によってコード化し，使用コンパイラは，
最適化オプション－０２を付加したgcｃ（Ver4.1.2）である．全ての実験は，Hewlett-Packard社の計算機HP
xw4300WOrkst乱ｉｏｎＣＰＵ:Pentium４３．４ＧＨｚ，４ＧＢＲＡＭ，ＯＳ:Fedora7上で行う．
5.2実験結果
結果を表１に示す．DIMACSbenchmarksの欄には，問題例名(Instamce)と既知の最良解(BR)(＊がつ
いたＢＲは最適解値であることが証明されている）を示した．ＩＫＬＳの欄には，異なるタイプのＫｉｃｋを有
する６種類のIKLSの結果を示しており，各IKLSの25回試行中に得られた最良解値の最大値(Best)，平
均値(Avg)，最良解を得るまでの平均計算時間(Time)をそれぞれ示している．また，表の下にある総合計
(Tbtal)はAvgの値を総合計したものとTimeの値を総合計したものである．結果より，LEC-Kick，適応的l-KiCk，適応的２－Kick，適応的３－Ｋｉｃｋは他と比べて良好な結果を示し
ている．また，HEC-Kickは他のＫｉｃｋ法と比べて全体的に劣る結果を示した．RAC-KickはＣ2000.9や
Ｃ1000.9等のグラフで良い結果を示しているが，ｂrockやkeller6の問題例等で劣る結果を示した．
LEC-Kickはkeller6の問題例において２５回の探索の全てで最適解を発見している．また，LEC-Kickは
keller6の問題例において最適解発見までのＴｉｍｅが3.961秒となっており，他の手法と比べても非常に高速
に最適解に到達している．他方，HEC-KiCkはkeller6の問題例において，他の手法と比べて著しく悪い結
果を示している．HEC-Kickがこのような結果を示した背景には次のことが考えられる．HEC-Kickは検証
した６種類のKick法の中では多様`性のある探索を行うことが難しい手法であり，keller6の問題例は地形解
析の結果，大谷構造とはならずより多様性のある探索が求められるためである．また，p-haU500-1の問題
例においては，全てのＫｉｃｋ法とも２５回の試行中２５回とも最適解を算出しているが，RAC-KickはＴｉｍｅ
が3.892秒となっており，他の手法と比べてかなり高速に最適解に到達している．これらのことより問題
例の違いによって，Ｋｉｃｋの性能および最適解に到達するまでの時間に影響があることが明らかとなった．以上のことを踏まえて次のことが推測できる．我々の調査によると，ＭＣＰに対する地形解析の結果1o）
は，大谷構造とならない問題例が多数を占めた．これは，局所探索法で得られた局所最適解群が，探索空間
内で大域最適解に向って分布していないため，局所探索を基にしたメタ戦略アルゴリズムにおいては，よ
り多様』性のある探索が必要であることを示唆している．検討した６つのＫｉｃｋ法の中でLEC-Kickは最も多
様性のある探索が可能なため，最も良好な結果を示したと考えられる．
６．むすび
本論文では，ＭＣＰに対するIKLSを示し，その内部に導入可能な複数のＫｉｃｋの相違による探索`性能を
調査した．異なる６種類のＫｉｃｋを有する６タイプのＩＫＬＳの探索性能の比較検討において，LEC-Kick，
適応的l-Kick，適応的２－Kick，適応的3-ＫｉＣｋを有するIKLSが全体的に比較的良好な結果を示した．
以下では，今後の課題・検討事項について記述する．
実験の結果より，それぞれのＫｉＣｋには種々の問題例に対して違う有効性があり，これらのＫｉｃｋを効率
良く使うことによって，探索性能のさらなる向上が期待できる．
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