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1. Introduction
The aim of this paper is to investigate the following elliptic Dirichlet problem{−u = λ f (x,u) in Ω,
u|∂Ω = 0, (D
f
λ )
where Ω is a non-empty bounded open subset of the Euclidean space (RN , | · |), N  3, with boundary of class C1, λ is a
positive parameter and f : Ω ×R→R is a function.
The problem (D fλ ) has been widely studied in literature. For instance, in the seminal paper of Ambrosetti and Ra-
binowitz [2], the existence of at least one non-zero solution has been obtained for λ = 1 (see [11, Theorem 2.15]). In
particular, as a consequence, the existence of two non-zero solutions has been obtained for each λ > λ∗ , for a suitable
λ∗ > 0 (see [11, Theorem 2.32]). In these results, as observed by the authors, also the zero-function is a solution of (D fλ ).
Subsequently, by starting from the fundamental paper [2], other authors have studied the Dirichlet problem by establishing
multiple solutions. In particular, we recall here the result of Ricceri [14, Theorem 1.1], where, when the equation is of type
−u = λ( f (x,u) + μg(x,u)), (1)
the existence of three non-zero solutions for the elliptic Dirichlet problem is established, under suitable assumptions on f
and g , and for some λ > 0 and for small values of μ. In such a theorem, as observed by the author (see [14, Remarks 5.3
and 5.4]), if g ≡ 0 then the zero-function is a solution of (D fλ ), so this result, in this case, ensures only two non-zero
solutions.
The aim of this paper is to establish a precise interval of parameters λ for which the problem (D fλ ) admits at least
three non-zero solutions (see Theorem 3.1 and Remark 3.1). We explicitly observe that three non-zero solutions have been
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result of Ricceri. In particular, an example for which, owing to Theorem 3.1, the Dirichlet problem admits three non-zero
solutions, while [14, Theorem 1.1] cannot be applied, is presented (see Example 3.1 and Remark 3.3).
We also point out that, as special case of Theorem 3.1, we obtain again [11, Theorem 2.32] (see Corollary 3.2 and
Remark 3.2). The same Example 3.1 is an example for which [11, Theorem 2.32] cannot be applied.
We also recall that others authors studied the multiplicity of solutions and we refer to [5,6,9,10] and the references
therein. We observe that in these papers, contrary to our results, conditions at −∞ on the nonlinear term are requested.
The paper is arranged as follows. In Section 2, we recall some basic deﬁnitions and our main tool (Theorem 2.1). While
Section 3 is devoted to our main results, to be precise, Theorem 3.1, its consequences, Corollaries 3.1 and 3.2, and an
example (Example 3.1) in which three non-zero solutions are determined. We cite the very recent monograph by Kristály,
Ra˘dulescu and Varga [8] as a general reference on this subject.
2. Preliminaries
Our main tool is a critical point theorem that we recall here in a convenient form. This result has been obtained in [4]
and it is a more precise version of Theorem 3.2 of [3].
Theorem 2.1. Let X be a reﬂexive real Banach space, Φ : X → R be a coercive, continuously Gâteaux differentiable and sequentially
weakly lower semicontinuous functional whose Gâteaux derivative admits a continuous inverse on X∗ , Ψ : X → R be a continuously
Gâteaux differentiable functional whose Gâteaux derivative is compact such that
Φ(0) = Ψ (0) = 0.
Assume that there exist r > 0 and x¯ ∈ X, with r < Φ(x¯), such that:
(a1)
supΦ(x)r Ψ (x)
r <
Ψ(x¯)
Φ(x¯) ;
(a2) for each λ ∈ Λr := ]Φ(x¯)Ψ (x¯) , rsupΦ(x)r Ψ (x) [ the functional Φ − λΨ is coercive.
Then, for each λ ∈ Λr , the functional Jλ := Φ − λΨ has at least three distinct critical points in X.
For more details on the subject treated here we refer the reader to [3,12,13] and references given therein.
Here and in the sequel, f : Ω ×R→R is a Carathéodory function such that
(h1) there exist two non-negative constants a1 , a2 and q ∈]1,2N/(N − 2)[ such that∣∣ f (x, t)∣∣ a1 + a2|t|q−1, (2)
for every (x, t) ∈ Ω ×R.
We recall that the symbol H10(Ω) indicates the closure of C
∞
0 (Ω) in the Sobolev space W
1,2(Ω), with respect to the norm
‖u‖ :=
(∫
Ω
∣∣∇u(x)∣∣2 dx)
1
2
and a function u : Ω →R is said to be a weak solution of (D fλ ) if u ∈ H10(Ω) and∫
Ω
∇u(x) · ∇v(x)dx− λ
∫
Ω
f
(
x,u(x)
)
v(x)dx = 0,
for all v ∈ H10(Ω).
In order to study problem (D fλ ), we will use the functionals Φ,Ψ : H10(Ω) →R deﬁned by putting
Φ(u) := ‖u‖
2
2
, and Ψ (u) :=
∫
Ω
F
(
x,u(x)
)
dx, ∀u ∈ H10(Ω),
where
F (x, ξ) :=
ξ∫
0
f (x, t)dt,
for every (x, ξ) ∈ Ω ×R.
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tional whose Gâteaux derivative admits a continuous inverse on X∗ . On the other hand, Ψ is well deﬁned, continuously
Gâteaux differentiable and with compact derivative. More precisely, one has
Φ ′(u)(v) =
∫
Ω
∇u(x) · ∇v(x)dx, Ψ ′(u)(v) =
∫
Ω
f
(
x,u(x)
)
v(x)dx,
for every u, v ∈ H10(Ω).
A critical point of the functional Jλ := Φ − λΨ is a function u ∈ H10(Ω) such that
Φ ′(u)(v) − λΨ ′(u)(v) = 0, (3)
for every v ∈ H10(Ω). Hence the critical points of the functional Jλ are weak solutions of problem (D fλ ).
Now, put 2∗ = 2N/(N − 2) and denote, as usual, with 
 the Gamma function deﬁned by

(t) :=
+∞∫
0
zt−1e−z dz, ∀t > 0.
From the Sobolev embedding theorem (see, for instance, [11, Proposition B.7]) there exists c ∈R+ such that
‖u‖L2∗ (Ω)  c‖u‖, u ∈ H10(Ω). (4)
The best constant that appears in (4) is
c = 1√
N(N − 2)π
(
N!
2
(1+ N/2)
)1/N
, (5)
see, for instance, [15].
Fixing q ∈ [1,2∗[, again from the Sobolev embedding theorem, there exists a positive constant cq such that
‖u‖Lq(Ω)  cq‖u‖, u ∈ H10(Ω), (6)
and, in particular, the embedding H10(Ω) ↪→ Lq(Ω) is compact.
Due to (5), as simple consequence of Hölder’s inequality, it follows that
cq 
meas(Ω)
2∗−q
2∗q
√
N(N − 2)π
(
N!
2
(N/2+ 1)
)1/N
, (7)
where “meas(Ω)” denotes the Lebesgue measure of the set Ω .
Moreover, let
D := sup
x∈Ω
dist(x, ∂Ω). (8)
Simple calculations show that there is x0 ∈ Ω such that B(x0, D) ⊆ Ω .
Finally, we set
κ := D
√
2
2πN/4
(

(1+ N/2)
DN − (D/2)N
)1/2
, (9)
and
K1 := 2
√
2c1(2N − 1)
D2
, K2 := 2
q+2
2 cqq(2
N − 1)
qD2
. (10)
3. Main result
Our main result is the following theorem.
Theorem 3.1. Let f : Ω ×R→R be a Carathéodory function such that (h1) holds. Assume that
(h2) F (x, ξ) 0 for every (x, ξ) ∈ Ω ×R+;
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F (x, ξ) b
(
1+ |ξ |s),
for almost every x ∈ Ω and for every ξ ∈R;
(h4) there exist two positive constants γ and δ, with δ > γ κ such that
infx∈Ω F (x, δ)
δ2
> a1
K1
γ
+ a2K2γ q−2,
where a1 , a2 are given in (h1) and κ , K1 , K2 are given by (9) and (10).
Then, for each parameter λ belonging to
Λ(γ ,δ) :=
]
2(2N − 1)
D2
δ2
infx∈Ω F (x, δ)
,
2(2N − 1)
D2
1
(a1
K1
γ + a2K2γ q−2)
[
,
the problem (D fλ ) possesses at least three weak solutions in H
1
0(Ω).
Proof. Let us apply Theorem 2.1 with X = H10(Ω) and
Φ(u) := ‖u‖
2
2
, Ψ (u) :=
∫
Ω
F
(
x,u(x)
)
dx,
for every u ∈ X . Let λ > 0 and put
Jλ(u) := Φ(u) − λΨ (u), ∀u ∈ X .
As observed in Section 2, Φ : X →R is a coercive, continuously Gâteaux differentiable and sequentially weakly lower semi-
continuous functional whose Gâteaux derivative admits a continuous inverse on X∗ . Moreover, Ψ is continuously Gâteaux
differentiable with compact derivative and Φ(0) = Ψ (0) = 0.
Owing to (h1), one has that
F (x, ξ) a1|ξ | + a2 |ξ |
q
q
, (11)
for every (x, ξ) ∈ Ω ×R.
Let r ∈]0,+∞[ and consider the function
χ(r) := supu∈Φ−1(]−∞,r]) Ψ (u)
r
.
Taking into account (11) it follows that
Ψ (u) =
∫
Ω
F
(
x,u(x)
)
dx a1‖u‖L1(Ω) +
a2
q
‖u‖qLq(Ω).
Then, for every u ∈ X: Φ(u) r, due to (6), we get
Ψ (u)
(√
2rc1a1 + 2
q/2cqqa2
q
rq/2
)
.
Hence
sup
u∈Φ−1(]−∞,r])
Ψ (u)
(√
2rc1a1 + 2
q/2cqqa2
q
rq/2
)
. (12)
Since, from (12), the following inequality holds
χ(r)
(√
2
r
c1a1 + 2
q/2cqqa2
q
rq/2−1
)
, (13)
for every r > 0.
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uδ(x) :=
⎧⎨
⎩
0 if x ∈ Ω \ B(x0, D),
2δ
D (D − |x− x0|) if x ∈ B(x0, D) \ B(x0, D/2),
δ if x ∈ B(x0, D/2).
Clearly uδ ∈ X and we have
Φ(uδ) = 1
2
∫
Ω
∣∣∇uδ(x)∣∣2 dx = 1
2
∫
B(x0,D)\B(x0,D/2)
(2δ)2
D2
dx
= 1
2
(2δ)2
D2
(
meas
(
B(x0, D)
)−meas(B(x0, D/2)))
= 1
2
(2δ)2
D2
πN/2

(1+ N/2)
(
DN − (D/2)N). (14)
Bearing in mind that δ > γ κ , it follows that γ 2 < Φ(uδ).
At this point, by (h2), we infer∫
Ω
F
(
x,uδ(x)
)
dx
∫
B(x0,D/2)
F (x, δ)dx inf
x∈Ω F (x, δ)
πN/2

(1+ N/2)
DN
2N
. (15)
Hence, by (14) and (15), one has
Ψ (uδ)
Φ(uδ)
 D
2
2(2N − 1)
infx∈Ω F (x, δ)
δ2
. (16)
In view of (13) and taking into account (h4), we get
χ
(
γ 2
)= supu∈Φ−1(]−∞,γ 2]) Ψ (u)
γ 2

(√
2
c1
γ
a1 + 2
q/2cqqa2
q
γ q−2
)
= D
2
2(2N − 1)
(
a1
K1
γ
+ a2K2γ q−2
)
<
D2
2(2N − 1)
infx∈Ω F (x, δ)
δ2
 Ψ (uδ)
Φ(uδ)
.
Therefore, the assumption (a1) of Theorem 2.1 is satisﬁed.
Moreover, if s < 2, for every u ∈ X , |u|s ∈ L2/s(Ω) and the Hölder’s inequality gives∫
Ω
∣∣u(x)∣∣s dx ‖u‖sL2(Ω) meas(Ω) 2−s2 , ∀u ∈ X .
Then, by (6), one has∫
Ω
∣∣u(x)∣∣s dx cs2‖u‖s meas(Ω) 2−s2 , ∀u ∈ X . (17)
From (17) and due to condition (h3), it follows that
Jλ(u)
‖u‖2
2
− λbcs2 meas(Ω)
2−s
2 ‖u‖s − λbmeas(Ω), ∀u ∈ X .
Therefore, Jλ is a coercive functional for every positive parameter, in particular, for every λ ∈ Λ(γ ,δ) ⊆]Φ(uδ)Ψ (uδ) ,
γ 2
sup
Φ(u)γ 2 Ψ (u)
[.
Then, also condition (a2) holds. Hence, all the assumptions of Theorem 2.1 are satisﬁed, so that, for each λ ∈ Λ(γ ,δ) , the
functional Jλ has at least three distinct critical points that are weak solutions of the problem (D
f
λ ). 
Remark 3.1. We explicitly observe that if f (x,0) ≡ 0 in Ω , then Theorem 3.1 ensures the existence of at least three non-zero
weak solutions for the problem (D fλ ). Moreover if, in addition, f is a non-negative function, the Strong Maximum Principle
(see [7, Theorem 8.19]) and Theorem 3.1 guarantee the existence of at least three weak positive solutions.
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Set q ∈]2,2∗[, s < 2 and put
ν := max{1, κ, (K1 + K2) 1q−2 q 1q−2 }.
Let r be a positive constant such that r > ν and consider the continuous and positive function f :R→R deﬁned as follows
f (t) :=
{
1+ |t|q−1 if t  r,
1+ rq−sts−1 if t > r.
Clearly, f (t) (1+ |t|q−1) for every t ∈R, and (h1) holds. Moreover, for every ξ ∈R, one has
F (ξ)
(
r + r
q
s
)(
1+ |ξ |max{1,s}).
Hence the condition (h3) is satisﬁed. Moreover, r > ν  κ and∫ r
0 f (t)dt
r2
= r
q−2
q
+ 1
r
> K1 + K2.
Then, by Theorem 3.1, for each λ ∈] 2(2N−1)
D2
r2
F (r) ,
2(2N−1)
D2
1
(K1+K2) [, the following problem{−u = λ f (u) in Ω,
u|∂Ω = 0, (D
f
λ )
possesses at least three weak positive solutions in H10(Ω).
In particular, let Ω be an open ball of radius one in R4, q := 3 ∈]2,4[ and s := 3/2 < 2. Pick
r := 200 > 15
√
2(2
√
3π2 + 1)33/4
4π
 135,41 ν
and consider the function g :R→R deﬁned by
g(t) :=
{
1+ t2 if t  200,
1+ 2000√2t if t > 200.
Then, by Theorem 3.1, for each
λ ∈
]
18000
40003
,
121/4
1+ 2√3π2 4π
[
,
the problem (Dgλ) possesses at least three weak positive solutions in H
1
0(Ω). In particular, the problem{
−u = 1
2
g(u) in Ω,
u|∂Ω = 0,
(Dg1/2)
possesses at least three weak positive solutions in H10(Ω).
Two special cases of Theorem 3.1 can be done as follows.
Corollary 3.1. Let f :R→R be a non-negative continuous function such that f (0) = 0. Assume that
( j1) there exist two non-negative constants a1 , a2 and q ∈]1,2∗[ such that
f (t) a1 + a2|t|q−1, (18)
for every t ∈R;
( j2) there exists δ > κ such that∫ δ
0 f (t)dt
δ2
> a1K1 + a2K2;
( j3)
lim
t→+∞
f (t)
tα
= 0,
for some 0 α < 1.
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Λδ :=
]
2(2N − 1)
D2
δ2
F (δ)
,
2(2N − 1)
D2
1
(a1K1 + a2K2)
[
the problem (D fλ ) possesses at least three weak positive solutions in H
1
0(Ω).
Proof. It immediately follows from Theorem 3.1 by choosing γ = 1 and taking into account that the condition ( j3) implies
(h3). 
Corollary 3.2. Let f :R→R be a locally Lipschitz continuous function such that∣∣ f (t)∣∣ a2|t|m, ∀t ∈R,
and for some m ∈]1,2∗ − 1[.
Assume that there is r > 0 such that f (t) > 0 for every t ∈]0, r[ and f (r) = 0.
Then, for each
λ >
2(2N − 1)
D2
inf
0<δr
δ2
F (δ)
,
the problem (D fλ ) possesses at least two positive classical solutions.
Proof. Let us consider the non-negative locally Lipschitz continuous function f  :R→R given by
f (t) :=
{
f (t) if 0 < t  r,
0 otherwise,
and apply Theorem 3.1.
Hence, the assumptions (h1)–(h3) are satisﬁed choosing a1 = 0, q =m + 1 and bearing in mind that f (t) = 0 for every
t  r. Fix λ > 2(2N−1)
D2
inf0<δr δ
2
F (δ) . Hence, there exists 0 < δ  r such that
λ >
2(2N − 1)
D2
δ2
F (δ)
.
Moreover, picking a positive constant γ , with
γ < min
{
δ
κ
,
(
q
2q/2cqqa2λ
) 1
q−2}
,
also condition (h4) is veriﬁed.
From Theorem 3.1 and taking into account Remark 3.1, we obtain the existence of at least two weak positive solutions
for the problem (D f

λ ) that are also classical solutions (see e.g. [1]). Finally, any classical solution of (D
f 
λ ) is also classical
solution of problem (D fλ ). 
Remark 3.2. We point out that Corollary 3.2 has been previously obtained by Ambrosetti and Rabinowitz in [2] (see also
[11, Theorem 2.32]). In this fundamental and seminal work, the authors showed that there exists λ such that for every
λ > λ, problem (D fλ ) admits at least two positive classical solutions. However, not a concrete estimation of λ is given. In our
version, we determine a λ such that λ  λ. As an example, we consider the function f (t) := t2 − t3. Let us put
f (t) :=
{
t2 − t3 if 0 < t  1,
0 otherwise.
Clearly the function f  satisﬁes all the assumptions of Corollary 3.2. Hence, for each
λ >
18(2N − 1)
D2
,
the problem (D f

λ ) (and so (D
f
λ )) possesses at least two positive classical solutions. For instance, if Ω is an open ball
of radius D in R3, problem (D fλ ) admits at least two positive classical solutions for every λ > 126/D
2. So, in the case
Ω := {x ∈R3: |x| < 12}, the problem{−u = u2 − u3 in Ω,
u|∂Ω = 0,
possesses at least two positive classical solutions.
8 G. Bonanno, G. Molica Bisci / J. Math. Anal. Appl. 382 (2011) 1–8Remark 3.3. It is worth noticing that in [11, Theorem 2.32] zero is a local minimum of the energy functional and, by starting
from this fact, the other two non-zero solutions are obtained. While, in Theorem 3.1 (by applying Theorem 2.1) a local
minimum, possibly different from zero, is established and then, as in the original paper of Ambrosetti and Rabinowitz, the
other two solutions are determined. Hence, Theorem 3.1 extends [11, Theorem 2.32], owing to the fact that a novel way to
establish the ﬁrst local minimum of the energy functional is pointed out. In addition, Theorem 3.1 can be used to elliptic
Dirichlet problems, where [11, Theorem 2.32] cannot be applied, as Example 3.1 shows.
Moreover, as already noted in the Introduction, Theorem 3.1 works to elliptic Dirichlet problems, where [14, Theorem 1.1]
fails, as the same Example 3.1 immediately shows, since the condition limsupξ→0
∫ ξ
0 f (t)dt|ξ |γ < +∞, γ > 2, is not satisﬁed
there.
Finally, as also pointed out in [14, Remark 5.4], results in [5,6,9,10], on the contrary to Theorem 3.1, require suitable
conditions on the nonlinear term at −∞.
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