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Abstract—With the increased amount of volatile renewable
energy sources connected to the electricity grid, there is an
increased need for frequency regulation. On the demand side,
frequency regulation services can be offered by buildings that are
equipped with electric heating or cooling systems, by exploiting
the thermal inertia of the building. Existing approaches for
tapping into this potential typically rely on a first-principles
building model, which in practice can be expensive to obtain
and maintain. Here, we use the thermal inertia of a buffer
storage instead, reducing the model of the building to a demand
forecast. By combining a control scheme based on robust Model
Predictive Control, with heating demand forecasting based on
Artificial Neural Networks and online correction methods, we
offer frequency regulation reserves and maintain user comfort
with a system comprising a heat pump and a storage tank. We
improve the exploitation of the small thermal capacity of buffer
storage by using affine policies on uncertain variables. These are
chosen optimally in advance, and modify the planned control
sequence as the values of uncertain variables are discovered. In
a three day experiment with a real multi-use building we show
that the scheme is able to offer reserves and track a regulation
signal while meeting the heating demand of the building. In
additional numerical studies, we demonstrate that using affine
policies significantly decreases the cost function and increases the
amount of offered reserves and we investigate the suboptimality
in comparison to an omniscient control system.
Index Terms—frequency regulation, robust Model Predictive
Control, demand forecasting, building energy, affine policies
I. INTRODUCTION
The amount of renewable energy sources in the electricity
grid is continuously increasing. As many of these sources
are highly volatile, there is a growing need for frequency
regulation [1]. Common strategies for frequency regulation
are the deployment of fast-reacting power plants, for example
gas or hydro-power, or the use of storage technologies, for
example batteries. Besides such regulation on the supply side
of the grid, frequency regulation on the demand side is possible
through manipulation of controllable loads. This concept is
often referred to as demand-side management.
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Possible candidates for demand-side management are build-
ings equipped with electric heating or cooling systems, such
as heating, ventilation and air conditioning (HVAC) units,
electric heaters and heat pumps [2]. Due to their thermal
inertia, buildings are to an extent flexible when it comes to
their heating and cooling requirements, hence their electricity
consumption. By shifting their consumption in time they can
therefore influence the grid frequency [3].
However, shifting electricity consumption can have an im-
pact on occupant comfort as heating and cooling energy
might not be available at the exact time when it is needed.
There are different strategies to mitigate this influence. The
authors of [4], [5], [6] develop and test control strategies for
frequency regulation with heat pumps and HVAC units without
explicitly enforcing comfort constraints and check only a-
posteriori whether these were violated or not. References [7],
[8] use heuristics based on weather forecasts and occupancy
to limit the offered frequency reserve capacity to enforce
comfort constraints. Many authors, for example [9], [10], [11],
[12], use dynamic building models to exactly determine the
influence of changed heating and cooling supply on room
temperatures.
Combined with optimization in the frame of Model Predic-
tive Control (MPC), such models can be used to maximize
the offered frequency reserves while maintaining comfort
constraints. References [13] and [14] develop Robust MPC
schemes to provide day-ahead reserves for frequency regula-
tion with commercial buildings and HVAC systems. Robust
schemes ensure occupant comfort in the face of uncertainty
in the regulation signal from the transmission system operator
(TSO). In [15], [16] this approach is further developed and
tested in a case study on a real small air-conditioned building.
The need for detailed models of the thermal dynamics of
buildings is a potential drawback of MPC based approaches.
Some authors argue that the cost of developing and maintain-
ing first-principles building models could be holding back the
wide-spread application of MPC in buildings in general [17],
[18], which would also have implications on the use of MPC
for building demand response as an extension to general MPC
for building control [15]. While there is growing interest in
more cost-effective data-driven and machine learning based
building models, such models are so far only available for
small and simple buildings [19], [18].
In contrast to this, data-driven heating and cooling demand
forecasting for buildings or whole neighbourhoods and dis-
tricts is a mature field, see for example the review of different
methods in [20], [21], [22], [23], [24], [25], [26], [27]. Here,
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inputs such as weather forecasts and calendar features, for
example hour of the day or workday/non-workday, are used
in combination with machine learning methods, often Artificial
Neural Networks (ANN), to forecast heating or cooling energy
consumption on different timescales. While [28], [29], [30],
[31], [32] use different forms of single ANN for the prediction
of heating and cooling demands of districts, [33], [34], [35],
[36] do so for individual buildings. To mitigate the problem
of high prediction variance between individual networks [37],
[38] and [39] propose ensemble methods in the context of
building demand prediction. As ensemble methods have the
disadvantage of being computationally expensive, we have
developed and validated correction methods based on online
learning and error autocorrelation correction methods, which
both decrease variance and increase accuracy, while avoiding
the disadvantages of ensemble methods [40].
The problem of potentially expensive first-principles build-
ing models in the context of MPC for frequency regulation
with electric building heating and cooling systems can be
mitigated if demand and heating/cooling supply of the building
are decoupled. This is the case if a buffer storage is placed
between supply and demand. In this case, the thermal inertia
of the buffer storage allows flexibility in heating and cooling
energy production instead of the inertia of the building itself.
The heating/cooling system and storage can in this case be
modelled with first principles, which is tractable from an
economic point of view as these are mass-produced products.
The demand of the building can be modelled with any kind
of forecasting method, such as the ANN methods mentioned
above.
In this work, we combine the robust MPC for frequency
regulation approach presented in [41] with the forecasting
methods presented in [40] to offer frequency regulation re-
serves with a system comprising a ground-source heat pump
and water buffer storage that meet the heating demand of a
mixed-use building. The robust MPC approach is a further
development of [15], which was adapted to this heating
system. We apply affine policies, as discussed in [42] for
reserve provision in power systems, which allows us to better
exploit the available storage compared to standard open-loop
MPC. We validate the methods in a three-day experiment
on the real system and show that they are able to offer a
substantial amount of regulation reserves and ensure good
regulation signal tracking performance. Furthermore, we in-
vestigate optimality properties of the MPC solutions in two
numerical experiments.
The remainder of the article is structured as follows. In
Section II we introduce the reserve provision scheme and
the system under consideration. In Section III we discuss the
models for heat pump and storage as well as the prediction
models with correction methods for the heating demand of
buildings. We also describe the robust MPC based control
scheme. In Section IV we present the experimental case
study and its results. In Section V we describe the numerical
case studies and discuss the suboptimality of the presented
approach. We conclude in Section VI.
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Fig. 1. Schematic of the system under consideration with heat pump, water
storage tank and heat exchangers for individual apartments
II. PROBLEM STATEMENT
A. Reserve provision scheme
We assume a frequency regulation reserve scheme inspired
by the regulation products offered by the U.S. transmission
system operator PJM. In the considered scheme, the reserve
provider communicates an offer r ∈ R96 of symmetric
reserves to the TSO at midnight. The offer is made in 15-
minute intervals for the next 24 hours. During the next day,
when the offered reserves are due, the reserve provider can
change their base consumption u0k every timestep k (i.e. every
15 minutes). It should then track the electrical load
uk(τ) = u
0
k + w(τ)rk, (1)
where w(τ) ∈ [−1, 1] denotes the regulation signal which is
updated every 2 seconds by the TSO, and rk denotes the kth
element of the list of offered reserves r. u0k and rk are updated
every 15 minutes, while w(τ) changes every 2 seconds. Thus,
uk(τ) also changes every 2 seconds.
The tracking performance is judged by a composite per-
formance score monitored by the TSO, which consists of an
accuracy score, which measures the correlation between the
reserve signal and the system response, a delay score which
measures the time delay between reserve signal and system
response, and a precision score which measures the error
between reserve signal and system response [43].
B. System under consideration
We consider the heating system for reserve provision shown
in Figure 1. It consists of a vapour compression cycle heat
pump, which is depicted on the left, and a water storage
tank, which is depicted in the middle. The heat pump draws
cold water from the bottom of the storage with the help of
a pump, warms up the water by transferring heat from the
refrigerant to the water inside the condenser, and feeds it
back into the top of the storage. By varying the heat pump’s
electrical consumption, frequency regulation can be offered.
On the right, individual pumps draw warm water from the top
of the storage tank and pass it through heat exchangers, which
supply individual rooms/units/apartments of the building with
heat. The cold water is returned to the bottom of the tank. The
models for each part of the system will be described in the
following section.
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III. METHODOLOGY
A. Models
The heat pump and water storage are modelled with first
principles (physics based), while the heating demand of the
building is modelled with the help of online corrected ANN.
This is done, as heat pumps and storage tanks are mass-
produced industrial products for which first principles models
are relatively easy to develop, while buildings are generally
different from each another and thus modelling the building
demand with first principles would require significant effort
for each building.
1) Heat pump and storage model: The heat pump, de-
picted on the left of Figure 1, generates high temperature
heat uth(t) by using electricity u(t) and ambient heat at a
lower temperature level. Here, t denotes continuous time.
The conversion efficiency between electrical energy and high
temperature thermal energy is described by a coefficient of
performance αCOP:
uth(t) = αCOP u(t) + e(t). (2)
The error e(t) is caused by the assumption of a constant COP.
While in reality, e(t) is dependent on several factors, such
as ambient conditions and part load conditions, in the robust
optimisation scheme introduced below we will simply model
it by a rectangular uncertainty set. Note that equation (2) holds
for any uth and u, thus also for the discrete time instants used
in the reserve scheme of (1).
Neglecting thermal losses, the average temperature x(t) of
the storage tank in Figure 1 is described by the energy balance
m cp
dx(t)
dt
= uth(t)− v(t) + δ(t), (3)
where m and cp denote mass and specific heat capacity of
the water respectively, v(t) denotes the heating demand of
the building, and δ(t) denotes the error between the forecast
and the actual heating demand. Like the error e(t) in (2),
δ(t) will be modelled as a box-constrained uncertainty set for
the robust optimization. Allowing mixing of different water
layers in the storage, but assuming no swapping of temperature
layers, the average temperature constitutes a lower bound for
the water temperature in the top layer and an upper bound for
the temperature in the lowest layer, which is sufficient for our
control purpose. Moreover, model inaccuracies compared to a
stratified tank model can also be captured by δ(t). Inserting
equations (1) and (2) into equation (3) gives rise to the full
linear description of the storage temperature:
m cp
dx(t)
dt
= αCOP(u
0
k + w(τ)rk) + e(t)− v(t) + δ(t). (4)
2) Building energy demand model: The ANN forecasting
approach with online correction methods for forecasting heat-
ing demands of buildings and districts has been presented
in [40]. There, it was shown that the approach significantly
reduces the variance in the prediction performance of the
ANN, while it also increases accuracy; in the study, the
interquartile range of 100 different ANN reduces from 0.038 to
0.008, when correction methods are applied, while the average
coefficient of determination improves from 0.818 to 0.885
in a real-life case study. For the sake of completeness, we
reintroduce the methods here and adapt them to the forecasting
task.
For the purposes of frequency reserve provision, a heating
demand forecast for a building for the next 24 hours is made
starting at midnight and afterwards every 15 minutes until the
end of the day. The forecasting horizon thus decreases by
15 minutes with every forecast. Both training and validation
data are assumed to be sampled at 15 minute time steps.
The forecast is made with a feed-forward ANN, with inputs
related to ambient conditions and time features. Two correction
methods are applied in the online phase of the forecasting task
(Figure 2).
The first correction method is based on the forecasting
error-autocorrelation. The error e˜ of the forecast conducted
at the current time κ for forecasting interval k is estimated
with
e˜κ,k = eκ−1,1Ree(k, E) (5)
where
Ree(l, E) = E[(E − µ)(E+l − µ)]
σ2
. (6)
Here, eκ−1,1 denotes the difference between the first (15-
minute) element of the last conducted forecast (at time κ −
1) and the actual measured heating demand. Ree(l, E) is the
autocorrelation of the forecasting error, which is dependent
on a time-lag l and the set of all past forecasting errors E ,
including the training and testing data sets as well as the data
gathered during online operation. E+l is the corresponding set
shifted in time by l. The properties of the underlying stochastic
process (expected value E, mean µ and standard deviation σ)
are empirically approximated based on the set E .
The rationale behind the correction is based on the as-
sumption that forecasting errors persist over time because the
source for these errors also persist over time in a building;
For example, opening a window will likely have an impact on
the heating demand for a longer time period than a single 15-
minute interval. The last measured forecasting error can thus
be used to correct the next forecast.
The correction procedure is illustrated in Figure 2. A
forecast is made at time κ based on the inputs fκ. The previous
forecast from time κ− 1 is compared to the actual measured
heating demand, giving rise to eκ−1,1. With all previously
measured errors E , stored in a database, e˜κ can be calculated
using equations (5) and (6). Adding e˜κ to the uncorrected
forecast gives rise to the corrected forecast vκ, which will
later be used as an input to the control scheme.
The second forecasting correction method is based on on-
line learning: Instead of only training the ANN on a training
set offline and using the ANN for predictions online, the ANN
is retrained online every 24 hours on the basis of the data
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 4
delay of k
previous measured
demand
-
+
+
ANN
previous 
forecast
uncorrected
forecast
estimated
error ẽκ
corrected
forecast vκ
error 
estimation
previous 
error eκ-1,1 
inputs fκ
daily retraining
Fig. 2. Forecast correction on error-autocorrelation and online learning
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Fig. 3. Control scheme
gathered during the previous day. (This is symbolized by the
dotted loop in Figure 2). By doing this, changes to the building
that persist for longer than one day can be captured; such
changes could include changing the set point of a thermostat
for example.
For further details on the method and numerical results we
refer to [40].
B. Control scheme
The models and demand forecasts developed in Section
III-A are used in a 3-level control scheme for reserve provision
inspired by [16]; see also [41] for an earlier implementation.
The scheme is depicted in Figure 3. Level 1 solves a robust
optimization problem once every 24 hours at midnight. Based
on the current storage tank temperature xκ,0 and the heating
demand forecast of the building vκ it determines the reserves
r to be offered in 15 minute intervals, rk, over the next 24
hours.1 Level 2 solves an optimisation problem similar to
the one in Level 1 every 15 minutes during the day, with
a shrinking horizon, from the current time to midnight. In
this optimization problem, the values of the reserves r for the
rest of the day are known, because they have been fixed by
Level 1. The outputs of Level 2 are the nominal heat pump
electrical power set points u0κ for each 15 minute interval of
which the first one, u0κ,1, is passed on to Level 3. Level 3
is a Proportional-Integral controller that controls the relative
1The index κ ∈ [1, 96] denotes the discrete time index, e.g. κ = 1 for
midnight and κ = 2 for 00.15 a.m., while k ∈ [1, N ] denotes the index in
the optimizations: for example, u03,8 is the eigth element of the heat pump
base consumption in the optimization conducted at time κ = 3 (00.30 a.m.).
rotational speed n of the heat pump’s compressor to track the
regulated heat pump’s electricity consumption uκ(τ).
For Level 1, equation (3) is discretized in time using exact
discretization, leading to the state space model
xk+1 = A˜xk + B˜(uk − vk + δk). (7)
By defining
A :=

A˜
A˜2
...
A˜N
 B :=

B˜ 0 · · · 0
A˜B˜ B˜
. . . 0
...
. . . . . .
...
A˜N−1B˜ · · · A˜B˜ B˜
 , (8)
where N denotes the horizon, and redefining x :=
[x1, ..., xN ]
> ∈ RN , u := [u1, ..., uN ]> ∈ RN , v :=
[v1, ..., vN ]
> ∈ RN , δ := [δ1, ..., δN ]> ∈ RN we describe
the state trajectory by
x = Ax0 +B(u− v + δ), (9)
where x0 is the initial state of the system.
By vectorizing all remaining variables, the robust optimiza-
tion problem in terms of the offered reserves r, the nominal
heat pump electrical set points u0, and the heat pump on/off
condition z, can be written as
min
r,x,u0,uth,,z
f el
>
u0 − fr>r + λ> (10a)
subject to x = Ax0 +B(uth − v + δ + e), (10b)
uth = αCOP(u
0 + w  r), (10c)
Xmin −  ≤ x ≤ Xmax + , (10d)
zUmin ≤ u0 + w  r ≤ zUmax, (10e)
z ∈ ZN2 , (10f)
 ≥ 0, (10g)
∀w ∈W, ∀δ ∈ ∆,∀e ∈ E. (10h)
Here, f el and fr denote costs for electricity and benefits for
offered reserves respectively. Xmin and Xmax describe temper-
ature limits for the storage tank, defined by the lowest possible
operating temperature for floor heating and the highest supply
temperature of the heat pump. The slack variable  ∈ RN
ensures feasibility with respect to the storage temperature
constraint and λ denotes the associated cost. The lower and
upper electrical capacity limits of the heat pump are described
by Umin and Umax, and z ∈ ZN2 is a binary variable that
determines if the heat pump is switched on or off. The symbol
 denotes the operator for element-wise multiplication. All
constraints have to hold for all realizations of uncertainties
w ∈W, δ ∈ ∆, e ∈ E.
Constraints (10c) and (10e) can be reformulated as linear
constraints by making w a square diagonal matrix. Thus, prob-
lem (10) is a Mixed Integer Linear Program (MILP) that has
to hold for the qualifier (10h). While W , ∆ and E generally
allow any convex sets, for box-constrained sets the robust
optimization problem (10) can be reformulated as a tractable
Mixed Integer Linear Program via explicit maximization [44].
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The binary variable z forces u0 and r, and thus uth, to be
zero if the electrical input to the heat pump does not exceed
Umin. For the heating system this means that in case of low
heating demand from the building, a hysteresis behaviour can
be expected, where the heat pump changes between over-
serving the demand and switching off. Potentially, there could
be combinations of Xmin, Xmax, Umin and Umax where the
heating demand could not be served, but this issue is captured
by the slack variable .
In the case of low storage capacities, i.e. large B˜, corre-
sponding to low mass of water, low Xmax or high Xmin, or
large uncertainty in W , ∆, and E, the offered reserves r may
become very small or, without the slack variable , the problem
may even become infeasible. This is because the uncertainty
induced in x by the action of w, δ, and e compounds along
the horizon, as uncertainty at subsequent steps gets added to
that of earlier steps through the integrator implicit in (10b)
(see (3)). As a consequence, near the end of the horizon the
uncertainty in x becomes large, leading to a violation of (10d).
This growth in uncertainty traces its origins to the fact that
(10) addresses Level 1 in the control hierarchy of Figure 3,
but does not contain any information about the actions of the
lower levels. In reality, Level 2 and Level 3 will be executed
repeatedly within the horizon of (10), adjusting the decisions
of Level 1 to account for information that has become available
in the meantime. This introduces feedback to the process, that
will in practice limit the growth of the uncertainty.
In stochastic programming, information about this recourse
process can be introduced by optimising over causal feedback
policies instead of a sequence of open-loop decisions fixed at
the beginning of the horizon. In this case, the optimisation
problem for Level 1 encodes the fact that the system will
react to uncertainties that are still unknown at the time (10)
is solved, but will been revealed at the time the decision is
implemented.
Unfortunately, as discussed in [42], optimizing over the set
of all possible policies is intractable in general. To obtain a
tractable optimisation problem, one can restrict the classes of
causal policies considered. A common choice in this respect
is the class of affine disturbance policies [45], [46]. For the
uncertainties introduced by the regulation signal w, equation
(10c) can be extended to
uth = αCOP(u
0 + w  r +Dww), (11)
where Dw ∈ RNxN is a strictly lower triangular matrix:
Dw :=

0 0 · · · 0
[Dw]2,0 0
. . . 0
...
. . . . . . 0
[Dw]N,0 · · · [Dw]N,N−1 0
 . (12)
By making Dw a decision variable in the optimization prob-
lem, the uncertainty in uth can be lowered, and thus also
the uncertainty in x. Affine policies on the other uncertain
variables δ and e can also be defined. Because δ and e appear
together in (10b), a single lower triangular matrix can be used:
uth = αCOP(u
0 + w  r +Dww +Dδ,e(δ + e)). (13)
We note that the regulation signal that takes values in
the interval [-1, 1] is updated every 2 seconds, but the rest
of the decision variables in (10) refer to quantities that are
updated every 15 minutes. Therefore, when trying to meet
the robust constraint (10c) the average value of w over a
15 minute interval (denoted by w¯ below) is more relevant
than the instantaneous value. By collecting historical data,
a second uncertainty set on the average of w(τ) can be
created by integrating over 15-minute horizons and evaluating
the distribution of these integrals (see [16]). As a result, the
uncertainty set is decreased to W¯ ⊂ W for constraint (10c).
As the instantaneous electrical consumption needs to remain
within operational limits at all times, w ∈ W remains for
constraint (10e).
The resulting optimization problem is
min
r,x,u0,uth,z,z˜,Dw,Dδ,e,
f el
>
u0 − fr>r + λ> (14a)
subject to x = Ax0 +B(uth − v + δ + e),
(14b)
uth = αCOP(u
0 + w¯  r
+Dww¯ +Dδ,e(δ + e)),
(14c)
Xmin −  ≤ x ≤ Xmax + , (14d)
zUmin ≤ u0 + w  r +Dww¯
+Dδ,e(δ + e) ≤ zUmax,
(14e)
z˜Rmin ≤ r ≤ z˜Rmax, (14f)
z, z˜ ∈ ZN2 , (14g)
 ≥ 0, (14h)
[Dw]i,j = 0 ∀j ≥ i, (14i)
[Dδ,e]i,j = 0 ∀j ≥ i, (14j)
∀w ∈W, ∀w¯ ∈ W¯ ,∀δ ∈ ∆,∀e ∈ E.
(14k)
The heat pump capacity constraint, now (14e), is adapted
to ensure feasibility under the chosen policies. Note that,
[Dδ,e]k,j and [Dw]k,j (as well as u0k and rk) will be zero
whenever zk = 0. Moreover, as the results of [41] suggested
that small reserves r lead to weak tracking performance (and
low performance scores) because of large relative errors, a
second binary variable z˜ was added to impose a lower limit
on r through constraint (14f). Problem (14) is still a MILP.
Controller Level 2 is a MPC scheme with shrinking horizon.
It can update u0, depending on updated measurements of
initial conditions x0 and updated forecasts v and uses an
optimization problem similar to that of Level 1. The main
difference is that r is now fixed, leading to
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Fig. 4. NEST building at Empa in Switzerland. Open areas can accommodate
future experimental units. Copyright: Zooey Braun - Stuttgart
min
x,u0,uth,z,Dw,Dδ,e,
f el
>
u0 + λ> (15a)
subject to x = Ax0 +B(uth − v + δ + e),
(15b)
uth = αCOP(u
0 + w¯  r
+Dww¯ +Dδ,e(δ + e)), (15c)
Xmin −  ≤ x ≤ Xmax + , (15d)
zUmin ≤ u0 + w  r +Dww¯
+Dδ,e(δ + e) ≤ zUmax,
(15e)
z ∈ ZN2 , (15f)
 ≥ 0, (15g)
[Dw]i,j = 0 ∀j ≥ i, (15h)
[Dδ,e]i,j = 0 ∀j ≥ i, (15i)
∀w ∈W, ∀w¯ ∈ W¯ ,∀δ ∈ ∆,∀e ∈ E.
(15j)
Level 3 is a discrete Proportional-Integral feedback con-
troller, with proportional gain kp and integral gain ki, to track
equation (1) with the heat pump. The controller output is
the set point for the relative rotational compressor speed of
the heat pump nset. The controller input is the heat pump’s
measured electrical load uˆ. An anti-windup scheme is used in
case the heat pump reaches its compressor speed limitations.
The integration block of the controller is also bypassed if
the difference between the set compressor speed nset and the
measured compressor speed n exceeds a limit. This is done
because heat pumps usually have up and down ramping limits.
IV. EXPERIMENTAL CASE STUDY AND RESULTS
A. Configuration
We test the reserve scheme in a three-day experiment on
a real system in the NEST building (Figure 4) at Empa,
Switzerland. The building consists of individual residential,
office and multi-use units that can be added and removed
from the building backbone, as well as permanent office and
meeting rooms. The individual units are connected to a central
heating system with a supply temperature of 38 ◦C and a return
Fig. 5. Experimental set-up with heat pump and water storage tanks [41]
TABLE I
PARAMETERS FOR CONTROLLER LEVELS 1 AND 2
N = 96, αCOP = 3.53, A˜ = 1,
λ = 5, W = [−1, 1], B˜ = 0.0978 K
kW
,
f el = 1, W¯ = [−0.25, 0.25], Xmin = 28◦C,
f r = 1.5 Umin = 8.2kW , Xmax = 38◦C,
Rmin = 0.4kW Umax = 12.8kW , E ⊕∆ = [−4.0, 4.0] kW
temperature of 28 ◦C via heat exchangers and are equipped
with their own control systems considered to be unknown in
the experiment.
The heating system (Figure 5) comprises a ground source
heat pump, specifically the two-compressor model WP-WW-
2NES 20.F4-2-1-S-P100 produced by Viessmann with a max-
imum thermal capacity of 100 kW, and a water buffer storage
consisting of two 1100 litre Matica water tanks connected
in series. Only the first compressor stage is used in the
experiment. The system resembles the configuration described
in Section II.
The control scheme configuration is as follows. The param-
eters for controller Levels 1 and 2 are shown in Table I. The
cost-function related parameters λ, f el, and f r were chosen
based on preliminary numerical studies to balance the trade-
off between cost optimality and constraint violation. Compared
to [41], we have increased the reserve benefit f r to get richer
r vectors to test the robustness of the controller. The values
for αCOP, Umin, Umax and Rmin were set on the basis of
preliminary heat pump experiments. The limits for W are
properties of the used regulation signal RegD by PJM. The
uncertainty set W¯ can be determined by analyzing historical
regulation signals [16], A˜ follows from the assumption of no
thermal losses, and B˜ is calculated on the basis of the tank
volume and the specific heat capacity of water. In contrast to
[41], where we chose the set boundaries based on historical
measurement data from the building and the heat pump, we
do not specify the uncertainty sets E (error from constant ap-
proximation of the COP) and ∆ (error from demand forecast)
separately, but instead define the Minkowski sum E⊕∆, and
shrink it compared to the original source. The initial value of
the average tank temperature, x0, is determined by taking a
weighted average of six temperature sensor measurements at
different heights within the storage tank. To reduce wear on
the heat pump, we introduce an additional constraint to Level
1, and require zk to be constant during each thirty minute
interval.
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The proportional and integral gains, kp = 2.0 and ki = 0.4,
of the PI controller in Level 3 were determined by first
modelling and auto-tuning a first-order representation of the
heat pump in Simulink R©, and then manually adjusting the
values after implementing the controller on the actual plant.
The controller output limits for nset are set to 20% and 50%
of the relative compressor speed2. The controller sampling
time is 500 milliseconds and the maximum allowed difference
between controller output nset and measured compressor speed
n before anti-windup activates is set to 2%. Moreover, as
the heat pump is only fully controllable five minutes after
switching it on, it is switched on five minutes early in the
case that reserves are offered for the next 15-minute interval.
For the implementation of Levels 1 and 2 we use Matlab R©.
As all uncertain variables are box-constrained, the optimiza-
tion problems become MILPs. These are written with YALMIP
[44], which automatically derives robust counterparts, and are
solved with CPLEX R© 12.9. Each optimization is started five
minutes before the decision is implemented, limiting the solver
time to five minutes. This time is enough to solve the problem
close to optimality in all cases.3 The best feasible solution is
then implemented. The Level 3-controller is written in Python
3. The communication of the optimization results and the
sensor measurements between Matlab and Python is facilitated
via shared csv files. A Python OPC-UA client is used for the
communication with sensors and actuators of the heat pump
and the building.
The heating demand forecast is performed at midnight (for
Level 1) and then every 15 minutes (for Level 2) with an
ANN and the correction methods presented in Section III.
The correction based on error-autocorrelation is applied with
every new forecast, while the online retraining is done only at
midnight. The ANN model uses as inputs the forecast ambient
temperature (broadcast by MeteoSwiss and updated every 12
hours), the hour of the day (which is one hot encoded), the
measured heating demand one day ago at the same time, the
measured heating demand one week ago at the same time, and
a binary variable that indicates whether it is a working or a
non-working day. The ANN model is implemented in Python 3
with Keras [47]. It is a feed-forward network with two hidden
layers and 8 nodes per hidden layer with Rectified Linear
Units (ReLu) as activation functions. Just short of three years
of historical data (sampled in 15 minute intervals) were used
for training using the optimizer adam [48] with the standard
learning rate of 0.001, a batch size of 1, and 10 epochs. This
configuration corresponds to the one presented and validated
in [40].
The experiment was conducted on three consecutive days
from the 25th of February 2020, 11.45 am, to the 28th of
February, 11.45 am. As a regulation signal, the RegD signal
by PJM from the 27th of January 2019 was used for all three
2The second compressor stage of the heat pump is activated if the relative
speed exceeds the limit of 50%.
3We conducted preliminary numerical studies to investigate how the solu-
tion converges with time.
days.4
B. Results
Figure 6 shows the results of the three day experiment. Note
that the time axis is shifted by 11 hours and 45 minutes, to
virtually let the experiment start at midnight. Plot (a) depicts
the real heating demand of the NEST building in dashed blue,
the forecast conducted at midnight for Level 1 in orange,
and the forecasts for Level 2, which are conducted every
15 minutes, in transparent grey. The initial forecast (orange)
predicts the trend of the heating demand well, confirming the
results of [40]. The correction based on error-autocorrelation
is visible, whenever the previous forecast significantly differs
from the measured heating demand. This is the case at 00:00
at the beginning of the second day for example. At this point,
the initial forecast of 23 kW (orange line) differs from the
measured demand of 20 kW after one interval. The next
corrected forecast at 00:15 (cyan line) therefore starts at 20
kW. The following corrected forecast at 00:30 (red line) starts
at the measured demand of 16 kW. Both corrected forecasts
merge back into the initial forecast over the course of the day
because the error autocorrelation also decreases with time. It
can also be seen that the experiment covers a range of heating
demands from 10 kW, which is below the minimum thermal
capacity of the heat pump, to 45 kW, which is close to the
maximum capacity of the heat pump.
Plot (b) shows the reserves offered during the experiment.
The reserves are either zero, or between 0.4 kW and 2.3 kW,
which are the lower and upper limits. The upper limit is set as
a constraint in the optimization problem, but is also a result of
offering symmetric reserves and the electrical capacity of the
heat pump being in the range of 8.2 to 12.8 kW. During the
first day very little reserve is offered. This is for two reasons.
First, the heat pump is frequently switched off because the
demand is low. (See also plot (d) in Figure 6). In this case
constraint (15e) forces the corresponding elements in Dw and
Dδ,e to be zero, which means that recourse on uncertainties
is no longer possible. Second, whenever the heat pump is on,
it operates at the lower capacity limits, which for symmetric
reserves results in offering no reserves. During the second and
the third day of the experiment, reserves are offered during
most of the 15 minute intervals. On day 1, 3.1% of the
electricity consumed is flexible, on day 2 and 3, 14.9% and
19.1% are flexible respectively. The average of all three days
is 13.4%.
Plot (c) shows the average storage temperature in solid
black, the temperature constraints at 28 ◦C and 38 ◦C in
dotted black and the six temperature measurements at different
heights of the storage tank in transparent colors. The average
temperature stays between the constraints for most of the time,
except one 30 minute instance between 7.30 and 8.30 on day
two. However, during this time the heating demand of the
building could still be served, as the upper temperature layer
in the storage tank (transparent blue) was above 28 ◦C at all
times, which is a result of the average storage temperature
4This choice was made for convenience, as the signal starts and ends with
a value of 1 and is thus continuous when repeated.
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Fig. 6. Complete experimental results. (a): measured heating demand in dashed blue, daily forecast in orange, 15-minute forecasts in transparent grey,
specifically mentioned forecasts in cyan and red, (b): offered reserves in blue, (c): average tank temperature in black, temperature constraints in dotted black,
individual layer temperatures in transparent colours, (d): set point for electrical power in orange, measured electrical reserves in dashed blue, potential power
range due to regulation signal in dotted red, (e): PJM performance score in blue, 20-hour moving average of performance score in orange, qualification limit
in dotted orange, operation limit in dotted red.
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Fig. 7. Results tracking performance, Upper plot: set point for electrical power in orange, measured electrical reserves in dashed blue, potential power range
due to regulation signal in dotted red, Middle plot: tracking error in blue, Lower plot: delay score in green, accuracy score in orange, precision score in red,
composite score in dotted blue.
being a lower bound for the temperature of the top water layer
in the storage tank. The average temperature stays relatively
close to the lower constraint most of the time as a result of the
optimization: unless needed for reserves, temperatures above
the minimum mean unnecessary consumption of electricity.
However, at times where the heating demand of the building
is substantially overestimated by the initial demand forecast,
the average storage temperature rises. This can be seen in the
period between 12.00 and 18.00 on the third day.
Plot (d) of Figure 6 shows the set point for the electrical
power of the heat pump in orange, the actual measured power
of the heat pump in dashed blue and the possible range of
the power due to the offered reserves in dotted red. As the
results are difficult to read in this scale, an excerpt of this plot
(9.00 to 11.00 of the second day) is shown in the upper plot of
Figure 7. The effects of different sizes of offered reserves can
be seen. From 9.00 to 9.30, where no reserves are offered, the
heat pump does not exactly follow the set point; the resulting
tracking error is also evident in the middle plot of Figure 7.
There are two reasons for this tracking error. First, there is
measurement noise of approximately ±200 W. Second, the
heat pump’s internal controller only accepts integer set points
for relative compressor speeds (e.g. 34% and 35%, but not
34.5%), which leads to a discontinuous control signal. After
9.30, a range of different reserves is offered, visible from the
span between the red dotted lines. Visible from 10.00 to 10.15,
large reserves lead to bigger tracking errors because of the
ramping limits of the heat pump. Large tracking errors also
occur when large steps in the base set-point for the heat pump
appear (at 10.15).
Despite these tracking errors, the performance score of the
TSO PJM [43] is better when higher amounts of reserves are
offered. This is shown in the lower plot of Figure 7. Here,
the green line depicts the delay score (time delay between
reserve signal and system response), the orange line depicts
the accuracy score (correlation between the reserve signal
and the system response), the red line depicts the precision
score (error between reserve signal and system response) and
the dashed blue line depicts the composite score (average of
the three). The scores are averaged over one hour intervals
and are normalized in the interval [0, 1], with 1 being the
best score. While the delay score is constantly high, both
the accuracy score and especially the precision score become
worse when the reserves offered are low, because the error
relative to the offered reserves becomes large. Especially in the
one-hour intervals where only small reserves are offered (or a
combination of no reserves and small reserves), the composite
performance score becomes low.
With respect to the whole experiment, this result is not
problematic, as can be seen by going back to Figure 6.
In plot (e), the composite performance score is shown in
blue. The orange line depicts the 20-hour moving average
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of the performance score. This is the metric used by PJM
to judge whether a device or power plant is suitable for
their reserve product. In the qualification phase, the limit for
the performance score is 0.75 (dotted orange), while in the
operational phase, the limit is lowered to 0.4 (dotted red). It
can be seen that the performance score in this experiment
is always well above both limits, confirming early results
reported in [41].
V. NUMERICAL CASE STUDY AND RESULTS
To better understand the performance of the control scheme,
we have further analyzed it in two numerical experiments.
A. Use of affine policies compared to open-loop MPC.
In the first numerical experiment, we compare the solution
of Level 1 with affine policies (as presented in Section III) to
a Level 1 scheme based on standard open-loop MPC without
feedback policies for various constant heating demands v. The
optimization problem for Level 1 for open-loop MPC is
min
x,r,u0,uth,z,z˜,
f el
>
u0 − fr>r + λ> (16a)
subject to x = Ax0 +B(uth − v + δ + e), (16b)
uth = αCOP(u
0 + w¯  r), (16c)
Xmin −  ≤ x ≤ Xmax + , (16d)
zUmin ≤ u0 + w  r ≤ zUmax, (16e)
z˜Rmin ≤ r ≤ z˜Rmax, (16f)
z, z˜ ∈ ZN2 , (16g)
 ≥ 0, (16h)
∀w ∈W, ∀w¯ ∈ W¯ ,∀δ ∈ ∆,∀e ∈ E. (16i)
The comparison is made for constant heating demands
between 5 kW and 50 kW, in steps of 5 kW. All parameters
for the optimization schemes are the same as in Section IV.
Figure 8 and Figure 9 show the reserves offered and the cost
functions (including the λ term) for both approaches. It can
be seen in Figure 8 that without using feedback policies, the
reserves offered are close to zero for most demands. This
is due to the build-up of uncertainty in the state x (storage
temperature) over the horizon of the optimization problem. In
contrast, Level 1 with affine policies is able to offer reserves
in most cases except when approaching the upper and lower
capacity limits of the heat pump. From Figure 9 it can be seen
that the value of the cost function is significantly lower when
affine policies are used for all heating demands below 45 kW.
Above 45 kW, there is no difference because the heat pump
will always work at maximum capacity. We note however,
that the played-out costs (with the MPC re-optimizing every
15 minutes) would have different results for both cases, which
significantly depend on the uncertainty realizations.5
5While the played-out behaviour would certainly be an interesting result to
study, the computational effort is immense: Assuming that 10000 uncertainty
realizations are necessary to create a realistic overview of the effect of the
uncertain variables, with an optimization time limit of five minutes, the
simulation would take 164 years.
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B. Use of affine policies compared to a system with perfect
knowledge.
In a second numerical experiment, we compare the perfor-
mance of Level 1 using affine policies with an omniscient
Level 1 solution that has perfect knowledge of all uncertainty
realizations at the time of optimization. In this case, the
optimization problem becomes
min
x,r,u0,uth,z,z˜,
f el
>
u0 − fr>r + λ> (17a)
subject to x = Ax0 +B(uth − v + (δ + e)), (17b)
uth = αCOP(u
0 + w¯  r), (17c)
Xmin −  ≤ x ≤ Xmax + , (17d)
zUmin ≤ u0 + wmin  r, (17e)
u0 + wmax  r ≤ zUmax, (17f)
z˜Rmin ≤ r ≤ z˜Rmax, (17g)
z, z˜ ∈ ZN2 , (17h)
 ≥ 0, (17i)
where (δ + e) is drawn from a uniform distribution with the
same limits as the uncertainty set E ⊕ ∆, and wmin, wmax
and w¯ are extracted from the regulation signal used (PJM
RegD of 27th of January 2019). Here, wmin and wmax are
the minimum and maximum value of the regulation signal
that occurs during a 15 minute interval respectively; w¯ is the
average of the interval.
The experiment is conducted for a constant heating demand
v between 5 kW and 50 kW, in steps of 5 kW, with 10000
uncertainty realizations for each v. Optimization problem (17)
is solved much faster than the robust counterpart of problem
(15), requiring less than 5 seconds for convergence.
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Figure 10 shows the reserves offered for both cases for
all different v. Here, the orange line denotes the best result
achieved with the omiscient system with 10000 uncertainty
realizations, while the blue line denotes the worst result. The
green line shows the solution of Level 1 with affine policies.
It can be seen that for all cases except v = 45 and 50
kW, the solutions with perfect knowledge of the uncertainties,
offer significantly more reserves than the scheme with affine
policies. The results for the cost function, depicted in Figure
11 for all v and depicted in Figure 12 for v between 15 and 40
kW, show that the scheme with perfect knowledge performs
significantly better at very high and very low heating demands,
which is due to avoiding the use of the slack variable . Also
at intermediate demands, there is an offset between the cost
functions of both schemes. This can be explained by the fact
that the scheme with perfect knowledge is able to operate right
at the storage temperature constraints (maximizing offered
reserves or minimizing the base load), while the scheme with
affine policies needs to stay at least B(∆ ⊕ E) away from
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Fig. 12. Cost in Level 1: affine policies vs. perfect knowledge, in detail
the storage temperature constraint, even when no reserves are
offered. This is the case because affine policies can only react
to uncertainties in the timestep after their realization, unlike
a system with perfect knowledge, which can plan ahead and
can compensate for uncertainties before they are revealed. The
larger optimality gap at 15 kW can again be explained by the
fact that affine policies can only work when z is non-zero,
which is often not the case for low heating demands.
VI. CONCLUSION
In this work, we have combined a three-level control scheme
based on robust optimization with affine policies with heating
demand forecasting based on ANN and online correction
methods with the aim of offering frequency regulation reserves
with heat pumps and water storage. The approach works
without the necessity of a first principles building model and
should thus reduce the modelling effort compared to including
reserve provision in MPC building temperature control. The
real life experiments on the heat pump and water storage
in the NEST building with a varying heating demand have
shown that the three-level control approach with affine policies
on uncertain variables presented here is viable. The method
allows the offering of frequency regulation reserves with a
single variable speed heat pump and the performance of track-
ing the regulation signal is more than sufficient. On average,
13.4% of the consumed electricity is flexible as a result of
the reserves offered. The heating demand forecasting approach
with ANN and online correction methods gives predictions
with high accuracy, such that the demand of the building can
always be met. The numerical results further show that using
affine policies on uncertainties significantly increases reserve
provision and decreases cost when compared to using open-
loop MPC. Nevertheless, the comparison with the omniscient
optimisation indicates that there is still room for improvement.
One possibility could be the use of more sophisticated policies
(for example deflected linear [49], or piecewise linear [50]
policies). However, due to causality constraints no policy
can match the performance of an omniscient controller that
knows the future. On a more practical note, a limitation of the
approach presented here is that it can only work with variable
speed heat pumps, which although becoming more common,
are still relatively rare compared to fixed speed heat pumps. To
offer reserves with fixed speed devices, a mechanism that pools
heat pumps of many different buildings would be necessary
in order to follow a continuous reserve signal.
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