We use a superspin Hamiltonian defined on an infinite-dimensional Fock space with positive definite scalar product to study localization and delocalization of noninteracting spinless quasiparticles in quasione-dimensional quantum wires perturbed by weak quenched disorder. Past works using this approach have considered a single chain. Here, we extend the formalism to treat a quasi-one-dimensional system: a quantum wire with an arbitrary number of channels coupled by random hopping amplitudes. The computations are carried out explicitly for the case of a chiral quasi-one-dimensional wire with broken time-reversal symmetry (chiral-unitary symmetry class). By treating the space direction along the chains as imaginary time, the effects of the disorder are encoded in the time evolution induced by a single site superspin (nonHermitian) Hamiltonian. We obtain the density of states near the band center of an infinitely long quantum wire. Our results agree with those based on the Dorokhov-Mello-Pereyra-Kumar equation for the chiralunitary symmetry class.
Introduction
It has been 50 years since Anderson wrote his seminal paper that came to define the problem of Anderson localization, a tight-binding model (in three-dimensional space) for noninteracting quasiparticles subject to a static disorder (random uncorrelated on-site energies) [1] . The insight of Anderson was to realize that disorder, however weak, can have dramatic consequences on the nature of the eigenfunctions. In three dimensions, disorder turns extended states of the clean system into exponentially localized states when the characteristic kinetic energy of the extended states, measured with respect to edge of the band, is of the same order or smaller than the characteristic energy of the disorder.
For fermionic quasiparticles, this ratio can be tuned by changing the number of occupied single-particle states, i.e., by changing the chemical potential. The value of this ratio at which single-particle eigenstates are neither exponentially localized nor extended, if it exists, is called a mobility edge. The mobility edge realizes a quantum critical point, i.e., there exists a diverging length scale as it is approached [2, 3, 4, 5] . On the metallic side of this continuous phase transition, disorder can be treated perturbatively thereby defining the diffusive regime. On the insulating side of this continuous transition, it is the kinetic energy that can be treated perturbatively [1, 6] . A solid analytical grasp of the quantum criticality at a mobility edge remains an outstanding problem in Anderson localization.
The existence and characterization of a quantum critical point at a mobility edge for fermionic single-particle states was argued on the basis of a scaling hypothesis combined with perturbative calculations (see Refs. [2, 3, 5] for reviews). The tool of choice to implement the scaling hypothesis in a system of infinite size has been to encode the effects of weak disorder on the fermionic quasiparticles into an effective interacting field theory called a nonlinear-sigma model (NLSM). The space spanned by the fields of the NLSM, the target manifold, is determined by the intrinsic symmetries obeyed by the random microscopic Hamiltonian [7, 8, 9, 10, 11, 12] . These intrinsic symmetries are the presence or absence of the symmetry under time-reversal, spin-rotation, or charge-conjugation, respectively [12] . By demanding that the time-evolution generated by the random microscopic Hamiltonian is unitary and that it preserves the fermionic anticommutation relations, the target manifold of the corresponding NLSM belongs to one of the 10 classical symmetric spaces [13] in either their compact, noncompact, or supersymmetric incarnations [9] . The notion of 10 symmetry classes has thus emerged as a corollary to the scaling hypothesis, here implemented by 10 families of NLSMs. The local and global properties of a target manifold fixes the number of independent coupling constants that enters in a NLSM. From this point of view, a (nonexhaustive) classification of the mobility edges for fermionic quasiparticles in one, two, and three dimensions [14] into universality classes canCC network model follows from a duality argument. Properties of the mobility edge in the IQHE can thus be simulated numerically for large system sizes and large statistical ensembles for the disorder with the help of the CC network model. In addition, the CC network model has been used as a regularization of the corresponding NLSM. Namely, the CC model has been mapped to a certain one-dimensional antiferromagnetic (super)spin chain, with the space of states being the tensor product of alternating highest and lowest weight infinite-dimensional irreducible representations (irreps) of a Lie (super)algebra, also loosely called "(super)spins", and the Hamiltonian (an infinitesimal version of the transfer matrix of the CC model) built out of generators of the same algebra. The (super)symmetry of the spin chain was the same as that of the target space of the NLSM [52, 53, 54, 55, 56, 57, 58] . This was an important conceptual step in the sense that it provided the hope that the flow to strong coupling of the corresponding NLSM could be captured at the level of the (super)spin chain in a way similar as the flow from the O(3)-NLSM to the SU (2) 1 Wess-Zumino-Witten (WZW) conformal field theory is captured by the Bethe Ansatz solution to the quantum spin−1/2 Heisenberg chain [59] . Although, this hope proved ephemeral in the context of the plateau transitions (for a review see Ref. [57] ), it lead to remarkable exact results when the same approach was used in the case of the two-dimensional Bogoliubov-de-Gennes (BdG) symmetry class with spin-rotation invariance but with broken time-reversal symmetry, and the corresponding network model [47, 60, 61, 62, 63, 64] .
Unfortunately, this success story is the exception rather than the rule at the present. For example, consider the cases of spinless fermionic tight-binding models with either random real-valued or random complex-valued hopping amplitudes, whereby the hopping amplitude is restricted to connecting pair of sites with each site belonging to a different sublattice of a two-dimensional bipartite lattice. Such tight-binding Hamiltonians have the property that their spectra of energy eigenvalues are symmetric under charge conjugation, i.e., they are left invariant under sign reversal whatever the realization of the random hopping amplitudes. This is most easily seen by changing the sign of the single-particle eigenfunction for all sites belonging to one sublattice. As this property is also shared by the Dirac Hamiltonian in quantum chromodynamics for a given configurations of the gluonic gauge fields, it is called a chiral symmetry (chiral-orthogonal symmetry when the Hamiltonian is real-valued and chiral-unitary symmetry otherwise) [8] . In one and two dimensions, the band center in the chiral-unitary or chiral-orthogonal symmetry classes realizes a mobility edge separating two insulating phases very much in the same way as is the case with the plateau transitions in the IQHE.
The study of localization in the chiral-unitary symmetry class in one-dimensions was pioneered by Dyson [65] . Dyson found a diverging density of states on approaching the band center for a random microscopic Hamiltonian describing a single-particle hopping with a random amplitude between the nearest-neighbor sites of an infinitely long open chain. The band center realizes a quantum critical point that separates two insulating phases. This quantum critical point has been investigated using various methods such as a mapping onto a random XY model [66] , solving a recurrence relation [67, 68] , solving a stationary Fokker-Planck equation [69] , the Berezinskii diagram technique [70, 71] , solving a one-dimensional diffusion process with reflecting and absorbing boundary conditions at the left and right ends [72] , respectively, solving the evolution equation of a transfer matrix [73] , a mapping onto Witten's supersymmetric quantum mechanics [74, 75] , a mapping to Liouville quantum mechanics [76] , and, at last, a mapping onto a spin-Hubbard-like model [77, 78, 79] . ( We note here that in this case the spin-like model involves two sites with a highest and lowest weight representations of a Lie superalgebra paired in a supersymmetric fashion. In this setting one has to solve the problem of the two couples superspins, analogous to the "spin addition" in quantum mechanics, albeit more com-plicated due to the infinite dimensionality of the superspins.) At the band center, the typical wavefunction is not exponentially localized [68] , while the logarithm of the conductance is not a selfaveraging random variable [73] , as would otherwise occur on both sides of the mobility edge . A weaker divergence of the density of states on approaching the band center survives in the two-dimensional chiral-orthogonal and chiral-unitary symmetry classes [24, 31, 80, 81] . This divergence is captured by effective field theories for weak disorder that include two-dimensional NLSMs with compact, noncompact, or supersymmetric target manifolds, respectively. These two-dimensional NLSMs can be regularized by two-dimensional random network models [49] . In turn, the latter can be mapped onto spin-Hubbard-like chains, which, however, have been intractable to this date. One of the reasons is that a straightforward generalization of the methods of Refs. [52, 53, 54, 55, 56, 57, 58, 60, 77, 78, 79] leads to spaces of states on the sites of the chain that are not irreducible representations of the corresponding Lie superalgebra. The structure of these spaces from the point of view of the supersymmetry of the underlying physical problem is a so far unresolved question.
A NLSM approach to the model studied by Dyson is not possible as there is no diffusive regime in one dimension. This difficulty can be remedied by considering thick quantum wires, which are also often referred to as quasi-one-dimensional wires. A thick quantum wire with a large number of transverse channels N ≫ 1 appears in the limit where both the bare conductance and the mean free path ℓ scale with N . This limiting procedure justifies the derivation of a one-dimensional NLSM with any one of the 10 classical symmetric spaces as the target manifold. In particular, one can derive a one-dimensional NLSM with the target manifold corresponding to the chiralunitary symmetry class. In the same way as a two-dimensional NLSM can be regularized by a spin chain, a one-dimensional NLSM can be regularized by a zero-dimensional spin-Hubbardlike model with one or two sites. Solving such a spin-Hubbard-like model is a reasonable first step towards understanding the critical properties of the two-dimensional models in the chiralunitary symmetry class.
The purpose of this paper is to calculate the density of states in the close vicinity of the band center of a quantum wire belonging to the chiral unitary symmetry class for an arbitrary number N of channels by using a representation of the problem in terms of an effective zero-dimensional "superspin" model. As we have pointed out earlier, in this case the space of states is not obtained from irreducible representations of a superalgebra. However, the Hamiltonian of the effective model can be written as a bilinear form in the generators of a superalgebra, and it is this construction that we refer to as "the superspin approach". The density of states has been obtained by the superspin approach only for N = 1 [77, 78, 79] .
The density of states of quasi-one-dimensional wires with arbitrary N in the chiral symmetry classes has been obtained using an entirely different approach [82, 83] based on the DorokhovMello-Pereyra-Kumar (DMPK) equation. This is an equation for the joint probability distribution of the Lyapunov exponents that are related to the eigenvalues of the transfer matrix [84] along the wire viewed as a multi-channel scatterer. There it was shown that the density of states depends sensitively on the parity of the number of channels N . When N is odd, the Dyson singularity is recovered. When N is even, the density of states is controlled by random matrix theory up to multiplicative logarithmic corrections. This paper is devoted to uncovering this parity effect within the superspin formalism applied to the chiral-unitary symmetry class, the simplest among all 10 symmetry classes from the point of view of the DMPK equation [82, 85] . Whereas the approach based on the DMPK equation is geometric [86, 87] , the method to be presented below is algebraic. However, the DMPK equation is limited to quasi-one-dimensional wires, while our hope is that the algebraic insights gained in this work can be of use to solving spin-Hubbard-like models related to two-dimensional NLSMs in the chiral symmetry classes.
The band center of a superconducting quantum wire with broken spin-rotation symmetry is another example of a mobility edge separating two insulating phases [83, 88] . Remarkably, the density of states displays the same Dyson singularity as a chiral quantum wire with an odd number of channels [83, 88] . This suggests a deep connection between the corresponding symmetric spaces that has been partially explored from a geometric point of view in Refs. [89, 90] . Hereto we hope that the algebraic method used in this paper could shed some light on this connection.
As our computation of the density of states for a quasi-one-dimensional wire in the chiralunitary symmetry class is quite involved, we now summarize the main steps leading to the dependence
of the density of states ν(ε) at the positive energy ε measured relative to the band center whereby 0 < ετ ≪ 1 with the mean scattering time τ of order N 2 ℓ/v F (ℓ is the mean free path and v F the Fermi velocity at the band center without disorder). The divergence of the density of states when N is odd is nothing but the Dyson divergence for the single chain random hopping problem. For even N , there is a multiplicative logarithmic correction to the power law predicted by random matrix theory.
In Sec. 2, we define a quasi-one-dimensional random hopping model on the square lattice of length L = M a and width N a with a being the lattice spacing and L ≫ N a. We also provide a supersymmetric representation for the global density of states. In Sec. 3, the density of states in the thermodynamic limit L → ∞, L ≫ N a, is recast as a certain expectation value in the ground state of an operator H acting on the direct product of a fermionic and a bosonic Fock spaces with a positive definite scalar product. The operator H is an infinitesimal version of the transfer matrix along the wire written in second quantized language, and, therefore, we call H the (effective) Hamiltonian, even though it is not Hermitian so that we need to distinguish its right and left eigenstates. Hamiltonian H is quartic in terms of the fermionic and bosonic operators spanning the Fock space on which it acts. Moreover, Hamiltonian H, although not Hermitian, possesses a certain degree of supersymmetry, which allows us to construct its ground sate and thus to compute the density of states of the underlying quasi-one-dimensional wire. Finally, Hamiltonian H depends parametrically on the energy scale ε at which the density of states of the wire is to be evaluated and on the energy scale 1/τ characterizing the strength of the static disorder in the wire. The construction of the ground state of H is done in Sec. 4, where it is expanded in terms of certain basis states and where we find a recursion relation for the expansion coefficients. We do not solve this recursion relation exactly, but we solve it and calculate the corresponding density of states approximately close to the band center ετ ≪ 1. The approximate solution is first presented in Sec. 5 for N = 1 and N = 2, and then for arbitrary even or odd N in Sec. 6. We summarize the important steps of our derivation and make a comparison with the DMPK derivation in Sec. 7.
The quasi-one-dimensional random hopping model
In this paper we reconsider the density of states for a single quantum particle in a thick quantum wire. We start with a quasi-one-dimensional tight-binding system of spinless fermions with nearest-neighbor and next-nearest-neighbor random hopping matrix elements. On the square lattice the tight-binding Hamiltonian for N coupled random hopping chains takes the form
Here, the indices i and j label the N chains while n labels the rows of sites in the direction along the wire. We impose the periodic boundary conditions along this direction, so that M + 1 ≡ 1, etc. The spinless fermions are represented by operators that satisfy canonical anticommutation relations. The nearest-neighbor hopping strength t n;ij consists of a large uniform part tδ ij and a small random piece δt n;ij , whereas the next-nearest-hopping strength t ′ n;ij is assumed to be purely random and small. That is, the chains are only weakly coupled by small random hopping amplitudes. Perpendicular to the chains there is no notion of distance, as every chain is coupled with equal strength to every other one. We shall consider the quasi-one-dimensional limit, where the length L of the disordered wire is much larger than its width N a, with a the lattice constant.
For vanishing next-nearest-neighbor hopping, t ′ n;ij = 0, the Hamiltonian (2.1) reduces to the chiral random hopping model. This model is special because its energy eigenvalue spectrum exhibits a symmetry under charge conjugation, i.e., the Hamiltonian changes sign under the unitary transformation
Hence, the eigenvalue spectrum of the chiral random hopping model has a reflection symmetry around the band center. As we shall see below, because of this extra symmetry the states near zero energy have localization properties that are dramatically different from those of the states in other parts of the spectrum. Under the assumption of weak disorder,
it is legitimate to take the continuum limit in the direction along the chains. In the absence of disorder the ground state of each chain consists of a filled Fermi sea bounded by two distinct Fermi points. The low energy excitations, the plane waves with momenta near these two points, are commonly called left-and right-movers, respectively. Linearizing the spectrum about the two Fermi points yields a kinetic energy that is a first-order differential operator. We thus model the dynamics of the single quantum particle in a quasi-one-dimensional geometry by
where we choose our units such that and the Fermi velocity v F are one. The spinors ψ(x) are 2N -component vectors, v µ (x) (µ = 0, 1, 2, 3) are N × N random Hermitian matrices, and σ µ denote the three Pauli matrices and the 2 × 2 unit matrix acting on the left-right-mover degrees of freedom. Due to gauge invariance the potential v 3 (x) can be chosen to be zero in a system with open boundary conditions. In the continuum language the chiral symmetry is implemented by the interchange of left and right movers and is represented by
Chiral symmetry is thus only satisfied if the random matrices v 0 and v 1 vanish, i.e., a chiral symmetric disorder potential is here necessarily off-diagonal with respect to the left-right-mover degrees of freedom. In the presence of time-reversal symmetry, σ 1 h * c σ 1 = h c , the disorder potentials satisfy the additional symmetry constraints 6) where i, j = 1, · · · , N . The disorder potentials v µ are assumed to be independent and Gaussian distributed with zero means and and with variances
respectively, where µ = 0, 1, 2 and the chain index i, j, k, l = 1, · · · , N . The disorder strength is denoted by g µ and β is the Dyson index with β = 1(2) in the presence (absence) of time-reversal symmetry. We want to compute the Green function of the Hamiltonian (2.4) in order to obtain its density of states at the energy ε, which we assume to be positive, ε > 0, without loss of generality. The two-point single-particle Green function is given by
where α, α ′ = L, R are left-right-mover indices, i, i ′ = 1, · · · , N are channel indices, the infinitesimal regulator η is strictly positive, η > 0, and |x, i, α denotes a position eigenstate. The global density of states ν(ε) for a given realization of the disorder is then obtained from
It is convenient to introduce the notation
The Green function (2.8) is an analytic function of iω in the upper part of the complex plane for any realization of the disorder. By analytical continuation of ε > 0 to the upper imaginary axis, iω is strictly imaginary (ω becomes strictly positive). If so, one has to analytically continue ω to the lower imaginary axis in order to obtain the density of states (2.9). Translation invariance is restored in the disorder average of the Green function, i.e., one can define 11) where the square brackets on the right-hand side denote disorder averaging. Correspondingly, the mean global density of states is
The global density of states becomes self-averaging in the thermodynamic limit L → ∞, so that the brackets on the left-hand side of Eq. (2.12) can be omitted. The single-particle Green functions (2.8) or (2.11) can be represented by functional path integrals as long as iω belongs to the upper part of the complex plane. Unless specified, we assume that ω > 0. To perform the disorder average we make use of supersymmetry, so that
where the action
is defined as the one-dimensions integral of the Lagrangian
and the partition function
We have introduced, for any channel index i = 1, · · · , N and any left-right mover index α = L, R, the complex-valued integration variables ξ * i,α (x) and ξ i,α (x), here related by complex conjugation, together with the pairs of independent Grassmann fields ψ * i,α (x) and ψ i,α (x). In the functional integral formulation, the periodic boundary conditions imposed on the Hamiltonian (2.1) translate as follows: the bosonic fields obey periodic boundary conditions, but the fermionic fields obey antiperiodic boundary conditions in the x direction. The assumption ω > 0 guarantees the convergence of the Gaussian integral over the complex-valued integration variables ξ * i,α (x) and ξ i,α (x). The action and the measure of integration in the field theory (2.13a) contains supersymmetries that rotate boson and fermion fields into each other. These symmetries guarantee that the corresponding partition function is unity in every disorder realization: Z = 1, which simplifies the computation of averaged Green functions considerably. The ensemble average over the disorder configurations in Eq. (2.13a) can be performed analytically by means of a cumulant expansion. With the Gaussian distribution (2.7), this gives the exact result
where the effective action
is defined from the effective Lagrangian
Here, Tr (· · · ) refers to the trace over the channel index, we made use of the Hermiticity of the three random N × N matrix v 0,1,2 , and we also introduced the N × N Hermitian matrices J 0,1,2 and their transposed J
We are going to demonstrate how we can use Feynman's transfer matrix method to trade the one-dimensional field theory encoded by Eqs. (2.14a), (2.14b), and (2.14c) with ω > 0 for a zero-dimensional Schrödinger equation with a non-Hermitian superspin Hamiltonian. We will show that the non-Hermitian Hamiltonian possesses real eigenvalues and has manifestly unitary "imaginary-time evolution". We will also show how the density of states (2.12) can be extracted from an expectation value in the nondegenerate ground state annihilated by this non-Hermitian Hamiltonian.
Mapping to a transfer Hamiltonian
To perform the mapping onto a superspin Hamiltonian, we start from the classical Hamiltonian
that can be read off from the Lagrangian (2.13c) once 4N coordinates
have been chosen and by use of the 4N momenta
whereby δ/δq i,α denotes the right derivative. We are thus interpreting x as the imaginary time.
There is considerable freedom in the choice of the q's and hence of the p's. The most obvious choice is
for which the momenta are
with the channel index running over i = 1, · · · , N . With this choice,
where we have introduced the short-hand notation
has an unbounded spectrum of eigenvalues from below upon quantization by which the classical p's and q's are replaced by operators that obey the canonical supercommutation relations
To cure this difficulty it is convenient to redefine the vacuum in the fermionic sector of the theory to be the Dirac sea. However, by the spin-statistics theorem, this medicine is inoperative in the bosonic sector unless one is willing to either give up Hermiticity [78] or the positive definite scalar product of the Fock space on which the quantum operator corresponding to Eq. (3.1) is defined [79] . In this paper, we choose the former route, so our quantum Hamiltonian will act on a space with a positive-definite scalar product, but will not be self-adjoint with respect to this product. In this setting, one will have to distinguish between the right and left eigenstates of the Hamiltonian.
For example, consider the quantum theory defined by the assignments
with the only nonvanishing supercommutators
The corresponding Fock space F R is obtained by action of the creation operators on the vacuum state, i.e., the state |0 that is annihilated by the right action of
, F R is the linear span of the product states
where
We assume that the vacuum state is normalized to one,
whereby the dual vacuum state 0| is the state annihilated by the left action of
The identification (3.4) leads us to define the coherent states
where summation over i = 1, · · · , N is implied, with the overlaps
We observe that |ψ L R and L ψ L | are not related by the "conventional" adjoint operation
Due to this fact, it is necessary to distinguish between the right Fock space F R and its dual, the left Fock space F * L , that are related by the unitary transformation (3.7). That is, for a given basis |Ψ m R of the right Fock space F R , we define the corresponding basis |Ψ m L of the left Fock space F L by acting with U on the right basis, i.e.,
Similarly, we will need to distinguish between left and right eigenstates of the transfer Hamiltonian H. Equipped with the definition (3.6) for the coherent states, we are now ready to derive the effective transfer Hamiltonian. It is given by replacing L in Eq. (3.1a) with L eff from Eq. (2.14c). After disorder averaging, the transfer Hamiltonian reads
with the number operators and disorder-induced operators defined by
respectively. In as much as the right Fock space F R and its dual, the left Fock space F * L , that are associated with H are not related by the conventional adjoint operation, the transfer Hamiltonian H itself is not invariant under the conventional adjoint operation. On the one hand, J † 0,ij = J 0,ji . On the other hand, because of the fermions, J † 1,ij = J 1,ji , and J † 2,ij = J 2,ji . Consequently,
Upon making the transition to the transfer Hamiltonian H as encoded by Eq. (3.4) the partition function (2.13d) becomes
where N F is the total fermion number operator, and the sum runs over some basis of the Fock space pair (
N F is a consequence of the antiperiodic boundary conditions obeyed by the original Grassmann integration variables at the ends of the wire.
Finally, we note that for a single channel, N = 1, alternative representations of Hamiltonian (3.8a) have been studied in Refs. [77] , [78] , and [91] as well as in connection with the random network problem introduced in Ref. [79] . We are now going to show that the eigenvalues of H for the chiral unitary symmetry class are manifestly real and that the matrix elements of exp(−LH) between left and right eigenvectors of H define transition amplitudes of a unitary evolution operator, in spite of the fact that H is non-Hermitian.
Properties of the transfer Hamiltonian
In this section and thereafter we shall limit ourselves to the chiral-unitary symmetry class defined by the conditions
in Eq. (2.7). Hamiltonian (3.8a) thus reduces to 12) in the chiral-unitary symmetry class. The original supersymmetry of the action (2.14b) is realized by the invariance of Hamiltonian (3.8a) under the interchanges whereas H ω changes its sign under this transformation. This symmetry has its origin in the chiral symmetry. We also note that H 2 commutes with the eight generators of the Lie superalgebra gl(1|1) ⊕ gl(1|1), while H ω commutes with the four generators of the diagonal sub-algebra
The invariance of H under the supersymmetric transformation (3.13) has two consequences. First, it implies that an eigenvalue E l of H can only be nondegenerate if its right eigenvector belongs to a singlet, i.e., if the right eigenvector is annihilated by the supersymmetric transformation (3.13). Second, any nonvanishing eigenvalue E l must be at least twofold degenerate with a pair of right eigenstates that are simultaneous eigenstates of the total fermion occupation number N F that differ by an odd number of fermions. That is, all the eigenstates with nonvanishing eigenenergy E l can be grouped into supersymmetric multiplets of degenerate eigenstates. The only exception to this rule, is the nondegenerate ground state, a singlet state, with E l = 0. Since the transfer Hamiltonian H is non-Hermitian we need to distinguish left eigenstates from right eigenstates. In order to do so, we define right eigenstates, ϕ l,ι R ∈ F R , with eigenvalues E l by
and left eigenstates,
where the index ι labels the different elements of the supersymmetric multiplet with eigenenergy E l . Since the right and left eigenstates are elements of the Fock space F R and F * L , respectively, it is possible to map ϕ l,ι R onto ϕ l,ι L by use of the unitary transformation U as defined in
As for the single channel problem of Ref. [77] , we can now use the left and right eigenstates (3.15) to construct a normalized eigenbasis and the corresponding resolution of identity. Thereto, we argue that the left and right eigenstates of H in any given supersymmetric multiplet with eigenenergy E l can be grouped into pairs
and such that the left and right eigenstates form a well defined biorthogonal system with
for all energy eigenvalue indices l, l ′ and for all supersymmetric multiplet index ι, ι ′ . Here, we have introduced the permutation function σ[ι] of the index ι that parametrizes the pairing of the eigenstates. The permutation function is involutive, i.e., it satisfies σ 2 = 1. The resolution of identity is then given by
These properties of the eigenstates can now be used to show that the transfer Hamiltonian H with its associated Fock space pair (F L , F R ) possesses a real eigenvalue spectrum, and that the operator exp(−LH) defines a unitary time evolution with respect to the Fock space pair (F L , F R ). First, for any given eigenenergy E l with left eigenvector ϕ l,ι L and right eigenvector ϕ l,σ[ι] R we find
where we have used the mapping between left and right eigenstates (3.16), the Hermitian adjoint of H (3.17), and the normalization of the states (3.18). Second, the transition amplitude from the right energy eigenstate ϕ l,ι R to the left energy eigenstate ϕ l ′ ,ι ′ L is defined by
after the analytic continuation L → it. Using Eqs. (3.15), Eqs. (3.18) , and the involutive property of σ[ι], one verifies that, for all t,
Hence, the expression (3.21) constitutes a well-defined transition amplitude, since it satisfies the condition of probability conservation associated to a unitary time evolution. Summarizing, we have found that Eq. (3.17) implements the adjoint operation for the nonHermitian Hamiltonian H. The operator U maps the right eigenstates from F R into the dual space F L (i.e., the space of left eigenstates) in such a way that the transfer Hamiltonian becomes Hermitian within the Fock space pair (F L , F R ). That is, in order to reinstate unitarity of the evolution operator, exp(−itH), it is necessary to include the action of U in the scalar product.
Quantum representation of the density of states
We are going to give a quantum representation of the density of states (2.12) in the long wire limit L → ∞ and show how the original supersymmetry and a well-defined density of states (2.12) imply that the spectrum of H is positive definite.
We start by reexpressing the partition function (2.13d) [see also Eq. (3.10)] in terms of the eigenbasis (3.15)
By the construction of Section 2, the supersymmetry implies that the partition function is exactly one whatever the length L of the wire. In the transfer Hamiltonian representation of the partition function (3.23), this is born out by the fact that each supersymmetric eigenmultiplet of H contains equal numbers of fermionic (N F odd) and bosonic (N F even) eigenstates, which thereby cancel in the supertrace due to the factor (−1) N F . Hence, the sum in Eq. (3.23) must then reduce to the expectation value in the zero-energy eigenenergy sector E 0 = 0 of the pair (F L , F R ). This sum then gives unity if and only if the eigenspace
For the partition function to be independent of the wire length L, the spectrum of H must contain a nondegenerate eigenenergy E 0 = 0.
In the quantum representation, the density of states (2.12) is expressed by
where either
As the system becomes infinite in length, L → ∞, any exponential term in Eq. (3.24), vanishes for all positive energy eigenstates. In order for the density of states to be well defined in the long wire limit, the eigenvalues of H need to be positive. If so, the density of states in the limit L → ∞ is dominated by the ground state expectation value with E 0 = 0
where |ϕ 0 L and |ϕ 0 R denote the nondegenerate left and right ground state wave functions, respectively. In Eq. (3.25) we have dropped the factor (−1) N F since the left and right ground state wave functions contain an even number of fermions, as we will explicitly verify in Section 4.
Construction of the ground state sector
In order to compute the density of states in the long wire limit (3.25), we need to make an appropriate Ansatz for the solutions |ϕ 0 R and |ϕ 0 L of the right and left Schrödinger equations
respectively. The left and right ground state wave functions are related by |ϕ 0 L = U |ϕ 0 R . As dictated by supersymmetry, the ground state wave function is nondegenerate and constitutes a supersymmetric singlet, i.e., it is annihilated by the supersymmetric transformation (3.13). Therefore, the ground state sector can be expanded in terms of states that transform as singlets under the supersymmetry (3.13). One such state is the vacuum |0 . Other states that transform as singlets under the symmetry (3.13) can be generated by repeated action of H on the vacuum |0 . All the states that are generated by repeated action of H on the vacuum |0 form a vector space, which we call the right ground state sector G R . The dual ground state sector G * L is generated by repeated action of H † on the vacuum 0|. Alternatively, G L can be obtained by the application of the unitary transformation U defined in Eq. (3.7) on the right ground state sector G R . In turn, G * L follows from G L with the help of the adjoint operation. The ground state sectors are subsets of the corresponding Fock spaces, i.e., G L F L and G R F R . We shall thus expand the right (left) ground state
Thereto we construct in what follows a right basis
and a left basis R are here generated with the help of the auxiliary orthogonal states
defined by taking arbitrary integer powers of the raising operators . It is therefore convenient to depict these states in the (N b , N f )-plane (see Fig. 1 ). As a consequence of Pauli's principle, the fermion number N f is restricted to a finite range. That is, any power larger than one of any of the fermionic operators S − and S + vanishes, and for a given channel number N we have
and
Condition (4.5) determines the range over which the index n runs in Eqs. 
as it should be. The norms in the right sets (4.4a) are
R m|m
with m = 1, 2, 3, · · · . It follows from (4.7), that the norm for a given state in the left set is equal to the norm of the corresponding state in the right set. Moreover, the left and right sets (4.4a) and (4.4b) are biorthogonal in the sense that
as follows from Eq. (4.8) and the orthogonality of the states Eq. (4.3a).
Equipped with a basis for the right and left ground state sectors, we are now in a position to expand the right ground state
in terms of the basis Eq. (4.2a) and the left ground state 
Consequently, in order to normalize the ground state wave function, we set
from now on.
Ground state Schrödinger equation
Hamiltonian (3.12) depends on two energy scales: the (imaginary) energy ω at which the density of states in the thermodynamic limit is to be evaluated and the chiral disorder strength g 2 defined in Eq. (2.7). Since the density of states in the thermodynamic limit is controlled solely by the right |ϕ 0 R and left |ϕ 0 L eigenstates annihilated by Hamiltonian (3.12), it must be a scaling function of the dimensionless variable ω g 2 → ω, (4.12)
provided we set g 2 to be unity, as we shall do from now on unless stated otherwise. The right (left) ground state |ϕ 0 R (|ϕ 0 L ) satisfies the eigenvalue equation (4.1). In the basis (4.2), the eigenvalue problem (4.1) yields the recursion relation for the coefficients a 
1 + 6a
1 , 4 ω a
1 + 2a
1 .
(4.13c)
Equations (4.13) are a generalization to the case of an arbitrary number N of channels of the recursion relations obtained by Refs. [77, 78, 91] when N = 1. The rest of this paper is devoted to solving them and evaluating the density of states using Eq. (3.25).
Evaluation of the density of states when N = 1 and N = 2
Before we solve the recursion relations (4.13) for arbitrary N , we first specialize to the case N = 1 and N = 2 for pedagogical reasons. Only the case N = 1 using the supersymmetric quantum representation (see Refs. [77, 78, 91] ) was treated in the literature. The case N = 2 was solved with the help of the DMPK equation in Refs. [82] and [83] .
Density of states for a single channel N = 1
For a single channel, N = 1, the recursion relations Eq. (4.13) for the coefficients a 
1 + 3a 
For ω asymptotically small (the limit we are interested in), the overlapping region 1 ≪ m ≪ ω −1 becomes arbitrarily large. We can then derive matching conditions between the two approximate solutions to fix the coefficients of the Bessel equation and the initial values of the zero-frequency recursion relation. Hence, in the limit of asymptotically small frequency, this procedure gives a complete solution for the ground state of H. This solution can be used to compute the expectation value of (B − B) in the ground state, which yields the asymptotic form of the density of states (3.25) as ε → 0.
We first consider the limit m ≫ 1. In this limit, we can neglect terms of order one compared to m in Eq. (5.2b) and replace finite differences by derivatives with respect to m, i.e., the discrete index m is now treated as a continuous one with a
. This gives
Here, we have assumed that a (1) varies slowly so that da (1) /dm can be neglected relative to a (1) . After the substitution
this differential equation can be transformed into a modified Bessel equation and we obtain the solutions
where I 0 (x) is the modified Bessel function of the first kind and K 0 (x) the modified Bessel function of the second kind (see chapter 9.6. in [92] ). We shall demand that a 
o,1 of the modified Bessel function K 0 will thereby acquire an ω dependence. In order to carry out this matching procedure, we will need the small x behavior of the continuum solution
where γ is the Euler's constant. Second, we consider the limit m ≪ ω −1 , in which case we can safely drop the terms containing ω in Eqs. 8b) , we find the first order difference equation
with m = 1, 2, 3, · · · , whose solution is given in terms of the Digamma function Ψ (for references on the Digamma function Ψ, see chapters 6.3 or 8.36 in Refs. [92] or [93] , respectively) 10) with the limiting form
for large m ∈ N.
Having solved the recursion relation in the two limits 1 ≪ m and m ≪ ω −1 , we now match solutions (5.7) and (5.11) in the overlapping regime 1 ≪ m ≪ ω −1 to fix the coefficient c
of the modified Bessel function K 0 and the initial value a 12) for the two unknowns c
o,1 and a
1 . Solving for c
1 , we get
We have thus derived two limiting solutions to the recursion relations (5.1)
(5.14)
Knowledge of the asymptotics (5.14) is sufficient to determine the leading behavior of the density of states ν(ε), Eq. (3.25), for asymptotically small energies ε. The density of states in the long wire limit Eq. (3.24) is given by the expectation value of the operator (B − B) in the ground state
where we have used Eq. (4.8) and the identity
In view of Eq. (5.14), it is necessary to break the sum over m in Eq. (5.15a) into two parts separated by the integer m 0 , with 1 ≪ m 0 ≪ ω −1 . We choose m 0 to be some fixed number, independent of ω. With this choice and for sufficiently small ω, the sum on the right-hand side of Eq. (5.15a) is dominated by the part m > m 0 , i.e., by the contribution from the first line in Eq. (5.14). (In the limit ω → 0, the sum over m ≤ m 0 , i.e., the contribution from the second line in Eq. (5.14), is less divergent than the sum over m > m 0 , and can therefore be neglected.) We then find the estimate
This gives the asymptotic behavior of the density of states 17) which has precisely the form of Dyson's singularity.
Density of states for two channels N = 2
For the case of two channels, N = 2, the recursion relations (4.13) for the coefficients a (1) 
2 , 2ωa
2 .
(5.18b)
Alternatively, we can rewrite the two decoupled recursion relations (5.18a) in terms of the finite differences
With this, Eq. (5.18a) becomes
m .
(5.18d)
To analyze these equations, we follow the same strategy as in the previous section for the N = 1 case and solve the Eqs. (5.18) first in the m ≫ 1 limit and then in the m ≪ ω −1 limit.
We begin with the m ≫ 1 limit. Treating m as a continuous index, we replace finite differences by derivatives in Eq. (5.18d), i.e., we let a (i) m → a (i) (m) with i = 1, 2. This gives
Here, a (i) is assumed to be slowly varying so that we can neglect da (i) /dm compared to a (i) . After the substitution 
21). The remaining coefficients c (i)
e,1 with i = 1, 2 of the modified Bessel function K 1 will be fixed by matching solutions (5.21) to the small mω solution. In order to do so we will need the small x behavior of Eq. (5.21) 
2 , 2a
The solution of Eqs. (5.24a) is given by 
e,1 and a
1 and the two equations
e,1 , a
for the two unknowns c
1 . Solving for a
1 and a
1 , respectively, we obtain a
0 ω .
We have thus derived two limiting solutions to the recursion relations (5.18)
(5.28)
In the long wire limit, the density of states is given by the expectation value of the operator (B − B) in the ground state [see Eq. (3.24)]
Here, we have used Eq. (4.8), the identity (B − B) |0 = 2 |0 and
We want to estimate the leading behavior of the density of states for two scattering channels, N = 2, and for asymptotically small energies ε, i.e. ω ≪ 1. Thereto, we break the sum over m in Eq. This sum over m can be computed exactly by means of a telescopic expansion. We find
To compute the leading behavior of the density of states it is sufficient to retain only the lowest order in ω. This gives
We thus find the estimate
for the density of states in the thermodynamic limit.
Evaluation of the density of states when N = 1, 2, 3, · · ·
We are going to compute the density of states ν(ε) from Eq. (3.25) to leading order in the positive dimensionless energy ε ≪ 1 by solving the recursion relation (4.13) for an arbitrary number N of channels. We begin with the case of N odd and proceed with the case of N even. In doing so, we are going to reproduce the parity effect (1.1) in the density of states that was obtained for the first time using the DMPK approach in Refs. [82] and [83] .
Density of states for an odd number N of channels
The calculation of the density of states for an odd number N of channels follows along the lines of the N = 1 case with the caveat that for N > 1 the recursion relations (4.13) no longer decouple. This difference complicates the calculation considerably. To overcome this difficulty we introduce a linear transformation of the coefficients a (n) m that approximately decouples the recursion relations (4.13) in the two regimes m ≫ N and m ≪ ω −1 . That is, we introduce 
Here, the symbol 3 F 2 denotes a generalized hypergeometric function (see for example Ref. [93] ). It is also possible to express the a (n) m 's in terms of the b
With these definitions, we are going to rewrite the recursion relations (4.13) in a form that decouples both in the limit ω = 0 and in the large m limit. To see this, we first make use of identities (B.3a) and (B.3b) to combine Eqs. (4.13) and (6.1) into the recursion relations 
with k = 0, 1, · · · , (N − 3)/2. We aim at a solution of Eq. (6.2) for asymptotically small frequency ω. As in Sec. 5.1, our strategy is to solve Eq. (6.2) in the two limits N ≪ m and m ≪ ω −1 . In the former limit, m ≫ N , we treat m as a continuous variable. Then, Eq. (6.2) decouples, provided we assume that a (n) m decays rapidly for m ≫ N . In the other limit, m ≪ ω −1 , we can neglect ω in Eq. (6.2), which again decouples. In this way, it is possible to find approximate solutions in the two regions N ≪ m and m ≪ ω −1 that are uniquely fixed up to some multiplicative coefficients and initial values, respectively. For asymptotically small ω, the overlap between these two regions N ≪ m ≪ ω −1 is large. We can then match the two approximate solutions in the overlapping region. This gives a unique and approximate solution for the ground state wave function, which in turn determines the density of states (3.25) in the long wire limit.
6.1.1. Solution when m ≫ N First, we treat the limit m ≫ N . If we assume that a (n) m decays rapidly for large m, we can drop the last line on the right-hand side of Eqs. (6.2a) and (6.2b), respectively. Consequently, in terms of the finite differences 
with k = 0, 1, · · · , (N − 3)/2. In the limit m ≫ N , we can neglect terms of order N compared to m and replace finite differences by derivatives. In place of Eq. (6.4) and if we assume that b
with k = 0, 1, · · · , (N − 1)/2 and
. By use of the substitution
we find that the solutions to Eq. (6.5) are given by the linear combinations of
with k = 0, 1, · · · , (N − 1)/2 and 
0 mω ,
with k = 1, 2, · · · , (N − 1)/2, and
, and where
(For references on the Digamma function Ψ, see chapters 6.3 or 8.36 in Refs. [92] or [93] , respectively.)
Second, we treat the limit 1 ≤ m ≪ ω −1 , in which case we can neglect the ω terms in Eq. (6.2). In doing so, Eq. (6.2) becomes 
with k = 1, 2, · · · , (N − 1)/2, and 0 some number that depends on N , 14) for the two unknowns b 
(6.15)
Matching Eq. (6.13b) with Eq. (6.9b) gives two equations (whereby we neglect ln m and ln C
for the two unknowns b
and c
, while matching Eq. (6.13c) with Eq. (6.9c) gives two equations gives c
Observe that the coefficients (6.17a) of the modified Bessel functions K 2 , K 4 , · · · , K N −1 are trivially independent of ω, while the initial values (6.17b) and (6.17c) of the ω = 0 recursion relation are independent of ω in view of Eqs. (6.12b) and (6.12c), respectively.
ω dependence of the recursion relation (6.2)
Equipped with the solutions (6.15) and (6.17) for the ω dependence of b 
0 some number that depends on N . Insertion of Eq. (6.17b) into the prefactor (6.12b) appearing in Eq. (6.11b) gives
Insertion of Eq. (6.17c) into the prefactor (6.12c) appearing in Eq. (6.11c) gives
In conclusion, the ω dependence of the solution to the recursion relation (6.2) follows from combining Eqs. (6.7), (6.8), (6.15), (6.17a) when m ≫ N together with Eq. (6.18) when mω ≪ 1. This gives 19) with k = 1, 2, · · · , (N −1)/2 and k ′ = 0, 1, · · · , (N −3)/2. Equation (6.19) should be compared to Eq. (5.14). Observe that Eqs. (6.18b) and (6.18c) are independent of ω.
Leading energy dependence of the density of states
We are ready to extract the leading behavior of the average density of states ν(ε), Eq. (3.25), for asymptotically small energies ε. The density of states in the long wire limit Eq. (3.24) is given by
with the left and right ground states (4.10a) and (4.10b). The normalizations (4.8) and (4.11), the biorthogonal relations (4.9), and the identities
deliver the expectation value m from Eq. (6.19) we obtain
with the combinatorial factor
Using the substitution x 2 = 4mω, the integral transforms into 
is some number that only depends on N . In order to derive the asymptotic density of states, it is sufficient to keep the leading ω dependence in Eq. (6.26) . This gives
Combining Eq. (6.27) and (6.20), we find that the density of states, for asymptotically small energies, is given by
Recalling that ε is measured in units of the disorder strength, we have recovered Eq. (1.1) when the number of channels N is odd.
Density of states for an even number N of channels
The calculation of the density of states for an even number N of channels follows along the lines of the N = 2 case with the caveat that for N > 2 the recursion relations (4.13) no longer decouple. This difference complicates the calculation considerably. To overcome this difficulty we introduce a linear transformation of the coefficients a 
Here, the symbol 3 F 2 denotes a generalized hypergeometric function (see for example Ref. [93] ). It is also possible to express the a m 's. Indeed, with the help of identities (B.5a) and (B.5b), inverting the linear relation (6.29a), i.e., for any m = 1, 2, 3, · · · ,
can be done with the inverses
of the transformation matrices (6.29b). With these definitions, we are going to rewrite the recursion relations (4.13) in a form that decouples both in the limit ω = 0 and in the large m limit.
To see this, we first make use of identities (B.3c) and (B.3d) to combine Eqs. (4.13) and (6.29) into the recursion relations 4mωb
and 4mωb
with k = 0, 1, · · · , (N/2) − 1 and m = 2, 3, · · · . Here, the initial conditions are decouples, provided we assume that a (n) m decays rapidly for m ≫ N . In the other limit, m ≪ ω −1 , we can neglect ω in Eq. (6.30), which again decouples Eq. (6.30) . In this way, it is possible to find approximate solutions in the two regions N ≪ m and m ≪ ω −1 that are uniquely fixed up to some multiplicative coefficients and initial values, respectively. For asymptotically small ω, the overlap between these two regions N ≪ m ≪ ω −1 is large. We can then match the two approximate solutions in the overlapping region. This gives a unique and approximate solution for the ground state wave function, which in turn determines the density of states (3.25) in the long wire limit. m decays rapidly for large m, we can drop the last line on the right-hand side of Eqs. (6.30a) and (6.30b), respectively. Consequently, in terms of the finite differences
with i = 1, · · · , N , the recursion relation (6.30) reads 
with k = 0, 1, · · · , (N/2) − 1. By use of the substitution
we find that the solutions to Eq. (6.33) are given by the linear combinations and x N +2k−2 from the expansion of Eq. (6.35) when x small (see chapter 9.6 in Ref. [92] ). This gives to leading and subleading order in m, respectively. In general we have for the odd-numbered coefficients
and for the even-numbered coefficients 
1 , c
e,1 , and c (2) e,1 , we determine their ω dependences,
e,1 = −4C
(e,4) 0 (whereby we neglect ln m and ln C (e) = 0, (6.45a)
and 
where we have disregarded terms of order ω 2 and higher. Insertion of Eq. (6.45b) into the prefactor (6.40a) appearing in Eq. (6.39a) gives
with k = 1, 2, · · · , (N/2) − 1. Insertion of Eq. (6.45c) into the prefactor (6.40b) appearing in Eq. (6.39b) gives
We emphasize again that the explicit k dependences on the right-hand sides of Eq. (6.46c) and Eq. (6.46d) are related to those on the right-hand sides of Eq. (6.18b) and Eq. (6.18c) by letting k → k − (1/2) and k → k + (1/2), respectively. In conclusion, the ω dependence of the solution to the recursion relation (6.30) follows from combining Eqs. (6.35), (6.36), (6.43), (6.45a) when m ≫ N together with Eq. (6.46) when mω ≪ 1. This gives
(e,4) 0
with k = 1, 2, · · · , (N/2) − 1. Equation (6.47) should be compared to Eq. (5.28). Observe that Eqs. (6.46c) and (6.46d) are independent of ω.
Leading energy dependence of the density of states
We are ready to extract the leading behavior of the average density of states ν(ε), Eq. (3.25), for asymptotically small energies ε. The density of states in the long wire limit Eq. (3.24) is given by ν(ε) = lim 48) with the left and right ground states (4.10a) and (4.10b), respectively. The normalizations (4.8) and (4.11), the biorthogonal relations (4.9), and the identities
deliver the expectation value 
where n = 0, 1, · · · , (N/2) − 1. Inserting Eq. (6.46b) and (6.46d) into Eq. (6.29c) gives
where n = 0, 1, · · · , (N/2) − 1. With this, the normalization factors (4.8), and the choice m 0 = ω −1 , we find 54) which is to be compared with the telescopic expansion (5.32). To compute the leading behavior of the density of states it is sufficient to retain only the lowest order in ω. This gives 
with the combinatorial factor Recalling that ε is measured in units of the disorder strength, we have recovered Eq. (1.1) when the number of channels N is even.
Discussion
The asymptotic limit 0 < ε ≪ 1 for the density of states (1.1) of a disordered quasi-onedimensional quantum wire in the chiral-unitary symmetry class was first derived in Refs. [82] and [83] using the DMPK approach. This approach is based on finding the stationary solution of a forced diffusive process obeyed by the Lyapunov exponents of a transfer matrix, whereby the length L of the quasi-one-dimensional quantum wire plays the role of time and the forcing term is proportional to the frequency ω related to the energy ε by the analytical continuation ω → −iε. The DMPK approach is geometric, for the Lyapunov exponents are none but the radial coordinates of a smooth manifold determined by the symmetry class to which the disorder belongs. This symmetry requirement, the quasi-one-dimensionality, and the implicit weakness of the disorder determines in a unique way the forced diffusive process in the thick quantum wire limit N → ∞ [82, 87] . In this paper, we have derived the density of states (1.1) using the alternative superspin approach.
The superspin approach relies on interpreting the disorder-average retarded Green function as a "quantum thermal average", whereby the role of temperature is played by the length L of the disordered quantum wire and, for a disordered quasi-one-dimensional quantum wire, the quantum partition function is given by Eqs. (3.8) and (3.10) . The quantum evolution, although unitary according to Eq. (3.22) , is here generated by the supersymmetric and non-Hermitian Hamiltonian (3.8). In the chiral-unitary symmetry class, the supersymmetric and non-Hermitian Hamiltonian (3.8) simplifies to the supersymmetric and non-Hermitian Hamiltonian (3.12) so that it can be interpreted as a gl(1|1) quantum superspin Hamiltonian, for it reduces to a bilinear form in the generators of the superalgebra gl(2|2) and, furthermore, it commutes with a gl(1|1) sub-superalgebra of gl(2|2). In the thermodynamic limit L → ∞, the quantum statistical average is solely determined by the non-degenerate right and left ground states of Hamiltonian (3.12), whose existence is guaranteed by supersymmetry. Thus, the computation of the density of states in the thermodynamic limit amounts to the construction of the right and left ground states (4.10) for the supersymmetric and non-Hermitian Hamiltonian (3.12) .
Solving for these right and left ground states is difficult because the right and left Hilbert spaces on which the quantum superspin Hamiltonian is defined are infinite dimensional. For comparison, the irreducible Hilbert space of a single SU (2)-spin is (2s + 1)-dimensional. For any given number N of channels in the disordered quasi-one-dimensional quantum wire, the right and left ground states are constructed from two limiting solutions to the recursion relation (4.13) for their expansion coefficients a m , k = 1, · · · , N . In the large m ≫ N limit, the recursion relation (4.13) reduces to N modified Bessel equations whose leading solution for small ω is governed by (i) the modified Bessel function K 0 when N is odd or (ii) the modified Bessel function K 1 when N is even. Evidently, this parity effect also characterizes the solution to the recursion relation in the limit mω ≪ 1 provided N ≪ m ≪ 1/ω, after both solutions have been matched in their overlapping regime N ≪ m ≪ 1/ω of validity. In turn, the same parity effect has a counterpart for the density of states for asymptotically small values of ε, since, upon the analytical continuation ω → −iε, (i) the coefficients b when N is even play the role, in the DMPK approach, of the smallest Lyapunov exponent when N is odd and the first two smallest Lyapunov exponents when N is even, respectively. The only effect from the number N of channels is to determine the size of the asymptotic regime ε ≪ 1 for which Eq. (1.1) holds through the choice g 2 ∝ v F /(N 2 ℓ), where v F is the Fermi velocity in the clean limit and ℓ is the mean free path in the Born approximation, for the variance in Eq. (2.7).
respectively, a mapping that we shall denote by deg(E ab ). Our rational for the definition of the 16 operators E ab with a, b = 1, · · · , 4 is that if we define and verify that they define the Lie superalgebra of gl(2|2) in the standard basis [97] , i.e., The first step of the proof is then completed after verifying that H 2 , as given by Eqs. (3.12) and (3.8c), can be rewritten as
At last, one verifies that the full Hamiltonian H = H ω + H 2 commutes with the 4 operators Thus, H ω breaks the symmetry of H 2 generated by gl(1|1) ⊕ gl(1|1) down to the one generated by gl(1|1). for n, n ′ ∈ {0, 1, 2, · · · , m} .
