Abstract. In this paper we shall derive some approximate absorbing boundary conditions for the initial value problem for the unsteady linearized Euler equations in 2-D. Since we assume that the coefficients of the system are constant, we can describe the transformation of the system to a decoupled system of ODE's and the related absorbing boundary conditions explicitly. We shall verify the usefulness of these boundary conditions in some numerical tests for the nonlinear Euler equations in 2-D.
Introduction
When solving numerically an initial value problem for a hyperbolic system in the whole space R or R , it is necessary to introduce artificial boundaries in order to obtain a finite computational domain. Then the question arises which kind of boundary conditions one has to impose on these additional boundaries. They should guarantee that the solution is not significantly disturbed by reflection or other effects which come from these artificial boundaries. Furthermore, the solution on the finite computational domain should be a good approximation to the solution of the initial value problem in the whole space.
Using the theory of pseudodifferential operators, Engquist and Majda [2] developed the concept of absorbing boundary conditions to satisfy the above requirements. They treated the wave equation and first-order symmetric systems in 2-D. In more detail, they considered the 3x3 system of the linearized shallow water problem. In this paper we consider general symmetrizable linear systems of first order, and in particular we treat the 4x4 system of the linearized Euler equations in primitive variables: (1) dtU + BxdxU + B2dyU = F, where (see [9] ) U = We consider the system with frozen coefficients. Therefore, instead of the theory of pseudodifferential operators, we can use Fourier transformation and some linear algebra calculations to derive the local absorbing boundary conditions. Since this system is not symmetric, we have to apply a well-known transformation [9] to reduce it to a symmetric form. Then, after some matrix multiplication, we can write the system as (3) dw = Ad.w + Edw + f with suitable matrices A and E. We apply the Fourier transformation w with respect to y and t to obtain the following ODE for w :
where M is defined as in (12) (see [6] ). It turns out that there is a matrix V(o),s) suchthat V(co, s)M(oe, s)V~x(oe, s) is diagonal. The matrices V and M can be calculated explicitly. When solving this ODE, it can be seen that the incoming waves are related to the eigenvalues of M (co, s) with negative imaginary part, and the outgoing ones to those with positive imaginary part. Now the absorbing boundary conditions are such that all incoming waves in x = 0 are cancelled. This means we have to impose the following boundary conditions:
(5) n Vw = 0 for x = 0, where it denotes the projection on those coordinates which are related to the eigenvalues of M(co, s) with negative imaginary part. Since these boundary conditions are global for w , we have to derive a local approximation of them for w . As in [2] , a second-order approximation is given by
The values (co, s) = (0, 1) correspond to waves with normal incidence. Therefore, we have to compute the matrices V(0, 1) and dx V(0, 1). In [2] and [8] , this has been done for the symmetric 3x3 system of the shallow water equations. Engquist and Majda [2] have used Taylor expansion arguments and Wagatha [8] used discrete least squares techniques to get V(0, 1) and 9, V(0, 1). In this paper we consider the nonsymmetric 4x4 system of the linearized Euler
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use equations. We shall derive an explicit formula for V(co, s), and therefore we can compute V(0, 1) and dxV(0, I) directly.
In the next section we shall derive the approximate absorbing boundary conditions for a general first-order symmetrizable system with constant coefficients. 2. Absorbing boundary conditions for first-order symmetrizable systems with constant coefficients
In this section we shall transform a general first-order system with constant coefficients to a decoupled system of ordinary differential equations. In this form it is then obvious how incoming and outgoing waves are related to the eigenvalues of the matrix M (see (4) and (12)). We define the global absorbing boundary condition as in [2] and derive a local first-and second-order approximation thereof.
Let us consider the system (7) dtU + BxdxU + B2dyU = F inR2xR+
with initial conditions (8) U(x,y,0) = 0 inR2.
2.1. Assumptions. We assume that 5,, B2 e Rnxn , Bx is regular, and that there exists a matrix T eR"x" suchthat (9) T~ BXT = diag(px, ... , pn), T~ B2T = symmetric, where px, ... , pn are the eigenvalues of the matrix B{. We suppose that there exists a solution U e CX(R2 x R+) of (7), (8) . Furthermore, we shall use the notation (12) M(co, s) := is A + icoE.
Now we shall investigate the relationship between the eigenvalues of XAX +coA2 and those of M(co,s). Since XAX + coA2 is symmetric for all A and co, there exists a set of real eigenvalues kx(co, X), ... , Kn(co, X) and a basis of eigenvectors vx(co, A), ... , vn(co, X) of XAx+coA2. 
Proof. By the definition of M(co, s) we get
In order to find out the incoming and outgoing modes, we want to apply the Fourier transformation ~ with respect to t and y to the solution w of (11): (17) w(x,(o,s):= j f e~i(st+my)w(x,y,t)dydt. JrJr
Here we have extended w to all of R by 0. Therefore, we obtain from (11) dxw(x, co, s) = isAw(x, co, s) + icoEw(x, co, s) + f
This is an ODE for w . In order to get a representation formula for w , we have to diagonalize the matrix M(co, s), using its eigenvectors rff). Thus, let (19) V~l (co, s):=(rx(f ),..., rn(f)).
Then we obtain This means we can reduce (18) to the following decoupled system of ODE's for the function z(x, co, s) := V(co, s)w(x, co, s) :
where we have used p(x, co, s) := V(co, s)f(x, co, s). The solution of (21) can be written as In order to see how u; depends on the eigenvalues a , we express w¡ in terms of Zj and apply the inverse Fourier transformation,
Now we would like to show that the terms in (25) can be classified as incoming or outgoing waves. This relationship is used for the definition of the absorbing boundary condition (see [2] ). To make this more precise, we have to assume Proof. Let e'c° be the value of the wave (27) at time i0 at (x0, y0) with c0 := st0 + coy0 + ak(co, s)x0 . Then the wave will obtain the same state e'c° at a later time tx := i0 + Ai in (xx, yx), where xx and y, are defined as follows: Now it is easy to see that sign(sak(co, s)) = signok(f, 1). Therefore, we obtain for the velocity vector in the (x, y)-coordinate system: f3n _l_(sign(ok(<f,l))\s<7k\ If the boundary conditions are absorbing, then there should be no incoming waves in (25) for x = 0. This means V~kqk(x, co, s) should be equal to zero for k e {k\ak(f, 1) < 0} and x = 0, that is, (32) qk(0,co,s) = 0 for k such that ak(f , 1 )< 0.
This condition can also be written in terms of w (see (22)):
(33) (Vw)k(0,co,s) = 0 for k such that ak(f , 1)<0.
We shall use this property for the definition of the exact absorbing boundary condition (see [2] ):
2.6. Definition. Condition (33) will be called the exact absorbing boundary condition for the initial value problem (7), (8) Since this definition concerns w , this boundary condition is global. In order to apply it in numerical calculations, we have to derive a local version of it. The idea is to give a local approximation of (33) in the case where we have \co\ <co0 and |j| < co0, where co0 is sufficiently small. This means we consider only waves with nearly normal incidence at x = 0 (see (31)). We assume that the following condition is valid. Here we have used itk to denote the projection on the k\h coordinate for which we have Afe(0) < 0. In order to get a second-order approximation, we multiply (35) by 5 and consider the first two terms only: This can also be written in the form (42) itk(V(0,l)dtw + dxV(0,l)dyw) = 0 inx = 0andA/t(0)<0.
Absorbing boundary conditions for the linearized Euler equations
In this section we shall consider the Euler equation in primitive variables, as described in (1) and (2) These properties can be easily verified.
3.2. Remark. We have to distinguish between the cases A > 0 and A < 0 in order to be consistent with the labeling of the eigenvalues of XAX + coA2 if co = 0 and A = 1. This can be seen as follows. If we use (45), (46), (47) for A > 0 as well as for A < 0, we would get, for instance for k3 , (51) zc3 = -(Aw, +ac) = -(Xux + \X\c).
Assume that /c3 = 1. Then we know from Lemma 2.2 that the corresponding A is an eigenvalue of -iM(0, 1). Formula (51) then implies that But since -iM(0, 1) = A, the third eigenvalue of -iM(0, 1) should be equal to -l/(ux + c), independent of the sign of A. In order to get the eigenvalues of M(co, 1), we have to solve the equations (13). They are quadratic in A. We obtain the following result. Proof. First of all, it is obvious that the X^co) are continuous in co and that they satisfy (52). Therefore, Assumption 2.4 is valid. In Lemma 2.2 we have shown that the eigenvalues of -iM(co, I) are given by the solution of Kj(co,Xj(co)) = 1, where the /c are defined in (46), (47) and (49), (50), respectively. For A,(w) and X2(co), the condition (13) is satisfied. Now let us verify (13) for A3(w) and X4(co). For ¿ = 3,4 we obtain Xt(co) 3.4. Lemma. Let V(co, 1) be (59) V(co,l) = (lx,l2,l"lA)t.
Then V~x(co, 1) = V*(co, I), and V(co, 1) satisfies Assumption 2.7.
Proo/. The differentiability of X¡ (co) with respect to co for small co (see Lemma 3.3) implies that V satisfies Assumption 2.7. Since V*(co, 1) = (rxxx,r2x2, r3T3 ' r4T4) an(* v(co, 1) = (/,, l2, /3, l4)', the definition of t. implies that the diagonal elements of VV* are equal to 1. Then it remains to show that l'r. = 0 for i 5¿ j. We shall prove that l\r2 = 0 and l[r4 = 0. The other cases are treated similarly. We have (60) l^2 = ^^"l -W(Q3 + l*3l)(Ml + C) + oe(a3 -\WU1 -C) = 2X2s3coux -2co(a3c + ¡A3|w,).
If A3 > 0, according to (47) with /c3 = 1, the term on the far right in (60) is equal to 2X2coux -2co(-l -cou2) = 0.
If A3 < 0, according to (50) with k3 = 1, the same term in (60) is equal to -2A2toM, -2co( 1 + cou2) = 0.
For /3r4 we obtain l3r4 = -2co s3s4ux + (a4 -|A4|)(a3 + |A3|)(w, + c) 4. Numerical results The boundary conditions 3.5, 3.6 are implemented in the following way. At each point we have to decide if A is nonnegative for j = 1, ... , 4. Then the corresponding boundary conditions are discretized explicitly in time and with upwind differences in space. For those values which are not defined by the boundary conditions (78), we use an extrapolation formula of second order to extend them up to the boundary.
We have used these local absorbing boundary conditions for U in some numerical test problems. In our example we consider the nonlinear Euler equations consist of a rotationally symmetric shock wave running outside, a contact discontinuity following the shock wave, and a rarefaction wave going to the center. On the left vertical part of the boundary we impose the absorbing boundary conditions 3.5 and 3.6, respectively. For the discretization of the Euler equation we have used the Harten-Lax-v.Leer scheme (see [7] ). The calculations are performed on a 100 x 100 grid.
The level lines of the density have been plotted in Figure 1 after 30 time steps. Up to this time, the shock wave has not reached the boundaries. Then, in a second experiment we have shifted the center of the circle C to the left such that the shock front will reach the left boundary within 30 time steps. On the boundary x = 0 we now imposed the local absorbing boundary conditions 3.6. The level lines of the density are plotted in Figure 2 . It can be seen that the solution crosses the boundary nearly without any reflections. For comparison, we have plotted the same situation in Figure 3 but now with reflecting boundary conditions on x = 0.
Since the absorbing boundary conditions 3.5 and 3.6 are only approximations, there will be small reflected waves. In order to measure the reflected part, we subtract the shifted solution from the original one and calculate the L2-norm of the difference. Let the upper indices 1 and 2 refer to the differences corresponding to the absorbing boundary conditions of first and second order, 
