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Abstract
The possible tensor constructions of open string theories are analyzed from
first principles. To this end the algebraic framework of open string field theory
is clarified, including the role of the homotopy associative A∞ algebra, the odd
symplectic structure, cyclicity, star conjugation, and twist. It is also shown that
two string theories are off-shell equivalent if the corresponding homotopy associative
algebras are homotopy equivalent in a strict sense.
It is demonstrated that a homotopy associative star algebra with a compatible
even bilinear form can be attached to an open string theory. If this algebra does not
have a spacetime interpretation, positivity and the existence of a conserved ghost
number require that its cohomology is at degree zero, and that it has the structure
of a direct sum of full matrix algebras. The resulting string theory is shown to be
physically equivalent to a string theory with a familiar open string gauge group.
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1 Introduction
The construction of internal symmetries of open string theories was initiated by Chan and
Paton [1], who observed that it is consistent to associate an internal matrix to each open
string. This construction leads to open string theories whose gauge group is U(n). Some
time later it was realized by Schwarz [2] that additional constructions are possible if the
orientation reversal symmetry of the underlying open string theory is used; the resulting
string theory can then have the gauge group SO(n) or USp(2n). Shortly afterwards it
was shown by Marcus and Sagnotti [3] that these constructions are in essence the only
possible ones. Their argument relies on the fact that the factorization property of the
string amplitudes implies certain identities for the various products of internal matrices.
It is then argued that this requires the space of internal matrices to be the real form of a
semisimple complex algebra with unit. Because of Wedderburn’s structure theorem, the
general structure of these semisimple algebras is known, and the result follows.
While this was a very effective method to discuss the possible tensor constructions
at the time, later developments have shown that more sophisticated constructions are
possible (see e.g. the constructions of [4, 5, 6]). Moreover, with string field theory now
being better understood, it is also feasible to give a more conceptual analysis of the
possible tensor constructions. Such an analysis can be considerably more general and
systematic.
We say that a string theory theory is consistent if it is defined by an Grassmann even
action S, and a Batalin-Vilkovisky (BV) antibracket {·, ·} satisfying the conditions
(i) S satisfies the classical1 master equation {S, S} = 0.
(ii) S is real.
(iii) The kinetic term of S defines a positive definite form on physical states.
1In this paper we shall only analyze tree-level constraints.
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The first condition, as is well-known [7, 8], implies gauge invariance of the action,
and independence of the S-matrix from gauge fixing conditions. The reality of the ac-
tion guarantees that the Hamiltonian is hermitian, and condition (iii) means that the
physical states have positive norms. This last condition is somewhat delicate, as the
positive definite form only arises after gauge fixing; this will be explained in some detail
in section 4.1. The factorization property of the amplitudes need not be imposed as a
separate condition, as it is guaranteed by the fact that we are dealing with a string field
theory.
It was realized by Witten [9] that the algebraic structure of an open string field theory
can be taken to be that of a differential graded associative algebra endowed with a trace.
Such a structure allows the construction of an action that satisfies the classical BV master
equation, and thus admits consistent quantization (see [10]). It became apparent later
that strict associativity is not essential to the construction. Indeed, the covariantized
light-cone open string theory of Ref.[11], which is consistent at tree level, has a quartic
interaction as a consequence of the lack of associativity of the light-cone style open string
product. After closed string field theory was formulated and the role of homotopy Lie
algebras (L∞ algebras) was recognized [12], it became clear that the factorizable theory of
open and closed strings [13], requires the framework of a differential graded algebra that
is not strictly associative, but rather homotopy associative.2 Such algebras are usually
referred to as A∞ algebras, and were originally introduced by Stasheff [14]. We shall
therefore discuss the axioms of open string field theory in the language of A∞ algebras;
this contains trivially the associative case as well. We shall explain that the constraints (i–
iii) mentioned above can be satisfied provided the theory has the following basic algebraic
structure:
(i’) An A∞ algebra A endowed with an odd, invertible symplectic form. This bilinear
form must satisfy certain cyclicity conditions.3
(ii’) The algebra A is equipped with a compatible star involution.
(iii’) There exists a positive definite sesquilinear form on the physical states which is
associated to the symplectic form and the star involution.
The A∞ algebra will be assumed to be ZZ graded. This degree is associated to the ghost
number, and it guarantees that a conserved target space ghost number exists.
We shall assume that the original open string theory has this basic algebraic structure,
and we shall analyze under what conditions the same will be true for a suitably defined
tensor theory.
2This is clear from the fact that the classical open string sector has interactions to all orders.
3This is similar but not quite as strong as demanding the existence of a trace in the algebra.
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In a first step we will show that no generality can be gained by assuming that the
set a which is to be attached to the open string theory has less structure than that of
a complex vector space. Indeed, as the underlying open string theory forms already a
complex vector space A, we can replace a by a suitable vector space without changing the
resulting construction.4 We are thus led to consider the (vector space) tensor product
A⊗a. In order for it to carry the structure of an A∞ algebra, we explain that it is
sufficient to assume that the vector space a also carries the structure of a (ZZ graded)
A∞ algebra; the construction of the A∞ structure on the tensor product is nontrivial and
seems not to have been considered before in the mathematical literature. Here we only
build explicitly the differential, the product, and the first homotopy of the tensor product
algebra. When one of the algebras is associative, we give explicit expressions for all the
homotopies.
As part of the basic structure we also need an invertible, odd, bilinear form on A⊗a.
Given that A has an invertible, odd bilinear form, we need an invertible even bilinear
form on a. The fact that the form is even cannot be changed by redefining the degree of
the elements of the algebra, and it therefore follows that the sector a must be structurally
different from the sector corresponding to the underlying string theory.5
The bilinear form on the tensor theory has to satisfy suitable cyclicity properties,
and this is guaranteed provided that the bilinear form on a is cyclic. Furthermore, if a
has a star-structure, we can define a star-structure on the tensor algebra. This leaves
us with condition (iii’) which turns out to be very restrictive. Since the differential on
A⊗a is the sum (Q⊗1l + 1l⊗q) of the two differentials, the physical states of the tensor
theory are states of the form Hrel(A)⊗H(a), where Hrel(A) denotes the physical states
of the original theory (the relative cohomology classes of the differential Q of A) and
H(a) are the cohomology classes of q on a. This is appropriate for the case when the
degrees of freedom described by a do not have any spacetime interpretation. We show
that positivity requires that H(a) is concentrated at a single degree, a degree that can
be taken to be zero and corresponds to even elements of a. In addition, the bilinear form
on a must induce a positive definite sesquilinear form on H(a), i.e. 〈h∗, h〉 > 0 for all
nonvanishing h ∈ H(a).
It then follows that the three consistency conditions of the tensor theory are satisfied
provided that
(i’) a is an A∞ algebra with an invertible even bilinear form with cyclicity properties.
(ii’) a is equipped with a compatible star involution.
4For example, if this set is a group G, we can replace it by (the vector space of) its group algebra
CG.
5The process of gauge fixing, however, seems to induce an even form (from the odd form), and this
might give rise to interesting possibilities as will be alluded to in the conclusion.
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(iii’) H(a) must be concentrated at zero degree, and the bilinear form together with the
star involution must induce a positive definite sesquilinear form on H(a).
The rest of this paper is involved with analyzing the above conditions. A fundamental
result follows with little work: H(a) defines a semisimple associative algebra over C.
Indeed, the possibly non-associative product on a always induces an associative product
on H(a). Moreover semisimplicity follows from the existence of a positive definite form
on H(a). Any semisimple algebra can be written as a direct sum of a nilpotent ideal 6 and
a semisimple algebra with a unit. By Wedderburn’s theorem, a semisimple algebra with
a unit is a direct sum of full matrix algebras, and we therefore find that the cohomology
is of the form
H(a) = I
⊕
i
Mni(C) , deg(h) = 0, forh ∈ H(a) , (1.1)
where I denotes the nilpotent ideal, andMn(C) denotes the full matrix algebra of n× n
matrices with complex entries.
It remains to analyze which of the resulting tensor theories are equivalent. In fact,
two string field theories are strictly equivalent (i.e. equivalent off-shell) if their actions
differ by a canonical transformation of the BV antibracket. On the algebraic level, this
translates into the property that the two homotopy associative algebras are homotopy
equivalent, where the homotopy equivalence induces an isomorphism of vector spaces
and satisfies a certain cyclicity condition. We show further that two tensor theories are
strictly equivalent if the homotopy algebras that are attached are homotopy equivalent,
where again the homotopy equivalence induces an isomorphism of vector spaces and
satisfies a certain cyclicity condition. This defines an equivalence relation on the space
of all A∞ algebras which is somewhat stronger than the usual homotopy equivalence.
Indeed, it is known that every homotopy associative algebra is homotopy equivalent
to an associative algebra [15], but this is not true if we require the underlying vector
spaces to be isomorphic as there exist non-trivial deformations of associative algebras to
homotopy associative algebras [16, 17]. On the other hand, it is not clear whether there
are deformations that respect the conditions (i’-iii’).
There exists, however, a weaker notion of equivalence which is relevant in physics,
and which we shall therefore call physical equivalence. This notion of equivalence means
that there exists an identification of the physical degrees of freedom, and that the tree-
level S-matrices (of the physical states) agree. We shall be able to show that the tensor
theory corresponding to A⊗a is physically equivalent to the theory where we replace the
A∞ algebra a by its cohomology H(a). This surprisingly strong result follows essentially
from the fact that H(a) is at degree zero, and that there exists a conserved degree
6This ideal is generated by elements whose multiplication with any element in the algebra is trivial. In
the tensor theory these elements correspond to additional non-interacting copies of the free open string.
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corresponding to the ghost number. As H(a) has the structure (1.1), this implies that all
the tensor theories are physically equivalent to the familiar Chan Paton constructions,
whose gauge groups are direct products of U(n) groups.
More general constructions are possible if the open string theory has extra structure
beyond the basic structure discussed before. For example, if A has a non-trivial twist
symmetry Ω, then the action is invariant, i.e. S(Ψ) = S(ΩΨ). In this case it is possible to
truncate the string field theory to the Ω eigenstates of eigenvalue one, thereby preserving
the master equation.
In this case we can extend the twist operator to the tensor theory by defining Ω = Ω⊗
ω, where ω is a suitably defined twist operator on a. If a is a direct sum of matrix algebras,
we classify all inequivalent choices for ω, where we use the fact that a full matrix algebra
has no (linear) outer automorphisms. In the case where a is a single matrix algebra, there
always exists the twist operator ωI(A) = A
t, where t denotes transposition. If the rank
of the matrix algebra is even, there exists a second inequivalent choice ωJ(A) = J0A
tJ0,
where J0 is the matrix which is used to define symplectic transposition (see section 5.5).
The corresponding twist operators ΩI and ΩJ commute, and we can truncate the theory
to the subspace, where either one or both twist operators have eigenvalue one. In this way
we can obtain open string theories whose gauge groups are SO(n) (using ΩI), USp(2n)
(using ΩJ), or U(n) (using both twist operators). Somewhat surprisingly, we find that
the unoriented SO(2n) and USp(2n) theories possess a nontrivial twist symmetry.
If the algebra a is a direct sum of matrix algebras, a may have in addition outer
automorphisms. In this case, there exist additional inequivalent choices for ω, but they
do not lead to new constructions.
The above analysis is appropriate for the case where Ω2 = +1. This is certainly the
case for bosonic theories, but it need not hold for theories containing fermions, as was
pointed out by Gimon and Polchinski [6]. In this case case, Ω2 only has to be an auto-
morphism of the algebra A, and this allows for additional constructions to be discussed in
[18]. Similarly, the original string field theory may have additional symmetries (beyond
the twist symmetry), and other restrictions may be possible. This will also be discussed
in detail in [18].
2 The algebraic framework of open strings
In this section we shall exhibit in detail the basic algebraic structure of an open string
theory, and we shall explain how to construct from it a Grassmann even master action
satisfying (i–iii). Some of the algebraic ingredients were clearly spelled out in the original
construction of Witten [9] and elaborated very explicitly by Thorn in Ref. [10], where
BV quantization played an important role.
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The present exposition modifies some aspects of the above, and incorporates new
elements. For example, it will be recognized that the “trace” is not fundamental, but
that it is sufficient to have a suitable bilinear form. We will also show how to construct
a star operation from the familiar BPZ and hermitian conjugations. Most importantly,
we shall not assume that the underlying algebra is strictly associative, but rather that it
has the structure of a homotopy associative A∞ algebra of Stasheff [14]. We shall also
reexamine the cyclicity and conjugation properties in this context.
At the end of the section we shall analyze the conditions that guarantee that two string
field theories are strictly equivalent. In particular, we shall show that this is the case if the
homotopy associative algebras are homotopy equivalent, where the homotopy equivalence
induces an isomorphism of the underlying vector spaces and satisfies a cyclicity property.
2.1 The vector space of the string field
The vector space that is relevant for the open string algebra is the vector space A of the
states of the complete conformal theory which includes both the matter and the ghost
sector. This is a complex vector space which carries a natural ZZ grading induced by
the ghost sector of the theory7. Given a basis |Φi〉 of vectors of definite grade in A, the
dual basis 〈Φj| (which is defined by 〈Φi|Φj〉 = δ
i
j) defines a basis for A
∗. We define a ZZ
grading on A∗ by ǫ(〈Φi|) = −ǫ(|Φi〉). When we wish to emphasize the complex field we
will write the above vector spaces as AC and A
∗
C.
The entire structure of the open string field theory is encoded in this complex vector
space. For certain purposes, however, it is convenient to extend this vector space to a
module over a certain Grassmann algebra G; this can be done as follows. First of all, we
introduce a spacetime field φi for every basis vector |Φi〉 of AC of definite grade. The
ZZ grading of AC induces (up to an overall constant) a ZZ grading on the space of fields,
and we can choose this grading in such a way that the fields corresponding to physical
bosons and fermions have even and odd degree, respectively. We then define G to be the
Grassmann algebra which is generated by these fields, where the Grassmannality of φ is
even (odd) if the degree of φ is even (odd). Finally, we define AG to be the module over
7In principle, the degree has to be defined separately for the various string theories; it is typically
convenient to define it in such a way that the classical part of the string field is at degree zero. In bosonic
open strings this is achieved by setting deg = 1−gh, since the classical open string fields appear at ghost
number one. In bosonic string theory, since the ghost fields are anticommuting, the degree of the various
states is correlated with the even or odd character of the corresponding vertex operators. This is not the
case for superstrings where the conformal theory also contains commuting ghosts and anticommuting
matter fields. In this case the degree still involves the ghost number, but may have a contribution from
the superghost picture number.
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the algebra G which consists of the states∑
i
|Φi〉g
i , (2.1)
where gi are arbitrary elements in G.8 AG has a natural ZZ degree, where the degree of
Eg ∈ AG is the sum of the degrees of E ∈ AC and g ∈ G,
ǫ(Eg) ≡ ǫ(E) + ǫ(g) . (2.2)
The module AG contains the subspace (over C) of string fields, which are the states of
the form ∑
i
|Φi〉 φ
i . (2.3)
We can also introduce the dual module A∗G, which is the space of states∑
i
hi〈Φ
i| , (2.4)
where hi ∈ G, and the grading is defined by the sum of gradings. For Eg ∈ AG and
hF ∈ A∗G we define the pairing 〈·|·〉 by
〈hF |Eg〉 = h〈F |E〉g . (2.5)
This defines an element in G, and it satisfies
ǫ(〈A|B〉) = ǫ(A) + ǫ(B) , (2.6)
where A ∈ A∗G and B ∈ AG.
2.2 Symplectic form and BRST operator
In order to be able to formulate a string action for open string theory, we need a symplectic
bilinear form on AG . This form is induced from a natural inner product on AC which we
examine first.
The bilinear form 〈· , ·〉 on AC is a map from AC⊗AC to the complex numbers. It is
said to be of degree minus one which means that it is only nontrivial on pairs of vectors
whose degrees add to minus one
〈E1, E2〉 6= 0 ⇒ ǫ(E1) + ǫ(E2) = −1 , (2.7)
8If G was a field rather than only an algebra, AG would be a vector space over G, whose basis over G
defines a basis of AC over C.
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where E1, E2 ∈ AC.
9 The bilinear form is defined as an element 〈ω12| ∈ A
∗
C⊗A
∗
C, where
the subscripts 1 and 2 label the two spaces in the tensor product. We set
〈E1, E2〉 ≡ 〈ω12|E1〉1|E2〉2 . (2.8)
Bilinearity demands that for a, b ∈ C
〈Ea, Fb〉 = 〈E, F 〉 a b . (2.9)
Since 〈., .〉 only couples vectors of opposite ZZ2 grade, we say that the ZZ2 grade of 〈ω12| is
odd. In addition, we require that 〈ω12| = −〈ω21|, which together with (2.8) implies that
〈E, F 〉 = −(−)ǫ(E)ǫ(F )〈F,E〉 = −(−)EF 〈F,E〉 , (2.10)
where we use the convention that E = ǫ(E) in the exponent. The sign factor here is a
bit redundant since ǫ(E)ǫ(F ) is odd whenever the form is nonvanishing, but it will be
useful for later purposes to keep it. Finally, the bilinear form is invertible; there is an
|s12〉 ∈ AC ⊗ AC satisfying 〈ω12|s23〉 = 311, and |s12〉 = |s21〉. The ZZ2 grade of |s12〉 is
also odd.
We extend this bilinear form to AG by defining
〈Eλ, Fµ〉 = 〈E, F 〉 λµ (−)λF , (2.11)
where E, F ∈ AC and λ, µ ∈ G. This defines a bilinear map AG⊗AG → G, which we can
formally write as
〈A,B〉 = 〈ω12|A〉1|B〉2 . (2.12)
On AG, the bilinear form does not necessarily vanish if the grades of the vectors do not
add up to −1; instead, we have
ǫ ( 〈A,B〉 ) = ǫ(A) + ǫ(B) + 1 , (2.13)
where the grading on the left hand side is the grading in G. The exchange property now
takes the form
〈A,B〉 = −(−)AB〈B,A〉 . (2.14)
The form is “symplectic” in that it is antisymmetric when the vectors are even.
From now on we shall be referring to AG, whenever we write A. For simplicity, we
shall be formulating the various properties directly in terms of AG , rather than giving
them on AC, and explaining how they can be extended to AG .
9By an overall redefinition of degrees one can change the minus one to any odd number. We therefore
say that the bilinear form is odd.
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There exists an operator Q of degree −1 which squares to zero, Q2 = 0. This operator
is called the BRST operator, and satisfies 〈ω12|(Q1 +Q2) = 0, which implies that
〈QA,B〉 = −(−)A〈A,QB〉 . (2.15)
Combining this result with (2.14) we conclude that
〈A,QB〉 = (−)AB+A+B 〈B,QA〉 , (2.16)
and this equation can be thought of as governing the cyclicity property of the bilinear
form 〈· , Q ·〉. The invertibility of the symplectic form implies that (Q1 +Q2) |s12〉 = 0.
It is possible at this early stage to conclude that the string field must be an even
element of AG . This is required in order to have a nonvanishing kinetic term. Indeed,
the kinetic term is of the form 〈Φ, QΦ〉, and it therefore vanishes unless Φ is even since
〈Φ, QΦ〉 = −〈QΦ,Φ〉 = (−)Φ〈Φ, QΦ〉 , (2.17)
where use was made of the exchange property (2.14) and of the BRST property (2.15).
Some of the axioms can be changed by “suspension”, i.e. by redefining the grading
in AC, and therefore consequently in AG, by an arbitrary integer. The grading in G,
however, can only be changed by an even integer, as the ZZ2 grade is determined by the
fermionic or bosonic character of the field. For example, we can change the grading in
AC so that the string field becomes odd, and the symplectic form satisfies 〈ω12| = +〈ω21|,
among others. (At a concrete level this change could be implemented by redefining the
degree of the vacuum state.) However, we cannot change the property that the symplectic
form is odd, since after suspension, it still couples only even vectors to odd vectors in
AC.
2.3 BPZ conjugation
BPZ conjugation is an odd linear map from A to A∗, |A〉 7→ 〈bpz(A)|, and it is defined
by
〈bpz(A)|B〉 = 〈A,B〉 . (2.18)
In view of (2.12) this is equivalent to 2〈bpz(A)| ≡ 〈ω12|A〉1. As ǫ(〈B|C〉) = ǫ(B) + ǫ(C)
it follows that BPZ has degree one, i.e. ǫ(〈bpz(A)|) = ǫ(|A〉) + 1.
BPZ conjugation has an inverse, an odd linear map bpz−1 from A∗ to A, denoted as
〈A| 7→ |bpz−1(A)〉 and defined by
|bpz−1(A)〉 ≡ 2〈A|s12〉 (−)
A+1 , (2.19)
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where the sign factor (A is the degree of 〈A| ∈ A∗) is required to insure that bpz ◦
bpz−1 = bpz−1◦ bpz= 1l, as the reader may verify. Having an inverse map, equation
(2.18) can also be written as
〈A|B〉 = 〈bpz−1(A), B〉 . (2.20)
It also follows from the above definitions that
bpz(|A〉λ) = (bpz(|A〉)) λ
bpz−1(λ〈A|) = (−)λ λ bpz−1(〈A|) ,
(2.21)
where λ ∈ G.
2.4 Hermitian conjugation
Next we want to assume that there exists a hermitian conjugation map “hc” from A to
A∗ which satisfies
〈hc(A)|B〉 = 〈hc(B)|A〉 , (2.22)
where the overline denotes complex conjugation in G. (Recall that for a Grassmann
algebra complex conjugation satisfies χ1χ2 = χ¯2χ¯1). hc is an antilinear map from A to
A∗ taking
hc : |A〉λ 7→ λ¯ 〈hc(A)| . (2.23)
We shall assume that hc is of degree one, i.e. that ǫ(〈hc(A)|) = ǫ(|A〉) + 1. Furthermore,
hc is invertible with inverse hc−1 : A∗ → A
hc−1 : λ〈A| 7→ 〈hc−1(A)|λ¯ . (2.24)
Finally, the BRST operator is required to be hermitian, in the sense that
hc(Q|A〉) = 〈hc(A)|Q . (2.25)
2.5 Star conjugation
We now have two (degree one) maps taking A to A∗, bpz, and hc, and two (degree
minus one) maps taking A∗ to A, namely bpz−1, and hc−1. We can use these maps to
construct a star conjugation ∗, an antilinear, even map from A to A. There are two
obvious candidates
bpz−1 ◦ hc and, hc−1 ◦ bpz . (2.26)
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These two maps are inverses of each other, and they are relevant in the analysis of the
reality of the symplectic form. Indeed, it follows from eqns. (2.18) (2.22) and (2.20) that
〈A,B〉 = 〈bpz(A)|B〉
= 〈 hc(B)| hc−1 ◦ bpz(A)〉 (2.27)
= 〈 bpz−1 ◦ hc(B) , hc−1 ◦ bpz(A) 〉 .
It is clear that if we require the two maps in (2.26) to be identical we obtain a single
star conjugation that squares to one, as it should, and controls the reality property of
the symplectic form. We therefore demand
∗ = bpz−1 ◦ hc = hc−1 ◦ bpz . (2.28)
This star operation satisfies ǫ(A∗) = ǫ(A) and
(A∗)∗ = A . (2.29)
Using (2.27), the equality of the maps now implies
〈A,B〉 = 〈B∗, A∗〉 . (2.30)
This is the conjugation property of the bilinear form. It is a simple exercise to show that
(Aλ)∗ = (−)λ(A+1)A∗λ¯ . (2.31)
The hermiticity of the BRST operator (2.25) now implies that
(Q|A〉)∗ = bpz−1 ◦ hc(Q|A〉)) = bpz−1(〈hc(A)|Q)
= (−)A+12〈hc(A)|Q2|s12〉 = −Q1 2〈hc(A)|s12〉
= −(−)AQ((−)A2〈hc(A)|s12〉) = −(−)
AQ|A∗〉 ,
and therefore
(QA)∗ = −(−)AQA∗ . (2.32)
It follows from (2.30) and (2.32) that
〈A,QB〉 = 〈B∗, QA∗〉 . (2.33)
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2.6 Reality of the string field kinetic term
As explained in subsection 2.1, the string field defines a certain subspace of AG . Having
constructed a star conjugation on AG, we can impose a reality condition on the string
field. This will take the form Φ∗ = ±Φ, where the top sign corresponds to a “real” string
field and the lower sign to an “imaginary” string field. Either condition guarantees the
reality of the kinetic term, as (2.33) implies
〈Φ, QΦ〉 = 〈Φ∗, QΦ∗〉 = 〈Φ, QΦ〉 . (2.34)
For definiteness we shall take the string field to be real
Φ∗ = Φ . (2.35)
Using a basis Ei of real vectors (E
∗
i = Ei) for AC, the string field can be expanded as
Φ =
∑
i
Ei φ
i , (2.36)
where φi ∈ G. As the string field is even, the degree of Ei is the same (mod 2) as that of
φi; because of (2.31), the reality condition on Φ then requires that φi = φi.
2.7 A∞ algebras
In order to have an interacting theory we need to introduce an algebra structure on AG.
We first explain how the ZZ graded (complex) vector space V = AC can be given the
structure of a homotopy associative algebra, and then extend the construction to AG.
A homotopy associative algebra is a natural generalization of an associative differential
graded algebra in which the condition of associativity is relaxed in a particular way. Most
of what we do in this subsection is to review the definition of an A∞ algebra. We follow
the discussion of Ref. [19]. (Strictly speaking, we will be describing the bar construction
associated to a homotopy associative algebra; the conventional description is given in
appendix A.)
Given a ZZ graded complex vector space V , we consider the canonical tensor co-algebra
T (V ) = V ⊕ (V ⊗ V )⊕ (V ⊗ V ⊗ V )⊕ · · · with ZZ gradings obtained from those on V .
Let us assume that we are given a collection of multilinear maps bn : V
⊗n → V , where
n = 1, 2, . . ., all of which are of degree −1. We use these maps to define a linear map
b : T (V )→ T (V ) of degree −1; acting on the V ⊗n subspace of T (V ) it is defined as
b =
n∑
i=1
n−i∑
j=0
1l⊗j ⊗ bi ⊗ 1l
n−i−j , on V ⊗n . (2.37)
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By virtue of this definition, b is a coderivation [19]. As b is of odd degree, its square b2
is also a coderivation. We now demand that b2 = 0, i.e. that b is a differential. Since
b2 is a coderivation, it is sufficient to demand that the multilinear maps associated to
b2 vanish, i.e.
n∑
i=1
bi ◦ bn+1−i = 0 on V
⊗n . (2.38)
Here we have used the notation that bk acts on V
⊗n for n > k as the sum of all suitable
1l⊗p ⊗ bk ⊗ 1l
⊗q, where p + k + q = n. This is best illustrated by writing the first few
identities of (2.38) explicitly
OnV : 0 = b1 ◦ b1
OnV ⊗2 : 0 = b1 ◦ b2 + b2 ◦ (b1 ⊗ 1l + 1l⊗ b1) ,
OnV ⊗3 : 0 = b1 ◦ b3 + b2 ◦ (b2 ⊗ 1l + 1l⊗ b2) ,
+b3 ◦ (b1 ⊗ 1l⊗ 1l + 1l⊗ b1 ⊗ 1l + 1l⊗ 1l⊗ b1) .
(2.39)
The map b1 is just the BRST operator Q, and we write b1(A) = QA. b2 is the product
in the algebra, which we write as b2(A,B) = AB, and b3 is the first of the “higher
homotopies”, which is denoted by b3(A,B,C) = (A,B,C). The explicit form of the
above identities acting on vectors is readily found. There are obvious sign factors that
arise as the b’s (which are odd) are moved across the vectors; in more detail (2.39)
becomes then
0 = Q2A
0 = Q(AB) + (QA)B + (−)AA(QB) ,
0 = Q(A,B,C) + (AB)C + (−)AA(BC) ,
+(QA,B,C) + (−)A(A,QB,C) + (−)A+B(A,B,QC) . (2.40)
The second identity essentially expresses the fact that Q acts (up to signs) as an odd
derivation on the product. The last equation indicates that the algebra fails to be asso-
ciative up to terms involving the homotopy b3 and the BRST operator.
The above construction is easily extended to AG by defining
bn(A1, · · · , (Aiλi +Biµi), · · · , An) ≡ (−)
λi(Ai+1+···An)bn(A1, · · · , Ai, · · · , An) λi
+(−)µi(Ai+1+···An)bn(A1, · · · , Bi, · · · , An)µi ,
where λi, µi ∈ G. It is clear that the extended products still obey the main equations
(2.38).
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2.8 Cyclicity and star conjugation
Now that we have introduced on AG the (homotopy) algebra structure, necessary to give
interactions to the open string theory, we must examine what extra conditions must
be imposed on the algebra in order to be able to write a consistent string action. As
will become clear from the analysis in subsection 2.9, we shall have to require that the
products together with the symplectic form have suitable graded cyclicity properties in
order to be able to write an action that satisfies the master equation.10 Furthermore, the
star conjugation must have a well defined action on the products if we are to be able to
guarantee that the interacting action is real. In this subsection we shall explain the two
conditions in turn; these will be used in the following subsection to show that a consistent
string action can be obtained.
As regards cyclicity the first case was already discussed in deriving (2.16) which can
be rewritten as
〈A1, b1(A2)〉 = (−)
A1+A2+A1A2〈A2, b1(A1)〉 . (2.41)
We shall now demand that this property extends to the product b2 and the higher ho-
motopies as
〈A1, bn(A2, · · · , An+1)〉 = (−)
sn+1(A)〈A2, bn (A3, · · · , An+1, A1)〉 , (2.42)
where the sign factor is
sn+1(A1, A2, . . . , An+1) = A1 + A2 + A1(A2 + A3 + · · ·+ An+1) . (2.43)
The sign factor can be identified as the sign necessary to rearrange the vectors into the
final configuration, taking into account that bn is odd. For n = 1, (2.42) reduces to (2.41),
and after n+1 applications, the expression comes back to itself. We should mention that
(2.43) is uniquely determined for n ≥ 2 by the choice for n = 1 (which corresponds to
(2.41)) and the identities of the homotopy associative algebra. Indeed, we can use (2.42)
(together with the exchange property of the symplectic form if necessary) to rewrite each
term in the identity 〈
A1 ,
n−1∑
l=1
bl ◦ bn−l (A2, . . . , An)
〉
= 0 , (2.44)
in terms of expressions of the form
〈A2, bp(A3, . . . , Ar, bn−p(Ar+1, . . . , Ar+n−p), Ar+n−p+1, . . . , An, A1)〉 . (2.45)
These terms have to reassemble again (up to an overall sign) into an identity of the form
(2.44), and this requirement determines the sign (2.43) uniquely.
10In the strictly associative case this is familiar [9, 10]. For closed strings the analogous requirement
was explained in Ref.[12] Sect.4.2, and elaborated mathematically in [24].
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The situation is somewhat similar in the case of the star conjugation. As we have
discussed before in (2.32), the star conjugation acts on b1 = Q as
(b1(A))
∗ = (−)A+1b1(A
∗) . (2.46)
We want to extend this definition to the higher products, where we demand that it
acts on products of vectors (up to a sign factor) by reversing the order and taking the
star conjugation of each vector separately. This definition must be compatible with the
identities of the homotopy associative algebra, and we find that this consistency condition
determines the sign factor in the star conjugation property as
(bn(A1, . . . , An))
∗ = (−)A1+···An+1bn(A
∗
n, . . . , A
∗
1) . (2.47)
The sign factor is uniquely determined up to the trivial ambiguity which corresponds to
the redefinition of ∗ by −∗. This would not change the BRST property, nor the fact that
star squares to the identity operator, but it would change the sign factor in (2.47) by −1
for even n. This change can be absorbed into a redefinition of bn by bn → (i)
n+1bn which
does not change the identities of the homotopy associative algebra. A more structural
analysis of the sign factor can be found in appendix B.
2.9 Master action and reality
In the present section we will write the classical master action, and show that it satisfies
the classical master equation of Batalin and Vilkovisky by virtue of the homotopy algebra
identities and the cyclicity properties of the bilinear form. We will see that the reality
condition for the string field guarantees that the master action is real, and we will explain
why it is possible to impose a reality condition preserving the fact that the action satisfies
the master equation.
We claim that the classical master action S(Φ) is given by
S =
∞∑
n=1
1
n + 1
〈Φ , bn(Φ, . . . ,Φ)〉
=
1
2
〈Φ , QΦ〉+
1
3
〈Φ,ΦΦ〉 +
1
4
〈Φ, (Φ,Φ,Φ)〉+ · · · (2.48)
We must now verify that S satisfies the master equation
{S, S} ≡
∂rS
∂φi
ωij
∂lS
∂φj
= 0 , (2.49)
where ∂r and ∂l denote the right and left derivative, respectively, and we have set
Φ = Eiφ
i , ωij = 〈Ei, Ej〉 , (2.50)
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and Ei is our real basis in AC. As a first step in verifying (2.49) we calculate the variation
of the action under a variation of the string field Φ. Using the cyclicity properties of the
bilinear form, we find
δS = 〈δΦ, V (Φ)〉 , (2.51)
where
V (Φ) =
∞∑
n=1
bn(Φ, . . . ,Φ) = QΦ + ΦΦ + (Φ,Φ,Φ) + · · · . (2.52)
If we use (2.51) and (2.50) to write
δS = δφi 〈Ei , V (Φ)〉 = −〈V (Φ) , Ei〉 δφ
i , (2.53)
it is then simple to see that
∂rS
∂φi
= −〈V (Φ) , Ei 〉 ,
∂lS
∂φj
= 〈Ej , V (Φ)〉 , (2.54)
and the master equation becomes
{S, S} = −〈V (Φ) , Ei 〉ω
ij 〈Ej , V (Φ)〉 = −〈V (Φ), V (Φ)〉 , (2.55)
where in the last step we have recognized that the component V i of V defined by the
expansion V = EiV
i, is given as V i = ωij〈Ei, V 〉. It follows that it is sufficient to show
that
∞∑
n,m=1
〈bn(Φ, . . . ,Φ) , bm(Φ, · · · ,Φ) 〉 = 0 . (2.56)
The sums in this equation can be rearranged to read
∞∑
n=1
n∑
l=1
〈 bl , bn+1−l 〉 = 0 , (2.57)
where we have omitted the string field Φ for simplicity. We shall now show that (2.57)
holds, as each term (in the sum over n) vanishes for fixed n. This is manifestly true for
n = 1, as 〈b1(Φ), b1(Φ)〉 = −〈Φ, b1b1(Φ)〉 = 0. In general, we claim that
n∑
l=1
〈 bl , bn+1−l 〉 = −
2
n + 1
n∑
l=1
〈 · , bl ◦ bn+1−l〉 = 0 , (2.58)
where we have used, in the last equation, the b identities of the homotopy algebra. The
first equation follows from the fact that the terms 〈bl, bn+1−l〉 and 〈bn+1−l, bl〉 are actually
identical, and that their sum can be rearranged into the form 〈 · , (bl◦bn+1−l+bn+1−l◦bl)〉.
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There are (n+1) terms of this form, and this leads to the claimed proportionality factor.
We observe that the master equation (2.49) holds in general for complex fields φi as
the reality condition has not been used so far. Furthermore, it follows from the explicit
form of the master action that it is an analytic function of the complex field φi. In
particular, this implies that the analytic function {S, S} = (∂S/∂φi)ωij(∂S/∂φj) vanishes
identically.11 It is then clear that {S, S} also vanishes if the fields φi are restricted to
be real. In particular, this means that the action, restricted to real fields, still satisfies
the master equation, and therefore that it is possible to impose consistently the reality
condition on the string field.
Once we impose the reality condition Φ∗ = Φ on the string field, the master action
(2.48) is real because each term is real. Indeed
〈Φ, bn(Φ, . . . ,Φ)〉 = 〈(bn(Φ, . . . ,Φ))
∗,Φ∗〉 ,
= −〈bn(Φ
∗, . . . ,Φ∗),Φ∗〉 ,
= 〈Φ∗, bn(Φ
∗, . . . ,Φ∗)〉 ,
= 〈Φ, bn(Φ, . . . ,Φ)〉 , (2.59)
where we have used the conjugation property (2.47) and the exchange property of the
bilinear form. As we have chosen the string field to be real and the action as given above,
the reality of the action fixes now the ambiguity in the definition of the star operation
for the string products. Conversely, had we chosen a different convention for the star
operation, we would have had to introduce suitable factors of i’s into the interaction
terms to guarantee reality; these factors could then be absorbed into a redefinition of the
bn’s, as explained before.
2.10 Equivalent field theories and homotopy equivalence of A∞
algebras
In this subsection we shall show that two string field theories are equivalent if the cor-
responding homotopy associative are homotopy equivalent, where the homotopy equiv-
alence induces an isomorphism of the underlying vector spaces, and satisfies a certain
cyclicity condition. We shall not assume that the two theories are related by an in-
finitesimal deformation; our analysis is therefore more general than previous discussions
of equivalence [20, 21].
In the covariant description of the Batalin Vilkovisky formalism (see [22, 23, 20, 24]),
a classical field theory is defined by the triple (M,ω, S), where M is a (super)manifold
11 The ωij ’s are analytic functions of the fields, in fact, in our case they are just constants.
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of field configurations, ω is an odd symplectic form on M (i.e. ω is closed and non-
degenerate), and the action S is a function on M satisfying the BV master equation
{S, S} = 0. The action S defines an odd Hamiltonian vector field V via iV ω = −dS, and
the Lie-bracket of the vector V with itself vanishes {V, V } = 0.
Two field theories (M,ω, S) and (M˜, ω˜, S˜) are said to be equivalent if there exists a
diffeomorphism f : M → M˜ such that ω = f ∗ω˜ and S = f ∗S˜ [21]. The first condition
means that f is compatible with the symplectic structures, and the second implies that
the two actions are mapped into each other. It also follows from these relations that the
vectors V and V˜ are related as V˜ = f∗V .
In the case of an open string field theory the manifold M is the complex vector space
of string fields, and ω is the odd bilinear form 〈·, ·〉. In this case the vector field V is
defined by (2.52)
V (Φ) =
∞∑
n=1
bn(Φ, · · · ,Φ) , (2.60)
as follows from eqn. (2.54). Suppose now that we have another open string theory with
string field Φ˜, and vector field V˜
V˜ (Φ˜) =
∞∑
n=1
b˜n(Φ˜, · · · , Φ˜) , (2.61)
and suppose that the two string field theories are equivalent in the above sense. Then
there exists a family of multilinear maps fn : A
⊗n → A˜ of degree zero such that
Φ˜ =
∞∑
n=1
fn(Φ, · · · ,Φ) = f1(Φ) + f2(Φ,Φ) + f3(Φ,Φ,Φ) + · · · . (2.62)
In order for this to define a diffeomorphism, a necessary condition is that f1 defines an
isomorphism of the string field vector spaces. If we choose a basis for these vector spaces,
the vectors V and V˜ are then related as
∂rΦ˜
i
∂Φj
V j(Φ) = V˜ i(Φ˜) . (2.63)
Using the definition of V in terms of bn, and V˜ in terms of b˜n together with (2.62), this
becomes
∞∑
n=1
[fn(V,Φ, · · · ,Φ) + fn(Φ, V, · · · ,Φ) + · · ·+ fn(Φ, · · · , V )] =
∞∑
n=1
b˜n(Φ˜, · · · Φ˜) . (2.64)
Finally, we can express Φ˜ in terms of Φ in the left hand side, and use (2.60) in the right
hand side to obtain the series of identities
n∑
l=1
fl ◦ bn+1−l =
n∑
l=1
b˜l
∑
i1+···+il=n
(fi1⊗ · · ·⊗fil) , (2.65)
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where we have used the by now familiar shorthand notation. Strictly speaking, the above
argument only implies (2.65) when evaluated on Φ⊗n. However, in order for the equiv-
alence to be an equivalence of open string field theories, it has to respect the structure
of the underlying homotopy associative algebras, and we have to demand that (2.65)
extends to the whole of A⊗n.
We can expand these equations in powers of Φ, and collect terms of a given order in
Φ. For example, to first (and lowest) order in Φ we have
f1b1 = b˜1f1 , (2.66)
which is the statement that f1 is a cochain map, i.e. that it commutes with the differ-
entials. This equation implies that f1 induces a well defined map from the cohomology
H(A) to the cohomology H(A˜). The equation at second order is
f1b2 + f2(b1⊗1l + 1l⊗b1) = b˜1f2 + b˜2(f1⊗f1) . (2.67)
This equation implies that f1 actually defines a homomorphism H(A)→ H(A˜) of asso-
ciative algebras.
A family of functions fn satisfying (2.65) defines a homotopy map from the homotopy
algebra A (defined by the maps bn) to the homotopy algebra A˜ (defined by the maps b˜n).
Two homotopy associative algebrasA and A˜ are homotopy equivalent [15], if there exists a
homotopy map from A to A˜, such that f1 induces an isomorphism of the cohomologies.
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We have thus shown that the homotopy associative algebras of two equivalent open string
field theories are homotopy equivalent. In addition, as we have explained above, f1 must
be an isomorphism of the vector spaces A and A˜.
Next we want to analyze the condition that the diffeomorphism f respects the sym-
plectic structure ω = f ∗ω˜, i.e. that
ωij =
∂lΦ˜
p
∂Φi
ω˜pq
∂rΦ˜
q
∂Φj
. (2.68)
Using the expression of Φ˜ in terms of Φ, we find a series of conditions, the first of which
is
〈f1(A1), f1(A2)〉 = 〈A1, A2〉 , (2.69)
where, by abuse of notation, we have denoted the bilinear forms on A and A˜ by the same
symbol. The higher conditions are
n−1∑
l=1
l∑
r=1
n−l∑
s=1
〈fl(Φ, . . . , A, . . . ,Φ), fn−l(Φ, . . . , B, . . . ,Φ)〉 = 0 , n ≥ 3 , (2.70)
12In this case, there always exists a homotopy map from A˜ to A inducing the inverse isomorphism in
cohomology [15].
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where A and B are inserted at the rth and sth position, respectively. This identity holds
provided that
n−1∑
l=1
〈fl(A1, . . . , Al), fn−l(Al+1, . . . , An)〉 = 0 . (2.71)
Indeed, if we sum the identities (2.71) over all different combinations of A1, . . . , An, where
Ai = A, Aj = B for i < j, and Ak = Φ for k 6= i, j, we reproduce the identities (2.70),
apart from terms, where A and B appear both in fl or both in fn−l. However, these
terms occur in pairs (because of the symmetry l ↔ n− l), and the sum of the two terms
in each pair vanishes, as the bilinear form is odd under exchange (2.14), and fn and Φ
are even.
The condition (2.71) can be regarded as a generalization of a cyclicity condition;
indeed, apart from the higher correction terms (i.e. the terms where 2 ≤ l ≤ n − 2),
it is of the same form as the cyclicity property of the bilinear form with respect to the
homotopies bn
〈bn−1(A1, . . . , An−1), An〉+ (−1)
A1+···+An−1〈A1, bn−1(A2, . . . , An)〉 = 0 , (2.72)
where we have used (2.14) to rewrite (2.42).
If the homotopy associative algebra A (defined by the bn) satisfies the cyclicity condi-
tion (2.72), and the homotopy map f the condition (2.71), it follows that the homotopy
associative algebra A˜ (defined by the b˜n) satisfies the cyclicity condition (2.72). To see
this, it is sufficient to show that for all N
N−1∑
n=1
n∑
l=1
∑
i1+···+il=n
[
〈b˜l ◦ (fi1⊗ · · ·⊗fil)(A1, . . . , An), fN−n(An+1, . . . , AN)〉 (2.73)
+(−1)A1+···Ai1 〈fi1(A1, . . . , Ai1), b˜l ◦ (fi2⊗ · · ·⊗fil⊗fN−n)(Ai1+1, . . . , AN)〉
]
vanishes. The desired identities are then recovered by a simple induction argument.
Using (2.65), the first line can be rewritten (after some relabeling) as
N−1∑
p=1
N−p∑
l=1
〈fl ◦ bp(A1, . . . , Al+p−1), fN−p+1−l(Al+p, . . . , AN)〉 . (2.74)
In the second line of (2.73), we relabel m = i1, r = N − n, and reassemble the sum over
l and i2, . . . , il, r into an expression of the form of the right hand side of (2.65). Then we
can use (2.65), and obtain (after some further relabeling)
N−1∑
p=1
N−p∑
l=1
(−1)A1+···+AN−p+1−l〈fN−p+1−l(A1, . . . , AN−p−l+1), fl ◦ bp(AN−p−l+2, . . . , AN)〉 .
(2.75)
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The sum of (2.74) and (2.75) then vanishes using (2.71), and (for the case where N −p−
l + 1 = l = 1) (2.69) and (2.72).
We can thus conclude that two open string field theories are equivalent if the corre-
sponding homotopy associative algebras are homotopy equivalent, where the homotopy
equivalence induces an isomorphism of the underlying vector spaces which preserves the
bilinear form (2.69), and the maps fn satisfy the cyclicity condition (2.71).
3 Tensor construction
Suppose that we are given a string field theory that is described in terms of the basic
structure, i.e. in terms of a homotopy associative ∗-algebra AC with a suitable bilinear
form 〈., .〉. We want to analyze the conditions a set a has to satisfy so that A⊗a again
possesses this basic structure. We shall attempt to define one by one the various structures
on A⊗a, and we shall, in each step, explain what conditions need to be imposed on a.
We shall also show that the tensor construction is functorial in the sense that the two
tensor theories A1⊗a and A2⊗a are strictly equivalent if the underlying open string field
theories based on A1 and A2 are strictly equivalent in the sense of section 2.10.
3.1 The vector space structure
In this section we wish to explain that no generality can be gained for the tensor product
of the string field vector space AC with the set a if we assume that a has less structure
than that of a vector space over C.
Suppose first that a is a vector space over a field F ⊂ C. We define the tensor
product AC⊗Fa to be the vector space tensor product over F , i.e. the quotient of the
direct product of sets AC × a by the identifications
(A +B)⊗a ∼ (A⊗a) + (B⊗a) ,
A⊗(a+ b) ∼ (A⊗a) + (A⊗b) ,
(λA)⊗a ∼ A⊗λa , (3.1)
where A,B ∈ AC, a, b ∈ a and λ ∈ F . This tensor product is manifestly a vector space
over F . We can extend it to a vector space over C using the property that AC is a vector
space over C.
We can also consider the complex vector space aC obtained from the vector space a
by complexification, i.e by choosing a basis and declaring the field to be C. It is then
easy to see that AC⊗Fa is isomorphic to the tensor product AC⊗CaC. Thus, if a is a
vector space we can assume without loss of generality that the underlying field is C.
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If a is not a vector space, we define the “tensor product” AC⊗a to be the direct
product of sets, and it is clear that this set inherits the structure of a vector space over
C from AC. Alternatively, starting from a, we can define the complex vector space aC,
whose basis is given by the elements of a. It is easy to see that the vector space tensor
product AC⊗CaC is isomorphic to AC⊗a. Thus, the set a can be replaced by the vector
space aC without changing the tensor product.
In the following we shall therefore assume, without loss of generality, that a is a
complex vector space, and we shall write A⊗a for AC⊗Ca. This space is a vector space
over C. It is clear that we can extend A⊗a to a module over the appropriate Grassmann
algebra G, and that all the relevant properties for this module will hold provided that
they hold for A⊗a. For the time being, we shall not perform this extension explicitly,
but we shall be careful to include the signs which are to be relevant for the extended
module.
We may assume that there exists a ZZ grading on a, i.e. a map ε : a → ZZ. (In
particular, this grading may be trivial.) We can then define a grading on A⊗a, ε :
A⊗a→ ZZ, by
ε(A⊗a) = ε(A) + ε(a) . (3.2)
This gives A⊗a the structure of a ZZ-graded vector space over C. In the following it will
be necessary to identify the spaces
(A⊗a)⊗n ≃ A⊗n⊗a⊗n . (3.3)
We shall use the conventions that
((A1⊗a1)⊗ · · ·⊗(An⊗an)) ≃ (−1)
s(a;A) (A1⊗ · · ·⊗An)⊗ (a1⊗ · · ·⊗an) , (3.4)
where s(a;A) is the sign which arises in the permutation of the ai with the Aj , i.e.
s(a;A) =
n−1∑
i=1
ai
n∑
j=i+1
Aj . (3.5)
3.2 The BRST operator and the algebra structure
In order to define a BRST operatorQ on the tensor product A⊗a we need to assume that
there exists a linear map of degree −1, q : a → a that squares to zero, i.e. qqa = 0 for
all a ∈ a. For later convenience we shall write q(a) = m1(a), and then the two properties
are
m1 ◦m1 = 0 , ε(m1(a)) = ε(a)− 1 . (3.6)
We can then define Q by
Q ≡ B1 = b1⊗1l + 1l⊗m1 . (3.7)
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This acts on (A⊗a) ∈ A⊗a as
B1(A⊗a) = (QA⊗a) + (−1)
A(A⊗qa) , (3.8)
and one readily verifies that this is a differential, i.e. B1 ◦B1 = 0.
To define a product on A⊗a, we need to assume that there exists a product on a, i.e.
a bilinear map a⊗a → a which we denote by (a⊗b) 7→ m2(a, b), and which is of degree
zero
ε(m2(a, b)) = ε(a) + ε(b) . (3.9)
The product on A⊗a is then given as
B2 = b2⊗m2 , (3.10)
where we use (3.4) to identify (A⊗a)⊗2 with A⊗2⊗a⊗2. More explicitly, this product is
B2 ((A1⊗a1), (A2⊗a2)) = (−1)
a1A2 (b2(A1, A2)⊗m2(a1a2)) . (3.11)
The maps B1 and B2 will satisfy the second of the equations (2.39) provided that
m1 ◦m2 −m2 ◦m1 = 0 , (3.12)
where we use the convention that m2 ◦ m1 = m2 ◦ (m1⊗1l + 1l⊗m1). As explained in
appendix A, equations (3.6) and (3.12) are the first two of the family of identities which
define a homotopy associative algebra.
3.3 Higher homotopies
To define the higher homotopies Bl for l ≥ 3, it is sufficient to assume that a has the
structure of a homotopy associative algebra. For our purposes it is most convenient to
assume that this structure is described in terms of the family of maps ml : a
⊗l → a,
where ml is of degree l− 2; this formulation (which is the standard one for A∞ algebras)
is explained in detail in appendix A. We shall not attempt to give a full proof of the tensor
construction here, but we want to give the explicit expression for B3 in the general case,
and prove how the construction works under the assumption that a is associative, i.e.
ml = 0 for l ≥ 3.
In the general case where a is only homotopy associative, we define
B3 =
1
2
b3⊗ (m2(m2⊗1l + 1l⊗m2)) +
1
2
(b2(b2⊗1l− 1l⊗b2))⊗m3 , (3.13)
and it is not difficult to show that this expression (together with the formulae for B1 and
B2) satisfies (2.38) for n = 3. We should mention that B3 is not uniquely determined by
24
this condition. However, as shall be pointed out later, the above expression is uniquely
determined by the condition that the bilinear form satisfies a certain cyclicity condition.
If the algebra a is strictly associative, we can give a closed form expression for all the
higher homotopies. We define for l ≥ 2
Bl = bl⊗
(
m2(m2⊗1l) · · · (m2⊗1l
⊗(l−2))
)
. (3.14)
This acts naturally on A⊗l⊗a⊗l, and it defines a map (A⊗a)⊗l → (A⊗a) using (3.4).
To show that this definition satisfies the conditions of a homotopy associative algebra
(2.38), we calculate for l, n− l ≥ 2
Bl ◦Bn−l =
(
bl⊗
(
m2 · · · (m2⊗1l
⊗(l−2))
))
·
l−1∑
s=0
(
1l⊗s⊗bn−l⊗1l
⊗(l−1−s)
)
⊗
(
1l⊗s⊗
(
m2 · · · (m2⊗1l
⊗(n−l−2))
)
⊗1l⊗(l−1−s)
)
= bl ◦ bn−l⊗
(
m2 · · · (m2⊗1l
⊗(n−3))
)
, (3.15)
where we have used that m2 is an even, associative product. It then follows that
n−1∑
l=1
Bl ◦Bn−l = B1 ◦Bn−1 +Bn−1 ◦B1 +
n−2∑
l=2
Bl ◦Bn−l
=
[
n−1∑
l=1
Bl ◦Bn−l
]
⊗
(
m2 · · · (m2⊗1l
⊗(n−3))
)
= 0 . (3.16)
This shows that the Bn’s define a homotopy associative algebra.
3.4 Bilinear form
We define a bilinear form for the tensor product by
〈〈 (A⊗a), (B⊗b) 〉〉 ≡ (−1)aB〈A,B〉 〈a, b〉 , (3.17)
where 〈 ·, ·〉 : a⊗a → C is a bilinear form on a. In order for this bilinear form to be
invertible on A⊗a, we have to assume that 〈·, ·〉 is invertible on a.
The resulting bilinear form 〈〈·, ·〉〉 has to be odd and of fixed degree on AC⊗a. Since
〈·, ·〉 is of odd degree on AC, this implies that 〈·, ·〉 must be of even degree on a, i.e.
that 〈a, b〉 vanishes unless the degrees of a and b add to an even number. This is a very
important fact, and it is independent of the definition of ε on A⊗a, as explained before
at the end of section 2.2. It means, in particular, that there is no simple way to tensor
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an open string theory to itself. We shall assume, without loss of generality, that 〈·, ·〉 is
of degree zero,
〈a, b〉 6= 0 ⇒ ǫ(a) + ǫ(b) = 0 , (3.18)
so that 〈〈·, ·〉〉 is of degree −1. We demand furthermore that
〈a, b〉 = (−1)ab〈b, a〉 , (3.19)
〈qa, b〉 = −(−1)a〈a, qb〉 , (3.20)
and this will guarantee that 〈〈·, ·〉〉 satisfies the exchange property (2.14) and the Q-
invariance (2.15). In order for the bilinear form 〈〈·, ·〉〉 to satisfy the cyclicity condition
(2.42), it is sufficient to assume that
〈a1, mn−1(a2, . . . , an)〉 = (−1)
(n−1)(a1+a2+1)+a1(a2+···+an)〈a2, mn−1(a3, . . . , an, a1)〉 , (3.21)
where, as before, the relevant signs are uniquely determined by the consistency with the
identities (A.5). It is easy to check that the cyclicity condition (2.42) holds for B3 (3.13),
and in fact, this condition fixes the ambiguity in the definition of B3. If a is strictly
associative, the cyclicity (2.42) holds for Bl (3.14) for general l.
3.5 Star structure and reality
We can introduce a ∗-structure on A⊗a provided that there exists a ∗-structure on a,
i.e. an antilinear map a 7→ a∗, where (a∗)∗ = a and ε(a∗) = ε(a). In this case we can
define
(A⊗a)∗ ≡ (−1)a(A+1)A∗⊗a∗ . (3.22)
We demand that 〈·, ·〉 satisfies
〈a, b〉 = 〈b∗, a∗〉 , (3.23)
(qa)∗ = (−1)aqa∗ , (3.24)
where the left hand side of the first line is the complex conjugation in C. It then follows
that the bilinear form 〈〈·, ·〉〉 satisfies (2.30)
〈〈 (A⊗a), (B⊗b) 〉〉 = (−1)aB〈a, b〉 〈A,B〉
= (−1)aB+(a+b)(A+B+1)〈B∗, A∗〉〈b∗, a∗〉
= 〈〈 (B⊗b)∗, (A⊗a)∗ 〉〉 , (3.25)
where we have used that the two forms in A and a are odd and even, respectively.
Likewise, the analogue of (2.32) holds
(Q(A⊗a))∗ = (QA⊗a)∗ + (−1)A(A⊗qa)∗
= (−1)A(a+1)+1(QA∗⊗a∗) + (−1)Aa+1(A∗⊗qa∗)
= (−1)(A⊗a)+1Q(A⊗a)∗ . (3.26)
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Having defined a star operation for a, we can again impose the reality condition
Φ∗ = Φ in the tensor theory. This reality condition will guarantee the reality of the
string action. A general string field in the tensor product is of the form
Φ =
∑
ia
Eieaφ
ia , (3.27)
where Ei ∈ AC and ea ∈ a are basis vectors (of definite grade) of AC and a, respectively,
and φia ∈ G. By considering suitable linear combinations, if necessary, we may assume
that the vectors Ei and ea are real, i.e. that E
∗
i = Ei and e
∗
a = ea. Using (3.22),
(2.31) and the property that the string field is even, the reality condition then becomes
φia = (−)ea(Ei+1)φia. In particular, the target space fields associated to even elements of
a are real.
3.6 Equivalent tensor theories
In this section we shall show that the tensor construction is functorial in the sense that
the tensoring of a given algebra a into two strictly equivalent string field theories A and
A′ gives rise to two strictly equivalent string field theories A⊗a and A′⊗a.
Let us suppose that we have two tensor product algebras, one with homotopies
B1 = b1⊗1l + 1l⊗m1
Bl = bl⊗
(
m2(m2⊗1l) · · · (m2⊗1l
⊗(l−2))
)
l ≥ 2 , (3.28)
and a second one with homotopies
B˜1 = b˜1⊗1l + 1l⊗m1
B˜l = b˜l⊗
(
m2(m2⊗1l) · · · (m2⊗1l
⊗(l−2))
)
l ≥ 2 , (3.29)
where we have assumed, for simplicity, that the algebra described by the m maps is
associative. Suppose further that the bn’s and b˜n’s are related by a homotopy map, i.e.
that there exist maps fn satisfying (2.65). It is then easy to check that the homotopy
associative algebras B and B˜ are related by a homotopy map which is defined by
F1 = f1⊗1l
Fl = fl⊗
(
m2(m2⊗1l) · · · (m2⊗1l
⊗(l−2))
)
, l ≥ 2 , (3.30)
i.e. that the maps Bn, B˜n and Fn satisfy the analog of (2.65). If f1 is an isomorphism
of vector spaces, so is F1, and if the fn’s satisfy the cyclicity condition (2.71), so do the
Fn’s.
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Let us now assume that the underlying string field theory is described in terms of the
b algebra. Then the above result implies that the theory which is obtained by attaching
an algebra a (described by the mn maps) to one formulation of the theory (in terms of
the bn maps, say) is equivalent to the theory, where the same algebra is attached to an
equivalent version of the underlying string field theory (described by the b˜n maps). The
tensor construction therefore does not depend on the particular representation of the
underlying theory.
We can also consider the situation, in which the underlying open string field theory
A is cubic, and can thus be described in terms of the m maps. The above argument then
implies that two homotopy equivalent algebras a and a′ (where the homotopy equivalence
gives rise to an isomorphism of vector spaces and satisfies the cyclicity condition) give
rise to equivalent string field theories A⊗a and A⊗a′. This result is relevant for the
classification of the tensor theories.
4 Analysis of the tensor construction
We have now completed the construction of the tensor theory, and discussed the ingre-
dients that are necessary to build it. Next we shall turn to analyzing these conditions
in some detail. First, we shall explain how the positivity of the string field action can
be related to the property of a certain inner product to be positive definite. We shall
then analyze this inner product for the tensor theory, where we assume that the addi-
tional degrees of freedom do not have any spacetime interpretation. We shall find that
the tensor theory can only be positive if the cohomology of a is concentrated at zero
degree. Furthermore, the bilinear form must induce a positive definite inner product on
the cohomology H(a), and this implies that H(a) is a semisimple algebra. We shall then
use a version of Wedderburn’s theorem to show that H(a) is the direct sum of a nilpotent
ideal and a collection of full matrix algebras over the complex numbers.
In a second step we shall show that the string field theory corresponding to A⊗a is
physically equivalent to the string field theory, where we replace a by the algebra H(a),
eliminating the differential. As H(a) is a semisimple algebra over C, this will demonstrate
that all the tensor theories we have constructed are physically equivalent to the familiar
Chan-Paton constructions.
4.1 Positivity condition in open string theory
In a quantum theory the condition of positivity requires that the set of physical states
carries a positive definite inner product. This requires, in particular, that an inner
product is defined, and therefore requires more structure than we have assumed so far.
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Indeed, while we have a BRST operator that can be used to define physical states, we
only have an odd bilinear symplectic form and this cannot be used to define a (symmetric)
inner product. In a sense this is as it should be, as an explicit positivity analysis of a
field theory requires the examination of the propagators, and propagators only exist after
gauge fixing.
While no complete axiomatics of gauge fixing is known, it is fairly clear how to proceed
in specific situations. In this paper it will suffice to analyze positivity explicitly for open
bosonic strings, and for the Neveu-Schwarz (NS) sector of open superstrings; these two
cases can be treated in essentially the same way. A positivity analysis of the Ramond
sector of open superstrings would be interesting, but will not be necessary here.
We can implement the gauge fixing condition by imposing a subsidiary condition
which defines a subspace ArelC of AC. The gauge fixed string field is an element of this
subspace, called the relative subspace, and the physical states are determined by the
BRST cohomology calculated on ArelC ; this is usually called the relative cohomology
Hrel(AC). The physical states also have to satisfy a reality condition, and they can thus
be identified with the real subspace of Hrel(AC).
In the situations we are considering here, all physical states are spacetime bosons, and
this implies that the relative cohomology has to be concentrated on even elements of ArelC .
In this case, as we shall explain below, the kinetic term of the string field theory induces
a natural symmetric bilinear form on the even subspace of ArelC . It is then possible to
rephrase the condition of positivity as the condition that this symmetric bilinear form is
positive definite on the space of physical states.
To gauge fix the open bosonic string (or the open NS superstring) we choose the
Siegel gauge [25], which corresponds to defining ArelC to consist of |Φ〉 ∈ AC which satisfy
b0|Φ〉 = 0, where b0 is the zero mode of the antighost field. For such states the kinetic
term becomes
〈Φ, QΦ〉
∣∣∣
b0Φ=0
= 〈Φ, c0L0Φ〉 , (4.1)
where {c0, b0} = 1, and {Q, b0} = L0. It is obvious that this kinetic term vanishes on the
space of physical states. This vanishing has a natural interpretation as L0 = 0 implements
the mass-shell condition (p2+m2) = 0. The propagator will therefore be positive provided
that the bilinear form 〈·, c0·〉, which is obtained from (4.1) upon deleting L0, is positive
definite and invertible on the real subspace of Hrel(AC).
Indeed 〈·, c0·〉 is well defined on H
rel(AC)
13. Furthermore, 〈·, c0·〉 defines a symmetric
13This demands that 〈A, c0B〉 for A,B ∈ H
rel(AC) must be unchanged when B → B + Qχ, with
b0χ = 0. To check this first note that χ = b0c0χ, and therefore we must show that 〈A, c0Qb0c0χ〉
vanishes. This is seen by moving the b0 towards the left until it annihilates A (b0 is self adjoint with
respect to the symplectic form). In moving b0 we pick an L0 term by anticommutation with Q, which
kills A, and moving b0 across c0 we let Q act directly on A, giving a vanishing result.
29
form on Hrel(AC), since all elements in this space are even. It is therefore consistent to
demand that
〈Φ, c0Φ〉 > 0 , for real Φ ∈ H
rel(AC) . (4.2)
In this case, the inverse will also be positive on the real subspace of Hrel(AC), thus giving
rise to a positive propagator.
The above condition can be phrased more compactly using the following result. Let
VC denote a complex vector space with a star operation; a bilinear form 〈· , ·〉 is positive
on the real subspace if and only if the associated sesquilinear form 〈·∗ , ·〉 is positive on
all of VC. Thus our requirement can be stated as the demand that the sesquilinear form
(·, ·) defined on Hrel(AC) as
(A,B) ≡ 〈A∗ , c0B〉 (4.3)
is invertible, and positive, i.e. (H,H) > 0 for all H 6= 0, H ∈ Hrel(AC).
4.2 Positivity condition for the tensor theory
To analyze the positivity of the tensor theory, we shall now use the same strategy as
in the previous section. We will examine the positivity constraints that arise when the
underlying open string theory is an open bosonic string or the NS sector of an open
superstring theory. It will be clear from the resulting constraints on the internal sector
that no further constraints would arise from the Ramond sector of the open superstring
theory.
In our analysis we will regard the degrees of freedom described by the vectors in a as
internal, i.e. having no spacetime interpretation. This is an important assumption as we
will treat A and a on a different footing. In particular, the relevant relative cohomology
of the tensor theory Hrel(A⊗a) will be defined as the cohomology of Q on the subspace
of states satisfying (b0⊗1l)Φ = 0. On this subspace we consider the bilinear form
〈〈Φ1, (c0⊗1l)Φ2〉〉 , (4.4)
which arises from the spacetime part (Q⊗1l) of the BRST operator Q in the kinetic term
of the tensor theory. In analogy to the case considered before, positivity will require the
bilinear form to be positive definite on the physical states, i.e. on the real subspace of
the relative cohomology Hrel(A⊗a).
By the Ku¨nneth theorem, the relative cohomology on the tensor product is given as
Hrel(A⊗a) = Hrel(AC)⊗H(a) , (4.5)
where Hrel(AC) is the relative cohomology defined before, and H(a) is the cohomology
of the internal differential q on a. As before, the underlying open string theory we
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are considering contains only physical states that are spacetime bosons, and therefore
Hrel(AC) contains only even elements. The algebra a has no spacetime interpretation,
and the physical states of the tensor theory are therefore spacetime bosons as well. (For
example, they have a kinetic term appropriate for bosons, and they transform in an integer
spin representation of the Lorentz group.) As the overall string field must be even, this
implies that H(a) must only contain even elements, as odd elements of H(a) would lead
to physical spacetime fields which anticommute, and therefore describe fermions. The
property that H(a) contains only even elements is already a rather strong condition. We
shall now show that even more has to be true in order to satisfy the positivity condition:
H(a) must be concentrated at degree zero.
Let Φ be in the physical subspace of the tensor theory, i.e. Φ is a real vector in
Hrel(A⊗a). We expand Φ as
Φ =
∑
i,a
Eiea φ
ia , (4.6)
where Ei ∈ H
rel(AC), and ea ∈ H(a) are real, and φ
ia ∈ C. As all vectors are even, the
reality of Φ then translates into φia ∈ IR. Positivity now demands that
〈〈Φ, (c0⊗1l) Φ〉〉 =
∑
i,a,j,b
〈〈Eiφ
iaea, (c0⊗1l) Ejφ
jbeb〉〉
=
∑
i,a,j,b
φia 〈Ei, c0Ej〉 〈ea, eb〉 φ
jb
≡
∑
i,a,j,b
φiaMia,jb φ
jb (4.7)
is strictly positive for φia 6= 0. This is equivalent to the condition that the matrix M ,
defined above, is positive.
Using the exchange property (3.19) and the Q invariance of the bilinear form on AC
we see that14
〈Ei, c0Ej〉 = 〈Ej , c0Ei〉 ,
〈ea, eb〉 = 〈eb, ea〉 . (4.8)
This implies that the matrix M is symmetric under the exchange of (i, a) ↔ (j, b).
Furthermore, because of
〈Ei, c0Ej〉 = 〈Ei, c0Ej〉 ,
〈ea, eb〉 = 〈ea, eb〉 , (4.9)
14Because of (4.1) and the property of L0 to be hermitian and real, the exchange properties of the
bilinear form on A with respect to Q equal those with respect to c0.
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it follows that M is real. Being symmetric and real, M can thus be diagonalized.
Suppose now that H(a) contains vectors of degree m, m 6= 0. As the bilinear form on
a couples only vectors of degree m to vectors of degree −m, we can decompose H(a) as
H(a) = H(a)0 ⊕H(a)± , (4.10)
where H(a)0 contains the states at degree zero, and the decomposition is into orthogonal
subspaces. Likewise, we can decompose Hrel(A⊗a) into orthogonal subspaces as
Hrel(A⊗a) =
[
Hrel(A)⊗H(a)0
]⊕[
Hrel(A)⊗H(a)±
]
. (4.11)
The condition that M is positive on Hrel(A⊗a) is then equivalent to the condition that
M is positive on each of the two subspaces separately.
If we choose a basis of vectors of definite degree for H(a)±, the property that the
bilinear form on a couples only vectors of degree m to vectors of degree −m implies that
M , restricted to Hrel(A)⊗H(a)±, vanishes on the diagonal. M is therefore traceless, and
asM can be diagonalized, it follows thatM cannot be positive definite. We can therefore
conclude that H(a)± must be empty, i.e. that H(a) only contains states of degree zero.
If this is the case, we can examine the positivity constraint further. By virtue of the
positivity of the original string field theory, we can find a real basis Wi for H
rel(AC) for
which
〈Wi, c0Wj〉 = δij . (4.12)
Then (4.7) becomes
〈〈Φ, (c0⊗1l) Φ〉〉 =
∑
i,a,j,b
〈Wi, c0Wj〉 〈ea, eb〉ϕ
iaϕjb
=
∑
i
〈∑
a
ϕiaea,
∑
b
ϕibeb
〉
. (4.13)
It is then clear that positivity is satisfied if and only if the bilinear form on a is positive
definite on the real subspace of H(a). If we introduce the sesquilinear form
(a, b) ≡ 〈a∗, b〉 , (4.14)
then the condition becomes that (·, ·) defines a positive definite inner product on H(a)
(as was explained before at the end of the previous section). We should mention that
because of (3.20) and (3.24), this sesquilinear form is well-defined on H(a).
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4.3 Semisimplicity of H(a) and Wedderburn’s Theorem
It is well known that the cohomology H(a) of an A∞ algebra is an associative algebra
[19]. Indeed, the product m2 of a induces a well defined product on H(a) because
m2 ◦ m1 = m1 ◦ m2 guarantees that the product of a closed and a trivial element is
trivial and thus zero in H(a). Moreover, the identity m1 ◦m3 +m2 ◦m2 +m3 ◦m1 = 0
implies that the product on H(a) satisfies m2 ◦m2 = 0, and thus that it is associative.
The positivity condition also implies that all elements of H(a) are at degree zero, and
since the product m2 is of degree zero, H(a) is an ordinary associative algebra without
grading. Moreover, the induced bilinear form on H(a) is cyclic and the corresponding
sesquilinear form positive definite. We will now show that this implies that H(a) is a
semisimple algebra.15
Let us recall that we call an algebra B semisimple if the adjoint representation, i.e.
the representation of B, where a ∈ B acts on b ∈ B by a · b = (ab), is completely reducible
into irreducible representations. (For a brief introduction into the relevant concepts see
for example [26].)
Suppose then that B contains a subrepresentation, i.e. a subspace U ⊂ B, such that
for every element u ∈ U and b ∈ B, (bu) ∈ U . Because of the positive definite inner
product on B we can write B as a direct sum
B = U ⊕ U⊥ , (4.15)
where
U⊥ ≡ {b ∈ B : (u, b) = 0 for all u ∈ U} . (4.16)
We want to show that if U is a subrepresentation, then so is U⊥; by induction, we can then
decompose the adjoint representation completely, thereby showing that B is semisimple.
To see that U⊥ is a subrepresentation, it is sufficient to show that (u, bv) = 0 for all
v ∈ U⊥, b ∈ B and u ∈ U . Using the cyclicity of the bilinear form on B, we have
(u, bv) = 〈u∗, bv〉 = 〈v, u∗b〉 = 〈u∗b, v〉
= 〈(b∗u)∗, v〉 = (b∗u, v) . (4.17)
As U is a subrepresentation, b∗u ∈ U , and thus the inner product vanishes. This completes
the proof.
We have thus shown that H(a) is a semisimple associative algebra. If H(a) is a finite-
dimensional algebra, it follows from the analysis of appendix D that H(a) is a direct
15Semisimplicity does not yet follow from the property of the bilinear form to be invertible and cyclic.
A finite-dimensional example is given by the 2-dimensional associative (commutative) algebra generated
by u and w with relations u2 = w, uw = ww = 0 with the invertible symmetric (and cyclic) bilinear form
given as 〈u, u〉 = 1, 〈u,w〉 = 1, 〈w,w〉 = 0. This algebra is not semisimple, as the subspace generated by
w is a subrepresentation, but there exists no complementary subrepresentation.
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sum of a nilpotent ideal and a semisimple algebra with a unit element. By Wedderburn’s
theorem, also reviewed in appendix D, the semisimple algebra with a unit is a direct sum
of finite dimensional matrix algebras over C. We have therefore shown that
H(a) = I
⊕
i
Mni(C) , ǫ(h) = 0, forh ∈ H(a) , (4.18)
where I denotes the nilpotent ideal, andMn(C) denotes the full matrix algebra of n× n
matrices with complex entries. It is easy to see that the nilpotent elements correspond to
additional copies of the open string theory, where all interactions have been removed. In
the following, we shall therefore mainly consider the case, where H(a) is a direct sum of
matrix algebras over C. In this case the bilinear form is the trace on each matrix algebra
separately, and the star operation corresponds to hermitian conjugation A 7→ A†. (This
is explained in appendix E.) In order to distinguish this star operation form complex
conjugation, we shall denote the latter by an overline so that
A∗ ≡ A† = At , (4.19)
where A ∈ Mn(C). The “real” elements of the complex matrix algebra, i.e. the elements
satisfying A∗ = A are the hermitian matrices, and the “imaginary” elements are the
antihermitian matrices.
4.4 Physical equivalence of A⊗a and A⊗H(a) string theories
In this subsection we want to show that the string theory defined on A⊗a, where a is
an A∞ algebra satisfying the conditions derived earlier, is physically equivalent to the
string theory defined on A⊗H(a), where H(a) is the cohomology of q on a. We say
that two string field theories are physically equivalent (at tree level) if there is a one-
to-one identification of physical states such that the tree level S-matrices coincide. Two
physically equivalent string field theories may have completely different sets of unphysical
and gauge degrees of freedom.
Physical equivalence is weaker than the strict off-shell equivalence that holds when
actions and symplectic forms are related by a differentiable transformation. In this case
the underlying vector spaces are isomorphic. For physical equivalence, however, this is
not the case since in general H(a) is only isomorphic to a proper subspace of a.16
16We will not try to discuss here whether the A∞ algebra a satisfying the conditions derived before,
is homotopy equivalent in our strong sense to a strictly associative algebra. If so, any string field theory
based on an admissible A∞ algebra would be off-shell equivalent to a string theory based on an associative
differential graded algebra. This seems unlikely to be the case [16], but is an interesting question that
could be answered using the theory of cyclic cohomology.
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In order to discuss the claimed equivalence we use a particular decomposition of the
vector space a into a direct sum of subspaces
a = ap ⊕ ae ⊕ au , (4.20)
where ap and au can be identified (non-canonically) with the cohomology classes of q
(the physical vectors), and the unphysical vectors, respectively, and ae is the subspace of
q-exact vectors in a. (The unphysical vectors are those that, except for the zero vector,
are not annihilated by q.) As discussed in appendix C, we can choose ap and au in such
a way that the bilinear form 〈·, ·〉 on a only couples ap to ap, and ae to au.
We consider the string field theory on A⊗a, and decompose
A⊗a = (A⊗ap)⊕ (A⊗ae)⊕ (A⊗au) . (4.21)
Correspondingly, we decompose the string field into
Φ = Φp + Φe + Φu , (4.22)
where Φp ∈ (A⊗ap), Φe ∈ (A⊗ae), and Φu ∈ (A⊗au). It should be stressed that we only
decompose with respect to the internal algebra; while Φp certainly contains all physical
states, as defined by the BRST operator Q of the tensor theory, it also contains vectors
whose spacetime part are not in the spacetime BRST cohomology. In fact, the string field
Φp is the appropriate string field for the string field theory based on A⊗ap or equivalently,
based on A⊗H(a). With some abuse of language, we will call Φp, Φu and Φe, physical,
unphysical, and exact, respectively.
We will work with the cubic version of the underlying open string field theory, but we
shall not assume that the higher homotopies vanish on a; as a consequence, the string
theory corresponding to A⊗a has interactions at all orders. Our objective will be to
prove that Φu and Φe lines never appear in tree-diagrams of external Φp lines, and that
the higher interactions are irrelevant for such diagrams.
We first examine the kinetic term of the string field theory on A⊗a. Using the above
comments and recalling that Q = Q⊗1l + 1l⊗q, we write
1
2
〈Φ,QΦ〉 =
1
2
〈Φp, QΦp〉+ 〈Φe, QΦu〉+
1
2
〈Φu, qΦu〉 . (4.23)
The propagator is derived from the first two terms on the right hand side of (4.23)
since those terms involve the spacetime BRST operator. We therefore have propagators
coupling Φp to itself and Φu to Φe. The last term in the right hand side should be thought
of as a quadratic interaction coupling Φu to itself.
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Consider now a tree diagram for which all external lines are Φp lines, and denote by
Nmax the maximal order of any vertex in the diagram. First we want to show that if
such a diagram exists, then there also exists a diagram with the same Nmax, for which
all internal lines are either unphysical or exact. Indeed, if we are given such a diagram
with internal physical lines, we can cut the diagram along all physical lines to obtain a
number of tree diagrams whose external lines all belong to Φp, and which do not have
any internal lines corresponding to Φp. By assumption, however, at least one of these
diagrams must have a string vertex of order Nmax. We shall now show that no such
diagram can be constructed.
Let V N(pN , uN , eN) denote the number of vertices which have N legs, pN of which
are physical, uN unphysical and eN exact. By construction we have pN + uN + eN = N .
For any tree diagram
E + 2I =
∑
N≥2
∑
p,u,e
NV N , (4.24)
where E denotes the number of external legs, and I denotes the number of internal legs.
Since we are considering diagrams with no loops, I = V − 1, where V denotes the total
number of vertices. It then follows that
E = 2 +
∑
N≥2
∑
p,u,e
(N − 2)V N . (4.25)
Since the external legs are all physical, and all internal lines are either unphysical or
exact, the number of external lines equals the number of physical lines
E =
∑
N≥3
∑
p,u,e
pN V
N , (4.26)
where we recall that V 2 does not appear here since it involves two unphysical legs.
Combining the last two equations we find that
2 =
∑
N≥3
∑
p,u,e
[pN −N + 2] V
N . (4.27)
On the other hand, we can count the difference between the number of unphysical and
the number of exact legs in a diagram
u− e = 2V 2 +
∑
N≥3
∑
p,u,e
[uN − eN ] V
N . (4.28)
Finally, subtracting the last two equations we obtain
u− e = 2
[
1 + V 2 +
∑
N≥3
∑
p,u,e
(uN − 1) V
N
]
. (4.29)
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As all internal legs are unphysical or exact, all propagators will join an exact leg to a
physical leg, and it follows that the number u− e must vanish.
Consider first the case, where all vertices have N ≤ 3. In this case (4.29) becomes
u− e = 2
[
1 + V 2 + 2Vuuu + Vuup + Vuue
]
, (4.30)
where Vuuu denotes the number of three string vertices coupling three unphysical fields,
and similarly for the other vertices. The three string vertices with one unphysical leg do
not contribute because of the factor u3−1. Furthermore, the vertices with no unphysical
legs are absent since Vppe, Vpee, and Veee vanish by q-covariance, and Vppp is absent by
the assumption that there are no physical internal lines. As the right hand side of
(4.30) is strictly positive, we cannot have u − e = 0, and we have obtained the desired
contradiction. We have thus shown that all internal lines are physical, and this implies,
in particular, that V 2 = 0.
Next, we consider the case when there are higher vertices in the tree diagram. In this
case, contributions such as Veeee need not vanish, and the above argument might fail.
There is, however, an additional constraint on a consistent diagram which is associated
with the internal degree. Indeed, the product mN−1 has degree N−3, and the interaction
V N carries therefore a degree violation of (N − 3). On the other hand, the interaction
V 2 (which is of the form < Φu, qΦu >) carries a degree violation of −1. As the bilinear
form and the propagator are of degree zero, the total degree violation of a diagram must
be zero, and we have
V 2 =
∑
N≥3
∑
p,u,e
(N − 3) V N . (4.31)
Inserting this equation into (4.29) we obtain
u− e = 2
[
1 +
∑
N≥3
∑
p,u,e
(uN +N − 4) V
N
]
. (4.32)
The contributions for N = 3 were shown earlier to be all greater than or equal to zero,
and it is manifestly clear that the same holds for N ≥ 4. Consistent (degree preserving)
diagrams therefore cannot involve higher vertices. This is what we wanted to show.
In summary, we have shown that the string field theory on A⊗a generates tree level
diagrams that in the external Φp sector are identical to those that would be generated
by the action
1
2
〈Φp, QΦp〉+
1
3
〈Φp,ΦpΦp〉 . (4.33)
This is simply the string field theory action corresponding to A⊗H(a), and we have
therefore established the claimed physical equivalence.
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5 Twist symmetry, gauge groups and projections
So far we have analyzed the structure that needs to be imposed on the algebra a in order
for the tensor theory to have the basic algebraic structure. We shall now consider the
situation where the original string field possesses a twist symmetry. We shall explain in
detail how such a symmetry operates on the various algebraic structures, and show that
it leaves the action invariant. We shall also show that the truncation of the theory to
twist eigenstates of eigenvalue one is consistent with the master equation.
Using the twist symmetry of the theory we can identify the gauge group of the tensor
theory to be a direct product of U(n) groups, where each matrix algebraMn(C) gives rise
to a factor of U(n). We can also extend the twist operator to a well-defined operator on
the tensor theory, and truncate to the eigenstates of eigenvalue plus one. If a is a direct
sum of matrix algebras, we classify all inequivalent extensions of Ω to the tensor theory.
We find that the only allowed gauge groups which can be obtained from truncations in
this way are SO(n), USp(2n) and U(n).
5.1 Twist operator Ω
Open string field theory may possess a twist symmetry related to the orientation reversal
of the open string, although, as far as we are aware, this additional symmetry is not
required by consistency. This symmetry is implemented by an even linear operator Ω on
A which satisfies
ǫ(ΩA) = ǫ(A) , Ω(Aλ) = (ΩA)λ . (5.1)
In addition we require that it commutes with the BRST operator and with the operation
of star conjugation
ΩQ = QΩ , Ω ∗ = ∗Ω . (5.2)
This last property will ensure that we can impose simultaneously both a reality condition
and a twist condition on the string field. The twist operator must also leave the symplectic
form invariant
〈Ω(A),Ω(B)〉 = 〈A,B〉 . (5.3)
Ω acts on the higher homotopies by reversing the order of the vectors and by acting
on each vector separately. Furthermore, as Ω2 corresponds geometrically to a trivial
operation, it must act as an automorphism τ = Ω2 of the homotopy associative algebra,
i.e.
τbn(A1, . . . , An) = bn(τA1, . . . , τAn) . (5.4)
For bosonic theories this is automatically satisfied as Ω2 = +1, but τ may be non-trivial
for fermionic theories. These requirements determine the action of Ω on the higher
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homotopies as
Ωbn(A1, . . . , An) = (−)
en(A)bn(ΩAn, . . . ,ΩA1) . (5.5)
Here the sign factor en(A1, . . . An) is the sign factor needed to permute (with signs)
A1, A2, . . . , An into An, An−1, . . . , A1, i.e.
en(A1, . . . , An) =
n−1∑
p=1
n∑
q=p+1
ApAq , (5.6)
and the ambiguity is again a possible extra minus sign for even n. The first two identities
read
Ωb2(A1, A2) = (−)
A1A2b2(ΩA2,ΩA1)
Ωb3(A1, A2, A3) = (−)
(A1+A2)A3+A1A2b3(ΩA3,ΩA2,ΩA1) . (5.7)
From a more abstract point of view, as explained in appendix B, the star operation
(section 2.8) and Ω are characterized by the property that they act on products of vec-
tors in the prescribed way. In fact, up to some trivial redefinitions, there are only two
consistent sign conventions, and these correspond precisely to the sign conventions of the
star and the twist operation.
The twist operator reverses the order of the vectors in a product, and therefore a
product of twist eigenstates need not be a twist eigenstate. However, we can introduce
suitable linear combinations as
[A,B]± ≡ AB ± (−)
ABBA , (5.8)
where AB stands for b2(A,B). It then follows from (5.7) that
Ω[A,B]± = ±[ΩA,ΩB] . (5.9)
If A and B are twist eigenstates of eigenvalues ΩA and ΩB respectively, then
Ω[A,B]± = ±ΩA ΩB . (5.10)
The twist symmetry of the open string theory implies that the SL(2, R) invariant vac-
uum |0〉 is odd under Ω, i.e. Ω|0〉 = −|0〉. Indeed, we can use Ω(A,B) = (−)AB(ΩB,ΩA)
with A = B = |0〉 to obtain
Ω(|0〉, |0〉) = −(Ω|0〉,Ω|0〉) . (5.11)
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Since the product of two vacuum states gives (in addition to other states) the vacuum
state itself, the above equation implies that Ω|0〉 = −|0〉. The same applies obviously for
the vacuum state of a given momentum p, Ω|p〉 = −|p〉.
In the bosonic string theory, ΩcnΩ = (−)
ncn, and ΩαnΩ = (−)
nαn. This implies that
states of the form c1|p〉 associated to the tachyon field have Ω = +1, while states of the
form c1α−1|p〉, associated to the massless gauge fields have Ω = −1. The same conclusion
also holds for the NS sector of the superstring theory.
As we shall explain in section 5.3, we can truncate the theory to the states of Ω-
eigenvalue one. If we perform this truncation for the bosonic string, we keep the tachyon
and lose the gauge field. While this does not seem to be physically interesting, it is
certainly consistent at tree level.
5.2 Identification of the gauge groups
In order to be able to identify the gauge groups that arise in the various constructions it
is necessary to analyze the cubic term in the master action. This is the term of the form
〈〈Φ,B2(Φ,Φ)〉〉 , (5.12)
where Φ is the even string field satisfying the reality condition Φ∗ = Φ, and we assume
that the internal algebra is a matrix algebra over C. If we expand Φ as before in (3.27)
we find after a simple manipulation
B2(Φ,Φ) =
∑
i,a,j,b
1
4
{
[Ei, Ej ]+ [ea, eb]+ + [Ei, Ej ]− [ea, eb]−
}
φjbφia , (5.13)
where we have also used the commutator and anticommutator notation for the internal
algebra, i.e. [ea, eb]± = eaeb ± ebea, where eaeb = m2(ea, eb). Then (5.12) becomes
∑
ia,jb,kc
(−1)Ek
1
4
{〈
Ek, [Ei, Ej]+
〉
〈ec, [ea, eb]+〉+
〈
Ek, [Ei, Ej]−
〉
〈ec, [ea, eb]−〉
}
φjbφiaφkc .
(5.14)
The right hand side has two types of terms, one involving the anticommutator and the
other involving the commutator of the internal algebra. We will now see that when the
three spacetime fields are massless vectors, only the commutator term survives.
It was shown in the previous subsection that a massless vector corresponds to a state
of Ω-eigenvalue −1. The coupling of three vectors is therefore determined by the cubic
term, where Ei, Ej and Ek are all eigenstates of Ω with eigenvalue −1. Using the twist
property (5.10) we find
Ω[Ei,Ej ]± = ±ΩEiΩEj = ±1 . (5.15)
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Because of the invariance of the symplectic form on A under Ω, only the twist minus one
state can couple to Ek. This is the bottom state in the above equation, and corresponds
to the second term in equation (5.14). The coupling of three massless vectors is therefore
proportional to
fabc ≡ 〈ec, [ea, eb]−〉 . (5.16)
Letting gab = 〈ea, eb〉 denote the invertible bilinear form with inverse g
ab, we see that the
above equation implies that
[ea, eb]− = f
c
ab ec , where f
c
ab = fabcg
cd . (5.17)
The numbers f cab define the structure constants of a Lie algebra, the Lie algebra that is
induced from the associative algebra a. For the full matrix algebraMn(C) we obtain the
complex Lie algebra gl(n,C).
As we must restrict ourselves to real string fields, this is not the resulting gauge
algebra. If we write the string field as Φ =
∑
i,a iEi(eaφ
ia), where we have introduced
the factor of i for convenience, we readily see that reality of the string field requires
that (
∑
a eaφ
ia) be an imaginary element of the matrix algebra (recall that the φia are
complex numbers). If we take the φia’s to be real, then the ea’s are purely imaginary, i.e.
antihermitian elements of Mn(C). The antihermitian matrices in Mn(C) generate the
Lie-algebra u(n), which is a real form of gl(n,C).
5.3 Twist invariance and truncations
In this section we use the properties of the twist operator Ω, postulated in subsection 5.1,
to show that the string field action is twist invariant. It is then possible to truncate the
classical action consistently to the sector of the string field whose Ω-eigenvalue is +1.
If the bilinear form is twist invariant and the products bn satisfy the twist property
(5.5), then the master action will be twist invariant, i.e. S(Φ) = S(ΩΦ). This is the case
because each term in the action is twist invariant
〈ΩΦ , bn(ΩΦ, . . . ,ΩΦ)〉 = 〈ΩΦ ,Ωbn(Φ, . . . ,Φ)〉 = 〈Φ , bn(Φ, . . . ,Φ)〉 . (5.18)
Here we have used the sign factor of (5.6) which is +1 since the string field is even.
Given our choice for the action, the invariance of the action under Ω fixes thus the sign
ambiguity discussed in (5.6).
We can break the string field into eigenspaces of the twist operator Ω. Separating out
the eigenspace of eigenvalue plus one, we write
Φ = Φ+ + Φ˜ , where ΩΦ+ = +Φ+ , (5.19)
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and Φ˜ represents the string fields whose twist eigenvalues are different from (+1). Because
of the invariance of the bilinear form under Ω, the symplectic form does not couple Φ+
to Φ˜. Furthermore, the action does not contain any terms which are linear in Φ˜. The
first property implies that the master equation can be written as
∂rS
∂φi+
ωij+
∂lS
∂φj+
+
∂rS
∂φ˜α
ωαβ
∂lS
∂φ˜β
= 0 , (5.20)
where φi+ are the target space fields associated to vectors E+i with twist eigenvalue
plus one, and likewise for φ˜α. Since S(φi+, φ˜α) is at least quadratic in the tilde fields,
the second term in the above equation vanishes if we set φ˜α = 0. It thus follows that
S(φi+, φ˜α = 0) satisfies the equation
∂rS(φ
+, 0)
∂φi+
ωij+
∂lS(φ
+, 0)
∂φj+
= 0 , (5.21)
and thus that we can consistently restrict the theory to the sector of twist-eigenstates
with eigenvalue plus one. We should mention that this reasoning only applies to the
classical master action, as the full quantum master equation contains second derivatives
of the action (with respect to the tilde fields) which need not vanish when φ˜α = 0. The
consistency of the quantum theory is therefore not guaranteed after truncation, and must
be reexamined.
It will be of interest to consider the case when the open string theory may have more
than one kind of twist symmetry. For simplicity, we focus on the case where we have two
commuting twist symmetries Ω1 and Ω2,
Ω1Ω2 = Ω2Ω1 , (5.22)
each of which squares to the identity. Let PΩi denote the projector to states with Ωi =
+1. As explained before, the invariance of the string action under Ωi implies that the
truncated action Si(Φ) ≡ S(PΩiΦ) satisfies the master equation. It is then easy to see
that Si is still invariant under the second twist symmetry Ωj (where j 6= i), as
Si(ΩjΦ) = S(PΩiΩjΦ) = S(ΩjPΩiΦ) = S(PΩiΦ) = Si(Φ) . (5.23)
We can therefore truncate again to plus one eigenstates of Ωj , and we conclude that
S(PΩ1PΩ2Φ) defines a consistent theory.
5.4 Twist symmetry on A⊗a
Given a twist map Ω for A, we can extend this to a twist map for A⊗a, provided there
exists a linear twist map ω : a → a on a. ω must commute both with the internal
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differential q and the star operation in a
ω q = q ω ,
∗ω = ω ∗ . (5.24)
Furthermore, ω must leave the bilinear form 〈·, ·〉 on a invariant
〈ω(a), ω(b)〉 = 〈a, b〉 , (5.25)
but we do not assume that ω2 is the identity. On the product, ω must act as
ω(ab) = (−1)abω(b)ω(a) , (5.26)
in analogy with the first equation in (5.7).
We can then define the twist operator Ω on A⊗a as
Ω(A⊗a) ≡ Ω(A)⊗ω(a) . (5.27)
It is straightforward to verify that Ω commutes with Q and with the star operation of
A⊗a (the analogue of (5.2)). It also leaves the symplectic form 〈〈·, ·〉〉 invariant (the
analog of (5.3)). Furthermore, in the case where a is associative, we also have (5.5)
ΩBn ((A1⊗a1), . . . , (An⊗an))
= (−1)s(a;A)Ω (bn (A1, . . . , An)⊗(a1 · · · an))
= (−1)s(a;A)+s(A;A)+s(a;a)bn (ΩAn, . . . ,ΩA1)⊗ (ω(an) · · ·ω(a1))
= (−1)s(A⊗a;A⊗a)Bn (Ω(An⊗an), . . . ,Ω(A1⊗a1)) , (5.28)
where s(a, A) is
s(a1, . . . , an;A1, . . . , An) =
n−1∑
l=1
al (Al+1 + · · ·+ An) , (5.29)
and likewise for s(A; a), etc. Since the twist operator Ω on A⊗a satisfies all the required
properties, the tensor open string theory is guaranteed to be invariant under twist.
5.5 Twist operators for matrix algebras
In this subsection we want to find all possible inequivalent ways in which a linear twist
map ω can be defined on a. As explained before, this will allow us to define a twist
operator Ω = Ω⊗ω on A⊗a, and will enable us to truncate the resulting open string field
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theory consistently. We shall take a to be the direct sum of full matrix algebras and a
nilpotent ideal. All elements of a are of degree zero, and the bilinear form is defined by
the trace.
In the present paper we shall restrict our considerations to the case where the auto-
morphism Ω2 of the underlying string field theory is the identity. This is always the case
for the bosonic string theory, but there are interesting examples of fermionic theories for
which this does not hold. This will be discussed in some detail elsewhere [18].
If Ω2 = +1 on A, the Ω = +1 eigenspace of the tensor theory will only contain states
in a for which ω2 = +1. Indeed, the Ω = +1 subspace of the tensor product is of the
form
(A⊗a)
Ω=+1 = [AΩ=+1⊗aω=+1 ] ⊕ [AΩ=−1⊗aω=−1] ⊂ A⊗a0 , (5.30)
where a0 is the subalgebra of a which is generated by all elements of a which are invariant
under ω2
a0 = {a ∈ a : τ(a) = a} . (5.31)
As far as the resulting theory is concerned, it is therefore sufficient to tensor the sub-
algebra a0 of a. Because of the invariance properties of τ , a0 is a star algebra with a
positive definite sesquilinear form, and thus has the same structure that was assumed for
a. We can thus assume, without loss of generality, that on the internal algebra a, the
automorphism τ = ω2 is the identity.
It is clear that on the nilpotent part of a, ω can be any (linear) invertible map
I → I. On a given matrix algebra Mn(C), (5.26) implies that ω(AB) = ω(B)ω(A) for
A,B ∈Mn(C). It follows that the map j(A) = [ω(A)]
t defines an automorphism ofMn.
Since all automorphisms of a full matrix algebra are inner (see for example Ref. [27],
Theorem 5, p. 51), it follows that we can write
ωJ(A) = JA
tJ−1 , (5.32)
where At is the transpose of A and J is some invertible matrix in Mn. By construction,
ωJ preserves the bilinear form 〈A,B〉 = tr(AB) as demanded by (5.25).
Not all different matrices J generate inequivalent operators ωJ . If we consider a
similarity transformation of the matrix algebra generated by an invertible matrix B, the
twist operator ωJ becomes ωJ˜ which is defined by (5.32) with
J˜ = BtJB , B invertible . (5.33)
To parametrize the inequivalent twist operators we can therefore consider the non-dege-
nerate bilinear form 〈·, ·〉J which is associated to J by
〈v1, v2〉J ≡ v
t
1Jv2 . (5.34)
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Indeed, because of (5.33), the different twist operations are in one-to-one correspondence
with non-degenerate bilinear forms, where we identify two forms if they are related by a
transformation of the underlying vector space.
As has been discussed before, the automorphism τ = ω2 is the identity, and this
implies that
τ(A) = ω(ω(A)) = J(J−1)tAJ tJ−1 = A , (5.35)
for all A ∈ Mn(C). It then follows from Schur’s lemma that J
tJ−1 = λ1l, i.e. J t = λJ .
As the transpose operation squares to the identity, λ = ±1. We are thus led to consider
two cases, the case J = J t, and the case J = −J t. It is clear from (5.33) that these
are inequivalent cases, as the symmetry character of J cannot be changed by a similarity
transformation.
If λ = +1, the bilinear form is symmetric and nondegenerate, and we can successively
find (complex) basis vectors so that J is the identity matrix in the corresponding basis17.
In this case, ω coincides with the usual transpose of matrices, and a matrix A satisfying
ω(A) = −A is antisymmetric.
If λ = −1, the bilinear form is antisymmetric and nondegenerate. Since det(J t) =
det(J), J can only be invertible if J is a 2n × 2n matrix, where n ∈ IN. In this case,
familiar in symplectic vector spaces, one can show (see, for example [28]) that there exists
a basis in which J is of the form
J0 =
(
0 1l
−1l 0
)
. (5.36)
Then J−10 = −J0, and a matrix A which satisfies ω(A) = −A, i.e. A = J0A
tJ0 is a
symplectic matrix. A 2n× 2n (complex) symplectic matrix takes the form
A =
(
m n
p −mt
)
, nt = n , pt = p , (5.37)
where m,n and p are complex n× n matrices.
This concludes the construction of the inequivalent twist operators for a complex
matrix algebra Mn. We have found two inequivalent operators for the case of even
dimensional matrices, ωI(A) = A
t, and ωJ0(A) = J0A
tJ−10 . For odd-dimensional matrices
only ωI(A) = A
t is possible.
17This is in essence the Gram-Schmidt procedure: as the bilinear form is non-degenerate, we can
always find a vector whose inner product with itself does not vanish. We can rescale the vector so that
this inner product is plus one. Then we consider the orthogonal subspace, and continue.
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5.6 Ω projections
In this section we first consider the standard truncations that give rise to orthogonal
and symplectic gauge groups. We point out that the tensor theory corresponding to a =
gl(2n,C) has two commuting twist operators and this leads to the somewhat surprising
observation that an unoriented string theory may have a nontrivial twist symmetry. We
also consider the theory which is obtained by imposing both twist projections, and we
show that it is equivalent to the u(n) theory.
We can restrict the open string theory to eigenstates of Ω with eigenvalue +1. Then
the states with Ω = +1 have matrices with ω = +1, and similarly, states with Ω = −1
are associated to matrices with ω = −1. As expained in section 5.1, the massless vectors
have Ω = −1, and correspond to the second case.
We may assume that all matrices are antihermitian (to guarantee reality, as explained
in section 5.2). Then
(i) For Ω = Ω⊗ωI , the Ω = −1 states are associated to matrices that are antisym-
metric, in addition to being antihermitian. Theses matrices are therefore real and
antisymmetric, and define the Lie algebra of so(n). The states with Ω = +1 are
associated to purely imaginary symmetric matrices.
(ii) For Ω = Ω⊗ωJ0, the Ω = −1 states are associated to matrices that are symplectic,
in addition to being antihermitian, and thus define the Lie algebra of usp(2n).
The states with Ω = +1 are associated to antihermitian matrices satisfying A =
−J0A
tJ0.
In the even dimensional case, there exist two inequivalent twist operators ΩI = Ω⊗ωI
and ΩJ0 = Ω⊗ωJ0, which are easily seen to commute. Following the discussion at the
end of section 5.3, we reach the somewhat surprising conclusion that after orthogonal or
symplectic projection, the resulting unoriented string theory still has a nontrivial twist
symmetry.
We may truncate the theory to simultaneous eigenstates of ΩI and ΩJ0 . The resulting
string theory then has two sectors[
AΩ=−1⊗a[−1,−1]
] ⊕ [
AΩ=1⊗a[1,1]
]
, (5.38)
where a[i,j] denotes the subspace of a with ωI = i and ωJ0 = j. The gauge fields have
Ω = −1, and therefore correspond to the a[−1,−1] sector, which can be identified as the
space of 2n× 2n matrices that are antisymmetric and symplectic
M− ∈ a[−1,−1] ↔ M
− =
(
a s
−s a
)
, (5.39)
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where s and a are symmetric and antisymmetric, respectively. The above matrices define
a n2 dimensional complex vector space, and they generate precisely the Lie algebra of
gl(n,C). Indeed, the map that associates to the matrix in (5.39) the matrix a+ is is an
isomorphism of Lie algebras. This suggests that the resulting theory is equivalent to the
standard u(n) theory, that is obtained after the reality condition has been imposed. In
order to analyze this, we examine the Ω = +1 sector, which is accompanied by matrices
that are symmetric and antisymplectic (i.e. have ωJ0 = +1)
M+ ∈ a[1,1] ↔ M
+ =
(
is −ia
ia is
)
, (5.40)
where s and a are symmetric and antisymmetric, respectively, and the factors of i have
been introduced for later convenience. These matrices define again an n2-dimensional
complex vector space, and the two spaces a[1,1] and a[−1,−1] are isomorphic. Indeed, if
M+ ∈ a[1,1] then M
− = (−iJ0A) ∈ a[−1,−1], and vice versa as J0 is invertible.
It is not obvious, however, that this theory is really equivalent to the tensor theory
with a = gl(n,C). In particular, neither a[−1,−1] nor a[1,1] defines an algebra, and the
expected twist symmetry is hidden. Furthermore, the vector space of the doubly projected
theory does not even possess an algebra structure. However, as we shall now show, the
string field action of this theory is identical to the action of the tensor theory with
a = gl(n,C), and therefore the two theories are equivalent.
In order to show that the two actions are the same, we choose a basis of states for
the gl(n,C) tensor theory of the form E−i ⊗g and E
+
i ⊗g, where E
±
i are basis states of
the underlying open string theory with twist eigenvalue ±1, and g ∈ Mn(C). We can
always write g ∈Mn(C) as g = a+ is, where a is antisymmetric and s is symmetric. We
then define a map f , mapping states in the gl(n,C) tensor theory to states in the double
projected theory,
f : E−i ⊗g 7→ E
−
i ⊗M
−(g) , M−(g) =
(
a s
−s a
)
f : E+i ⊗g 7→ E
+
i ⊗M
+(g) , M+(g) =
(
is −ia
ia is
)
. (5.41)
This map is invertible, and acts trivially on the original open string states. The kinetic
terms of the two theories are identical, as the identity
tr(g1g2) =
1
2
tr
(
M±(g1)M
±(g2)
)
, (5.42)
guarantees that the map is compatible with the symplectic structures (the factor of one
half is an irrelevant normalization factor). To analyze the cubic term 〈〈Φ,B2(Φ,Φ)〉〉 we
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determine the commutator and the anticommutator of the M±(g) matrices, and find
[Mη1(g1),M
η2(g2)]± = M
±η1η2
(
[g1, g2]±
)
. (5.43)
It then follows that
f(B2(Φ,Φ)) =
1
2
∑
ij
f
(
[Eηii gi, E
ηj
j gj ]+
)
= 1
2
∑
ij
(
[Eηii , E
ηj
j ]+M
ηiηj ([gi, gj]+) + [E
ηi
i , E
ηj
j ]−M
−ηiηj ([gi, gj]−)
)
= [f(Φ), f(Φ)]+ , (5.44)
and this implies that the cubic term of the two theories is the same. We may consider
the case, where the original string field theory is described in the associative Witten
formulation, and we have therefore shown that the two theories are equivalent. The twist
symmetry of the doubly projected theory corresponds to the transposition of the internal
matrix g, and therefore amounts to a→ −a.
The equivalence between the two descriptions of the U(n) theory is an example of an
equivalence where the underlying algebraic structures are considerably different. Indeed,
the tensor theory with a = gl(n,C) possesses an A∞ algebra, whereas no such structure
seems to exist for the double projected theory. The example therefore shows that the
algebraic structure of an open string theory cannot be recovered from the action. This is
consistent with the idea that open string theories may be dual to closed string theories,
or even membrane theories.
Finally, we consider the case, where a contains the direct sum of two or more isomor-
phic matrix algebras Mn(C). In this case, the algebra a has, in addition to the inner
automorphisms, outer automorphisms which permute the isomorphic algebras Mn(C).
Since the automorphisms must square to the identity, the permutation defining the outer
automorphism must act as a pairwise exchange of isomorphic algebras. It is therefore
sufficient to consider the case when we have only two isomorphic algebras. If we write
the matrices A of a in block-diagonal form, then ω acts as
ω(A) = ω
(
A1 0
0 A2
)
=
(
ω0(A2) 0
0 ω0(A1)
)
, (5.45)
where ω0 is either the ordinary or the symplectic transposition on Mn(C). For the
Ω = −1 sector relevant to gauge fields, we impose the condition ω(A) = −A which
restricts A to be of the form (
A1 0
0 −ω0(A1)
)
, (5.46)
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where A1 is an arbitrary matrix inMn(C). Reality of the string field requires that A1 is
antihermitian, and the above matrices generate thus the Lie algebra of u(n). The Ω = +1
sector is associated with matrices of the form(
A1 0
0 ω0(A1)
)
, (5.47)
which satisfy ω(A) = +A. These matrices are obviously in one-to-one correspondence
to the ones satisfying ω(A) = −A. One can also verify that the resulting theory has a
twist symmetry Ω = Ω⊗ω˜, where ω˜ acts on A as
ω˜(A) = ω˜
(
A1 0
0 A2
)
=
(
ω0(A1) 0
0 ω0(A2)
)
. (5.48)
This theory is also equivalent to the u(n) theory; indeed, if we define for g ∈ gl(n,C)
N−(g) =
(
g 0
0 −ω0(g)
)
N+(g) =
(
g 0
0 ω0(g)
)
, (5.49)
then the analogues of (5.42) and (5.43) hold. By the same arguments as before, this
implies that the theory is equivalent to the u(n) theory.
6 Summary and conclusions
Let us briefly summarize our results. We have exhibited the algebraic structure of open
string field theory as that of an A∞ algebra with an odd symplectic form, and we have
analyzed the various conjugation operations in detail. We have shown that this basic
algebraic structure is sufficient to guarantee that the action satisfies the classical master
equation of Batalin and Vilkovisky. We have also explained that two open string field
theories are equivalent if their homotopy associative algebras are homotopy equivalent,
where the homotopy equivalence induces an isomorphism of the underlying vector spaces
and satisfies a cyclicity condition with respect to the bilinear form.
We have analyzed the structure of the set a that can be consistently attached to an
open string theory, and we have found that
(i) in order to obtain a gauge invariant string field equation, a has to be an A∞ algebra;
(ii) in order for this string field equation to arise from an action which satisfies the
master equation, a has to have an even invertible bilinear form with cyclicity prop-
erties;
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(iii) in order for the action to be real, a has to have a star structure with respect to
which the bilinear form satisfies natural properties;
(iv) when a has no spacetime interpretation, positivity requires that the cohomology
H(a) is concentrated at zero degree, and that the sesquilinear form induced from
the bilinear form and the star involution is positive definite on H(a). This implies,
in particular, that H(a) is a semisimple algebra.
In comparison to the analysis of Marcus and Sagnotti [3] the present analysis differs
mainly in that it is based on string field theory and the BV formalism, and that much less
structure about the internal vector space is assumed a priori. For example we found that
it is sufficient to demand that the internal vector space has the structure of a homotopy
associative algebra A∞, rather than that of a strictly associative algebra. The relevant
tensor construction, associating to two A∞ algebras a tensor A∞ algebra, does not seem
to have been considered before in the mathematical literature. We have also given an
explicit proof for the semisimplicity of the algebra H(a) which arises as a consequence of
the positivity of the string field action.
We have shown that two tensor theories are equivalent if their internal A∞ algebras
are homotopy equivalent, where the homotopy equivalence induces an isomorphism of
the underlying vector spaces, and satisfies a cyclicity property. It is known that there
exist non-trivial homotopy associative algebras which are not equivalent (in this sense) to
associative algebras [16], but we do not know whether there exist examples which satisfy
conditions (i)-(iv). It would be interesting to analyze this question.
We have shown that every tensor theory for which a does not have any spacetime
interpretation is physically equivalent (in the sense of having the same S-matrix elements)
to the theory, where the internal algebra a is replaced by its cohomology H(a). The
positivity of the string field action implies that this algebra is semisimple, and we can
use Wedderburn’s theorem to conclude that H(a) is a direct sum of complete matrix
algebras together with a nilpotent ideal. This leads to a string theory whose gauge group
is a direct product of U(n) groups.
More general tensor constructions are possible if the original open string theory pos-
sesses additional structure. A typical example (which we have discussed in this paper) is
the case where the original theory possesses a twist symmetry related to the orientation
reversal of the open strings. We can then consider truncations of the theory, where we
restrict the space of states to eigenstates of eigenvalue one of the twist operator. In
particular, we can extend the definition of the twist operator to the tensor theory, and
truncate the tensor theory in this way.
For the case where the internal vector space is a direct sum of full matrix algebras,
we have classified the different definitions of a twist operator for the tensor theory. Upon
truncation, these constructions lead to open string theories with gauge group SO(n),
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USp(2n) and U(n). We have noted the somewhat surprising fact that the unoriented
theories with gauge group USp(2n) and SO(2n) possess a non-trivial twist symmetry.
These theories can therefore be further truncated, but these truncations lead again to
gauge groups of the same type.
In this analysis we have concentrated on the case where the twist operator Ω of the
original string field theory squares to the identity operator. This is appropriate for bosonic
string theories, but does not seem to be necessarily the case for fermionic theories [6]. In
general, Ω2 only needs to be an automorphism of the underlying A∞ algebra, and this
allows for more general tensor constructions. Similarly, the theory may possess additional
symmetries, and further truncations are possible. Some of these more exotic construction
will be explained in detail in [18].
The open string theories that are obtained by truncation from theories which are
associated to A∞ algebras do not typically possess this basic algebraic structure any
more. However, as we have seen in the case of the doubly projected theory of section 5.6,
the resulting theory may still be equivalent to a theory which can be described in terms
of the basic algebraic structure. This is an example of a more fundamental fact, namely,
that it is not possible to reconstruct the whole algebraic structure from the action and
the symplectic form. Indeed, some part of the algebraic structure is “redundant”, and
does not play a role in defining the action.
This is similar to the more familiar fact that it is impossible to recover the action
and the symplectic form from the S-matrix elements of the physical states. An example
for this fact that we have discussed in this paper are the off-shell inequivalent theories
corresponding to A⊗a and A⊗H(a) that have the same physical content at tree level.
The situation is somewhat different in closed string theory, where much, if not all of
the algebraic structure (i.e. the homotopy Lie algebra) can be recovered from the action.
This might be related to the uniqueness of the closed string theory which is in marked
contrast to the richness of open string models (at the classical level).
One of the more fundamental lessons which can be drawn from our analysis of the
tensor construction is the fact that the internal sector is necessarily of a structure that is
different from that of the underlying (string) field theory. Indeed, as we have explained
before, the bilinear form of the internal vector space has to be even, whereas the un-
derlying field theory possesses naturally an odd bilinear form. On the other hand, we
have seen in the analysis of the positivity of the action that an even bilinear form can
be naturally associated to a field theory as soon as we have fixed the gauge. This seems
to suggest that it might be possible to tensor a “gauge-fixed” field theory to a gauge
invariant theory to obtain a gauge invariant theory. The main complication with this
idea is that we do not have much a priori knowledge of the algebraic structures of gauge
fixed theories, and therefore, that it is not clear how to build such a tensor theory in
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detail.
A possible application of this idea could be the construction of a closed string field
theory from two open string theories, where one of the open string theories would be gauge
invariant, and the other one gauge fixed. In this construction the “internal theory” would
also have a spacetime interpretation, and the analysis of positivity would have some new
features. A proper understanding of such tensor constructions should be important for
our conceptual understanding of field theory in general, and may lead to the discovery of
new nontrivial theories.
Acknowledgements
We thank J. Stasheff for many helpful discussions, for explanations on homotopy equiv-
alence, and for criticisms on a draft version of this paper. We are also grateful to
S. Halperin, A. Schwarz and C. Vafa for illuminating conversations. Finally, we thank
M. Markl, P. Goddard and T. Lada for useful correspondences.
M.R.G. is supported by a NATO-Fellowship and in part by NSF grant PHY-92-
18167. B. Z. is supported in part by funds provided by the U.S. Department of Energy
(D.O.E.) under contract #DE-FC02-94ER40818, and by a fellowship of the John Simon
Guggenheim Memorial Foundation.
A Homotopy associative algebras
It is useful to explain the relation between the standard presentation of an A∞ algebra
[19], and the one given in section 2.7. In essence, the two descriptions are related by
a suspension of the underlying vector space V . To explain this in detail, let us denote
by V the vector space of section 2.7, and let W be the vector space, whose elements at
degree k − 1 are precisely those of V at degree k. The two vector spaces are naturally
isomorphic, and the isomorphism which takes the elements of W at degree k−1 to those
of V at degree k is called the suspension map s :W → V .
The multilinear maps bn : V
⊗n → V induce then naturally multilinear maps mn :
W⊗n →W , where mn = s
−1bns
⊗n. More explicitly, this means that
s−1bn(sA1, · · · sAn) = (−)
s(A)mn(A1, · · ·An) , (A.1)
where s(A) = (n− 1)A1 + (n− 2)A2 + · · ·+An−1. As all bn’s have degree −1, it follows
that the degree of mn is n− 2. The first few cases of eqn.(A.1) give
s−1b1(sA) = m1(A) ,
s−1b2(sA, sB) = (−)
Am2(A,B)
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s−1b3(sA, sB, sC) = (−)
Bm3(A,B,C) . (A.2)
Because of the nontrivial signs, the identities of the homotopy-associative algebra involv-
ing the bn maps are somewhat different from those involving the mn maps. For example,
the second equation in (2.40) can be rewritten as
0 = b1 ◦ b2(sA, sB) + b2(b1(sA), sB) + (−)
A+1b2(sA, b1(sB) )
= s
(
(−)Am1 ◦m2(A,B) + (−)
A−1m2(m1(A), B)−m2(A,m1(B) )
)
= (−1)As
(
m1 ◦m2(A,B)−m2(m1(A), B)− (−)
Am2(A,m1(B) )
)
. (A.3)
Letting m1(A) = QA and m2(A,B) = (A,B)m, this last identity reads
Q(A,B)m = (QA,B)m + (−)
A(A,QB)m , (A.4)
which is recognized as the statement that Q is an odd derivation of the (even) product
( , )m, with conventional sign factors. In more generality, the m-identities are given as
[16, 29]
n−1∑
l=1
(−1)n(l+1)ml ◦mn−l = 0 , (A.5)
where we use the notation that
mp =
n−p∑
r=0
(−1)r(p+1)1l⊗r⊗mp⊗1l
⊗(n−p−r) (A.6)
on V ⊗n. The first few of these identities read
OnW : 0 = m1 ◦m1 ,
OnW⊗2 : 0 = m1 ◦m2 −m2 ◦ (m1 ⊗ 1l + 1l⊗m1) ,
OnW⊗3 : 0 = m1 ◦m3 +m2 ◦ (m2 ⊗ 1l− 1l⊗m2) ,
+m3 ◦ (m1 ⊗ 1l⊗ 1l + 1l⊗m1 ⊗ 1l + 1l⊗ 1l⊗m1) .
(A.7)
The last identity can be written as
((A,B)m, C)m − (A, (B,C)m)m = −Q(A,B,C)m − (QA,B,C)m (A.8)
−(−)A(A,QB,C)m − (−)
A+B(A,B,QC)m ,
which is recognized as the violation of associativity.
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B Systematics of signs for star and twist
In this appendix we want to explain how the signs for the operations ∗ and Ω can be
understood from a more fundamental point of view. In particular, we want to show that
there exist (in essence) only two operations (namely ∗ and Ω) which are well-defined
on T (V ), and which satisfy natural relations with respect to the comultiplication ∆ :
T (V )→ T (V )⊗T (V ) and the coderivation b : T (V )→ T (V ).
We want to analyze the class of maps on T (V ) which are of the form
j(A1⊗ · · ·⊗An) = (−1)
ǫj,n(A1,...,An) (j(An)⊗ · · ·⊗j(A1)) , (B.1)
where j is a linear map j : V → V of degree zero, and ǫj,n(A1, . . . , An) are some numbers
which we want to determine. By definition, j : T (V ) → T (V ) is of degree zero, and
ǫj,1 = 0. If we demand that j
2 is an automorphism, i.e. that
j2(A1⊗ · · ·⊗An) =
(
j2(A1)⊗ · · ·⊗j
2(An)
)
, (B.2)
this implies that
ǫj,n(A1, . . . , An) + ǫj,n(An, . . . , A1) = 0 mod 2 . (B.3)
Next, we analyze the condition that j be compatible with the comultiplication ∆, i.e.
j ◦∆ = ∆ ◦ j . (B.4)
A simple calculation then gives that ǫj,n(A1, . . . , An) has to satisfy the following set of
equations (mod 2)
ǫj,n(A1, . . . , An) = ǫj,r(A1, . . . , Ar) + ǫj,n−r(Ar+1, . . . , An)
+ǫj,2(A1 + · · ·+ Ar, Ar+1 + · · ·+ An) , (B.5)
where r = 1, . . . n−1. By definition, ǫj,1(A) = 0, and the first non-trivial condition arises
for n = 3, i.e.
ǫj,3(A1, A2, A3) = ǫj,2(A1, A2) + ǫj,2(A1 + A2, A2)
= ǫj,2(A2, A3) + ǫj,2(A1, A2 + A3) . (B.6)
If we make the ansatz that
ǫj,2(A,B) = αA+ βB + γAB + δ , (B.7)
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we find that α = β (from (B.3)), and that α = 0 from (B.6). By redefining j by −j, if
necessary, we may also assume that δ = 0. We are thus left with two possible solutions
ǫ1,2(A,B) = 0 (B.8)
ǫ2,2(A,B) = AB . (B.9)
It is also clear that ǫj,n for n ≥ 3 is determined by ǫj,n for n = 1, 2, as follows directly
from (B.5).
Next we want to assume that j satisfies a natural relation with respect to the coderiva-
tion, i.e. that
j (b(A)) = (−1)δj(A)b (j(A)) , (B.10)
where A ∈ T (V ), and δ can only depend on the grade of A = A1⊗ · · ·⊗An in T (V ), i.e.
the sum of grades of Ai. Let us first analyze the consistency condition which arises from
the evaluation on A = A1⊗A2. A short calculation gives then the conditions (mod 2)
ǫj,2(b1A1, A2) + δj(A1) = δj(A1 + A2) + A2 + ǫj,2(A1, A2)
A1 + ǫj,2(A1, b1A2) + δj(A2) = δj(A1 + A2) + ǫj,2(A1, A2) .
For the first solution for ǫj (B.8), we then find the recursion relation δ1(A)+B = δ1(A+B),
and for the second solution (B.9), we find δ2(A) = δ2(A+B). This fixes δ up to an overall
constant
δ1(A) = A+ ρ1 (B.11)
δ2(A) = ρ2 . (B.12)
The first solution (B.8, B.11) corresponds to the star operation (where ρ1 = 1), and
the second solution (B.9, B.12) corresponds to the twist operation (where ρ2 = 0). The
constants ρj are not fixed by consistency; in the first case, this choice corresponds to
whether the BRST operator Q is hermitian (ρ1 = 1) or antihermitian (ρ1 = 0), and in
the second case whether the twist commutes (ρ2 = 0) or anticommutes (ρ2 = 1) with the
BRST operator.
C Physical, trivial and unphysical states
Suppose we are given a vector space of states H, together with an invertible bilinear 〈·, ·〉
form on H for which
〈ψ, χ〉 = (−1)ε〈χ, ψ〉 , (C.1)
where ε = 0, 1, depends on ψ and χ. Let us further assume that H carries an action of a
BRST operator Q which squares to zero and for which
〈Qψ, χ〉 = (−1)ε1〈ψ,Qχ〉 , (C.2)
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where ε1 = 0, 1 depends on ψ and χ. H contains the subspace of closed states C ⊂ H,
where C contains all states ψ ∈ H for which Qψ = 0. Because of Q2 = 0, C contains the
subspace E of exact states, i.e. the states of the form Qχ for some χ ∈ H. The quotient
space C/E = H(H) is called the cohomology of Q. Because of (C.2) the bilinear form on
H induces a bilinear form on H(H). We assume that this induced form is invertible.
A priori, the quotient space H(H) of C representing physical states does not have a
canonical identification as a subspace of C, and likewise, the quotient space H/C repre-
senting unphysical states does not have a canonical identification as a subspace of H.
However, we can always find subspaces P ≃ H(H) and U ≃ H/C of H so that P ⊂ C
and
H = E ⊕ P ⊕ U = C ⊕ U , (C.3)
where the direct sum ⊕ means that the pairwise intersection of any two of the spaces
contains only the zero vector. We shall refer to P and U as the physical and unphysical
subspace, respectively, and we shall call E the trivial subspace. Note that being a sub-
space, U contains the zero vector, but any non-zero vector in U is not annihilated by Q
(if it were it would have to be in C).
We want to show in this appendix that P and U can be chosen in such a way that
the bilinear form defines a matrix  0 0 N0 M 0
Nˆ 0 0
 , (C.4)
where we have written the matrix in blocks corresponding to E , P and U . First of all,
because of (C.2), the matrix elements of states in E with states in C vanish automatically.
This implies that the upper 2×2-block matrix has the structure we demand, irrespective
of the choice of P.
Next we want to modify U (leaving P unchanged) so that the matrix elements of P
and U vanish. Let us choose a basis ui for U . Each ui defines a linear functional on P by
αi(p) = 〈ui, p〉 , (C.5)
where p ∈ P. As the restriction of the bilinear form to P is invertible, we can then find
an element pi ∈ C so that
αi(p) = 〈pi, p〉 , (C.6)
for all p ∈ P. Then we define uˆi = ui − pi, and by construction, uˆi is orthogonal to P.
We denote by U the space which is spanned by the basis uˆi.
Next we want to show that we can modify the basis uˆi further (by suitable addition
of elements in E) so that the matrix element 〈uˆi, uˆj〉 vanishes for all i and j. As we are
adding elements in E , this does not modify the property that the uˆi are orthogonal to P.
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Let u be an arbitrary (non-trivial) element of U . Then, as u is not contained in C,
Qu 6= 0, and since the bilinear form is non-degenerate, there exists an element Qχ ∈ E
so that
〈Qχ, u〉 = (−1)ε〈χ,Qu〉 6= 0 , (C.7)
where χ ∈ U . It is clear that Q defines a bijection of U onto E , i.e. that every element
in E is the image of a suitable element in U under Q, and that different elements in U
are mapped to different elements in E . As the bilinear form is invertible, it then follows
that every linear functional on U can be written in terms of a vector in E .
We can now successively redefine the vectors uˆi in order to make all their inner
products vanish. Assume we have obtained a series of vectors u˜k, with k < n all of
whose inner products vanish. To obtain u˜n we proceed as follows. We subtract from uˆn
a suitable trivial vector so that the resulting vector uˆ′n satisfies 〈uˆ
′
n, uˆ
′
n〉 = 0. Then we
add further trivial vectors so that the resulting vector u˜n satisfies 〈u˜n, u˜k〉 = 0, for k < n,
and 〈u˜n, uˆ
′
n〉 = 0. It then follows that u˜n has vanishing inner product with itself, and
therefore vanishing inner product with all u˜j for j ≤ n, as desired. By recursion we can
thus find a basis u˜i so that
〈u˜i, u˜j〉 = 0 , (C.8)
for all i, j. This concludes our proof.
D Wedderburn theory
Let us briefly summarize the results which we need for our discussion. The standard
Wedderburn theorem can be formulated as follows (see [26, 30] for more details and a
complete proof).
Wedderburn’s Theorem: Let a be a semisimple (finite-dimensional) complex algebra
with unit. Then a is a direct sum of matrix algebras over C
a =
⊕
i
Mni(C) . (D.1)
Sketch of Proof: By semisimplicity a is a direct sum of irreducible representations of a,
and because a is finite-dimensional, this sum is finite
a =
l⊕
i=1
niRi . (D.2)
Here Ri, i = 1, . . . l are pairwise inequivalent irreducible representations of a, and ni ∈ IN
are the corresponding multiplicities. We consider the vector space of endomorphisms
Enda(a), which consists of all linear maps ρ : a → a for which aρ(b) = ρ(ab) for all
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a, b ∈ a. This vector space has the structure of an algebra with unit, and it is easy to see
that
Enda(a) ≃ a
op , (D.3)
where aop is the algebra whose multiplication is defined by (a · b) ≡ (ba). (This identifi-
cation relies on the fact that a has a unit.) We therefore find
aop =
l⊕
i=1
Enda(niRi)
=
l⊕
i=1
Mni(C) ,
where we have used Schur’s lemma in the last line. As (aop)op = a, we thus obtain the
result, since
(Mn(C))
op ≃Mn(C) . (D.4)
In our situation, we do not know a priori whether the algebra a has a unit or not. We
therefore have to analyze a more general case. First of all, because of semisimplicity of
a, we can still decompose a as in (D.2). If we assume that a is finite-dimensional, then
the direct sum is also necessarily finite.
Next, we use the fact that a non-zero algebra necessarily has a unit if it contains no
non-zero nilpotent ideals [30, Section 5, Theorem 26]. If a has no such ideals, we can
apply Wedderburn’s theorem, and the structure of a is as described above. Otherwise,
suppose that I is a non-zero nilpotent ideal, i.e. a subspace I ⊂ a, such that ac, cb ∈ I
for every a, b ∈ a, c ∈ I, and c1 · · · cn = 0 for some (fixed) n ∈ IN and arbitrary ci ∈ I.
As the representations Ri are irreducible, every c ∈ I either has to map Ri onto itself, or
cRi = 0. However, because of the nilpotency of I, c
nRi = 0, and the first possibility can
be ruled out. This implies that every element of I annihilates every element in Ri, and
thus, that I acts trivially on a. It is clear that the sum of two nilpotent ideals is again a
nilpotent ideal, and therefore a contains a maximal nilpotent ideal; we shall denote this
maximal ideal by I.
Because of semisimplicity, a can be decomposed as a = I⊕ aˆ, where aˆ is a representa-
tion of a. By construction, aˆ does not have any non-zero nilpotent ideals, and therefore
possesses a unit. We can therefore apply Wedderburn’s theorem to aˆ, to conclude that
it is a direct sum of matrix algebras.
On the other hand, as every element of I vanishes on any element of a, it follows that
a basis e1, . . . ep can be chosen for I so that
(ei, ej) = δij eiej = 0 eia = 0 (D.5)
for every a ∈ aˆ. This describes the structure of a completely.
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E Traces over matrix algebras
Suppose that a is a complex (ungraded) matrix algebra, and that there exists a bilinear
form on a which satisfies the cyclicity condition (3.21). We want to show that
〈a, b〉 = λ tr(ab) , (E.1)
where λ ∈ C is some normalization constant, and tr is the matrix trace in the defining
realization of the algebra.
We can choose a basis Eij for the algebra in terms of the matrices whose only non-zero
the entry is 1 at the (i, j) position; the defining relations of the algebra are then
EijEkl = δjkEil . (E.2)
Because of the cyclicity of the bilinear form we have
〈Eij, EklEmn〉 = 〈Ekl, EmnEij〉 , (E.3)
and therefore
δlm〈Eij , Ekn〉 = δni〈Ekl, Emj〉 . (E.4)
This then implies that
〈Eij , Ekl〉 = λijδjkδil . (E.5)
Because of (E.5), (E.4) then implies that λij = λjl. We therefore find that
λ ≡ λ11 = λ1l = λlm , (E.6)
where we have used the identity twice. This completes the proof.
It also follows from (E.5) that in order for the inner product (a, b) = 〈a∗, b〉 to be
positive definite, the star operation must coincide with hermitian conjugation of matrices.
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