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Abstract
One simple, and often very effective, way to attenuate the impact of nuisance parameters
on maximum likelihood estimation of a parameter of interest is to recenter the profile score
for that parameter. We apply this general principle to the quasi-maximum likelihood esti-
mator (QMLE) of the autoregressive parameter λ in a spatial autoregression. The resulting
estimator for λ has better finite sample properties compared to the QMLE for λ, especially
in the presence of a large number of covariates. It can also solve the incidental parameter
problem that arises, for example, in social interaction models with network fixed effects, or in
spatial panel models with individual or time fixed effects. However, spatial autoregressions
present specific challenges for this type of adjustment, because recentering the profile score
may cause the adjusted estimate to be outside the usual parameter space for λ. Conditions
for this to happen are given, and implications are discussed. For inference, we propose confi-
dence intervals based on a Lugannani–Rice approximation to the distribution of the adjusted
QMLE of λ. Based on our simulations, the coverage properties of these intervals are excellent
even in models with a large number of covariates.
1 Introduction
Among the several difficulties posed by nuisance parameters, a fundamental problem in a
frequentist framework is that the profile likelihood function for a parameter of interest is
typically not a genuine likelihood, in the sense that it does not correspond to the density of
any observable random variable. To tackle this issue, a number of modified profile likelihoods
have been proposed (see, e.g., Laskar and King, 2001; Pace and Salvan, 2006). Such modified
profile likelihoods are genuine likelihoods only in special cases, but they can often be inter-
preted as approximations to a genuine likelihood. In practice, they tend to perform better
than the profile likelihood, particularly when there is little information in the data about
the nuisance parameters, which is likely to happen, for example, if the number of nuisance
parameters is large relative to the sample size. The better performance of modified profile
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likelihoods is not necessarily captured by first-order asymptotic theory. Indeed, if the num-
ber of nuisance parameters does not depend on the sample size, modified profile likelihoods
usually produce estimators that are first-order asymptotically equivalent to the maximum
likelihood estimator (MLE). On the other hand, if the number of nuisance parameters in-
creases with the sample size, a modified profile likelihood may be preferable even in terms
of first-order asymptotic properties (see, e.g., Jiang, 1996; Sartori, 2003; Arellano and Hahn,
2007).
One consequence of a profile likelihood not being a genuine likelihood is that the expec-
tation of the profile score is generally nonzero, which means that setting the profile score
to zero does not provide an unbiased estimating equation. A simple modified profile likeli-
hood is therefore obtained by centering the profile score. We refer to the modified profile
likelihood obtained in this way as the adjusted profile likelihood, and to the associated MLE
as the adjusted MLE. The principle underlying this type of adjustment has been motivated
from various perspectives (e.g., Neyman and Scott, 1948; Conniffe, 1987; McCullagh and
Tibshirani, 1990), and has been applied to several statistical models (e.g., Macaskill, 1993;
Dhaene and Jochmans, 2015).
The present paper is concerned with the adjusted MLE of the autoregressive parameter
λ in a spatial autoregression. Reliable estimation of λ is important in many applications in
economics, as well as in other fields. For example, in social interaction models λ captures
the endogenous effect, the assessment of which may be crucial for policy purposes (see Man-
ski, 1993; Moffitt, 2001; Lee et al., 2010). More precisely, we will consider the quasi-MLE
(QMLE), that is, the MLE obtained by maximizing the Gaussian likelihood, but without
assuming that the error distribution is truly Gaussian. The literature on estimating (cross-
sectional or panel) spatial autoregressions is now very large, the QMLE being perhaps the
most popular estimator. An early reference for the QMLE in spatial autoregressions is Ord
(1975), whereas a rigorous first-order asymptotic analysis of the QMLE was given only much
later, in an influential paper by Lee (2004a), under conditions that have become standard
in the literature. Recently, higher-order approximations to the distribution of the QMLE
of λ have become available (Robinson and Rossi, 2015), and, motivated by the fact that
the QMLE of λ can suffer from substantial bias, a number of studies have suggested bias
reduction procedures (e.g., Bao and Ullah, 2007; Bao, 2013; Yang, 2015). In fact, part of
the bias in the QMLE of a parameter of interest can be attributed to the bias in the profile
likelihood estimating equation, so centering the profile score can itself be interpreted as a
bias reduction technique. Lee and Yu (2010), while discussing bias reduction in spatial panel
data models, state explicitly that correction methods based on modifying the score “might be
possible and would be of interest in future research” (see their footnote 24). Yu et al. (2015)
show that, in the absence of incidental parameters, the adjusted QMLE of λ is first-order
asymptotically equivalent to the QMLE of λ. Yu et al. (2015) also derive the second-order
bias of the adjusted QMLE, and compare by simulation the adjusted QMLE with other
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bias reduction techniques. Prior to that article, Durban and Currie (2000) had provided a
preliminary investigation of the adjusted QMLE in a class of models that include spatial
autoregressions. Notwithstanding the last two papers, the general distributional properties
of the adjusted QMLE of λ remain unclear. Indeed, Yu et al. (2015) conclude their analysis
by suggesting that the adjusted QMLE of λ “deserves a deep study in future”.
Our main contributions are as follows. First, on studying the properties of the adjusted
profile likelihood, we find that the distributions of the QMLE of λ and its adjusted version
may be supported on different intervals. This is due to the fact that, in spatial autoregres-
sions, the parameter λ is usually restricted to a certain interval containing the origin. Such
a restriction is incorporated in the QMLE (which, strictly speaking, should therefore be re-
ferred to as a restricted QMLE), but may be violated once the profile score is recentered. We
discuss the implications of the supports being different, and give conditions for this to hap-
pen. Second, for inference about λ, we propose confidence intervals based on the Lugannani
and Rice (1980) saddlepoint approximation to the cdf of the adjusted QMLE. Contrary to
the commonly employed Wald confidence intervals, these confidence intervals have excellent
coverage properties even when the dimension of the nuisance parameter is large. Third, we
consider the social interaction model of Lee et al. (2010), and show that the adjusted QMLE
solves the incidental parameter problem due to the network fixed effects without requiring
the condition on W (row normalization) that is needed for the estimator in Lee et al. (2010).
Fourth, we compare the QMLE and the adjusted QMLE by Monte Carlo simulation, and
find evidence that the latter is preferable in a variety of circumstances.
The rest of the paper is structured as follows. Section 2 introduces the spatial autore-
gressive (SAR) model and the QMLE of λ. Section 3 discusses the properties of the adjusted
profile likelihood for λ, and introduces the confidence intervals based on the adjusted QMLE.
Section 4 briefly considers the spatial error model, which is less popular than the SAR model
in economic applications, but provides important motivation for the adjusted ML procedure.
Section 5 contains simulation evidence on the performance of the adjusted QMLE and as-
sociated confidence intervals. Section 6 discusses extensions. Appendix A contains some
auxiliary results needed for the proofs, which can be found in Appendix B. Various technical
materials related to the paper can be found in the online Supplement.
Throughout the paper, all vectors and matrices are real valued unless otherwise indicated.
The null space of a matrix A is denoted by null(A), the column space by col(A), and the
orthogonal complement of col(A) by col⊥(A). Also, MA denotes the orthogonal projector
onto col⊥(A) (MA := In − A(A′A)−1A′ if A has full column rank). Finally, µRn denotes the
Lebesgue measure on Rn, and “a.s.” stands for almost surely, with respect to µRn .
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2 Preliminaries
2.1 The SAR model
We consider the spatial autoregressive (SAR) model
y = λWy +Xβ + σε, (2.1)
where y is the n × 1 vector of observed random variables, λ is a scalar parameter, W is a
spatial weights matrix, X is an n × k matrix of regressors with full column rank and with
k ≤ n − 2, β ∈ Rk, σ is a positive scale parameter, and ε is a zero mean n × 1 random
vector. For simplicity, we take X and W to be non-stochastic, and we assume that W is
completely known. Alternatively, we could allow X and W to be random, and interpret
the analysis as conditional on them, provided that they are independent of ε. Some of the
columns of X may be spatial lags of some other columns, to allow for the estimation of, in the
terminology of social network analysis, contextual effects. When there is no X, the model is
called a pure SAR model. We allow for equation (2.1) to also represent a spatial panel data
model, or a model in which individuals are divided in several networks. In both cases, W is
a block diagonal matrix, with the number of blocks being given by, respectively, the number
of time points and the number of networks. Additive fixed effects along one or both of the
panel dimensions, or network fixed effects, can be added. For the purpose of estimation,
fixed effects are treated as parameters, and hence can be included in β. Throughout the
paper we assume that W has at least one (real) negative eigenvalue and at least one (real)
positive eigenvalue. This assumption is virtually always satisfied in applications, especially
because the diagonal entries of W are usually set to zero. The smallest real eigenvalue of W
is denoted by ωmin, and the largest real eigenvalue is normalized, without loss of generality,
to 1.
On rewriting equation (2.1) as S(λ)y = Xβ + σε, where S(λ) := In − λW , it is clear
that in order for y to be uniquely determined, given X and ε, it is necessary that S(λ) is
nonsingular. This requires λ 6= ω−1, for any nonzero real eigenvalue ω of W (nonreal complex
eigenvalues of W do not need to be considered here, because λ is assumed to be real, and
ω−1 is real if and only ω is). In both applications and theoretical studies, the parameter
space for λ is usually restricted much further, namely to the largest interval containing the
origin in which S(λ) is nonsingular, that is,
Λ := (ω−1min, 1),
or a subset thereof (possibly independent of n) such as (−1, 1). Without such restrictions the
models are believed to be too erratic to be useful in practice, and λ is difficult to interpret.1
1From a large sample perspective, the restriction to (−1, 1) is often imposed, along with a uniform bound-
eness condition on W , to guarantee that the variances of the yi’s do not explode as n grows. Also, note that
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The following assumption is required to rule out some pathological combinations of W
and X.
Assumption 1. There is no real eigenvalue ω of W for which MX(ωIn −W ) = 0.
To provide some intuition for Assumption 1, we note that the condition MX(ωIn−W ) = 0
is equivalent to col(ωIn−W ) ⊆ col(X), and we distinguish two cases. First, if Assumption 1
is violated for the eigenvalue ω = 0 (i.e., col(W ) ⊆ col(X)), it is evident from equation (2.1)
that estimating β and λ separately must be problematic. Second, if Assumption 1 is violated
for some eigenvalue ω 6= 0, then for any y ∈ Rn it is possible to find a β ∈ Rk such that
S(ω−1)y = Xβ, meaning that a SAR model with λ = ω−1 can provide perfect fit for any y.
It is clear that in this case any sensible inferential procedure should suggest that λ = ω−1
and σ = 0, for any y, and whatever the true values of λ and σ are.2
The following example provides a simple illustration of Assumption 1.
Example 2.1 (Group interaction). There are R ≥ 1 groups of individuals. Individuals
interact uniformly within their group, and do not interact across different groups. If each
group has the same size, say m > 1, this type of interaction can be represented by the
block-diagonal weights matrix
W = IR ⊗Bm, (2.2)
where Bm :=
1
m−1(ιmι
′
m − Im), with ιm an m × 1 vector of all ones. See Lee (2007b) and
Hillier and Martellosio (2018b) for theoretical studies of this model, and Carrell et al. (2013)
and Boucher et al. (2014) for recent applications. For matrix (2.2), one can easily verify
that ωmin = − 1m−1 and col(ωminIn −W ) = col(IR ⊗ ιm). Noting that IR ⊗ ιm is the design
matrix of the group fixed effects, it follows that, in a SAR model with weights matrix (2.2),
Assumption 1 is violated (for ω = ωmin) whenever group fixed effects are included in the
model (recall that the fixed effects are treated as parameters to be estimated and hence are
included in β). It should be noted that the presence of group intercepts does not cause a
violation of Assumption 1 when the model is unbalanced, that is, not all groups have the
same size.
Indeed, it is well known that the model of Example 2.1 suffers from an identifiability
problem. Specifically, Lee (2007b) and Bramoulle´ et al. (2009) show that the parameters of
a SAR model with weights matrix (2.2), group fixed effects, and contextual effects are not
identifiable after removal of the group fixed effects by a within transformation. It is easily
verified that, in this model, the identifiability problem occurs even without contextual effects.
Λ and the entries of W are allowed to depend on n, although this is not emphasized in our notation.
2For the specific case of the QMLE, see part (i) of Lemma S.1.2 in Section S.1 of the Supplement. Section
S.1 of the Supplement also contains further technical remarks about Assumption 1.
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2.2 The QMLE
We now define the QMLE of the parameters in model (2.1). By quasi-likelihood we mean the
likelihood that would prevail under the condition ε ∼ N(0, In). Omitting additive constants,
the quasi-log-likelihood is
l(β, σ2, λ) := −n
2
log(σ2) + log|det(S(λ))| − 1
2σ2
(S(λ)y −Xβ)′(S(λ)y −Xβ), (2.3)
for any λ such that S(λ) is nonsingular. To avoid tedious repetitions, in the remainder of
the paper we will often omit the “quasi-” in front of “log-likelihood”.
The QMLE in most common use is the maximizer of l(β, σ2, λ) under the condition that
λ is in Λ (or in a subset thereof). That is, the QMLE is
(βˆML, σˆ
2
ML, λˆML) = argmax
β∈Rk, σ2>0, λ∈Λ
l(β, σ2, λ).
Maximization with respect to β and σ2 gives βˆML(λ) := (X
′X)−1X ′S(λ)y and σˆ2ML(λ) :=
1
ny
′S′(λ)MXS(λ)y. The corresponding profile, or concentrated, log-likelihood for λ is, again
omitting additive constants,
l(λ) := l(βˆML(λ), σˆ
2
ML(λ), λ) = −
n
2
log
(
σˆ2ML(λ)
)
+ log|det(S(λ))|. (2.4)
The QMLE of λ can be equivalently defined as
λˆML := argmax
λ∈Λ
l(λ). (2.5)
The function l(λ) is a.s. well defined (see Section S.2 in the Supplement), and, clearly, is
continuously differentiable whenever it is well defined. Also, it is easy to see that, under
Assumption 1, l(λ) a.s. goes to −∞ at each real zero of det(S(λ)) (cf. Hillier and Martellosio,
2018a). Thus, l(λ) has a.s. at least one critical point corresponding to a maximum in any
interval between two consecutive real zeros of det(S(λ)). We also define the unrestricted
QMLE λˆuML := argmaxλ∈Λu l(λ), where Λu := {λ ∈ R : det(S(λ)) 6= 0}. The estimators λˆML
and λˆuML are different, because the global maximum of l(λ) over Λu is not necessarily in Λ,
even when the true value of λ is in Λ.
3 The Adjustment
3.1 The adjusted profile likelihood
A profile likelihood for a parameter of interest does not take into account the sampling
variability associated to the estimation of the nuisance parameters, and hence, as mentioned
in the introduction, is generally not a genuine likelihood. As a consequence, a profile score
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estimating equation is generally biased, which is likely to induce bias in the QMLE of the
parameter of interest. The adjusted QMLE solves the estimating equation obtained by
recentering the profile score. We now apply this general adjustment to the estimation of
(σ2, λ) in the SAR model. The score for (σ2, λ) is centered assuming only that E(ε) = 0 and
var(ε) = In. Note that we treat only β as the nuisance parameter, not (β, σ
2), because an
adjusted estimator of σ2 is required for estimation of λ.3
On concentrating just β out of the Gaussian log-likelihood (2.3), the profile log-likelihood
for (σ2, λ) is
l(σ2, λ) := l(βˆML(λ), σ
2, λ) = −n
2
log(σ2) + log|det(S(λ))| − 1
2σ2
y′S′(λ)MXS(λ)y, (3.1)
with profile score
s(σ2, λ) :=
[
− n
2σ2
+ 1
2σ4
y′S′(λ)MXS(λ)y
1
σ2
y′W ′MXS(λ)y − tr(G(λ))
]
, (3.2)
where G(λ) := WS−1(λ). We now compute the expectation of s(σ2, λ) under the SAR model
y = λWy +Xβ + σε. Assuming that E(ε) = 0 and var(ε) = In, we have
4
E(s(σ2, λ)) =
[
− n
2σ2
+ n−k
2σ2
tr(MXG(λ))− tr(G(λ))
]
. (3.3)
For a pure model, E(s(σ2, λ)) = 0 for any λ such that S(λ) is nonsingular, meaning that
the estimating equation s(σ2, λ) = 0 is unbiased.5 When regressors are present, however, the
unaccounted variability in the estimation of β causes the estimating equation s(σ2, λ) = 0
to be biased. Note that the expectation (3.3) does not depend on β, so recentering the score
is straightforward. The adjusted profile score for (σ2, λ), defined as sa(σ
2, λ) := s(σ2, λ) −
E(s(σ2, λ)), is
sa(σ
2, λ) =
[
sa1(σ
2, λ)
sa2(σ
2, λ)
]
=
[
−n−k
2σ2
+ 1
2σ4
y′S′(λ)MXS(λ)y
1
σ2
y′W ′MXS(λ)y − tr(MXG(λ))
]
. (3.4)
Setting sa1(σ
2, λ) = 0 gives σˆ2aML(λ) :=
n
n−k σˆ
2
ML(λ). That is, recentering the score auto-
matically delivers the usual degrees of freedom correction for σˆ2ML(λ). The adjusted QMLE
3Treating σ2 as a nuisance parameter too, and consequently recentering the score for λ only (i.e., the score
associated to the log-likelihood (2.4)) would not produce an adjusted estimator for σ2. Also, the (exact)
recentering of s(λ) would require stronger assumptions than what required for the recentering of s(σ2, λ); see
Section S.7 of the Supplement.
4If the matrices X or W were stochastic, but independent of ε, we would be conditioning on them here.
5Depending on the sample size and on the structure of W , λˆML can be considerably biased even in the
pure case, despite the fact that the estimating equation s(σ2, λ) = 0 is unbiased in that case. The adjustment
studied in this paper is not designed to reduce this type of bias in λˆML. Instead, it aims at reducing the bias
due to the nuisance parameter β.
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for λ must then be a zero of
sa2(λ) := sa2(σˆ
2
aML(λ), λ) = (n− k)
y′W ′MXS(λ)y
y′S′(λ)MXS(λ)y
− tr(MXG(λ)), (3.5)
or, which is a.s. the same, must solve the estimating equation
y′S′(λ)R(λ)S(λ)y = 0, (3.6)
where
R(λ) := MX
(
G(λ)− tr(MXG(λ))
n− k In
)
.
We emphasize that, by construction, the estimating equation (3.6) is exactly unbiased
provided that E(ε) = 0 and var(ε) = In (no further distributional assumptions are required).
Given the adjusted profile score sa(σ
2, λ), one can define the function with gradient equal
to sa(σ
2, λ), which we refer to as the adjusted likelihood for (σ2, λ), denoted by la(σ
2, λ).
Letting Re[·] denote the real part of a complex number, the following result gives a closed
form expression for la(σ
2, λ).
Proposition 3.1. In a SAR model, the adjusted log-likelihood for (σ2, λ), up to an additive
constant, is
la(σ
2, λ) = −n− k
2
log(σ2)− 1
2σ2
y′S′(λ)MXS(λ)y + Re[tr(MX logS(λ))], (3.7)
for any λ such that S(λ) is nonsingular, and for a suitable choice (made in the proof) of the
branch of the matrix logarithm logS(λ).
From expression (3.7), we immediately obtain the adjusted likelihood for λ only,
la(λ) := la(σˆ
2
aML(λ), λ) = −
n− k
2
log
(
y′S′(λ)MXS(λ)y
)
+ Re[tr(MX logS(λ))] (3.8)
(note that this is the likelihood with score sa2(λ)). Equations (3.7) and (3.8) may be useful
for graphical or optimization purposes, but are not used for the analytical results that follow
in the paper. Indeed, even the results that (for simplicity and to aid intuition) are stated in
terms of the adjusted likelihood, are proved using only the expression for the adjusted score,
and could equally be formulated in terms of the adjusted score.
Remark 3.1. Like its unadjusted version l(σ2, λ), the adjusted profile log-likelihood la(σ
2, λ)
is not, in general, a genuine likelihood function. Further adjustments could be implemented
to make la(σ
2, λ) closer to a genuine likelihood. In particular, one could normalize sa(σ
2, λ)
to make it information unbiased (i.e., variance equal to minus the expectation of the deriva-
tive of the score), as suggested by McCullagh and Tibshirani (1990). Such adjustments
might improve the performance of first-order asymptotic approximations to estimators or
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test statistics, but are not considered in this paper because they do not affect the location
of the zeros of sa(σ
2, λ).
So far, the adjusted QMLE of λ has been introduced as a zero of sa2(λ), but of course
sa2(λ) may have many (real) zeros. The question therefore arises as to how exactly the
adjusted QMLE should be defined. Recall from Section 2.2 that λˆML is defined as the
maximizer of l(λ) over Λ. One may therefore be tempted to define the adjusted QMLE of
λ as the maximizer of la(λ) over Λ. However, we shall see that sa2(λ) may have no zeros in
Λ (or, equivalently, the adjusted profile likelihood la(λ) may have no maximum on Λ), so it
makes sense to define the adjusted QMLE on an interval larger than Λ, Λa say. By analogy
with the unadjusted case, we shall define Λa to be the shortest open interval containing the
origin with the property that la(λ)→ −∞ a.s. at both extremes of Λa. But first, in order to
fully understand the problem, we need to study the behavior of the profile score sa2(λ), or,
equivalently, of la(λ), near the zeros of det(S(λ)).
3.2 Behavior of la(λ) near a zero of det(S(λ))
Perhaps unexpectedly, the profile score s(σ2, λ) and its adjusted version sa(σ
2, λ) may have
very different behavior as λ approaches a real zero of det(S(λ)). Obviously, different behavior
of s(σ2, λ) and sa(σ
2, λ) implies different behavior of the functions l(σ2, λ) and la(σ
2, λ), and
hence of their profile versions l(λ) and la(λ). For simplicity, we state the results in this section
in terms of the univariate functions l(λ) and la(λ). We shall see that the different behavior of
l(λ) and la(λ) accounts for important differences in the properties of the associated estimators
for λ.
To start with, note that the analysis is straightforward for the pure model. In that case,
we trivially have la(λ) = l(λ), and plugging σˆ
2
ML(λ) =
1
ny
′S′(λ)S(λ)y in equation (2.4) reveals
that l(λ) a.s. approaches −∞ near any real zero of det(S(λ)). The presence of regressors
complicates the analysis. We shall confine attention to semisimple eigenvalues of W . An
eigenvalue is said to be semisimple if its algebraic and geometric multiplicities are equal (for
the matrix theoretic definitions and results used in this section see, for instance, Meyer, 2000).
While it simplifies the analysis considerably, the restriction to semisimple eigenvalues does
not imply a great loss of generality. For example, all eigenvalues of a diagonalizable matrix
are semisimple, and any simple eigenvalue is semisimple (an eigenvalue being simple if it has
algebraic multiplicity equal to one). The behavior of la(λ) close to the eigenvalue ω = 1 is
often particularly important, and that eigenvalue is in most cases semisimple in applications.
For example, it is semisimple when W is row stochastic (even if W is not diagonalizable, and
the algebraic multiplicity of ω = 1 is larger than one), or when W is irreducible.6
6A row stochastic matrix is a square nonnegative matrix whose row sums are all equal to 1. Irreducibility
can be defined in terms of the graph of a matrix as follows. Let the graph of an n×n matrix A be the directed
graph on n vertices in which there is an an edge from vertex i to vertex j if and only A(i, j) 6= 0. Also, call a
graph strongly connected if there is a sequence of directed edges from any vertex i to any vertex j. Then, A
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The simplification afforded by the restriction to semisimple eigenvalues is that we can
express the conditions for la(λ) to diverge or be bounded near a real zero of det(S(λ)) in terms
of a projector onto an eigenspace of W . Without the restriction to semisimple eigenvalues,
the conditions would need to be stated in terms of projections onto generalized eigenspaces.
If the eigenvalue ω of W is semisimple, then null(W − ωIn) (the eigenspace of W associated
to the eigenvalue ω) and col(W − ωIn) are complementary subspaces of Cn, and therefore we
can define a (unique) projector, denoted by Qω, onto null(W − ωIn) along col(W − ωIn).7
Recalling that the zeros of det(S(λ)) are the reciprocals of the nonzero eigenvalues of W , we
can prove the following result.
Theorem 1. Suppose Assumption 1 holds. In a SAR model, for any semisimple nonzero
real eigenvalue ω of W , limλ→ω−1 la(λ) is a.s.
(i) −∞ if tr(MXQω) > 0;
(ii) bounded if tr(MXQω) = 0;
(iii) +∞ if tr(MXQω) < 0.
We can now compare the behavior of the adjusted profile log-likelihood la(λ) near the
real zeros of of det(S(λ)), as established by Theorem 1, with the behavior of the unadjusted
profile log-likelihood l(λ) near those points. Recall from Section 2.2 that limλ→ω−1 l(λ) = −∞
a.s., for any nonzero real eigenvalue ω of W (under Assumption 1). Thus, l(λ) and its
adjusted version la(λ) have the same behavior near a point ω
−1, for a semisimple nonzero
real eigenvalue ω, only in case (i) of Theorem 1. In case (ii), la(λ) can be extended to a
function that is a.s. continuous at λ = ω−1. This can be achieved by extending the domain
of la(λ) to include ω
−1, and setting la(ω−1) := limλ→ω−1 la(λ). From now on, when we
say that la(λ) is continuous at λ = ω
−1 we implicitly assume that this extension has been
performed. In case (iii) of Theorem 1, la(λ) is unbounded from above near ω
−1. From
unreported numerical experiments, it appears that tr(MXQω) < 0 is an extremely rare
occurrence for pairs (W,X) which are likely to be encountered in applications.8 We shall
also see shortly that tr(MXQω) < 0 cannot occur if W is symmetric.
Ruling out the pathological case (iii), it is useful to try and understand which of cases
(i) and (ii) in Theorem 1 is likely to occur in applications. At first sight, the condition
tr(MXQω) = 0 in case (ii) may look very restrictive. Indeed, Lemma A.1 in Appendix A
is irreducible if and only if the graph of A is strongly connected (e.g., Meyer, 2000, p. 671).
7The matrix Qω is a “spectral projector” of W ; see, for instance, Meyer (2000), where explicit general
representations for such projectors can also be found. Particular cases are given in the proof of Lemma 3.1
and in the proof of Lemma S.4.1 in the Supplement.
8For example, for all simulation designs in Section 5, we find that la(λ) is always bounded from above on
Λa. A complete understanding of when la(λ) may be unbounded from above would be of interest, but is left
for future research. Note that the fact that la(λ) can be unbounded from above is not surprising, since l(λ)
itself can be unbounded from above (see Lemma S.1.2 in the Supplement).
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establishes that tr(MXQω) 6= 0 for generic, in the measure theoretic sense, full column rank
X (and for any fixed W ). However, X typically contains an intercept (or group intercepts),
and this implies that tr(MXQω) = 0 occurs, at ω = 1, for a very large class of matrices
W used in practice. To see why this is the case, the next lemma provides a condition for
tr(MXQω) = 0 in terms of the eigenspace null(W − ωIn) (the eigenspace of W associated to
the eigenvalue ω).
Lemma 3.1.
(i) For any semisimple eigenvalue ω of W , tr(MXQω) = 0 if null(W − ωIn) ⊆ col(X);
(ii) For any eigenvalue ω of a symmetric W , tr(MXQω) = 0 if null(W − ωIn) ⊆ col(X),
tr(MXQω) > 0 otherwise.
Part (i) of Lemma 3.1 establishes that null(W −ωIn) ⊆ col(X) is sufficient for case (ii) of
Theorem 1 to apply, and hence for l(λ) and la(λ) to have different behaviour near λ = ω
−1
(for any semisimple nonzero real eigenvalue ω of W , and provided that Assumption 1 holds).
It turns out that this sufficient condition is very often satisfied in applications. Two examples
are given next, the second one being a generalization of the first.
Example 3.1 (Row stochastic and irreducible weights matrix). In applications of spatial
autoregressions, W is often row stochastic and irreducible (cf. footnote 6), and an intercept
is included in the regression. By the Perron–Frobenius Theorem (e.g., Horn and Johnson,
1985, Theorem 8.4.4), ω = 1 is a simple (and hence semisimple) eigenvalue of W , and the
associated eigenspace null(W − In) is spanned by a vector of identical entries, and therefore
is in col(X). It follows, under Assumption 1, that l(λ) a.s. approaches −∞ as λ→ 1, while
la(λ) is a.s. continuous at λ = 1.
Example 3.2 (Block diagonal weights matrix). Example 3.1 generalizes immediately to the
case when W is a block diagonal matrix whose blocks are row stochastic and irreducible
matrices, of, say, size mr ×mr. That is, using direct sum notation, W =
⊕R
r=1Wr. This
situation arises, for instance, in a social interaction model on R networks (e.g., Lee et al.,
2010), or in a spatial panel model where individuals are followed over time (in which case
r is the time dimension; see, e.g., Lee and Yu, 2010). When W has this structure, the
eigenspace null(W − In) is spanned by the columns of the (network or time) fixed effects
matrix
⊕R
r=1 ιmr , and therefore is in col(X) as long as the regressions contains those fixed
effects. In that case, and provided that Assumption 1 holds, l(λ) a.s. approaches −∞ as
λ→ 1, while la(λ) is a.s. continuous at λ = 1.
According to part (ii) of Lemma 3.1, when W is symmetric, the condition null(W −
ωIn) ⊆ col(X) is also necessary for la(λ) to be a.s. continuous at λ = ω−1. Thus, for
symmetric W , Theorem 1 reduces to the simple statement that limλ→ω−1 la(λ) is a.s. bounded
if null(W − ωIn) ⊆ col(X), −∞ otherwise, for any semisimple nonzero real eigenvalue ω.
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We end this section by providing a graphical comparison of l(λ) and la(λ). Consider
a SAR model with weights matrix W equal to the row normalized adjacency matrix of
an Erdo˝s-Re´nyi G(n, p) graph (Erdo˝s and Re´nyi, 1959). The G(n, p) graph is a random
graph on n vertices, with an edge between any two vertices being present with probability
p, independently of every other edge. Suppose that the regression contains an intercept, and
that, for simplicity, the graph is connected. Then, since W is row-stochastic and irreducible,
la(λ) is a.s. continuous at λ = 1 and a.s. approaches −∞ as λ approaches any other singularity
of S(λ). Figure 1 displays l(λ) and la(λ), for one random draw of G(n, p) and for one random
draw from the intercept-only model y = .5Wy+ ιn + ε, with ε ∼ N(0, In). The log-likelihood
functions are plotted for λ ∈ (0, ω−13 ), where ω3 is the third largest eigenvalue of W , and
la(λ) has been lowered so that the two likelihoods have the same maximum value.
9 Note
that, contrary to l(λ), la(λ) does not go to −∞ as λ→ 1.
0 0.2 0.4 0.6 0.8 1 1.2
−260
−250
−240
λ
Figure 1: The profile likelihood l(λ) (dashed) and its adjusted version la(λ) (solid) for a SAR
model on a connected G(100, 0.05) graph.
3.3 The adjusted QMLE
Theorem 1 establishes that the adjusted profile log-likelihood la(λ) may, in contrast to l(λ),
be a.s. continuous at the extremes of the parameter space Λ. As a consequence, there
is no guarantee that la(λ) has a maximum over Λ, which suggests that la(λ) should be
maximized over a larger set, Λa say. As anticipated in Section 3.1, it is natural to define
Λa as the shortest open interval containing the origin with the property that la(λ) → −∞
a.s. at both extremes of Λa. For example, in the case of Figure 1, Λ = (−1.195, 1) and
Λa = (−1.195, 1.178). Note that the extremes of Λa must always be zeros of det(S(λ)),
9For the particular random draw of ε underlying Figure 1, λˆML and its adjusted version λˆaML (defined as
in Section 3.3 below) are about 0.478 and 0.506, respectively. Over 106 draws from ε ∼ N(0, In) (and for the
same draw of G(n, p) used for Figure 1), empirical bias and RMSE are −0.039 and 0.128 for λˆML and −0.007
and 0.126 for λˆaML.
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because la(λ) is a.s. continuous between consecutive real zeros of det(S(λ)).
10 Hence, our
definition of Λa requires the following assumption.
Assumption 2. There is at least one negative zero and at least one positive zero of det(S(λ))
such that la(λ)→ −∞ a.s. as λ approaches those zeros.
It is clear from Section 3.2 that Assumption 2 can be violated only in very special cases.
In those cases, one could take the left (resp., right) endpoint of Λa to be −∞ (resp., +∞),
but we refrain from doing this, for simplicity.
It is natural to define the adjusted QMLE of λ as the maximizer of la(λ) over Λa, that is,
λˆaML := argmax
λ∈Λa
la(λ).
Maximization of la(λ) over a subset of Λa would yield a censored version of λˆaML. In
particular, let Λ¯ be Λ augmented with one of its endpoints if la(λ) is bounded near that
endpoint (augmented with both endpoints if la(λ) is bounded near both endpoints), and let
λ¯aML := argmaxλ∈Λ¯ la(λ) be the estimator that is obtained by maximizing la(λ) over Λ¯. Since
Λ ⊆ Λa, λ¯aML is a censored version of λˆaML.
Note that the set Λa, contrary to Λ, may depend on X (because, by Theorem 1, whether
or not la(λ)→ −∞ a.s. at some zero of det(S(λ)) depends on X). For a fixed X, Λa = Λ if
la(λ) → −∞ a.s. as λ approaches the extremes of Λ, and Λa ⊃ Λ otherwise. But it is also
possible to compare Λ and Λa for generic X (in the measure theoretic sense), or better, since
the model typically contains an intercept, for a generic matrix X containing an intercept.
The following example is important.
Example 3.3. Suppose W is row-stochastic and irreducible, and that an intercept is included
in the model. Let X = (ιn, X˜) and X˜ := {X˜ ∈ Rn×(k−1) : rank(X) = k}. We know from
Example 3.1 that, in this case, la(λ) is a.s. continuous at λ = 1, for all X˜ ∈ X˜ . Consider now
an arbitrary semisimple nonzero real eigenvalue ω 6= 1 of W . By Lemma A.1 in Appendix
A and Theorem 1, la(λ) is a.s. unbounded from below or from above near ω
−1 for µRn×(k−1)-
almost every X˜ ∈ X˜ . Assuming that ωmin and the second largest (positive) eigenvalue of W ,
denoted by ω2, are semisimple, it follows that Λa = (ω
−1
min, ω
−1
2 ), for µRn×(k−1)-almost every
X˜ ∈ X˜ \{Pωmin ∪ Pω2}, where Pω is the set of pathological X˜ such that la(λ) is a.s. unbounded
from above near ω−1 (i.e., Pω := {X˜ ∈ Rn×(k−1) : rank(X) = k and tr(MXQω) < 0}). As
discussed earlier, Pω is expected to be very small or even µRn×(k−1)-null in cases of interest in
applications. By Lemma 3.1, Pω is empty if W is symmetric, so in that case Λa = (ω−1min, ω−12 )
for µRn×(k−1)-almost every X˜ ∈ X˜ .
10The fact that la(λ) is a.s. continuous between consecutive real zeros of det(S(λ)) also means that, ignoring
the pathological cases in which la(λ) is a.s. unbounded from above, Λa is the smallest open set containing the
origin on which la(λ) is guaranteed to have a maximum a.s.
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Three remarks about the result in Example 3.3 that Λa = (ω
−1
min, ω
−1
2 ), for generic non-
pathological X˜ are in order. First, note that ω−12 > 1 and recall that Λ = (ω
−1
min, 1), indepen-
dently of X. Thus, how much larger Λa is compared to Λ depends only on the eigenvalue gap
1−ω2. There is considerable evidence in the graph theory literature that the eigenvalue gap
1−ω2 tends to be large when the graph underlying W has good connectivity and randomness
properties (especially when W is the normalized adjacency matrix of a regular, undirected,
loopless graph; see, e.g. Brouwer and Haemers, 2011, Chapter 4), and this is indeed something
we will come upon in our Monte Carlo experiments later. Second, on replacing the intercept
ιn with group intercepts
⊕R
r=1 ιmr , as in Example 3.2, the result in Example 3.3 general-
izes immediately to the case when W is block diagonal with row stochastic and irreducible
blocks. Third, the argument used in Example 3.3 can also be applied to compare Λa and Λ for
weights matrices that are not row-stochastic and irreducible (or are not block diagonal with
row-stochastic and irreducible blocks). To do this, note that the result Λa = (ω
−1
min, ω
−1
2 ) for
generic non-pathological X˜ in Example 3.3 arises because, in that case, ιn ∈ col(X) and ιn
spans the eigenspace null(W −In), so that the condition in Part (i) of Lemma 3.1 is satisfied.
When W is not row-stochastic and irreducible, such a special interaction between col(X) and
W will typically not occur, and as a result Λa = Λ = (ω
−1
min, 1) for generic non-pathological
X˜. This is most easily seen when W is symmetric. In that case, by part (ii) of Lemma 3.1
and Theorem 1, Λa is different from Λ only if null(W −In) or null(W −ωminIn) are in col(X).
In general there is no reason why col(X) should contain those eigenspaces.
3.4 Relationship between the QMLE and the adjusted QMLE
The original motivation for seeking an unbiased estimating equation is, of course, bias reduc-
tion, or more generally, improved inference on λ (and possibly σ2). The simulation evidence
reported in Section 5 below is unequivocal that the hoped-for bias reduction is certainly
achieved, and without detriment to the mean squared error. However, there is one caveat
that must be mentioned here, which we discuss next.
We have seen that the intervals Λ and Λa on which the distributions of λˆML and λˆaML
are supported are different in many cases of interest. That is, there are circumstances in
which λˆaML lies outside Λ. This raises the question of whether, from the point of view of
interpreting the parameter λ, that outcome is acceptable.11 Ultimately, this will depend on
the context, but censoring the estimator to ensure that it lies in Λ will clearly entail sacrifice
in terms of bias. The extent of the censoring would usually be greater the larger is λ in
absolute value, and would also depend on characteristics of W such as its sparseness (see the
11The situation is somewhat similar to, but more subtle than, that in which the MLE for a variance (or
covariance matrix) satisfies the expected non-negativity (or positive definiteness) requirement, but a bias-
corrected version of it does not. For example, subtraction of the estimated first (bias) term in an asymptotic
expansion for the expectation of the MLE can have this undesirable outcome. We also note that several other
estimators of λ, for example IV, GMM, or indirect inference estimators, may have support larger than Λ (see
e.g., Kelejian and Prucha, 1998; Lee, 2007a; Kyriacou et al., 2017).
14
Monte Carlo simulations in Section 5). But, presumably, the greater the censoring, the more
sacrifice there will be in terms of bias-reduction. In fact, simulations reported in Section S.5.1
of the Supplement suggest that, when λˆaML is outside Λ, often the unrestricted maximizer of
l(λ) is also outside Λ (i.e., λˆML 6= λˆuML). This suggests that, whenever Λa 6= Λ, λˆaML should
be regarded as a modification to the QMLE that maximizes l(λ) over Λa, not over Λ.
3.5 Confidence intervals
Confidence intervals for a parameter of interest based on the QMLE may perform poorly if
the data contains little information about the nuisance parameters. This may be the case,
for instance, when the number of nuisance parameters is large relative to the sample size.
The theory presented in the paper so far allows the construction of confidence intervals for
λ with accurate coverage even in the case of little information about β.
We say that a differentiable function is single-peaked on an open interval if, on that
interval, it has a maximum and no other stationary points corresponding to minima or
maxima (so the function is non-decreasing to the left of the peak, and non-increasing to the
right of the peak). We shall see later in this subsection that la(λ) is single-peaked on Λa
quite generally (Proposition 3.2), but before doing that we show how single-peakedness can
be used to construct confidence intervals for λ. If la(λ) is single-peaked on Λa, then the cdf
of λˆaML admits the representation
Pr(λˆaML ≤ z;β, σ2, λ) = Pr(y′S′(z)R(z)S(z)y ≤ 0), (3.9)
for any z ∈ Λa.12 That is, the cdf of λˆaML at z equals the cdf of the quadratic form
y′S′(z)R(z)S(z)y at zero. Thus, one can use some approximation to the cdf (at zero) of
y′S′(z)R(z)S(z)y to obtain an approximation to the cdf (at z) of λˆaML. Since the cumulant
generating function of a quadratic form is available in closed form, at least under normality,
one natural candidate is the Lugannani–Rice saddlepoint approximation (Lugannani and
Rice, 1980). In fact, using a saddlepoint approximation to the cdf of a score to recover
the cdf of the corresponding estimator had already been investigated in Daniels (1983) (see
also Butler, 2007, Chapter 12). The approximate cdf of λˆaML can then be inverted to obtain
confidence intervals for λ. This approach to constructing confidence intervals has been applied
by Hillier and Martellosio (2018a) to the (unadjusted) QMLE of λ. Whilst revising the
present paper we discovered that essentially the same approach had previously been suggested
by Paige et al. (2009) for general quadratic estimating equations, and then by Jeganathan
et al. (2015) specifically for some spatial models.
Remark 3.2. Let θˆ an estimator obtained from the estimating equation q(θ) = 0. Paige
12The notation Pr(λˆaML ≤ z;β, σ2, λ) emphasizes that, of course, we are assuming that y is generated
by the SAR model (2.1). But it is worth remarking that, for a general random vector y, we would still
have Pr(λˆaML ≤ z) = Pr(y′S′(z)R(z)S(z)y ≤ 0); all that is required is that the likelihood (2.3) is used for
estimation.
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et al. (2009) use the device Pr(θˆ ≤ z) = Pr(q(z) ≤ 0) under the assumption that q(θ) is
monotonically decreasing in θ, whereas we have used it under the more general assumption
that the function with derivative q(θ) is single-peaked. It is worth pointing out that, for the
case of λˆML in a SAR model, the difference between the two assumptions is immaterial when
all the eigenvalues of W are real. Indeed, the score associated to the profile log-likelihood
(2.4) is s(λ) := n(y′W ′MXSλy)/(y′S′λMXSλy)− tr(Gλ), and hence the equation s(λ) = 0 is
a.s. equivalent to f(λ) = 0, where the function f(λ) := ny′W ′MXSλy − tr(Gλ)y′S′λMXSλy
is monotonically decreasing in λ if all eigenvalues of W are real (see Li et al., 2013).
Let P˜r(λˆaML ≤ z;β, σ2, λ) denote the approximation to the cdf of λˆaML, obtained by the
Lugannani–Rice formula (see Section S.6 of the Supplement for details). The parameters β
and σ2 in the approximation can be replaced with their QMLEs given λ, βˆML(λ) and σˆ
2
aML(λ),
to give the approximation P˜r(λˆaML ≤ z;λ) := P˜r(λˆaML ≤ z; βˆML(λ), σˆ2aML(λ), λ). Confidence
intervals for λ based on λˆaML can then be constructed by inverting P˜r(λˆaML ≤ z;λ). More
specifically, replace z with the observed value of λˆaML, say λˆ
obs
aML, and let λ1 := inf{λ :
P˜r(λˆaML ≤ λˆobsaML;λ) = 1 − α1} and λ2 = sup{λ : P˜r(λˆaML ≤ λˆobsaML;λ) = α2}. Then (λ1, λ2)
is an approximate (1− α1 − α2)% two-sided confidence interval for λ.13
The Lugannani–Rice approximation we employ is, as is frequently the case, a normal
based one. That is, it is constructed on the basis of the cumulant generating function of
y′S′(z)R(z)S(z)y that obtains if ε ∼ N(0, In). It is important to emphasize, however, that
we intend the approximation to be used generally. Indeed, there is considerable evidence in
the literature that a normal-based Lugannani–Rice approximation is typically very accurate
for the distribution of a statistic that has a limiting normal distribution. There is also
evidence that a normal-based Lugannani–Rice approximation works generally very well for
the distribution of a quadratic form in nonnormal variables as long as we are far from the
lower tail of the distribution (Wood et al., 1993). This seems to be relevant in our case as
we are only interested in the cdf of y′S′(z)R(z)S(z)y at 0, and R(z) is indefinite.
The key condition for representation (3.9) to hold is that la(λ) is single-peaked on Λa.
We now discuss this condition. The following very mild assumption allows us to make use of
the results derived earlier for semisimple eigenvalues.14
Assumption 3. Every eigenvalue of W corresponding to a zero of det(S(λ)) in Λa is semisim-
ple.
Proposition 3.2. Suppose Assumptions 1, 2, and 3 hold. If
(n− k)tr(MXG2(λ)) > [tr(MXG(λ))]2 for all λ ∈ Λa such that det(S(λ)) 6= 0, (3.10)
13Note that the set {λ : α1 ≤ P˜r(λˆaML ≤ z;λ) ≤ α2} is in general a union of intervals. It is an interval if
P˜r(λˆaML ≤ z;λ) is monotonic in λ. It seems reasonable to expect this monotonicity to hold in many cases, at
least approximately.
14When Λa = Λ, there is nothing to assume, because in that case Λ does not contain any zero of det(S(λ)).
When Λa ⊃ Λ, in most cases of practical interest the only zero of det(S(λ)) in Λa is the one corresponding to
the eigenvalue 1, which, as pointed out earlier, is virtually always semisimple in applications.
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the adjusted profile log-likelihood function la(λ) is a.s. single-peaked on Λa.
It turns out that if W is symmetric, condition (3.10) is satisfied for any X (see Lemma
A.2 in Appendix A), and hence Λa is a.s. single-peaked in that case. If W is not symmetric,
the condition depends on both W and X.15 Extensive numerical experimentation with
nonsymmetric W suggests that for the vast majority of pairs (W,X) likely to be met in
applications, la(λ) is a.s. single-peaked on Λa. And, for pairs (W,X) such that condition
(3.10) is not satisfied, the probability (for some distribution of y that is absolutely continuous
w.r.t. µRn) that la(λ) is multi-peaked is generally very small. Note that the right hand side
of representation (3.9) is likely to provide a good approximation to the cdf of λˆaML whenever
the probability that la(λ) is multi-peaked is nonzero but small. The performance of the
saddlepoint confidence intervals is assessed by numerical simulation in Section 5. Naturally,
the confidence intervals can be inverted to obtain hypothesis tests on λ, but we do not
investigate the power properties of such tests here.
3.6 Network fixed effects
In this section we apply the score adjustment to a social interaction model with network
fixed effects and contextual effects (e.g., Lee, 2007b; Bramoulle´ et al., 2009; Lee et al., 2010;
Lin, 2015; Fortin and Yazbeck, 2015). There are R networks, with network r having mr
individuals. The model is
yr = λWryr + X˜rγ +WrX˜rδ + αrιmr + σεr, r = 1, . . . , R, (3.11)
where Wr is the weights matrix of network r, αr is an unobserved network fixed effect, X˜r
is an mr × k˜ matrix of regressors, γ and δ are k˜ × 1 parameters. In terms of equation
(2.1), y = (y′1, . . . , y′R)
′, W =
⊕R
r=1Wr, β = (γ
′, δ′, α1, . . . , αR)′, ε = (ε′1, . . . , ε′R)
′, and
X = (X˜,WX˜,
⊕R
r=1 ιmr), with X˜ := (X˜
′
1, . . . , X˜
′
R)
′. We assume that X has full column
rank.
To avoid the incidental parameter problem that arises in the case of many networks of
fixed dimensions, inference in this model usually proceeds by first eliminating the network
fixed effects. Define the orthogonal projector Mr := Imr − 1mr ιmr ι′mr , and let Fr be the
mr × (mr − 1) matrix of orthonormal eigenvectors of Mr corresponding to the eigenvalue
1, so that F ′rFr = Imr−1, FrF ′r = Mr, and F ′rιmr = 0. In a likelihood framework, the
standard procedure is that proposed by Lee et al. (2010), which eliminates the fixed effects
by premultiplying each equation in (3.11) by F ′r. Under the condition that each weights
matrix Wr has all row sums equal to one (i.e., Wrιmr = ιmr for all r = 1, . . . , R), we have
15It is interesting to note that, for the unadjusted profile likelihood l(λ), single-peakedness over Λ holds if
ntr(G2(λ)) > [tr(G(λ))]2 for all λ ∈ Λ, a condition that does not depend on X (see Hillier and Martellosio,
2018a).
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F ′rWr = F ′rWrFrF ′r, and therefore the transformed model is
y∗r = λW
∗
r y
∗
r + X˜
∗
r γ +W
∗
r X˜
∗
r δ + σε
∗
r , r = 1, . . . , R, (3.12)
where y∗r := F ′ryr, W ∗r := F ′rWrFr, X˜∗r := F ′rX˜r, and ε∗r := F ′rεr. Note that var(ε∗r) = Im−1 if
var(εr) = Im. We denote the profile (quasi) log-likelihood for (σ
2, λ) based on the transformed
model (3.12) by lLLL(σ
2, λ). If the condition Wrιmr = ιmr , for each r = 1, . . . , R, is not
satisfied, the transformation by F ′r does not yield a reduced form and hence a likelihood.
In that case, only non-likelihood procedures, such as the GMM of Liu and Lee (2010), are
available.
The score adjustment discussed in the present paper provides an alternative likelihood
solution to the large-R incidental parameter problem. It provides a large-R consistent esti-
mator of all model parameters (see Remark 3.3), like the Lee et al. (2010) procedure, but,
contrary to Lee et al. (2010), it does not require the constant row sums condition. The score
adjustment is performed exactly as for the general SAR model, treating the αr’s as param-
eters, profiling out the parameter β = (γ′, δ′, α1, . . . , αR)′ as in equation (3.1), and recalling
that the expectation (3.3) does not depend on β.
The next proposition shows that the score adjustment method is equivalent to the Lee
et al. (2010) method, if the latter applies (i.e., Wrιmr = ιmr for all r) and there are no
covariates (i.e., the model is yr = λWryr + αrιmr + σεr, r = 1, . . . , R).
Proposition 3.3. Assume that, in model (3.11), there are no regressors and Wrιmr = ιmr ,
for each r = 1, . . . , R. Then, la(σ
2, λ) = lLLL(σ
2, λ), for any y ∈ Rn.
When covariates are present, the estimators of σ2 and λ (and hence of β) obtained by
the score adjustment method are different from the ones obtained by the Lee et al. (2010)
method. Both methods solve the large-R incidental parameter problem, but, in addition to
not requiring the constant row sum condition, the score adjustment approach also implements
a correction that deals with the nuisance parameters γ and δ. The two methods are compared
by simulation in Section 5.2.16
Remark 3.3. A formal consistency proof for the adjusted QMLE in model (3.11) would
require stating several regularity conditions, which is not our aim here. Heuristically, however,
consistency follows from a standard argument that we can sketch here (see, e.g., Neyman
and Scott, 1948; Dhaene and Jochmans, 2015). To start with, note that in SAR models
without incidental parameters, the expectation E(s(σ2, λ)) in equation (3.3) isO(1) as n→∞
under standard conditions (see, e.g., Lee, 2004b, Lemma A.9), and therefore the necessary
condition plimn→∞
1
ns(σ
2, λ) = 0 for (σˆ2ML, λˆML) to be consistent is satisfied. On the other
16Our focus is on finite sample results. From the point of view of first-order asymptotics, we expect the two
estimators to be equivalent under the conditions in Lee et al. (2010). Such conditions include, in particular,
the fact that k˜ does not vary with n; if k˜ increased with n, the adjusted QMLE might have an advantage even
from the point of view of first-order asymptotics.
18
hand, when there is an incidental parameter of dimension R, as in model (3.11), and n
increases only because R increases, plimn→∞
1
ns(σ
2, λ) 6= 0 because the bias of the profile
score s(σ2, λ) is typically O(R); however, the fact that the expectation (3.3) is independent of
the nuisance parameter β immediately implies that plimn→∞
1
n
{
s(σ2, λ)− E(s(σ2, λ))} = 0,
which is essentially what delivers consistency of the adjusted QMLE.
4 Spatial error model
The spatial error model
y = Xβ + u, u = λWu+ σε (4.1)
is considerably less popular than the SAR model (2.1) in economic applications, but, as we
shall see, provides important motivation for the score adjustment considered in this paper.
We now briefly consider this model, leaving all details to Section S.8 of the Supplement. It
is convenient to generalize the error structure in model (4.1) to A(θ)u = σε, where A(θ) is a
square matrix that is invertible for any value of the parameter θ in a subset Θ of Rp. In the
case of the spatial error model, we may take A(θ) = S(λ).
The profile (quasi) log-likelihood for (σ2, θ) based on the assumption ε ∼ N(0, In) is (up
to an additive constant)
l(σ2, θ) := l(βˆML(θ), σ
2, θ) = −n
2
log(σ2) + log|det(A(θ))| − 1
2σ2
y′U(θ)y, (4.2)
where U(θ) := A′(θ)MA(θ)XA(θ). As for the case of the SAR model, the score associated
to (4.2) can be (exactly) recentered assuming only that E(ε) = 0 and var(ε) = In. The
corresponding adjusted likelihood is
la(σ
2, θ) = −n− k
2
log(σ2)− 1
2σ2
y′U(θ)y+log|det(A(θ))|−1
2
log
(
det
(
X ′A′(θ)A(θ)X
))
. (4.3)
Remarkably, and contrary to the case of a SAR model, la(σ
2, θ) is a genuine likelihood.
Hence, the corresponding score provides an unbiased and information unbiased estimating
equation (under the assumptions that E(ε) = 0 and var(ε) = In). In fact, la(σ
2, θ) is
equivalent to the likelihood used for restricted ML (REML) estimation, which has been shown
to be quite generally preferable to ML estimation in a regression model with correlated errors
(see, e.g., Thompson, 1962; Patterson and Thompson, 1971; Rahman and King, 1997).
Maximization of (4.3) for fixed θ gives σˆ2aML(θ) =
1
n−ky
′U(θ)y, and thus the profile
adjusted likelihood for θ only is
la(θ) := la(σˆ
2
aML(θ), θ) = −
n− k
2
log(y′U(θ)y) + log|det(A(θ))| − 1
2
log
(
det
(
X ′A′(θ)A(θ)X
))
.
(4.4)
To fully understand the effect of the score adjustment, it is useful to relate the likelihood
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la(θ) to invariance properties of the model. Assuming that the distribution of ε does not de-
pend on the parameters β and σ (and that the parameters are identifiable), it is straightfor-
ward to check that the model is invariant under the group GX of transformations y → κy+Xδ
in the sample space, for any κ > 0, any δ ∈ Rk, and for a fixed X (for the relevant definition
of invariance, see Lehmann and Romano, 2005, Chapter 6). The likelihood la(θ) corresponds
to the density of a maximal invariant under the group GX (and la(σ2, θ) corresponds to the
density of a maximal invariant under the group of transformations y → y + Xδ, δ ∈ Rk).
That is, using the adjusted likelihood la(θ) corresponds to imposing that inference should be
invariant with respect to the group under which the model itself is invariant, as advocated
by the “principle of invariance”.
We do not give details here, but it can be shown that, as λ approaches any real zero of
det(S(λ)), l(λ) → −∞ a.s., whereas la(λ) may either a.s. approach −∞ or be a.s. bounded
in a spatial error model.17 Thus, as might have been expected, in the spatial error model the
profile log-likelihood and its adjusted version behave very much as in the SAR model.18 So,
in particular, it makes sense to define the adjusted QMLE of λ on a support different from
Λ, as in the SAR model. More generally, this implies that when the covariance parameter
θ is restricted to a certain set, the REML estimator of θ does not necessarily respect that
restriction, something that, to the best of our knowledge, has not been noted before in the
literature.
5 Simulation evidence
We conduct Monte Carlo experiments to investigate the performance of the adjusted MLE of
λ in the SAR model. First, we consider the case of a single network, and then the case of the
multiple networks model of Section 3.6. The number of replications is 106 in all experiments.
5.1 Single network
A Watts-Strogatz random graph is formed by rewiring with probability p each link in a h-
ahead h-behind circular matrix (Watts and Strogatz, 1998).19 The extreme cases p = 0 and
p = 1 correspond, respectively, to a h-ahead h-behind circular matrix and to a Erdo˝s-Re´nyi
17Given the correspondence between la(λ) and the density of a maximal invariant under the group GX , the
fact that la(λ) may be bounded as λ→ ω−1, for some nonzero real eigenvalue ω of W , provides an explanation
of why the limiting power of an invariant test for λ = 0 may be strictly in (0, 1) as λ→ ω−1 (see Martellosio,
2010). On the other hand, if la(λ)→ −∞, then the power of an invariant test for λ = 0 may approach 0 or 1
as λ→ ω−1 depending on the location of the critical region.
18There is one important difference though. Contrary to the case of the SAR model, in the spatial error
model la(λ) can never approach +∞ a.s. as λ approaches a real zero of det(S(λ)). This is because la(λ) is
a genuine likelihood, so a.s. unboundedness from above of la(λ) as λ approaches a zero of det(S(λ)) would
imply the existence of a density that diverges to +∞ almost everywhere on Rn as λ approaches that zero.
19A h-ahead h-behind circular matrix A is the adjacency matrix of a graph made of n vertices on a circle such
that each vertex is linked to its h nearest neighbors on each side. That is, A(i, j) = 1 if 0 < |i− j|mod(n −
1− h) ≤ h), and A(i, j) = 0 otherwise.
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random graph. Watts-Strogatz graphs are popular in social network analysis because, for
relatively small values of p, they can reproduce important characteristics of many real world
networks, including high clustering and small distances between most nodes. In our first
numerical experiment, we take W in model (2.1) to be the normalized adjacency matrix of
(one realization of) a Watts-Strogatz graph. Normalization ofW is either a row normalization
or a spectral normalization (by spectral normalization we mean that the matrix is rescaled by
its spectral radius). Note that the two normalizations are equivalent when p = 0, due to the
fact that a h-ahead h-behind circular matrix has constant row sums. The matrix X contains
an intercept, k˜ regressors, and, to allow for contextual effects, the spatially lagged version of
those regressors. That is, X = (ιn, X˜,WX˜), where X˜ is n × k˜. The matrix X˜ is drawn in
each repetition; half of its columns are drawn from independent N(0, In) distributions, half
from independent uniform distributions on [0, 1].20 For p > 0, W is drawn once and then
kept constant across repetitions. We set β = ι2k˜+1, σ = 1, and n = 200. The errors εi are
generated from independent standard normal distributions.
In the present context, λˆML is, subject to regularity conditions, consistent and asymp-
totically normal as n → ∞ (Lee, 2004a), and λˆML and λˆaML are first-order asymptotically
equivalent (Yu et al., 2015). Table 1 compares the finite sample performance of λˆML and
λˆaML for a range of values of p, h, and λ, when k˜ = 2. The columns headed by λˆML and
λˆaML give the bias(s.d.) of the estimators. ∆% stands for percentage change (of the absolute
bias or RMSE) from λˆML to λˆaML. For the case of row normalization, we also report ω
−1
2 ,
the percentage of times when λˆaML > 1, denoted by %(λˆaML > 1), and bias and s.d. of λ¯aML
(which, recall, is the estimator that is set to 1 when λˆaML > 1). According to the results
in Section 3.2, in the present setting Λa must be the same in each repetition, with its right
endpoint being equal to ω−12 when W is row normalized, equal to 1 when W is spectrally
normalized (and p > 0). Thus, λˆaML may be greater than 1 when W is row normalized, while
λˆaML < 1 in all repetitions when W is spectrally normalized. The results in Table 1 show
that, when p = 0, λˆaML provides a significant improvement compared to λˆML both in terms
of bias and RMSE. As p increases, the reduction in bias afforded by λˆaML increases but at
the cost of greater variability, for both normalizations. The bias of λˆaML is small, unless h is
large and p is small. Note that ω−12 increases with p and h (cf. the paragraph after Example
3.3), and %(λˆaML > 1) is nondecreasing in p, h, and λ, and can be very large when p, h,
and λ are large. As %(λˆaML > 1) increases, λ¯aML becomes less biased, and more variable,
compared to λˆaML.
Table 2 analyzes the impact of the number of regressors. We take λ = .5 and h = 5.
For these values of λ and h, Pr(λˆaML > 1) is either zero or negligible in the row normalized
case, so, contrary to the previous table, we do not report ω−12 , %(λˆaML > 1), and λ¯aML. As
expected, the bias reduction afforded by λˆaML increases as k˜ increases. As k˜ increases, the
relative performance of λˆaML, compared to λˆML, improves also in terms of RMSE if p is not
large.
20Given our theoretical framework, it could be argued that a design with X˜ fixed across repetitions would
be more appropriate. However, we prefer to vary X˜ across repetitions, in an attempt to investigate the
performance of the adjusted QMLE in an environment where X˜ is random.
Table 1: Comparison of λˆML and λˆaML on a Watts-Strogatz network of size n = 200, with k˜ = 2 regressors. ∆% refers to a
percentage change from λˆML to λˆaML.
Row normalization Spectral normalization
λˆML λˆaML λ¯aML λˆML λˆaML
p h λ bias(s.d.) bias(s.d.) ∆%|bias| ∆%RMSE ω−12 %(λˆaML > 1) bias(s.d.) bias(s.d.) bias(s.d.) ∆%|bias| ∆%RMSE
0 5 0 −0.072(0.161) −0.020(0.160) −72.27 −8.80 1.01 0.00 −0.020(0.160) −0.072(0.161) −0.020(0.160) −72.27 −8.80
0.5 −0.046(0.095) −0.015(0.094) −68.09 −10.58 1.01 0.00 −0.015(0.094) −0.046(0.095) −0.015(0.094) −68.09 −10.58
0.9 −0.013(0.025) −0.005(0.024) −61.17 −12.09 1.01 0.00 −0.005(0.024) −0.013(0.025) −0.005(0.024) −61.17 −12.09
10 0 −0.168(0.253) −0.048(0.246) −71.24 −17.50 1.02 0.00 −0.048(0.246) −0.168(0.253) −0.048(0.246) −71.24 −17.50
0.5 −0.105(0.153) 0.034(0.145) −68.07 −19.51 1.02 0.00 −0.034(0.145) −0.105(0.153) −0.034(0.145) −68.07 −19.51
0.9 −0.032(0.045) −0.012(0.042) −62.49 −21.12 1.02 0.00 −0.012(0.042) −0.032(0.045) −0.012(0.042) −62.49 −21.12
50 0 −1.150(0.734) −0.215(0.821) −81.33 −37.78 1.60 3.58 −0.220(0.813) −1.150(0.734) −0.215(0.821) −81.33 −37.78
0.5 −1.068(0.718) −0.254(0.696) −76.24 −42.43 1.60 10.90 −0.270(0.676) −1.068(0.718) −0.254(0.696) −76.24 −42.43
0.9 −0.849(0.609) −0.222(0.540) −73.81 −44.11 1.60 31.36 −0.277(0.490) −0.849(0.609) −0.222(0.540) −73.81 −44.11
0.2 5 0 −0.045(0.151) −0.010(0.153) −78.84 −2.91 1.15 0.00 −0.010(0.153) −0.044(0.149) −0.009(0.151) −79.46 −2.68
0.5 −0.044(0.107) −0.013(0.108) −71.27 −6.30 1.15 0.00 −0.013(0.108) −0.039(0.101) −0.011(0.102) −72.62 −5.42
0.9 −0.035(0.050) −0.009(0.053) −74.54 −12.14 1.15 0.59 −0.009(0.053) −0.017(0.034) −0.004(0.036) −78.08 −5.68
10 0 −0.099(0.221) −0.022(0.226) −78.03 −6.29 1.22 0.00 −0.022(0.226) −0.092(0.214) −0.019(0.219) −79.31 −5.73
0.5 −0.096(0.164) −0.027(0.166) −71.55 −11.47 1.22 0.00 −0.027(0.166) −0.079(0.148) −0.019(0.151) −75.36 −9.28
0.9 −0.082(0.087) −0.021(0.093) −74.06 −20.30 1.22 6.49 −0.023(0.090) −0.033(0.048) −0.005(0.053) −84.01 −8.67
50 0 −0.563(0.582) −0.071(0.702) −87.40 −12.77 2.34 5.22 −0.081(0.684) −0.491(0.542) −0.061(0.640) −87.60 −12.16
0.5 −0.661(0.514) −0.108(0.637) −83.65 −22.85 2.34 17.49 −0.150(0.581) −0.467(0.406) −0.083(0.474) −82.31 −22.23
0.9 −0.737(0.445) −0.137(0.566) −81.47 −32.44 2.34 38.25 −0.251(0.451) −0.164(0.126) −0.036(0.141) −78.17 −29.41
0.5 5 0 −0.028(0.151) −0.002(0.154) −92.77 0.59 1.49 0.00 −0.002(0.154) −0.026(0.146) −0.002(0.149) −92.81 0.61
0.5 −0.044(0.127) −0.008(0.132) −82.44 −1.43 1.49 0.00 −0.008(0.132) −0.031(0.107) −0.005(0.111) −82.94 −0.90
0.9 −0.077(0.078) −0.010(0.098) −86.53 −9.95 1.49 12.46 −0.015(0.090) −0.013(0.032) −0.002(0.034) −85.61 −0.57
10 0 −0.064(0.218) −0.005(0.229) −91.37 0.66 1.80 0.00 −0.005(0.229) −0.056(0.207) −0.005(0.216) −91.90 0.73
0.5 −0.098(0.186) −0.014(0.205) −85.97 −2.21 1.80 0.27 −0.014(0.205) −0.066(0.155) −0.008(0.168) −87.27 −0.66
0.9 −0.161(0.125) −0.020(0.171) −87.87 −15.89 1.80 25.19 −0.041(0.143) −0.028(0.047) −0.003(0.053) −89.61 −2.84
50 0 −0.435(0.540) −0.010(0.708) −97.64 2.15 4.37 7.69 −0.033(0.665) −0.352(0.492) −0.019(0.600) −94.71 −0.80
0.5 −0.585(0.469) −0.021(0.698) −96.38 −6.75 4.37 23.23 −0.111(0.573) −0.349(0.351) −0.045(0.430) −87.09 −12.84
0.9 −0.742(0.399) −0.031(0.684) −95.86 −18.71 4.37 43.44 −0.243(0.454) −0.112(0.099) −0.021(0.114) −81.04 −22.26
1 5 0 −0.024(0.151) −0.000(0.155) −99.25 1.32 1.76 0.00 −0.000(0.155) −0.021(0.146) −0.000(0.149) −99.45 1.26
0.5 −0.044(0.133) −0.005(0.140) −87.73 0.48 1.76 0.00 −0.005(0.140) −0.029(0.110) −0.004(0.114) −85.40 0.39
0.9 −0.092(0.085) −0.008(0.115) −91.07 −8.02 1.76 17.42 −0.018(0.101) −0.012(0.031) −0.002(0.033) −84.70 −0.18
10 0 −0.052(0.219) 0.000(0.231) −99.87 2.74 2.45 0.00 0.000(0.231) −0.043(0.204) 0.001(0.214) −97.97 2.59
0.5 −0.097(0.191) −0.006(0.220) −93.57 2.60 2.45 0.84 −0.007(0.219) −0.057(0.153) −0.003(0.168) −94.75 2.73
0.9 −0.186(0.133) −0.010(0.201) −94.38 −11.71 2.45 29.94 −0.046(0.156) −0.023(0.044) −0.002(0.049) −91.20 −0.78
50 0 −0.415(0.531) 0.002(0.710) −99.59 5.34 7.27 8.04 −0.024(0.661) −0.303(0.465) −0.009(0.565) −97.19 1.92
0.5 −0.572(0.459) −0.005(0.709) −99.08 −3.38 7.27 23.99 −0.104(0.570) −0.276(0.314) −0.028(0.383) −89.81 −8.22
0.9 −0.739(0.390) −0.011(0.704) −98.53 −15.67 7.27 44.14 −0.240(0.452) −0.079(0.081) −0.012(0.094) −84.39 −16.43
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5.2 Multiple networks
We now generate data according to model (3.11). For simplicity, we consider a balanced
case: each of the R networks has the same number, m, of individuals. The matrices Wr and
X˜ are generated as in Section 5.1. That is, each Wr is the normalized adjacency matrix of (a
realization of) a Watts-Strogatz graph, and the regressors are drawn in each repetition, k˜/2 of
them from a standard normal distribution, and the other k˜/2 from a Unif(0, 1) distribution.
Errors and the fixed effects αr are drawn (in each repetition) from N(0, 1) distributions, and
we set γ = δ = ιk˜ and σ = 1.
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Table 3 compares λˆaML to the estimator λˆLLL obtained by maximizing the Lee et al.
(2010) likelihood lLLL(σ
2, λ), for a range of values of R, m, and k˜.22 We choose λ = 0.5,
and set the parameters of the Watts-Strogatz random graph to h = 5 and p = 0.2. When
W is row normalized, λˆaML performs similarly to λˆLLL.
23 In fact, it has lower bias (but
note that the bias of λˆLLL is already very small in most of the cases considered in the table)
and slightly slower RMSE. As expected, the relative performance of λˆLLL improves as k˜
increases.24 When W is spectrally normalized, λˆLLL cannot be obtained, so only results for
λˆaML are reported. The simulation results show that λˆaML performs very satisfactorily even
in that case.
Table 2: Comparison of λˆML and λˆaML on a Watts-Strogatz network of size n = 200, with
λ = .5 and h = 5. ∆% refers to a percentage change from λˆML to λˆaML.
Row normalization Spectral normalization
λˆML λˆaML λˆML λˆaML
p k˜ bias(s.d.) bias(s.d.) ∆%|bias| ∆%RMSE bias(s.d.) bias(s.d.) ∆%|bias| ∆%RMSE
0 2 −0.053(0.104) −0.017(0.101) −67.29 −12.32 −0.053(0.104) −0.017(0.101) −67.29 −12.32
6 −0.072(0.095) −0.013(0.092) −81.54 −22.13 −0.072(0.095) −0.013(0.092) −81.54 −22.13
10 −0.086(0.091) −0.011(0.088) −87.22 −29.41 −0.086(0.091) −0.011(0.088) −87.22 −29.41
0.2 2 −0.050(0.116) −0.015(0.117) −71.09 −7.09 −0.038(0.102) −0.010(0.103) −72.47 −4.96
6 −0.055(0.104) −0.011(0.104) −80.26 −10.97 −0.039(0.087) −0.007(0.088) −82.03 −7.71
10 −0.059(0.096) −0.009(0.097) −84.55 −13.82 −0.039(0.078) −0.005(0.078) −86.65 −9.80
0.5 2 −0.049(0.132) −0.009(0.138) −82.39 −1.72 −0.028(0.103) −0.005(0.106) −81.88 −0.48
6 −0.048(0.123) −0.008(0.128) −84.19 −2.83 −0.022(0.086) −0.003(0.088) −84.18 −0.85
10 −0.048(0.116) −0.006(0.121) −86.38 −3.43 −0.018(0.074) −0.002(0.075) −86.07 −1.19
1 2 −0.047(0.137) −0.006(0.146) −88.13 0.56 −0.025(0.105) −0.003(0.109) −87.54 0.61
6 −0.043(0.129) −0.005(0.137) −88.03 0.64 −0.018(0.088) −0.002(0.090) −88.64 0.56
10 −0.041(0.124) −0.005(0.131) −88.62 0.47 −0.014(0.075) −0.002(0.077) −88.69 0.47
Table 4 reports empirical coverages of Wald confidence intervals based on first-order
asymptotic normality of λˆLLL (in the columns headed by WLLL), empirical coverages of Wald
21The simulated model is one in which fixed effects and regressors are random and independent of each
other, and W is non-stochastic. Note that we could allow for some correlation between fixed effects and
regressors, but this is not needed for our purposes.
22Some results for larger R are given in Table S.2 in the Supplement.
23Note that, as for the design in Section 5.1, in the present setting the set Λa is the same in all repetitions.
24Similarly to the cross-sectional case, the reduction in RMSE is higher for lower values of p (for example,
in the extreme case p = 0, ∆%RMSE is -4.417, -14.707, -24.278 when k˜ is 2, 6, 10, respectively, and R = 10,
m = 20).
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Table 3: Model (3.11) with λ = 0.5, h = 5 and p = 0.2. ∆% refers to a percentage change
from λˆLLL to λˆaML.
Row normalization Spectral normalization
λˆLLL λˆaML λˆaML
k˜ R m bias(s.d.) bias(s.d.) ∆%|bias| ∆%RMSE bias(s.d.)
2 10 20 −0.032(0.209) −0.016(0.210) −49.93 −0.58 −0.007(0.170)
30 −0.021(0.130) −0.011(0.130) −49.68 −0.94 −0.007(0.111)
20 20 −0.015(0.149) −0.008(0.149) −48.86 −0.08 −0.004(0.119)
30 −0.011(0.091) −0.006(0.090) −46.48 −0.60 −0.003(0.078)
30 20 −0.010(0.120) −0.005(0.120) −48.23 −0.25 −0.002(0.098)
30 −0.007(0.073) −0.004(0.073) −44.79 −0.40 −0.003(0.065)
6 10 20 −0.053(0.200) −0.014(0.202) −73.94 −2.31 −0.005(0.141)
30 −0.033(0.117) −0.010(0.117) −70.68 −2.98 −0.004(0.093)
20 20 −0.025(0.140) −0.006(0.141) −74.59 −0.87 −0.002(0.098)
30 −0.016(0.081) −0.005(0.081) −70.50 −1.29 −0.002(0.065)
30 20 −0.017(0.113) −0.004(0.114) −76.75 −0.55 −0.002(0.080)
30 −0.011(0.066) −0.003(0.066) −69.45 −0.80 −0.002(0.053)
10 10 20 −0.070(0.196) −0.013(0.199) −81.28 −4.12 −0.004(0.128)
30 −0.041(0.110) −0.008(0.111) −80.24 −5.92 −0.005(0.084)
20 20 −0.033(0.133) −0.005(0.134) −83.58 −2.30 −0.002(0.086)
30 −0.020(0.074) −0.005(0.074) −77.00 −3.12 −0.002(0.057)
30 20 −0.023(0.106) −0.004(0.106) −81.81 −2.00 −0.001(0.069)
30 −0.013(0.059) −0.003(0.059) −79.55 −2.36 −0.001(0.046)
confidence intervals based on first-order asymptotic normality of λˆaML (in the columns headed
by WaML), and empirical coverages of saddlepoint confidence intervals based on λˆaML (in the
columns headed by saML). Since λˆLLL is not available when W is spectrally normalized,
we only report the case of row normalized W .25 The nominal size is 95%. We consider
equi-tailed two-sided confidence intervals, and right-sided confidence intervals of the form
(−∞, λU ), where λU is a suitably selected upper end-point.26 The errors εri are generated
independently from either (a) a standard normal distribution, (b) a gamma distribution with
shape parameter 1 and scale parameter 1, demeaned by the population mean. Mean, variance,
skewness, and kurtosis are 0, 1, 0, 3 in case (a) and 0, 1, 2, 9 in case (b). The Wald confidence
intervals based on λˆaML offer an improvement over Wald confidence intervals based on λˆLLL
when k˜ is not too small, and particularly in the case of right sided confidence intervals. The
Lugannani–Rice approximation delivers a further improvement, and indeed the coverages of
the saddlepoint confidence intervals based on λˆaML are excellent in all cases considered in the
table, even under the gamma distribution. Conversely, the empirical coverage of the Wald
confidence intervals based on λˆLLL is acceptable in the two-sided case when R = m = 30, but
quickly deteriorates as k˜ increases or n decreases, and is considerably worse in the right-sided
25When W is spectrally normalized, coverages of the confidence intervals based on λˆaML are similar to the
case of row normalization.
26The 95% Wald confidence intervals are λˆ±1.96√vˆ (two-sided) and (−∞, λˆ+1.645√vˆ) (right-sided), where
λˆ is either λˆLLL or λˆaMLE, and vˆ denotes the asymptotic variance given in Proposition 6.1 of Lee et al. (2010)
and evaluated at the LLL or aMLE estimates of λ, β, σ2.
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case. Of course, one minus a coverage in the table gives the size of the test for λ = 0 obtained
by inverting the confidence interval. Table S.4 in the Supplement reports coverages under
other severely non-normal distributions; again, the saddlepoint confidence intervals based on
the adjusted QMLE are very accurate in all cases considered.
Table 4: Empirical coverages of 95% confidence intervals in model (3.11) with λ = 0, h = 5,
and p = 0.2. The error distribution is either a standard normal or a centered gamma(1, 1),
and W is row normalized.
Normal Gamma
Two-sided Right-sided Two-sided Right-sided
k˜ R m WLLL WaML saML WLLL WaML saML WLLL WaML saML WLLL WaML saML
2 10 20 0.942 0.941 0.949 0.935 0.941 0.949 0.945 0.944 0.951 0.939 0.943 0.951
30 0.946 0.945 0.950 0.938 0.945 0.949 0.946 0.945 0.950 0.940 0.946 0.949
20 20 0.946 0.946 0.950 0.940 0.944 0.950 0.948 0.948 0.952 0.942 0.946 0.951
30 0.947 0.947 0.950 0.942 0.946 0.950 0.949 0.949 0.951 0.943 0.948 0.950
30 20 0.947 0.947 0.950 0.943 0.946 0.950 0.949 0.949 0.951 0.945 0.948 0.950
30 0.948 0.947 0.949 0.944 0.948 0.949 0.949 0.949 0.951 0.945 0.949 0.949
6 10 20 0.933 0.933 0.948 0.916 0.934 0.948 0.935 0.935 0.950 0.916 0.936 0.951
30 0.937 0.938 0.948 0.919 0.941 0.949 0.939 0.940 0.949 0.924 0.943 0.950
20 20 0.943 0.942 0.949 0.932 0.942 0.949 0.943 0.943 0.950 0.930 0.942 0.949
30 0.944 0.944 0.949 0.931 0.945 0.949 0.944 0.945 0.950 0.930 0.945 0.950
30 20 0.944 0.944 0.949 0.934 0.944 0.949 0.946 0.945 0.950 0.934 0.944 0.951
30 0.945 0.945 0.948 0.934 0.945 0.949 0.946 0.947 0.950 0.934 0.947 0.950
10 10 20 0.921 0.924 0.946 0.898 0.928 0.947 0.922 0.925 0.948 0.897 0.930 0.948
30 0.925 0.932 0.947 0.895 0.936 0.948 0.928 0.934 0.948 0.899 0.938 0.947
20 20 0.935 0.937 0.948 0.916 0.939 0.948 0.936 0.938 0.949 0.918 0.940 0.948
30 0.938 0.941 0.948 0.919 0.943 0.948 0.939 0.942 0.949 0.920 0.943 0.949
30 20 0.940 0.943 0.949 0.922 0.942 0.950 0.942 0.943 0.949 0.925 0.943 0.949
30 0.943 0.945 0.949 0.925 0.945 0.949 0.942 0.944 0.949 0.926 0.945 0.949
6 Conclusions
Recentering the profile score for a parameter of interest is one possible way to deal with
nuisance parameters. In this paper, we have applied this general principle to the estimation
of the autoregressive parameter λ in a spatial autoregression. The resulting adjusted QMLE
for λ successfully reduces the bias in the QMLE, provides confidence intervals with excellent
coverage properties (and hence tests for λ with excellent size properties) even when the
dimension of the nuisance parameter is large, and is as straightforward to compute as the
original QMLE. The adjusted QMLE can also solve the incidental parameter problem that
occur, for example, in social network models with network fixed effects. However, due to
the fact that the parameter space for λ is usually restricted to a certain interval, the spatial
autoregressive setting presents challenges for the score adjustment procedure that do not arise
in other models. Namely, the distributions of the QMLE and of its adjusted version can be
supported on different intervals, which means that a comparison between the two estimators
is not straightforward. Our simulations suggest that the adjusted QMLE generally performs
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better than the QMLE in terms of RMSE, particularly in models with a large number of
covariates.
This paper has focused on a simple version of a spatial autoregressive model. In empirical
applications, it is typically desirable to extend the model in various directions. For example,
one may want to allow for endogeneity coming from X or W , or for model errors that are
subject to a spatial autoregressive structure themselves. Such extensions would not preclude
the use of the score adjustment procedure, but would typically imply that the expectation
of the profile score for λ depends on nuisance parameters. In that case, as discussed in
McCullagh and Tibshirani (1990), the expectation would need to be obtained numerically,
rather than analytically, and the resulting estimating equation would be unbiased up to some
order, rather than being exactly unbiased.
It is also worth mentioning that it should be possible to use the score adjustment proce-
dure in conjunction with modifications to the QMLE that allow for unknown heteroskedas-
ticity (see, e.g., Liu and Yang, 2015). Finally, the adjusted QMLE should be effective also in
models where the number of regressors k is increasing with the sample size (see, e.g. Gupta
and Robinson, 2018). If k increases sufficiently quickly with n, then the adjusted QMLE
should have advantages, with respect to the QMLE, even in terms of first-order asymptotics.
Appendix A Auxiliary results
Lemma A.1. Let W be a weights matrix, and ω a semisimple real eigenvalue ω of W . The
set of full column rank matrices X such that tr(MXQω) = 0 is a µRn×k-null set.
Proof. We need to show that A := {X ∈ Rn×k : rank(X) = k and tr(MXQω) = 0} is a
µRn×k -null set. This is equivalent to showing that B := {X ∈ Rn×k : det(X ′X)tr(MXQω) =
0} is a µRn×k -null set, because A ={X ∈ Rn×k : rank(X) = k}∩B. But det(X ′X)tr(MXQω)
is a polynomial in the entries of X, as it is clear from writing det(X ′X)tr(MXQω) =
det(X ′X)tr(Qω) − tr(Xadj(X ′X)X ′Qω). Hence B is an algebraic variety, and as such it
is either a µRn×k -null set or the whole Rn×k. The latter case is easily ruled out.
Lemma A.2. If W is symmetric, condition (3.10) is satisfied for any X.
Proof. If W is symmetric, v′(G(λ)− tIn)2v ≥ 0 for any t ∈ R, any v ∈ Rn, and any λ such
that det(S(λ)) 6= 0. It follows that, for any t ∈ R, any u ∈ Rm, any m×n matrix C, and any λ
such that det(S(λ)) 6= 0, u′C(G(λ)− tIn)2C ′u ≥ 0 and hence tr
(
C(G(λ)− tIn)2C ′
) ≥ 0. Let
us now choose C to be an (n− k)×n matrix such that CC ′ = In−k and C ′C = MX , and t to
be tr(MXG(λ))/(n−k). Then, tr
(
C(G(λ)− tIn)2C ′
)
= tr(MXG
2(λ))− [tr(MXG(λ))]2/(n−
k) = −(n− k)δa(λ). The proof is completed on noting that tr
(
C(G(λ)− tIn)2C ′
)
= 0 if and
only if G(λ), and hence W , is a scalar multiple of In, which is ruled out by the maintained
assumption that W has at least one negative and at least one positive eigenvalue.
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Lemma A.3. For any semisimple nonzero real eigenvalue ω of W ,
(i) if tr(MXQω) > 0 then limλ↑ω−1 tr(MXG(λ)) = +∞ and limλ↓ω−1 tr(MXG(λ)) = −∞;
(ii) if tr(MXQω) = 0 then limλ→ω−1 tr(MXG(λ)) is bounded;
(iii) if tr(MXQω) < 0 then limλ↑ω−1 tr(MXG(λ)) = −∞ and limλ↓ω−1 tr(MXG(λ)) = +∞.
Proof. Let Sp(W ) denote the spectrum (defined as the set of distinct eigenvalues) of W .
For any λ ∈ R \ Sp(W ), consider the function f(z) := z(1− λz)−1 from C \ {λ−1} to C, and
let f (i)(z) denote its i-th order derivative. Since f(z) is defined at each eigenvalue of W , the
matrix G(λ), for any λ ∈ R \ Sp(W ), admits the spectral resolution (e.g., Meyer, 2000, p.
603)
G(λ) =
∑
χ∈Sp(W )
kχ−1∑
i=0
f (i)(χ)
j!
(W − χIn)iTχ, (A.1)
where kχ denotes the index of an eigenvalue χ, and Tχ denotes the projector onto the gen-
eralized eigenspace null
(
(W − χIn)kχ
)
along col
(
(W − χIn)kχ
)
. If an eigenvalue ω of W is
semisimple (and only in that case), then kω = 1, and hence
tr(MXG(λ)) = f(ω)tr(MXQω) +
∑
χ∈Sp(W )\{ω}
kχ−1∑
i=0
f (i)(χ)
j!
tr
(
MX(W − χIn)iTχ
)
. (A.2)
The stated result obtains, because all derivatives f (i)(χ) are bounded for λ 6= χ−1.
Lemma A.4. For any semisimple nonzero real eigenvalue ω of W , if y /∈ null(MXS(ω−1)),
then limλ→ω−1 la(λ) is
(i) −∞ if tr(MXQω) > 0;
(ii) bounded if tr(MXQω) = 0;
(iii) +∞ if tr(MXQω) < 0.
Proof. The result can be proved by looking at the two terms that make up sa2(λ) in
expression (3.5): (n − k)(y′W ′MXS(λ)y)/(y′S(λ)′MXS(λ)y) and −tr(MXG(λ)). Consider
an arbitrary nonzero real eigenvalue ω of W . If y /∈ null(MXS(ω−1)), the function λ 7→
(n−k)(y′W ′MXS(λ)y)/(y′S(λ)′MXS(λ)y) is continuous at λ = ω−1 because it is well defined
at λ = ω−1, and is well defined in a neighborhood of λ = ω−1 (the last claim follows by Lemma
S.1.1 in the online supplement to Hillier and Martellosio, 2018a). The proof is completed on
using Lemma A.3 to establish the limiting behavior of the term −tr(MXG(λ)) as λ→ ω−1.
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Lemma A.5. For any semisimple nonzero real eigenvalue ω of W , [tr(MXG(λ))]
2 − (n −
k)tr(MXG
2(λ))→ +∞ as λ→ ω−1 if tr(MXQω) < 0.
Proof. This proof is based on the proof of Lemma A.3. For any λ ∈ R \ Sp(W ), consider
the function g(z) = f2(z) = z2(1− λz)−2 from C \ {λ−1} to C, and let g(i)(z) denote its
i-th order derivative. Then, for any λ ∈ R \ Sp(W ), a spectral resolution of G2(λ) is given
by the right hand side of equation (A.1) with all f (i)(·) replaced by g(i)(·). Hence, for an
arbitrary semisimple nonzero real eigenvalue ω of W , tr(MXG
2(λ)) can be expressed as in
the right hand side of (A.2), with f replaced by g. Since all derivatives g(i)(χ) are bounded
for λ 6= χ−1, limλ→ω−1 tr(MXG2(λ)) = −∞ if tr(MXQω) < 0. The proof is completed on
observing that, by Lemma A.3, limλ→ω−1 [tr(MXG(λ))]
2 = +∞ if tr(MXQω) < 0.
Lemma A.6. Suppose that, in a SAR model, col(X) is an invariant subspace of W . Then
the adjusted log-likelihood function la(σ
2, λ) is the same as the quasi log-likelihood function
for (σ2, λ) based on Dy, for any full rank (n− k)× n matrix D such that DX = 0, and for
any y ∈ Rn.
Proof. We only provide a sketch of the proof here; full details are given in Section S.9 of the
Supplement. If col(X) is an invariant subspace W , there exists a unique k×k matrix A such
that WX = XA, and hence S−1(λ)X = X(Ik−λA)−1, for any λ such that S(λ) is invertible.
Thus, when col(X) is an invariant subspace W , the SAR model y = S−1(λ)Xβ + σS−1(λ)ε
can be written as y = X(Ik − λA)−1β + σS−1(λ)ε, which corresponds to the spatial error
model (4.1) with β replaced by (Ik − λA)−1β. Intuitively, the lemma then follows from
the fact that, for a spatial error model, the adjusted (quasi) log-likelihood la(σ
2, λ) is the
same as the restricted, or residual, quasi log-likelihood for (σ2, λ) (see Section S.8.2.2 in the
Supplement).
Appendix B Proofs
Proof of Proposition 3.1. The adjusted likelihood la(σ
2, λ) is defined by the property
that its gradient is the score sa(σ
2, λ) given in equation (3.4), for any σ > 0 and any λ ∈ Λu,
where, recall, Λu := {λ ∈ R : det(S(λ)) 6= 0}. Solving the two equations
∂la(σ
2, λ)
∂σ2
= −n− k
2σ2
+
1
2σ4
y′S′(λ)MXS(λ)y,
∂la(σ
2, λ)
∂λ
=
1
σ2
y′W ′MXS(λ)y − tr(MXG(λ)),
gives, up to an additive constant,
la(σ
2, λ) = −n− k
2
log(σ2)− 1
2σ2
y′S′(λ)MXS(λ)y +
∫
tr(MXG(λ)) dλ.
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Using elementary complex analysis, the integral
∫
tr(MXG(λ)) dλ can be expressed in terms
of the matrix logarithm. For λ ∈ (−1, 1), logS(λ) admits the convergent power series rep-
resentation −∑∞k=1 1kλkW k, from which it is immediately clear that ddλ logS(λ) = −G(λ).
This expression for ddλ logS(λ) can be extended over the set Λu, by selecting a suitable branch
of the matrix logarithm. Let Ξ := {1− λω : λ ∈ R, ω ∈ Sp(W )}, where Sp(W ) denotes the
set of eigenvalues of W , be the subset of C formed by the eigenvalues of S(λ) as λ ranges
over R. Since Ξ is formed by a finite number of lines in C going through 1, there must
exist a half line l in C starting from the origin that does not intersect Ξ. In the rest of
the proof, log denotes the matrix logarithm associated to the branch cut l. Then, logS(λ),
and hence its first derivative, is holomorphic over C\l. Since C\l is a connected set and
Λu ⊂ C\l, the identity theorem for holomorphic functions implies that ddλ logS(λ) = −G(λ)
for any λ ∈ Λu. It follows that tr(MX logS(λ)) is an antiderivative of −tr(MXG(λ)), and
hence that Re[tr(MX logS(λ))] is a real antiderivative of −tr(MXG(λ)), for any λ ∈ Λu,
which completes the proof.
Proof of Theorem 1. According to Assumption 1, MXS(ω
−1) 6= 0, for any nonzero real
eigenvalue ω of W . Hence null(MXS(ω
−1)) is a µRn-null set, for any nonzero real eigenvalue
ω of W . The result follows by Lemma A.4.
Proof of Lemma 3.1. (i) For any semisimple eigenvalue ω of W , Qω is a projector onto
col(Qω) = null(W − ωIn), so null(W − ωIn) ⊆ col(X) if and only if MXQω = 0, which
is obviously sufficient for tr(MXQω) = 0. (ii) Let Hω be a matrix whose columns form
an orthonormal basis for null(W − ωIn). If W is symmetric, Qω = HωH ′ω (the orthogonal
projector onto null(W − ωIn)), and hence tr(MXQω) = tr(H ′ωMXHω). Observe now that,
since MX is positive semidefinite, all diagonal entries of H
′
ωMXHω are nonnegative. Thus,
tr(MXQω) ≥ 0, and the desired conclusion follows from (i).
Proof of Proposition 3.2. According to Lemma A.5, condition (3.10) implies that
tr(MXQω) ≥ 0 for all semisimple eigenvalues ω such that ω−1 ∈ Λa. Hence, by Theo-
rem 1, as λ approaches the reciprocals of such eigenvalues, la(λ) either a.s. diverges to −∞
or is a.s. bounded, provided that Assumption 1 holds. The former case is impossible by the
definition of Λa, so la(λ) must be a.s. continuous on the whole Λa (after extension of the
domain of la(λ) to include any zeros of det(S(λ)) in Λa). By the definition of Λa we also
have that la(λ) → −∞ a.s. at the extremes of Λa. We now show that the second derivative
l¨a(λ) of la(λ) is negative at any critical point of la(λ) in Λa. This implies that la(λ) a.s. has
a single critical point in Λa, corresponding to a maximum (that is, it is single-peaked with
no stationary inflection points). Write
l¨a(λ) = (n− k)
(
− (ac− b
2)
(aλ2 − 2bλ+ c)2 +
(b− aλ)2
(aλ2 − 2bλ+ c)2
)
− tr(MXG2(λ)),
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where a := y′W ′MXWy, b := y′W ′MXy, c := y′MXy. The first order condition sa2(λ) = 0
implies
(b− aλ)2
(aλ2 − 2bλ+ c)2 =
1
(n− k)2 [tr(MXG(λ))]
2,
so that, at any critical point of la(λ),
l¨a(λ) = −(n− k) (ac− b
2)
(aλ2 − 2bλ+ c)2 +
1
n− k [tr(MXG(λ))]
2 − tr(MXG2(λ)). (B.1)
By the Cauchy-Schwarz inequality the first of the three terms on the right hand side of (B.1)
is nonpositive. Hence condition (3.10) is sufficient for l¨a(λ) to be negative at any zero of
sa2(λ) in Λa, which completes the proof.
Proof of Proposition 3.3. If Wrιmr = ιmr , for all r = 1, . . . , R, then col(
⊕R
r=1 ιmr) is an
invariant subspace of W =
⊕R
r=1Wr. Since Frιmr = 0, for all r = 1, . . . , R, the desired claim
follows by Lemma A.6.
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Appendix S.1 Details on Assumption 1
The following lemma provides an analysis of Assumption 1.
Lemma S.1.1.
(i) If MX(zIn −W ) = 0 then z is a real eigenvalue of W .
(ii) For fixed W and X, the condition MX(ωIn −W ) = 0 can be satisfied at most by one
eigenvalue ω of W .
(iii) For any real eigenvalue ω of W , MX(ωIn−W ) = 0 if and only if col⊥(X) ⊆ null(W ′−
ωIn).
(iv) For any real eigenvalue ω of W , if MX(ωIn − W ) = 0 then k ≥ n − gω, where gω
denotes the geometric multiplicity of ω.
(v) For any real eigenvalue ω of W , a necessary condition for MX(ωIn −W ) = 0 is that
all eigenvectors of W associated with eigenvalues other than ω are in col(X).1 The
condition is also sufficient if W is diagonalizable.
Proof. (i) Clearly z must be real, because if MX(zIn −W ) = 0 then (Re(z) + Im(z))MX =
MXW , which implies Im(z) = 0. If z is not an eigenvalue of W then rank(MX(zIn −W )) =
n − k and hence MX(zIn − W ) cannot be 0, since k < n. (ii) Straightforward, because
MX(ω1In − W ) = MX(ω2In − W ) implies ω1 = ω2. (iii) Follows from col(ωIn − W ) =
null⊥(ωIn −W ′), and the fact that A ⊆ B if and only if B⊥ ⊆ A⊥, for any two subspaces A
and B. (iv) In order for col(ωIn−W ) to be a subset of col(X), the dimension of col(X) must
not be smaller than that of col(ωIn −W ), that is, it must hold that k ≥ rank(ωIn −W ) =
1When saying that an eigenvector of W is in col(X), we take it as given that the vector space field used
to define col(X) is Cn, not Rn. If the field was Rn, the condition should read “the real parts and imaginary
parts of all eigenvectors of W associated with eigenvalues other than ω are in col(X)”.
1
n−nullity(ωIn−W ) = n− gω (the nullity of a matrix being the dimension of its null space).
(v) If MX(ωIn −W ) = 0 then MX(ωIn −W )v = 0 for any v ∈ Cn, that is,
ωMXv = MXWv. (S.1.1)
Suppose now v is an eigenvector of W associated to the eigenvalue κ. Then equation
(S.1.1) gives ωMXv = κMXv, which implies that v must be in col(X) if κ 6= ω. If
W is diagonalizable, we can write W = HDH−1, where D := diag(ωIgω , ω ∈ Sp(W ))
is the diagonal matrix containing the eigenvalues (ordered in some arbitrary manner) of
W , and H is the matrix of eigenvectors. Sufficiency of the condition follows, because
MX(ωIn −W ) = MXHdiag
(
(ω − χ)Inχ , χ ∈ Sp(W )
)
H−1.
In view of part (i) of Lemma S.1.1, Assumption 1 could be reformulated asMX(zIn−W ) 6=
0 for any z in R (or in C). Part (iii) shows that Assumption 1 is the same as the condition
used in Preinerstorfer and Po¨tscher (2017) for identifiability of the spatial autoregressive
parameter in a spatial error model (as it should be, because the SAR and spatial error models
have the same profile log-likelihood l(λ) under Assumption 1; see Martellosio, 2018). Part
(iv) indicates how large k must be in order for the identifiability issue related to Assumption
1 to arise.
Note that the set of (full rank) matrices X such that Assumption 1 is violated for a given
W is a null set with respect to any absolutely continuous distribution of X on Rn×k. The
condition that the distribution of X is absolutely continuous would of course not be satisfied
if some of the columns of X were fixed (e.g., there are group intercepts as in Example 2.1).
In that case, Assumption 1 may be violated for any draw of the remaining columns.
The next result states some consequences of a violation of Assumption 1 on the profile
log-likelihood l(λ); see also Martellosio (2018).
Lemma S.1.2. Suppose Assumption 1 is violated for some eigenvalue ω of W . In both the
SAR and the spatial error model:
(i) if ω 6= 0, the profile log-likelihood l(λ) is a.s. unbounded from above in a neighborhood
of ω−1;
(ii) if ω = 0, then, up to additive constants and a.s., l(λ) = log|det(S(λ))|, for any λ such
that det(S(λ)) 6= 0.
Proof. (i) For any λ such that rank(S(λ)) = n, and for any y /∈ null(MXS(λ)), the profile
log-likelihood l(λ) for a SAR model is given by equation (2.4). Note that equation (2.4)
holds a.s. for any fixed λ such that rank (S(λ)) = n, because null(MXS(λ)) is a µRn-null set
when rank(S(λ)) = n (since k < n). If Assumption 1 is violated for an eigenvalue ω (which
must be real and unique by parts (i) and (ii) of Lemma S.1.1) of W , then MX(ωIn−W ) = 0
2
and hence MXS(λ) = (1− λω)MX . Substituting this last equation into (2.4) gives, for any
y /∈ col(X),
l(λ) = log|det(S(λ))| − n log|1− λω| − n
2
log(y′MXy) (S.1.2)
= log

∣∣∣∏κ∈Sp(W )\{ω}(1− λκ)nκ ∣∣∣
(y′MXy)
n
2
− (n− nω) log(|1− λω|), (S.1.3)
where nκ denotes the algebraic multiplicity of an eigenvalue κ. The first term in equation
(S.1.3) is a.s. bounded as λ → ω−1. The second term goes to +∞ as λ → ω−1, because
nω < n by the assumption that W has at least one positive and one negative eigenvalues.
Thus, limλ→ω−1 l(λ) = +∞ a.s. (ii) If Assumption 1 is violated for ω = 0, equation (S.1.2)
gives l(λ) = log|det(S(λ))| − n2 log(y′MXy), for any y /∈ col(X).
Remark S.1.1. More can be said about λˆML in case (ii) of Lemma S.1.2. In that case, λˆML
is a zero of tr(G(λ)), because ddλ log|det(S(λ))| = −tr(G(λ)) and log|det(S(λ))| → −∞ as λ
approaches any real zero of det(S(λ)). For many weights matrices W , tr(G(λ)) has the same
sign as λ on Λ, which implies that log|det(S(λ))| is single-peaked on Λ with peak at 0, and
hence λˆML = 0. For example, tr(G(λ)) has the same sign as λ on Λ whenever all eigenvalues
of W are real and tr(W ) = 0.
Appendix S.2 The profile log-likelihood l(λ)
This section establishes that the (quasi) profile log-likelihood function l(λ), given in equation
(2.4), is a.s. well defined. Let us start by considering a fixed y ∈ Rn. For any λ such that
S(λ) is nonsingular, β and σ2 can be concentrated out of the log-likelihood (2.3) if and
only if there is no β ∈ Rk such that S(λ)y − Xβ 6= 0, or equivalently, if MXS(λ)y 6= 0.
If MXS(λ)y = 0 for some λ such that S(λ) is nonsingular, then y is fitted perfectly (zero
residuals) by the SAR model and the profile log-likelihood is not defined for that value of λ.
More precisely, if MXS(λ)y = 0 is satisfied by a unique value λ¯ of λ, then the profile log-
likelihood function approaches +∞ as λ approaches λ¯. If MXS(λ)y = 0 for more than one
value of λ, then MXS(λ)y = 0 for any λ (see Lemma S.1.1 in the online supplement to Hillier
and Martellosio, 2018a), and hence the whole profile log-likelihood function is undefined.
Let us now turn to the case of random y. Provided that the distribution of y is absolutely
continuous with respect to µRn , the set of y’s such that MXS(λ)y = 0, for a fixed λ such that
S(λ) is nonsingular, is µRn-null (because null(MXS(λ)) has dimension k if rank(S(λ)) = n,
and k < n by assumption). That is, the profile log-likelihood l(λ) is a.s. well defined at
any fixed value of λ such that S(λ) is nonsingular. This does not imply that the function
λ 7→ l(λ) is a.s. well defined, because the fact that null(MXS(λ)) is µRn-null for any λ such
that det(S(λ)) 6= 0 does not guarantee that the uncountable union of null(MXS(λ)) over the
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set {λ ∈ Rn : det(S(λ)) 6= 0} is µRn-null. That the function l(λ) is a.s. well defined on its
domain is established by the following result.
Lemma S.2.1. In a SAR model, the profile log-likelihood function l(λ) is a.s. well defined
for any λ such that S(λ) is nonsingular.
Proof. We need to show that the set A := {y ∈ Rn : MXS(λ)y = 0 for some λ such
that det(S(λ)) 6= 0} is a µRn-null set. Suppose first that Assumption 1 is violated for
an eigenvalue ω, which must be real and unique by parts (i) and (ii) of Lemma S.1.1, of
W . That is, MX(ωIn −W ) = 0, which implies MXS(λ) = (1 − λω)MX , and hence A =
col(X), which is clearly µRn-null since k < n by assumption. For the rest of the proof,
suppose Assumption 1 holds. We establish that A is a µRn-null set by showing that the
larger set B := {y ∈ Rn : MXS(λ)y = 0 for some λ ∈ R} is a µRn-null set. Note that
B = {y ∈ Rn : rank(y,Wy,X) < k + 2}, and that rank(y,Wy,X) < k + 2 if and only if
the determinants of all (k + 2)× (k + 2) submatrices of (y,Wy,X) are zero (or, equivalently,
if and only if det((y,Wy,X)′(y,Wy,X)) = 0). Hence, B is an algebraic variety and as
such it is either a µRn-null set or the whole Rn. We now show that B cannot be Rn under
Assumption 1. Noting that the problem is invariant to a change of basis for Rn, we can
take X = (en−k+1, . . . , en) = (0, Ik)′, where ei is the i-th standard unit vector. In order for
B = Rn, the determinants of all (k + 2) × (k + 2) submatrices of (y,Wy,X) must be zero
for all y ∈ Rn. Recalling that n ≥ k + 2 by assumption, this requires, in particular, that the
matrix [
yi (Wy)i
yj (Wy)j
]
is singular for any i, j ≤ n − k, and for any y ∈ Rn (note that if the assumption n ≥ k + 2
was violated, then B would be equal to Rn). Now, yi(Wy)j − yj(Wy)i = 0 for any y ∈ Rn
implies (Wy)i = αyi and (Wy)j = αyj , for some scalar α. Hence, in order for B = Rn there
must be a scalar α such that y − αWy ∈ col(X) for any y, which contradicts Assumption 1.
Thus, B, and hence A, must be a µRn-null set.
It is worth noting that, provided it is well defined, l(λ) is C∞ between any two consecutive
real zeros of det(S(λ)) (because the term log|det(S(λ))| in equation (2.4) is). Also, on
comparing equation (2.4) for l(λ) and equation (3.8) for la(λ), it is clear that the statement
of Lemma S.2.1 also applies to la(λ). Finally, recall from above that the set null(MXS(z))
(the set of y’s that are perfectly fitted by a SAR model with λ = z) is µRn-null for any
z such S(z) is nonsingular. For the values of z such that S(z) is singular (i.e., for the
values z = ω−1, for the nonzero real eigenvalues ω of W ), null(MXS(z)) is a µRn-null set if
Assumption 1 holds, whereas null(MXS(z)) is the whole Rn if Assumption 1 is violated. In
the next section we will prove a result, Lemma S.4.2, that establishes the limiting behavior
of la(λ) as λ→ ω−1 when y ∈ null(MXS(ω−1)).
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Appendix S.3 Remarks on Proposition 3.1
Remark S.3.1. From the proof of Proposition 3.1 it is clear that if S(λ) does not have
any real nonpositive eigenvalues, then the principal matrix logarithm (that is, the logarithm
associated to the branch cut (−∞, 0]) can be used in equation (3.7). This is certainly the
case for any λ ∈ Λ, because S(λ) is positive definite on Λ. A different branch cut is required
to evaluate la(σ
2, λ) outside Λ.
Remark S.3.2. Proposition 3.1 shows that the effect of the score adjustment on the profile
log-likelihood (3.1) is to replace n with n− k and the term log|det(S(λ))| = Re[tr(logS(λ))]
with Re[tr(MX logS(λ))], for any λ such that S(λ) is invertible. If we restrict attention to λ ∈
Λ, then S(λ) is positive definite, and the adjustment amounts to replacing log(det(S(λ))) =
tr(logS(λ)) with tr(MX logS(λ)) (the matrix logarithm here can be taken to be the principal
one, by the previous remark).
Appendix S.4 Further results related to Theorem 1
The following lemma complements Lemma 3.1 in the main text by giving a condition for
tr(MXQω) = 0 in terms of right and left eigenvectors of W associated to ω.
Lemma S.4.1. For any simple eigenvalue ω of W , tr(MXQω) = 0 if and only if l
′MXh = 0,
for some (and hence all) h ∈ null(W −ωIn) and for some (and hence all) l ∈ null(W ′−ωIn).
Proof of Lemma S.4.1. If ω is simple, Qω = hl
′/l′h for some (and hence all) h ∈ null(W −
ωIn) and for some (and hence all) l ∈ null(W ′ − ωIn). It follows that tr(MXQω) = 0 if and
only if tr(l′MXh) = 0, or equivalently l′MXh = 0.
It is a well known fact in linear algebra that left and right eigenvectors corresponding
to the same eigenvalue cannot be orthogonal. Lemma S.4.1 establishes that tr(MXQω) = 0
if and only if left and right eigenvectors corresponding to ω are orthogonal after orthogonal
projection onto col⊥(X).
Next, recall that the conclusions in Theorem 1 require y /∈ null(MXS(ω−1)), with
null(MXS(ω
−1)) a µRn-null set under Assumption 1. It is therefore of interest to eluci-
date what happens when y ∈ null(MXS(ω−1)). Note that if y ∈ null(MXS(ω−1)) and
y ∈ null(MXS(λ)) for some λ ∈ R/{ω−1}, then, by Lemma S.1.1 in the online supplement to
Hillier and Martellosio (2018a), y ∈ null(MXS(λ)) for every λ, and hence la(λ) is undefined
for every λ.
Lemma S.4.2. Consider an arbitrary semisimple nonzero real eigenvalue ω of W . If y ∈
null(MXS(ω
−1)), and y /∈ null(MXS(λ)) for any λ ∈ R/{ω−1}, then limλ→ω−1 la(λ) is
(i) −∞ if tr(MXQω) > n− k;
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(ii) bounded if tr(MXQω) = n− k;
(iii) +∞ if tr(MXQω) < n− k.
Proof. Assume y ∈ null(MXS(ω−1)), and y /∈ null(MXS(λ)) for any λ ∈ R/{ω−1}. Then,
sa2(λ) in equation (3.5) is well defined for every λ such that S(λ) is non singular. Since
y ∈ null(MXS(ω−1)), we have MXWy = ωMXy and hence MXS(λ)y = (1 − λω)MXy.
Plugging this last expression into equation (3.5), we obtain
sa2(λ) = (n− k)ω(1− λω)y
′MXy
(1− λω)2y′MXy − tr(MXG(λ))
= (n− k) ω
1− λω − tr(MXG(λ)).
Equation (A.2) now gives
sa2(λ) = ((n− k)− tr(MXQω)) ω
1− λω −
∑
χ∈Sp(W )\{ω}
kχ−1∑
i=0
f (i)(χ)
j!
tr
(
MX(W − χIn)iTχ
)
.
Since all derivatives f (i)(χ) are bounded for λ 6= χ−1, it follows that: if tr(MXQω) < n− k,
then limλ↑ω−1 sa2(λ) = +∞ and limλ↓ω−1 sa2(λ) = −∞, that is, limλ→ω−1 la(λ) = +∞; if
tr(MXQω) > n − k, then limλ→ω−1 la(λ) = −∞; if tr(MXQω) = n − k, then limλ→ω−1 la(λ)
is bounded.
Finally, we remark that, for a fixed eigenvalue ω, the statement of Theorem 1 does not
require the full Assumption 1, but only that col(ωIn − W ) * col(X) for that specific ω.
However, the result is trivial whenever Assumption 1 fails, because in that case la(λ) is flat
(and hence tr(MXQω) = 0); see Martellosio (2018).
Appendix S.5 Additional simulation evidence
Appendix S.5.1 Relationship between the adjusted MLE and the unre-
stricted MLE
We report some simulation evidence on the relationship between the adjusted MLE λˆaML
and the unrestricted MLE λˆuML. We employ the simulation design that is used in Section
5.1 for Table 1, with W row normalized, and λ = 0.5.
In Table S.1, the columns headed by “λˆuML > 1” and “λˆaML > 1” report the percentage
of Monte Carlo repetitions in which, respectively, λˆuML > 1 and λˆaML > 1; the columns
headed by “ua” report the percentage of times that λˆuML > 1 out of all repetitions in which
λˆaML > 1; the columns headed by “au” report the percentage of times that λˆaML > 1 out of
all repetitions in which λˆuML > 1.
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The main conclusions are as follows. Firstly, the probabilities that λˆuML and λˆaML are
greater than 1 increase with the density of W and with the rewiring probability p. The table
reports the estimate of these probabilities only for λ = 0.5; of course, the probabilities would
be larger for larger values of λ. Secondly, when λˆuML is greater than 1, λˆaML is almost always
greater than 1 too, and, on the other hand, the probability that λˆuML is greater than 1 given
that λˆaML is greater than 1 is decreasing in k˜ and increasing in p.
Table S.1: Study of the probabilities that λˆuML and λˆaML are greater than 1, for a SAR
model on a Watts-Strogatz network of size n = 200, when W is row normalized, λ = 0.5,
and the errors are i.i.d. N(0, 1)
k˜ = 1 k˜ = 3 k˜ = 5
p h λˆuML > 1 λˆaML > 1 ua au λˆuML > 1 λˆaML > 1 ua au λˆuML > 1 λˆaML > 1 ua au
0 5 0 0 − − 0 0 − − 0 0 − −
10 0 0 − − 0 0 − − 0 0 − −
50 2.64 3.45 76.43 100.00 0.57 11.18 5.12 100.00 0.12 21.13 0.58 100.00
75 24.09 26.28 91.63 100.00 5.38 29.74 51.59 99.73 9.69 33.20 29.20 100.00
0.2 5 0 0 − − 0 0 − − 0 0 − −
10 0.00 0.00 100.00 100.00 0.00 0.00 50.00 100.00 0 0 − −
50 14.76 16.16 91.34 100.00 10.84 18.09 59.91 100.00 8.15 19.68 41.43 100.00
75 33.15 33.41 99.23 100.00 32.24 33.79 95.28 99.86 30.91 34.07 90.70 99.96
0.5 5 0.00 0.00 94.12 100.00 0.00 0.00 100.00 100.00 0.00 0.00 66.67 100.00
10 0.49 0.51 96.01 100.00 0.27 0.35 76.98 100.00 0.22 0.33 65.49 100.00
50 22.95 23.11 99.30 100.00 22.22 23.33 95.21 99.96 21.33 23.52 90.68 100.00
75 34.13 34.19 99.84 100.00 34.02 34.36 98.84 99.83 33.97 34.55 98.17 99.86
1 5 0.01 0.01 94.83 100.00 0.00 0.01 80.00 100.00 0.00 0.00 65.91 100.00
10 1.09 1.10 98.77 100.00 0.95 1.01 93.55 100.00 0.79 0.90 88.23 100.00
50 23.83 23.88 99.78 100.00 23.89 24.16 98.73 99.86 23.96 24.31 98.26 99.70
75 34.16 34.21 99.84 100.00 33.91 34.32 98.65 99.82 34.08 34.55 98.39 99.75
Appendix S.5.2 Large R
Table S.2 extends the results reported in Table 3 in the paper to the case when R = 100 and
W is row normalized. At the sample sizes considered in the table, the bias of both the LLL
estimator and the adjusted QMLE is small, but, as expected, the adjusted QMLE still offers
an improvement especially when k˜ is large.
Table S.3 extends Table 4 in the paper to the case when R = 100, for various values
of k˜. Even at these sample sizes, the coverage of the Wald confidence intervals deteriorates
significantly as k˜ increases (particularly for the case of the confidence intervals based on
the QMLE), but that is not the case for the saddlepoint confidence intervals based on the
adjusted QMLE.
Appendix S.5.3 Non-normality
Table S.4 extends Table 4 in the paper to other non-normal distributions. More specifically,
the errors εri are generated independently from either: (a) a Laplace(0, 2
−1/2) distribution,
7
Table S.2: Model (3.11) with R = 100, λ = 0.5, h = 5 and p = 0.2, when W is row
normalized.
λˆLLL λˆaML
k˜ m bias(s.d.) bias(s.d.) ∆%|bias| ∆%RMSE
2 20 −0.003(0.068) −0.001(0.069) −53.61 −0.01
30 −0.003(0.043) −0.001(0.043) −44.20 −0.01
10 20 −0.009(0.067) −0.002(0.067) −82.70 −0.57
30 −0.006(0.041) −0.001(0.041) −81.93 −1.30
20 20 −0.015(0.065) −0.001(0.066) −91.46 −2.07
30 −0.010(0.039) −0.001(0.039) −89.12 −3.36
30 20 −0.022(0.064) −0.002(0.064) −93.17 −5.16
30 −0.014(0.037) −0.001(0.037) −92.37 −5.94
Table S.3: Empirical coverages of 95% confidence intervals in model (3.11) with R = 100,
λ = 0, h = 5, and p = 0.2. The error distribution is a standard normal, and W is row
normalized.
Two-sided Right-sided
k˜ m WLLL WaML saML WLLL WaML saML
2 20 0.950 0.950 0.951 0.945 0.947 0.951
30 0.949 0.949 0.950 0.947 0.949 0.950
10 20 0.947 0.948 0.950 0.939 0.948 0.950
30 0.948 0.948 0.950 0.936 0.947 0.949
20 20 0.945 0.947 0.950 0.928 0.947 0.950
30 0.944 0.946 0.948 0.928 0.947 0.949
30 20 0.939 0.944 0.948 0.917 0.944 0.950
30 0.941 0.947 0.949 0.919 0.947 0.949
50 20 0.928 0.942 0.947 0.896 0.943 0.949
30 0.934 0.946 0.949 0.901 0.948 0.949
(b) a χ3 distribution, standardized so that its mean is 0 and its variance is 1, (c) a gamma
distribution with shape parameter 1/2 and scale parameter 1, standardized so that its mean
is 0 and its variance is 1. Skewness and kurtosis are, respectively, 0 and 6 in case (a);√
8/3 = 1.63 and 7 in case (b); 23/2 = 2.83 and 15 in case (c).
Appendix S.6 The Lugannani–Rice approximation
This section provides additional details about the approximation needed for the construc-
tion of the confidence intervals in Section 3.5 of the paper. The first-order Lugannani–Rice
approximation to the cdf Pr(V ≤ v) of a random variable V having cumulant generating
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function (cgf) KV (·) is
P˜r(V ≤ v) :=
 Φ(wˆ) + φ(wˆ)
(
1
wˆ − 1uˆ
)
, if v 6= E(V ),
1
2 +
K′′′V (0)
6
√
2pi(K
′′
V (0))
3
2
, if v = E(V ),
(S.6.1)
where Φ(·) and φ(·) denote the cdf and pdf of the standard normal distribution, respectively,
primes denote derivatives, and
wˆ := sgn(sˆ)
√
−2KV (sˆ), uˆ := sˆ
√
K ′′V (sˆ), (S.6.2)
where the saddlepoint value sˆ is determined by K ′V (sˆ) = v (see, e.g., Butler, 2007, p. 12).
This is a normal-based approximation. For extensions to non-normal bases, see Wood et al.
(1993).
Formula (S.6.1) can be used to derive an approximation to the cdf of λˆaML based on the
equality Pr(λˆaML ≤ z;β, σ2, λ) = Pr(y′S′(z)R(z)S(z)y ≤ 0) (equation (3.9) in the paper),
which, remember, requires la(λ) to be single-peaked. More precisely, formula (S.6.1) can
be applied with V = 1
σ2
y′S′(z)R(z)S(z)y and v = 0. The cgf of 1
σ2
y′S′(z)R(z)S(z)y when
y ∼ N(S−1(λ)Xβ, σ2[S′(λ)S(λ)]−1) is
KV (s) = −1
2
log(det(In − 2sB(z, λ)))− 1
2σ2
β′X ′
(
In − (In − 2sB(z, λ))−1
)
Xβ, (S.6.3)
for s ∈ (1/(2bmin), 1/(2bmax)), where
B(z, λ) :=
1
2
[
S(z)S−1(λ)
]′[
R(z) +R′(z)
][
S(z)S−1(λ)
]
,
and bmin and bmax denote, respectively, the smallest and the largest eigenvalues of B(z, λ).
2
We define P˜r(λˆaML ≤ z;β, σ2, λ) := P˜r(y′S′(z)R(z)S(z)y ≤ 0). It is interesting to note
that the approximation is available in closed form in the case z = λ. This is because
E(y′S′(λ)R(λ)S(λ)y) = 0 (see Section 3.1 in the paper), and therefore the expression at the
bottom of equation (S.6.1) applies when approximating Pr(y′S′(z)R(z)S(z)y ≤ 0). Specifi-
cally, the probability that λˆaML underestimates λ has the closed form expression
P˜r(λˆaML ≤ λ;β, σ2, λ) = 1
2
+
K ′′′′V (0)
6
√
2pi(K
′′
V (0))
3
2
.
2It is easily verified that the cgf of y′Ay, for a symmetric A and when y ∼ N(µ,Σ) is
− 1
2
log(det(In − 2sAΣ)) − 12µ′
(
In − (In − 2sAΣ)−1
)
Σ−1µ. Equation (S.6.3) obtains immediately from this
expression on rewriting the quadratic form V = 1
σ2
y′S′(z)R(z)S(z)y as V = y˜′B(z, λ)y˜, with y˜ := 1
σ
S(λ)y ∼
N( 1
σ
Xβ, In).
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Table S.4: Empirical coverages of 95% confidence intervals in model (3.11) with λ = 0, h = 5, and p = 0.2. The error distribution
is either a Laplace(0, 2−1/2), a χ3, or gamma(1/2, 1) (with the χ3 and the gamma distributions standardized to have mean zero
and variance 1), and W is row normalized.
Laplace Chi-square Gamma
Two-sided Right-sided Two-sided Right-sided Two-sided Right-sided
k˜ R m WLLL WaML saML WLLL WaML saML WLLL WaML saML WLLL WaML saML WLLL WaML saML WLLL WaML saML
2 10 20 0.945 0.944 0.951 0.938 0.942 0.950 0.944 0.943 0.950 0.938 0.943 0.950 0.946 0.945 0.953 0.938 0.944 0.952
30 0.947 0.946 0.951 0.940 0.945 0.951 0.945 0.944 0.950 0.940 0.945 0.950 0.949 0.948 0.953 0.943 0.949 0.951
20 20 0.947 0.946 0.950 0.942 0.945 0.950 0.947 0.946 0.949 0.942 0.945 0.950 0.948 0.948 0.951 0.943 0.947 0.952
30 0.948 0.947 0.950 0.942 0.947 0.950 0.948 0.947 0.950 0.942 0.947 0.949 0.949 0.948 0.951 0.944 0.949 0.949
30 20 0.948 0.948 0.951 0.944 0.946 0.949 0.948 0.947 0.950 0.943 0.947 0.950 0.948 0.948 0.951 0.943 0.947 0.951
30 0.949 0.949 0.950 0.944 0.948 0.950 0.949 0.949 0.950 0.945 0.949 0.949 0.949 0.949 0.951 0.946 0.950 0.949
6 10 20 0.935 0.935 0.949 0.920 0.936 0.949 0.932 0.933 0.949 0.912 0.934 0.949 0.938 0.936 0.951 0.922 0.937 0.951
30 0.937 0.939 0.949 0.920 0.940 0.950 0.937 0.939 0.950 0.917 0.941 0.949 0.939 0.941 0.951 0.918 0.943 0.949
20 20 0.943 0.943 0.950 0.931 0.942 0.950 0.942 0.942 0.949 0.929 0.943 0.949 0.942 0.942 0.950 0.929 0.942 0.950
30 0.944 0.945 0.949 0.932 0.945 0.950 0.945 0.945 0.950 0.931 0.946 0.950 0.945 0.946 0.951 0.932 0.946 0.949
30 20 0.944 0.945 0.949 0.935 0.944 0.950 0.944 0.945 0.949 0.933 0.944 0.949 0.945 0.946 0.951 0.934 0.945 0.950
30 0.946 0.946 0.949 0.935 0.946 0.949 0.946 0.947 0.950 0.935 0.946 0.950 0.947 0.948 0.951 0.937 0.948 0.950
10 10 20 0.921 0.927 0.948 0.894 0.932 0.949 0.918 0.924 0.947 0.890 0.929 0.949 0.920 0.927 0.950 0.889 0.931 0.950
30 0.930 0.937 0.949 0.905 0.939 0.949 0.928 0.933 0.948 0.901 0.937 0.949 0.928 0.935 0.949 0.899 0.939 0.949
20 20 0.935 0.939 0.949 0.914 0.940 0.949 0.937 0.939 0.949 0.918 0.940 0.949 0.937 0.939 0.950 0.917 0.941 0.949
30 0.940 0.944 0.950 0.920 0.944 0.950 0.938 0.942 0.949 0.916 0.943 0.949 0.939 0.942 0.949 0.918 0.944 0.948
30 20 0.942 0.943 0.949 0.930 0.944 0.949 0.940 0.942 0.949 0.924 0.942 0.950 0.942 0.944 0.950 0.925 0.943 0.951
30 0.943 0.945 0.949 0.928 0.945 0.950 0.943 0.945 0.949 0.927 0.945 0.949 0.943 0.945 0.949 0.925 0.946 0.949
Appendix S.7 Recentering the score for λ alone
The adjusted QMLE λaML is obtained by recentering the profile score s(σ
2, λ); see Section
3.1. It is natural to wonder what would happen if, instead, one were to treat σ2 as a nuisance
parameter, and recenter the profile score for λ alone, say s(λ) (i.e., the score associated to
the log-likelihood (2.4)). To investigate, first we recenter s(λ) under a stronger assumption
than the assumption we used to recenter s(σ2, λ), the latter assumption being E(ε) = 0 and
var(ε) = In.
3 Under the stronger assumption, recentering s(λ) produces the same estimator
for λ as recentering s(σ2, λ). But, of course, recentering s(λ) does not automatically deliver
an adjusted estimator of σ2, which is needed for inference on λ. Then, we show how a small
modification of the procedure produces the same unbiased estimating equation for λ derived
in the paper (equation (3.6)), without the need for the stronger distributional assumption.
The log-likelihood obtained after profiling out both β and σ2 from the (quasi) log-
likelihood l(β, σ2, θ) is given in equation (2.4), and the associated profile score is
s(λ) := n
y′W ′MXS(λ)y
y′S′(λ)MXS(λ)y
− tr(G(λ)). (S.7.1)
We now show that s(λ) can be recentered under the assumption that the distribution of y is a
scale-mixture of the N(S−1(λ)Xβ, σ2(S′(λ)S(λ))−1) distribution. By Lemma S.7.1 given at
the end of this subsection, the expectation of s(λ) when y ∼ N(S−1(λ)Xβ, σ2(S′(λ)S(λ))−1
(or, equivalently, ε ∼ N(0, I)) is given by
E(s(λ)) =
n
n− k tr(MXG(λ))− tr(G(λ)), (S.7.2)
which is generally nonzero. The adjusted profile score for λ is therefore
sa(λ) := s(λ)− E(s(λ)) = n y
′W ′MXS(λ)y
y′S′(λ)MXS(λ)y
− n
n− k tr(MXG(λ)), (S.7.3)
with associated profile likelihood l∗a(λ) :=
∫
sa(λ) dλ. In terms of the score sa2(λ) in equation
(3.5), sa(λ) =
n
n−ksa2(λ), which implies that the associated estimating equations are identical.
Of course, up to additive constants, we also have l∗a(λ) =
n
n−k la(λ), la(λ) being the log-
likelihood given in equation (3.8). In fact, equation (S.7.2) is quite robust to deviations
from normality. For one thing, it is evident that, as a function of y, s(λ) is scale-invariant,
which implies that its properties under Gaussian assumptions will be retained under all scale-
mixtures of the N(S−1(λ)Xβ, σ2(S′(λ)S(λ))−1) distribution for y. This is a much broader
class of distributions for y.
Also, the result holds approximately in much greater generality, since the first term on
3That the assumption E(ε) = 0 and var(ε) = In is not sufficient for an exact recentering of s(λ) could also
be seen by noticing that the assumption is not sufficient for the profile adjusted score sa2(λ) given in equation
(3.5) to be (exactly) unbiased (even though it is sufficient for the estimating equation (3.6) to be unbiased).
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the right hand side of equation (S.7.2) can be interpreted as a Laplace approximation to the
expectation of the ratio of quadratic forms in equation (S.7.1); see Lieberman (1994).
Thus, so far we have shown that the estimator λˆaML, which has been produced in the
paper by recentering s(σ2, λ), can be also obtained by recentering s(λ) under a stronger
distributional assumption. There is an alternative way to produce λˆaML starting from the
score s(λ), without the stronger assumption. The denominator y′S′(λ)MXS(λ)y in expres-
sion (S.7.1) for s(λ) is a.s. positive. Hence, the score equation s(λ) = 0 is a.s. equivalent to
the equation
y′W ′MXS(λ)y − tr(G(λ))
n
y′S′(λ)MXS(λ)y = 0. (S.7.4)
This estimating equation can be recentered assuming only that E(S(λ)y) = Xβ and
var(S(λ)y) = σ2In (or, equivalently, E(ε) = 0 and var(ε) = In). Under such assumptions,
E
(
y′W ′MXS(λ)y − tr(G(λ))
n
y′S′(λ)MXS(λ)y
)
= σ2
(
tr(MXG(λ))− n− k
n
tr(G(λ))
)
,
which is generally different from 0. The recentered version of equation (S.7.4) is therefore
y′W ′MXS(λ)y − tr(G(λ))
n
y′S′(λ)MXS(λ)y − σ2
(
tr(MXG(λ))− n− k
n
tr(G(λ))
)
= 0,
which now involves the unknown σ2. But, replacing σ2 with its unbiased estimator given λ,
1
n−ky
′S′(λ)MXS(λ)y gives the equation
y′W ′MXS(λ)y − tr(MXG(λ))
n− k y
′S′(λ)MXS(λ)y = 0,
which is the same as the estimating equation (3.6) in the paper.
Finally, we observe that, depending on W and X, E(s(λ)) in equation (S.7.2) can be
positive, zero, or negative for a given λ. Unreported simulations suggest that, in most cases
of interest for applications, E(s(λ)) < 0 for λ ∈ Λ, or at least for λ ∈ (−1, 1), which typically
induces a negative bias in λˆML. Note that if E(s(λ)) < 0 for all λ ∈ Λ and s(λ) has a unique
zero on Λ (see Proposition 3.2), then λˆaML > λˆML for any y.
The lemma required to obtain equation (S.7.2) under normality is:
Lemma S.7.1. For any n× n nonrandom matrix A, and for z ∼ N(Xβ, σ2In),
E
(
z′AMXz
z′MXz
)
=
tr(AMX)
n− k .
Proof. Let C be a matrix such that CC ′ = In−k and C ′C = MX . We can write, uniquely,
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z = V z1 + C
′z2, where V := X(X ′X)−1/2, z1 := (X ′X)−1/2X ′z, and z2 = Cz. Thus
z′AMXz
z′MXz
=
z′2CAC ′z2
z′2z2
+
z′1V ′AC ′z2
z′2z2
.
Note that z1 ∼ N((X ′X)1/2β, σ2In), z2 ∼ N(0, σ2In−k), and z1 and z2 are independent.
The expectation of z′1V ′AC ′z2/z′2z2 with respect to z1 is β′(X ′X)1/2V ′AC ′z2/z′2z2, and the
expectation with respect to z2 is then zero, because the distribution of z2 is invariant under
z2 → −z2. The proof is completed on noting that the ratio z′2CAC ′z2/z′2z2 is independent
of its denominator (Pitman, 1937), and hence has expected value equal to tr(AMX)/(n− k).
Appendix S.8 Spatial error model
A spatial error model is a particular case of a regression model with correlated errors, which
we write as y = Xβ + u, with E(u) = 0 and var(u) = σ2Σ(θ). We assume that X is fixed,
but of course one could condition on a random X if X and u are assumed to be independent.
The parameter θ belongs to some subset Θ ⊆ Rp, and it is assumed that Σ(θ) is positive
definite for any θ ∈ Θ and differentiable in θ. We also define a matrix A(θ) such that
A′(θ)A(θ) = Σ−1(θ). The model can the be written as y = Xβ + σA−1ε, with E(ε) = 0 and
var(ε) = In. In the spatial error model case, we may take A(θ) = S(λ).
In Section S.8.1 we derive expression (4.3) for the adjusted profile log-likelihood la(σ
2, θ),
in the context of a general Σ(θ), by recentering the profile score for θ. Then, in Section S.8.2,
we show that the corresponding adjusted likelihood is equivalent to the likelihood suggested
by other inferential approaches.
Appendix S.8.1 The adjusted profile log-likelihood
The quasi log-likelihood prevailing under the assumption ε ∼ N(0, In) is
l(β, σ2, θ) := −n
2
log(σ2)− 1
2
log(det(Σ(θ)))− 1
2σ2
(y −Xβ)′Σ−1(θ)(y −Xβ),
where (β, σ2, θ) ∈ Rk × R+ ×Θ, and additive constants are omitted.
Provided that y /∈ col(X), β can be concentrated out of l(β, σ2, θ).4 The MLE of β given
θ is βˆML(θ) :=
(
X ′Σ−1(θ)X
)−1
X ′Σ−1(θ)y. Thus, the profile log-likelihood for (σ2, θ) is
l(σ2, θ) := l(βˆML(θ), σ
2, θ) = −n
2
log(σ2)− 1
2
log(det(Σ(θ)))− 1
2σ2
y′U(θ)y, (S.8.1)
4If y ∈ col(X), the model provides perfect fit. Of course, col(X) is a µRn -null set, since k < n by
assumption.
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where
U(θ) :=
(
In −X
(
X ′Σ−1(θ)X
)−1
X ′Σ−1(θ)
)′
A′(θ)A(θ)
(
In −X
(
X ′Σ−1(θ)X
)−1
X ′Σ−1(θ)
)
= A′(θ)MA(θ)XA(θ).
The score associated to the log-likelihood (S.8.1) is
s(σ2, θ) :=
[
ds(σ2,θ)
dσ2
ds(σ2,θ)
dθ
]
=
[ − n
2σ2
+ 1
2σ4
y′U(θ)y
−12tr
(
Σ−1(θ)dΣ(θ)dθ
)
+ 1
2σ2
y′U(θ)dΣ(θ)dθ U(θ)y
]
. (S.8.2)
Due to the presence of the nuisance parameter β, the score s(σ2, θ) is generally biased.
In order to obtain an unbiased estimating equation, we recenter s(σ2, θ). Using the fact that
U(θ)X = 0, we can write
s(σ2, θ) =
[ − n
2σ2
+ 1
2σ4
u′U(θ)u
−12tr
(
Σ−1(θ)dΣ(θ)dθ
)
+ 1
2σ2
u′U(θ)dΣ(θ)dθ U(θ)u
]
=
[ − n
2σ2
+ 1
2σ2
ε′MA(θ)Xε
−12tr
(
Σ−1(θ)dΣ(θ)dθ
)
+ 12ε
′MA(θ)XA(θ)
dΣ(θ)
dθ A
′(θ)MA(θ)Xε
]
.
Assuming that E(ε) = 0 and var(ε) = In, we have
E(s(σ2, θ)) =
[ − n
2σ2
+ n−k
2σ2
1
2tr
(
X(X ′Σ−1(θ)X)−1X ′ dΣ
−1(θ)
dθ
) ], (S.8.3)
where we have used
E
(
ε′MA(θ)XA(θ)
dΣ(θ)
dθ
A′(θ)MA(θ)Xε
)
= tr
(
MA(θ)XA(θ)
dΣ(θ)
dθ
A′(θ)MA(θ)X
)
= tr
(
MA(θ)XA(θ)
dΣ(θ)
dθ
A′(θ)
)
= tr
((
In −A(θ)X(X ′Σ−1(θ)X)−1X ′A′(θ)
)
A(θ)
dΣ(θ)
dθ
A′(θ)
)
= tr
(
Σ−1(θ)
dΣ(θ)
dθ
)
− tr
(
X(X ′Σ−1(θ)X)−1X
dΣ−1(θ)
dθ
)
. (S.8.4)
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Hence, the adjusted score is
sa(σ
2, θ) := s(σ2, θ)− E(s(σ2, θ)) =
[
sa1(σ
2, θ)
sa2(σ
2, θ)
]
=
[
1
2σ4
y′U(θ)y − n−k
2σ2
−12tr
(
Σ−1(θ)dΣ(θ)dθ
)
+ 1
2σ2
y′U(θ)dΣ(θ)dθ U(θ)y − 12tr
(
X(X ′Σ−1(θ)X)−1X ′ dΣ
−1(θ)
dθ
) ].
Note that setting sa1(σ
2, θ) = 0 gives
σˆ2aML(θ) =
y′U(θ)y
n− k ,
the adjusted QMLE of σ2 for given θ. The likelihood corresponding to sa(σ
2, θ) is
la(σ
2, θ) = −n− k
2
log(σ2)− 1
2σ2
y′U(θ)y − 1
2
log(det(Σ(θ)))− 1
2
log
(
det
(
X ′Σ−1(θ)X
))
,
(S.8.5)
and hence the profile adjusted likelihood for θ only is
la(θ) := la(σˆ
2
aML(θ), θ)
= −n− k
2
log(y′U(θ)y)− 1
2
log(det(Σ(θ)))− 1
2
log
(
det
(
X ′Σ−1(θ)X
))
. (S.8.6)
In the same way as for the SAR model (see Section 3.1), an alternative to recentering the
score s(σ2, θ) would be to profile out both β and σ2 from the (quasi) log-likelihood l(β, σ2, θ)
(provided that y /∈ col(X)), and then recenter the score s(θ). We now report the related
calculations, for completeness. Note that recentering s(θ) produces the same likelihood as
(S.8.6), but under a normality assumption, and does not produce a corrected estimator for
σ2.
The MLE’s of β and σ2 given θ are βˆML(θ) :=
(
X ′Σ−1(θ)X
)−1
X ′Σ−1(θ)y and σˆ2ML(θ) :=
y′U(θ)y
n . Thus the profile log-likelihood for θ only is
l(θ) := l(βˆML(θ), σˆ
2
ML(θ), θ) = −
n
2
log
(
y′U(θ)y
)− 1
2
log(det(Σ(θ))). (S.8.7)
The score associated to the log-likelihood (S.8.7) is
s(θ) :=
dl(θ)
dθ
=
n
2
y′U(θ)dΣ(θ)dθ U(θ)y
y′U(θ)y
− 1
2
tr
(
Σ−1(θ)
dΣ(θ)
dθ
)
=
n
2
u′U(θ)dΣ(θ)dθ U(θ)u
u′U(θ)u
− 1
2
tr
(
Σ−1(θ)
dΣ(θ)
dθ
)
=
n
2
ε′MA(θ)XA(θ)
dΣ(θ)
dθ A
′(θ)MA(θ)Xε
ε′MA(θ)Xε
− 1
2
tr
(
Σ−1(θ)
dΣ(θ)
dθ
)
, (S.8.8)
15
where in the second line we have used U(θ)X = 0, and in the third the definition U(θ) :=
A′(θ)MA(θ)XA(θ) and the fact that ε = 1σA(θ)u.
The ratio of quadratic forms in (S.8.8) is independent of its denominator (Pitman, 1937).
Hence, its expectation under the assumption underlying (S.8.7) (that is, y ∼ N(Xβ, σ2Σ(θ)),
or equivalently ε ∼ N(0, σ2In)) is
E
(
ε′MA(θ)XA(θ)
dΣ(θ)
dθ A
′(θ)MA(θ)Xε
)
E
(
ε′MA(θ)Xε
)
=
1
n− k
{
tr
(
Σ−1(θ)
dΣ(θ)
dθ
)
+ tr
(
X(X ′Σ−1(θ)X)−1X ′
dΣ−1(θ)
dθ
)}
,
where we have used expression (S.8.4). The adjusted score sa(θ) := s(θ)−E(s(θ)) is therefore
n
2
{
y′U(θ)dΣ(θ)dθ U(θ)y
y′U(θ)y
− 1
n− k
[
tr
(
dΣ(θ)
dθ
Σ−1(θ)
)
+ tr
(
X(X ′Σ−1(θ)X)−1X ′
dΣ−1(θ)
dθ
)]}
= − n
2(n− k)
{
−(n− k)y
′U(θ)dΣ(θ)dθ U(θ)y
y′U(θ)y
+ tr(dΣ(θ)Σ−1(θ))
+ tr
(
X(X ′Σ−1(θ)X)−1X ′
dΣ−1(θ)
dθ
)}
.
Integration of sa(θ) gives
l∗a(θ) :=
n
n− k
{
−n
2
log
(
y′U(θ)y
)− 1
2
log(det(Σ(θ)))− 1
2
log
(
det
(
X ′Σ−1(θ)X
))}
=
n
n− k la(θ).
Appendix S.8.2 Other interpretations of la(σ
2, θ) and la(θ)
Appendix S.8.2.1 GX-invariance
The adjusted log-likelihoods la(σ
2, θ) and la(θ), given respectively in equation (S.8.5) and
(S.8.6), are genuine likelihoods. The next lemma shows that la(θ) corresponds to the density
of v := Cy/‖Cy‖, where C is an (n− k) × n matrix such that CC ′ = In−k and C ′C = MX
(that is, the columns of C form an orthonormal basis for col⊥(X)), and with the convention
that v := 0 if Cy = 0. The vector v is a maximal invariant under the group GX defined in
Section 4, so in the present context recentering the profile score for θ amounts to imposing
GX -invariance. The lemma is established under the assumption that u has an elliptically
symmetric distribution with no atom at the origin. We note that a similar result to Lemma
S.8.1 is stated in Rahman and King (1997).
Lemma S.8.1. Assume that, in a spatial error model, u has an elliptically symmetric distri-
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bution with Pr(u = 0) = 0. Then, la(θ) corresponds to the density of the maximal invariant
v.
Proof of Lemma S.8.1. (i) Under the stated assumption, the density function of the
maximal invariant v with respect to the normalized invariant measure on the sphere {v ∈
Rn−k : ‖v‖ = 1} is
f(v; θ) = 2 det(CΣ(θ)C ′)−
1
2
(
v′
(
CΣ(θ)C ′
)−1
v
)−n−k
2
; (S.8.9)
see, e.g., Kariya (1980), who considers the case when u has a density, and note that existence
of the density of u is not required for (S.8.9), because the density of v is the same for any
elliptically symmetric distribution of u. Now,
det(CΣ(θ)C ′) = det(Σ(θ)) det
(
X ′Σ−1(θ)X
)(
det(X ′X)
)−1
(e.g., Verbyla, 1990), and, since the columns of C span col⊥(X), it is easily seen that
C ′(CΣ(θ)C ′)−1C = U(θ). It follows that the likelihood of θ based on v is proportional
to
(det(Σ(θ)))−
1
2
(
det
(
X ′Σ−1(θ)X
))− 1
2
(
y′U(θ)y
y′MXy
)−n−k
2
,
which is equivalent to the log-likelihood (S.8.6).
Similarly, it is easily seen that, under the assumption in Lemma S.8.1, la(σ
2, θ) corre-
sponds to the density of a maximal invariant under the group of transformations y → y+Xδ.
Appendix S.8.2.2 Restricted likelihood
The adjusted log-likelihood la(σ
2, θ) given in equation (S.8.5) is also equivalent to the re-
stricted, or residual, log-likelihood for (σ2, θ) (Thompson, 1962; Patterson and Thompson,
1971).
Let D be a full rank (n−k)×n matrix, independent of β, and such that DX = 0. Then,
the distribution ofDy does not depend on β. The Gaussian restricted log-likelihood for (σ2, θ)
is the log-likelihood based on Dy. It can be immediately verified that this log-likelihood does
not depend on the specific D that is chosen, and is equivalent to the adjusted log-likelihood
la(σ
2, θ). The procedure can also be taken a step further, to produce a likelihood for θ
only. The distribution of Dy/‖Dy‖ does not depend on β and σ2, and it is easily seen
that the corresponding log-likelihood is the same as la(θ) in (S.8.6). Contrary to the profile
log-likelihood l(θ) in (S.8.7), the log-likelihoods (S.8.5) and (S.8.6) are genuine likelihoods
(because they correspond to the density of observable random variables, Dy and Dy/‖Dy‖,
respectively). Hence, they provide unbiased and information unbiased estimating equations.
There is a large literature on estimating covariance parameters by maximizing the restricted
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likelihood, particularly for variance components models. Often the resulting estimator has
a distribution that is closer to its asymptotic distribution, and has important robustness
properties (e.g., Verbyla, 1993). Also, the estimator can be consistent even when k increases
at same rate as n (e.g., Smyth and Verbyla, 1999). Note that equations (S.8.5) and (S.8.6) do
not depend on D. Taking D = C shows the equivalence to the maximal invariant approach
described in Section S.8.2.1.
Finally, it is worth pointing out that the log-likelihood la(σ
2, θ) can also be interpreted
as a Cox and Reid (1987) approximate conditional likelihood; see, e.g., Bellhouse (1990).
Appendix S.9 Proof of Lemma A.6
If col(X) is an invariant subspace of W , MX = MS(λ)X for any λ such that S(λ) is invertible,
and hence the profile quasi log-likelihood function for (σ2, λ) implied by the SAR model, given
in equation (3.1), is the same as that implied by the spatial error model, given by equation
(4.2) with θ = λ and A(θ) = S(λ). It follows that, if col(X) is an invariant subspace of W ,
the score s(σ2, λ) for a SAR model is given by equation (S.8.2). The adjusted log-likelihood
function la(σ
2, λ) is obtained by centering s(σ2, λ) under the assumptions that E(ε) = 0 and
var(ε) = In. If col(X) is an invariant subspace W , there exists a unique k× k matrix A such
that WX = XA, and hence S−1(λ)X = X(Ik−λA)−1, for any λ such that S(λ) is invertible.
Thus, when col(X) is an invariant subspace W , the SAR model y = S−1(λ)Xβ + σS−1(λ)ε
can be written as y = X(Ik − λA)−1β + σS−1(λ)ε. Using this representation, it is clear
that E(s(σ2, λ)) is the same as given in equation (S.8.3) for the spatial error model. Hence,
la(σ
2, λ) is given by equation (S.8.5), i.e.,
la(σ
2, λ) = −n− k
2
log(σ2)− 1
2σ2
y′U(λ)y − 1
2
log(det(Σ(λ)))− 1
2
log
(
det
(
X ′Σ−1(λ)X
))
,
(S.9.1)
where U(λ) := S′(λ)MS(λ)XS(λ).
Consider now the quasi log-likelihood function l(σ2, λ;Dy) for (σ2, λ) based on Dy, for
any full rank (n− k)×n matrix D such that DX = 0, when y = X(Ik−λA)−1β+σS−1(λ)ε,
and ε ∼ N(0, In). Since Dy ∼ N(0, σ2DΣ(λ)D′), we have
l(σ2, λ;Dy) = −n− k
2
log(σ2)− 1
2
log
(
det
(
DΣ(λ)D′
))− 1
2σ2
y′D′
(
DΣ(λ)D′
)−1
Dy. (S.9.2)
But the log-likelihood functions (S.9.2) and (S.9.1) are equivalent, because
det
(
DΣ(λ)D′
)
= det(DD′)
(
det(X ′X)
)−1
det(X ′Σ−1(λ)X) det(Σ(λ))
and
D′
(
DΣ(λ)D′
)−1
D = Σ−1(λ)(I −X(X ′Σ−1(λ)X)−1X ′Σ−1(λ)) = U(λ).
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