I. INTRODUCTION
The broad spectrum characteristic of signals from nonlinear systems complicates the process of noise reduction which is often necessary in dealing with physical measurements. Linear filters obscure the structure underlying nonlinear signals (Theiler and Eubank, 1993) . The filtering of nonlinear signals requires techniques specifically developed for the purpose: nonlinear filters, reviewed by Kostelich and Schreiber (1993) . A useful class of these is local projective filters, reviewed by Grassberger et al. (1993) . Local projective filters correct the location of points in phase space informed by the locations of neighbouring points. Since their inception by Cawley and Hsu (1992) ; Sauer (1992) , local projective filters have found continuous employment in spheres ranging from the supernally immediate one containing our neurons (Wan et al., 2006) to the study of light curves from distant stars within the discipline which encompasses our entire universe (Jevtić et al., 2012) .
The general framework of local projection is frequently adapted to fit precisely the idiosyncrasies of particular systems. Wan et al. (2006) applied local projection to the wavelet transform of an electroencephalography (EEG) signal to remove interferential artifacts.
To mitigate the absence of pure determinism in electrocardiograms (ECGs), Kotas (2007) aligned individual heartbeats in time instead of space. This allowed her to separate maternal and foetal ECGs. Later, she extended the method by associating points in different heartbeats according to both temporal and spatial similarity (Kotas, 2008) . Via this metric she cleaned a contaminated ECG (Kotas, 2008) . More recently, Jevtić, Schweitzer, and Stine (2011) and the observer. They demonstrated that it is, in principle, possible to detect the presence of multiple extrasolar planets of disparate size (Jevtić et al., 2011) . Chelidze (2014) projected strands (sequences of temporally successive points in phase space) according to the relative position of neighbouring strands. By thus simultaneously exploiting temporal and spatial correlations, he attenuated noise in highly sampled flow-like data more effectively than classical local projection (Chelidze, 2014) . Kantz and Schreiber (2004) achieved more precise results by better accommodating attractor geometry. They chose as the origin of the projective subspace a weighted sum of the first and second order centres of mass of local phase space neighbourhoods (see Figure 1 ). Kantz and Schreiber (2004) credited Sauer (1992) with the inspiration for their improvement. He translated the adjustments made in each filtering step such that they had a mean of zero over a local neighbourhood (Sauer, 1992) . This paper describes an analytic motivation for the refinement of Kantz and Schreiber (2004) from which further higher order and multiple scale refinements naturally follow. In many cases, the extensions can reduce noise more effectively than established local projective filters. At low and intermediate levels of noise, a particular dual scale filter tends to be more effective than existing filters. At low noise levels, the new higher order filters become more advantageous relative to established filters as noise level increases. The new higher order filters also perform better relative to existing filters for longer signals or signals corresponding to higher dimensional attractors.
Section II describes established forms of local projection, including the second order refinement of Kantz and Schreiber (2004) . Section III derives the higher order and multiscale filters proposed in this paper. It goes on to explore the way in which considerations of independently distributed measurement errors may be incorporated into previous multiscale and higher order results. Section IV introduces the classical nonlinear systems used to assess the filters. It also details the specific parameters of the local projective filtering process applied to each time series, which are those optimised by Grassberger et al. (1993) for prototypical local projective filters. Additionally, Sec. IV describes the application of the two most successful benchmarked filters to data from an NMR laser experiment. Section V summarises and suggests ways in which results could be extended.
II. BACKGROUND A. Local projection
Consider a series of N scalar measurements sð1Þ; sð2Þ; …; sðNÞ 2 R from a chaotic system. The N À ðm À 1ÞT vectors x i ¢ðsðiÞ; sði þ TÞ; …; sði þ ðm À 1ÞTÞ T 2 R m are called m-histories and can be used to reconstruct phase space (Takens, 1981; Sauer et al., 1991; and Noakes, 1991) .
Local projection begins with the transformation of the m-histories x i via an invertible matrix R according to
(2.1) Cawley and Hsu (1992) ; Sauer (1992) left R as the identity matrix, so that z i ¼ x i . Local projection of an m-history x i involves replacing z i with z
is the matrix representing projection onto the subspace spanned by the eigenvectors corresponding to the m -q largest eigenvalues of the covariance matrix
i ; x with respect to projections Q ðqÞ onto subspaces of R m with codimension q. To see this, note that maximising (2.2) is equivalent to minimising
with respect to fv k g q k¼1 , subject to the orthonormality constraint that ðv k Þ T v l ¼ d kl . Kantz and Schreiber (2004) avoid algebraic complications by tackling a more general problem. Using Lagrange multipliers they minimise (2.3) subject to normality (but not orthogonality) constraints by considering
Requiring the derivative with respect to v l of the above to be zero yields
As the unit eigenvectors of a real symmetric matrix, v 1 ; v 1 ; …; v q comprise an orthonormal set. Figure 10 .3 of Kantz and Schreiber (2004) . The centres of mass of local neighbourhoods (᭺) do not, in general, lie exactly on the attractor. The second order centres of mass (᭹) tend to aberrate roughly twice as much. Cawley and Hsu (1992) ; Sauer (1992) chose as the origin of the coordinate system
FIG. 1. Following
i , the centre of mass of the nearest neighbours of x i . This minimises (2.3). However, other choices of x o i can yield superior results in local projection; these lead to the higher order and multiple scale filters discussed in this paper.
The projected m-histories will not, in general, correspond to a time delay embedding of a scalar time series. For this reason, projection is followed by averaging all coordinates which would correspond to the same element of a scalar time series. This intuitive approach can also be identified by solving a least squares error minimisation problem. (Cawley and Hsu, 1992 ) Kantz and Schreiber (2004) enhanced their local projective filter by selecting a transformation R in (2.1) which is distinct from the identity. As Schreiber (1993) discusses, the exponential divergence characteristic of the forward evolution of a chaotic system contributes to reduced stability of the final coordinates of an m-history, but the corresponding exponential convergence during reverse evolution contributes to increased stability of earlier coordinates. Similarly, exponential convergence in reverse evolution destabilises the first coordinates but contributes to the stability of later coordinates. The net effect is to make the interior coordinates relatively stable. Kantz and Schreiber (2004) direct adjustments made during projection to these more robust values by choosing R to be a diagonal matrix for which R 11 and R mm are orders of magnitude larger than the other entries of the main diagonal. Grassberger et al. (1993) indicated a tendency for the largest magnitude adjustments to be spurious, and improved results by rescaling these.
In addition, Grassberger et al. (1993) suggested increasing the projection codimension q with pass number as repeated iteration made it easier to distinguish signal and noise. They did not specify a precise rule for adjusting q, and in this work q is not varied between iterations. The codimensions used in the benchmarking of Sec. IV correspond to the final, maximal codimensions used by Grassberger et al. (1993) .
A second order refinement Kantz and Schreiber (2004) used a second order refinement to local projective noise reduction to demonstrate the fractal nature of experimental data from an NMR laser experiment in the spectacular fashion of their Figure 6 .1. This is reproduced as Figure 5 of this paper using a novel second order filter to be introduced in Sec. III.
Note that the second order centre of mass x i refers to the mean over the i nearest neighbours of x i among the neighbourhood centres of mass x 1 ; x 2 ; …; x NÀðmÀ1ÞT . Kantz and Schreiber (2004) observed that the difference between x i and the mean over nearest neighbours, x i À x i , is roughly half the difference between x i and the second order centre of mass, x i À x i (see Figure 1 ). They deduced that 2 x i À x i is an estimate of x i in the absence of noise, and hence can be a better point from which to apply local projection than is x i . Figure 1 illustrates this observation. Section III uncovers conditions under which it is not just approximately, but exactly, true; the section describes a precise sense in which one difference will "tend to be roughly twice" that of the other.
III. ANALYTIC MOTIVATION A. Higher order refinements
For real numbers d > 0, define the continuous moving average operator I d by
Kantz and Schreiber (2004) achieve a frequently more precise estimate of the m-history corresponding to a clean signal by considering a linear combination of centres of mass of first and second order. In analogy, require
to hold for all monomials f n ðxÞ¢ 1; n ¼ 0 x n ; n 6 ¼ 0 & with 0 n n max , and with n max as large as possible. For (positive) odd n, both the left and right of (3.1) are zero. Setting n ¼ 0 and n ¼ 2 in (3.1) yields a system of two linear equations with the unique solution a 1 ¼ 2 and a 2 ¼ À1.
Identifying the m-dimensional analogue of the operator I d with the centre of mass of points within a ball of radius d in Euclidean m-space, this leads to the second order refinement of Kantz and Schreiber (2004) . Having (3.1) hold for all monomials f n ðxÞ ¼ x n , with 0 n 3 is equivalent to having the approximation p 3 ðxÞ ¼ a 1 ðI d p 3 ÞðxÞ þ a 2 ðI d 2 p 3 ÞðxÞ hold exactly for the third degree Taylor polynomial p 3 of any thrice differentiable function. Obvious analogues would hold exactly for multivariate Taylor polynomials of degree up to three in each variable.
It is natural to seek linear combinations of I d i which exactly describe Taylor polynomials of higher degree. Induction establishes that for j; n 2 N
This formula was used to confirm that for k ¼ 1; 2; …; 20, the unique solution to the system of k linear equations
Together, (3.4) and (3.3) are equivalent to 8n 2 f0; 2; …; 2ðk À 1Þg; ðð1 À I d Þ k f n Þð0Þ ¼ 0. This may suggest a route to proving that (3.4) is a solution to (3.3) for general positive integer k.
B. Multiscale refinements
It is possible to represent f n ð0Þ using a linear combination of iterated moving averages of f n evaluated at zero for integers n such that 0 n 5 without using moving averages of order greater than two. This is achieved by using moving averages over multiple scales. Requiring that
holds for integers n such that 0 n 5 (with b ! 0) gives the two solutions a 2 ¼ 0;
I bd is analogous to integration after multiplication by the dirac delta distribution) and a 2 ¼ 4;
. Seeking formulae involving higher order centres of mass and/or more scales would be a matter of applying (3.2) and algebra.
As will be illustrated in Subsection IV B (with references to Figure 3 and Table I ), the multiscale filter corresponding to (3.5) for 0 n 5 often performs worse than the second order, single scale refinement of Kantz and Schreiber (2004) , and rarely performs considerably better. This is surprising, since the multiscale filter should be better able to approximate the geometry of the underlying attractor. Section III C explains the result by showing that the second order, single scale filter of Kantz and Schreiber (2004) particularly effectively attenuates errors.
C. Attenuating error
The choice of coefficients (a 2 ¼ À1; b 1 ¼ 2) and scale (b ¼ 1) corresponding to the refined filter of Kantz and Schreiber (2004) not only preserves the component of the geometry of the underlying attractor described by a multivariate Taylor polynomial of degree up to three in each variable but also attenuates errors particularly effectively.
For non-negative integer d define the discrete moving average operator J d by
Let eðÀ2Þ; eðÀ1Þ; eð0Þ; eð1Þ; eð2Þ; … 2 R be independent random variables with mean zero and unit variance. The e(i) can be thought of as errors; in this section is sought a choice of a 2 ; b 1 ; b for which they are attenuated by the operator
Of course, the result only holds for b; d such that bd 2 Z. Eventually, a limit d ! 1 obviates this complication.
To preserve the geometry of the underlying attractor, require (3.5) to hold for 0 n 3, yielding (for
Consider the expectation of the square of the filtered error at j ¼ 0, Table I of Grassberger et al. (1993) and corresponds to a logarithmic change in the signal to noise ratio of 20 log 10 ð 0 = 8 Þ dB. Higher order filters have coefficients satisfying (3.3), and multiple scale filters have coefficients satisfying (3.5), for 0 n n max .
The final column corresponds to the filter of Subsection III C, with coefficients chosen to the minimise normalised expected error. The results corresponding to the most and second most effective filters are, respectively, bold and italic. In Figures 2(b) , 3, 4, and 6, the symbols þ, ٗ, ᭞, Ã, Â, ᭛, and ᭺ correspond to the same filters as they do below. Table I ).
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Kantz and Ã % 1:004. Similar analysis involving higher orders and/or more numerous scales could identify filters which effectively attenuate error while more precisely preserving geometry.
IV. RESULTS AND DISCUSSION
Following Kantz et al. (1993) ; Kantz and Schreiber (2004) , the matrix R of (2.1) is diagonal with R 11 ¼ R mm ¼ 10 3 and other entries of the main diagonal set to 1. Again following Kantz et al. (1993) ; Kantz and Schreiber (2004) , the highest magnitude corrections are assumed deleterious and rescaled to the mean magnitude. Specifically, the largest 5% are rescaled.
For a time delay embedding of a signal, the most obvious ways to calculate an analogue of I d at an m-history x i are to take either the mean over neighbours within some fixed radius or the mean over some fixed number of neighbours. Fixing the number of neighbours in each pass seems to achieve consistently superior results, presumably because it is flexible with respect to the inhomogeneous density of the attractor. This paper presents the results of local projection with a fixed number of neighbours in each pass.
The appropriate scaling of population corresponding to a change in length scale b is estimated to be b (Kantz, 1994) ). Should it be necessary, the algorithms of Diks (1996) and Yu et al. (2000) can estimate the correlation dimension of an attractor underlying noisy data.
A. Benchmarks
Following Grassberger et al. (1993) , the filters considered in this paper are benchmarked using time series from x-coordinates of the Lorenz (1963) system
with r ¼ 10, r ¼ 28, and b ¼ 8/3 and a time step of Dt ¼ 0:2 (the large value helps to avoid the advantages of temporal correlation); the Henon map
with a ¼ 1.4 and b ¼ 0.3; and the Ikeda map
where / t ¼ 0:4 À 6=ð1 þ x t 2 þ y t 2 Þ. Each time series is normalised to unity standard deviation, whereafter Gaussian noise is added.
Again following Grassberger et al. (1993) , the Lorenz (1963) time series are filtered in embedding dimension m ¼ 7 using projection dimension m À q ¼ 3, the Ikeda in m ¼ 7 using m À q ¼ 2, and the Henon in m ¼ 5 using m À q ¼ 2. Each time series is filtered with lag T ¼ 1. Grassberger et al. (1993) estimate the appropriate neighbourhood population for local projective filtering of N data corresponding to an attractor of dimension d by
where is the root mean square error. The algorithm to select neighbourhood size incorporates this formula. Each iteration of the filter uses that neighbourhood population among a particular selection which most reduces noise, for which the resultant root mean square error would be least. Populations considered belong to ð1 To reduce computation, the first pass only considers populations which are less than or equal to the least upper bound in this set of the number of neighbours suggested by (4.1) with d ¼ d B the box counting dimensions cited earlier in this section. Subsequent iterations consider only populations less than or equal to the optimal population of the previous pass. This greedy algorithm is not, in general, optimal with respect to multiple passes. Hence, it does not achieve the greatest noise reduction possible through local projective filtering. It is merely a straightforward and consistent way of comparing the efficacy of different filters. Kantz et al. (1993) ; Kantz and Schreiber (2004) found that eight passes tended to be the best trade-off between effective noise reduction and computational efficiency. Additionally, Hegger, Kantz, and Schreiber (1998) noticed that most noise reduction takes place in the first three iterations. Guided by these heuristics and following the presentation of Grassberger et al. (1993) , Table I and Figure 4 present results after eight iterations, and Figure 3 shows the noise level after 1 À 8 iterations. Table I and Figure 3 present the results of filtering noisy nonlinear systems with local projective filters of a single scale and orders 1 (corresponding to the prototypical local projection of Cawley and Hsu (1992) ; Sauer (1992) ), 2 (corresponding to the refinement of Kantz and Schreiber (2004) ), up to 5, as well as dual scale local projective filters derived from purely geometric and from simultaneous geometric and statistical considerations. The four most frequently optimal filters are the single scale filters of orders 1, 2, and 3 and the filter derived via considerations of the normalised expected error. Figure 4 presents the results of eight iterations of each of these four filters to 20 000 points of data from the three benchmark systems with 0 ¼ 10% added Gaussian noise. The results of different filters are visually similar, but the three of order greater than two shrink the attractors less, and lead to smoother surfaces.
B. Results of benchmarking
As presaged in Subsection III B, seen in Table I and exemplified by Figure 3 , the multiscale filter corresponding to (3.5) for 0 n 5 often performed worse than the second order, single scale refinement of Kantz and Schreiber (2004) , and rarely performed considerably better. However, Table I also shows that the multiscale filter identified through simultaneous geometric and error attenuation considerations (with parameters a 2 ¼ a
almost always performed similar to, but usually marginally better than, the second order, single scale refinement of Kantz and Schreiber (2004) 
This is consistent with the filters' equivalent geometric motivations and similar normalised expected errors (see Subsection III C).
It is perhaps surprising that the filter derived in Subsection III C is so effective since it is not clear that the analysis involving the discrete moving average operator J d applies in dimension greater than one, as does that involving the continuous moving average operator I d . It would be interesting to perform similar analysis of a higher dimensional analogue of the normalised expected error. Table I shows that as noise level increases from the lowest level considered, 1%, higher order filters become relatively more effective. This trend terminates at a higher noise level, from which the filter of Kantz and Schreiber (2004) and the filter derived in Subsection III C via considerations of error tend to be optimal. The highest noise level considered, 100%, favours prototypical local projective filters. The pattern can be rationalised by considering the relative importance of geometry preservation and error reduction at different noise levels. At low noise levels, geometry is critical and so filters of order two or greater are more effective. Higher order filters become relatively more effective as the relatively low level of noise increases. This may be because, for a given neighbourhood size, higher order centre of mass measurements incorporate more observations. At intermediate noise levels, both error attenuation and geometry are significant. Hence, the filters derived from geometric considerations which also correspond to a point near the minimum of the normalised expected error T AðbÞ;BðbÞ;b of Subsection III C are optimal. At high levels of noise when geometry is less important, prototypical local projection, which corresponds to the still lower value of normalised expected error T 0;1;b ¼ 1 (compare with Figure 2) , is most effective.
In fact, in noisy conditions the rigid process of benchmarking inhibits most filters of order two or greater. As Figure 3 shows, they plateau more slowly than the first order filter. This is more pronounced for higher noise levels, under which conditions most filters other than the prototypical local projective filter cannot near their plateau within eight iterations using neighbourhoods constrained by (4.1). The Table I . (a) 5000 points from the Henon map with 0 ¼ 30% added noise. After eight iterations, the dual scale filter corresponding to a local minimum of the normalised expected error is the most effective. The next most successful is the single scale, second order refined filter of Kantz and Schreiber (2004) . (b) 20 000 points from the Lorenz (1963) system map with 0 ¼ 1% added noise. After eight iterations, the single scale, third order filter is the most effective. It is followed by the dual scale filter corresponding to a local minimum of the normalised expected error. dual scale filter identified purely geometrically employs a scale factor b ¼ ffiffiffiffiffiffiffi ffi 8=3 p and hence a larger neighbourhood size, and so escapes this trend.
Note that the box counting dimension of the Henon map, Ikeda map, and Lorenz (1963) system are, respectively, 1.28 6 0.01 (Grassberger, 1983) , approximately 1.7 (Kantz, 1994) , and 2.06 6 0.01 (Grassberger and Procaccia, 1983) . Table I suggests that higher order filters become more advantageous relative to established ones as attractor dimension increases. This may be because higher order polynomial fits better capture the more complicated geometric structure typical of higher dimensional chaotic systems.
Higher order polynomial fits require more data. Congruently, as Table I suggests, the optimal order tends to increase with the length of the time series considered. The instability of higher order polynomial fits might explain the relative ineffectiveness typical of filters of order greater than three. Table I .
Under the conditions of benchmarking, the order 3 filter was the most frequently optimal. The filter identified by minimising the normalised expected error is, uniquely, superior to both established filters in the majority of cases. Subsection IV C applies each to 39 883 measurements of an NMR laser estimated using the algorithm of Yu et al. (2000) to have a noise level 0 ¼ 0:76%.
C. NMR laser data
This subsection presents the results of local projective filtering of 39 883 points of NMR laser data analysed and described by Kantz et al. (1993) ; Kantz and Schreiber (2004) . The data are normalised to unity standard deviation. A pioneering version of the experiment is described by B€ osiger, Brun, and Meier (1977) .
The noise-free signal is not known and noise levels cannot be determined trivially or exactly. Instead, the formula (4.1) together with the result d C ¼ 1:560:1 (Kantz and Schreiber, 2004) and estimates of noise level obtained using the algorithm of Yu et al. (2000) (in dimension 10) determine the neighbourhood population for each iteration. Figure 5 showcases application to NMR laser data of the local projective filter identified by minimising the normalised expected error. The filter unveils a procession of twins cascading down length scale. Figure 6 demonstrates explicitly the increase in resolution possible through local projective filtering. Although Figures 6(b) and 6(c) pertain to different filters, visually they are very similar. This is not surprising since, as shown in Figure 6 (d), they correspond to estimated noise levels less than 5 ¼ 0:049% and 5 ¼ 0:023%, respectively. The noise attenuation seen in Figure 6 (d) is much greater than that recorded in Table I or seen in Figure 3 . Of course, the algorithm of Yu et al. (2000) can only estimate the deviation of a signal from the strange attractor to which the data most closely correspond, which is a different quantity from the root mean square deviation of Figure 3 . In particular, Figure 6 suggests that estimates of noise level via the method of Yu et al. (2000) together with (4.1) provide an appropriate neighbourhood size for local projective noise reduction. FIG. 5 . Counterpart of Figure 6 .1 of Kantz and Schreiber (2004) . A local projective filter identified through considerations of error attenuation makes clear the scale invariance of experimental chaotic data, in this case from an NMR laser experiment.
V. CONCLUSION
This paper examined the refined local projective filter of Kantz and Schreiber (2004) , leading to series of filters involving different numbers of length scales and orders of centre of mass operators. The new filters were compared to established ones. Higher order filters were relatively more effective for data of greater length or corresponding to a higher underlying attractor dimension.
When reformulated for multiple scales, the geometric considerations which led to effective higher order filters did not consistently improve upon existing filters. However, the same geometric criteria, augmented by statistical analysis designed to minimise error, led to filters usually superior to established filters. In addition, the multiscale statistical and geometric considerations explicate the efficacy of the refinement of Kantz and Schreiber (2004) .
As noise level increased from a low value (1%), higher order filters initially became relatively more effective. At intermediate noise levels ($30%), geometrically motivated filters corresponding to high error attenuation (including a new, dual scale filter) began to dominate until, at the highest noise level (100%), prototypical local projective filters prevailed.
As Sec. I mentions, Chelidze (2014) locally projected strands (sequences of temporally successive points in phase space) to attenuate noise in flow-like data more effectively than can classical local projection. It would be interesting to compare his method, which does not rely upon the refinement of Kantz and Schreiber (2004) , with higher order and multiscale filters. Unfortunately, his 60 000 point time series from a Lorenz (1963) system, sampled at Dt ¼ 0:01, cannot be compared confidently with the 5000 or 20 000 point time series, sampled at Dt ¼ 0:2, considered in Sec. IV. It is not even obvious which time series is most propitious; while the more frequent sampling of Chelidze (2014) offers stronger temporal correlation, those of Sec. IV correspond to longer trajectories and so to better coverage of the attractor. The method of Chelidze (2014) shows excellent performance for shorter but more highly sampled trajectories, while the novel higher order and multiscale refinements are conceived for longer trajectories with a lower sampling rate.
This work highlights several open problems. It would be satisfying to confirm that (3.4) is the unique solution to (3.3) for every positive integer k. It would be useful to find formulae for higher dimensional and/or more numerous length scale analogues of the normalised expected error. Together with geometric considerations, the latter formulae could lead to novel filters which precisely preserve geometry while minimising error.
It would be interesting to compare the results using the filter coefficients suggested by (3.3) together with monomial f n with those obtained via other bases of function spaces, such as Hermitian polynomials. It could also be valuable to see how such analytically motivated formulae compare to coefficients numerically optimised for particular classes of problems.
The size of the neighbourhood used to identify projection directions ideally represents a trade-off between statistical stability (increasing with number of observations) and the validity of a linear approximation (decreasing with neighbourhood radius) (Grassberger et al., 1993) . The same is true of the size of the neighbourhood used to determine the origin of the coordinate system in prototypical local projection, but not the higher order local projection proposed in this paper. For computational convenience as well as to evince fair comparison, the neighbourhood sizes used to determine projection directions and projection origins were set equal. There is no other obvious reason this need be the case; allowing them to differ would increase the flexibility of local projective filters and could improve their results.
