The article reviews standardization methods commonly employed to adjust for response bias in cross-cultural research. First, different standardization procedures are reviewed and a classification scheme is provided. Standardization procedures are classified according to the statistical information used (means, standard deviation) and the source of this information (individual, group, or culture). Second, empirical research in JCCP between 1970 and 2002 is reviewed. Standardization has become more common in the 1990s, and there is a trend to rely more on standardized data. Most studies used standardization prior to analysis of variance and factor analytical techniques. However, an analysis of statistical properties of standardized measures indicates that results based on standardization are ambiguous. The use of statistical techniques and the interpretation of results based on standardized data are discussed.
cation scheme, it is investigated which standardization procedures have been used, what the purpose of standardization was (e.g., analysis of mean differences, structural equivalence of measures), and the statistical techniques used with standardized scores. Third, the use of certain data analytical methods for standardized data is questioned by highlighting some undesirable properties of standardization. Based on these three issues, some recommendations for cross-cultural bias analysis and cross-cultural comparisons are made.
Before presenting the classification framework of standardization procedures, it should be pointed out that the purpose of this article is neither to discuss the nature of these response biases nor appropriate techniques to detect response patterns in cross-cultural data sets. Concerning the nature of response patterns, Hofstede (1980) and Van de Vijver and Leung (1997) argue that different response patterns are some form of method bias, and researchers need to detect and control for this bias or error variance in cross-cultural research. Assuming that different patterns are some form of bias, researchers might want to standardize their data to reduce this error variance. In contrast to this bias view, Smith (2004) and Van Hemert, Van de Vijver, Poortinga, and Georgas (2002) showed that these response patterns might not be bias per se but rather communication styles related to cultural characteristics. According to this view, standardization would remove variation that is substantial and related to culture. Therefore, standardization should not be used, and such differences in response styles should be studied in their own right as manifestations of culture. These two perspectives are not necessarily mutually exclusive. For example, cultural tendencies to respond in a more acquiescent style may reflect underlying cultural characteristics such as politeness or deference to high-status individuals (researchers or superiors administering questionnaires) or general social agreement tendencies. Nevertheless, these cultural tendencies are likely to change the responses of participants and make them incomparable across cultural groups, therefore resulting in a bias. Depending on the explicit and implicit focus of a research project, either focus might become more appropriate. This is clearly an area that needs to be investigated in more detail.
Concerning techniques detecting such patterns, Cheung and Rensvold (2000) and Little (1997 Little ( , 2000 discussed strategies using structural equation modeling, whereas Van de Vijver and Leung (1997) discussed approaches using item response theory. Item response theory has been quite popular and various studies have employed this technique (for recent examples, see Butcher, Lim, & Nezami, 1998; Huang, Church, & Katigbak, 1997) . These techniques can be used to detect whether different response strategies were used by participants in different samples. Researchers might then decide whether they want to standardize their data.
A CLASSIFICATION OF STANDARDIZATION PROCEDURES
Standardization refers to transformations that involve an adjustment of means and/or standard deviations of either individuals or groups. Therefore, these procedures can be ordered depending on whether they used only the means, only the standard deviations, or both (see first column in Table 1 ). Let us first turn to adjustments using means. These transformations are usually in the form of deviation scores whereby the mean across variables or individuals will be subtracted from some raw mean of either a variable or individual. Additionally, it is possible to adjust the resulting deviation score by measures of dispersion, for example, standard deviations. Standardization can involve adjustment of means of either individuals, groups, or both using either the mean across variables for each individual or Table 1 ). In combination with the type of information used (means, standard deviations, or both), there are a number of possibilities for adjusting raw scores. In the following, I will review the different possibilities. First, within-subject standardization refers to the adjustments of scores for each individual using the mean for that individual across all variables (Hofstede, 1980) . The average across a subset or all variables for that particular individual is subtracted from each individual's raw score. Therefore, the resulting score is the relative endorsement of this item or the relative position of the individual on a variable in relation to the other scores (Hicks, 1970) . The mean across variables for this individual will average to zero. This procedure is also called ipsatization (Hicks, 1970) . These deviation scores might be further adjusted for differences in the variation of the answers around the mean by dividing the resulting score by the standard deviation across variables for that individual. Schwartz (1994) proposes a related strategy at a culture level:
The importance ratings for all the single values included in a type are averaged. These scores were corrected for sample differences in scale use by subtracting from each sample's scores the average rating that the sample gave to all 56 values. The scores were then rescaled to reflect the original -1 to +7 importance scale by adding to them the average rating given to all 56 values across all samples. (p. 100) Consequently, he treated countries as if they were individuals and standardized across individual variables (values) for each country and then used a rescaling procedure to retain the original scale.
Second, answers can be adjusted using the group mean. There are several variants. The most common form is the usual computation of z scores whereby the group mean is subtracted from the variable raw score and then divided by the standard deviation (Howell, 1997) . Therefore, the resulting score is the relative endorsement or position of one specific individual on one variable relative to the endorsement or position of other individuals in that group. The mean across individuals is zero and, assuming a normal distribution of responses, the resulting standard deviation will be 1. An adjustment procedure using only the mean across individuals is also possible and is commonly referred to as centering (Aiken & West, 1991) .
A related strategy is within-culture standardization (Bond, 1988; Leung & Bond, 1989) . However, instead of using the group mean across one item (as done in z transformation), the mean across all items and all individuals (the grand mean) is used. In the method literature, this is sometimes referred to as grand mean centering (Raudenbush & Bryk, 2002) . Again, it is possible to adjust this deviation score by dividing it by the standard deviation across items and individuals (the grand standard deviation). Leung and Bond (1989) introduced a combination of within-subject and within-culture standardization, which they labeled double standardization. First, scores are adjusted within the individual (within-subject standardization), and then the resulting scores are adjusted within the group (within-culture standardization). Therefore, the means for each individual across variables and the mean for each variable across individuals will be zero. Assuming normality of the raw data, the adjustment using the standard deviation should yield standard deviations of 1 for both individuals across variables and variables across individuals.
It is important to note that these standard procedures can be done at an item and construct level. One may standardize individual items using the relevant mean across either items or individuals or one may standardize the mean for one specific construct using the relevant mean across either items, constructs, or individuals. As an example, focusing on the Schwartz Value Survey (Schwartz, 1992) , one may standardize each individual item of the 56 values inventory within each individual using the mean across the 56 items for that individual. Alternatively, one may use the mean score for 1 of the 10 value types (e.g., hedonism) and adjust it using the overall mean across all values or value types for that individual. The same procedure might be used for adjustment within groups at either the item or construct or scale level.
The previous standardization procedures adjusted for mean differences, and an adjustment for dispersion or extreme rating was optional. It is also possible to adjust solely for differences stemming from extreme rating, which are likely to result in greater dispersion indices (assuming equal numbers of positively and negatively phrased items; see Chun, Campbell, & Yoo, 1974) . Using the differentiation between within-subject and within-group or culture again, the raw score for an individual can be adjusted by dividing his or her score for one specific variable by the standard deviation across a set of or all variables for that individual. This would be equivalent to within-subject standardization using standard deviations only. Alternatively, within-group or culture standardization would involve an adjustment of means by the standard deviation for the group. Assuming a normal distribution of raw scores, both procedures should result in standard deviations of 1 (across individuals or groups, respectively). Kashima, Siegal, Tanaka, and Kashima (1992) proposed a related strategy to account for dispersion differences:
To make dispersions constant across cultures when controlling for extreme response sets, the difference between a raw rating score and the neutral point of the scale (3 for five-point and 4 for seven-point scales) was divided by the standard deviation for the scale. (p. 117) They argue that this procedure equates the extent to which participants departed from the midpoint of the scale. They proposed it as a within-subject procedure, but similarly the relevant standard deviation could be the group standard deviation rather than the standard deviation for the individual. Adjustments for measures of dispersion generally tend to use standard deviations; however, it is also possible to use the range or the minimum and maximum for adjustment procedures (Kurman & Sriram, 1997) .
A final class of procedures has been proposed based on the covariance analysis (see the final row of Table 1 ). Although this method is not new (Russell, 1979) , it has been made popular in the cross-cultural literature by Schwartz (1992) . Different from his treatment of the data at a culture level, he recommends an alternative strategy based on partial correlation and analysis of covariance at an individual level of analysis:
We propose to use each individual's mean importance rating for the 56 core values as a covariate in comparisons of group means, or as a third variable whose effect on the correlations between value priorities and other variables is controlled through partial correlation. (p. 53) This procedure has also been used for factor analysis (Hui & Yee, 1994) . Conceptually, this strategy is similar to within-subject standardization because the dependent variable of interest is regressed first onto the overall mean across items for an individual, therefore accounting for systematic differences in scale use for each individual. Although Schwartz recommended using the mean for each individual across variables, it is theoretically also possible to use either the mean across individuals within a group (similar to z-transformation, centering) or the mean across variables and individuals (similar to within-culture adjustment).
Therefore, there are four major groups of standardization procedures. These four groups are (a) adjustment of means, (b) adjustment for dispersion (e.g., using standard deviation), (c) adjustments using means and dispersions, and (d) covariate analysis. These procedures can be further divided by identifying which statistical information they use for standardization. As outlined in the previous sections, data can be standardized within-subject, withingroup, and within-culture. The first uses means or standard deviations across variables for each individual, the second uses means or standard deviations across individuals for each variable, and the last uses means and standard deviations across both variables and individuals within a sample coming from the same cultural background. Double standardization uses within-subject and within-culture information for adjustment. Table 1 displays the resulting  table together with the appropriate formulas.
It should be noted that most studies have used the mean or standard deviation across all items or used a subset of items based on their theoretical and conceptual interest (e.g., all individualism-collectivism items) when adjusting for response bias. Therefore, it is assumed that response tendencies are consistent across items and constructs. This strategy represents a rather undifferentiated approach to score adjustment. Various researchers have developed more sophisticated methods for detecting response patterns. Using equal numbers of positively and negatively phrased items from conceptually related and unrelated scales, more sophisticated and precise adjustment strategies become possible. Watkins and Cheung (1995) describe various possibilities for developing control scores. For example, comparing answers to positively and negatively phrased items from the same construct, it is possible to evaluate whether individuals responded more positively or negatively, irrespective of the item content. Such an index can then be used for adjustment in subsequent analyses (e.g., Crittenden, Fugita, Bae, Lamug, & Lin, 1992; Hofstee, Ten Berge, & Hendriks, 1998) .
The rationale for using either means or standard deviations when adjusting raw data is also different. Adjustment using means is typically indicated if researchers expect acquiescent bias. Therefore, the mean across all items for one cultural group is consistently higher or lower compared with the means from another group, and adjusting for these mean differences might be advocated (Hofstede, 1980) . The rationale for using standard deviations is to adjust for extreme response bias (Kashima et al., 1992) . The most straightforward scenario includes a relative balance of positively and negatively phrased items (Chun et al., 1974) . Observing an overall difference in standard deviations would make extreme response tendencies a possible explanation. Using only items phrased in one direction (either only positively or only negatively) makes detection of extreme responding more difficult, especially considering that both types of response tendencies are often found together (Smith, 2004) . In such a case, adjustment using both means and standard deviations might be appropriate.
REVIEW OF STUDIES PUBLISHED IN JCCP
In the following sections, I will review studies published in JCCP between 1970 and 2002 to evaluate how often authors have used these standardization procedures. I will also examine which statistical techniques were subsequently employed by these authors and what reasons researchers cited for standardization.
All method and results sections of articles published during this period were read to determine whether authors used some form of standardization when analyzing data based on rating scales in their analysis. All together, there were 35 articles that used some form of standardization procedures. Figure 1 displays the number of cross-cultural comparisons using some form of questionnaire measure as well as the number of articles using standardization procedures. There were only three studies prior to 1985, but since then there has been a relatively steady increase in the use of standardization procedures. Another point worth noting is that the number of studies comparing ratings from two or more cultural or ethnic groups has steadily increased over the years. However, the increase of the use of standardization since the mid-1980s is substantial. I calculated the percentage of studies within each year that used standardization procedures. I then correlated this percentage (using data since 1985) with the publication year. The resulting rank-order correlation was .58, which is significant at a .05 level. Therefore, there is a trend to use standardization procedures more often in more recent studies.
Examining the type of standardization analysis used, nine articles employed withinsubject standardization using means and standard deviations; seven articles used double standardized scores, and five articles conducted within-subject standardization using participants' means only. Three studies employed within-culture standardization using only culture means, whereas five studies used both culture means and standard deviations. Two studies computed z-scores, three studies used some form of covariate analysis, and one study used a variant of the dispersion adjustment (using the standard deviation of individuals). Finally, one study used a different standardization technique, and three studies could not be classified due to missing or unclear information. It should be noted that it was often quite ambiguous whether researchers used either only the mean or both means and standard deviation for standardization. See Table 2 for the list of studies.
Next, it was investigated which statistical techniques were used by the authors. Here, I will focus only on the three standardization procedures that were used most often (withinsubject using means and both means and standard deviations, double standardization). 1970 1972 1974 1976 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 2002 No of articles Studies using these three procedures mostly conducted some form of ANOVA or MANOVA (11 studies) and factor analysis (12 studies). Five studies computed correlations, 4 studies reported nonparametric tests, and 2 studies used discriminant function analysis. Please note that studies were coded more than once if they employed more than one technique. Van de Vijver and Leung (1997) argued that researchers should provide a rationale or theoretical justification why it is necessary to employ justification. Nearly all researchers (24 studies) referred to cross-cultural differences in scale use or response bias when talking about standardization. One of the most often cited studies was Bond (1988) . Bond (1988) did not refer to any specific studies that found cross-cultural differences in response bias rather than noting that such biases can exist. Some authors (e.g., Aycan, Kanungo, & Sinha, 1999; Minsel, Becker, & Korchin, 1991) noted that overall differences might also be caused by substantial factors related to cultural variables rather than reflecting bias, but nevertheless continued to standardize their data prior to analysis.
Only few researchers actually discussed why a higher mean indicates bias rather than some meaningful theoretical difference. Schwartz's (1992) research on human values is a good example. Based on his theory, he pointed out that the overall average score should be similar across individuals and cultures because his instrument is intended to represent a comprehensive set of human values (Van de Vijver & Leung, 1997) . Overall mean differences, therefore, represent some bias rather than meaningful variation. This argument was also used by Smith, Peterson, and Schwartz (2002) in their study of event management across cultures. Another noteworthy example is the study by Harrington and Liu (2002) . They argued that standardized scores create "a limited view of the self, whereby each person has the same fixed amount of self-construal resources to allocate, whereas raw scores allow some persons or groups to have higher self-ratings across the domains than others" (p. 47). Therefore, they theoretically assumed a limited resource perspective of the self, which indicates that overall differences across samples are an indicator of bias. Researchers are urged to provide a theoretical rationale why mean differences across constructs are an indicator of bias rather than some meaningful variation. This is especially important in light of those recent studies showing that mean differences might be due to culturally determined communication patterns rather than bias (Smith, 2004; Van Hemert et al., 2002) .
Four researchers used standardization to obtain a culture-free or etic correlation matrix to be used in factor analysis (see below). Three studies used standardization after they observed consistent mean differences irrespective of variable content. Two further studies did not provide any rationale, and one study attempted to provide a comparable metric for scales with different response format. Therefore, only few researchers provided a theoretical rationale for their standardization.
In summary, there has been a steady increase in the use of standardization procedures since 1985. The most common standardization procedures are within-subject standardization and double standardization. Most researchers used these standardized scores to conduct some form of parametric analysis, mostly ANOVA or factor analysis. Finally, the main cited reason for standardization was to eliminate or reduce response bias, although researchers did not theoretically discuss why such differences are aspects of bias rather than substantial and meaningful variation. A smaller number of studies used standardization to derive a culturefree or etic correlation matrix to be used in factor analysis. With these findings in mind, I will turn next to statistical properties and implications for data analysis.
STATISTICAL PROPERTIES OF STANDARDIZATION PROCEDURES
In the following section, I will review statistical properties of within-subject standardization (including double standardization), within-group standardization, and covariate analysis, and will highlight some implications for both correlational and analysis of variance designs. Within-subject standardization and double standardization are the most commonly used standardization procedures; therefore, I will dedicate more space to these procedures.
IMPLICATIONS OF WITHIN-SUBJECT STANDARDIZATION AND DOUBLE STANDARDIZATION FOR CORRELATIONS AND FACTOR ANALYSIS
As noted earlier, within-subject standardization yields a mean of 0 for each individual and a standard deviation of 1 (if divided by the standard deviation of the individual and assuming normality of the measures). These properties characterize ipsative scores. Hicks (1970) was among the first to point out their limitations for correlational techniques. Since then, a number of theoretical and empirical papers have further developed these arguments (e.g., see Baron, 1996; Bartram, 1996; Chan, 2003; Closs, 1996; Cornwell & Dunlop, 1994; Johnson, Wood, & Blinkhorn, 1988; Tenopyr, 1988) . I will only provide a brief review of these summaries related to correlations and factor analysis, and will then add some more concerns relating to ANOVA and MANOVA designs in the next section.
The sum of ipsative scores is a constant for each individual (constant-sum constraint) and "each score for an individual is dependent on his own scores on other variables, but is independent of, and not comparable with, the scores of other individuals" (Hicks, 1970, p. 167) . Implications of these properties are that the sum of variances and covariances is zero in every row and column of the covariance matrix. This results in a singular matrix with no regular inverse which creates problems for factor analysis (Chan, 2003) . Furthermore, at least one of the k -1 (with k being the number of variables) covariance terms in each row and column is forced to be negative, irrespective of substantive relationships. Therefore, at least one covariance (or correlation) is not determined by the true relationship between constructs, but rather methodological artifacts. The average item-intercorrelation can be predicted by the number of variables standardized (average r = -1/[k -1], where k is the number of variables, assuming equal variances; Hicks, 1970) . Finally, the sum of covariances and correlations (if the ipsative variances are equal) with some external variable will average to zero across all scales on which the standardization was based (Chan, 2003; Hicks, 1970) . This has serious implications for any statistical analysis based on correlations.
For example, reliabilities are sometimes seriously inflated (Tenopyr, 1988) or deflated (Bartram, 1996) . Bartram (1996) used hypothetical data to show that these problems are aggravated when the number of scales is less than 10 and the correlation between the original scales is greater than .30. Cornwell and Dunlop (1994) showed that correlation matrices based on ipsatized scores are not suitable for factor-analytical techniques. They will yield spurious bipolar factors. Closs (1996) also argued strongly against using ipsatized scores in factor analysis. He compared intercorrelation matrices based on the same individuals, but either in ipsative or nonipsative form. The intercorrelations of the ipsative scores were mainly negative (see Hicks, 1970) , whereas the nonipsative scores were positively correlated. Consequently, ipsatized scores are not suitable for factor analytical techniques, the reliabilities are generally affected, and correlations (and regressions) with external variables have to be interpreted with great caution.
In light of the previous review, the common argument that correlation matrices based on double standardized scores yield so-called culture-free (Hasegawa & Gudykunst, 1998; Leung & Bond, 1989; Singelis, Bond, Sharkey, & Lai, 1999; Triandis et al., 1993) or etic dimensions (Yamaguchi, Kuhlman, & Sugimori, 1995) has to be seriously questioned. The previous points are especially important in relation to the common procedure of standardizing variables that are highly correlated with each. Hasegawa and Gudykunst (1998) standardized items relating only to silence, whereas Nelson and Shavitt (2002) , Yamaguchi et al. (1995) , and Triandis et al. (1993) standardized responses based on only individualism-collectivism items. Assuming that these variables are theoretically related, at least some of the observed variation in the standardized data is due to purely methodological artifacts rather than substantial relationships.
To demonstrate this point, I administered an 18-item version of the horizontal-vertical individual-collectivism scale (Triandis & Gelfand, 1998) to 109 second-year psychology students as part of an in-class exercise. The modal age of the participants was 19; about 25% were male and 76% were born in New Zealand. I tested whether I could recover the initial factor structure in the same data set after within-subject standardization. The average item intercorrelation was .11, with a maximum of .66 and a minimum of -.27. According to Bartram's (1996) analysis, this data set might be suitable for standardization. Six factors with eigenvalues greater than 1 were found in the standardized and the unstandardized data matrix. The scree test indicated the presence of four factors in the raw data matrix. These four factors derived from the raw score correlation matrix represented horizontal-individualism, vertical-individualism, vertical-collectivism, and horizontal-collectivism dimensions. Only the item "It is important to me that I respect the decisions made by my groups" loaded on both collectivism dimensions. Consequently, the structure can be found in the raw data. Therefore, I extracted six factors and four factors and rotated the structure of the standardized matrix to the unstandardized matrix. I compared the solution using Tucker's Phi. Values of .95 or higher are normally seen as indicators of good factorial agreement . The values for the six-factor solution were . 75, .96, .87, .73, .74, and .94 . Therefore, except for the second factor, the factors were not adequately recovered in the standardized matrix.
The four-factor solution fared somewhat better. The values of Tucker's Phi were .99, .99, .79, and .42. The first two factors were adequately recovered, but the agreement of the other two factors was not acceptable. These two factors correspond to the vertical-collectivism and the horizontal-individualism dimension. Therefore, two of the four extracted factors were not adequately recovered. So-called culture-free correlation matrices based on withinsubject and double standardization yield different factor structures even within the same data set, and interpreting resulting factor structures is highly ambiguous (Closs, 1996; Cornwell & Dunlop, 1994) .
Chan (2003) proposed a method based on confirmatory factor analysis which allows the use of ipsative data matrices. The procedure set forth by Chan involves a number of constraints to be placed on the factor loading and error covariance matrix. Chan reports an adequate recovery of the initial factor structure; however, it should be noted that the fit indices differ considerably between the raw and standardized matrix solution. Further research is needed to investigate this promising possibility.
Therefore, research so far suggests that interpreting results from correlational analyses, such as factor analysis and regression that is based on ipsative scores, is ambiguous. This problem is aggravated if the scales used for ipsatization are highly intercorrelated. In these cases, ipsatization is likely to produce spurious results that in most cases do not correspond to substantial relationships (see Closs, 1996; Cornwell & Dunlop, 1994) . If researchers are interested in investigating the underlying structure of ipsative data matrices, nonparametric techniques such as multidimensional scaling could be used. Multidimensional scaling (Kruskal & Wish, 1978) , using distances, is an appropriate alternative for analyzing ipsative data. Furthermore, multidimensional scaling can be used to assess structural relations among variables instead of factor analysis if researchers are concerned that response biases might obscure structural relationships in the data, because this technique is not influenced by overall score level differences in different groups.
IMPLICATIONS OF WITHIN-SUBJECT STANDARDIZATION AND DOUBLE STANDARDIZATION FOR ANALYSIS OF VARIANCE DESIGNS
What are implications for analysis of variance designs? Some researchers found different results when using standardized data compared with unstandardized data (e.g., Matsumoto, Weissman, Preston, Brown, & Kupperbusch, 1997) , whereas others (e.g., Kirkman & Shapiro, 2001) found identical patterns with standardized and unstandardized data. To highlight one potential reason for this difference, let us consider the example of a mouse and an elephant. Assume someone measured the extremities of both animals and used withinsubject (within-animal) standardization. If the researcher would now proceed to compare the length of, let us say, the legs, probably no significant differences would be found. This is despite the fact that the legs of an elephant and a mouse are surely different. This is because all the measures are related to the size of the whole animal. Therefore, the first implication is that if dimensions are interrelated or have a common underlying cause (e.g., overall body size), comparison of standardized measures in absolute terms (which leg is longer, the leg of the elephant or the leg of the mouse?) will give misleading results. This is related to findings by Bartram (1996) in the context of factor analysis, where he found that standardization might be applicable in situations where many dimensions are measured that are not strongly intercorrelated. Whereas Matsumoto et al. (1997) used presumably highly intercorrelated social values related to individualism-collectivism, Kirkman and Shapiro (2001) used four different value dimensions as well as variables at a team level that are less likely to be highly correlated. As I discussed in the section on factor analysis, ipsatization will force some variables to take on lower or higher values than in the raw data, and if the original items are highly correlated, this might produce spurious results.
A second implication is that if we compare the tail of the mouse and the elephant using ipsative measures, we would probably conclude that the mouse's tail is significantly longer than the tail of the elephant. It is important to note that this comparison makes sense only if we consider the length of the tail relative to the overall size of both animals. Obviously, relative to the overall size of the mouse and the elephant, the mouse's tail is longer than the tail of the elephant.
This analogy nicely illustrates characteristics of ipsatization that have been noticed by various authors. Ipsative scores are not comparable across individuals but might only be used for intraindividual comparisons. For example, the seminal article by Hicks (1970) concluded that "in summary, one may state that scores originally obtained as ipsative measures may be legitimately employed only for purposes of intraindividual comparisons" (p. 168). Chan (2003) concurs:
As with ipsative measurement, there is a scale for every individual within which variations of behaviour occur. They are therefore inappropriate for inter-individual comparisons as two per-sons having an identical set of ipsative responses could be very different in terms of their overall amount of attitude or behavior. In fact, ipsative scores can only reflect the intra-individual (relative) differences across the variables and they are only appropriate for intra-individual comparisons. (p. 100)
If researchers are interested in the relative importance of variables within samples (which is basically what is achieved with ipsatization), then repeated measures ANOVA or mixedmodel ANOVAs using the raw data might be more appropriate, and the resulting effect sizes of the within-culture comparison might be compared across samples (for an example, see Gudykunst et al., 1992) . Ipsative scores could also be compared using appropriate nonparametric tests (for an example, see Grimm, Church, Katigbak, & Reyes, 1999) . Harrington and Liu (2002) also used nonparametric tests. Their study is also noteworthy because, as discussed previously, they provided a theoretical rationale for the meaning of the standardized scores. Observed mean differences were interpretable because the authors assumed that the self has a limited size and some aspects are relatively more important than others within each person's self-concept. Finally, if only the order of variables is of interest, the rank order might be compared across cultural samples (see Church & Katigbak, 1992) .
A final note related to the use of MANOVA and discriminant analysis. Both techniques involve highly sophisticated and complex matrix computations and rely on inverse matrices (see Field, 2000) . As noted above, ipsative data matrices have no regular inverse, which is likely to create problems for MANOVA and discriminant function analysis. It should also be noted that Triandis et al. (1993) were unable to replicate discriminant functions derived from unstandardized scores with ipsatized scores using the same data sets across 10 cultural samples. Considering the complex statistics and the problems outlined above, authors might be advised to refrain from using multivariate techniques with ipsative scores pending further investigation of the impact of ipsatization on these techniques.
IMPLICATIONS OF WITHIN-GROUP AND WITHIN-CULTURE STANDARDIZATION
These standardization procedures are less commonly used and do not share the same statistical properties as ipsative scores yielded through within-subject standardization. Centering around the group mean or grand mean is a common procedure for various statistical techniques such as moderated multiple regression (Aiken & West, 1991) or hierarchical linear modeling (Raudenbush & Bryk, 2002) . It can also be used for exploratory factor analysis to remove patterning effects (e.g., Leung & Bond, 1989) . Overall, these standardization methods can be used; however, the interpretation of the resulting scores is crucial. Depending on the standardization used (within-group, grand mean) and the number of variables and their intercorrelation (for within-culture standardization), the interpretation of results changes. The classical example is z-transformation. Variables on different metrics can be compared in relation to the relative standing of individuals or groups compared to the mean. However, separate z-transformations within each sample will basically eliminate any mean differences across samples. The example of the mouse and elephant might be relevant again. The resulting comparison of means has to take into account which variables were used for standardization and what the substantive relationship between these variables is.
In the context of regression, mean centering is used to provide a meaningful metric for moderation analysis (see Aiken & West, 1991) . In hierarchical linear modeling (Raudenbush & Bryk, 2002) , a method conceptually similar to regressions but using variables at an individual and group (or culture) level, group-mean and grand-mean centering are routinely employed to distinguish individual-level and group (culture) level effects depending on the expected variation of effects at an individual and group (cultural level). However, the interpretation of the results changes depending on the centering used. I will use the link between self-esteem and life satisfaction as a somewhat simplified example. I assume self-esteem is positively correlated with life satisfaction, but different groups have different life satisfaction levels.
1
If researchers are interested in the effect of self-esteem on life satisfaction of individuals irrespective of the group differences, then within-group centering could be used to show the relationship at an individual level while controlling for the group level differences. The simple regression weight would show this individual level effect. However, if contextual effects are of interest, for example, the influence of group level self-esteem on the life satisfaction of individuals, controlling for self-esteem at an individual level, researchers may use grand-mean centering. The resulting regression weight in hierarchical linear modeling would represent the effect of group differences on satisfaction levels of individuals. Therefore, standardization can be necessary and useful for researchers, and the importance lies in the appropriate interpretation of the results obtained (see Raudenbush & Bryk, 2002, pp. 134-149) . Schwartz (1992) recommended partialing the mean across the 56 values in his value survey as a way of controlling for response bias. As discussed before, he theoretically supported this recommendation by pointing to his theoretical structure, which would indicate that mean differences across values are bias rather than substantial variation (Van de Vijver & Leung, 1997) . Although this is an appealing strategy, it may not be without limitations in different data sets and with different instruments. As can be seen in Table 1 , the rationale underlying all types of covariance analyses is to use residuals of regressions purified of the effect of a nuisance variable (response bias). One way is to think of a simple regression of the single item on the composite scale (including the item). All the variance in the single item that is not accounted for by the composite scale (unexplained variance is the deviation from the predicted regression line or the residual of the regression) is then used in the following analysis (correlation or analysis of variance). But what happens if an item is regressed against itself (or against itself together with other items)? In an extreme case singularity will be encountered, meaning that there is no residual because the dependent variable is perfectly predictable from the predictor variable. Consequently, this kind of analysis takes out variance which is not caused by response bias but the true endorsement of the variable. One remedy would be to eliminate the respective item (or sets of items) from the partial correlation (Russell, 1979) . As an example, if you are interested in the relation between hedonism and stimulation, you could partial the mean of all variables without the hedonism and stimulation values. Nevertheless, this procedure is likely to result in the problems as outlined above, if other value types (e.g., adjacent value types such as power or self-direction) are highly correlated with hedonism and stimulation and true variance that is shared by these value types is removed. This also might create the problem of multicollinearity, resulting in unstable regression weights.
IMPLICATIONS OF COVARIATE ANALYSIS
Another problem is the number of items. Instruments often consist of different numbers of items. Let us assume we have 10 items, 8 items measuring one construct and the remaining 2 items form a second, independent construct. If the overall endorsement is taken as a response bias measure, the answer of the 8 items is adjusted by using the answers of 2 additional items, whereas the response of the 2 items will be adjusted for the answers of the other 8 items. To overcome this problem, the instruments should be of comparable length.
Given the large number of values in the Schwartz value survey, the circumplex structure resulting in positive, negative, and zero correlations among values and the apparent comprehensiveness of the instrument cross-culturally, partialing the mean might be appropriate. However, this technique might yield biased results when smaller numbers of interrelated constructs (sharing substantial variance) are used and the number of items differs substantially across constructs.
SUMMARY AND DISCUSSION
Dealing with cross-cultural response patterns is arguably one of the most challenging issues in cross-cultural survey research. Standardization has been proposed as a mean to overcome this problem; however, there has been confusion about the meaning of this term. Therefore, this article provides a general classification scheme for standardization procedures for eliminating and reducing response bias in cross-cultural research. It gives an overview of the various standardization possibilities and helps to clarify the previous inconsistent and ambiguous use of the term standardization in the cross-cultural literature. Using this classification scheme, a review of empirical research in JCCP has shown that authors increasingly rely on standardization. Within-subject and double standardization procedures are the most common procedures. Despite citing eliminating potential bias as a reason for standardization, most researchers do not discuss why observed mean differences constitute bias rather than substantial variation that might be linked to their topic of interest. This is a major shortcoming of previous research, and researchers should consider alternative meanings of (unwanted) cross-cultural differences in more depth.
Furthermore, within-subject and double standardization procedures create ipsative scores that have various undesirable properties, especially for statistical techniques involving correlations. The author would caution researchers against the use of within-subject and double standardized data matrices for factor analysis, especially if constructs in the raw data matrix are positively correlated. So-called culture-free or etic factor analyses are likely to produce spurious method factors (Cornwell & Dunlop, 1994) . Researchers interested in the underlying structure of their standardized data matrix might use multidimensional scaling instead. Researchers interested in correlation are advised to consider rank-order correlations instead of parametric Pearson correlation with standardized data. They should also note that the sum of correlations between ipsative measures and external unstandardized criteria will be close to zero. This methodological constraint might alter interpretations of the results and researchers should consider the theoretical implications. Finally, more research is needed to understand the performance of ipsative data when using other multivariate statistics such as MANOVA, discriminant function analysis, and structural equation modeling.
Comparison of means based on ipsative scores are difficult to interpret, and the exact interpretation depends on a number of factors (such as the number of variables used for standardization and the interrelation between these variables). Researchers are encouraged to consider theoretical implications of ipsatization because this introduces a constant-sum constraint. Such constraints can make sense if a theory assumes an upper limit (as in the case of self; see Harrington & Liu, 2002) or the theoretical interest is in the relative importance of scores in relation to other variables. Using standardized data, nonparametric tests should be conducted (e.g., Grimm et al., 1999) . Furthermore, other options are available if there is concern with cross-cultural response biases and researchers are only interested in relative rather than absolute differences. Both within-subject and mixed-model designs might be used to overcome some of these problems (e.g., Gudykunst et al., 1992) . Using within-subject and mixed-model designs, the overall response tendency for each individual is taken into account, therefore correcting for response biases exhibited by individuals. For example, if individuals are interested in differences between individualism and collectivism in two different cultures, they might use separate scales for individualism and collectivism and then use the reported importance of individualism compared with collectivism as within-subject factor and culture as a between-subject factor. The interaction between the within-subject and between-subject factor would indicate whether the means for individualism and collectivism (within-subject factor) are different across the cultures (between subject factor) while taking into account response tendencies of participants. Finally, rank orders might be compared across cultures if researchers are interested in the relative order of constructs (e.g., Church & Katigbak, 1992) .
In contrast to ipsative scores produced by within-subject and double standardization, within-group or within-culture standardization can be used for correlational techniques such as regression (or factor analysis). However, the meaning of resulting coefficients might change and researchers have to be aware of the correct interpretation of regression weights as discussed above. For mean comparisons, again, the meaning of the resulting scores changes depending on the standardization procedure and the number of involved variables used.
Finally, partialing the mean across items as recommended by Schwartz (1992) might be appropriate when used with the Schwartz Value Survey. Researchers using this technique for other instruments should consider limitations stemming from the potential problem of singularity, multicollinearity, and differential adjustment of scales.
The previous points do not imply that researchers should refrain from using Likert-type response scales, nor should researchers avoid standardization. The main point of this article is to highlight some of the implications of standardization in terms of statistical properties as well as the theoretical interpretation of results. Adjustments are sometimes needed and can provide useful information that would be obscured if no standardization was used (e.g., Raudenbush & Bryk, 2002) . The crucial question is for what purposes researchers want to standardize raw data. In my opinion, it is necessary to distinguish between standardization used for (a) examining structural relationships among variables or theoretical constructs (e.g., dimensionality of constructs) and (b) explaining level differences between groups (Van de Vijver & Leung, 1997) . Concerning the examination of structural relationships between variables, I would suggest caution when using ipsatized data in factor analytical designs. Multidimensional scaling might be more appropriate for ipsative data, as well as in cases where concerns exist that response biases might obscure structural relationships. Explaining level differences between groups-for example, through the use of t tests, ANOVAs, regression, or hierarchical linear modeling-sometimes requires standardization techniques and it is important that researchers are aware of the appropriate interpretation.
In this article, I was only concerned with the methodological and statistical implications of standardization when trying to eliminate response bias. I did not address the issue of whether response bias is a factor that needs to be controlled for. Increasingly, evidence becomes available that response bias might actually be a variable of substantive interest and a true indicator of cross-cultural differences. For example, Smith (2004) and Van Hemert et al. (2002) pointed out that cross-cultural differences in response bias can be explained in terms of psychological dimensions, such as the ones derived from Hofstede's (1980) work. Therefore, these differences might better reflect different communication styles across cultures rather than bias that needs to be controlled for. The focus of the investigation might be important for how individual researchers deal with these issues. More research is needed to explore this possibility. In the meantime, appropriate statistics are available that can detect item bias (Cheung & Rensvold, 2000) or differential item functioning (Van de Vijver & Leung, 1997) across different cultural samples.
