Abstract. We state six conjectures on the real loci of the Calogero-Moser spaces, the real locus of the Wilson's adelic Grassmannian, real representations of a certain Cherednik algebra and the deformed preprojective algebra of a certain quiver, real bases of spaces of quasipolynomials, and eigenvalues of Calogero-Moser matrices. Then we prove that all six conjectures are equivalent and show that the well-known Shapiro-Shapiro conjecture in real Schubert calculus (recently proved by Mukhin, Tarasov and Varchenko) follows from them. The latter arises as a certain degeneration of the previous conjectures.
Introduction
The Shapiro-Shapiro conjecture states that, if p 1 (x), . . . p n (x) ∈ C [x] are such that the Wronskian Wr(p 1 (x), . . . , p n (x)) has only real roots, then Span{p 1 (x), . . . , p n (x)} has a real basis. It plays a major role in the real Schubert calculus [S1, S2] and the theory of real algebraic curves [KS] . Considerable numerical evidence was obtained [S3] , supporting the conjecture. For a long time the conjecture was open. It was proved in the case n = 2 by Eremenko and Gabrielov [EG1, EG2] . In the general case, it was proved by Mukhin, Tarasov, and Varchenko [MTV1] .
In this paper we state several conjectures on the real loci of complex agebraic varieties related to representation theory and integrable systems, and reality of representations of preprojective algebras of quivers and Cherednik algebras. We prove that all these conjectures are equivalent to each other and that they imply the Shapiro-Shapiro conjecture. The new conjectures also desingularize the latter in a sense which will be spelled out below.
The link between all conjectures is the notion of a Calogero-Moser space, [W2, KKS] The n-th Calogero-Moser space C n is the geometric quotient of C n = {(X, Z) ∈ gl n (C) ×2 | rank([X, Z] + I n ) = 1}
by the action of GL n (C) by simultaneous conjugation. We refer to Sect. 3 for details, here we only point out that C n is a smooth, irreducible, complex affine variety, [W2] . We will denote by π n the corresponding map C n → C n . The real locus RC n of C n is defined as the image under π n of the pairs of real matrices (X, Z) in C n . More details on RC n , including an identification with a real Calogero-Moser space, can be found in Sect. 3. Our first conjecture is: Conjecture 1.1. If (X, Z) ∈ C n and both X and Z have real eigenvalues, then π n (X, Z) belongs to the real locus of C n .
In elementary terms, the conclusion is that X and Z can be simultaneously conjugated (under GL n (C)) to real matrices. In Sect. 7 we prove that the original Shapiro-Shapiro conjecture is equivalent to the special case of this conjecture for pairs of matrices (X, Z) ∈ gl n (C) ×2 where Z is nilpotent. Consider the canonical map, [EG, p. 286] (1.1) Υ : C n → A (n) × A (n) , Υ(π n (X, Z)) = (Spec(X), Spec(Z)),
where A (n) = A n /S n and Spec(X) stand for the eigenvalues of a square matrix. In terms of this map Conjecture 1.1 simply claims that
where A (n) R = A n R /S n . The Shapiro-Shapiro conjecture is in fact equivalent to the special case of Conjecture 1.1 for the fibers of Υ over A (n) × 0 which are singular, see Sect. 7. In Sect. 3 we show that to prove the general conjecture, one only needs to verify it for the generic fibers of Υ. In this sense our Conjecture 1.1 "desingularizes" the Shapiro-Shapiro conjecture. A great deal of information is known about the map Υ. Etingof and Ginzburg showed [EG, Proposition 4.15] that it is a finite map of degree n!. Furthermore the fiber of Υ over 0 × 0 was studied in great detail by Etingof, Ginzburg, Finkelberg, and Gordon [EG, FG, G] . Finally, we point out that the equivalences which we prove, described below, lead to an application in the opposite direct: the results of Mukhin, Tarasov, and Varchenko [MTV1] can be interpreted as a description of the fibers of Υ over A (n) × 0.
Going back to the generic fibers of Y , Conjecture 1.1 is equivalent to the following conjecture in elementary linear algebra terms, which has to do with eigenvalues of a class of matrices called Calogero-Moser matrices:
Define the Calogero-Moser matrix Z = {Z jl } n j,l=1 , where
for some complex numbers λ j and α j . If λ 1 , . . . , λ n are real and Z has only real eigenvalues, then α 1 , . . . , α n must be real. Proposition 4.15 in [EG] implies that for (fixed) generic λ's and generic eigenvalues of Z, there exist exactly n! n-tuples (α 1 , . . . , α n ) with this property. The Calogero-Moser space C n parametrizes the equivalence classes of representations of the deformed preprojective algebra Π ν (Q) of a certain quiver (for a specific dimension) [CBH, CB] , and the irreducible representations of the rational Cherednik algebra H 0,1 (S n ), [EG] . In Sect. 4 and 5 we find equivalent formulations of Conjecture 1.1 in representation-theoretic terms. Sect. 6 also provides a detailed study of the real locus of Gr ad . In Sect. 7 we find a reformulation of Conjecture 1.1 which could be considered as the most straightforward generalization of the original Shapiro-Shapiro conjecture in elementary terms:
We start with a collection of distinct real numbers µ 1 , . . . , µ k ∈ R and a collection of finite dimensional subspaces
has only real roots, then all vector spaces V 1 , . . . , V k have real bases.
The conjectures in this paper should also have a reformulation in terms of onesided ideals of the first Weyl algebra with real bases, [BW] . Tracing back the equivalence between the set of conjectures which we state, we find new equivalent reformulations of the Shapiro-Shapiro conjecture in the different setups. This is done in Sect. 7. A curious one arises from the setting of the Wilson adelic Grassmannian, cf. Theorem 7.5 for more details. According to it:
This is now a fact (not a conjecture) because of the Mukhin-Tarasov-Varchenko proof [MTV1] of the Shapiro-Shapiro conjecture.
We have performed numerical computations which confirm our conjectures in low dimension.
Finally we would like to point out that the real loci of other quiver varieties, and the reality of the representation of other deformed preprojective algebras of quivers and Cherednik algebras could be naturally related to combinatorial problems of the Shapiro-Shapiro type.
After this paper had been completed, Alexander Varchenko informed us that Conjectures 1.1 (same as 3.3), 2.1, and 7.2 were proved by Mukhin, Tarasov, and Varchenko in their paper [MTV2] .
Eigenvalues of Calogero-Moser matrices
We start with an elementary formulation of our set of equivalent conjectures in linear algebra terms. It has to do with Calogero-Moser matrices with real distinct eigenvalues.
Conjecture 2.1. Let λ = (λ 1 , λ 2 , . . . , λ n ) ∈ R n be an n-tuples of real distinct numbers. If an n-tuple α = (α 1 , α 2 , . . . , α n ) ∈ C n has the property that the matrix (2.1)
As a consequence of [EG, Proposition 4.15] , for generic λ's and generic eigenvalues of Z, there exist exactly n! n-tuples (α 1 , . . . , α n ) with this property. This follows from general considerations for the Calogero-Moser spaces, described in the next Section.
Calogero-Moser spaces
First we recall the definition of the Calogero-Moser spaces, for details we refer the reader to [W2] . Define the locally closed subset C n of gl n (C) × gl n (C), consisting of pairs of matrices (X, Z) such that
where I n is the identity matrix of size n × n. The action of GL n (C) on C n by simultaneous conjugation:
is free and proper, see [W2] . For this action, there exists a geometric quotient
which is a smooth, irreducible, complex affine variety, [W2] . It is called the n-th Calogero-Moser space. Define the real locus of C n by
Now we define the real locus of C n as the push-forward of the real locus of C n under π n :
RC n := π n R n .
The next Proposition identifies RC n with a real Calogero-Moser space and explicitly describes it as a real algebraic subset of C n . Denote the natural inclusion
Here we view C n as a real variety and i n as an embedding of real varieties. We also define
where x jl , z jl are the matrix entries of X, Z considered as regular functions on C n .
Proposition 3.1. The set RC n coincides with the real algebraic subset of
There exists a (smooth) geometric quotient for the action of GL n (R) on R n and thus the natural inclusion i n : R n ֒→ C n induces a morphism of real varieties
We will call the quotient R n := R n /GL n (R) the n-th real Calogero-Moser space.
Proof. Consider the categorical quotient ν n : R n → R n //GL n (R). By the universal property of categorical quotients i n descends to the map (of real varieties)
Lemma 3.2 below implies that the fiber of i n ν n = π n i n :
This implies that i n is an injection and that the fibers of ν n are exactly the GL n (R) orbits on R n . In particular, ν n is a geometric quotient; hence we will denote its rage by R n /GL n (R). Analogously to [W2, Section 1] the latter is smooth. It is clear that
is a direct sum of finite dimensional modules and
is an isomorphism, where O(X n ) and O(R n ) denote the real coordinate rings of X n and R n . This implies that RC n = X n and that i n : R n → RC n = X n is an isomorphism of real algebraic varieties.
then there exists g ∈ GL n (R) with the same property.
Proof. We can assume that the element g ∈ GL n (C) satisfying (3.5) is such that Re g is nondegenerate. If this is not the case we can substitute g with a.g for an appropriate scalar a ∈ C * . Taking real parts in Y j g = gX j we find
and thus Re g ∈ GL n (R) has the needed property.
We are ready to state our main conjecture on the real loci RC n of the CalogeroMoser spaces C n .
Conjecture 3.3. If (X, Z) ∈ C n and X and Z have only real eigenvalues, then π n (X, Z) is in the real locus RC n of C n . In other words, if (X, Z) ∈ C n and X and Z have only real eigenvalues, then there exists g ∈ GL n (C) such both matrices gXg −1 and gZg −1 have real entries. Proof. Assume Conjecture 3.3. Let λ and µ be two real n-tuples as in Conjecture 2.1 and let Z be the matrix (2.1). Set X = diag(λ 1 , . . . , λ n ). Then according to Conjecture 3.3 there exists g ∈ GL n (C), such that g.(X, Z) ∈ gl n (R) ×2 . Since the eigenvalues λ 1 , . . . , λ n of the matrix X are distinct, there exists a matrix g 1 ∈ GL n (R) for which g = g 1 A, where A = diag(a 1 , . . . , a n ) with some complex numbers a 1 , . . . , a n . The fact that the matrix
is real shows that AZA −1 is also real. The off-diagonal entries of this matrix are
1 is real and the matrix g 2 is real. Thus z has real entries and in particular α ∈ R n .
Assume now the validity of Conjecture 2.1. In terms of the map Υ :
R consisting of collections of n distinct real numbers. Since Υ is finite and RC n is a real algebraic subset of C n (see Proposition 3.1), by taking closures in (3.6) we get
This establishes the validity of Conjecture 3.3.
Deformed preprojective algebras of quivers
Let Q = (I, Q) be a finite quiver with vertex set I and arrow set Q. Denote by Q its doubling (obtained by adding a reverse arrow a * for each arrow a of Q). The deformed preprojective algebra of Q, corresponding to the weight ν = (ν i ) i∈I ∈ C I , was defined by Crawley-Boevey and Holland [CBH] as the quotient algebra
Here CQ denotes the path algebra of the double quiver Q and e i denote the standard idempotents of Q. For a real weight ν = (ν i ) i∈I ∈ R I , denote
Thus, for ν ∈ R I , Π ν (Q) is the complexification of Π R ν (Q). We restrict our attention to the quiver Q with 2 vertices 0 and ∞, and two arrows v : 0 → ∞ and X : 0 → 0. Set also ν 0 = −1, ν ∞ = n. Denote w = v * , Z = X * . The algebra Π ν (Q) is the algebra generated by X, Z, v, w and the idempotents e 0 , e ∞ , which in addition to the path algebra relations satisfy
Finally we restrict our attention to representations of Π ν (Q) of dimension vector (n, 1) (i.e. dim V 0 = n, dim V ∞ = 1). All such representations are irreducible [CB, W2] .
Conjecture 4.1. Consider a representation V 0 ⊕ V ∞ of the deformed preprojective algebra Π ν (Q) of the above quiver for the weight ν = (−1, n) with dimension vector (n, 1). If the operators X, Z ∈ End(V 0 ) have only real eigenvalues, then this representation is the complexification of a representation of the real algebra Π ν (Q) R .
Theorem 4.2. Conjecture 4.1 is equivalent to Conjecture 3.3.
This equivalence is immediate; one only needs to observe that, if V 0 has a basis in which the matrix entries of X and Z are real, then V ∞ (which is 1-dimensional) has a basis in which the entries of v and w are real.
Remark 4.3. Because of the equivalence between Conjecture 2.1 and Conjecture 3.3, it is sufficient to prove Conjecture 4.1 in the case when X and Z have distinct eigenvalues.
Cherednik algebras
In this section we will work with the rational Cherednik algebras H 0,c (S n ) with deformation parameters t = 0 and c = 0, where S n is the n-th symmetric group. Cherednik algebras are two step degenerations of double affine Hecke algebras [Ch] . For details on Cherednik algebras and more generally on symplectic reflection algebras we refer the reader to the Etingof-Ginzburg paper [EG] . The algebra H 0,c (S n ) is generated by the polynomials subalgebras C[x 1 , . . . , x n ] and C[y 1 , . . . , y n ], and the group algebra CS n of the symmetric group, subject to the following deformed crossed product relations
The Cherednik algebras H 0,c (S n ) are isomorphic for different values of c = 0 and we will restrict our attention to c = 1. Denote by e = (1/n!) σ∈Sn σ the symmetrizing idempotent of CS n ⊂ H 0,1 (S n ). The spherical subalgebra of H 0,1 (S n ) is the subalgebra U = eH 0,c (S n )e, [EG] .
First we recall several results of Etingof and Ginzburg on finite dimensional irreducible H 0,1 (S n ) modules. (a) U is a commutative algebra and is isomorphic to the coordinate ring O(C n ) of the n-th Calogero-Moser space C n .
(b) All irreducible H 0,1 (S n ) modules are parametrized by the points of C n . Given c ∈ C n , the corresponding H 0,1 (S n ) module is
Although we will not be using this below, we note that each M c has dimension n! and is isomorphic, as an S n module, to the regular representation of S n , [EG, Theorem 1.4 (iii) ].
We will need the following additional fact from [EG] regarding the structure of the modules M c . First, denote by S n−1 the subgroup of S n permuting the last n − 1 indices {2, . . . , n} and by e = (1/(n − 1)!) σ∈S n−1 σ the symmetrizing idempotent of S n−1 . The subspace eM c is stable under the action of x 1 and y 1 because x 1 and y 1 commute with e. In any basis of eM , x 1 and y 1 act by a pair of matrices (X c , Z c ) ∈ C n such that π n (X c , Z c ) = c Finally, we denote the real subalgebra of H 0,1 (S n ) generated by x 1 , . . . , x n , y 1 , . . . , y n and the elements of S n by H R 0,1 (S n ). It is clear that H 0,1 (S n ) is the complexification of H R 0,1 (S n ).
Conjecture 5.2. Fix an irreducible H 0,1 (S n ) module V . If the restriction of the operators x 1 and y 1 to eV have only real eigenvalues, then V is the complexification of a (real) H R 0,1 (S n ) module. Proof. Assume the validity of Conjecture 5.2 and fix (X, Y ) ∈ C n such that both X and Z have only real eigenvalues. Set c = π n (X, Z). Conjecture 5.2 implies that M c is the complexification of a real H R 0,1 (S n ) module M R c . Therefore eM R c is a real vector space which is stable under x 1 and y 1 and such that (eM R c ) C = eM c . If X 1 and Z 1 are the matrix representation of the restriction of the operators x 1 and y 1 to eM R c in any basis of eM R c , then (X 1 , Z 1 ) ∈ R n ∩ GL n (C)(X, Z). Thus π n (X, Z) ∈ RC n .
In the opposite direction, let us assume the validity of Conjecture 3.3. Fix c ∈ C n such that the restriction of x 1 and y 1 to eM c have only real eigenvalues. Then c belongs to the real locus RC n of C n . One checks by a direct computation that under the Etingof-Ginzburg isomorphism U ∼ = O(C n ), U R = eH R 0,1 (S n )e correspond to O R (C n ), recall (3.4). Because of Proposition 3.1, χ c : U ∼ = O(C n ) → C restricts to a real character χ c : U R → R. Then M c is the complexification of the 
The real locus of the Wilson's adelic Grassmannian
In this section we define the real locus of Wilson's adelic Grassmannian. We formulate a criterion for a point of Wilson's Grassmannian to belong to its real locus and prove that it is equivalent to our set of conjectures.
We start with some general facts on the real locus of Wilson's adelic Grassmannian. To keep the size of the paper small, we will only recall a few facts on Sato's and Wilson's Grassmannians. For details, we refer the reader to Wilson's papers [W1, W2] , van Moerbeke's review [vM] , and the paper [BHY2] .
Sato's Grassmannian is an infinite dimensional Grassmannian of subspaces of
] of a particular type, see [vM] . It is the phase space of the KP hierarchy (an infinite dimensional integrable system). Wilson's adelic Grassmannian is the subset of Sato's Grassmannian which parametrizes all rank 1 bispectral wave functions, [W1] 
The tau and wave functions of W are related by Sato's formula
t 1 =x,t 2 =t 3 =...=0
.
Here and below we abbreviate t = (t 1 , t 2 , . . .) and [z −1 ] = (z −1 , z −2 /2, z −3 /3, . . .). We will need two different parametrizations of Gr ad , both due to Wilson, [W1, W2] . According to [W2, Proposition 2.9 ] all tau functions τ W (t) are polynomials in t 1 with leading coefficient 1. (The other coefficients depend on t 2 , t 3 , . . .) Denote by Gr ad n the set of tau functions in Gr ad which are polynomials of degree n in t 1 . Considering the coefficients of τ W , induces a natural structure on Gr ad n of a finite-dimensional complex affine variety. Set C = ⊔ n∈Z ≥0 C n and define
Clearly β(C n ) ⊂ Gr ad n . The corresponding wave function is given by (6.4)
where I n is the identity matrix of size n × n. We denote by G the set consisting of a finite collection of distinct complex numbers µ 1 , . . . , µ k (k ∈ Z ≥0 ) and a collection of subspaces V 1 , . . . , V k of C[x], associated to each of them. In other words G consists of 2n-tuples
where two 2n-tuples of this kind are identified, if one of them is obtained from the other by a simultaneous permutation of the µ's and the V 's. Define the Wilson's map [W1] 
Here
(This is the version of Wilson's map from [BHY2] .) Finally, denote by G ′ the subset of G consisting of (µ 1 , . . . , µ k , V 1 , . . . , V k ) such all subspaces V j of C[x] contain no constants except 0. 
In the next Theorem we treat the set of real points of Wilson's adelic Grassmannian.
Theorem 6.2. For a point W in Wilson's adelic Grassmannian Gr
ad the following conditions are equivalent:
1) The plane W has a real basis.
2) Up to a nonzero scalar the tau function τ W has real coefficients.
3) The wave function Ψ W (x, z) has real coefficients, i.e. a 1 (x), a 2 (x), . . . ∈ R(x) in (6.1).
4)
(a) each µ j appears together with its complex conjugate and
Here for p(x) = m j=1 a j x j , we set p(x) = m j=1 a j x j . Condition 4 is the same as saying that one can find bases of V 1 , . . . , V k such that the basis of V j is real if µ j is real and the bases of V j and V k are complex conjugate if µ j = µ k . It can be also restated to: the space of functions e µ 1 x V 1 ⊕ · · · ⊕ e µ k x V k on R has a real basis.
We define the real locus of Wilson's adelic Grassmannian as the set of all W ∈ Gr ad which satisfy any of the five equivalent conditions in Theorem 6.2.
Proof. First we show 1 ⇒ 2 ⇒ 3 ⇒ 1. The tau function τ W (t) is constructed from W by the so called boson-fermion correspondence [K] , from which 1 ⇒ 2 is straightforward. Sato's formula (6.2) shows that 2 ⇒ 3. Finally 3 ⇒ 1 because
cf. [vM] . (If Ψ W (x, z) is singular at 0, one evaluates its derivatives at any real point r. To get W , one flows back the plane obtained in this fashion, with respect to the first KP flow, see e.g. [BHY2] .) The implications 4 ⇒ 2 and 5 ⇒ 3 are obvious from (6.3) and (6.5). Next we show 2 ⇒ 5. Assume that (up to a nonzero scalar) τ W (t) has real coefficients and that W = γ(µ 1 , . . . , µ k , V 1 , . . . , V k ), for some (µ 1 , . . . , µ k , V 1 , . . . , V k ) ∈ G ′ . Taking complex conjugates in [BHY1, Theorem 1] (see also [W1, eq. (5. 7)]), we find W = γ(µ 1 , . . . , µ k , V 1 , . . . , V k ). Now 5 follows from the bijectivity of γ : G ′ → Gr ad , and the fact that (µ 1 , . . . , µ k , V 1 , . . . , V k ) ∈ G ′ . We recall that two 2n-tuples of the type (µ 1 , . . . , µ k , V 1 , . . . , V k ) are identified as elements of G ′ , if one of them is obtained from the other by simultaneous permutations of the µ's and the V 's.
Finally we prove 2 ⇒ 4. We need to show that for c ∈ C n , if τ β(c) (t) has real coefficients (up to a non-zero factor), then c ∈ RC n . First we assume that c = π n (X, Z) for some (X, Z) ∈ C n where X has distinct eigenvalues. Since X has distinct eigenvalues, we can assume that X = diag(λ 1 , . . . , λ n ) and that Z has the form (2.1) for some λ 1 , . . . , λ n , α 1 , . . . , α n ∈ C. The reality of τ β(c) (t) implies that β(π n (X, Z)) = β(π n (X, Z)). Because β : C n → Gr ad n is a bijection, (Theorem 6.1 (a)), there exists g ∈ GL n (C) such that X = gXg −1 , Z = gZg −1 . In particular, after a reindexing, for some index l ≤ n/2: λ 1 , . . . , λ 2l / ∈ R, λ 2 = λ 1 , . . . , λ 2l = λ 2l−1 , λ 2l+1 , . . . , λ n ∈ R and Z = gZg −1 for g = diag(B, . . . , B, I n−2l ), where B = 0 1 1 0 .
Theorem 6.5 easily follows from Theorem 6.2 and the fact that for W = β(π n (X, Z))
Here χ X (x) stands for the characteristic polynomial of X.
Spaces of quasipolynomials
, we define the normalized Wronskian
in the following way. Choose a basis {q 1 (x), . . . , q N (x)} of e µ 1 x V 1 ⊕ · · · ⊕ e µ k x V k and set
where a 0 is the leading coefficient
It is easy to check that the latter is a polynomial in x. It is straightforward to see that this definition does not depend on the choice of the basis
Recall the definition of Wilson's map γ : G → Gr ad from the previous Section.
Lemma 7.1. In the above setting
This Lemma seems to be well known, but we only found it for k = 1, µ 1 = 0 in [W1, p. 191] . It follows by observing that the coefficient a 1 (x) of Ψ γ(µ 1 ,...,µ k ,V 1 ,...,V k ) (x, z), cf. (6.1), is given by
because of (6.2), and by
because of (6.5).
Conjecture 7.2. Let (V 1 , V 2 , . . . , V k ) be a k-tuple of subspaces of C [x] . If µ 1 , . . . , µ k are real distinct numbers and the polynomial Wr(e µ 1 x V 1 , . . . , e µ k x V k ) has only real roots, then each of the subspaces V 1 , . . . , V k has a basis consisting of polynomials with real coefficients. Proof. Assume the validity of Conjecture 7.2. Fix (X, Z) ∈ C n such that both X and Z have only real eigenvalues. Let
Comparing (6.4) and (6.5), we see that the eigenvalues of Z are precisely −µ 1 , . . . , −µ k . Comparing (6.3) and Lemma 7.1, we see that
Conjecture 7.2 now implies that each of the spaces V 1 , . . . , V k has a real basis. Thus γ(µ 1 , . . . , µ k , V 1 , . . . , V k ) belongs to the real locus of Gr ad . From Theorem 6.2 we obtain that π n (X, Z) ∈ RC n , which establishes Conjecture 3.3.
Next we assume the validity of Conjecture 3.3. Fix a collection µ 1 , . . . , µ k , V 1 , . . . , V k , as in Conjecture 7.2, such that µ 1 , . . . , µ n are real and Wr(e µ 1 x V 1 , . . . , e µ k x V k ) has only real roots. Then (µ 1 , . .
for some (X, Z) ∈ C n . From (6.4) and (6.5), we obtain that all eigenvalues of Z are among −µ 1 , . . . , −µ k , and thus are real. As in the previous direction we have (7.1); therefore all eigenvalues of X are real as well. Conjecture 3.3 implies that π n (X, Z) ∈ RC n and Theorem 6.2 implies that β(π n (X, Z)) belongs to the real locus of Gr ad . Applying one more time Theorem 6.2, we obtain that
for some (ν 1 , . . . , ν l , U 1 , . . . , U k ) ∈ G ′ with the properties of Theorem 6.2 (5). Because of part (b) of Theorem 6.1, {ν 1 , . . . , ν l } is a subset of {µ 1 , . . . , µ k }. So all ν 1 , . . . , ν l are real, and therefore each of the spaces U 1 , . . . , U l has a real basis (because the condition 5 in Theorem 6.2 is satisfied). Theorem 6.1 now implies that the vector spaces V 1 , . . . , V k have the same properties. This completes the proof of the Theorem.
Remark 7.4. Because of the equivalence between Conjecture 2.1 and Conjecture 7.2, it is sufficient to prove Conjecture 7.2 in the case when dim V 1 = · · · = dim V k = 1 and V 1 , . . . , V k ⊂ C ⊕ Cx. More precesely, using Theorem 6.2 and exploiting the bijection γ −1 β : G ′ → C, we find that Conjecture 2.1 is equivalent to the following statement (see [W2, Section 3 and 4] ). Fix n distinct real numbers µ 1 , . . . µ n . If α 1 , . . . , α n ∈ C are such that (7.2) e −(µ 1 +···+µn)x Wr((x + α 1 )e µ 1 x , . . . , (x + α n )e µnx ) has only real roots, then α 1 , . . . , α n ∈ R.
Finally we note that the Shapiro-Shapiro conjecture is in fact the special case of Conjecture 7.2 when k = 1 and µ 1 = 0. We can trace back the equivalence between Conjecture 7.2, and Conjecture 3.3 and Conjecture 6.4, to identify equivalent formulations of the Shapiro-Shapiro conjecture in those settings.
Firstly, the tau functions of the KP hierarchy of the type τ γ(0,V ) (t) for V ⊂ C[x] are exactly the polynomial tau functions, i.e. those which are polynomials (in finitely many of the variables t 1 , t 2 , . . .). Recall that for a partition λ = (λ 1 ≥ for some complex numbers c 1 , . . . , c N ∈ C, cf. [SW, W2] . Finally, τ β(X,Z) (t) is a polynomial tau function if and only if Z is nilpotent, [W2, Proposition 6 .1]. Thus we get to:
Theorem 7.5. The Shapiro-Shapiro conjecture is equivalent to any of the following 2 statements: 1) If (X, Z) ∈ C n , Z is nilpotent and X has only real eigenvalues, then X and Z can be simultaneously conjugated to real matrices, i.e. π n (X, Z) ∈ RC n .
2) Fix a partition λ = (λ 1 ≥ λ 2 ≥ . . . Because the Shapiro-Shapiro conjecture was proved by Mukhin, Tarasov, and Varchenko [MTV1] , this establishes the validity of both statements 1 and 2 in Theorem 7.5. Conversely, a direct proof of 1 or 2 will lead to another proof of the Shapiro-Shapiro conjecture.
