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1. INTRODUCTION 
We consider the Cauchy problem of the nonhomogeneous quasilinear 
hyperbolic system of equations 
30 Nu> 
ar+ ax - = g(u) e+, -co<x<+oo,t>0, (1.1) 
u(x, 0) = u,(x), -al<x<+m. (1-2) 
Here, u, f(u) and g(v) are N-vector-valued functions; f(u) and g(u) are 
smooth of v. System (1.1) is assumed to be strictly hyperbolic and genuinely 
nonlinear in the sense of Lax [l}, that is, the matrix @+(u)/av has real and 
distinct eigenvalues A,(v) < A,(v) < .‘. < A,(v) with corresponding right 
eigenvectors y,(v), y2(u) ,..., y,(v) such that yj VAj # 0 (j = l,..., N). For 
definiteness, we always choose yj in a smooth manner so that rj VAj = 1. 
The constant K is to be chosen later. 
Since (1. 1 ), (1.2) generally does not have smooth solutions, we look for 
weak solutions in the distributional sense; i.e., a bounded measurable 
function u(x, t) is a solution if 
u g + f(u) g + g(u) e-K’q5) dx dt 
+ I 4)(x) qqx, 0) = 0 Cl.31 t=o 
for any smooth vector-valued function 0 with compact support in t > 0. 
For the homogeneous system corresponding to (1. l), i.e., g = 0, 
z+F . 
a-(u) = o 
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Glimm [Z] proved the existence theory of the solution of the Cauchy 
problem (1.4), (1.2) if the total variation of u,(x) is small. Such kinds of 
systems have been extensively studied, but in the nonhomogeneous case the 
result which has been found by us is the work of Tai-Ping Liu [3]. The 
system studied by Tai-Ping Liu and system (1.1) in this article have different 
kinds of nonhomogeneous terms. 
2. THE DIFFERENCE SCHEME 
The difference scheme which we use for solving the Cauchy problem (1. l), 
(1.2) is a generalization of Glimm’s scheme. The block in Glimm’s scheme is 
the solution C(X, t, 0, 0, v/, v,.) of the Riemann problem (1.4) with initial data 
qx, 0) = v,, x < 0, 
= v,, x > 0. 
Following Lax [ 1] if v, is close enough to vl, the solution z? exists and 
takes on constant values v0 = vI ,..., uj ,..., uN = v, in sectors . . . . cj = 
{(x;t): St < x < lq},.... The sectors z-, and z are consecutive. Also by 
[ 1 ] we have two possibilities for v’ in the sector between z-r and z. 
(a,) C,-, and zj have common boundary x = Sjt, also 
Aj(C(t(tC - 05 t)) > tj > Aj(u’(tCj + 0, t)) and vi E Sj(vj- ,), where Sj(Uj- 1) = 
{u: (u - vj-,> tj=f(") -f(vj-l), n(v) < 6j < ntvj-*>l* 
(bj) Between s-, and 2, Aj(vj- 1) < s(v’(r& t)) < AI and 
v’(t<, r) E Rj(vj-,), where Rj(vj-,) = {v: u is connected to U, by an integral 
curve of rj and aj(v) > lj(vj-,)). 
In case (a,) there is a jump discontinuity. This jump discontinuity is called 
a j-shock wave. In case (b,), v is continuous on and between SW1 and s. 
The configuration (bj) is called a j-rarefaction wave, while a j-wave refers to 
either. 5(x, t, 0, 0, u,, v,) is called the resolution of the discontinuity v,, u, for 
system (1.4) at point (0,O) into j-waves, 1 < j < N. uO, u, ,..., v, are called 
the intermediate states of v’. Again by [l] they are c* functions of u, and v, 
and near v,. 
Now we describe the difference scheme we use for solving (1. l), (1.2). 
Randomly choose sequence a = {ai, i > l}, equidistributed in (-1, l), and 
take mesh length dx = I, At = h satisfying the Courant-Friedrich-Lewy con- 
dition 
Z/h = const 2 1 Aj(V)l, j = l,..., N, 
for all v under consideration. 
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First we define 6(x, t, m + 1, k, z’[, 0,) = C(x - (m + 1)1, t - kh, 0, 0, u,, u,.) 
as the resolution of the discontinuity v,, u,. for system (1.4) at point 
((m + l)f, kh). Then we take U(x,t,m+l,k,u,,v,)=~(x,t,m+l, 
k, u,, v,) + g(G(x, t, m + 1, .k, zil, v,)) (t - kh)edK’ as the approximate 
solution of system (1.1) with the initial data 
u(x, kh) = uI, x<(m+ l)l, 
= ur, x> (m+ 1>1. 
Throughout this article we always assume the total variation over 
(--co, +a> of u&x), v- co,,X< +cr U,,(X) is small. Here and from now on for 
vector-valued function u(x) = (u”‘(x),..., V(~)(X)) we denote the total 
variation of v(x) over an interval (a, b) as 
N-1 
V U(X) = 
(a,b) (I<XI 
SUP<xn<b zl IIU(xi+l) -“(xi)ll~ 
where 
Il”(xi+ 1) - u(xi)ll = ( fi (“(‘)(xi+ I> - ui”(xi)9 “*9 
x, x, are all possible sub-divisional points in (a, b). 
The construction of the difference approximation u = u(x, t) proceeds as 
follows: Let 
+&4 = u&4 (m-l)l<x<(m+ 1)f 
and Ix] < (2[ l/1]* + 1)f 
= u,(- >, (m- l)l<xc (m+ 1)1 
andx<-(2[1/1]*+ l)f,m=even, 
= u,(+oo), (m-l)Z<x<(m+ 1)1 
andx> (2[1/1]*+ l)Z, 
then we define u(x, t) = u(x, t, (m + l), 0, u,,,(ml), u,,,((m + 2)1)), for 
ml < x < (m + 2)1, 0 < t < h, m = even. Inductively suppose u(x, t) exists for 
0 < t < kh; then we define 
u(x, t) = u(x, t, m + 1, k, u((m + a,)/, kh - 0), 
u((m + 2 + a,$, kh - 0)), 
for 
ml<x<(m+2)1, kh<t < (k+ l)h, m + k = even. 
NONHOMOGENEOUS QUASILINEARSYSTEMS 443 
Obviously, u(x, t) depends on the mesh length h and sequence a; we should 
express it by u,,~, but we may omit these suffixes for convenience. 
Now we cannot simply show that the difference approximation u can be 
defined for t > 0. Instead, this will be proved simultaneously with the proof 
of the bounds of u under some restriction on the initial data vO(x) and the 
constant K. 
3. ESTIMATES FOR THE DIFFERENCE EQUATION 
Before we obtain our estimates on the difference approximation U, we 
consider the Cauchy problem of the system of the ordinary differential 
equations 
dv 
x= g(v), 
(3.1) 
v II=0 = vd-00). 
Because of the smoothness of g(v) it follows that there is a constant K’ 
such that the Cauchy problem (3.1), possesses a unique bounded solution 
v = y(z) on [0, l/K’], i.e., ]]v(r)l] <M. 
It is not difficult to show that there are 0; c 0; , where 
Di= (VT 7): V E D,(r), r E 0, $ ; 
.f 1 [ II 
D,(T) = {V: /IV - ill < Si}, r E IO, (VK’)l, 
such that the following properties are established. 
In Di there is a family of smooth coordinate functions o,(v, r),..., w,(v, r), 
that is, Y,(V) VOi(V, r) = 1, VV E D,(r), yj(v(r)) Vw,(i//(r), r) = 6i.j and 
w,(ty(r), r) = 0, r E [0, l/K’], i,j= l,..., N. There are the constants 
M,, M, > 1 such that if vA, v, both belong to D1(r), r E [0, l/K’], we have 
II~~-~~Ilm&~~II~~-~*Il~ (3.2) 
Ilv, -v/Al GM2 IIVA - ~Bllrn~ (3.3) 
where I] vA - v, Ijrn = sup, GjGN Iwj(vA , r) - oj(vB, r)l. There exists a constant 
M, such that 
sup 
ag(i) 
UEDi I I 
avci’ GM,, (3.4) 
l<i,iCN 
sup II g(v)ll < M3 3 (3.5) 
VSDi 
where vu) and g”’ are the ith components of v and g, respectively. 
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If all the intermediate states U, = v,, U, ,..,, v,,, = V, of the resolution 
G((x, t, 0, 0, v,, ur) of the discontinuity v ,, v, for system (1.4) at point (0, 0) 
belong to D,(7), we let the quantity 
Ej(v,, VI - Vrr 7) = Wj(Vj9 7) - O(vj- 13 7, 
denote the magnitude of the j-wave in 0: Because wj(v, 7) is smooth in D{ 
and also, by [l], ej(v,, uI- v,, 7) is a c* function of vI, v/- v,, there is a 
constant K, such that 
aci 
a($) _ ,(j)) 6 K* ) 1 <j,<N, r 
a2Ci 
a@ a($) - tp) ,<K,, 1 <.i,k<N, 
a2Ei 
a7a(q) - p) GK29 l<k<N, 
(3.6) 
(3.7) 
(3-g) 
provided v,, = v,, v , v.., UN- 1, UN = v belongs to Q(t), r E [O, l/K’]. * 
For any v/,v,, v,. belonging to D*(7), 7E [0, l/K’], all corresponding 
intermediate states of V’(X, t, O,O, vI, urn), V(X, t, O,O, v,, vr), V(X, I, O,O, vI, v,) 
belong to D,(7), 7 E 10, l/K’]; the magnitudes of their corresponding i-wave 
are respectively i, 6i, ei; there is a constant K, such that 
IEil G IYil + Idi/ +KlDO, 61, i = 1, 2 ,..., N, (3.9) 
where the definition of D(y, 8) is the same as that in [2]. 
Throughout this article we take K > max[K’, A(16 N*K, + N)], where 
A = M2K2((N1’* + l)M, + 1). 
It is obvious that u = ~((l/K)(l -e-k’)), t E [O, + co) is the unique 
bounded solution of the Cauchy problem 
dV 
- = g(v) emKf, 
dt 
u Lo = b(- =J>* 
(3.1)’ 
Let Di = {(v, 5): v E D,(7), r E [0, l/K)}, i = 1,2, then (3.2), (3.3), (3.4), 
(3.9, (3.6), (3.7), (3.Q (3.9), and other aforementioned properties about 
0; , 0; are obviously true. 
From now on we defined the l-l relationship between 7 and t by means of 
the equality 7 = (l/K)(l - e-Rf), 0 < t ( + co. 
Let a,P be two waves in fl(x, t, m + 1, k, u((m + a& kh - 0), 
u((m + 2 +a,)/, kh -0) which cross the line t= (k+f)h, m +k=even, 
k = 0, 1, 2,...; if k = 0, let u((m + a,), Oh - 0) = v,,,(mf). For definiteness 
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suppose a is a j-wave and /? is an i-wave. When j # i, we say a and /I 
approach if the wave lying to the left on t = (k + f)h (toward c = - co) has 
the larger index. When j = i, we say a and /3 approach if a #/I and if they 
are not both rarefaction waves. 
Let a’, p’ be two waves in 6(x, 1, m, k, u(m + a& kh - 0), u((m t l)f, 
kh - 0)) and 6(x, t, (m t l), k, u(m t 1)1, kh - 0), u((m t 2 + a,)/, kh - 0), 
which cross the line, t = (k t j)h, m + k = even, k = 1, 2 ,... . We say a’, /? 
approach in the same way as a,/J 
Let K, = 4NK,. For any U(X, t) we define 
F(kh + 0) = L(kh t 0) t K,Q(kh + 0), 
where 
L(kh t 0) = 2 { 1 a I: a crosses t = (k t t)h}, 
QW+O)=C {Ial IPI: a and /? cross t = (k + t)h and approach}, 
k = 0, 1, 2 ,... . 
We also define 
F(kh - 0) = L(kh - 0) + K, Q(kh - 0), 
where 
L(kh-O)=z {\a’[: a’crossest=(k$:f)h}, 
Q&h-O)=c {ldllp’l: a’ and p’ cross t = (k + f)h and approach}, 
k = 1,2,... . 
Because of (3.2), when the total variation of u,,(x) V-,,,, +m uo(x) is 
small enough, there is a constant C depending only on M, such that 
F(O)=F(Oh+O)<C v V&)3 (3.10.1) 
-w<x< +w 
c v vo(x) < ee’(l-e). (3.10.2) --m<x< +w 
THEOREM 3.1. If v--co.,x<+oo q,(x) is small enough such that (3.10.1) 
and (3.10.2) are satisfied and 
6 = M, Cee’(e- ” V uO(x) < min(6,/3, 2-‘2N-2K;1) (3.10.3) 
--m<x<+w 
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then when h is small enough, the difference approximation u(x, t) of (l.l), 
(1~2) can be defined for all t > 0, and 
F(nh + 0) < F(0) eel”- ‘I, 
4x, nh + 0) E D.,(qJ, n = 1, 2,..., 
V u(x, nh t 0) < S, 
m<x<+a: 
(3.11) 
where r,, = (l/K)(l - e-Knh), D4(r) = {v: /IV - w(t)11 < 26}, t E [0, l/K). 
Proof: In the proof of this theorem we repeatedly employed the facts that 
II !drn+ 1) - V(~n>ll uniformly converges to zero as h tends to zero and 
u(--00, nh), as the value of the Euler’s broken line of the integral curve W(T), 
uniformly converges to I as h tends to zero. When n = 0, (3.11) is 
obviously true. 
Suppose U(X, t) has been defined for t < kh and (3.11) is true for any 
n < k. It follows from the smoothness of Aj that there is an M* such that 
sup &(V)I < M*. 
IL’1 $Mt 2s 
j=l,....N 
Noting that u(x, kh + 0) E D,(r,), we conclude that U(X, t) can be defined for 
kh < t < (k + 1)h provided the ratio of the mesh lengths l/h CM*. 
It is easily seen from simple calculations that 
v u(x, (k t 1)h - 0) ,< (1 t hNM,) v 
--m<x<+m -m<x< +m 
u(x, kh t 0) < ; 6, 
(3.12) 
Ilv(rk+d - 4~ (k t l)h - O)ll< llw(~,c+J - ~(-a> (k + l)h)ll 
t v u(x,(kt l)h-0)<26, (3.13) 
--n3<x<n) 
that is, u(x, (k t 1)h - 0) E D4(rk+ ]), provided h is small enough. 
We define D,(r) = (u: IIu - y(r)11 < 36}, r E (0, l/K); then because of 
(3.10.3), we obtain D4(r) CD,(~) CD,(Z), r E [0, l/K). In order to prove 
that (3.11) is true for n = k + 1, we first prove a lemma. 
LEMMA 3.1. When h is small enough and v,, v, both belong to 
D,(r,), &,(% u/ - vr9 rk) is the j-wave of 6(x, t, (m + l), k, u,, u,) with inter- 
mediate states v,, v, ,..., v, (j = 1, 2 ,..., ZV). Let 0; = u, t g(u,) hecK’kf”h, 
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vi = u, + g(u,) he-K(ktl)h, E; = ej(ui, II; - I$, t,, I) be the j-wave of 
5(x, t, (m t l), k + 1, o;, vi) (j = l,..., N); then 
1~; - ejl < AhemKkh j = 1, 2 ,..., N, (3.14) 
where A = M,K,((N”* + 1) M, + 1). 
Proof: When h is small enough, it follows from uI, u, both belonging to 
D,(r,) that 
ilW(zk+,)--v;I(~I1W(sk+l)--Vl(tk)ll+II~/(Zk)-U1lI 
+ he -K(k+ lbh 11 g(uJl < 36, 
11 drk+ 1) - u; - ‘r + u,ll < 11 d5k+ 1) - dzk>lt + II d5k) - urll 
+ heeKckt ‘jh 11 g(u,)ll < 36 
and IIw(r,+,) - u:ll < 36. These inequalities mean that u;, u:, ul, u, and 
u, - u, t u; belong to 03(5k+1); that is, &j(uI, f-J; - u:, tk+ I>, 
&j(ui, u/ - ur, rk+ 1 ) and ej(u,, u, - u,, tktl) can be defined in D,(rk+,). 
Using Ej(U,, 0, r) = 0 we obtain (8&j/&)(U,) 035) = 0, (a&j/&j”) 
(uI, 0, r) = 0, i, j = 1,2 ,..., N. 
It follows from (3.6), (3.7) and (3.8) that 
IE~-&~I~I&~(U;,~~-U~):,~~+~)-&~(U~,U~-U,,~~+~)I+I&~(U~,U/-U,,~~+~) 
- ~j(~~~~~-U~~7k+~)I+I~j(~~~~~-U~~~/(+~)-~j(~~~~/-~~~7k)l 
Q K, 11 g(u,) hepxtkt ‘jh - g(u,) heeKck+ ljh 1) 
+ K2 II VI - AI II g(dll wKfk+ ‘lh t K,(f,+ 1 -5k) 11 U,-U,II <K, hewKkh. 
N-l 
(N1’*M3 + M, + 1) II U/ - u,I( < K, hepKkh(N1”M3 + M, + 1) C IIUi+ 1 - UiII 
i=O 
,<Ahe-Kkh 5 leil, j = 1, 2 ,..., N. Q.E.D. 
i=l 
Now we continue the proof of this theorem. It is easy from Lemma 3.1 to 
obtain 
L((k t 1)h - 0) < (1 + NAheeKkh) L(kh + 0). (3.15) 
Let ar,/3 be two waves in 5(x, t, m + 1, k, u((m t a& kh - 0), 
u((m + 2 t a,)[, kh - 0) which cross the line t = (k + f)h. Let a”, p” be 
two waves in u’(x, t, m, k + 1, u(ml, (k t 1)h - 0), u((m t 1 t a,+& 
(k + 1)h - 0)) and r?(.x, t, m t 1, k t 1, u((m t 1 t ok+& (k + 1)h - 0), 
u((m t 2)1, (k + 1)h - 0)) which cross the line t = (k t 1 + {)h. 
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We say a corresponds to (each other) a” if the two waves have the same 
index and they respectively belong to 6(x, t, m + 1, k, u((m + a,)/, kh - 0), U) 
and~(~,~,~,k+1,u(ml,(k+l)h-O),u((m+1+a,+,)l,(k+l)h-O))or 
they respectively belong to 17(x, t, m + 1, k, u, u((m + 2 + a,)/, kh - 0)) and 
f.T(x,t,m+ 1, k+ 1, u((m + 1 + uk+ ,>A (k + 1)h - 0), u((m + 211, 
(k + 1)h - 0)); u assumes one of the values of u(x, kh + 0) on (ml, (m + 2)1) 
and satisfies u + g(u) hcK’ = u(x, t, (m + 1 + uk+ ,)1, (k + 1)h - 0). 
According to the definition of Q((k + 1)h - 0) we have 
Q((k+ l)h-0)=x {~a”(~/I’~:a”andp”approach} 
= Q’((k + 1)h - 0) + Q”((k + 1)h - 0), 
where 
Q’((k + 1)h - 0) = c { 1 a”[ I/?” I: a corresponding to a” and p 
corresponding to p” approach}, 
Q”((k + 1)h - 0) = c (( a” 1 Ip” I: a corresponding to a” and p 
corresponding to /I” do not approach}. 
Using Lemma 3.1, we obtain 
Q’((k + 1)h - 0) < Q(kh + 0) + 2NAhepKkhL(kh + 0)2 
+ N2A2h2e-2KkhL(kh + 0)‘. 
Note the fact that for any summand Ia”/ I/?” I in Q”((k + 1)h - 0), a”,j?” 
have the same index and at least one of them changes the sign of its 
magnitude from positive to negative. Using Lemma 3.1 and (3.15), we have 
Q”((k + 1)h - 0) < NAhemKkh( 1 + NAhe-Kkh) L(kh + 0)‘. 
Summing up the above results, we obtain 
F((k + l)h - 0) < (1 + NAhemKkh) F(kh + 0) 
+ K,(2NAheeKkh + N2A2h2eCZKkh 
+ NAhepKkh(l + NAheeKkh)) F(kh + 0)‘. 
Because F(nh + 0) < F(0) ee’(e-l) < 1 for n < k and K,(2NAe-Kkh + 
,,N2Ae- 2Kkh + NAe-Kkh(l + NAhepKkh) < 4NAK,eeKkh as long as h is small 
enough, we have F((k + I)h - 0) < (1 + KhemKkh) F(kh + 0). 
By means of simple calculations we have F((k + 1)h - 0) < F(0) ee’@-‘). 
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It follows from (3.15) that L((k+ 1)h -0) < 26 provided h is small 
enough. Noticing u(x, (k + 1)h - 0) E D.,(rk+ i) and using the method similar 
to Glimm’s for dealing with F, in [2] we conclude that 
F((k + 1)h + 0) < F((k + 1)h - 0) <H(O) ee’+‘). (3.16) 
Therefore, 
v u(x, (k + 1)h + 0) < M,L((k + l)h + 0) < M,F((k + l)h t 0) < 6, 
--m<x< +c.c (3.17) 
II W(rk+ 1) - 4x, (k t l)h t ON < lIW(~kt- 1)- 4-m (k + l)>ll 
+ v u(x, (k + 1)h + 0) < 26, (3.18) 
-aJ<x< too 
that is, u(x, (k + 1)h + 0) E D4(rk+ r). Q.E.D. 
For any point (x, I) which belongs to the half plane t > 0, there is n such 
that nh < t < (n + 1)h. Using the same method as that used to get (3.12) and 
(3.13) we have 
COROLLARY 3.1. Under the same assumptions of Theorem 3.1, if h is 
small enough, for the dlfirence approximation u(x, t) of (l.l), (1.2) the 
following estimates are satisfied: 
v 4% 4< lfh (3.19) 
-m<x< +m 
II +, t)ll < M + 26. (3.20) 
LEMMA 3.2. Under the same assumptions of Theorem 3.1, for any 
bounded integral [-X,X], there is a constant D only depending on M*, M,, 
S and X such that 
Z(X) = (* II u(x, tz) - 4x, tdll dx < WI t, - t, I + h) 
-X 
fir 0 < t,, t, < +oo. (3.21) 
Proof. For definiteness uppose t, < t, and there are integers n, k such 
that nh < I, < ... < t, < (n t k t 1)h. It is obvious that 
Z(x) < 1, (4 -I- Z,(X), (3.22) 
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where 
ktl x 
z,(x) = x [ 11 u(x, (n + i)h + 0) - u(x, (n + i)h - O)ll dx 
i=o I -x 
1) u(x, (n + i + l)h - 0) - u(x, (n + i)h + O)ll dx 
I 
x 
+ (IIWY ll> - a nh + O>ll -x 
+ II 4x, fJ - 4x, (n + k)h + O)ll) dx. 
It is not difficult to show that Ii(X) < 41( [(tz - t,)/h] + 3) 
SUPf>O V --ao<x< +oo 4% 0 
For any fixed x there exists an integer m such that x E [mL, (m + 2)L]; 
therefore 
11 u(x, (n t i + l)h - 0) - u(x, (n + i)h t O>ll 
Q V 24(x, (n + i)h + 0) + M, h, 
(m-l)/<x<(m+3)1 
11 U(& f*) - 4-6 (n + k)h + O>ll 
< V u(x, (n + k)h + 0) + M3(4 - (n + k)h), 
(m-l)lx<(mt3)1 
II 4% t,> - u(x, nh + O)ll 
< V u(x, nh + 0) + M,(f, - nh), 
(m-l)/<x<(m+3)1 
so 
It follows from (3.19), (3.20) and (3.22) that Z(X)< (12&M* t 
2M3X)(f2 - t,) + (32M* + 8XM,)h. 
Let D = max((12&4* + 2M,X), (32M* + 8XA4,)). Q.E.D. 
4. CONVERGENCE OF THE APPROXIMATE SOLUTIONS 
Because u(x, t) is no longer an exact solution of (1.1) in the strip 
kh < t < (k + l)h, k - 0, 1,2 ,..., in order to prove the existence of the weak 
solution u(x, t) of the Cauchy problem (l.l), (1.2), we must first prove two 
lemmas. 
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LEMMA 4.1. Under the same assumptions of Theorem 3.1, if X’ = lj t’ is 
a j-shock wave of u(x, t, m + 1, k, u((m t a& kh - 0), u((m t 2 t a& 
kh - 0)) in the domain {x, t: ml < x < (m + 2)l, kh < t < (k t l)h, 
m t k = even}, then 
I tj[“‘“‘] - [f’“‘(u)]] < wt’ II 21j - uj-l II? n = l,..., N, (4.1) 
where W is a constant depending on f, g, v,(x) only, u(“’ and f (“‘(u) are 
respectively the nth component of u and f (u), x’ =x - (m t 1)1, t’ = t - kh, 
00, u, ,**-, UN are the intermediate states of 17(x, t, m t 1, k, u((m t a$, 
kh - 0), u((m t 2 t a,)& kh - 0)), [.I denotes the jump of the quantity in the 
bracket across the j-shock wave of 17. 
Proof. It follows from the smoothness off and g and j&l Q M* that 
ltj[“‘“‘l - V’“‘(“)ll 
= ( rj(vj”) t g’“‘(vj) e- Ktf’ - vj21 - g(")(vj- ,) edK’t’) 
- (f (“)(Uj + g(Vj) e-R’t’) -f '"'(Uj-l t g(Uj_ 1) e-K’t’))] 
= (<j(g’“‘(vj) - g’“‘(uj- J) e-‘*t’ 
- (f ("'(Yj-*) -f (n)(Uj-l t g(Vj-1) e-V)) 
t (f (n'(yj) - f  ("'(Yj + g(Vj) e-k?‘))] 
= I <,(uj - uj- ,) Vg’“‘(v,) e-k? 
t 
I 
’ eeKft’g(uj- 1) Vf’“‘(vj- 1 t g(uj- 1) wK’t’) dq 
0 
-I 
1 
e-“9’ g(uj- 1) Vf ““(uj t g(vj) nedK’t’) dn] 
0 
+ I 
’ vj-vj-l 
0 lI”j-uj-lll ‘WwJVf”)(~~y, +stb&-“‘Wv) 1 
where u* and u** are points on the segment 8uj + (1 - B)vj -,, o<e< 1. 
n = 1, 2 ,..., A? Q.E.D. 
lI”j-vj- IlIt’ 
LEMMA 4.2. Under the same assumptions of Theorem 3.1, if v’ is a j- 
rarefaction wave in the subdomain Rj = {x, t: &, < x’/t’ < cj, 0 Q t’ ( h} of 
thedomain {x,t:ml~xx(m+2)l,kh~(k+l)h,m+k=even};then 
409/X7/2-7 
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Ii 
4 dx - .tW$ dt 
Qi 
(~4, + f(uM, + e-“‘duM> do dt + 1 
an, 
<R,h3+R2h3.tRRh2~ v 6 , (4.2) 
I/mlt’<X’<ljt’ 
t’=h/2 
where x’ =x - (m + 1)1, t’ = t - kh, v’= 6(x, t, (m f l), k, u((m + a& 
kh + O), u((m t 2 t a,$, kh t 0)), # is a smooth uector-ualued function with 
compact support t > 0 and R, and R, are constants depending on #, g, f and 
uo(x) only. 
ProoJ: ~7, as a j-rarefaction wave in Oj, satisfies (1.4) in the classic sense 
in Oj. Noticing 
g = $ + t/g’(C) $ eeKt + g(C)eeKt - t’Kg(C)e-“‘, 
au Bv' 
ax= ax+ t’g’(u) $eeKt 
and 
Here 
and letting J(x, t) = au/at + f’(u)(~%/LLx) - g(u)e-“‘, we get 
s 
J(x, t) = 
c 
g +f’(u) g - t’Kg(t7)epK’ 
I 
t (g(6) - g(u))e-“’ t e-“‘tr(g’(a)g +f (u)g’(C)g 
= (f’(u) -ff(u))$ t t’e-KtCf’(u)g’(z7) -g’(fl)~(C))~ 
- t’Kg(qeeKt + (g(C) - g(u))e-“’ 
$t t f@)d, t e-“‘g(uM do dt t la,, 4 dx - f(uM dt 
I 
Iii 
J(x, t)dxdt <J, +J,. 
Ri 
J, = 
I( 
R;)#)t’dxdt<R,h3, 
J2= j;R;,., 1 fl t’dxdt 
<R2h2 v 6, 
tj-,;;~w;Ilr’ 
where R; and R; are constants depending on g, f and D,,(X) only. Q.E.D. 
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COROLLARY 4.1. Under the same assumptions of Theorem 3.1, Vj is an 
intermediate state of v’ in the subdomain c. = {x, t: <jt’ <x’ < et’, 
0 < t’ < h} of the domain ((x, t): mL <x < (m + 2)L, kh < t < (k + l)h, 
m + k = even}; then 
4t + fW$, + g(u)4 dx dt + 1 u# dx - f(u)4 dt Q RI h3, (4.3) Zi ari 
where x’ t’ v, $ and R, have the same meaning as in Lemma 4.2. 
Now we are ready for proving the existence theorem. 
THEOREM 4.1. Suppose system (1.1) is strictly hyperbolic and genuinely 
nonlinear, f and g are smooth functions of v and K> 
max(K’, A(16N*K, + N)). If initial data v,Jx) are given to satisfy conditions 
(3.10.1), (3.10.2) and (3.10.3), then there is a weak solution v(x, t) of 
Cauchy problem (1. l), (1.2) defined for all t > 0. 
Proof We employ the difference scheme introduced in Section 2. We 
keep the ratio of the mesh lengths ii/hi = At*, i = 1, 2,..., and let hi tend to 
zero as i tends to +co. It follows from the above discussions that when i is 
large enough, the difference approximations u,,Jx, t) (the suffixes h, and a 
mean that z+,Jx, t) depend on the mesh length hi and sequence a) can be 
defined for all t > 0. 
It follows from Lemmas 4.1 and 4.2 that for any given smooth vector- 
valued function 4 with compact support t >, 0 there are constants IV, R 1 and 
R, which depend on $, g, f and v,(x) only such that 
I Qd = jrn 1’ O” hia 0, + f @,,,k f &&-“‘4) dx dt 
0 -m 
+ I + m vO 3 ii(X) #(Xv 0) dX-CC 
< fJ, J:I $(x, nhi>(u(x, nhi- 0) - U(X, nh + 0)) h ( 
+ (zv+ 1)Y 
hf 
~,h;+;(R,+F!fj h:(lfQ 
where Y is a constant concerned with the measure of the support of # and T 
is a constant such that d = 0 for t > T. Following Glimm [2], ( Qh,,I tends to 
zero as i tends to +a~ for almost all randomly chosen sequences a = {a,}, 
equidistributed in (-1, 1). For any sequence a such that jQh,,I tends to zero 
as i tends to +co, we consider the corresponding difference approximations 
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uhio. It is easily seen from (3.19), (3.20), (3.21) that there is a subsequence 
u,,,~, k = 1, 2 ,..., such that uhikO converges to a bounded measurable u(x, t) 
(uniformly for bounded t) on the intervals 1x1 <X of any horizontal line. It 
is easy see that U(X, t) is the weak solution of the Cauchy problem (1.1), 
(1.2). Q.E.D. 
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