Abstract: Machine learning classifiers have been rarely used for the identification of seafloor sediment types in the rapidly changing dredge pits for coastal restoration. Our study uses multiple machine learning classifiers to identify the sediment types of the Caminada dredge pit in the eastern part of the submarine sandy Ship Shoal of the Louisiana inner shelf of the United States (USA), and compares the performance of multiple supervised classification methods. High-resolution bathymetry and backscatter data, as well as 58 sediment grab samples were collected in the Caminada pit in August 2018, about two years after dredging. Two primary features (bathymetry and backscatter) and four secondary features were selected in the machine learning models. Three supervised classifications were tested in the study area: Decision Trees, Random Forest, and Regularized Logistic Regression. The models were trained using three different combinations of features: (1) all six features, (2) only bathymetry and backscatter features, and (3) a subset of selected features. The best performing model was the Random Forest method, but its performance was relatively poor when dealing with a few mixed (sand and mud) surficial sediment samples. The model provides a new and efficient method to predict the change of sediment distribution inside the Caminada pit over time, and is more reliable when predicting mixed bed with rough pit bottoms. Our results can be used to better understand the impacts on biological communities by (1) direct defaunation after initial sand excavation, (2) later mud accumulation in topographic lows, and (3) other geological and physical processes. In the future, the deposition and redistribution of mud inside the Caminada pit will continue, likely impacting benthos and water quality. Backscatter, roughness derived from bathymetry, rugosity derived from backscatter, and bathymetry (in the importance order from high to low) were identified as the most effective predictors of sediment texture for mineral resources management.
Introduction
Barrier islands protect the wetlands and deltaic plains from meteorological and marine forcings and help stabilize estuarine conditions. Many barrier and deltaic systems, as well as megacities around the world, are under the threat of land loss and rapid relative sea level rise due to a variety of natural and human activities [1] [2] [3] . Dredging has been used in barrier island restoration, beach nourishment, marsh creation, and other coastal protection and restoration projects [4] [5] [6] . Sediment has been dredged 
Methods

Primary and Secondary Data
Bathymetric and side-scan sonar data were used to quantify the seafloor morphology and topography of the study area. Bathymetric data from a post-dredging survey in August 2018 were processed in CARIS HIPS and SIPS v.11.2 (Teledyne CARIS, Canada) ( Figure 2A ). The bathymetric data were referenced to an NOAA station at the Texas gas platform ( Figure 1A ), Caillou Bay, Louisiana (LA). Side-scan mosaics with backscatter values were first generated in CARIS and then exported into ArcMap ( Figure 2B ). Details of the processing and analysis of bathymetry and backscatter data can be found in Obelcz et al. [14] and Liu et al. [21] . 
Background
Ship Shoal is located off the central Louisiana coast (Figure 1 ), which is in the eastern portion of the late Holocene shoreline [32] . On the inner shelf, which has a depth shallower than 10 m, the gentle southern slopes and steep northern slopes of Ship Shoal indicates an active northward shoal migration. This shoal is approximately 50 km long and varies between 5-7 km in width, as delineated by the 6-m isobaths ( Figure 1 ). The 6-m isobaths of the shoal are located in a high-energy environment where currents and waves mobilize well-sorted sandy sediment. Sediment on top of this shoal is mainly comprised of clean quartz sand [8] . It is a high-priority sand resource for the restoration of the Isles Dernieres barrier island chain, Caminada-Moreau headland, and Timbalier Islands, all of which suffered a high rate of land loss in recent decades [33] [34] [35] . The Caminada Headland is a Gulf of Mexico shoreline that spans from Belle Pass on the west to Caminada Pass on the east, which is a distance of 21.4 km (Figure 2 ). The Caminada Headland Beach and Dune Restoration Projects were the first ones to use sand resources from the Ship Shoal area for barrier island restoration; these also comprised the costliest restoration effort, and the longest beach and dune restoration project in Louisiana to date [5] . The restoration of the Caminada Headland was comprised of two increments: Increment I (BA-45) and Increment II (BA-143). The Increment I Project (in 2014) was the first to utilize the sand resources from Ship Shoal. Subsequently, the Increment II Project (in 2016) for Caminada Headland and the Caillou Lake Headland Restoration ventured into the nearshore continental shelf for sediment resources. The area of the Caminada dredge pit (hereafter abbreviated as 'Caminada') is approximately 6.3 km 2 (1.8 km × 3.5 km), and a total volume of 9.07 million m 3 of sediment was dredged. Post-dredging volumetric analysis indicates that Caminada is presently infilling at an average rate of 0.15 m/year, or 27,480 m 3 /year [21] . The slope, aspect, curvature, and relative position of features and terrain variability were the derived secondary features of the bathymetry and backscatter datasets [36, 37] . Some previous studies suggested a range of secondary features that were possibly associated with substrate types from terrain analysis, which includes the bathymetric position index (BPI), roughness, curvature, aspect, Moran's I, and Sobel filter [28] [29] [30] . BPI is the vertical difference between a cell and the mean of the 
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Bathymetric and side-scan sonar data were used to quantify the seafloor morphology and topography of the study area. Bathymetric data from a post-dredging survey in August 2018 were processed in CARIS HIPS and SIPS v.11.2 (Teledyne CARIS, Canada) (Figure 2A ). The bathymetric data were referenced to an NOAA station at the Texas gas platform ( Figure 1A ), Caillou Bay, Louisiana (LA). Side-scan mosaics with backscatter values were first generated in CARIS and then exported into ArcMap ( Figure 2B ). Details of the processing and analysis of bathymetry and backscatter data can be found in Obelcz et al. [14] and Liu et al. [21] .
The slope, aspect, curvature, and relative position of features and terrain variability were the derived secondary features of the bathymetry and backscatter datasets [36, 37] . Some previous studies suggested a range of secondary features that were possibly associated with substrate types from terrain analysis, which includes the bathymetric position index (BPI), roughness, curvature, aspect, Moran's I, and Sobel filter [28] [29] [30] . BPI is the vertical difference between a cell and the mean of the local neighborhood [36] , which is deemed to be significant for sediment transport under the effect of waves and currents. This study used 20-m horizontal resolution as the cell size, which is hereafter defined as 'BPI_20 . Roughness and rugosity are the derived features for terrain variability and refer to the difference between the minimum and maximum of cell and its eight neighbors, which is calculated on the basis of bathymetry and backscatter. Rugosity is a measure of small-scale variations of amplitude in the height of a surface, whereas roughness is the deviations in the direction of the normal vector of a real surface from its ideal form Wilson et al. [36] . In this study, all the derived secondary data were calculated in ArcGIS 10.0 via the BTM (Benthic Terrain Modeler) toolbox [38] . Since sediment samples in this study were collected in the relatively flat seabed with no obvious slope change ( Figure 2C ), the slope and aspect feature such as northness and eastness are subsequently removed from the derived features in this model. Then, BPI_20, Roughness_bathymetry (roughness derived from bathymetry), Roughness_backscatter (roughness derived from backscatter), and Rugosity_backscatter (rugosity derived from backscatter) were selected for further analysis, as described below (Table 1) . Table 1 . Secondary acoustic features generated from bathymetry and backscatter.
Derivative Features
Variables Names Seabed curvature Curvature Bathymetric position index (BPI) BPI_20 m
Terrain variability
Backscatter_roughness, Bathymetry_roughness Rugosity_backscatter
Surficial Sediment Data
Surficial sediment samples (n = 58) were collected using a clam-shell grab sampler in the bathymetric survey area in 2018. Grain size analysis was conducted using a Beckmann Coulter laser diffraction particle size analyzer (Model LS 13 320). A subsample from each grab (1 g) was digested with 30% hydrogen peroxide to remove any organic matter. More details of processing and analysis can be found in [21, 22] . The sediment types were classified into two basic groups based on grain size analysis of the relative proportions of mud (median grain size d < 63 µm) and sand (63 µm < d < 2000 µm).
Classification Methods
Decision Tree [39] [40] [41] and Random Forest learning [41] were recently used in seabed mapping. Unlike parametric methods, tree-based methods do not have any parametric assumption on the data. Trees can automatically handle the mixed type of data (e.g., categorical and numeric variables) and missing values [42] . The recursive partition algorithm is a popular technique to construct a binary tree, in which each node can have at most two branches. At each splitting node, the tree algorithm finds the "optimal" splitting variable and location through exhaustive search. The "optimal" here means minimizing some predefined criterion, such as cross-entropy for classification and the sum of squared errors for regression. The splitting process is repeated recursively on the right and left branches derived from the previous split until some stopping criterion is met (e.g., the minimum sample size to split). Usually, a fully grown tree is highly complicated and overfits the data. In order to avoid overfitting, the algorithm "prunes" the overfitted tree by collapsing some internal splits and finds the optimal subtree that minimizes the cross-validation error [42] . In this study, the default setting was used to construct and prune the classification trees using the rpart package in R.
The Random Forest algorithm [43] is one of the most popular ensemble methods in data mining. The fundamental idea of Random Forest is to boost the prediction performance of a single tree by fitting multiple trees and combining their predictions. The Random Forest algorithm uses two ways to make the trees in the forest as diversified as possible. First, each tree is constructed using a random subset of the sample through bootstrapping (i.e., random sampling with replacement). Second, at each split, the optimal splitting variable is chosen from a random subset of variables. The observations not used to construct a tree are called out-of-bag samples. Instead of using cross-validation, the Random Forest algorithm uses the out-of-bag errors to estimate the predictive performance on new samples and stops growing more trees when the out-of-bag error converges. Additionally, regularized logistic regression was a popular classification method by adding a penalty term (e.g., lasso penalty) to the log-likelihood function [44] , which can be used to pick out the most important features. The randomForest and glmnet packages with default settings were used in this study to run the Random Forest and regularized logistic regression models, respectively.
In this study, Random Forest, Decision Tree, and Regularized Logistic Regression with Lasso penalty (hereafter abbreviated as Logistic Lasso) were run using randomForest, rpart, and glmnet packages in R, respectively ( Figure 3 ). The data were randomly split into training (80%) and test (20%) sets. The models were fitted using the training samples only, while the test samples were used to evaluate the models' predictive performance. The results were based on a total of 250 random splits of the data. The accuracy rate and AUC (Area Under the Curve) score were used to evaluate the model performance [45] . Accuracy is defined as the proportion of samples that were correctly classified for the test set. AUC, which is based on the Receiver Operating Characteristic (ROC) curve, provides an aggregate measure of performance across all the possible classification thresholds. A model whose predictions are totally incorrect has an AUC of 0.0; one whose predictions are all correct has an AUC of 1.0. In our models, each sample contained (1) primary features: bathymetry (m) and backscatter data (dB), and (2) derived secondary features: BPI_20, Roughness_bathymetry, Roughness_backscatter, and Rugosity_backscatter. Each classification method in this study was trained three times using different combinations of features: (1) all six features, (2) only primary features (bathymetry and backscatter), and (3) a subset of features chosen by the Random Forest algorithm.
model whose predictions are totally incorrect has an AUC of 0.0; one whose predictions are all correct has an AUC of 1.0. In our models, each sample contained (1) primary features: bathymetry (m) and backscatter data (dB), and (2) derived secondary features: BPI_20, Roughness_bathymetry, Roughness_backscatter, and Rugosity_backscatter. Each classification method in this study was trained three times using different combinations of features: 1) all six features, 2) only primary features (bathymetry and backscatter), and 3) a subset of features chosen by the Random Forest algorithm. 
Results
Grain Sizes
The grain size distributions of a total of 58 samples from Caminada pit are shown in figures 3A & 3B. The majority of the 30 sandy samples within the pit contain about 90% sand and 10% silt, with modes around 100 μm ( Figure 4A ). However, there are a few sandy samples whose modes are near 63 μm. The grain sizes of the other 28 samples indicate the dominance of silt with modes around 15 
Results
Grain Sizes
The grain size distributions of a total of 58 samples from Caminada pit are shown in Figure 3A ,B. The majority of the 30 sandy samples within the pit contain about 90% sand and 10% silt, with modes around 100 µm ( Figure 4A ). However, there are a few sandy samples whose modes are near 63 µm. The grain sizes of the other 28 samples indicate the dominance of silt with modes around 15 µm ( Figure 4B ). On average, the sand, silt, and clay represent 21%, 75%, and 4%, respectively, with silt being the largest fraction. μm ( Figure 4B ). On average, the sand, silt, and clay represent 21%, 75%, and 4%, respectively, with silt being the largest fraction. 
Data Exploration
The training samples showed that the bathymetry of samples range from 9 m to 13.5 m, and most of the data are between 12.0-13.5 m ( Figure 5A ). The backscatter data revealed a sampling of values between 0-5 dB (
Figure 5B), with the majority being in the 2-3 dB ( Figure 5B ). Further exploration of the sediment types of training data showed that, in general, coarser sediments were associated with higher backscatter and shallower water depths ( Figure 5C,D) . 
Feature Selection
The correlation matrix shows that backscatter and bathymetry have a strong correlation with sediment types, and the absolute values are both greater than 0.43. Backscatter and all the corresponding derived features indicate a positive relationship with sediment types, whereas bathymetry and BPI_20 have a negative relationship with sediment types (Figure 6 ). It shows that a higher backscatter value with shallower water depth is prone to be classified as sand. The four derived features show autocorrelation with their original primary features. The Random Forest method was applied 10 times to calculate the variable importance ( Table 2 ). The results indicate that backscatter, roughness_bathymetry, and rugosity_backscatter bathymetry were the most significant features that were included in the model with a subset of features. 
The correlation matrix shows that backscatter and bathymetry have a strong correlation with sediment types, and the absolute values are both greater than 0.43. Backscatter and all the corresponding derived features indicate a positive relationship with sediment types, whereas bathymetry and BPI_20 have a negative relationship with sediment types (Figure 6 ). It shows that a higher backscatter value with shallower water depth is prone to be classified as sand. The four derived features show autocorrelation with their original primary features. The Random Forest method was applied 10 times to calculate the variable importance ( Table 2 ). The results indicate that backscatter, roughness_bathymetry, and rugosity_backscatter bathymetry were the most significant features that were included in the model with a subset of features. Table 3 summarizes the test set performance for nine models (the combination of three sets of features and three classification methods) based on 250 random splits of the data. The number refers to three types of models with different input features used in the model. In set 1, all the features were used; in set 2, only the primary features (bathymetry and backscatter) were used; in set 3, a subset of four features chosen by the Random Forest algorithm discussed above was used. For example, DT1 stands for the Decision Tree model using all the features.
Model Performance
As we discussed above, each model was trained by 250 randomly split datasets, and then the average accuracy and standard deviation were recorded in Table 2 . In terms of the first-type models, Classification Tree has the best performance with an accuracy of 0.84. However, the AUC only reaches 0.85, which is the smallest among all these three models. Likewise, the classification power increases when the model is only trained with the two primary features, which are the second-type models. The accuracy of the Logit_Lasso models increases from 0.83 to 0.84. Random Forest_2 has the best performance with the accuracy of 0.85 and AUC of 0.92. The best model of all the 12 is the Table 3 summarizes the test set performance for nine models (the combination of three sets of features and three classification methods) based on 250 random splits of the data. The number refers to three types of models with different input features used in the model. In set 1, all the features were used; in set 2, only the primary features (bathymetry and backscatter) were used; in set 3, a subset of four features chosen by the Random Forest algorithm discussed above was used. For example, DT1 stands for the Decision Tree model using all the features. As we discussed above, each model was trained by 250 randomly split datasets, and then the average accuracy and standard deviation were recorded in Table 2 . In terms of the first-type models, Classification Tree has the best performance with an accuracy of 0.84. However, the AUC only reaches 0.85, which is the smallest among all these three models. Likewise, the classification power increases when the model is only trained with the two primary features, which are the second-type models. The accuracy of the Logit_Lasso models increases from 0.83 to 0.84. Random Forest_2 has the best performance with the accuracy of 0.85 and AUC of 0.92. The best model of all the 12 is the Random Forest_3, which is trained by only four selected features, and reaches the accuracy of 0.90 and AUC of 0.95. Additionally, Decision Tree and Logistic Lasso classification take the longest time to run among all the 12 models.
Discussion
Model Evaluation and Comparison with Previous Studies
Previous studies show that the slope, aspect, curvature, and relative position of features and terrain variability were the four different geomorphological relevance in marine-based studies (Table 4) [37, 39] . Slope can be used to evaluate the stability of sediments deposition/acceleration and erosion/movement, which are applied to calculate the basic slope (steepest) and directional slope [46] [47] [48] [49] [50] [51] . Orientation is related to the direction of dominant geomorphic processes and the orientation of the seabed, i.e., which direction it is facing [52] . Aspect, Northness, and Eastness are the three terrain attributes of orientation [36] . Northness equals the cosine of the aspect, which is the direction of the steepest slope measured in clockwise degrees from north, and eastness refers to the sine of the aspect [53] . Curvature is useful in the classification of landforms, such as flow and the channeling of sediments/currents [51] . Previous studies used Mean Curvature [50] , Profile Curvature [51, 54] , Plan Curvature [55] , and BPI [56, 57] to calculate terrain attributes of curvature. Lastly, the terrain variability and structures that are present reflect dominant geomorphic processes, which contains Rugosity [58] , Vector Ruggedness [59] , Bathymetric Roughness [36] , Relative Relief [60] , and Fractal Dimension [36] . In terms of our model, bathymetry and backscatter were identified as two important features in the model. Our results indicated that bathymetry roughness and backscatter roughness were two important secondary features, which is in line with multiple previous studies [27, 28, 30] . The BPI was not selected as a significant feature, which was possibly due to the relatively coarse cell size of 20 m when compared with the area of the seabed sampled by the grabs. Additionally, this study limited the number and types of input features in order to keep the model simulations manageable. A decision was made to limit the secondary features to those that were easily derived with standard GIS software to make this study comparable with others. Also, the slope and aspect of the seabed did not change dramatically inside the Caminada dredge pit, and thus northness and eastness were not used. Supervised machine learning techniques that have been applied to seafloor mapping include Maximum Likelihood Estimation [60, 61] , k-Nearest Neighbor [62] , Decision Trees [41, 63] , Random Forest [64] , Artificial Neural Networks [64, 65] , and Support Vector Machines [61, 65] . Many choices of supervised classification methods make it difficult to select the most appropriate method for a specific study site [28] . Brown et al. [66] classified the side-scan sonar mosaics into three groups and predicted the seabed surface characteristics of observed biological habitats via an unsupervised classification procedure in the United Kingdom with the water depth between 10-60 m. They also found there was a low-to-moderate correlation between the side-scan backscatter and particle size. Blondel et al. [31] applied the unsupervised classification of the k-means method to a textural analysis of Stanton Banks on Northern Ireland continental shelf with water depths varying from 120 to 160 m, and detected different types of seafloor based on multi-beam sonar imagery. Diesing et al. [27] compared different approaches including manual interpretation, geostatistics, object-based image analysis, and machine learning to test the accuracy of acoustic data interpretation in the western North Sea off the Scottish coast of the United Kingdom based on bathymetry, backscatter, as well as seabed samples in the water depth shallower than 100 m. They found that overall thematic classification accuracy was acceptable, but the difference among statistical methods was not significant. ML methods were also used to compare different supervised or unsupervised classification methods for the prediction of a marine benthic habitat using multi-beam echosounder and grain-size data [28] . Liu et al. [65] applied Decision Tree, Random Forest, Neural Network, and SVM to predict substrate types based on multi-beam sonar imagery in Busszard bay, Massachusetts. They found that Neural Network was a good option classifying sediment types of seafloor with complicated features. In terms of our four ML methods, the Random Forest method achieved the highest accuracy scores, performing significantly better than all the other model runs (Table 1 ). In terms of three combinations of input features, RF3 had the best classification power with an accuracy rate of 0.9. RF2 included only two primary features, but was not as good as RF3, which indicated bathymetry and backscatter data that contained partial information to classify the sediment types. Conversely, RF1 performed worse than all the other model runs according to the accuracy rates, indicating that the performance of all the features suffered due to the presence of some irrelevant features.
This study focused solely on the prediction performance of the classifiers, but did not focus on the tuning and training stages for the classifiers. In general, Random Forest and Logistic Lasso are computationally expensive algorithms compared to Decision Tree, since Random Forest is an ensemble of hundreds of trees, and Logistic Lasso requires choosing the tuning parameter through cross-validation. Additionally, this study focused solely on the classification approach to identify sediment types. Regression methods would be another path to reach a good prediction of variables.
Limitations and Future Work
After evaluating the models, some limitations of our work should be recognized. Firstly, the input features were aggregated to a particular spatial resolution. These were limited by sampling equipment (multi-beam sampling density) and more significantly, the computing power available for processing the data. The bathymetric and backscatter data were gridded to resolutions of 1 m and 10 m, respectively. However, the variations of sediment types within an area of 6300 m 2 of the Caminada pit seafloor were not at the same scale as the bathymetric and backscatter grids. Future work should investigate the impacts of varying gridding cell sizes when the predictor variables have a coarser resolution than the sampling data. Secondly, the model was very capable of predicting dominantly sandy or muddy samples, but poor at predicting mud-sand mixture. Grain size analysis indicated the mixed sand and mud environment in the depression zones ( Figures 2B and 4) . This study divided the sediment types into two types using 63 µm as the boundary. The mud-sand mixtures were challenging to predict, and they were also the misclassified ones. A partial dependence plot showed that six sandy samples existed near the classification boundary at 63 µm (Figure 7 ). Samples 5, 16, and 48 all have grain size modes near 63 µm (Figure 8) , which was the blind zone of the model for classification. It also showed only sandy samples appeared across the classification boundary, which indicated that the model could better predict mud than sand (Figure 7) . environment in the depression zones ( Figure 2B and Figure 4 ). This study divided the sediment types into two types using 63 μm as the boundary. The mud-sand mixtures were challenging to predict, and they were also the misclassified ones. A partial dependence plot showed that six sandy samples existed near the classification boundary at 63 μm (Figure 7) . Samples 5, 16 , and 48 all have grain size modes near 63 μm (Figure 8) , which was the blind zone of the model for classification. It also showed only sandy samples appeared across the classification boundary, which indicated that the model could better predict mud than sand (Figure 7 ). Lastly, positional and sampling accuracy is a challenge in the field. In order to save time, our sampling boat was not anchored in the field. All 58 samples were collected in one day to save cost, and multiple trials were performed in some sandy sites in which it was hard to penetrate using a clam-shell grab sampler. Strong currents kept moving the boat when sediment samples were collected. It takes 3-5 min to collect one sample using the sampler, but the planned and actual sampling locations can be different. Also, strong currents caused some tilting of the winch cable attached to the grab sampler, leading to some coordinate differences between GPS on top of the boat and actual sampling locations on the pit bottom. Even a small difference between the planned and actual locations of sediment samples can be significant in Caminada pit, because of the mictopography and patchy sediment distribution (Figure 4) . A partial importance plot shows that samples 13, 25, and 42 are near the classification boundary (Figure 7) . However, these three sandy Lastly, positional and sampling accuracy is a challenge in the field. In order to save time, our sampling boat was not anchored in the field. All 58 samples were collected in one day to save cost, and multiple trials were performed in some sandy sites in which it was hard to penetrate using a clam-shell grab sampler. Strong currents kept moving the boat when sediment samples were collected. It takes 3-5 min to collect one sample using the sampler, but the planned and actual sampling locations can be different. Also, strong currents caused some tilting of the winch cable attached to the grab sampler, leading to some coordinate differences between GPS on top of the boat and actual sampling locations on the pit bottom. Even a small difference between the planned and actual locations of sediment samples can be significant in Caminada pit, because of the mic-topography and patchy sediment distribution (Figure 4) . A partial importance plot shows that samples 13, 25, and 42 are near the classification boundary (Figure 7) . However, these three sandy samples exist in the depression zone ( Figure 2B ). According to the Random Forest model, these samples should contain high backscatter value, which is predicted as mud. The positional error of these three samples is likely the possible reason for the misclassification.
Implication to Coastal Restoration
It was reported that the majority of Caminada pit infilling is mainly derived from far-field muddy sediments either from the Mississippi River or Atchafalaya River or inner shelf sediments transported by currents and waves [17, 21] . Caminada pit is in a unique depositional environment in which the existing sandy sediments are mixed with bypassing mud. Fine-grained bypassing muddy sediments were found inside Caminada and not considered as reusable resources. The change from sandy to muddy (or even mixed) substrate on Ship Shoal may greatly influence the activities of benthic communities. The deposition and redistribution of muddy inside Caminada would not allow the reuse of infilling sediment for future barrier island restoration. More time series geophysical, hydrodynamic, and sediment data are needed for post-construction management and monitoring in SSBA to evaluate whether the dredging activities in SSBA are cost-effective and sustainable [8, 67] .
Sandy shoals such as Tiger Shoal, Trinity Shoal, and Sabine Bank, ebb tidal deltas such Barataria Pass, and paleochannels in the Louisianan coastal zone all can potentially have mixed texture environments, similar to the Caminada pit. Block 88 in Ship Shoal was dredged recently in spring 2018 ( Figure 1B) , and had a depositional environment similar to the Caminada pit. Future dredging areas in coastal Louisianan zones will be focused on the sandy shoals and paleochannels, which are a sandy environment with possible mud trapping, and our model can be used for sediment identification in such an environment. Furthermore, the dredging pits in East and Gulf Coasts have a similar issue of the muddy sediment infilling in sandy pits. Manasquan Inlet (New Jersey), Mobile Bay (Alabama), and Mobile Quter mound (Alabama) were predicted to exist for more than 100 years due to less sediment supply and transport [3] . Our model provides a new method to predict the change of mixed sediments (mud and sand) distribution inside sandy dredge pits for post-construction management. However, this model may not be applied to a homogenous substrate such as the muddy bay areas where sediment is more uniform; similarly, this model probably would not perform well when new sand fills in a sandy pit. Hard bottoms and oyster reefs are substrate types differing with sand and mud. Our model did not include these substrate types due to lack of such substrate in Caminada pit, but our method can be used to predict a variety of contrasting seabed substrate types in future research.
Additionally, dredge pits in Ship Shoal are in inner-shelf shoals offshore Louisiana, where dredging and transporting sediment from offshore is expensive as nearshore sediment sources are being explored and depleted [6] . Our model provides a cost-saving method to evaluate the seafloor sediments in a sand-mud mixed environment. Our results show that backscatter is the single most important feature to predict sediment types (Table 2) . When the budget is limited, only collecting backscatter data will be acceptable and cost-effective because of its powerful prediction capability. In other words, after establishing a reliable ML model for dredge pits, sediment samples and multi-beam data can be collected much less frequently than side-scan data. When a monitoring plan is developed, sediment and multi-beam data may be collected once every year, or even every other year, whereas side-scan data can be collected seasonally. Synthesizing observation with modeling would eventually yield the best results for sandy resource management. Our results can also be used to better understand the impacts on biological communities by direct defaunation due to sand excavation and mud accumulation in topographic lows. This study can increase the government's decision-making ability regarding safety and protecting environmental and cultural resources.
Conclusions
The sand volume of Caminada dredge pit in Ship Shoal is one of the largest on the United States (USA) east and Gulf coasts. The integration of the bathymetric data, backscatter data, and sediment collection in 2018 enabled us to apply ML methods to identify the mud deposition and classify the seafloor sediment types in Caminada dredge pit on the continental shelf offshore Louisiana, USA.
(1) Grain size analysis of the 58 sediment samples inside the dredge pit shows that mud is prone to deposit in trough zones with lower backscatter values, while sand is likely to appear on the flat seabed with higher backscatter values. (2) The variable importance analysis indicates that backscatter, roughness_bathymetry, rugosity_backscatter, and bathymetry (from high to low) are the four most significant features to classify sediment types. A Random Forest model with these four selected features has the best classification power with the accuracy rate of 0.9 to predict the sediment types inside the dredge pit. 
