A wireless powered communication network (WPCN) is considered, which has a hybrid access point (H-AP) and two users with energy harvesting capabilities. The H-AP transfers energy to the users during downlink (DL) transmission, and the users transmit information to the H-AP during uplink (UL) transmission by utilizing the harvested energy. To enhance user fairness, a user cooperation protocol is employed in which a user close to the H-AP relays the message of the other user by partially using its allocated time and available energy resources. By jointly optimizing the time allocation for DL energy transfer and UL information transmission, we maximize the sum-throughput in the considered network subject to a set of quality of service (QoS) requirements. The optimization problem is solved through a divideand-conquer approach along with convex optimization techniques, and thus an analytical solution is derived. In particular, the conditions under which the WPCN benefits from the user cooperation in achieving the maximum sum-throughput are fully characterized. Furthermore, an efficient resource allocation algorithm to find the optimal solution under QoS requirements is presented.
I. INTRODUCTION
Wireless energy harvesting has recently attracted a significant amount of attention for the next generation communication systems as it is expected to prolong the lifetime of wireless networks delivering self-sustainability without manual battery recharge or replacement [1] , [2] . In particular, harvesting energy from far-field radio-frequency (RF) signal radiated from a dedicated energy source has been studied as a promising solution to energy-constrained wireless networks since it is more controllable than other sources such as solar energy, ambient radio power, etc. [3] - [8] .
Recently, wireless powered communication networks (WPCNs) have emerged as a new framework to the design The associate editor coordinating the review of this article and approving it for publication was Nan Wu. of wireless networks, which consist of a hybrid access point (H-AP) with external power supply and wireless devices with no energy source, but rechargeable batteries [9] . In [9] , a harvest-then-transmit protocol was proposed in which wireless devices are powered from RF signals radiated from a H-AP via the downlink (DL), called wireless energy transfer (WET), which send information using the harvested energy via the uplink (UL), called wireless information transmission (WIT). In particular, wireless devices send messages to the H-AP in time division multiple access (TDMA). The time allocation for DL-WET and UL-WIT is jointly optimized to maximize the sum-throughput performance.
Subsequently, a number of works on WPCNs have been presented under different network scenarios from various perspectives [10] - [20] . In [10] , a WPCN with a full-duplex H-AP was explored. In [11] , two types of users in a WPCN were considered: an energy-harvesting type of device and a device powered from an external power source. In [12] and [13] , a multi-antenna system is applied to the H-AP to enable DL energy beamforming and UL receive beamforming. In [14] - [16] , cooperative communication was applied to WPCNs by deploying a dedicated relay with an energy harvesting circuit. In [17] , a device was proposed to harvest more energy by deploying a power beacon with an external power supply, while in [18] , idle users scavenge energy from the interferences, in [19] , jamming interference energy is harvested to increase the transmit power, and in [20] , an energyharvesting relay transferring energy was proposed. In [21] , a two-user Gaussian interference channel in addition to an extra non-collocated energy harvesting device was studied in which a channel-output feedback link is available from each receiver to the corresponding transmitter.
It has been found that WPCN inherently suffers from the so-called doubly near-far problem [9] . Due to the signal power attenuation over distance, a user far from the H-AP harvests much less energy, and needs to spend even more energy to achieve the same rate compared to a user close to the H-AP. This leads to severer user unfairness compared to the conventional wireless communication networks. Many attempts have been made to alleviate the user unfairness in WPCNs [9] , [12] , [13] , [22] , [23] , etc. One of these approaches is to maximize the minimum rate among the users by the joint design of DL-WET and UL-WIT, thereby a user far from the H-AP can be allocated with more time to transmit information [9] . Nevertheless, it induces sum-throughput performance loss as it sacrifices the rate of a user close to the H-AP. Another approach exploits the multi-antenna system at the H-AP, making the H-AP deliver more energy to a particular user by energy beamforming during DL-WET [12] , [13] . Careful design of the beamforming vector makes it possible for a user with a worse channel to harvest more energy, which reduces the user unfairness. However, it is likely that the uplink spectral efficiency decreases due to the large amount of feedback overhead from the multi-antenna system. In [22] , energy cooperation was introduced. Users that harvest more energy transfer part of their energy to those which do not have sufficient energy via out-of-band channels. Hence, the rate disparity between the users becomes smaller at the expense of the rates of users in a better channel state. In [23] , nonorthogonal multiple access (NOMA) was applied to a WPCN as a multiple access scheme during UL-WIT. It mitigates user unfairness by controlling the decoding order at the H-AP, but it requires successive interference cancellation, causing an increment in implementing and processing cost at the H-AP.
Another important solution to the doubly near-far problem is user cooperation [24] . In a WPCN with the user cooperation protocol, a user close to the H-AP acts as a relay, relaying the information of the user far from the H-AP by using a portion of its time and energy resources during UL-WIT. Furthermore, in [24] , the weighted sum-throughput (WST) maximization problem was studied, and the corresponding algorithm which returns the optimal time allocation for DL-WET and UL-WIT was proposed. The results showed that user cooperation enhances the throughput of a user far from the H-AP without any deterioration of the throughput of a user close to the H-AP.
Meanwhile, the internet of things (IoT) for the next generation of communication networks enables a variety of types of devices to communicate over the air [25] , and each device is expected to require a variety of quality of service (QoS) depending on its purpose of the operation. One of the options to guarantee the QoS is to put a threshold on the signal to noise ratio (SNR) of links as a constraint for reliable decoding. In particular, the constraint on the SNR becomes a linear constraint with respect to the optimization variables in the WPCN with user cooperation since the SNRs of the links depend on the ratio of the energy harvesting time during DL-WET to the transmission time during UL-WIT. However, it is inappropriate to put such constraints because each link easily meets the threshold of SNR by lowering the transmission time. As a matter of fact, this may result in significant degradation of the throughput of a user since the throughput is also proportional to the transmission time for a given SNR. Another option is to put weights on throughputs of users (i.e., to maximize the weighted sum-throughput) as in the prior work [24] . The WST maximization with user cooperation tends to implicitly achieve the desired level of throughput while enhancing user fairness. However, it may fail to guarantee performance when a device requires to achieve specific throughput. In particular, the WST maximization approach demands exhaustive search over the set of weights to meet the specific throughput requirement, which is challenging. Hence, it needs to regard throughput as a QoS requirement explicitly in WPCNs with user cooperation. In other words, it needs to impose a threshold on the throughput as a constraint to guarantee the QoS. Moreover, the WST maximization has high computational complexity as it searches the optimal point numerically by jointly optimizing the primal and dual problems. In this regard, we formulate a new sum-throughput maximization problem under individual QoS constraints on user throughputs with user cooperation and provide the optimal solution in an analytical form.
The maximization problem is converted into an equivalent convex optimization problem, which can be solved with numerical methods such as the interior-point-method, etc [26] . Nevertheless, such methods are of high complexity in the process of finding the optimal solution, and do not provide any knowledge on how the system works. Therefore, we solve the maximization problem through the divide-andconquer approach [27] to obtain the optimal solution in an analytical form. The problem is divided into multiple subproblems which develop into linear systems, and the analytical solutions of sub-problems are derived individually. Subsequently, the solutions to sub-problems are merged into the solution to the original problem. By analyzing the derived solution, we show that the maximization problem is categorized as one of the three cases according to the given QoS constraints: i) the case in which user cooperation becomes beneficial over the conventional WPCNs [9] . ii) the case in which user cooperation does not provide any gain in achieving the maximum sum-throughput. iii) the case in which user cooperation should not be used. The corresponding conditions for the three cases are characterized. Furthermore, we propose a QoS constrained sum-throughput maximization algorithm, of which computational complexity is reduced by avoiding unnecessary computations.
The main contributions of this paper are threefold. Firstly, we formulate an optimization problem to maximize the sumthroughput in WPCNs with user cooperation under individual QoS constraints. The optimal time allocation for DL-WET and UL-WIT is derived in an analytical form. Secondly, an analytical solution demonstrates under which conditions user cooperation should or should not be exploited. Lastly, we provide an efficient algorithm that returns the optimal time allocation to maximize the sum-throughput for given QoS constraints.
The remainder of this paper is organized as follows. In section II, the system model of a two-user WPCN with user cooperation is introduced. The sum-throughput maximization problem under QoS constraints is formulated in section III and the optimal solution is presented in section IV. The sum-throughput maximization algorithm under QoS constraints is proposed in section V, and the results are verified with simulations in section VI. We conclude the paper in section VII.
Notation. (·) * represents an optimal value of a variable. 
II. SYSTEM MODEL
As shown in Fig. 1 , we consider a network with one H-AP and two users, U 1 and U 2 . The H-AP and the users are assumed to be equipped with a single antenna each. It is assumed that the channel undergoes block fading (i.e., the channel coefficient is constant over one transmission time, T ) and the channel reciprocity holds. For convenience, we use transceiver indices, i and j where i, j ∈ {0, 1, 2} for the H-AP, U 1 and U 2 respectively. The channel coefficient between the H-AP and U i where i ∈ {1, 2} is denoted byh i0 and that between U 1 and U 2 is denoted byh 12 . The power gain of a channel coefficient,h ij where ij ∈ {10, 20, 12} is denoted by h ij where h ij = |h ij | 2 . Following the log-distance path loss model [28] , h ij is expressed as
where g ij is the power of the short-term fading channel coefficient, α is the path-loss exponent and D ij is the distance between transceiver i and transceiver j. 1 If the channel, for instance, undergoes Rayleigh fading for the short-term fading, g ij = |g ij | 2 whereg ij ∼ CN (0, 1). The H-AP is assumed to have all the channel state information at the beginning of the transmission block in advance. Without loss of generality, we assume that U 2 has a better channel condition than U 1 (i.e., h 20 ≥ h 10 .) Note that U 2 has higher efficiency in both energy transfer and information transmission by assumption. Hence, U 2 acts as a relay in the considered network to mitigate the doubly near-far problem with the user cooperation protocol [24] . Otherwise, U 1 sacrifices more of its allocated time and energy resources for information transmission of its own message, which results in more severe user unfairness. Therefore, U 2 should forward the message of U 1 after U 1 broadcasting its message. Accordingly, we further assume that the channel between the users is better than the channel between the H-AP and U 1 for more reliable decoding at U 2 in order to utilize user cooperation (i.e., h 12 ≥ h 10 .) The transmission protocol with user cooperation [24] is as follows. One transmission block of duration, T , is divided into four different parts, τ 0 T , τ 1 T , τ 21 T , and τ 22 T , where they need to satisfy
(2) τ 0 T is allocated for DL-WET and, τ 1 T , τ 21 T , and τ 22 T are allocated for UL-WIT. In particular, during UL-WIT, τ 1 T is allocated for U 1 to transmit its information, while τ 21 T and τ 22 T are allocated for U 2 to relay U 1 's message received during τ 1 T and to transmit its own information, respectively. The relay strategy for user cooperation is assumed to be decode-and-forward (DF) relaying. For convenience, we assume that the single transmission time, T is normalized to 1. The received signal at transceiver i during τ t where t ∈ {0, 1, 21, 22} is denoted by y (t) i . During τ 0 , the H-AP transmits only an energy signal, x 0 ∼ CN (0, P 0 ) where P 0 is the transmit power of the H-AP. (i.e., E |x 0 | 2 = P 0 .) The received signal at U i can be expressed as
where n i is the circularly symmetric complex Gaussian noise and n i ∼ CN (0, σ 2 i ). Each user harvests the energy of E i , where ζ i is the energy harvesting efficiency at U i . 2 During τ 1 , U 1 transmits with the transmit power of P 1 ,
where η i , i ∈ {1, 2} denotes a fixed portion of harvested energy to be used for information transmission at each user. 3 The received signals at the H-AP and U 2 become
where x 1 ∼ CN (0, P 1 ). During τ 21 and τ 22 , U 2 relays U 1 's message received during τ 1 with the transmit power of P 21 and transmits its own information with the transmit power of P 22 , respectively. The sum of the energy consumed by U 2 during τ 21 and τ 22 is constrained as
The received signals at the H-AP during τ 21 and τ 22 can be expressed as
where x 2l ∼ CN (0, P 2l ). Fig. 2 illustrates the transmission protocol in a time-ordered sequence. The throughput of U k 's message where k ∈ {1, 2} over a link from a transceiver i to another transceiver j is denoted by R (ij) k (τ , P) and τ = [τ 0 , τ 1 , τ 21 , τ 22 ] and P = [P 1 , P 21 , P 22 ]. The throughputs of the considered links are given by
The throughput of U 1 is denoted by R 1 (τ , P). For the message of U 1 which is Gaussian distributed, the relay channels are 2 It is assumed that the noise power is not harvested at each user because the amount of the harvested energy from the noise is significantly small. Furthermore, since the H-AP transmits an energy signal with a fixed power of P 0 , E i is the product of a constant and τ 0 even with the non-linear energy harvesting model. 3 η i can be adjusted adaptively for each i in order to factor the processing cost in determining the amount of energy to be consumed for information transmission. orthogonalized in the time domain, (i.e., τ 1 and τ 21 ) and the message is relayed with DF strategy. Hence, according to [29] , R 1 (τ , P) is determined as
On the other hand, since U 2 's message is solely delivered over the link from U 2 to the H-AP, the throughput of U 2 , which is denoted by R 2 (τ , P), equals R (20) 2 (τ , P).
III. PROBLEM FORMULATION
In this section, we formulate the sum-throughput maximization under QoS constraints for a two-user WPCN with user cooperation. Let the target throughputs of U 1 and U 2 be θ 1 and θ 2 , respectively. Following the system model in Section II, we formulate the maximization problem as
(12b), (12c), and (12d) are a total transmission time restriction, an energy causality constraint for U 1 , and an energy causality constraint for U 2 respectively. (12e) derives from the need for the amount of time and power to be non-negative. (12f) and (12g) are the individual QoS requirements on the throughputs of U 1 and U 2 . 4 Note that (P1) is not a convex problem, which can be proved by showing the Hessian matrix of the objective function of (P1) is neither positive semi-definite nor negative semi-definite.
To make the problem solvable with the convex optimization technique [24] , the optimization variable, P 1 is replaced with η 1 ζ 1 P 0 h 10 τ 0 τ 1 from (12c), which is valid because (12c) should hold with its equality at optimum; otherwise, there will be a waste of energy resources in U 1 . Furthermore, the new variables, t 21 and t 22 , are introduced as
and P 21 and P 22 are replaced with η 2 ζ 2 h 20 P 0 t 21 τ 21 and η 2 ζ 2 h 20 P 0 t 22 τ 22 , respectively. It can be easily shown that t 21 + t 22 ≤ τ 0 from (12d) with simple manipulations. t 21 and t 22 can be regarded as the energy harvesting times of U 2 for relaying the message of U 1 and transmitting its own message, respectively. Therefore, the throughputs given in (9)-(10) become
1 (τ , t) , a new optimization variable,R is adopted to provide the equivalent epigraph representation of (P1'), whereR = R 1 (τ , t). Then,R should be at most both terms in the minimum in R 1 (τ , t). Therefore, (P1') is transformed into
IV. OPTIMAL SOLUTION OF QoS CONSTRAINED SUM-THROUGHPUT MAXIMIZATION
In this section, we derive the optimal solution of (P2) by solving the Karush-Kuhn-Tucker (KKT) conditions due to the strong duality [26] . In particular, we solve the set of equations from the KKT conditions via a divide-and-conquer approach. That is, we consider all different possible cases according to the signs of the variables, the details of which will be given in the following. The solutions to the considered cases are combined to get the optimal solution to (P2) in the following section. The set of equations of each case can be transformed into a linear system if z * 1 , z * 21 , and z * 22 are obtained where
z 1 , z 21 , and z 22 can be defined only when their denominator is positive. When τ 1 , τ 21 and τ 22 are zeros, we call z 1 , z 21 and z 22 undefinable. Note that z * 1 , z * 21 , and z * 22 are strictly positive or undefinable, which can be proved by showing that z * 1 , z * 21 , and z * 22 cannot be zero, respectively. In other words, if there is no energy harvesting time for transmission during τ 1 , τ 21 , and τ 22 , respectively (i.e., τ 0 , t 21 , and t 22 , respectively,) there is no need to allocate time for τ 1 , τ 21 , and τ 22 ; otherwise, it will be a waste of time resources.
In order to obtain the KKT conditions for solving the maximization problem, the Lagrangian of (P2) is derived as follows:
where λ 1 , . . . , λ 6 are the Lagrangian multipliers corresponding to (18b)-(18g) and should be non-negative. Before proceeding, two functions, f ρ (z) and g ρ (z), are defined as
where z is a variable which lies in the domain of {z|z ≥ 0} and ρ is a positive given number. f ρ (z) is a monotonically increasing function as its first derivative with respect to z is nonnegative (i.e.,
. Moreover, its first derivative with respect to ρz is also non-negative (i.e.,
On the other hand, g ρ (z) is a monotonically decreasing function as its first derivative with respect to z is negative (i.e.,
Taking derivatives of (20) with respect to the optimization variables, (R, τ , t), the Lagrangian stationarity conditions become 
The equations involved with undefinable z * 1 , z * 21 , and z * 1 , and its optimal solution can be obtained in Case (I), which will be shown in the following. Likewise, when z * 1 and z * 21 are undefinable and z * 22 is positive, it coincides with achieving the maximum throughput of U 2 while the throughput of U 1 equals zero, θ (u) 2 , and its optimal solution can be obtained in Case (II). When z * 1 , z * 21 , and z * 22 are undefinable, there will be no information transmission in the network. When z * 1 is undefinable, z * 21 is positive and z * 22 is either positive or undefinable, U 1 does not broadcast its message as τ * 1 is zero. As a result, user cooperation also does not occur, and equivalently z * 21 becomes undefinable, which is a contradiction. When z * 1 is definable, and z * 21 and z * 22 are undefinable, U 1 is the only user which communicates with the H-AP, which means that the network does not exploit user cooperation. Since it has been shown that user cooperation offers gain with respect to U 1 's throughput under the system model [24] , this occasion is sub-optimal.
For Cases (I) and (II), we have the following lemma. Lemma 2: The optimal Lagrangian multipliers, λ * 1 , λ * 2 , and λ * 3 are always positive, and thus, (18b), (18c), and (18d) are binding 5 at optimum from complementary slackness [26] .
In contrast to the signs of λ * 1 , λ * 2 , and λ * 3 , the signs of λ * 4 , λ * 5 , and λ * 6 can be either zero or positive, respectively. Due to the complementary slackness, (18e), (18f), and (18g) are binding at optimum when λ * 4 , λ * 5 , and λ * 6 are positive, respectively. By Lemma 2, (18e) and (18f) at optimum can be equivalently 5 An inequality constraint is called binding when the inequality holds with its equality; otherwise, it will be referred to as non-binding. rewritten as
We further classify the problem for Cases (I) and (II) according to the signs of λ * 4 , λ * 5 , and λ * 6 . Table 1 shows the problem classification and describes the valid/invalid sub-cases of Cases (I) and (II). Each valid sub-case will be explored by finding the optimal values of z 1 , z 21 , and z 22 , formulating a linear system and solving it to derive the optimal solution while satisfying the inequality conditions. We assume that θ 1 and θ 2 are feasible.
For Case (I), since z * 1 , z * 21 and z * 22 are positive, the optimal time allocation, (τ * , t * ) 0, and we have the following Lemma.
We can show that the sub-cases (0, 0, +), (0, +, 0), (+, 0, 0), and (+, 0, +) in Case (I) are invalid by contradiction. To prove the invalidity of the first case, for example, suppose that λ * 4 = 0, λ * 5 = 0, and λ * 6 = 0. Then, λ * 3 becomes one from (21) . Exploiting Lemma 3, λ * 6 becomes zero which is a contradiction to the assumption. The invalidities of the three other sub-cases can be shown in a similar manner.
For all the following valid sub-cases in Case (I), (18b) and (18c) from Lemma 2 and the definitions of z * 1 , z * 21 , and z * 22 from (19) become linear equations of (τ * , t * ) provided z * 1 , z * 21 , and z * 22 are obtained. Note that it is sufficient to find z * 1 and z * 21 due to the fact that z * 21 = z * 22 in Case (I) from Lemma 3. Hence, we have the following linear system of (τ * , t * ),
Additional linear equations should be included in (30) according to the signs of λ * 4 , λ * 5 , and λ * 6 in each sub-case. From (30) , τ * 0 and τ * 1 can be written with z * 1 and z * 21 , respectively, as 
Case (I)-a: z * 1 and z * 21 can be obtained by solving the Lagrangian stationarity conditions, (21)- (27) . The detailed derivation of z * 1 and z * 21 in Case (I)-a is given in Appendix D. z * 1 and z * 21 are given by
where C = W ( ρ
1 +ρ 2 −1 e
)+1 and W (·) is a Lambert-W function which satisfies z = W (z)e W (z) . From the complementary slackness, λ * 4 = 0, λ * 5 = 0, and λ * 6 = 0 result in (18e), (18f), and (18g) being inequalities. Hence, no further linear equations can be obtained and (30) needs to be solved. For given z * 1 and z * 21 , (30) is an underdetermined linear system since rank(L) = 5. It can be easily shown that the reduced row echelon form of L has five rows which are not all-zero rows. Hence, multiple solutions exist to yield the same sumthroughput. To provide an optimal time allocation, we can select τ * 21 as long as the complementary slackness is satisfied. Accordingly, τ * 21 can be selected within the range of
where 
For the detailed derivation of (35), refer to Appendix E. Furthermore, from (35), for τ * 21 to be feasible (i.e., τ * 21 ≥ 0), the following inequalities need to hold.
(36)-(38) will be used as criteria for classifying the problem as Case (I)-a for given θ 1 and θ 2 . Provided τ * 21 exists satisfying (35), obtaining the optimal values of the remaining variables is straightforward.
For all the other remaining valid sub-cases in Case (I), the optimal solutions can be derived in a similar manner. We provide the results of the sub-cases, and for the detailed derivation, refer to Appendix F. 
Obtaining the optimal values of the remaining variables is straightforward. For the problem to be classified as Case (I)-b, θ 1 and θ 2 should satisfy the following conditions. Fig. 3(a) illustrates Remark 1 that the blue box is the Case (I)-a region and the straight line of slope −1 is the Case (I)-b region, and any pair of (θ 1 , θ 2 ) which belongs to them yields the same maximum sum-throughput as θ 
1 z * 1 ).
Note that (43) and (44) depend on the channel conditions and θ 1 . With the obtained z * 1 and z * 21 , let c a = log 2 (1 + ρ
, then, τ * 21 and τ * 22 are given as
Obtaining the optimal values of the remaining variables is straightforward. For the problem to be classified as Case (I)-c, θ 2 should satisfy the following condition for the given θ 1 ,
For simplicity, we let the R.H.S. of (47) be γ Hence, for the same θ 1 under the same channel condition, the optimal solutions of Case (I)-c and (I)-d are the same and consequently achieve the same maximum sum-throughputs. Fig. 3(b) illustrates Remark 2 that the interior of the blue box is the Case (I)-c region and the curved boundary is the Case (I)-d region, and any pair of (θ 1 , θ 2 ) lying on any vertical arrow in the blue box yields the same maximum sumthroughput. It can be seen that since the gain of allocating resources to U 2 is greater, the throughput of U 1 is adjusted to the QoS requirement, and U 2 is allocated with the remaining time resources for transmission of its own information. Furthermore, as z * 21 is positive, U 1 benefits from user cooperation in enhancing its throughput. Since z * 21 is undefinable, τ * 21 = 0, which makes t * 21 = 0 from the definition of t 21 , (13), and t * 22 = τ * 0 from (18c). Sub-cases (+, 0, 0), (+, 0, +), (+, +, 0), and (+, +, +) in Case (II) are invalid since the sub-cases with non-zero λ * 4 result in (18c), equivalently, (28) being an equality from the complementary slackness. Then, τ * 21 should be positive; otherwise, (28) becomes a strict inequality, since R
1 . Hence, this contradicts the assumption that t * 21 is zero from the assumption that z * 21 is undefinable.
For Case (II), we form the following linear system of (τ * 0 , τ * 1 , τ * 22 ) as 
From (48), the optimal solution of Case (II) can be written with z * 1 and z * 22 as (τ * , t * ) = 1
Hence, we will focus on finding the values of z * 1 and z * 22 and solving the inequality conditions for each valid sub-case.
Case (II)-a: z * 1 and z * 22 of Case (II)-a are identical to z * 1 and z * 21 of Case (I)-a. That is, z * 1 = e C −1 ρ 
1 , it can be easily shown that (28) holds trivially. (29) and (18g) can be rewritten with the optimal solution as
Note that (50) 2 as the identical maximum sum-throughput can be obtained either with or without user cooperation. Fig. 3(a) illustrates Remark 3 that the left interior of the dashed line in the blue box is the Case (II)-a region, and any pair of (θ 1 , θ 2 ) which belongs to it yields the same maximum sum-throughput of θ 2 .) Moreover, the QoS requirements in Case (I)-a and (II)-a are low that they can be easily fulfilled while achieving the system maximum sum-throughput. Note that the system maximum sum-throughput itself does not benefit from user cooperation, since it can be achieved in the Case (II)-a region which does not exploit user cooperation. Nevertheless, in the region of Case (I)-a and (I)-b except Case (II)-a, the system maximum sum-throughput can be achieved only when exploiting user cooperation.
For all the other remaining valid sub-cases in Case (II), the optimal solutions can be derived in a similar manner. We provide the results of the sub-cases, and for the detailed derivation, refer to Appendix F.
Case (II)-b: z * 1 and z * 22 of Case (II)-b can be obtained by solving the following two non-linear equations, (52), (53), which should be solved with a non-linear equation solving algorithm such as Newton-Raphson method.
Note that (52) and (53) depend on the channel conditions and θ 2 . For the problem to be classified as Case (II)-b, θ 1 should satisfy the following condition for the given θ 2 ,
For simplicity, we let the R.H.S. of (54) be γ
Case (II)-d: z *
1 , z * 22 and (τ * , t * ) are identical to those of Case (II)-b. In particular, for the problem to be classified as Case (II)-d, θ 1 should satisfy (54) at its equality for the given θ 2 (i.e., θ 1 = γ (II)-b θ 1 .) Remark 4: The maximum sum-throughputs achieved in Case (II)-b and (II)-d under the same θ 2 are identical. For both sub-cases, z * 1 and z * 22 depend on the values of ρ's and θ 2 from (52) and (53). Hence, for the same θ 2 under the same channel condition, the optimal solutions of Case (II)-b and (II)-d are the same, and consequently achieve the same maximal sum-throughputs. Fig. 3(c) illustrates Remark 4 that the interior of the blue box is the Case (II)-b region and the curved boundary is the Case (II)-d, and any pair of (θ 1 , θ 2 ) lying on any horizontal arrow in the blue box yields the same maximum sumthroughput. On the contrary to Remark 2, it can be seen that since the gain of allocating resources to U 1 is greater, the throughput of U 2 is adjusted to the QoS requirement, and U 1 is allocated with the remaining time resources for broadcasting. Furthermore, as z * 21 is undefinable, user cooperation should not be exploited.
Remark 5: The optimal solutions achieving the maximum feasible QoS constraints for U 1 and U 2 , θ in Case (II)-d.
Proof: See Appendix G. Lemma 4: On the maximum feasible pair of θ 1 and θ 2 , θ 2 is a decreasing concave function of θ 1 . Equivalently, the throughput of U 2 is a decreasing concave function with respect to the throughput of U 1 .
Proof: See Appendix H. 2 ) is shown to be on the boundary of the feasible (θ 1 , θ 2 ). As dθ 2
due to the concavity of θ 2 with respect to θ 1 on the boundary from Lemma 4, it achieves higher sum-throughput to increase U 1 's throughput, as for Case (II)-b compared to Case (II)-c. Therefore, we conclude that Case (II)-c is invalid, except when it coincides with Case (II)-d. Refer to Figs. 4 and 5 in the following section for an illustrative description. Each plot in the figures shows the boundaries of the feasible (θ 1 , θ 2 ). 
V. QoS CONSTRAINED SUM-THROUGHPUT MAXIMIZATION ALGORITHM
We propose a sum-throughput maximization algorithm with individual QoS constraints to find the optimal time allocation, (τ * , t * ). For given θ 1 and θ 2 , the algorithm classifies (P2) as one of the sub-cases. According to the divide-and-conquer approach, once the optimal solution for specific θ 1 and θ 2 is obtained, the algorithm no longer considers the problem of the θ 1 and θ 2 , even though multiple solutions might exist. In the following, we compare the computational complexity of two algorithms in solving (P2), the proposed algorithm and the interior-point method [26] which is one of the common algorithms for an inequality constrained convex optimization problem. In addition, we compare the computational complexity of the WST maximization algorithm [24] with the proposed algorithm in fulfilling the QoS requirements.
A. PROPOSED ALGORITHM
We first consider the problems with θ 1 ≤ θ (c1) 1 and θ 2 ≤ θ (c) 2 , which can be classified as Case (I)-a or (II)-a. Since either case yields the identical maximum sum-throughput as stated in Remark 3, we let the problem be classified as Case (II)-a. Excluding the intervals of Case (II)-a from those of Case (I)-a, the problems with θ We subsequently consider the problems with the remaining intervals of θ 1 and θ 2 , which are θ 1 ≥ min(θ 
1 ). Thus, in order to achieve the maximum sum-throughput, the throughput of U 2 needs to increase, while the throughput of U 1 is fixed at θ 1 , which is consistent with Remark 2. Nevertheless, if min(θ
2 , which can be obtained in Case (I)-b as stated in Remark 5. 6 Therefore, only when min(θ (τ * , t * ) ← Case (II)-b If given θ 1 and θ 2 do not satisfy any of the conditional statements, the problem is infeasible. and not, respectively. Each figure shows the sub-case to which the problem belongs for given θ 1 and θ 2 . The θ 1 -θ 2 curves indicate the maximal θ 1 and θ 2 pair, which does not make the problem infeasible. They are plotted 6 The derivation of θ numerically following the simulation setup without shortterm fading, the details of which are given in the following section.
B. COMPUTATIONAL COMPLEXITY COMPARISON
For the computational complexity of the proposed algorithm, it suffices to find the computational complexity of the sub-problem with the highest computational complexity, which is Case (I)-c since the proposed algorithm sequentially classifies the problem into one of the sub-problems. The classification preliminarily needs to compute C for having θ for checking the feasibility of the problem, and to solve (43) and (44) for obtaining the optimal solution. Both of them can then be done using the Newton-Raphson method for a pair of equations of two variables, the computational complexity of which is O((log 2 log 2 −1 )2 3 d 2.5 ). As a result, dropping the constants in calculating the big O complexity, the computational complexity of the proposed algorithm is not higher than O((log 2 log 2 −1 )d 2.5 ). On the other hand, the interior-point method [26] , in particular, the barrier method approximates an inequality constrained optimization problem as an equality constrained smooth problem using the barrier function which is an approximation of an indicator function. For solving (P2), the barrier method requires O √ 6 log 2 6/l (0) δ iterations of updating l for achieving the suboptimality gap of 6 l smaller than δ. The approximated problem for given l is solved via the multivariate Newton-Raphson method, which has the computational complexity of O (log 2 log 2 −1 )7 3 d 2.5 achieving the estimation error below . Therefore, dropping the constants in calculating the big O complexity, the interior-point method has the computational complexity of O log 2 δ −1 (log 2 log 2 −1 )d 2.5 . To further compare the computational complexity of the proposed algorithm with the WST maximization algorithm [24] , we assume that the accurate weights to fulfill the QoS requirements are found for the WST maximization algorithm. The WST maximization algorithm has the inner loop for finding its dual function with the given Lagrangian multipliers and the outer loop for updating the Lagrangian multipliers. The inner loop exploits the bisection method with the computational complexity of O(log 2 ( 0 )d 2 ), and the outer loop exploits the ellipsoid method with the computational complexity of O(2 × 4 2 × log 2 RG δ 4 2 d 2.5 ) where R and G are the radius of the initial ellipsoid and the constant from the characteristic of its objective. Dropping the constants in calculating the big O complexity, the computational complexity of the WST maximization algorithm is given by O (log 2 −1 )(log 2 δ −1 )d 4.5 , which is expected to be higher than the computational complexity of the proposed algorithm.
VI. SIMULATION RESULTS
Numerical results are provided in this section. In the following, we simulate the sum-throughput maximization for WPCN with user cooperation under various QoS constraints and compare it with the sum-throughput maximization for WPCN without user cooperation under the same QoS constraints. For the evaluation of sum-throughput maximization without user cooperation, we use a convex optimization tool, CVX [30] . The maximization problem without user cooperation is formulated with (P2) by setting τ 21 and t 21 equal to zero; thus, it still keeps the convexity of (P2). For simulation, the H-AP, U 1 , and U 2 are assumed to be on a straight line (i.e., 1-D model) and U 2 is located between the H-AP and U 1 . The transmit power of the H-AP, P 0 , the bandwidth, and the noise power spectral density are assumed to be 0.1W, 1MHz, and −160dBm/Hz, respectively. Furthermore, the energy harvesting efficiency and the ratio of harvested energy to be used for transmission at each user, ζ i and η i are assumed to be 0.5 for all i.
First, we consider the case where the short-term fading is assumed to be neglected (i.e., g ij = 1 for all ij ∈ {10, 20, 12}) in order to observe instantaneous and theoretical performance of each user's throughput and their sum over various QoS constraints. Fig. 6 shows the throughputs of U 1 , U 2 and their sum along with given (θ 1 , θ 2 ) when D 10 = 10 m, D 20 = 5 m, and D 12 = 5 m. It is observed that in the surface of the sum-throughput, the sum-throughput remains still along with various θ 2 and θ 1 being fixed. It can be seen that as the value of θ 1 being fixed increases, the range of θ 2 which does not make the problem infeasible decreases. Equivalently, the sum-throughput becomes smaller along with increasing θ 1 with θ 2 being fixed. Fig. 6 from θ 1 -axis perspective while the QoS constraint of U 2 , θ 2 is fixed at 1.5 bps/Hz, and the throughput obtained by the sum-throughput maximization scheme without user cooperation under the same setting. In Fig. 7 , ST, U 1 , and U 2 stand for the sum-throughput, the throughput of U 1 , and the throughput of U 2 , respectively while (w/ cooperation) and (w/o cooperation) refer to the sum-throughput maximizations with user cooperation and without user cooperation. It is observed that for all the θ 1 , the sum-throughput maximization with user cooperation achieves higher or identical sum-throughputs compared to without user cooperation. Note that the U 2 plots of both schemes cannot extend below 1.5 bps/Hz which is given by θ 2 ; hence, the ST and U 1 plots end when U 2 achieves θ 2 . For relatively low θ 1 (around below 0.5 bps/Hz), the sumthroughputs remain still for both schemes at the same level, which indicates that for some QoS constraints, user cooperation does not offer gain in terms of sum-throughput.
We secondly consider the case where the short-term fading coefficient, g ij is assumed to be g ij = |g ij | 2 whereg ij ∼ CN (0, 1) for all ij ∈ {10, 20, 12} in order to observe the overall impact of the user cooperation on each user's throughput and their sum under the fading channel assumptions. Figs. 8-10 show the average sum-throughputs, U 1 's throughputs, and U 2 's throughputs over a range of QoS constraints according to user cooperation mode, where D 10 = 10 m, D 20 = 5 m, and D 12 = 5 m. It can be seen that the average throughputs in Figs. 8-10 decrease as the values of QoS constraints get higher since the probability of the maximization problem being infeasible increases. In Fig. 8 , the average sum-throughputs with user cooperation are higher than those without user cooperation. In particular, the user cooperation gain is distinct in general when given θ 1 is relatively high, while it is degraded when given θ 2 is high, which indicates that the user with worse channel condition benefits from user cooperation. In Fig. 9 , the difference of the average throughputs of U 1 between the two schemes is relatively distinct, unlike that of U 2 in Fig. 10 , which indicates that the user unfairness is alleviated.
VII. CONCLUSION
In this paper, we have considered a sum-throughput maximization problem under individual QoS constraints for WPCN with user cooperation, and have derived an optimal solution using convex optimization technique. In particular, the maximization problem is divided into multiple sub-problems and each sub-problem is solved separately by converting it into a linear system. From the analysis of the sub-problems, conditions under which user cooperation becomes beneficial have been identified. We have then proposed a maximization algorithm that classifies the problem into one of the sub-problems depending on the given QoS values and returns the optimal time allocation of the corresponding sub-problem. In simulations, the throughputs under various QoS constraints have been presented, and the gain of user cooperation over the scheme without user cooperation has been demonstrated.
APPENDIX A PROOF OF LEMMA 1
For R (1j) 1 (τ , t) in (14) where j ∈ {0, 2} and R (20) k (τ , t) in (15) where k ∈ {1, 2}, they are concave functions with respect to the optimization variables [24, Lemma 3.1]. Hence, the objective function, (18a), is a concave function as it is the sum of an affine function and a concave function. Furthermore, the constraints (18b)-(18g) are either affine or concave with respect to the optimization variables. Therefore, (P2) is a convex problem.
APPENDIX B PROOF OF LEMMA 2
We show the lemma by contradiction. Suppose λ * 1 = 0 and z * 1 is definable, then, λ * 3 = 0 and λ * 4 = 0 from (23) since f ρ (10) 1 (z * 1 ) and f ρ (12) 1 (z * 1 ) are positive. From (21), 1 + λ * 5 = 0, which is a contradiction. Hence, λ * 1 should be positive. It can similarly be shown that λ * 2 and λ * 3 are positive, so we skip the remaining of the proof. Since λ * 1 , λ * 2 and λ * 3 are positive, it is consequential that (18b), (18c) and (18d) hold with equalities from complementary slackness.
APPENDIX C PROOF OF LEMMA 3
We define a new function, q ρ (z) as f ρ (z) divided by g ρ (z) where z belongs to {z|z ≥ 0}. Rewriting q ρ (z),
This is a monotonically increasing function with respect to z as its first derivative is positive except for z = 0 (i.e., 
Since (τ * , t * ) 0 in Case (I), it is possible to divide (55) by (56), which is equivalent to q ρ 2 (z * 21 ) = q ρ 2 (z * 22 ). Therefore, we can conclude that z * 21 = z * 22 due to the property of q ρ (z), and consequently, λ * 3 = (1 + λ * 6 ) holds.
APPENDIX F OPTIMAL SOLUTION OF CASE (I) AND (II)
1) Case (I)-b: z * 1 and z * 21 are e C −1 ρ (10) 1 and e C −1 ρ 2 , respectively, which can be derived as in Case (I)-a since λ * 4 = 0. From the complementary slackness, λ * 5 = 0 and λ * 6 = 0 results in (18f), equivalently, (29) , and (18g) being equalities, respectively. Rewriting (29) 
We form a 7 × 7 augmented matrix with the coefficient matrix and the constant vector of (66). The determinant of the augmented matrix should be zero for a solution to exist. The determinant is given by and the determinant being zero is equivalent to (47) of when its equality holds. Therefore, on the condition that the given θ 1 and θ 2 satisfy (47) with its equality, the optimal solution of Case (I)-c is still the optimal solution of Case (I)-d. 4) Case (II)-b: Using that λ * 4 = λ * 5 = 0 and λ * 3 = 1 from (21), we can induce a non-linear equation of z * 1 and z * 22 , (52) by eliminating the Lagrangian multipliers as in Case (I)-c. From the complementary slackness, λ * 6 = 0 results in (18g) being an equality, which is equivalent to (53). Meanwhile, λ * 4 = 0 and λ * 5 = 0 results in (28) and (29) being inequalities. (28) holds trivially as in Case (II)-a. (29) can be rewritten as (54).
5) Case (II)-d:
The values of z * 1 and z * 22 are identical to those of Case (II)-d, of which derivation is skipped as it is similar to that of Case (II)-c. Furthermore, from the complementary slackness corresponding to λ * 5 = 0, (29) should be binding, which is equivalent to that (54) being replaced with equality. 2 , and it can be shown that the optimal solution coincides with that of Case (II)-b.
APPENDIX G OPTIMAL SOLUTION OF θ

APPENDIX H PROOF OF LEMMA 4
Suppose we have feasible θ A = (θ 1A , θ 2A ) and θ B = (θ 1B , θ 2B ), and their corresponding optimal solutions (τ * A , t * A ) and (τ * B , t * B ). Consider a convex combination of θ A and θ B denoted by θ AB = (θ 1AB , θ 2AB ), and another convex combination of (τ * A , t * A ) and (τ * B , t * B ) denoted by (τ AB , t AB ). Then, (P2) with θ AB is a feasible problem, the reason for which is as follows: (τ AB , t AB ) satisfies (18b) and (18c) from the convex combination. (18d), (18e), and (18f) are equivalent to R 
1 (τ AB , t AB ) + R (20) 1 (τ AB , t AB ) ≥ θ 1AB and R (12) 1 (τ AB , t AB ) ≥ θ 1AB hold. In a similar manner, (18g) is satisfied as R (20) 2 (τ , t) ≥ θ 2AB holds. Hence, the feasible region of (θ 1 , θ 2 ) is a convex set on R 2 + . Furthermore, since the boundary of a convex set is a convex curve and (θ (u) 1 , 0) and (0, θ (u) 2 ) lie in the boundary, θ 2 is a decreasing concave function of θ 1 on the boundary of the convex set.
