I. INTRODUCTION
T RANSIENT simulation of electromagnetic wave propagation and scattering is important for a wide range of applications [1] , [2] . In the microwave frequency range, the finite-difference time-domain (FDTD) [2] , [3] method has become very popular. The FDTD method is ideally suited for implementation on parallel machines because only nearest-neighbor interactions are involved. Besides furnishing data directly in time domain, FDTD simulations may also be used to furnish frequency-domain data over a band of frequencies from a single run after Fourier-transforming the time-domain solution. The transient data are also particularly useful as input for a number of inverse scatering algorithms because they provide an additional dimension to the measurement data space. The data is a function not only of source-receiver position but also of frequency, Publisher Item Identifier S 0196-2892(00)05898-8.
which provides the redundancy required by some inverse-scattering algorithms.
In a variety of applications involving biological media, optical materials, plasma, artificial dielectrics, or earth media, the host medium is frequency dispersive. To have a realistic model for the electromagnetic wave propagation in such environments, it is prudent that we include the effect of dispersion in the media. This is especially true in simulations involving short pulses where ultrawide bandwidths are involved. A number of schemes are available to incorporate dispersion into the FDTD update [4] - [12] . Here, we will adopt the piecewise-linear recursive convolution (PLRC) approach [12] . The PLRC, besides providing a good tradeoff between computational cost and accuracy, is well suited for combining with the perfectly matched layer (PML) absorbing boundary condition to handle dispersive media modeled by multiple species Lorentz and/or Debye relaxations.
In a number of cases of technological interest, we are confronted with problems involving cylindrical geometries [13] - [21] . By far, the most common discretization scheme for the FDTD method is the central differencing scheme with staggered grids in Cartesian coordinates (Yee's scheme [2] , [3] ). However, when confronted with cylindrical geometries, a Cartesian grid cannot represent the geometry adequately, resulting in the well-known staircasing error. For these problems, a spatial discretization directly utilizing a cylindrical grid is the most appropriate [22] - [26] . In axisymmetric problems, the three-dimensional (3-D) cylindrical problem can be reduced to a series of 2-D problems on the -plane for each azimuthal mode field distribution, which can be solved separately with reduced computational effort [25] . In many cases however, nonaxisymmetric structures are involved, and such decomposition is not practical. Therefore, for a more flexible analysis, we employ a spatial discretization for the FDTD scheme based on a fully 3-D cylindrical grid.
In addition, absorbing boundary conditions (ABC's) need to be constructed to eliminate spurious reflections from the boundaries of the finite computational domain and to simulate the Sommerfeld radiation condition at infinity. On a cylindrical FDTD grid, the ABC's need to be constructed both for the outer radial boundary and for the top and bottom boundaries and . In this work, we present two novel FDTD schemes in 3-D cylindrical coordinates on dispersive, inhomogeneous, and conductive (lossy) media, incorporating the PLRC approach combined with the recent extension of the PML ABC [27] - [45] to 3-D cylindrical coordinates [24] , [39] , [40] , and further ex-0196-2892/00$10.00 © 2000 IEEE tended to match the dispersive and conductive interior media. Most of the previously used ABC's are not suited for dispersive media because they require knowledge of the wave velocity near the grid boundary, a quantity that is not well defined in the time domain for dispersive media. In contrast to some of the previously employed ABC's, the PML is also suited for inhomogeneous media simulations as well. Moreover, being a material ABC, PML retains the nearest-neighbor interaction property of FDTD, making it very attractive for simulations on parallel machines. Recently, PML was also shown to be very effective for FDTD simulations of nonuniform cylindrical grids [24] .
We extend the PML ABC to the cylindrical system using the complex coordinate stretching approach [28] , [36] , [38] - [43] . Two numerical schemes are developed in the time domain. The first combines the PLRC algorithm with a split-field PML approach akin to the original PML scheme of Berenger, now generalized to cylindrical coordinates [27] . The second combines PLRC with an unsplit (anisotropic medium) approach [31] , whereby the cylindrical PML is introduced by means of cylindrically layered artificial constitutive tensors [39] , [40] . In this scheme, the original form of Maxwell's equations is preserved. We include a comparison between the numerical stability properties of these two schemes. We then validate the PML-PLRC-FDTD schemes against pseudoanalytical solutions obtained from Sommerfeld integrals of dispersive half-space problems. To illustrate its applications, we include results from the simulation of transient scattering from buried objects in dispersive earth media and from the transient field propagation in typical geophysical environments. Because the two proposed PML-PLRC-FDTD schemes retain the nearest-neighbor property of the ordinary FDTD scheme, they are also suited for programming on parallel computers.
II. CYLINDRICAL 3-D PML-PLRC-FDTD SPLIT-FIELD FORMULATION

A. Modified Maxwell's Equations in Complex Space
The modified Maxwell's equations in the complex variable domain PML formulation are [28] (1) (2) for a conductive medium (static conductivity in addition to the dispersive behavior to be incorporated into the field dependency with ) and in the frequency domain ( convention). In cylindrical coordinates, we have [39] , [40] (3)
In the above, and are the spatial variables and subject to an analytic continuation (complex coordinate stretching) to a complex variable domain according to (4) (5) where and are the frequency-dependent complex stretching variables, and , , , and are frequency-independent variables (functions of position only). The above frequency dependence for and results in simpler time-domain equations, but other choices for the frequency-dependence (corresponding to different paths for the analytic continuation to the complex domain) of the complex stretching variables are also possible as long as they lead to absorptive effect.
The analytical continuation of Maxwell's equations to a complex domain is a general setting to understand the PML concept, allowing it to be extended to various coordinate systems [38] - [40] and to more general media such as dispersive or (bi-)anisotropic [42] , [43] . This analytical continuation can be viewed as giving additional degrees of freedom and to Maxwell's equations. Its basic effect is to alter the eigenfunctions of the Maxwell's equations in such a way that originally propagating eigenfunctions are continuously mapped to exponentially decaying eigenfunctions. The original field and the resulting (exponentially decaying) field are homotopic to each other because (4) and (5) imply that the complex spatial coordinates and are continuous functions of real spatial coordinates and , respectively (regardless of whether the variables , and are continuous or not).
The decay rate inside PML is controlled by the imaginary part of and . Absorption of propagating waves is achieved by choosing . In addition, faster decay of evanescent modes (if they exist) inside the PML can also be achieved by letting . The overall result is the reflectionless absorption of electromagnetic waves in the and directions for all frequencies and angles of incidence.
Using the relations above, the nabla operator in complex space may also be written as a modified nabla operator in the real space (6) We may also define and interpret it as a change on the cylindrical coordinates metric coefficients by the PML [39] . Note that this modified nabla operator above is frequency-dependent. Therefore, in the time domain, it is no longer a purely spatial operator but also a convolutional operator in time. Three distinct frequency-dependent factors are identified: , (or ), and , each one associated with a different direction. To facilitate the solution in the time domain without convolutions, (1) and (2) may be split as follows:
By doing so, each frequency-dependent coordinate stretching factor , , acquires a 1-1 relationship with a given split field. Therefore, each split field will have its time-domain evolution affected by only one corresponding stretching coordinate. In a dispersive medium (13) (14) By using (4) and (5) and transforming back to the time domain, (7)- (12) (20) where we have chosen above a compact vector notation for the curl operator in cylindrical coordinates (recall that, in the cylindrical system, the angular derivative does not commute with the unit vectors , , since and ). In terms of components, the right-hand side of (15)- (17) becomes (21) (22) (23) and similarly for (18)- (20) . From (15)- (20), we see that each split-field , has two components, being everywhere perpendicular to the direction.
The same update scheme may be used everywhere, since the interior domain (non-PML region) may be thought of as a special case of a PML with and . This allows for an easier parallelization of the resulting numerical code.
B. Dispersive Models
For the dispersive model, we will assume either a Debye relaxation model or a Lorentzian relaxation model. As will be shown, the Debye model can be viewed as a special case of the Lorentzian model. The model is causa, so that the Kramers-Kronig relations are automatically satisfied. Because of this, the permittivity value will be complex, having both frequency-dependent real and imaginary parts. The imaginary part can be thought of as a frequency-dependent loss or conductivity.
An -species Lorentzian dispersive medium is characterized by a frequency-dependent permittivity function given by (24) where medium susceptibility; resonant frequency for the th species; corresponding damping factor; , static and infinite frequency permittivities, respectively. In the time domain, a complex susceptibility function is defined as (25) where (26) (27) and (28) so that the time-domain susceptibility function is and . For an -species Debye model, the frequency-dependent permittivity function is written as (29) In this formula, is the pole amplitude and is the relaxation time for the th species. The time-domain complex susceptibility function for the Debye relaxation model can be considered as a special case of (25) when and . Therefore, (25) is applicable to both models through an adequate choice of parameters. However, the Debye model requires only real arithmetic, while the Lorentz model requires complex arithmetic.
It should be pointed out that for an arbitrary linear dispersive medium, the Prony method [46] can be used to find the poles and residues of a multiterm Debye and/or Lorentz model to fit available frequency domain data for the real and imaginary parts of the complex dielectric constant.
C. Time-Stepping Scheme
The dispersion model is included in the FDTD time-stepping scheme using the piecewise linear recursive convolution (PLRC) algorithm [12] . The intermediate steps in the derivation of the combined PML-PLRC-FDTD time-stepping scheme in cylindrical coordinates are analogous to the Cartesian case [43] and for brevity, will not be discussed here. The final equations for the PML-PLRC-FDTD time-stepping scheme for the electromagnetic fields in cylindrical coordinates are On the right-hand side of (33)- (35), the other pertinent quantities are updated as follows: (36) (37) (38) (39) where is replaced with , , or . Hence, (30)- (39) constitute the complete updating scheme for the electromagnetic fields in the split-field PML-PLRC-FDTD formulation. The complex parameters , are the zeroth-and first-order moments of the (time-domain) complex susceptibility functions taken over a time-discretization interval, and are real constants that give instantaneous corrections for the dispersive dielectric constant, and are the complex frequency poles of the model.
These constants depend on the particular choice of parameters for the Debye or Lorentz dispersive model chosen. For the th species, they are explicitly given in terms of the parameters as follows:
The unsplit field formulation of PML is an alternative formulation of PML, where the spatial operators in the Maxwell's equations retain their usual form, and the constitutive relations are modified instead. The resultant electromagnetic fields inside the PML can be associated with those of an anisotropic medium with artificial electric and magnetic constitutive tensors. The existence of such a dual, anisotropic medium PML formulation stems from the metric invariance of Maxwell's equations, as discussed in [47] , [48] .
In the case of 3-D cylindrical coordinates, the PML constitutive tensors matched to a homogeneous nondispersive medium characterized by constitutive parameters , are written as [39] (45)
with (47) and , as defined earlier. Since the perfect matching condition for the PML anisotropic medium is a local condition in space (i.e., a boundary condition), and it is valid for all frequencies, the PML can be extended to match either or both an inhomogeneous or a dispersive interior medium with constitutive parameters and in a transparent manner with given as (48) and given as before in (46) . Such constitutive parameters produce a PML medium matched to the interior medium for all frequencies and angles of incidence [39] .
In the unsplit field formulation, we write for Maxwell's equations (49) (50) which may be written, in terms of auxiliary fields , , and , as (51) (52) where, by definition, , and . The auxiliary fields are introduced as a computational convenience. This is because, by comparing (51)- (52) with (1)- (2), it is evident that the update for the auxiliary fields , , is just an unsplit version of the previous update equations given by (30)- (39), and with , i.e., (53) (54) and with the other pertinent auxiliary quantities on the right hand side of (54) being updated analogously as in (36), (38) , and (39) (55) (56) (57) Again, is the number of the species on the dispersive model used, and the constants , , and , and are defined as before and depend on the particular choice of parameters adopted for the Debye or Lorentz dispersive model.
The update scheme is incomplete without specifying how one updates the original fields from the auxiliary ones. This is done using the definitions of the auxiliary fields themselves, i.e., (58) (59) (60) or, in terms of components (61) (62) (63) and analogously for the other components by cyclic permutation of indices.
A simple system of first-order differential equations can be derived from the above equations through the use of other sets of auxiliary fields , so that (61) is replaced by
and analogously for (62) and (63) . In the time domain, the previous equations become
The time update equations for the original field in terms of the auxiliary field then become (68) (69) where, for simplicity, we have used a backward Euler scheme. A central differencing scheme is also possible. In this case, a linear interpolation can be used for the constant terms to maintain second-order accuracy in time. Analogous update equations apply for the other field components. In the case of the field components, however, one may incorporate one of the complex stretching variables of (62) already into a modified (lossy) update for (51) instead. In this case, one less auxiliary field is necessary. Together with (53)- (57), these equations constitute the complete update scheme for the electromagnetic fields in the unsplit PML-PLRC-FDTD formulation.
IV. ISSUES ON THE SPATIAL DISCRETIZATION
The adopted spatial discretization on the cylindrical grid uses a central differencing scheme with staggered grids. Fig. 1 depicts the location of the electromagnetic field components associated with a given point on the cylindrical grid. This grid is orthogonal everywhere and retains a clear association with the usual Yee FDTD scheme in Cartesian coordinates since the electric field components are located at the edges of the primary grid, and the magnetic field components are located at the faces of the primary grid, or equivalently, at the edges of the dual grid staggered from the primary one. Because each component is located at a different position of space, as illustrated in Fig. 1(a) , the discretized space presents an inherent fuzziness that becomes clear for inhomogeneous media when it is necessary to define its constitutive parameters and as a function of position. In most practical instances, this is usually mitigated by the fact that the discretization size is chosen small in terms of the minimum characteristic wavelength or in terms of the minimum geometric features (inhomogeneities).
Around the axial singularity at 0, we adopt triangular (degenerate) cells adjacent to the axis, associated with the update for the component nearest to 0. Due to the staggered nature of the grid, only one of the fields or coincides with the axis. In our scheme, we choose the component to be located right on 0 and update it through the use of Ampere's law on a small circular contour around the axis. Also located at 0 are and , which, by symmetry, can be shown to be zero. Moreover, these fields are not used to update the remaining components (this follows from the triangular geometry of the degenerated cells nearest to the axis and also from the symmetry of the problem which enforces 0 at 0). The location of the field components near the axis is illustrated in Fig. 1(b) . The update of the remaining components and , nearest to (which are not right at) the axis does not need to be modified from the normal update. When updating and nearest the singularity, special care is taken to explicitly enforce the overall reciprocity between the and updates by constructing discrete curl operator matrices for the primary and dual grids that are transpose to each other [48] . This last condition is important to preserve key theorems of the continuum theory and ensure stability of the scheme [48] - [51] .
V. NUMERICAL RESULTS
FDTD codes have been written using both formulations described in the previous sections. In the case of the split-field formulation, the fields are split everywhere so that the code can be easily parallelized.
A. Validation
To first validate the formulation, the results from the FDTD simulation for a homogeneous dispersive half-space problem with conductive loss are compared against a pseudo-analytical solution. The pseudo-analytical solution is obtained by first numerically integrating the frequency-domain Sommerfeld integrals of the half-space problem for many excitation frequencies [2] . The result is then multiplied by the spectrum of the source pulse, and subsequently inverse-Fourier transformed to yield the time-domain solution. Fig. 2 compares the results for the FDTD simulations in a dispersive half-space against this pseudo-analytical solution. The half space dispersion parameters are obtained by fitting a two-species ( 2) Debye model to the experimental data reported by Hipp [52] for the Puerto Rico type of clay loams (with 5% moisture content), which can be found in [43] . The domain is discretized using a ( ) (40, 80, 60) grid. The PML is set up using 14 cells both in and directions and a quadratic taper for the and variables. The cell discretization size is uniform in the and directions 3.75 cm. The half space occupies 50% of the vertical height of the simulation region. The source is a -oriented electric Hertzian dipole located at the grid point ( ), while the receiver is located at ( ). The excitation pulse is the first derivative of a modified Blackman-Harris pulse [34] , centered at 200 MHz. The receiver is deliberately buried in the half space so that it is more sensitive to the dispersive properties of the medium. This figure shows a very good agreement between the formulations. Note that the source-receiver positioning is such that the pulse passes through the 0 axis. This verifies the accuracy and stability of the axis singularity treatment in our discretization scheme. Fig. 3 depicts the results of a simulation on a similar soil, but with a lower moisture content (2.5%). The simulation grid has the same size as before, but the PML buffer region is reduced to 12 cells in both and directions. Furthermore, the center frequency is reduced to 100 MHz, while keeping the same discretization size cm (implying a higher grid resolution in terms of wavelength). The source-receiver separation is now increased, with the source (again a -oriented, electric Hertzian dipole) being located at the grid point ), and the receiver at (
. The half-space occupies 50% of the vertical height of the simulation region. Again, a very good agreement between the formulations is obtained.
B. Cylindrical PML Reflection Analysis
In the continuum, the PML is reflectionless. In practical applications, however, because there is a need to work with a PML of finite thickness and because of the discretization process, the PML is not reflectionless anymore. A small spurious reflection is present. This is discussed in more detail in [53] . To accurately quantify the amount of spurious reflection caused by the discrete cylindrical PML, we follow a methodology discussed in [3] , [54] . Two cylindrical FDTD grids are used: a test domain and a benchmark domain . To isolate the effects of the spurious reflection from the cylindrical PML, a 2-D grid is considered here (reflections from the direction corresponds to spurious reflections from a planar PML interface, already extensively studied before). The test domain includes the cylindrical PML, and the benchmark domain has untreated boundaries but a much larger size. The outer boundaries of are defined so that its spurious reflections can be windowed out and causally isolated during the time-stepping when comparing simulations on the two grids. Therefore, the grid effectively simulates an infinite grid. Discrepancies between the computed field values in the two grids are produced by spurious reflection from the PML in the domain. Fig. 4 presents the local reflection errors obtained from an eight-layer cylindrical PML. Three results are presented, corresponding to three different angular grid resolutions. The simulations employ a (hard) line source excited by a Blackmann-Harris pulse with central frequency 300 MHz. The local reflection error is obtained by field sampling at two grid cells away from the free-space/PML interface of the domain. The line source location is eight cells away from the free-space/PML interface. The radial resolution in all cases is fixed at . The free-space/PML interface in is situated at . The eight-layer PML employs a fourth-order tapered profile on the imaginary part of the stretching variables and no stretching on the real part. The benchmark domain is truncated at . The local error data is normalized to the peak value of the incident pulse at the sampling location. The three angular resolutions considered correspond to values of such that , where is at the free-space/PML interface in . The results of Fig. 4 exemplify the very low reflection levels incurred by the cylindrical PML. A reflection Fig. 9 . Voltage traces (difference signal) for the geometry in Fig. 7 with (a) noninvaded bed zone, (b) homogeneous invasion, and (c) inhomogeneous invasion. A pair of transmitters and a pair of receivers move together downwards along the formation, modeling an antenna array in a logging tool. Traces are sequentially offset according to the antenna array location. Traces at the left correspond to the signal at the top receiver, and traces at the right to the signal at the bottom receiver.
level better than dB is obtained with the 8-layer cylindrical PML.
C. Buried Object in Dispersive Soil
Next, we simulate the electromagnetic response of a cylindrical disc buried in a 2.5% moisture soil modeled with a twospecies Debye model. The grid size is (100, 160, 45). The source is a horizontal ( -directed) dipole located at the grid point , just above the air-ground interface, located at 29. The field is sampled through a radial measurement line (approximately 2 m long) running from the initial point ( ) (10, 96, 30) to the end point ( ) (66, 96, 30) . This simulates a common-source radargram configuration usual in ground-penetrating radar (GPR) applications [55] - [64] . The geometry of this problem is illustrated in Fig. 5 . The spatial discretization size is uniform in the and directions, 3.75 cm. The time step used is 3.923 ps. The cylindrical disc is made up of a good conductor ( 10 ) and is buried such that its top is 52.5 cm below the air-ground interface. It has a 1.12 m radius and a 7.5 cm height and is centered at the axis. The unsplit field PML consists of ten cells with a quadratic profile both at the outer radial boundary (for the variable) and at the top and bottom terminations (for the variable). The source pulse is again the first derivative of a slightly modified Blackman-Harris pulse, having a finite support and centered at 200 MHz. Fig. 6 depicts the resulting waveforms as a function of position. Each waveform is normalized to its maximum value. Presented are the waveforms for the incident field (no object buried in the soil), the total field, and the scattered field from the buried conducting cylinder.
D. Borehole Example 1
In Fig. 7 , we depict the geometry of a three-layer host medium penetrated by a circular column (metallic pad surrounded by a standoff region).
Three cases are simulated: 1) a case where the mid layer (bed zone, Region 2) contains a homogeneous invaded zone (Region 4); 2) a case where the invaded zone is inhomogeneous, with the permittivity in Region 4 varying linearly from those in Region 0 and Region 2; and c) a case with no invaded zone, i.e., Region 4 having the same constitutive parameters as Region 2. The computational grid has ( ) (35, 80, 150) including 10-layer PML's at its top and bottom regions and along the outer radial direction. The grid discretization size is cm. The source excites a derivative of the Blackmann-Harris pulse centered at 1 GHz, typical frequency of the Electromagnetic Propagation Tool (EPT 1 ). Such geophysical sensing tools are designed to measure high dielectric constants for delineating fresh water bearing zones from hydrocarbon bearing zones [65] , [66] . The constitutive parameters for the different regions are given by ) (5, 0.1). Region 4 is the invasion, which in the case of a homogeneous invasion is considered to have (12, 0.3) . In the case of an inhomogeneous invasion, we set 0.3 and set to vary linearly between the values of and . The media are considered nonmagnetic so that everywhere. The borehole has a diameter 14.4 cm, and the standoff region is 1.2 cm thick. When present, the invaded zone penetrates 6 cm deep into the bed zone, which is 12 cm thick. Both source and receiver are polarized along the azimuthal direction. The dipole transmitter is fixed at 16.5 cm above the bed boundary, and the dipole receiver moves vertically in the borehole in a common source configuration with the transmitter at the top position. Fig. 8 shows the difference traces of the reflected signals from the three cases considered. The reference signal corresponds to a homogeneous host media with ( ). The reflected signal caused by the bed discontinuty is clearly visible in those figures. We also observe that the invasion significantly reduces the signal reflected from the bed discontinuity (the same normalization factor is used in all plots). In addition, a gradual (inhomogeneous) invasion zone [case (b)] has the effect of smoothing out the reflected signal. Fig. 9 shows the difference traces for the same geometry but now with a different transmitter-receiver configuration, consisting of two transmitters and two receivers (magnetic dipoles polarized along the azimuthal direction). The receivers 1 Trademark of Schlumberger Ltd. are placed 3 cm vertically apart. The top transmitter is located at 4.5 cm above the top receiver, and the bottom transmitter is located at 4.5 cm below the bottom receiver (symmetric configuration). This configuration models an antenna array used in practical logging tools. The small transmitter-receiver spacings and the configuration of the tool is because the electromagnetic energy usually has a low penetration depth in usual geophysical environments at 1 GHz. The traces depicted in Fig. 9 are taken sequentially as the transmitters and receiver move downward inside the formation. The left traces correspond to the difference voltage at the top receiver, and the right trace to the difference trace at the bottom receiver. The first (top) trace corresponds to the center of the tool being at 10.5 cm above the bed boundary and the last (bottom) trace shown corresponds to the center of the tool being at 1.5 cm below the bottom bed boundary. Further traces at lower positions are redundant due to the vertical symmetry of the transmitter-receiver configuration and the geophysical formation considered. The three sets of voltage traces depicted correspond, again, to a case of a noninvaded bed zone, a case with homogeneous invasion, and a case with a inhomogeneous invasion, respectively.
E. Borehole Example 2: Dipping Beds
In the next example, we consider a circular column penetrating a host medium with dipping layers, as indicated in Fig. 10 . The dip is characterized by the angle , chosen as 45 . The parameters ( ) for the media indicated in Fig. 9 are: medium 0: (20, 0.01), medium 1: (2, 0.01), medium 2: (20, 1), medium 3: (5, 0.05), and medium 4: (2, 0.01). The radius of the cylindrical column is 0.12 m, and the vertical dimensions and indicated in the Fig. 10 are 0.28 m and 0.14 m, respectively. The source is a vertical Hertzian electric dipole located slightly off-axis (two grid points from 0), which launches a pulse centered at 500 kHz. At such a low frequency, the skin depths of the media considered are much smaller that the corresponding wavelengths . As a result, the smallest skin depth (medium 3 with 0.71 m) dictates the required resolution for the spatial discretization Fig. 11 . Contour plot of the early time evolution of the electric field for the geometry depicted in Fig. 10. size, chosen as 0.02 m. Moreover, because the diffusion mechanism is dominant, a stretching over the real part of the coordinates (i.e., , are chosen to be 1) is indicated in the PML implementation. Therefore, we employ a ten-layer PML with quadractic profile for both its real and imaginary parts of and at the termination boundaries. Fig. 11 illustrates the initial, early-time transient evolution as the pulse is launched into the formation through a series of snapshots of the field amplitude (contour plots) taken at the cross section of the formation, discretized by using a ( ) (35, 70, 65) cylindrical grid. The different phase velocities and attenuation rates for the field are clearly visible. Moreover, the strong attenuation of the field as it reaches the PML layers near the boundaries of the grid is evident from the last two snapshots.
VI. NUMERICAL STABILITY CONSIDERATIONS
Although both PML formulations furnish the same results in the previous examples, we have tested the codes for very long integration times and have observed discrepancies in their late time behaviors. This is illustrated in Fig. 11 , which compares the late time behaviors of the two PML schemes. Note the logarithmic scale for the abscissa because of the very large number of time steps involved. This simulation uses a ( ) (20, 30, 40) grid in free space, with a seven-cell PML in the direction and ten-cell PML in the direction. The source is an electric dipole at ( ), and the receiver is at ( ). The spatial discretization size is 7.5 cm, and the center frequency of the modified Blackman-Harris pulse is 200 MHz. In the case of the split-field formulation, the fields are split everywhere for a parallel implementation.
The results show that, while the unsplit PML is stable for such long integration times, the split-field is late time unstable. Since both schemes utilize the same spatial discretization, we rule out any inconsistency in the spatial discretization [48] as the cause of the instability. Rather, this phenomenon can be attributed to the weakly well posedness of the split-field system of equations, as discussed in [45] . There, it was shown that, while the unsplit scheme is strongly well posed (as the original Maxwell's system), the split-field equations are only weakly well posed. Moreover, although the total field in the split-field formulation (sum of the split components) coincide with the original unsplit EM fields, each of the nonphysical split fields (subcomponents) is unbounded, presenting secular terms with a linear growth in time which depends on their spatial derivatives. For very long integration times, this ultimately leads to very large values of the individual split fields, making a perfect cancellation of the total fields not possible anymore due to numerical roundoff effects. This ultimately causes a breakdown in the updates. This effect is more pronounced in schemes with high spatial resolution since the linear growth is higher for modes with large spatial frequency (at coarser resolutions, such modes are naturally cut off by the spatial discretization). This is illustrated in Fig. 13 . It depicts the evolution of each split field subcomponent of the previous simulation (note again the logarithmic scale for the abscissa). From this figure, we observe that, although the sum of the split field subcomponents leads to the correct total fields in the early time simulation, each split field ultimately grows unbounded and, at late times, perfect cancellation is not achieved anymore due to finite machine precision, leading to the instability phenomenon depicted in Fig. 12 . The simulations were done in single precision.
Note that these observations refer to a split-field scheme where the fields are split everywhere, not only inside the PML ABC buffer region. This is highly desirable in parallel computations. The observed results are not necessarily present if the fields are split only in the PML region, where a strong loss mechanism is present. Also, it is important to point out that this observed phenomenon is perhaps only of theoretical interest. This is because, for practical applications, any result from the FDTD method at such very long integration times is of questionable utility anyway, since its accuracy is hampered by the accumulation of phase error due to numerical grid dispersion.
VII. CONCLUSIONS
FDTD schemes for the simulation of cylindrical geometries in inhomogeneous, dispersive, and conductive (lossy) media has been presented. The cylindrical PML ABC was extended to match the interior dispersive media for the outer radial boundary and to simulate open-space problems. Both the split-field and anisotropic versions of the PML were implemented and compared. The use of a PML is of particular interest for inhomogeneous, dispersive media since, in contrast to many previously employed ABC's, it can be implemented in a transparent manner with respect to the inhomogeneous and dispersive properties of the medium. In particular, multiterm dispersive models can be easily treated by combining the PML with the PLRC update scheme. Because the PML-PLRC-FDTD schemes presented here preserve the nearest-neighbor interaction property of the ordinary FDTD, they are also well suited for implementation on parallel machines.
