Object segmentation is an important preprocessing step for many target recognition applications. Many segmentation methods have been studied, but there is still no satisfactory effectiveness measure which makes it hard to compare different segmentation methods, or even different parameterizations of a single method. A good segmentation evaluation method not only would enable different approaches to be compared, but could also be integrated within the target recognition system to adaptively select the appropriate granularity of the segmentation which in turn could improve the recognition accuracy. A few stand-alone effectiveness measures have been proposed, but these measures examine different fundamental criteria of the objects, or examine the same criteria in a different fashion, so they usually work well in some cases, but poorly in the others. We propose a co-evaluation framework , in which different effectiveness measures judge the performance of the segmentation in different ways, and their measures are combined by using a machine learning approach which coalesces the results. Experimental results demonstrate that our method performs better than the existing methods.
INTRODUCTION
Object segmentation is a fundamental step in many target recognition systems. A good segmentation of the object(s) from an optical or radar image will greatly increase the recognition accuracy. Many segmentation methods have been studied, but there is still no satisfactory effectiveness measure which makes it hard to compare different segmentation methods, or even different parameterizations of a single method. Furthermore, many segmentation methods have a tunable parameter which adjust the granularity of the segmentation and having an effectiveness measure to select which segmentation is best would improve the overall performance of the recognition system. Designing a good effectiveness measure of object segmentation is known hard problem. Often the segmentation effectiveness is judged by the overall performance of the recognition system, however such an approach would not enable system to use the segmentation effectiveness measure internally to help choose the best parameterization for the segmentation algorithm. A few stand-alone effectiveness measures have also been proposed. These measures examine different fundamental criteria of the objects or examine the same criteria in a different fashion, so they usually work well in some cases, but poorly in the others. We propose a co-evaluation framework , in which different effectiveness measures judge the performance of the segmentation, and then their measures are combined by a learning algorithm that uses training data to determine how to best coalesce the results from the constituent measures. Our approach can be easily extended to a multi-spectral system if the effectiveness measures are using images in different spectra.
The remainder of the paper is organized as follows. In Section 2, we provide an overview of the previous research on objective segmentation evaluation. Section 3 describes our co-evaluation method. Experimental results and analysis are presented in Section 4, and Section 5 concludes the paper and discusses future work.
SEGMENTATION EVALUATION METHODS
A variety of techniques have been proposed for quantitatively evaluating segmentation methods that can be roughly categorized into three classes 1 : analytic methods, empirical goodness methods, and empirical discrepancy methods.
Analytic methods assess segmentation algorithms independently of their output, evaluating their effectiveness entirely based on their properties and principles. In general, these methods work only for evaluating certain properties of segmentation algorithms, such as processing strategy (parallel, sequential, iterative, or mixed), processing complexity and efficiency, and segmentation resolution. These properties are usually not decisive for the performance difference between segmentation algorithms. Consequently, analytical methods are generally not good methods for evaluating the object segmentation in target recognition systems.
Empirical discrepancy methods, also known as relative or supervised evaluation methods, are those methods which evaluate segmentation algorithms by comparing the resulting segmented image against a manuallysegmented reference image, which is often referred to as a gold standard. 2 A benefit of empirical discrepancy methods over empirical goodness methods is that the direct comparison between a segmented image and a reference image is believed to provide a finer resolution of evaluation, and as such, discrepancy methods are the most commonly used method of objective evaluation. However, manually generating a reference image is a difficult, subjective, and time-consuming job. And for most images, especially natural images, we generally cannot guarantee that one manually-generated segmentation image is better than another. Furthermore, such an evaluation method cannot be used within a segmentation algorithm to select the best parameters to use within a parameterized segmentation algorithm.
Empirical goodness methods, also known as stand-alone or unsupervised evaluation methods quantitativally evaluate the results of segmentation algorithms according to some human characterization about the properties of "ideal" segmentation. The benefit of these methods is that they do not require a priori knowledge of the correct segmentation (i.e. they do not need to be assessed versus manually-segmented reference images). The fundamental ideas as to what constitutes these characteristics includes intra-region uniformity, [3] [4] [5] [6] [7] [8] inter-region contrast, 4, 9 region shape, 5 and edge evaluation. 
Previous Work on Empirical Goodness Methods
Many of the early methods in this area focused on the the evaluation of foreground-background segmentation methods [3] [4] [5] 9 and are unsuitable for multi-region segmented images and so we do not consider them here.
In describing the evaluation methods considered here, we use the following notation. Let I be the image and let S I be the area (as measured by the number of pixels) in I. We define a segmentation as a division of I into N arbitrarily shaped (and possibly non-contiguous) regions. We use R j to denote the set of pixels in region j, and use S j = |R j | to denote the area of region j. For feature x (e.g. x might be the red, green, or blue value) and pixel p, we use C x (p) to denote the value of feature x for pixel p. We define the average
We use N (a) to denote the number of regions in the segmented image having an area of exactly a, and MaxArea to denote the area of the largest region in the segmented image.
Liu and Yang 7 proposed the evaluation function
Sj
. Unless the image has very well defined regions with very little variation in luminance and chrominance, the F evaluation function has a very strong bias towards segmentations with very few regions. Only in images where segmentation will result in very uniform regions, will the F evaluation function prefer segmentations with many regions.
Borsotti et al. 8 proposed the following variation upon Liu and Yang's method to address the problems discussed above,
Observe that if the segmentation has lots of regions consisting of only one pixel then the multiplicative factor that precedes the summation will be O(N 2 )/S I which is a much larger penalty than the √ N that occurs in F . Thus F will correctly evaluate segmentations with lots of regions as very poor (unless all color errors are 0) whereas F will incorrectly rank them as good segmentations.
Both F and F reach their minimum value of zero on an image in which each region is its own pixel. This is not a big problem since one should never consider allowing the number of regions in the segmentation to be as large as the area of the image. However, a more serious problem is both F and F highly penalize segmentations with a large number of regions and only when the squared error in all regions gets very small will a segmentation with more than a few regions be evaluated as best. Thus, Borsotti et al. further refine F and F to obtain the evaluation function
. Again √ N is used to penalize segmentations that have a lot of regions. However, the influence that the √ N has is greatly reduced by dividing the squared color error by 1 + log S j which causes the squared color error to have a much bigger influence in Q as compared to its influence in both F and F . As an effect of this change, regions with large area that are not uniform in color are penalized even more in Q than in F and F , and so Q has a very strong bias against regions with large area unless there is very little variation in color. Finally, the second term in the summation in the definition of Q adds a small bias against having lots of regions with the same area. However, this term typically has a very small value as compared to the first term in the summation, and so has negligible effect on the evaluation. The only exception to this fact is when N (S j ) gets large for some region j which can only occur when N , the number of regions, is very large.
More recently, Zhang, Fritts and Goldman 11 proposed an information theoretic approach to segmentation evaluation function E based on entropy and the minimum description length principle (MDL). Given a segmented image, they define V j as the set of all possible values for the luminance in region j and let L j (m) denote the number of pixels in region j that have luminance of m in the original image. The entropy for region j
They next define the expected region entropy of image I,
, which is simply the expected entropy across all regions where each regions has weight (or probability) proportional to its area. The expected region entropy serves in a similar capacity to the term involving the squared color error used in F , F , and Q -it is used as a measure of the uniformity within the regions of I. Since an over-segmented image will have a very small expected region entropy, just as done for F , F , and Q, the the expected region entropy must be combined with another term or factor that penalizes segmentations having a large numbers of regions since there would otherwise be a strong bias to over-segment an image. Instead of multiplying the expected region entropy by √ N , they instead introduce the layout entropy
and define their evaluation measure E = H (I) + H r (I). An alternate view of their evaluation method is obtained by applying the minimum description length (MDL) principle 12 to balance the trade-off between the uniformity of the individual regions with the complexity of the segmentation.
The final two evaluation measures we consider, V s and V m , are based on the metrics proposed in Correia and Pereira's paper. 13 These metrics are proposed for video segmentation quality measures. We convert these measures to image segmentation quality measures by removing the motion and temporal related portions. For regions in an image, there are per-region metrics and inter-region metrics. Per-region metrics are provided by circularity and elongation (circ elong), and compactness (compact)
† . An inter-region metric is provided by
where N b is the number of border pixels for the region, and DY i,j , DU i,j and DV i,j are the differences between the Y , U and V components of an region's border pixel, respectively, and its four neighbors. For overall segmentation * Unless otherwise specified, we use a base-10 logarithm. † For their formal definitions, please refer to Correia and Pereira's paper.
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quality evaluation purposes, the relevance of an region must be evaluated taking into account the context where it is found. The contextual relevance metric reflects the importance of an region in terms of the human visual system (HVS), and can be computed by the combination of a set of metrics expressing the features able to capture the viewer's attention. The relevance, Relevance i for region i, is then defined by Correia and Pereira.
14 For the whole segmented image, the per-region and the inter-region metrics for each region are weighted by their relevance. V s and V m are defined as:
where k ∈ {s, m}, N is the number of regions in the segmented image, W per s = 0.2239, W inter s = 0.5522, W per m = 0.2979, and W inter m = 0.4043. These weights were determined by extensive experiments.
For all evaluation functions discussed in this paper other than V s and V m , a lower value indicates a better segmentation, whereas a higher V s or V m value means the segmentation is preferred.
CO-EVALUATION FRAMEWORK FOR SEGMENTATION EVALUATION
Since different stand-alone evaluation methods make their judgments in different ways, giving diverse results on the same segmentation method, we can combine these evaluation methods by applying a learner which determines how to coalesce the results from the constitute evaluation methods. In our approaches, we view the individual evaluation methods as black boxes which enable an evaluation method to be used with little or no modification. These inter-changeable boxes make the whole evaluation system less biased, and less dependent on segmentation algorithms and the content of images. Moreover, since these boxes can work in parallel, the time increase for improved evaluation accuracy is acceptable.
Different evaluation methods measure the discrepancies of different image features, and give different scores. To incorporate these methods into a single system, we need to define a uniform representation into which different evaluators can translate their results. Notice that even a human evaluator cannot tell the absolute goodness of a segmentation result. A human evaluator can say a segmentation result is good or not based on how close the regions is to real-world objects. But how good is the segmentation? It becomes not-so-good when a better segmentation appears. Hence, a natural way of doing evaluation is to compare two segmentation results and indicate which is better.
An alternate approach would be to convert the scores of each evaluation method to an integer quality score, for example, chosen from 1 to 10. So here instead of comparing two segmented images (based on the original image), a single segmented image is rated relative to the original image. However, to train our co-evaluation method such an approach would require humans to score some training data in the same manner, but human evaluators cannot give a quality score to a segmented image without comparing it with other segmentation results from the same original image, except those results are really good or really bad. After referring to a better segmentation result, a human evaluator tends to give poor score to the current result, vice versa. Narrowing the score range to [1, 5] may make training set easier to generate, but the same problem still exists. Taking these into consideration, our system aims to just determine which of two segmentations is best. We can then use this to rank any number of segmented images if that is the desired task.
We now introduce our Co-Evaluation framework that is shown in Figure 1 . In the remainder of this section, we use the term base evaluators to refer to the existing evaluation methods that we will be combining via our co-evaluation strategy. As discussed above, our task is to determine which of two provided segmentations of a given image is best. Thus, this can be viewed as a binary classification task. To train our methods, we provide a set of training data which are pairs of segmentations along with a label as to which one is better. Although a human is used to provide the label for the training data, the resulting co-evaluator strategy does not need any human intervention and thus could be used in an unsupervised manner within an algorithm to select among possible segmentations.
We consider four different co-evaluation strategies here. Our first strategy, which simply serves as a baseline, does not make use of any learning (i.e. the training data isn't used) but just directly combines the results from Figure 1 . Our Co-Evaluation Framework the base evaluators. Our second strategy uses an ensemble based method of learning how to best combine the base evaluators. Finally, our last two strategies uses a standard supervised learning algorithm to learn which prediction to make where the features provided to the supervised learning algorithm are the predictions for each of the base evaluators.
1) The Simple Combiner Strategy
As a baseline, we consider the very simply strategy of just predicting along with the majority of the base evaluators. We call this strategy the simple combiner strategy. Observe that no learning is used here.
2) The Weighted Majority (WM) Combiner Strategy Another approach we consider uses an on-line learning approach that focuses on combining the opinions of experts. In particular, we use the weighted majority (WM) algorithm of Littlestone and Warmuth 15 where each base evaluator serves as an expert. In fact since some of the evaluators have accuracy less than 50%, for each base evaluator we introduce two experts, one predicting as the base evaluator, and one predicting opposite of the base evaluator. Associated with each expert is a weight that gives WM's confidence in the accuracy of that expert. Initially, the weight for each expert is 1. During the training phase, the correct answer of which segmentation is better is provided. If the combined prediction was wrong, then every expert that gave the wrong prediction has its weight multiplied by a constant β for 0 ≤ β < 1. Then in the evaluation phase, in order to predict which of two segmentations is best, the weighted majority algorithm predicts according to a weighted vote among the experts. In other words, if the sum of the weights of experts that predict segmentation 1 is better is greater than the weights of experts that predict segmentation 2 is better, then our algorithm selects segmentation 1 as the better segmentation. By selecting β > 0 this algorithm is robust against noise in the data.
There are many nice features of the WM algorithm including provably bounds on the number of prediction mistakes made under many different circumstances. More recently, several variants of the WM algorithm have been described that also adaptively adjust β to optimize performance.
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3) The Bayesian Combiner Strategy An alternate to an ensemble-style method is to use a standard supervised learning algorithm. Our last two strategies use this approach. In the Bayesian combiner strategy we use the Naive Bayes (NB) algorithm to create our final evaluation method. NB makes the assumption that each of the base evaluators are conditionally independent of each other in terms of whether or not their prediction is correct. (We assume that image 1 and image 2 are arbitrarily names and thus it is equally like that each is best). For each evaluator b, the provided training data is used to compute probability image 1 is best given b predicts that image 1 is best and the probability image 1 is best given b predicts that image 2 is best. Once the combiner is trained, these probabilities are then combined using Bayes theorem to produce a probability that image 1 versus image 2 is best and the one with the higher probability is selected.
4) The SVM Combiner Strategy
Based on the structural risk minimization, a Support Vector Machine (SVM)
19, 20 finds a separator that maximizes the separation between the two classes have demonstrated good performances in pattern recognition area, such as handwritten digit recognition, face detection, etc. Because of SVM's excellent classification ability on small dataset, we consider using it as our combiner. In these experiments we used SVM light20, 21 with a linear kernel which creates a linear separator that maximizes the margin.
EXPERIMENT RESULTS

Experiment Methodology
Different images are involved in different object recognition systems. Especially for military and security purposes where recognition accuracy is very important, various images providing as much information as possible under different conditions are employed. These systems might use totally different mechanisms of imaging. Consequently, those images in recognition system could be optical images, infra-red images, radar images, etc, or the combination of some of them.
Despite the diversity of images types in object recognition system, in our experiments we can still use optical images in visible light as test images. Those images are representative for several reasons. First of all, for military or security applications, there are a large portion of object recognition systems working on optical images, such as in video surveillance system, or in daytime vehicle identification system. Most importantly, in our proposed co-evaluation framework, only the base evaluators are related to the specific image form. Hence the effectiveness of our method is actually independent of image types. All that is needed are a set of base evaluators for the give image form. In fact, the structure of our framework even enables us to use different types of evaluators to judge images of the same object captured by different imaging technologies. We can evaluate different types of images collaboratively to improve accuracy, which is hard, if not impossible, for many old evaluation methods. By using images in different spectra, it can be easily extended to a multi-spectral system. For example, we can use both infra-red and visible light image to cooperatively identify a tank on a battlefield.
Five base evaluators are used in the experiments, each employing a current stand-alone evaluation technique. These five evaluation metrics are F proposed by Liu 
Experiment Results and Analysis
We design two groups of experiments to show the performance of our co-evaluation strategies. They differ in the nature of input segmented images, and consequently yield diverse performances of the base evaluators.
1) Experiment One: human segmentation results vs. machine segmentation results
In experiment one, the test images are first segmented manually by humans. For each of the segmentation, we generate a machine segmentation with the same number of segments, using the Edge Detection and Image Segmentation (EDISON) System, 22 which is a low-level feature extraction tool that integrates confidence-based edge detection and mean shift-based image segmentation. We make sure for each image, human segmentation looks clearly better than machine segmentation. The test images are partially from the Berkeley Segmentation Dataset, 23 and the others are the aircraft images from Military Graphics Collection. 24 Each human segmentation is paired with the machine segmentation with the same number of segments. There are 199 pairs of segments in our experiments. We randomly choose 108 pairs as our training set for the combiner using a machine learning method, and use the remaining 91 images as our evaluation set.
Some exemplar images from our evaluation sets are show in Figure 2 . The images in the leftmost column are the original images, those in the middle column are human segmentations, and the rightmost column shows machine segmentations. All segmentations have 2 segments (regions). Obviously, the human segmentation is better than machine segmentation in each pair by a human's judgment. If we use " √ " to denote that the evaluation method successfully identifies the human segmentation is the better one in each pair, and use "×" otherwise, the results from the five evaluators can be shown in Table 1 . E works effectively for "Aircraft 1", "Aircraft 2" and "Aircraft 3", V s and V m work for "Aircraft 3" only, and F and Q are wrong for all three cases. The final outputs of the evaluation system, using the simple combiner, the weighted majority (WM) combiner, the Naive Bayesian (NB) combiner and the SVM combiner, respectively, where each machine learning combiner is trained beforehand using 108 pairs of segmentations, are shown in Table 2 . While the simple combiner does not work so well and only correctly identifies the better one for "Aircraft 3", the WM, NB and SVM combiner all evaluate successfully for all three pairs of segmentations. Experimental results (shown in Table 3 and Table 4 ) demonstrate that our co-evaluation yields better predictions than any of the base evaluators. For all 91 pairs of segmentations in the evaluation set, the effectiveness of each evaluator is shown in Table 3 . The effectiveness is described by Accuracy, which is defined as the number of times when the evaluating method correctly labeling human segmentation as the better one in the pair, divided by the total number of pairs in evaluation process (i.e. 91 here).
Accuracy 83.52% 13.20% 5.49% 1.10% 1.10% Table 3 . The evaluation accuracy for each evaluator. Table 3 demonstrates that different evaluation methods are not equally effective. While E shows human segmentation is better than machine segmentation in each pair correctly 83.52% of the time, F and Q only work 13.20% and 5.49% of the time, and V s and V m seem to be correct only 1.10% of the time. In other words, if we use one technique as our evaluation method, as most current methods do, it highly depends one which one you choose. It might work relatively well if E is choose, or you could get wrong results almost all the time if V s or V m is used. However, a different set of input images might make E work poorly, where some of the others might work well. Hence, we cannot use E all the time.
The simple combiner strategy is not a good co-evaluation strategy, since it does not employ any learning. Oftern majority is not correct since for some segmentations many evaluators might perform poorly. If we use a combiner which employs a machine learning technique, we could improve the performance of the evaluation system. The results in Table 4 reveal that the machine learning strategies do work well. They generally work better than any of the evaluators, thus improving the performance of the whole evaluation system. Both WM and NB learn that predicting opposite of V s and V m is a very good approach that is correct 98.90% of the time. Table 4 . The evaluation accuracies for co-evaluation strategies.
2) Experiment two: machine segmentation results vs. machine segmentation results
In experiment one, the accuracy of the five evaluators is highly unbalanced for the experimental segmentation pairs, where one accuracy is much higher than the others, and the others are themselves very low. Consequently, we designed another group of experiment that use different segmentation pairs, leading to more similar accuracy among the individual base evaluators.
In experiment two, the test images are all from the aircraft images in the Military Graphics Collection.
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For each image we create a series of segmentations where the number of segments varies from 2 to 20, using the Improved Hierarchical Segmentation (IHS) algorithm with fast texture feature extraction. 25 Then, each human evaluator from an evaluation group picks out the best three segmentations and the worst three segmentations in his/her mind. The intersections of best segmentations and worst segmentations from all evaluators are used as the best set B and the worst set W . For each image, a segmentation in B is paired with a segmentation in W . We use this approach to create 249 pairs of segmentations in which one is clearly better the the other.
In our experiments, we randomly choose roughly half of the pairs as the training set for machine learning combiner, and use the rest as the test set. We repeat this process 30 times to create 30 different randomly selected training/test sets. Those segmentation pairs are then sent to the co-evaluation methods using different strategies.
The average performance of each individual base evaluator over the 30 test sets are shown in Table 5 , and the average performance of each co-evaluation strategy over the 30 test sets are shown in Table 6 . These results are also illustrated in Figure 3 . Once again, the results show that the co-evaluation using a machine learning strategy improves the overall evaluation performance.
Accuracy 32.80% ± 0.99% 47.37% ± 1.06% 75.60% ± 1.34% 55.48% ± 1.29% 62.37% ± 1.27% Table 6 . The average evaluation accuracy (mean ± 95% confidence interval) for each co-evaluation strategy. 
CONCLUSION
Image segmentation is a critical early step in many object recognition systems. Its performance greatly affects the recognition accuracy of the whole system. Although many image segmentation methods have been proposed over the last decades, there is still no satisfactory segmentation evaluation method. Among the evaluation methods proposed so far, only the stand-alone objective evaluation methods are suitable for general purpose automatic evaluation process, which is required in most object recognition systems.
However, these stand-alone methods examine different fundamental criteria of the objects, and rely heavily on the image characteristics they are measuring. So they work well in some cases, or for some groups of images, and poorly for the others. To improve the evaluation accuracy, we propose a co-evaluation method in this paper, in which different evaluators judge the performance of the segmentation in different ways, and their measures are combined by a machine learning algorithm that determines how to coalesce the results from the constitute measures. By determining the circumstances under which the various evaluation metrics perform well versus poorly, it leverages the appropriate evaluators' quality measures to achieve reliable results. Experiment results demonstrate that a machine learning combiner can effectively improve the evaluation accuracy of the whole system.
Our method has many advantages. First of all, based on these preliminary results, our co-evaluator strategy improves the evaluation accuracy when we use a combiner that employs a machine learning approach. Secondly, most current evaluation techniques can be used directly with little or no modification in our method. In fact, with our method even a subjective evaluator, or an evaluator employing an analytical or empirical discrepancy method can be used as one of the base evaluators enabling evaluation methods from fundamentally different categories to be used together to further improve the evaluation performance. Thirdly, images captured by different imaging technologies can be used collaboratively. This property is invaluable for military and security purposes, because different imaging technologies will provide information from different aspects, which is highly demanded in military/security appliances that must be as reliable as possible under complex working conditions. Also the structure of our system enables each evaluator to compute its prediction in parallel, and thus the overall processing time is determined by the sum of the longest processing time of any evaluator and that of the combiner. All of the combiners we have selected can compute their evaluation very quickly. Most of the costs are associated with the training time which is a pre-processing step for the image recognition system. Comparing our method with previous image segmentation evaluation methods, the major difference is our method applies machine learning techniques to coalesce the results from the base evaluators.
Future work is still needed. First of all, we plan to try other co-evaluation strategies. We are considering using a variant of WM which employs a self-tuned β. In this paper, all co-evaluation strategies are based only on the evaluation results from the base evaluators, as well as the label indicating which segmentation is indeed better in the training process. These strategies are relatively simple, but the combiner know nothing about the original image or the segmentations themselves. However, by design the performances of these base evaluators are dependent on the content of the original image. If we could use the image features, or meta features which are based upon raw image features, in our training/evaluation processes, the combiner has the possibility of learning what base evaluator is most likely to generate reliable evaluations for each kind of images, when the combiner is actually performing meta-learning. By including the image features or meta-features, our combiner can more effectively coalesce the results from base evaluators, and improve the overall evaluation performance.
