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A big part in understanding the nucleosynthesis of heavy nuclei is a proper description of the effective 
interaction between an α-particle and a target nucleus. Information about the so-called α + nucleus
optical-model potential is achieved by precise cross-section measurements at sub-Coulomb energies 
aiming to constrain the theoretical models for the nuclear physics input-parameters. The cross sections 
of the 108Cd(α, γ ) and 108Cd(α, n) reaction have been measured for the ﬁrst time close to the 
astrophysically relevant energy region via the in-beam method at the high-eﬃciency γ -ray spectrometer 
HORUS and via the activation technique at the Cologne Clover Counting Setup at the Institute for Nuclear 
Physics in Cologne, Germany. Comparisons between experimental results and theoretical predictions 
calculated in the scope of the Hauser–Feshbach statistical model conﬁrm the need for a exponentially 
decreasing imaginary part of the potential. Moreover, it is shown that the results presented here together 
with already published data indicate that a systematic investigation of the real part of the potential could 
help to further improve the understanding of reactions involving α-particles.
© 2016 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.1. Introduction
The α + nucleus optical-model potential (α-OMP), thus, the ef-
fective potential between an α-particle and a target nucleus, is 
an important ingredient in understanding the nucleosynthesis of 
heavy elements. Responsible for the strength of α-channels in di-
rect non-resonant nuclear reactions, it’s characteristics determines 
the probability of reactions involving α-particles and therefore the 
reaction ﬂux in many different nucleosynthesis processes, e.g. in 
the α-rich freeze-out [1,2], neutrino driven winds [3], and in the 
γ -process in Type Ia and Type II SNe [4–6], and in the αp-process 
at the beginning of the rapid proton-capture process [7]. This 
means that the construction of a reliable and global α-OMP will 
put reaction networks of a various set of nucleosynthesis processes 
on a much ﬁrmer basis.
During the last years, enormous effort was put in measuring 
α-induced reaction cross-section on target nuclei of a wide mass 
range in order to constrain or exclude different theoretical models 
for the α-OMP [8–20]. It was shown that in many cases calcu-
lations using the most widely adopted α-OMP by McFadden and 
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SCOAP3.Satchler [21] overestimate the experimental cross-section values at 
low interaction energies. Even in cases in which uncertainties from 
other nuclear physics input-parameters like the γ -ray strength-
function or the nuclear level density could be neglected, it was 
observed that the lower the center-of-mass energy, the higher the 
discrepancy between the experimental and calculated values (see, 
e.g., [17] and references therein).
Recently, it has been claimed that the exponentially decreas-
ing absorption of an α-particle at sub-Coloumb energies can be 
due to an inadequate treatment of Coulomb excitation (Coulex) as 
a direct reaction channel in the Hauser–Feshbach statistical model 
[22]. By renormalizing the compound formation cross section us-
ing the Coulex cross section for each partial wave of the incoming 
α ﬂux, the Hauser–Feshbach cross sections were reduced as much 
as it was needed for a proper description of the experimental data 
for the 141Pr(α, n)144Pm [10] and 169Tm(α, n)172Lu reaction [23]
using the α-OMP of McFadden and Satchler. Although these re-
sults are very promising, the cross-section measurement of the 
64Zn(p, α)61Cu reaction [24] has shown that with the α-particle 
in the exit channel the α-OMP seems not to be correct.
However, a fairly good description of the experimental val-
ues of the 144Sm(α, γ )148Gd reaction was found by modifying 
the imaginary part of the α-OMP with an energy-dependent le under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by 
248 P. Scholz et al. / Physics Letters B 761 (2016) 247–252Fig. 1. (Color online.) Sensitivities for the (α, n) and (α, γ ) reaction on the p nucleus 
108Cd to changes in the α, γ , neutron, and proton widths [27].
Fermi-type function [25]. This idea inﬂuenced the development 
of a semi-microscopic α-OMP by P. Demetriou et al. in 2002 [26]. 
They presented three different versions of an α-OMP, all of them 
with an energy-dependent Fermi-type imaginary part, which were 
very useful in describing the – at that time – rare experimental 
database of (α, γ )-reaction cross-sections at sub-Coulomb ener-
gies. However, recent cross-section measurements of α-induced 
reactions on heavy nuclei have revealed problems with the α-OMP 
of Demetriou et al., e.g. 168Yb(α, γ )172Hf, 168Yb(α, n)171Hf [16], 
187Re(α, n)190Ir [17], 166Er(α, n)169Yb and 166Er(α, n)169Yb [18], 
and 112Sn(α, γ )116Te [19]. In these cases modiﬁcations of the 
α-OMP of either McFadden & Satchler or P. Demetriou et al. were 
presented to reproduce the experimental values.
The experiments presented here were aimed at testing the 
α-OMPs and also their recent modiﬁcations on the p nucleus 
108Cd. In Fig. 1 the sensitivities of the 108Cd(α, γ )112Sn and 
108Cd(α, n)111Sn reaction cross-section to changes in single de-
cay widths is shown as calculated in Ref. [27]. In an energy range 
between 9.5 MeV and 14 MeV the 108Cd(α, γ )112Sn reaction cross-
section is very sensitive to changes in either the α, or the neutron 
and γ widths. Since the 108Cd(α, n)111Sn reaction measured cross-
section values for this reaction can be expected to be almost 
only sensitive to the α-OMP, an simultaneous measurement of the 
(α, n) reaction cross-section reduces the uncertainty in the de-
scription of this input-parameter. In this work, cross-section values 
for both reactions were measured, the 108Cd(α, γ )112Sn via the 
in-beam method with high-purity germanium detectors (HPGe) at 
the high eﬃciency γ -ray spectrometer HORUS at the University 
of Cologne (see Sec. 3) and the 108Cd(α, n)111Sn via the activa-
tion method at the Cologne Clover Counting Setup (see Sec. 4). 
An comparison of the experimental results and statistical model 
calculations is given in Sec. 5.
2. Using mass spectrometry for the characterization of the target 
properties
For the production of the targets, Cd metal with an enriched 
108Cd isotope abundance of 70.6% was used. After dissolving the 
Cd metal in 10% sulfuric acid it was secluded on a 48 μgcm2 thick 
gold foil via electrolysis. The gold foil with the cadmium layer on 
top was then used to produce two targets. At ﬁrst, we attempted 
to measure the thickness of the targets by means of Rutherford-
Backscattering Spectrometry (RBS) at the Ruhruniversität Bochum, Germany. However, after a short time the Cd layer started to al-
loy with the gold backing. The expected layer structure of the 
cadmium-gold targets started already to smear, hampering a re-
liable determination of the layer thicknesses. A second RBS mea-
surement after the experimental campaign revealed an even worse 
situation. Apparently, the irradiation has supported the alloy pro-
cess. Eventually, the thickness of the targets was recalculated from 
the mass of Cd in the targets. The mass of Cd was determined by 
isotope dilution mass spectrometry. To this end, both targets were 
completely dissolved in aqua regia and then diluted with 0.14 M 
HNO3. Three aliquots for each target were then mixed in differ-
ent proportions with a commercial Cd calibration solution (Merck 
KgaA) with a natural Cd isotope composition. Cadmium isotope 
ratios of these mixtures, the pure Cd standard, and the enriched 
108Cd from the targets were then performed using the Neptune 
multiple collector inductively coupled plasma mass spectrometer 
[28] at the Steinmann Institute in Bonn, Germany. The instrumen-
tal setup was similar to that reported in Ref. [29]. Using two sets 
of measurements, ion beams of 105Pd, 106Cd, 108Cd, 110Cd, 112Cd, 
113Cd, 115In, 114Cd, 116Cd, and 117Sn relative to the 111Cd ion beam 
were integrated for about 3 minutes on Faraday collectors. Back-
ground analysis were carried out before each sample analysis, after 
rinsing the sample introduction system for four minutes with 0.14 
M HNO3. Background subtraction and Pd, In and Sn interference 
corrections were carried out but had negligible effects on the re-
sults. The instrumental mass discrimination was corrected using 
the exponential mass fractionation law of Ref. [30], 114Cd/110Cd = 
2.24453 [31] and repeated analysis of the Merck calibration solu-
tion at the beginning and end of the measurement session. Results 
from three isotope dilution analysis for each target agreed within 
better than 0.04%. Conservatively, the combined uncertainty of the 
mass of the enriched Cd on the targets was estimated to 1%. In 
order to calculate an areal particle density as needed for the cross-
section measurements, the area of the cadmium layer was deter-
mined via photometric analysis of target photographs taken shortly 
after their production. However, the determination of the cadmium 
layer area is not as accurate and an uncertainty of 15% was taken 
into account. The details of the mass measurement as well as the 
obtained thicknesses are listed in Table 1 of the supplementary 
material. The energy-loss E of the impinging α particles in the 
target material and therefore the correction for the beam energy 
was achieved via a series of simulations using SRIM/TRIM (v. 2013) 
[32]. Hence, the effective α-particle energy Eα was calculated via
Eα = E0 − E
2
(1)
where E0 is the beam energy and E was found to be 27 keV.
3. In-beam Measurement of the 108Cd(α, γ )112Sn reaction cross 
section
First, the experiment was focused on the measurement of cross-
section values for the 108Cd(α, γ )112Sn reaction via the in-beam 
technique at the high-eﬃciency γ -ray spectrometer HORUS [33]
at four α-particle energies between 12 MeV and 13.5 MeV. The 
α-particle beam was delivered by the 10 MV FN-Tandem accelera-
tor of the Institute for Nuclear Physics at the University of Cologne 
to a target chamber speciﬁcally designed for Nuclear Astrophysics 
experiments [33].
Fourteen high-purity germanium detectors (HPGe) of the HO-
RUS spectrometer, partly equipped with BGO shields for an active 
Compton suppression, are placed under ﬁve different angles rel-
ative to the beam axis. Hence it is possible to measure angular 
distributions of the γ -ray transitions to the ground state of 112Sn
P. Scholz et al. / Physics Letters B 761 (2016) 247–252 249Fig. 2. In-beam spectrum summed for all detectors perpendicular to the beam axis 
at an α-particle energy of 13.5 MeV (solid line). The insets are showing the two 
2+ → 0+ ground-state transitions which were used for the calculation of the (α, γ ) 
cross section. Most of the peaks visible in the spectrum are stemming from (α, n) 
reactions on copper and zinc isotopes, which were the main contaminant in the 
target material, as well as transitions from gold, and the (α, n) reaction product 
111Sn. In addition, a spectrum taken for the measurement of the backing material 
is shown (dashed line) and scaled in favor of a better readability.
which are needed to determine the number of produced com-
pound nuclei and, therefore, the total cross-section values for the 
108Cd(α, γ ) reaction. For this purpose, the intensities normalized 
to the full-energy peak eﬃciency and the relative dead time of all 
detectors for one γ -ray transition γi to the ground state as a func-
tion of the angle relative to the beam axis W i(θ) are ﬁtted via a 
series of Legendre polynomials:








The cross-section value for a certain energy can then be calculated 







where N is the total number of considered γ -ray transitions, mt
the areal density of target nuclei, and Nα the number of impinged 
α particles. The experimental in-beam method at the HORUS spec-
trometer is described in detail in Ref. [33]. Despite irradiating the 
targets 2 to 4 days per energy with an α-particle beam current be-
tween 100 nA and 250 nA not all ground-state transitions in 112Sn
became visible in the γ -ray spectra, see Fig. 2. Only for the ﬁrst 
two 2+ → 0+ γ -ray transitions to the ground-state in 112Sn, i.e., 
1257.05 keV and 2151 keV [34], it was possible to measure angu-
lar distributions. Contributions from γ -transitions of other sources 
were investigated via the measurement of γ γ coincidences and 
the analysis of spectra measured while irradiating the gold backing 
at each energy. However, it was possible to determine upper lim-
its for the contributions from the other ground-state transitions to 
the total reaction cross-section. The contributions of each of all the 
other ground-state transitions was found to be less than 1%. For a 
more detailed discussion of other ground-state transitions we refer 
to the supplementary material. The obtained cross-section values 
for the 108Cd(α, γ )112Sn are given in Table 2 of the supplementary 
material and are shown in Fig. 3.
4. Activation method applied on the 108Cd(α, n)111Sn reaction
The second part of the experiment was focused on the mea-
surement of the 108Cd(α, n)111Sn cross-section values. For α-parti-
cle energies between 12 MeV and 13.5 MeV the cross-section val-
ues were measured simultaneously to the in-beam measurement Fig. 3. (Color online.) Measured cross-section values of the 108Cd(α, γ )112Sn reac-
tion. Additionally, cross-section values calculated using the statistical model code 
TALYS (v1.6) are shown, in blue calculated based on the α-OMP of Ref. [21] (Mc-
Fadden/Satchler) and in green based on the α-OMP of Ref. [26] (Demtriou OMP3), 
respectively. The gray shaded areas indicate the region of calculated values ob-
tained by variation of the input-parameter models for the nuclear-level density and 
the γ -ray strength function. Upper and lower limits are shown as solid lines. The 
dashed red line corresponds to calculations based on the modiﬁcation of the α-OMP 
of Demetriou et al. See text for details.
Fig. 4. Spectrum measured after the activation of 108Cd with an 12.5 MeV α-particle 
beam. The spectrum includes measured events for 6.5 h of counting time. The γ -ray 
transitions used for the analysis are labeled with their speciﬁc γ -ray energies. Also 
visible with a rather large intensity are γ -ray transitions following the decay of the 
63Cu(α, n) and 66Zn(α, n) reaction products 66Ga and 69Ge, respectively.
applying the activation method using the Cologne Clover Counting 
Setup [10,16,17] during the ﬁrst part of the experiment. Addition-
ally, the measurements were later extended down to α-particle 
energies of 10.2 MeV, while the 12.0 MeV measurement was re-
peated in order to exclude systematic errors. For 13.5 MeV and 
13.0 MeV the intensities in the γ -ray spectra of each clover de-
tector were suﬃcient to determine individual cross-section values. 
Below these energies, the obtained spectra for the single crys-
tals of both clover detectors were summed up. An activation at 
13.0 MeV was performed twice during the ﬁrst part of the experi-
mental campaign.
After the irradiation of 108Cd with an α-particle beam, the tar-
get was transported within less than 10 min to the Cologne Clover 
Counting Setup in order to measure the subsequent γ -rays follow-
ing the β+-decay of 111Sn with an half-life of 35.4 min [34]. The 
Cologne Clover Counting setup consists of two HPGe clover detec-
tors in a very close face-to-face geometry [10,16,17]. Fig. 4 shows 
a typical spectrum for the activation measurement at 12.5 MeV 
which was measured for approx. 6.5 h
Once the number of events for a γ -ray transition Nγ with the 
γ -ray intensity Iγ in the γ -ray spectra (see Fig. 4) was deter-
mined, the speciﬁc cross-section values can be calculated:





1− e−λtC ) × fac . (4)
Here, tW denotes the time between the end of the irradiation 
and the beginning of the counting and tC the time of measure-
ment with the Cologne Clover Counting Setup, respectively. The 
250 P. Scholz et al. / Physics Letters B 761 (2016) 247–252Fig. 5. (Color online.) The ratios between the (α, γ ) and the (α, n) cross-section 
values compared to TALYS calculations based on different models for the γ -ray 
strength function and the nuclear level density. Only the calculated values for the 
γ -ray strength function models with the best reproduction are plotted. The overall 
range of obtained values by variation over all available models for these input-pa-
rameters is indicated by a gray shaded area. See text for details.
factor fac corrects for decaying nuclei during the irradiation and 
the non-constant particle-ﬂux [17].
The eﬃciencies of the clover detectors as well as the summing 
corrections factors were obtained as in Ref. [17]. Information about 
detector eﬃciencies and the obtained cross-section values for the 
108Cd(α, n) reaction are listed in Table 3 and 4 of the supplemen-
tary material.
5. Discussion and implications
The cross-section values measured for both α-induced reac-
tions on the p nucleus 108Cd were compared to predictions of 
statistical model calculations. All calculations were performed us-
ing the TALYS code [35] in version 1.6. As mentioned in Sec. 1, it 
is not possible to constrain any model for the α-OMP by compar-
ing the (α, γ ) cross-section values to statistical model calculations 
due to its sensitivity on too many different nuclear physics input-
parameters (see Fig. 1). However, the ratio between (α, γ ) and 
(α, n) cross-section values can be used to remove the sensitivity 
























from the Hauser–Feshbach calculations is independent of the α
transmission coeﬃcient for suﬃciently high energies. Here, T ij
stands for the different transmission coeﬃcients forming or de-
caying from the i-th compound state. The ratio was calculated for 
the cross-section values at energies where they were measured 
for both reactions, see Fig. 5. These ratios were compared to sta-
tistical model calculations by varying the models for the γ -ray 
strength functions and the nuclear-level density included in the 
TALYS code. It was found that the ratio of the cross-section val-
ues is much more sensitive to the input for the γ -ray strength 
function than on the different models for the nuclear level density. 
Hence, in Fig. 5 only the values calculated for the two best-ﬁtting 
γ -ray strength function models are presented. The range of calcu-
lated values which can be achieved by variation over the whole set 
of available models for these two nuclear physics input-parameter 
in TALYS is indicated by a gray shaded area. The best reproduc-
tion of the measured ratios was obtained by the combination of 
the Brink-Axel Lorenzian model for the γ -ray strength function 
an the Back-shifted Fermi gas model for the nuclear-level density. 
Please note that this does not imply directly that these models 
are the best in describing the nuclear level density or the γ -ray 
strength functions in the compound nucleus 112Sn but have only 
been found in combination to reproduce the ratio of the γ - and Fig. 6. (Color online.) The measured (α, n) cross-section values compared to statis-
tical model calculations using different models for the α-OMP. See text for details.
neutron width at best. In Fig. 6, the cross-section values measured 
for the (α, n) reaction are shown. Using the best models for the 
nuclear-level density and the γ -ray strength function, statistical 
model calculations were performed based on different inputs for 
the α-OMP. For the highest energies, the best description is given 
by using the α-OMP of McFadden/Satchler, although the measured 
values seem to be a bit underestimated. However, the same prob-
lem as in other recent measurements becomes visible towards 
lower interaction-energies – the deviation between the predictions 
of the McFadden/Satchler potential and the measured values gets 
larger. The results for the dispersive potential of Demetriou et al. 
(“Demetriou OMP3” in Fig. 6) are giving the best reproduction of 
the trend in energy but seem to be systematically too low. As men-
tioned in Ref. [26], the real part of the potential is obtained in the 
framework of the double-folding (DF) model of Kobos et al. [36]. 
Furthermore, it is stated that this procedure is only describing the 
shape of the potential directly, but its strength has to be adjusted 
in order to reproduce the experimental data according to
V (r) = λ · VDF (r) (6)
This adjustment was recently done in the case of 112Sn, resulting 
in a very good agreement between the experimental and the calcu-
lated values [19]. Moreover, calculations have already shown that 
the same adjustments improve also the description of cross-section 
data for 112Sn(α, p)115Sb [37], for 106Cd(α, γ ) and 106Cd(α, n) [38]
as well as for (α, n) reactions on 115Sn and 116Sn [39]. Using the 
same normalization factor as in Ref. [19], i.e., λ = 1.16, the mod-
iﬁed OMP3 gives the best description for the 108Cd(α, n) cross-
section values. For the (α, γ ) reaction the same statistical model 
calculation (red dashed line in Fig. 3) reproduces the experimental 
values fairly well, although at higher energies the predictions seem 
to overestimate the measured data slightly. This can be of course 
due to deviations from the real ratio of γ and neutron width at 
higher energies, see Fig. 5. Using the modiﬁcations on the McFad-
den/Satchler potential as reported, e.g., in Refs. [10,16–18], helps 
to reproduce the trend in energies by varying the steepness pa-
rameter for the energy-dependence in the imaginary part of the 
potential. As an example, calculations using a steepness parame-
ter of a = 4 MeV are shown as “mod. McFadden/Satchler” in Fig. 6. 
However, the cross section values at higher energies are still too 
low and an adjustment of either the depth of the real-part or the 
imaginary-part of the potential has to be done in order to properly 
describe the experimental values. Such modiﬁcations were already 
considered for different mass regions in Ref. [21] but were only 
applied for a few cases.
Nevertheless, that such modiﬁcation might be inevitable can 
also be, for instance, shown for the (α, n) cross-section measure-
ment on the isotope 165Ho as reported in Ref. [18]. For this reac-
tion, the results for the OMP3 of Demetriou et al. have also been 
found to underestimate systematically the cross-section values. As 
P. Scholz et al. / Physics Letters B 761 (2016) 247–252 251Fig. 7. (Color online.) The (α, n) cross-section results for 165Ho of Ref. [18] (left) and results of the 64Zn(p, α) cross-section measurement of Ref. [24] (right) compared to 
statistical model calculations using different values for λ for the α-OMP of Demetriou et al. (“OMP3”). By only changing the renormalization factor of the real-part of the 
α-OMP a fairly good description of the experimental values can be found.shown in Fig. 7 (left), performing statistical model calculations 
by using different normalization factors λ between 1.0 and 1.2, 
a proper reproduction of the experimental values can be achieved. 
Hence, adjustments of the real part of the potential by Demetriou 
et al. might also help in describing cross-section values of other 
reactions. In fact, calculations for other recently published (α, n) 
reaction cross sections have shown comparable results. Figures 1 
to 7 of the supplementary material show results of these calcula-
tions for the reactions 107Ag(α, n) [40], 130Ba(α, n) [15], 141Pr(α, n) 
[10], 162Er(α, n) [41], 166Er(α, n) [18], 168Yb(α, n) [16], 187Re(α, n) 
[17], and 120Te(α, n) [42]. Almost all of these measured reaction 
values can be fairly well described using the α-OMP of Demetriou 
et al. by only increasing the λ-factor of Eq. (6). Note, that all of 
these reactions are almost exclusively sensitive to the α width at 
higher energies but also quite sensitive to the γ and neutron width 
at lower energies. In addition, the same statistical model calcula-
tions were performed for the results of the 64Zn(p, α)61Cu reaction 
cross-section measurement [24]. The left hand side of Fig. 7 shows, 
that at higher energies the measured values are also in a good 
agreement with the results by the modiﬁed OMP3 model, although 
the overall energy trend towards lower energies might be steeper 
than predicted by this model.
6. Conclusion
The new cross-section measurements of the α-induced reac-
tions on the p nucleus 108Cd and their comparison to statistical 
model calculations have shown that they are best described us-
ing the dispersive α-OMP of Ref. [26] with a slightly adjusted 
depth of the real-part of the potential. The same procedure was 
already successfully applied for the recently published 112Sn(α, γ ) 
cross-section measurement [19]. Further calculations using the 
same modiﬁcations for a set of (α, n) reactions revealed that this 
α-OMP is practically able to describe the experimental data in 
a mass range of 107 ≤ A ≤ 187 in most cases better than the 
α-OMP of McFadden/Satchler [21]. The results support further in-
vestigations on the real-part of the potential through, e.g., precise 
α-scattering experiments at rather low energies. In order to test 
the α-OMP on (α, γ ) data at low energies, additional information 
about, for instance, the γ -ray strength function are of utmost im-
portance.
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