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Abstract. The paper proves existence of a large class of smooth solutions to the
incompressible Navier-Stokes equations in the three dimensional space. We prove that
for the initial datum in the form: v0 = V ê1 + u0 the following statement holds: if u0 ∈
H1 – arbitrary large, then there exists V0 ∈ R such that for all V > V0(‖u0‖H1), the
Navier-Stokes equations with initial state v0 admit unique regular solutions. The viscosity
coefficient is put to be 1. Our result points a new class of regular solutions with arbitrary
large Cauchy integral
∫
|∇v|2dx. No special form of ∇v is required, too. The key element
of the proof is a new Sobolev type imbedding which applies information about the term
(∂t + V ∂1)u.
1 Introduction
The subject of the paper is the Navier-Stokes system in the whole three dimensional
space
vt + v · ∇v −∆v +∇p = 0 in R
3 × (0,∞),
div v = 0 in R3 × (0,∞),
v|t=0 = v0 on R
3.
(1.1)
Here sought quantities are: v – the velocity and p – the pressure of the fluid. The evolution
should be determined by the initial divergence-free velocity v0.
Our goal is to study large velocity vector solutions. We aim at examination of special
type of solutions, we are interested in velocities in the following form
v = V ê1 + u, (1.2)
where ê1 = (1, 0, 0) is the versor in the direction x1. A scalar V is assumed to be sufficiently
large, and our conjecture is: the large V is able to stabilize arbitrary vector field u. We
shall note that such solutions are of infinite energy
∫
R3
u2dx, hence we can look at our
study are the problem of stability of constant flows, however in a very general sense.
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The result we want to prove is the following
Theorem A. Let the initial datum v0 be given in the form
v0 = V ê1 + u0 (1.3)
with V ∈ R and u0 ∈ H
1(R3). Then there exists V0(‖u0‖H1(R3)) such that if V >
V0(‖u0‖H1(R3)), then the system (1.1) admits global in time regular solutions with initial
datum v0.
Remark. The present version of the article aims at showing Theorem A, only. It is
a preliminary version, we skipped the state of the art. This important part will be added
in the finial version of the article. I would like to apologize to it.
To see the idea of our approach is better to look on the problem on u in the following
form
ut + V ∂x1u−∆u+∇p = −u · ∇u in R
3 × (0,∞),
divu = 0 in R3 × (0,∞),
u|t=0 = u0 on R
3.
(1.4)
The rhs of (1.4) describes the well know Oseen operator. The information we want to use
is better regularity of
ut + V ∂1u. (1.5)
In the stationary version of the Navier-Stokes system such approach is very well known,
but in the evolutionary case, there has been no suitable analytical tools to apply this
information. Direct energy methods lead to the following estimate for the divergence free
vector field in R3 × R+
sup
t
‖∇u‖L2(R3) + ‖∇
2u‖L2(R3×R+) + V ‖(
1
V
∂t + ∂1)u‖L2(R3×R+) ≤
C(‖ut + V ∂1u−∆u‖L2(R3×R+) + ‖∇u0‖L2(R3)). (1.6)
The above form is obtained by an application of the Helmholtz projection on the diver-
gence free subspace on the lhs of (1.4). This way we find estimate for (1.5).
To use the better integrability (1.5) we prove a new Sobolev type imbedding theorem.
Theorem B [Sobole-type imbedding]. Let u ∈ L10/3(R
3 × R), ∇u ∈ L2(R
3 × R)
and
(
1
V
∂t + ∂1)u ∈ L2(R
3 × R). (1.7)
Then u ∈ L4m/3(R
3;Lm(R)) with m =
17
6
and
‖u‖L4m/3(R3;Lm(R)) ≤ C‖u‖
25/34
L10/3(R3×R)
‖∇u‖
6/34
L2(R3×R)
‖(
1
V
∂t + ∂1)u‖
3/34
L2(R3×R)
. (1.8)
The above result is a generalization of the classical Sobolev imbedding, where we
estimate ‖u‖Lp∗ by the product of partial derivatives ‖∂1u‖Lp‖∂2u‖Lp‖∂3u‖Lp in suitable
power. Here we use information about better integrability of the function coming from
the parabolic imbedding (u ∈ L10/3(R
3 × R)) and then we are able to mix this regularity
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with norms of the directional derivative (∂t + V ∂1)u ∈ L2. We obtained a nonstandard
norm L4m/3(R
3;Lm(R+)), however this knowledge is applied in estimations of the norm
Lm(R+;L∞(R
3)). The last norm may be used in standard considerations for this type of
systems.
Thus, the proof of Theorem A is based on the standard H2 estimates obtained by the
energy methods, and suitable play between spaces in estimation of the nonlinearity in
order to use Theorem B.
The rest of the paper is organized as follows. In Section 2 we prove Theorem B. Next,
we find an appropriate estimate of the nonlinear term u · ∇u. Finally in Section 4, we
construct the global in time a priori estimate being the main part of the proof of Theorem
A. Throughout the paper we try to use the standard notation.
2 The imbedding
This section proves Theorem B – an imbedding theorem which will allow to use the
information in terms of V . Without loss of generality one can assume u ∈ C∞0 (R
3 × R).
The idea of the proof is based as a simple modification of the classical proof of the Sobolev
imbedding theorem. In order to use (1.7) we define
L(x, t) = {(x1 + s, x2, x3, t+
1
V
s)} for s ∈ (−∞, 0). (2.1)
Then for a fixed point x ∈ R3 and t ∈ (0,∞) we find
u(x, t) =
∫ 0
−∞
ds ∂su(x1+ s, x2, x3, t+
1
V
s) =
∫
L(x,t)
ds ∂su with ∂s = (
1
V
dt+∂1)u (2.2)
as well as
u(x, t) =
∫ x2
−∞
dy2 ∂2u(x1, y2, x3, t) and u(x, t) =
∫ x3
−∞
dy3 ∂3u(x1, x2, y3, t). (2.3)
So taking into account (2.2) and (2.3) we get
um(x, t) = ua0/4(x, t)(
∫
L(x,t)
ds ∂su
a)1/4(
∫ x2
−∞
dy2 ∂2u
a)1/4(
∫ x3
−∞
dy3 ∂3u
a)1/4 (2.4)
with m = 1
4
(a0 + 2a). Here ∂su
a = ∂s(u
a). Integrate over time
(
∫
R
dt |um|(x, t))4/3 ≤
(
∫
R
dt |u|a0(x, t))1/3(
∫
R
dt
∫
L(x,t)
ds |∂su
a(x1 + s, x2, x3, t+
1
V
s)|)1/3·
· (
∫
R
dt
∫
R
dy2 |∂2u
a|)1/3(
∫
R
dt
∫
R
dy3 |∂3u
a|)1/3. (2.5)
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Observe that ∫
R
dt
∫
L(x,t)
ds |∂su
a| =
∫
R
dt
∫ x1
−∞
dy1 |∂su
a| for x ∈ R3. (2.6)
Although it is elementary we compute, by (2.1) consider the lhs of (2.6).
∫
R
dt
∫ 0
−∞
ds |∂su
a(x1 + s, x2, x3, t+
1
V
s)| = [y1 = x1 + s, s = y1 − x1] =∫
R
dt
∫ x2
−∞
dy1 |∂su
a(y1, x2, x3, t+
1
V
(y1 − x1))|
=
∫ x2
−∞
dy1
∫
R
dt |∂su
a(y1, x2, x3, t+
1
V
(y1 − x1))|
=
[
t→ t+
1
V
(y1 − x1)
]
=
∫ x2
−∞
dy1
∫
R
dt |∂su
a(y1, x2, x3, t)|. (2.7)
Thus, (2.5) takes the form
(
∫
R
dt |um|(x, t))4/3 ≤
(
∫
R
dt |u|a0(x, t))1/3(
∫
R
dt
∫
R
dy1|∂su
a(x1 + s, x2, x3, t+
1
V
s)|)1/3·
· (
∫
R
dt
∫
R
dy2|∂2u
a|)1/3(
∫
R
dt
∫
R
dy3|∂3u
a|)1/3. (2.8)
Then we are allowed to integrate (2.8) over the space, we do it separably for each coordi-
nate x1, x2, x3 using each time the Ho¨lder inequality for three terms, the same as in the
classical proof of the Sobolev theorem. This way we get (dx1dx2dx3 = dx¯)∫
R3
dx¯(
∫
R
dt |u|m)4/3 ≤
(
∫
R×R3
dtdx¯ |u|a)1/3(
∫
R×R3
dtdy1dx2dx3 |∂su
a|)1/3·
· (
∫
R×R3
dtdx1dy2dx3 |∂2u
a|)1/3(
∫
R×R3
dtdx1dx2dy3 |∂3u
a|)1/3 (2.9)
To see it we first integrate (2.9) over x1 getting∫
R
dx1(
∫
R
dt|u|m)4/3 ≤ (
∫
R
∫
R
dtdy1|∂su
a|)1/3·
·
∫
R
dx1
(
(
∫
R
|u|a0dt)1/3(
∫
R
dt
∫
R
dy2|∂2u|
a)1/3(
∫
R
dt
∫
R
dy3|∂3u|
a)1/3
)
≤
(
∫
R
∫
R
dtdy1|∂su
a|)1/3(
∫
R
dx1
∫
R
dt|u|a0)1/3·
· (
∫
R
dx1
∫
R
dt
∫
R
dy2|∂2u|
a)1/3(
∫
R
dx1
∫
R
dt
∫
R
dy3|∂3u|
a)1/3. (2.10)
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Integrating over x2, next over x3, we get (2.9).
Our assumptions lead to the following relations
a0 =
10
3
and 2a− 2 =
10
3
, so a =
5
3
+ 1 =
8
3
. (2.11)
Thanks to the choice of the number a we get
(
∫
R×R3
dtdx¯ |∂su
a|) ≤ Ca(
∫
R×R3
dtdx¯ |u2a−2|)1/2(
∫
R×R3
dtdx¯ |∂su|
2)1/2. (2.12)
This way from (2.9) we get
∫
R3
dx¯(dt
∫
R
|u|m)4/3 ≤
C(
∫
R3×R
dx¯dt |u|10/3)1/3+3/6(
∫
R3×R
dy1dx2dx3dt |∂su|
2)1/6(
∫
R3×R
dx¯dt|∇u|2)1/3. (2.13)
Note that
m =
1
4
(
10
3
+ 3
8
3
) = 2 +
5
6
=
17
6
. (2.14)
Thus, (2.13) takes the form
(
∫
R3
dx¯(
∫
R
|u|17/6)4/3)9/34 ≤ C‖u‖
25/34
L10/3(R3×R)
‖∇u‖
6/34
L2(R3×R)
‖∂su‖
3/34
L2(R3×R)
, (2.15)
proving us (1.8). ✷
3 The estimate of the nonlinear term
The main part of estimations of solutions to the Navier-Stokes equation is relations to
an application of Theorem B. We want to use this special information in bounds of the
nonlinear term u · ∇u. We prove
Lemma C. Let u be sufficiently smooth vector field defined over R3 × R+, then
‖u · ∇u‖L2(R3×R+) ≤ C‖u‖
7/43
L4m/3(R3;Lm(R+))
·
· (sup
t>0
‖∇u‖L2(R3) + ‖∇
2u‖L2(R+;L2(R3)))
12/17+36/43‖∇u‖
5/17
L2(R3×R+)
. (3.1)
Proof. The main aim of the estimate (3.1) is to use information given by Theorem
B. Since the norm appearing in (1.8) is not of standard type we can apply only local in
space regularity. In order to loose no regularity we concentrate our attention on the L∞
norm in space. Observe that
sup
k¯∈Z3
‖u‖Lm((k¯+[0,1]3)×R+) ≤ sup
k¯∈Z3
‖u‖L4m/3((k¯+[0,1]3);Lm(R+)) ≤ ‖u‖L4/3m(R3;Lm(R+)). (3.2)
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The above obvious relation allows to use the identity
Lm((k¯ + [0, 1]
3)× R+) = Lm(R+;Lm(k¯ + [0, 1]
3).
We start the estimation
‖u∇u‖L2(R3×R+) ≤ ‖u‖Lm(R+;L∞(R3))‖∇u‖Lm∗(R+;L2(R3)) (3.3)
with m∗ = 34
5
. We see that
‖∇u‖Lm∗(R+;L2(R3)) ≤ ‖∇u‖
1−a
L2(R+;L2(R3))
‖∇u‖aL∞(R+;L2(R3))
with
1
m∗
=
1− a
2
, a =
12
17
. (3.4)
Next, we play with ‖u‖Lm(R+;L∞(R3)). Local features of L∞(R
3) implies that
‖u‖Lm(R+;L∞(R3)) = sup
k¯∈Z3
‖u‖Lm(R+;L∞(k¯+[0,1]3)) = sup
k¯∈Z3
‖ηk¯u‖Lm(R+;L∞(R3)), (3.5)
where ηk¯ : R
3 → [0, 1] is a smooth function localizing the cube k¯+[0, 1]3, such that ηk¯ ≡ 1
over k¯ + [0, 1]3 and vanishes out of k¯ + [−1, 2]3. In addition
‖ηk¯u‖Lp(R3) ≤ ‖u‖Lp(R3) and ‖ηk¯u‖H2(R3) ≤ C‖∇u‖H1(R3). (3.6)
Thanks to above features we are allowed to reduce analysis of the term ‖u‖Lm(R+;L∞(R3))
to considerations of ηk¯u for fixed k¯. Having (3.2) and (3.6) we are guaranteed uniform in
k¯ bound of the studied quantity.
We want to estimate it in terms of L2(R+;H
2(R3)) and L∞(R+;H
1(R3)). Note that(
L2(R+;H
2(R3)), L∞(R+;H
1(R3))
)
b,2
⊂ Lm(R+;H
2b+1−b(R3)).
(·, ·)θ,q – the real interpolation. In other words we have
‖ηk¯u‖Hb+1(R3) ≤ ‖ηk¯u‖
b
H2(R3) ‖ηk¯u‖
1−b
H1(R3). (3.7)
and∥∥‖ηk¯u‖Hb+1(R3)∥∥Lm(R+) ≤(∫
∞
0
‖ηk¯u‖
bm
H2(R3) ‖ηk¯u‖
(1−b)m
H1(R3)dt
)1/m
≤
‖ηk¯u‖
b
L2(R+;H2(R3))
‖ηk¯u‖
1−b
L∞(R+;H1(R3))
. (3.8)
Here bm = 2, m = 17
6
, b = 12
17
, b+ 1 = 29
17
. Having determined b we embed
H1+b(R3) ⊂W dm(R
3) with d =
43
34
, (3.9)
since
3
1 + b− d
(
1
2
−
1
m
) = 1, 3(
1
2
−
6
17
) =
29
17
− d,
6
3(
17− 12
34
) =
58
34
− d,
15
34
=
58
34
− d.
Then we conclude
‖ηk¯u‖Lm(R+;W 43/34m (R3)) ≤ C‖ηk¯u‖
b
L2(R+;H2(R3))
‖ηk¯u‖
1−b
L∞(R+;H1(R3))
. (3.10)
Next, we want to determine c to obtain
‖ηk¯u‖Lm(R+;L∞(R3)) ≤ ‖ηk¯u‖
c
Lm(R+;W
43/34
m (R3))
‖ηk¯u‖
1−c
Lm(R+;Lm(R3))
. (3.11)
We find the interpolation between W
43/34
m (R3) and Lm(R
3) in order to control L∞(R
3).
Let us note that the critical Besov space B
18/17
17/6,1(R
3) ⊂ L∞(R
3) – the sharp imbedding
with q = 1 (m = 17
6
). And by the real interpolation we have
L∞(R
3) ⊃ B
18/17
17/6,1(R
3) =
(
W
43/34
17/6 , L17/6
)
36
43
,1
since
18
17
=
36
43
·
43
34
. (3.12)
Thus we found the inequality (c = 36
43
)
‖ηk¯u‖L∞(R3) ≤ C‖ηk¯u‖
36/43
W
43/34
m (R3)
‖ηk¯u‖
7/43
Lm(R3)
. (3.13)
From (3.13) we obtain (3.11).
Taking into account (3.3), (3.4), (3.10) and (3.11), together with (3.2), (3.5) and (3.6),
we conclude the form of (3.1). Lemma C is shown. ✷
4 Construction of global in time estimate
First we state the local in time existence result guaranteeing the construction of solu-
tions.
Lemma D. Let u0 ∈ H
1(R3), then there exists time T0(‖u0‖H1(R3)) independent from
V , such that there exists a local in time regular solution to (1.4) on time interval [0, T0]
and
‖u‖W 2,1
2
(R3×(0,T )) ≤ 4‖u0‖H1(R3). (4.1)
Proof. We skip the construction of solutions, it belongs to the classical theory of the
Navier-Stokes equations. We just points the estimates. First we have the standard energy
estimate, testing by u we get
sup
t∈[0,T ]
‖u‖2L2(R3) +
∫ T
0
‖∇u‖2L2(R3)dt ≤ 2‖u0‖
2
L2(R3)
. (4.2)
The second part of the estimation is to test the equation by ∆u. Since∫
R3
∂x1u∆udx¯ = −
∫
R3
1
2
d
dx1
(∇u · ∇u) = 0,
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we get
sup
t∈[0,T ]
‖∇u‖2L2(R3) +
∫ T
0
‖∇2u‖2L2(R3)dt ≤
∫ T
0
‖u∇u‖2L2(R3)dt+ 2‖∇u0‖
2
L2(R3)
. (4.3)
Next, we estimate the nonlinearity in terms of lhs’ of (4.2) and (4.3), getting (4.1) for
sufficiently small T . There is no dependence from V . ✷
We begin the proof of Theorem A. We concentrate our attention on construction of
global in time a priori estimate.
Having the local solution we take a smooth function ζ : R→ [0, 1] such that ζ ≡ 0 for
t ≤ 0 and ζ ≡ 1 for t ≥ T . Here T is given by Lemma D. Introduce
w(x, t) = ζ(t)u(x, t). (4.4)
Then we are allowed to extend w by zero for t ≤ 0 with the same regularity as u. Then
we examine the system on w
wt + V ∂x1w −∆w +∇p = −w · ∇w − (1− ζ)u · ∇w, divw = 0. (4.5)
The first energy estimate for (4.5) reads
sup
t∈R
‖w‖2L2(R3) +
∫
R
‖∇w‖2L2(R3)dt ≤ 2‖w0‖L2(R3). (4.6)
Testing (4.5) by ∆w we find
sup
t
‖∇w‖2L2(R3)+
∫
R
‖∇2w‖2L2(R3)dt ≤
∫
R
‖w·∇w‖2L2(R3)dt+
∫ T
0
‖(1−ζ)u·∇w‖2L2(R3). (4.7)
Next, taking PH – the Helmholtz projection on the divergence-free subspace, we observe
that
PH(∂tw + V ∂1w) = ∂tw + V ∂1w.
By definition PHw = w. Hence by equation (4.5)
V (
1
V
∂tw + ∂1w) = ∆w − PH [w∇w + (1− ζ)u∇w]. (4.8)
Next, we consider
∫ T
0
‖(1−ζ)u ·∇w‖2L2dt, the support of 1−ζ let us estimate of this term
from the local in time existence result, from (4.1) we get
‖(1−ζ)u∇w‖L2(R3×(0,T )) ≤ ‖(1−ζ)u‖L∞(0,T ;L6(R3))‖∇w‖L2(0,T ;L3(R3)) ≤ C‖u0‖
2
H1(R3). (4.9)
This way we obtain the following inequality
Ξ := sup
t
‖∇w‖L2(R3) + ‖∇
2w‖L2(R3×R+) + V ‖(
1
V
∂t + ∂1)w‖L2(R3×R+) ≤
C‖w · ∇w‖L2(R3×R+) + C‖u0‖H1(R3). (4.10)
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By Lemma C
‖w · ∇w‖L2(R3×R+) ≤ C‖w‖
7/43
L4m/3(R3;Lm(R+))
Ξ
12
17
+ 36
43‖u0‖
5/17
L2(R3)
(4.11)
and by Theorem B we have
‖w‖L4m/3(R3;Lm(R+)) ≤ CV
−3/34Ξ3/34‖u0‖
31/34
L2(R3)
. (4.12)
Taking into account (4.11) and (4.12), from (4.10) we obtain
Ξ ≤ CV −αΞ1+β‖u0‖
γ
L2(R3)
+ C‖w0‖H1(R3) (4.13)
with 1 + β + γ = 2 and α = 3
34
7
43
∼ 0, 014... .
Taking sufficiently large V we find that
Ξ ≤ 2C‖u0‖H1(R3), (4.14)
provided
CV −α‖u0‖H1(R3) ≤
1
2
, ie. V ∼ ‖u‖71H1(R3)(!). (4.15)
We get the global in time bound the rest of the proof of Theorem A is standard
analysis. ✷
References: To be completed.
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