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Abstract
We construct a new family of strong linearizations of rational matrices considering the
polynomial part of them expressed in a basis that satisfies a three term recurrence rela-
tion. For this purpose, we combine the theory developed by Amparan et al., MIMS EPrint
2016.51, and the new linearizations of polynomial matrices introduced by Faßbender and
Saltenberger, Linear Algebra Appl., 525 (2017). In addition, we present a detailed study of
how to recover eigenvectors of a rational matrix from those of its linearizations in this fam-
ily. We complete the paper by discussing how to extend the results when the polynomial
part is expressed in other bases, and by presenting strong linearizations that preserve the
structure of symmetric or Hermitian rational matrices. A conclusion of this work is that
the combination of the results in this paper with those in Amparan et al., MIMS EPrint
2016.51, allows us to use essentially all the strong linearizations of polynomial matrices
developed in the last fifteen years to construct strong linearizations of any rational matrix
by expressing such matrix in terms of its polynomial and strictly proper parts.
Keywords: rational matrix, rational eigenvalue problem, strong block minimal bases
pencil, strong linearization, recovery of eigenvectors, symmetric strong linearization,
Hermitian strong linearization
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1. Introduction
In recent years, the interest in solving the rational eigenvalue problem (REP) has
grown as it arises in many applications, either directly or as an approximation of other
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2nonlinear eigenvalue problems, see [9, 17, 18, 24, 27, 30]. There are several algorithms for
its numerical resolution and, since the appearance of [30], using linearizations is one of the
most competitive methods for solving REPs nowadays [12, 31]. This has led to a rigorous
development of the theory of linearizations for rational matrices.
There are two different approaches in order to give a notion of linearization of a rational
matrix. On the one hand, Alam and Behera give in [1] a definition based on the fact
that any rational matrix G(λ) admits a right coprime matrix fraction description G(λ) =
N(λ)D(λ)−1, whereN(λ) andD(λ) are polynomial matrices. These linearizations preserve
the finite pole and zero structure of the original matrix. In contrast, Amparan et al. give
in [4] a new notion of linearization that not only preserves the finite but also the infinite
structure of poles and zeros. These linearizations are called strong linearizations in [4].
This definition and other notions about rational matrices will be reviewed in Section 2.
Throughout this work, it is fundamental the fact that any rational matrix G(λ) can be
uniquely written as G(λ) = D(λ) +Gsp(λ) where D(λ) is a polynomial matrix, called the
polynomial part of G(λ), and Gsp(λ) is a strictly proper rational matrix, called the strictly
proper part of G(λ). Thanks to this property, infinitely many strong linearizations of ra-
tional matrices are constructed in [4] considering “strong block minimal bases pencils”
associated to their polynomial parts, see [13]. These strong block minimal bases pen-
cils are strong linearizations of the polynomial part and according to [8] include, modulo
permutations, all the Fiedler-like linearizations of the polynomial part. Although strong
block minimal bases pencils are one of the most important class of strong linearizations
of polynomial matrices, the question whether or not other strong linearizations of ratio-
nal matrices can be constructed based on another kinds of strong linearizations of the
polynomial part arises naturally.
For answering the question posed in the previous paragraph, we construct in this paper
strong linearizations of a rational matrix by using strong linearizations of its polynomial
part D(λ) that belong to the other important family of strong linearizations of polynomial
matrices (which are not strong block minimal bases pencils in general), i.e., the so-called
vector spaces of linearizations, originally introduced in [26], further studied in [10, 28], and
recently extended in [15]. In particular, we consider in this paper strong linearizations of
D(λ) that belong to the ansatz spaces M1(D) or M2(D), developed by Faßbender and
Saltenberger in [15]. Therefore, the results in this paper are of interest when rational
matrices with nontrivial polynomial part are considered, that is, rational matrices in which
the polynomial part has degree greater than or equal to two.
As a consequence of the discussion above, we emphasize the following main conclusion
of this work: the combination of the results in this paper and those in [4] allows us to
construct very easily infinitely many strong linearizations of rational matrices via the
following three-step strategy: (1) express the rational matrix as the sum of its polynomial
and strictly proper parts; (2) construct any of the strong linearizations of the polynomial
part known so far; and (3) combine adequately that strong linearization with a minimal
state-space realization of the stricly proper part.
Next, another motivation of the results in this paper is discussed. In order to compute
the eigenvalues of polynomial matrices from linearizations, the work [23] shows that, for
polynomial matrices of large degree, the use of the monomial basis to express the matrix
leads to numerical instabilities. According to the algorithms in [12, 30, 31], it is expected
that this instability appears also while computing eigenvalues of REPs when the polyno-
3mial part of the rational matrix has large degree and is expressed in terms of the monomial
basis. For that reason, it is of interest to consider rational matrices with polynomial parts
expressed in other bases as the Chebyshev basis. In particular, in Sections 3 and 4, we
construct strong linearizations of rational matrices with polynomial parts expressed in
terms of a basis that satisfies a three term recurrence relation. In addition, in Section
9, we briefly discuss how to construct strong linearizations when the polynomial part is
expressed in other bases. We emphasize that the construction of these new strong lin-
earizations is a consequence of the theory of strong linearizations developed in [4] together
with Lemma 2.7. More precisely, given a strong linearization of a rational matrix, Lemma
2.7 allows us to obtain infinitely many strong linearizations of the rational matrix by using
strict equivalence with a certain structure.
The rest of this paper is organized as follows. In Section 5, we show how to recover the
eigenvectors of the rational matrix from those of its strong linearizations constructed in
Sections 3 and 4. Moreover, given a symmetric rational matrix, in Section 7 we construct
strong linearizations that preserve its symmetric structure by using symmetric realizations
of the strictly proper part, which are introduced in Section 6, and strong linearizations in
the double ansatz space DM(D) [15] of the polynomial part. In Section 8, we present anal-
ogous results for Hermitian rational matrices. Finally, Section 10 is reserved for discussing
the conclusions and lines of future work.
2. Preliminaries
F[λ] denotes the ring of polynomials with coefficients in an arbitrary field F, and F(λ)
the field of rational functions, i.e., the field of fractions of F[λ]. F(λ)p×m, F[λ]p×m and
F
p×m denote the sets of p×m matrices with elements in F(λ), F[λ] and F, respectively. The
elements of F(λ)p×m and F[λ]p×m are called rational and polynomial matrices, respectively.
A polynomial matrix P (λ) =
∑k
i=0 λ
iPi with Pi ∈ F
p×m is said to have degree k if Pk 6= 0. If
k = 1 or k = 0 then P (λ) is said to be a pencil. Matrices in F[λ]m×m with nonzero constant
determinant are said to be unimodular. Two rational matrices Q(λ), R(λ) ∈ F(λ)p×m are
said to be unimodularly equivalent if there exist unimodular matrices U(λ) ∈ F[λ]p×p and
V (λ) ∈ F[λ]m×m such that U(λ)Q(λ)V (λ) = R(λ). Moreover, Q(λ) and R(λ) are said
to be strictly equivalent if UQ(λ)V = R(λ) with U ∈ Fp×p and V ∈ Fm×m invertible
matrices.
A rational matrix G(λ) ∈ F(λ)p×m is said to be regular or nonsingular if p = m and
its determinant, detG(λ), is not identically equal to zero. Otherwise, G(λ) is said to be
singular. Given any rational matrix G(λ) ∈ F(λ)p×m, the (finite) eigenvalues of G(λ) are
defined as the scalars λ0 ∈ F (the algebraic closure of F) such that G(λ0) ∈ F
p×m
and
rankG(λ0) < max
µ∈F
rankG(µ). The rational eigenvalue problem (REP) consists of finding
the eigenvalues of G(λ). If G(λ) ∈ F(λ)m×m is regular, which is the most common case in
applications of REPs, the REP is equivalent to the problem of finding scalars λ0 ∈ F such
that there exist nonzero constant vectors x ∈ F
m×1
and y ∈ F
m×1
satisfying
G(λ0)x = 0 and y
TG(λ0) = 0,
respectively. The vectors x are called right eigenvectors associated to λ0, and the vectors
y left eigenvectors. Although it is not common in the literature, if G(λ) ∈ F(λ)p×m
4is singular, we call in this paper right and left eigenvectors of G(λ) associated to an
eigenvalue λ0 to any nonzero vectors x ∈ F
m×1
and y ∈ F
p×1
satisfying G(λ0)x = 0 and
yTG(λ0) = 0, respectively.
The finite poles and zeros of a rational matrix G(λ) are the roots in F of the poly-
nomials that appear on the denominators and numerators, respectively, in its (finite)
Smith–McMillan form (see [4, 29, 32]). Then the finite eigenvalues of G(λ) are the finite
zeros that are not poles.
For solving the REP, and many other problems on rational matrices, it is useful to
consider the fact that any rational matrix G(λ) ∈ F(λ)p×m can be written as
G(λ) = D(λ) +C(λ)A(λ)−1B(λ) (1)
for some nonsingular polynomial matrix A(λ) ∈ F[λ]n×n and polynomial matrices B(λ) ∈
F[λ]n×m, C(λ) ∈ F[λ]p×n and D(λ) ∈ F[λ]p×m (see [29]). The polynomial matrix
P (λ) =
[
A(λ) B(λ)
−C(λ) D(λ)
]
(2)
is called a polynomial system matrix of G(λ), i.e, G(λ) is the Schur complement of A(λ)
in P (λ). Then G(λ) is called the transfer function matrix of P (λ), and deg(detA(λ))
the order of P (λ), where deg(·) stands for degree. Moreover, P (λ) is said to have least
order, or to be minimal, if its order is the smallest integer for which polynomial matrices
A(λ) (nonsingular), B(λ), C(λ) and D(λ) satisfying (1) exist. The least order is uniquely
determined by G(λ) and is denoted by ν(G(λ)). It is also called the least order of G(λ)
([29, Chapter 3, Section 5.1] or [32, Section 1.10]). From [29, Chapter 3, Theorem 4.1], it
can be deduced that ν(G(λ)) is the degree of the polynomial that results by making the
product of the denominators in the (finite) Smith–Mcmillan form of G(λ). The regular
REP G(λ)x = 0 is related to the polynomial eigenvalue problem (PEP) P (λ)z = 0 as is
shown in [4, Proposition 3.1].
A rational function r(λ) = n(λ)
d(λ) is said to be proper if deg(n(λ)) ≤ deg(d(λ)), and
strictly proper if deg(n(λ)) < deg(d(λ)). Let us denote Fpr(λ) the ring of proper rational
functions. Its units are called biproper rational functions, i.e., rational functions having
the same degree of numerator and denominator. Fpr(λ)
p×m denotes the set of p × m
matrices with entries in Fpr(λ), which are called proper matrices. A biproper matrix is a
square proper matrix whose determinant is a biproper rational function.
By the division algorithm for polynomials, any rational function r(λ) ∈ F(λ) can be
uniquely written as r(λ) = p(λ) + rsp(λ), where p(λ) is a polynomial and rsp(λ) a strictly
proper rational function. Therefore, any rational matrix G(λ) ∈ F(λ)p×m can be uniquely
written as
G(λ) = D(λ) +Gsp(λ) (3)
where D(λ) ∈ F[λ]p×m is a polynomial matrix and Gsp(λ) ∈ Fpr(λ)
p×m is a strictly proper
rational matrix, i.e., the entries of Gsp(λ) are strictly proper rational functions. As said in
the introduction, D(λ) is called the polynomial part of G(λ) and Gsp(λ) its strictly proper
part.
The polynomial system matrix P (λ) of G(λ) is said to be a polynomial system matrix
in state-space form if A(λ) = λIn − A, B(λ) = B and C(λ) = C for some constant
matrices A ∈ Fn×n, B ∈ Fn×m and C ∈ Fp×n. It is known that any strictly proper rational
5matrix admits state-space realizations (see [29] or [22]). This means that for some positive
integer n there exist constant matrices A ∈ Fn×n, B ∈ Fn×m and C ∈ Fp×n such that
Gsp(λ) = C(λIn −A)
−1B and [
λIn −A B
−C D(λ)
]
is a polynomial system matrix of G(λ). Therefore G(λ) = D(λ) + C(λIn − A)
−1B. In
addition, the state-space realization may always be taken of least order, or minimal, (i.e.,
such that the polynomial system matrix in state-space form is of least order).
Rational matrices may also have infinite eigenvalues. In order to define them, we need
the notion of reversal.
Definition 2.1. Let G(λ) ∈ F(λ)p×m be a rational matrix expressed in the form (3). We
define the reversal of G(λ) as the rational matrix
revG(λ) = λdG
(
1
λ
)
where d = deg(D(λ)) if G(λ) is not strictly proper, and d = 0 otherwise.
Notice that this definition extends the definition of reversal for polynomial matrices
(see [11, Definition 2.12] or [26, Definition 2.2]). Moreover, note that d = 0 if and only if
G(λ) is proper. Following the usual definition in polynomial matrices [26, Definition 2.3],
we say that G(λ) has an eigenvalue at infinity if revG(λ) has an eigenvalue at λ = 0. If
G(λ) has an eigenvalue at infinity, we say that z is a right (respectively left) eigenvector
associated to infinity if z is a right (respectively left) eigenvector associated to 0 of revG(λ).
Remark 2.2. Poles and zeros at infinity of a rational matrix G(λ) are defined as the poles
and zeros at λ = 0 of G(1/λ) (see [22]). If G(λ) is not proper, i.e., deg(D(λ)) ≥ 1, G(λ)
has always a pole at ∞ (see [3]). Thus, if we define the eigenvalues at infinity of G(λ) as
those zeros that are not poles at infinity, any non-proper G(λ) would not have eigenvalues
at infinity. In particular, this would happen if G(λ) is a polynomial matrix. Therefore,
as in the polynomial case, we have considered revG(λ) in order to define eigenvalues at
infinity.
Next we present the definition of strong linearization for a rational matrix given in [4].
This definition contains the notion of first invariant order at infinity q1 of a rational matrix
G(λ). For any non strictly proper rational matrix this number is − deg(D(λ)) where D(λ)
is the polynomial part of G(λ) in the expression (3); otherwise, q1 > 0. More information
can be found in [3, 4, 32].
Definition 2.3. [4, Definition 6.2] Let G(λ) ∈ F(λ)p×m. Let q1 be its first invariant
order at infinity and g = min(0, q1). Let n = ν(G(λ)). A strong linearization of G(λ) is a
linear polynomial matrix
L(λ) =
[
A1λ+A0 B1λ+B0
−(C1λ+ C0) D1λ+D0
]
∈ F[λ](n+q)×(n+r) (4)
such that the following conditions hold:
(a) if n > 0 then det(A1λ+A0) 6= 0, and
6(b) if Ĝ(λ) = (D1λ+D0) + (C1λ+C0)(A1λ+A0)
−1(B1λ+B0), q̂1 is its first invariant
order at infinity and ĝ = min(0, q̂1) then:
(i) there exist nonnegative integers s1, s2, with s1 − s2 = q − p = r − m, and
unimodular matrices U1(λ) ∈ F[λ]
(p+s1)×(p+s1) and U2(λ) ∈ F[λ]
(m+s1)×(m+s1)
such that
U1(λ) diag(G(λ), Is1)U2(λ) = diag(Ĝ(λ), Is2), and
(ii) there exist biproper matrices B1(λ) ∈ Fpr(λ)
(p+s1)×(p+s1) and B2(λ) ∈
Fpr(λ)
(m+s1)×(m+s1) such that
B1(λ) diag(λ
gG(λ), Is1)B2(λ) = diag(λ
ĝĜ(λ), Is2).
It may seem that the integer ν(G(λ)) has to be previously known in order to verify
that a linear polynomial matrix as in (4) is a strong linearization of G(λ). However, there
are conditions to ensure that the size of A1λ + A0 is n = ν(G(λ)). We state them in
Proposition 2.4.
Proposition 2.4. Let
L(λ) =
[
A1λ+A0 B1λ+B0
−(C1λ+ C0) D1λ+D0
]
∈ F[λ](n+q)×(n+r)
be a linear polynomial matrix with n > 0 and det(A1λ + A0) 6= 0. Assume that there
exist nonnegative integers s1, s2, with s1 − s2 = q − p = r −m, and unimodular matrices
U1(λ) ∈ F[λ]
(p+s1)×(p+s1) and U2(λ) ∈ F[λ]
(m+s1)×(m+s1) such that
U1(λ) diag(G(λ), Is1)U2(λ) = diag(Ĝ(λ), Is2), (5)
where Ĝ(λ) = (D1λ + D0) + (C1λ + C0)(A1λ + A0)
−1(B1λ + B0). Then n = ν(G(λ)) if
and only if the following conditions hold:
a) A1 is invertible, and
b) rank
[
A1µ+A0
C1µ+ C0
]
= rank
[
A1µ+A0 B1µ+B0
]
= n for all µ ∈ F.
Proof. Condition b) is equivalent to L(λ) being a minimal polynomial system matrix,
since det(A1λ + A0) 6= 0, see [29, Chapters 2 and 3]. By condition (5) and [4, Lemma
3.4], we have that ν(G(λ)) = ν(Ĝ(λ)). Assume that n = ν(G(λ)). Thus, ν(Ĝ(λ)) = n,
and deg(det(A1λ + A0)) ≥ ν(Ĝ(λ)) = n. However, deg(det(A1λ + A0)) ≤ n. Therefore,
deg(det(A1λ + A0)) = n and deg(det(A1λ + A0)) = ν(Ĝ(λ)), which imply conditions a)
and b), respectively. We assume now that conditions a) and b) hold. On the one hand, A1
being invertible implies that deg(det(A1λ + A0)) = n. On the other hand, L(λ) being a
minimal polynomial system matrix means that deg(det(A1λ+A0)) = ν(Ĝ(λ)). Therefore,
n = ν(Ĝ(λ)) = ν(G(λ)).
7It is known [4] that if condition (i) in Definition 2.3 holds, then condition (ii) is
equivalent to the existence of unimodular matrices W1(λ) and W2(λ) such that
W1(λ) diag
(
1
λg
G
(
1
λ
)
, Is1
)
W2(λ) = diag
(
1
λĝ
Ĝ
(
1
λ
)
, Is2
)
. (6)
In Definition 2.3 it can always be taken s1 = 0 or s2 = 0, according to p ≥ q and m ≥ r
or q ≥ p and r ≥ m. In what follows we will consider s1 ≥ 0 and s2 = 0. Notice that with
this choice and with the notion of reversal given in Definition 2.1, (6) is equivalent to
W1(λ) diag (revG(λ), Is1)W2(λ) = rev Ĝ(λ). (7)
Remark 2.5. Notice that Definition 2.3 extends the notion of strong linearization of
polynomial matrices in the usual sense [26, Definition 2.5]. In particular, if G(λ) is a
polynomial matrix, then n = ν(G(λ)) = 0. Therefore, a strong linearization L(λ) of
G(λ) is of the form L(λ) = D1λ + D0, with Ĝ(λ) = L(λ), g = q1 = − deg(G(λ)) and
ĝ = q̂1 = − deg(L(λ)).
Let us denote by Nr(G(λ)) and Nℓ(G(λ)) the right and left null-spaces over F(λ) of
G(λ), respectively, i.e., if G(λ) ∈ F(λ)p×m,
Nr(G(λ)) = {x(λ) ∈ F(λ)
m×1 : G(λ)x(λ) = 0},
Nℓ(G(λ)) = {x(λ) ∈ F(λ)
p×1 : x(λ)TG(λ) = 0}.
When G(λ) is singular at least one of these null spaces is nontrivial. A spectral character-
ization of strong linearizations is given in [4, Theorem 6.11]. It says that L(λ) is a strong
linearization of G(λ) if and only if dimNr(G(λ)) = dimNr(L(λ)) and L(λ) preserves the
finite and infinite structures of poles and zeros of G(λ) in the sense of [4, Definition 6.10].
This characterization is the key property of strong linearizations in the realm of REPs.
Remark 2.6. The equality dimNr(G(λ)) = dimNr(L(λ)) is equivalent to dimNℓ(G(λ)) =
dimNℓ(L(λ)). Consider G(λ) ∈ F(λ)
p×m and L(λ) ∈ F(λ)(p+q)×(m+q) with q ≥ 0. By the
rank-nullity theorem dimNℓ(G(λ)) = p− rankG(λ) and dimNr(G(λ)) = m− rankG(λ).
Therefore rankL(λ) = q + rankG(λ) if and only if dimNr(G(λ)) = dimNr(L(λ)). And
rankL(λ) = q + rankG(λ) if and only if dimNℓ(G(λ)) = dimNℓ(L(λ)).
Lemma 2.7 follows from Definition 2.3. It shows an easy way to obtain strong lineariza-
tions for a rational matrix G(λ) from a particular strong linearization L(λ) by multiplying
L(λ) by some appropriate matrices. This simple result is fundamental in this paper, and
we conjecture that it will be fundamental for constructing (in the future) other families of
strong linearizations of rational matrices.
Lemma 2.7. Let G(λ) ∈ F(λ)p×m be a rational matrix, and let
L1(λ) =
[
A1λ+A0 B1λ+B0
−(C1λ+ C0) D1λ+D0
]
∈ F[λ](n+(p+s))×(n+(m+s))
be a strong linearization of G(λ). Consider Q1, Q3 ∈ F
n×n, Q2 ∈ F
(p+s)×(p+s), Q4 ∈
F
(m+s)×(m+s) nonsingular matrices, W ∈ F(p+s)×n, and Z ∈ Fn×(m+s). Then the linear
polynomial matrix
L2(λ) =
[
Q1 0
W Q2
]
L1(λ)
[
Q3 Z
0 Q4
]
is a strong linearization of G(λ).
8Proof. Let us write
L2(λ) =
[
A2λ+ A˜0 B2λ+ B˜0
−(C2λ+ C˜0) D2λ+ D˜0
]
.
We have det(A2λ+ A˜0) 6= 0 if n > 0, since A2λ+ A˜0 = Q1(A1λ+A0)Q3. Let us consider
the transfer functions Ĝ1(λ), Ĝ2(λ) of L1(λ), L2(λ), respectively. They satisfy Ĝ2(λ) =
Q2Ĝ1(λ)Q4. Let q1 be the first invariant order at infinity of G(λ) and g = min(0, q1). For
i = 1, 2, let ĝi = min(0, q̂i), where q̂i is the first invariant order at infinity of Ĝi(λ). Since
L1(λ) is a strong linearization of G(λ), there exist unimodular matrices U1(λ) and U2(λ)
such that U1(λ) diag(G(λ), Is)U2(λ) = Ĝ1(λ), and biproper matrices B1(λ) and B2(λ) such
that B1(λ) diag(λ
gG(λ), Is)B2(λ) = λ
ĝ1Ĝ1(λ). By using the equality Ĝ2(λ) = Q2Ĝ1(λ)Q4,
we have that ĝ1 = ĝ2, and by the same equality, we get
Q2U1(λ) diag(G(λ), Is)U2(λ)Q4 = Ĝ2(λ),
and
Q2B1(λ) diag(λ
gG(λ), Is)B2(λ)Q4 = λ
ĝ2Ĝ2(λ).
Then we obtain that conditions (a) and (b) in Definition 2.3 hold for L2(λ).
Strong linearizations of a rational matrix G(λ) expressed in the form (3) can be con-
structed from combining minimal state-space realizations of the strictly proper matrix
Gsp(λ) and strong linearizations of its polynomial part D(λ). In particular, strong block
minimal bases pencils associated to D(λ) with sharp degree can be used (see [4]). The
definition of this concept is taken from [13] and appears also in [4]. As in [13], we will
say that a polynomial matrix K(λ) ∈ F[λ]p×m (with p < m) is a minimal basis if its rows
form a minimal basis of the rational subspace they span (see [16]). Moreover, a minimal
basis N(λ) ∈ F[λ]q×m is said to be dual to K(λ) if p + q = m and K(λ)N(λ)T = 0 (see
[13, Definition 2.5]).
Definition 2.8. [4, Definition 8.1] Let D(λ) ∈ F[λ]p×m be a polynomial matrix. A
strong block minimal bases pencil associated to D(λ) is a linear polynomial matrix with
the following structure
L(λ) =
[
M(λ) K2(λ)
T
K1(λ) 0
] }
p+p̂
} m̂︸ ︷︷ ︸
m+m̂
︸ ︷︷ ︸
p̂
, (8)
where K1(λ) ∈ F[λ]
m̂×(m+m̂) (respectively K2(λ) ∈ F[λ]
p̂×(p+p̂)) is a minimal basis with all
its row degrees equal to 1 and with the row degrees of a minimal basis N1(λ) ∈ F[λ]
m×(m+m̂)
(respectively N2(λ) ∈ F[λ]
p×(p+p̂)) dual to K1(λ) (respectively K2(λ)) all equal, and such
that
D(λ) = N2(λ)M(λ)N1(λ)
T . (9)
If, in addition, deg(D(λ)) = deg(N2(λ)) +deg(N1(λ))+ 1 then L(λ) is said to be a strong
block minimal bases pencil associated to D(λ) with sharp degree.
Remark 2.9. The following useful characterization of minimal bases will be used (see
[16, Main Theorem] or [13, Theorem 2.2]). Namely, K(λ) ∈ F[λ]p×m is a minimal basis if
and only if K(λ0) has full row rank for all λ0 ∈ F and K(λ) is row reduced, i.e., its highest
row degree coefficient matrix has full row rank (see [13, Definition 2.1]).
9Remark 2.10. A first application of the key Lemma 2.7 is to construct strong lineariza-
tions of a rational matrix G(λ) from any Fiedler-like strong linearization LF (λ) of its
polynomial part D(λ). For this purpose, note that [8, Theorems 3.8, 3.15, 3.16] guarantee
that there exist permutation matrices Π1 and Π2 and a strong block minimal bases pencil
L(λ) associated to D(λ) such that LF (λ) = Π1L(λ)Π2. In addition, Theorem 8.11 in [4]
explains how to construct a strong linearization L(λ) of G(λ) from L(λ). Thus, according
to Lemma 2.7, diag(In,Π1)L(λ) diag(In,Π2) is a strong linearization of G(λ) based on
LF (λ).
In what follows, the Kronecker product of two matrices A and B, denoted by A⊗B,
will be used (see [21, Chapter 4]).
3. M1-strong linearizations
In this section and in Section 4 we present strong linearizations of square rational
matrices G(λ) with polynomial partD(λ) expressed in an orthogonal basis. More precisely,
we consider strong linearizations of D(λ) that belong to the ansatz spaces M1(D) or
M2(D), recently developed by H. Faßbender and P. Saltenberger in [15], and based on
them, we construct strong linearizations of G(λ) by using Lemma 2.7 and the strong
linearizations presented in [4, Section 8.2].
As said in the preliminaries, we consider an arbitrary field F throughout this paper,
although the results in [15] are stated only for the real field R. Nevertheless, the results
of [15] that are used in this paper are also valid for any field F. We consider a polynomial
basis {φj(λ)}
∞
j=0 of F[λ], viewed as an F-vector space, with φj(λ) a polynomial of degree
j, that satisfies the following three-term recurrence relation:
αjφj+1(λ) = (λ− βj)φj(λ)− γjφj−1(λ) j ≥ 0 (10)
where αj , βj , γj ∈ F, αj 6= 0, φ−1(λ) = 0, and φ0(λ) = 1. Let P (λ) ∈ F[λ]
m×m be a
polynomial matrix of degree k written in terms of this basis as follows
P (λ) = Pkφk(λ) + Pk−1φk−1(λ) + · · · + P1φ1(λ) + P0φ0(λ). (11)
We define Φk(λ) = [φk−1(λ) · · · φ1(λ) φ0(λ)]
T and VP = {v ⊗ P (λ) : v ∈ F
k}, and we
consider the set of pencils
M1(P ) = {L(λ) = λX + Y : X,Y ∈ F
km×km, L(λ)(Φk(λ)⊗ Im) ∈ VP }.
A pencil L(λ) ∈ M1(P ), which verifies L(λ)(Φk(λ) ⊗ Im) = v ⊗ P (λ) for some vector
v ∈ Fk, is said to have right ansatz vector v. A particular pencil in M1(P ) introduced in
[15, page 63] is
FPΦ (λ) =
[
mPΦ(λ)
MΦ(λ)⊗ Im
]
∈ F[λ]km×km, (12)
where
mPΦ(λ) =
[
(λ− βk−1)
αk−1
Pk + Pk−1 Pk−2 −
γk−1
αk−1
Pk Pk−3 · · · P1 P0
]
,
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and
MΦ(λ) =

−αk−2 (λ− βk−2) −γk−2
−αk−3 (λ− βk−3) −γk−3
. . .
. . .
. . .
−α1 (λ− β1) −γ1
−α0 (λ− β0)
 .
Since mPΦ(λ)(Φk(λ) ⊗ Im) = P (λ) and (MΦ(λ) ⊗ Im)(Φk(λ) ⊗ Im) = 0, we get that
FPΦ (λ)(Φk(λ) ⊗ Im) = e1 ⊗ P (λ), where e1 is the first canonical vector of F
k. Therefore,
FPΦ (λ) ∈M1(P ) with right ansatz vector e1 ∈ F
k. This particular example is very impor-
tant because, by using it, we can obtain all the elements in M1(P ). This follows from the
next theorem.
Theorem 3.1. [15, Theorem 1] Let P (λ) ∈ F[λ]m×m be a polynomial matrix with degree
k ≥ 2. Then L(λ) ∈M1(P ) with right ansatz vector v ∈ F
k if and only if
L(λ) = [v ⊗ Im H]F
P
Φ (λ)
for some matrix H ∈ Fkm×(k−1)m.
Remark 3.2. For the monomial basis {φj(λ) = λ
j}∞j=0 the space M1(P ) is denoted L1(P )
(see [26]). In this case αj = 1 and βj = γj = 0 for all j ≥ 0 in (10) and the matrix F
P
Φ (λ)
is the first companion form of P (λ).
It is known that FPΦ (λ) is a strong linearization of P (λ) (see [2, Theorem 2] for regular
polynomial matrices P (λ), and [10, Section 7] for singular), but we can obtain this property
as an immediate corollary of the next result.
Lemma 3.3. FPΦ (λ) is a strong block minimal bases pencil with only one block column
associated to P (λ) with sharp degree. Moreover, Φk(λ)
T ⊗ Im is a minimal basis dual to
the minimal basis MΦ(λ)⊗ Im.
Proof. Let us denote M(λ) = mPΦ(λ) and K(λ) =MΦ(λ)⊗ Im. We consider
FPΦ (λ) =
[
M(λ)
K(λ)
]
.
Note that MΦ(λ0) has full row rank for all λ0 ∈ F because αi 6= 0 for all i ≥ 0. Also note
that MΦ(λ) is row reduced because its highest row degree coefficient matrix
[MΦ]hr =

0 1 0
0 1 0
. . .
. . .
. . .
0 1 0
0 1

has full row rank. We conclude that MΦ(λ) is a minimal basis, and therefore, K(λ) =
MΦ(λ)⊗Im is also a minimal basis [13, Corollary 2.4]. Let us denote N(λ) = Φk(λ)
T ⊗Im.
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Note that Φk(λ)
T is a minimal basis because φ0(λ) = 1, so Φk(λ0) has rank 1 for all λ0 ∈ F,
and
[ΦTk ]hr =
[
1
α0α1···αk−2
0 · · · 0
]
has also rank 1. Therefore,N(λ) = Φk(λ)
T⊗Im is also a minimal basis. SinceK(λ)N(λ)
T =
(MΦ(λ) ⊗ Im)(Φk(λ) ⊗ Im) = 0 and
[
K(λ)
N(λ)
]
is a square matrix, we have that K(λ)
and N(λ) are dual minimal bases. In addition, it is obvious that all the row degrees
of K(λ) are equal to 1 and all the row degrees of Φk(λ)
T ⊗ Im are equal to k − 1.
Hence, FPΦ (λ) is a strong block minimal bases pencil associated to the polynomial matrix
M(λ)N(λ)T = mPΦ(λ)(Φk(λ)⊗ Im) = P (λ) and deg(P (λ)) = 1+deg(N(λ)), which means
that FPΦ (λ) has sharp degree.
Since every strong block minimal bases pencil is a strong linearization (see [13, Theorem
3.3]), the following corollary is straightforward.
Corollary 3.4. FPΦ (λ) is a strong linearization for P (λ).
The proof of the next result is trivial because if L(λ) = [v ⊗ Im H]F
P
Φ (λ) with
[v ⊗ Im H] nonsingular then L(λ) is strictly equivalent to F
P
Φ (λ).
Corollary 3.5. [15, Corollary 2.1] Let L(λ) = [v ⊗ Im H]F
P
Φ (λ) ∈ M1(P ). If [v ⊗
Im H] is nonsingular then L(λ) is a strong linearization for P (λ).
Remark 3.6. Although FPΦ (λ) is a strong block minimal bases pencil associated to P (λ)
this structure is not preserved in general when we multiply on the left by a nonsingular
matrix [v ⊗ Im H]. For example, consider the polynomial matrix P (λ) = Iλ
3 + 2Iλ2 +
Iλ+ S ∈ R[λ]2×2 expressed in the monomial basis, where S =
[
1 0
0 0
]
and I stands for
I2. In this case, the matrix F
P
Φ (λ) is F
P
Φ (λ) =
 λI + 2I I S−I λI 0
0 −I λI
 . Let v = [1 1 0]T
and H =
 0 0I 0
0 I
 and let L(λ) = [v⊗ I H]FPΦ (λ) =
 λI + 2I I SλI + I λI + I S
0 −I λI
 . Notice
that if L(λ) were a strong block minimal bases pencil associated to P (λ), one of these two
different situations would happen in (8):
1. M(λ) = [λI + 2I I S] , K1(λ) =
[
λI + I λI + I S
0 −I λI
]
and K2(λ) empty.
2. M(λ) =
 λI + 2IλI + I
0
 , K2(λ)T =
 I SλI + I S
−I λI
 and K1(λ) empty.
In the first case, the matrix K1(λ) has not full row rank for λ = −1. In the second case,
the matrix K2(λ) has not full row rank for λ = 0. Therefore, L(λ) is not a strong block
minimal bases pencil associated to P (λ). One still may wonder whether or not the pencil
we obtain by permuting the first and third columns of L(λ) would be a strong block
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minimal bases pencil of P (λ), since this pencil has a zero block in the right-lower corner.
Observe that this cannot happen because the polynomial associated to such pencil would
have size 4× 4.
From the fact that FPΦ (λ) is a strong block minimal bases pencil, we can obtain strong
linearizations for rational matrices by applying Theorem 8.11 in [4]. For this purpose, we
prove first the following lemma.
Lemma 3.7. The matrix
U(λ) =
[
MΦ(λ)⊗ Im
eTk ⊗ Im
]
=
[
MΦ(λ)
eTk
]
⊗ Im
is unimodular, and its inverse has the form U(λ)−1 = [Φ̂k(λ) Φk(λ)⊗ Im] with Φ̂k(λ) ∈
F[λ]km×(k−1)m.
Proof. Let us consider the matrix
U˜(λ) =
[
MΦ(λ)
eTk
]
=

−αk−2 (λ− βk−2) −γk−2
−αk−3 (λ− βk−3) −γk−3
. . .
. . .
. . .
−α1 (λ− β1) −γ1
−α0 (λ− β0)
0 · · · 0 1

.
Since U˜(λ) is upper triangular, its determinant is (−αk−2) · · · (−α0), i.e., a constant dif-
ferent from zero. Therefore, U˜(λ) is unimodular. Finally, note that U˜(λ)Φk(λ) = ek ∈ F
k.
Thus Φk(λ) is the last column of U˜(λ)
−1.
Theorem 3.8. Let G(λ) ∈ F(λ)m×m be a rational matrix, let G(λ) = D(λ) + Gsp(λ) be
its unique decomposition into its polynomial part D(λ) ∈ F[λ]m×m and its stricly proper
part Gsp(λ) ∈ F(λ)
m×m, and let Gsp(λ) = C(λIn −A)
−1B be a minimal order state-space
realization of Gsp(λ). Assume that deg(D(λ)) ≥ 2. Write D(λ) in terms of the polynomial
basis {φj(λ)}
∞
j=0 satisfying the three-term recurrence relation (10), as
D(λ) = Dkφk(λ) +Dk−1φk−1(λ) + · · · +D1φ1(λ) +D0φ0(λ) (13)
with Dk 6= 0, and let F
D
Φ (λ) be the matrix pencil defined as in (12). Then, for any
nonsingular matrices X,Y ∈ Fn×n the linear polynomial matrix
L(λ) =
 X(λIn −A)Y 0n×(k−1)m XB−CY
0(k−1)m×n
FDΦ (λ)

is a strong linearization of G(λ).
Proof. Lemmas 3.3 and 3.7 allow us to apply [4, Theorem 8.11], with K1(λ) =MΦ(λ)⊗Im,
K̂1 = e
T
k ⊗ Im, K2(λ)
T empty and K̂T2 = Im.
Then, from combining Lemma 2.7 and Corollary 3.5 we obtain strong linearizations of
a rational matrix from strong linearizations in M1(D) of its polynomial part.
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Theorem 3.9. Under the same assumptions as in Theorem 3.8, let v ∈ Fk, H ∈ Fkm×(k−1)m
with [v⊗Im H] nonsingular and let L(λ) = [v⊗Im H]F
D
Φ (λ) ∈M1(D). Then, the linear
polynomial matrix
L(λ) =
[
X(λIn −A)Y 0n×(k−1)m XB
− (v ⊗ Im)CY L(λ)
]
is a strong linearization of G(λ).
Proof. Set K = [v ⊗ Im H]. If K is nonsingular then, by Lemma 2.7 and Theorem 3.8,
L(λ) =
[
In 0
0 K
] X(λIn −A)Y 0n×(k−1)m XB−CY
0(k−1)m×n
FDΦ (λ)

=
[
X(λIn −A)Y 0n×(k−1)m XB
− (v ⊗ Im)CY L(λ)
]
.
is a strong linearization of G(λ).
The strong linearizations of square rational matrices constructed in Theorem 3.9 will
be called M1-strong linearizations.
4. M2-strong linearizations
In this section we obtain strong linearizations of a square rational matrix from the
transposed version of M1(P ), where P (λ) is the polynomial matrix in (11). Since the
proofs of the results are similar to those in Section 3, they are omitted for brevity. We
define WP = {w
T ⊗ P (λ) : w ∈ Fk}, and we consider the set of pencils
M2(P ) = {L(λ) = λX + Y : X,Y ∈ F
km×km, (Φk(λ)
T ⊗ Im)L(λ) ∈WP }.
A pencil L(λ) ∈ M2(P ), which verifies (Φk(λ)
T ⊗ Im)L(λ) = w
T ⊗ P (λ) for some vector
w ∈ Fk, is said to have left ansatz vector w. Pencils in M2(P ) are characterized in [15,
Theorem 2]. We need the definition of the block-transpose of a km × lm pencil L(λ).
If we express L(λ) as L(λ) =
k∑
i=1
l∑
j=1
eie
T
j ⊗ Lij(λ) for certain m × m pencils Lij(λ),
where ei denotes the ith canonical vector in F
k, and ej the jth canonical vector in F
l,
we call L(λ)B =
k∑
i=1
l∑
j=1
eje
T
i ⊗ Lij(λ) the block-transpose of L(λ). Notice that F
P
Φ (λ)
B =
[mPΦ(λ)
B
MΦ(λ)
T ⊗ Im].
Theorem 4.1. [15, Theorem 2] Let P (λ) ∈ F[λ]m×m be a polynomial matrix with degree
k ≥ 2. Then L(λ) ∈M2(P ) with left ansatz vector w ∈ F
k if and only if
L(λ) = FPΦ (λ)
B
[
wT ⊗ Im
HB
]
for some matrix H ∈ Fkm×(k−1)m partitioned into k × (k − 1) blocks each of size m×m.
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The vector space M2(P ) reduces to the well-known space L2(P ) when {φk(λ)}
∞
k=0 is
the monomial basis, see [26]. Lemma 4.2 is for M2(P ) the counterpart of Lemma 3.3 for
M1(P ) and can be used to proceed with M2(P ) analogously as we did with M1(P ).
Lemma 4.2. FPΦ (λ)
B is a strong block minimal bases pencil with only one block row
associated to P (λ) with sharp degree.
In particular, Lemma 4.2 allows us to apply [4, Theorem 8.11] to the strong lineariza-
tion FDΦ (λ)
B of the polynomial part of a square rational matrix, with K2(λ) =MΦ(λ)⊗Im,
K̂2 = e
T
k ⊗ Im, K1(λ) empty and K̂1 = Im. Thus, we get the following results to obtain
strong linearizations of a square rational matrix G(λ) = D(λ)+Gsp(λ) expressed as in (3)
from strong linearizations in M2(D).
Theorem 4.3. Under the same assumptions as in Theorem 3.8, the linear polynomial
matrix
L(λ) =
 X(λIn −A)Y XB 0n×(k−1)m0(k−1)m×n
−CY
FDΦ (λ)
B

is a strong linearization of G(λ).
Theorem 4.4. Under the same assumptions as in Theorem 3.8, let w ∈ Fk, H ∈
F
km×(k−1)m with
[
wT ⊗ Im
HB
]
nonsingular and let L(λ) = FDΦ (λ)
B
[
wT ⊗ Im
HB
]
∈M2(D).
Then the linear polynomial matrix
L(λ) =
 X(λIn −A)Y XB(wT ⊗ Im)0(k−1)m×n
−CY
L(λ)

is a strong linearization of G(λ).
Proof. We apply Lemma 2.7 by multiplying on the right the matrix L(λ) in Theorem 4.3
by the matrix
[
In 0
0 K
]
with K =
[
wT ⊗ Im
HB
]
nonsingular.
The strong linearizations of rational matrices constructed in Theorem 4.4 will be called
M2-strong linearizations.
5. Recovering eigenvectors from M1- and M2- strong linearizations of rational
matrices
In this section we will recover right and left eigenvectors of a rational matrix. These
eigenvectors will be obtained without essentially computational cost from the right and left
eigenvectors of the strong linearizations that we have constructed in Theorems 3.9 and 4.4.
Previously, and due to the fact that we can see strong linearizations as polynomial system
matrices, in Subsection 5.1 we will see the relation between the eigenvectors of a polynomial
system matrix and the eigenvectors of its transfer function matrix. For the sake of brevity,
in this section the following nomenclature is adopted: “(λ0, x0) is a solution of the REP
G(λ)x = 0” means that λ0 is a finite eigenvalue of G(λ) ∈ F(λ)
p×m and x0 is a right
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eigenvector corresponding to λ0, and “(λ0, x0) is a solution of the REP x
TG(λ) = 0” means
that λ0 is a finite eigenvalue of G(λ) ∈ F(λ)
p×m and x0 is a left eigenvector corresponding
to λ0. An analogous notation is adopted for polynomial eigenvalue problems (PEPs) and
the particular case of linear eigenvalue problems (LEPs).
5.1. Eigenvectors of polynomial system and transfer function matrices
We know from [4, Proposition 3.1] how to recover right eigenvectors of a polynomial
system matrix P (λ) from those of its transfer function G(λ), and conversely. In Proposition
5.1 we state a extended version of [4, Proposition 3.1] that includes a result about the
null-spaces of P (λ) and G(λ) evaluated at the eigenvalue of interest. That is, for a finite
eigenvalue λ0 of a rational matrix G(λ) ∈ F(λ)
p×m we denote by Nr(G(λ0)) the right
null-space over F of G(λ0), i.e., Nr(G(λ0)) = {x ∈ F
m×1
: G(λ0)x = 0}. We state without
proof the analogous result for left eigenvectors and null-spaces in Proposition 5.2.
In what follows, we assume that eigenvectors of the form
[
y
x
]
are partitioned con-
formable to the corresponding polynomial system matrix.
Proposition 5.1. Let G(λ) ∈ F(λ)p×m be a rational matrix and
P (λ) =
[
A(λ) B(λ)
−C(λ) D(λ)
]
∈ F[λ](n+p)×(n+m)
be any polynomial system matrix with G(λ) as transfer function matrix.
a) If
(
λ0,
[
y0
x0
])
is a solution of the PEP P (λ)z = 0 such that detA(λ0) 6= 0, then
(λ0, x0) is a solution of the REP G(λ)x = 0.
b) Moreover, if
{[
y1
x1
]
, . . . ,
[
yt
xt
]}
is a basis of Nr(P (λ0)), with detA(λ0) 6= 0, then
{x1, . . . , xt} is a basis of Nr(G(λ0)).
c) Conversely, if (λ0, x0) is a solution of the REP G(λ)x = 0 such that detA(λ0) 6= 0
and y0 is defined as the unique solution of A(λ0)y0+B(λ0)x0 = 0, then
(
λ0,
[
y0
x0
])
is a solution of the PEP P (λ)z = 0.
d) Moreover, if {x1, . . . , xt} is a basis of Nr(G(λ0)), with detA(λ0) 6= 0, and, for
i = 1, . . . , t, yi is defined as the unique solution of A(λ0)yi + B(λ0)xi = 0, then{[
y1
x1
]
, . . . ,
[
yt
xt
]}
is a basis of Nr(P (λ0)).
Proof. The statements a) and c) are the results in [4, Proposition 3.1] stated here for a
rectangular matrix G(λ). The proofs are exactly the same as in [4] and, therefore, are
omitted. To prove b) and d) we write[
A(λ0) B(λ0)
−C(λ0) D(λ0)
]
=
[
In 0
−C(λ0)A(λ0)
−1 Ip
] [
A(λ0) 0
0 G(λ0)
] [
In A(λ0)
−1B(λ0)
0 Im
]
.
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Since detA(λ0) 6= 0, rank(P (λ0)) = n+ rank(G(λ0)). Therefore
dim Nr(P (λ0)) = dim Nr(G(λ0)). (14)
Then b) and d) are obtained by using a) and c), respectively, taking (14) and the linear
independence of the considered sets into account, and observing that P (λ0)
[
y0
x0
]
= 0 if
and only if y0 = −A(λ0)
−1B(λ0)x0 and G(λ0)x0 = 0.
Proposition 5.2 is an analogous result to Proposition 5.1 for left eigenvectors and left
null-spaces as we announced, and it can be proved in a similar way. The left null-space of
G(λ0) ∈ F
p×m
is denoted and defined as Nℓ(G(λ0)) = {x ∈ F
p×1
: xTG(λ0) = 0}.
Proposition 5.2. Let G(λ) ∈ F(λ)p×m be a rational matrix and
P (λ) =
[
A(λ) B(λ)
−C(λ) D(λ)
]
∈ F[λ](n+p)×(n+m)
be any polynomial system matrix with G(λ) as transfer function matrix.
a) If
(
λ0,
[
y0
x0
])
is a solution of the PEP zTP (λ) = 0 such that detA(λ0) 6= 0, then
(λ0, x0) is a solution of the REP x
TG(λ) = 0.
b) Moreover, if
{[
y1
x1
]
, . . . ,
[
yq
xq
]}
is a basis of Nℓ(P (λ0)), with detA(λ0) 6= 0, then
{x1, . . . , xq} is a basis of Nℓ(G(λ0)).
c) Conversely, if (λ0, x0) is a solution of the REP x
TG(λ) = 0 such that detA(λ0) 6= 0,
and y0 is defined as the unique solution of y
T
0 A(λ0)−x
T
0C(λ0) = 0, then
(
λ0,
[
y0
x0
])
is a solution of the PEP zTP (λ) = 0.
d) Moreover, if {x1, . . . , xq} is a basis of Nℓ(G(λ0)), with detA(λ0) 6= 0, and, for
i = 1, . . . , q, yi is defined as the unique solution of y
T
i A(λ0) − x
T
i C(λ0) = 0, then{[
y1
x1
]
, . . . ,
[
yq
xq
]}
is a basis of Nℓ(P (λ0)).
Remark 5.3. If G(λ) is singular, then for any λ0 ∈ F that is not a pole of G(λ), including
those λ0 that are not eigenvalues of G(λ), Nr(G(λ0)) 6= {0} or Nℓ(G(λ0)) 6= {0}. The
reader can check easily that Propositions 5.1 and 5.2 remain valid for any λ0 ∈ F that is
not a pole of G(λ) in the case G(λ) is singular.
5.2. Eigenvectors from M1-strong linearizations
We consider in this subsection the linearizations that we have constructed in Theorem
3.9, which we calledM1-strong linearizations. We will recover the eigenvectors of a rational
matrix G(λ) from those of its M1-strong linearizations, and conversely. Lemma 5.4 will
be used for this purpose.
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Lemma 5.4. Let G(λ) ∈ F(λ)m×m be a rational matrix with polynomial part of degree
k ≥ 2, let
L(λ) =
[
X(λIn −A)Y 0n×(k−1)m XB
− (v ⊗ Im)CY L(λ)
]
be an M1-strong linearization of G(λ), and let Ĝ(λ) be the transfer function of L(λ). Then
Ĝ(λ)(Φk(λ)⊗ Im) = v ⊗G(λ). (15)
Proof. We consider the transfer function of the matrix L(λ),
Ĝ(λ) = L(λ) +
[
0km×(k−1)m (v ⊗ Im)C(λIn −A)
−1B
]
.
Let D(λ) be the polynomial part of G(λ). Since L(λ) belongs to M1(D), L(λ)(Φk(λ) ⊗
Im) = v ⊗D(λ) = (v ⊗ Im)D(λ). Therefore, we obtain
Ĝ(λ)(Φk(λ)⊗ Im) = (L(λ) +
[
0km×(k−1)m (v ⊗ Im)C(λIn −A)
−1B
]
)(Φk(λ)⊗ Im)
= (v ⊗ Im)D(λ) + (v ⊗ Im)C(λIn −A)
−1B
= (v ⊗ Im)G(λ).
Remark 5.5. Since L(λ) is a strong linearization of the rational matrix G(λ) we have,
by Definition 2.3, that there are unimodular matrices U(λ), V (λ) ∈ F[λ]km×km such that
U(λ)Ĝ(λ)V (λ) = diag(G(λ), I(k−1)m). (16)
Thus, if we consider a finite eigenvalue λ0 of G(λ) then it is also of the transfer function
Ĝ(λ) and
dim Nr(G(λ0)) = dim Nr(Ĝ(λ0)). (17)
By [4, Theorem 6.11], det(λ0In −A) 6= 0. Thus, by Proposition 5.1,
dim Nr(Ĝ(λ0)) = dim Nr(L(λ0)). (18)
By (16) and Proposition 5.2, we have the same equalities for the dimensions of the left
null-spaces, i.e.,
dim Nℓ(G(λ0)) = dim Nℓ(Ĝ(λ0)) and dim Nℓ(Ĝ(λ0)) = dim Nℓ(L(λ0)). (19)
Moreover, notice that since G(λ) is square, dimNr(G(λ0)) = dimNℓ(G(λ0)).
A consequence of Lemma 5.4 is that we can recover very easily right eigenvectors of a
rational matrix G(λ) from the eigenvectors of the transfer function Ĝ(λ) of any M1-strong
linearization of G(λ). We state that in Theorem 5.6, and we emphasize that this result
is in the spirit of the one presented in [15, Proposition 3.1] for polynomial matrices P (λ)
and their strong linearizations in M1(P ).
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Theorem 5.6. Let G(λ) ∈ F(λ)m×m be a rational matrix with polynomial part of degree
k ≥ 2, and let Ĝ(λ) be the transfer function of the M1-strong linearization
L(λ) =
[
X(λIn −A)Y 0n×(k−1)m XB
− (v ⊗ Im)CY L(λ)
]
of G(λ). Let λ0 be a finite eigenvalue of G(λ). Then, u ∈ Nr(G(λ0)) if and only if Φk(λ0)⊗
u ∈ Nr(Ĝ(λ0)). Moreover, {u1, . . . , ut} is a basis of Nr(G(λ0)) if and only if {Φk(λ0) ⊗
u1, . . . ,Φk(λ0)⊗ ut} is a basis of Nr(Ĝ(λ0)).
Proof. By Lemma 5.4, Ĝ(λ0)(Φk(λ0) ⊗ Im) = v ⊗ G(λ0). Thus, it is easy to see that
u ∈ Nr(G(λ0)) if and only if Φk(λ0) ⊗ u ∈ Nr(Ĝ(λ0)). Consider {u1, . . . , ut} a basis of
Nr(G(λ0)). Therefore, as dim Nr(G(λ0)) = dim Nr(Ĝ(λ0)), an immediate linear indepen-
dence argument proves that {Φk(λ0) ⊗ u1, . . . ,Φk(λ0) ⊗ ut} is a basis of Nr(Ĝ(λ0)), and
conversely.
In addition, by using Proposition 5.1, we can recover the right eigenvectors of the
transfer function Ĝ(λ) from the right eigenvectors of the linearization L(λ), and conversely.
In particular, if
(
λ0,
[
y0
x0
])
is a solution of the polynomial eigenvalue problem L(λ)z = 0
such that det(λ0In−A) 6= 0, then (λ0, x0) is a solution of the rational eigenvalue problem
Ĝ(λ)x = 0.
In what follows, if we have a vector
[
y
x
]
, with y ∈ F
n×1
and x ∈ F
km×1
, we will consider
the vector x partitioned as x =
[
x(1) x(2) · · · x(k)
]T
with x(j) ∈ F
m×1
for j = 1, . . . , k.
Recall also in Theorem 5.7 that, as we have explained in Remark 5.5, if λ0 ∈ F is a finite
eigenvalue of G(λ) then det(λ0In −A) 6= 0. However, if λ0 is an eigenvalue of L(λ), then,
according to [4, Theorem 6.11], λ0 might be a zero of G(λ) that is simultaneously a pole
and, therefore, det(λ0In −A) = 0, and λ0 is not an eigenvalue of G(λ). This is the reason
why the condition det(λ0In −A) 6= 0 is assumed in parts a) and b) of Theorem 5.7.
Theorem 5.7. (Recovery of right eigenvectors from M1-strong linearizations)
Let G(λ) ∈ F(λ)m×m be a rational matrix with polynomial part of degree k ≥ 2, and let
L(λ) =
[
X(λIn −A)Y 0n×(k−1)m XB
− (v ⊗ Im)CY L(λ)
]
be an M1-strong linearization of G(λ).
a) If
(
λ0,
[
y0
x0
])
is a solution of the LEP L(λ)z = 0 such that det(λ0In−A) 6= 0, then
(λ0, x
(k)
0 ) is a solution of the REP G(λ)x = 0.
b) Moreover, if
{[
y1
x1
]
, . . . ,
[
yt
xt
]}
is a basis of Nr(L(λ0)), with det(λ0In−A) 6= 0, then
{x
(k)
1 , . . . , x
(k)
t } is a basis of Nr(G(λ0)).
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c) Conversely, if (λ0, u0) is a solution of the REP G(λ)x = 0, x0 = Φk(λ0)⊗u0 and y0
is defined as the unique solution of (λ0In −A)Y y0 +Bu0 = 0, then
(
λ0,
[
y0
x0
])
is a
solution of the LEP L(λ)z = 0.
d) Moreover, if {u1, . . . , ut} is a basis of Nr(G(λ0)) and, for i = 1, . . . , t, xi = Φk(λ0)⊗
ui and yi is defined as the unique solution of (λ0In − A)Y yi + Bui = 0, then{[
y1
x1
]
, . . . ,
[
yt
xt
]}
is a basis of Nr(L(λ0)).
Proof. By Proposition 5.1, if
(
λ0,
[
y0
x0
])
is a solution of the LEP L(λ)z = 0 such that
det(λ0In − A) 6= 0, then (λ0, x0) is a solution of the REP Ĝ(λ)x = 0, where Ĝ(λ) is
the transfer function matrix of L(λ). By Theorem 5.6, x0 has the form x0 = Φk(λ0) ⊗ u
for some u ∈ Nr(G(λ0)). Since φ0(λ) = 1 we have that u = x
(k)
0 , which proves a). The
converse c) is proved analogously. The implications b) and d) are consequences of (17),
(18), basic arguments of linear independence, and the fact that L(λ0)
[
y0
x0
]
= 0 if and only
if (λ0In −A)Y y0 +XBx
(k)
0 = 0 and Ĝ(λ0)x0 = 0.
Next, we pay attention to the recovery of left eigenvectors.
Theorem 5.8. (Recovery of left eigenvectors from M1-strong linearizations)
Let G(λ) ∈ F(λ)m×m be a rational matrix with polynomial part of degree k ≥ 2, let
L(λ) =
[
X(λIn −A)Y 0n×(k−1)m XB
− (v ⊗ Im)CY L(λ)
]
be an M1-strong linearization of G(λ), and let Ĝ(λ) be the transfer function of L(λ).
a) If
(
λ0,
[
y0
x0
])
is a solution of the LEP zTL(λ) = 0 such that det(λ0In − A) 6= 0,
then (λ0, (v
T ⊗ Im)x0) is a solution of the REP x
TG(λ) = 0.
b) Moreover, if
{[
y1
x1
]
, . . . ,
[
yt
xt
]}
is a basis of Nℓ(L(λ0)), with det(λ0In−A) 6= 0, then
{(vT ⊗ Im)x1, . . . , (v
T ⊗ Im)xt} is a basis of Nℓ(G(λ0)).
c) Conversely, if (λ0, u0) is a solution of the REP x
TG(λ) = 0, then there exists x0 ∈
Nℓ(Ĝ(λ0)) such that u0 = (v
T ⊗ Im)x0 and if y0 is defined as the unique solution of
yT0 X(λ0In −A)− u
T
0 C = 0, then
(
λ0,
[
y0
x0
])
is a solution of the LEP zTL(λ) = 0.
d) Moreover, if {u1, . . . , ut} is a basis of Nℓ(G(λ0)) then, for i = 1, . . . , t, there exists
xi ∈ Nℓ(Ĝ(λ0)) such that ui = (v
T ⊗ Im)xi and if yi is defined as the unique solution
of yTi X(λ0In −A)− u
T
i C = 0, then
{[
y1
x1
]
, . . . ,
[
yt
xt
]}
is a basis of Nℓ(L(λ0)).
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Proof. We consider the transfer function of L(λ), Ĝ(λ) = L(λ) + [0km×(k−1)m (v ⊗
Im)C(λIn − A)
−1B]. If
(
λ0,
[
y0
x0
])
is a solution of the LEP zTL(λ) = 0 such that
det(λ0In −A) 6= 0, by using Proposition 5.2 a) applied to L(λ), we get
xT0 Ĝ(λ0) = x
T
0 L(λ0) + [01×(k−1)m x
T
0 (v ⊗ Im)C(λ0In −A)
−1B] = 0, (20)
where x0 6= 0 since (λ0, x0) is a solution of the REP x
T Ĝ(λ) = 0 3. In addition, by Lemma
5.4, xT0 Ĝ(λ0)(Φk(λ0) ⊗ Im) = x
T
0 (v ⊗ Im)G(λ0). Therefore x
T
0 (v ⊗ Im)G(λ0) = 0. To see
that (vT ⊗ Im)x0 is a left eigenvector of G(λ0), we only need to prove that x
T
0 (v⊗ Im) 6= 0.
Let us suppose that xT0 (v ⊗ Im) = 0, and let us get a contradiction. In this case x
T
0 (v ⊗
Im)C(λ0In−A)
−1B = 0 and, therefore, xT0 L(λ0) = x
T
0 [v⊗Im H]F
D
Φ (λ0) = 0 by (20). We
call wT = xT0 [v ⊗ Im H] and we consider w partitioned as w = (wi)
k
i=1 with wi ∈ F
m×1
.
We have that wT1 = x
T
0 (v⊗Im) = 0. Therefore [0 w
T
2 · · · w
T
k ]F
D
Φ (λ0) = 0. This implies
−αk−2w
T
2 = 0 and thus w2 = 0, since αk−2 6= 0. Therefore [0 0 w
T
3 · · · w
T
k ]F
D
Φ (λ0) =
0 and w3 = 0. Proceeding in this way it is easy to prove that wi = 0 for i = 2, · · · , k. Thus
xT0 [v⊗ Im H] = 0 which is a contradiction because [v⊗ Im H] is assumed to be regular
and x0 6= 0. This proves a).
The implication b) is proved as follows. From part a), the vectors (vT⊗Im)x1, . . . , (v
T⊗
Im)xt belong to Nℓ(G(λ0)). Therefore, as a consequence of (19), if we prove that {(v
T ⊗
Im)x1, . . . , (v
T ⊗ Im)xt} is linearly independent, then b) is proved. For this purpose, let
α1, . . . , αt ∈ F be arbitrary scalars such that at least one is different from zero. Thus 0 6=[
α1y1 + · · ·+ αtyt
α1x1 + · · ·+ αtxt
]
∈ Nℓ(L(λ0)), and, from part a), x = (v
T ⊗ Im)(α1x1+ · · ·+αtxt) 6= 0
and x ∈ Nℓ(G(λ0)).
For proving c), we prove first that there exists a basis of Nℓ(G(λ0)) of the form {(v
T ⊗
Im)x1, . . . , (v
T ⊗ Im)xt}, where {x1, . . . , xt} is a basis of Nℓ(Ĝ(λ0)). To this purpose, let{[
y1
x1
]
, . . . ,
[
yt
xt
]}
be a basis ofNℓ(L(λ0)). Then, Proposition 5.2 b) applied to L(λ) implies
that {x1, . . . , xt} is a basis of Nℓ(Ĝ(λ0)) and Theorem 5.8 b) that {(v
T ⊗ Im)x1, . . . , (v
T ⊗
Im)xt} is a basis ofNℓ(G(λ0)). Then, if (λ0, u0) is a solution of the REP x
TG(λ) = 0, u0 can
be written as u0 = (v
T⊗Im)
t∑
i=1
aixi with ai ∈ F, and we define x0 =
t∑
i=1
aixi ∈ Nℓ(Ĝ(λ0)).
Finally, Proposition 5.2 c) applied to the solution (λ0, x0) of the REP x
T Ĝ(λ) = 0 and
to L(λ), and the fact that det(λ0In − A) 6= 0 imply that if y0 is the unique solution of
yT0 X(λ0In − A) − x
T
0 (v ⊗ Im)C = 0, which is equivalent to y
T
0 X(λ0In − A) − u
T
0 C = 0,
then
(
λ0,
[
y0
x0
])
is a solution of the LEP zTL(λ) = 0.
Finally, the proof of d) proceeds as follows. From part c), we obtain that the vec-
tors x1, . . . , xt satisfying ui = (v
T ⊗ Im)xi exist, and that the vectors
[
y1
x1
]
, . . . ,
[
yt
xt
]
belong to Nℓ(L(λ0)). Therefore, taking into account (19), it only remains to prove that
3With the notation of Proposition 5.2, it is easy to see that [yT0 x
T
0 ]P (λ0) = 0 if and only if y
T
0 A(λ0)−
xT0 C(λ0) = 0 and x
T
0G(λ0) = 0. Thus, x0 = 0 and detA(λ0) 6= 0 imply y0 = 0. Therefore, any left
eigenvector of P (λ) corresponding to the finite eigenvalue λ0 must have x0 6= 0.
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[
y1
x1
]
, . . . ,
[
yt
xt
]
are linearly independent. This is easily proved by contradiction:
If
{[
y1
x1
]
, . . . ,
[
yt
xt
]}
is linearly dependent, then {x1, . . . , xt} is linearly dependent, and
{u1, . . . , ut} is linearly dependent, which is a contradiction since {u1, . . . , ut} is a basis.
Remark 5.9. Analogously to Remark 5.3, if G(λ) ∈ F(λ)m×m is singular, then the results
on null-spaces proved so far in Section 5.2 are valid for any λ0 ∈ F that satisfies det(λ0In−
A) 6= 0.
Finally, we study the recovery of the eigenvectors corresponding to the infinite eigen-
value from M1-strong linearizations.
Theorem 5.10. (Recovery of eigenvectors associated to infinity from M1-strong
linearizations) Let G(λ) ∈ F(λ)m×m be a rational matrix with polynomial part of degree
k ≥ 2, let
L(λ) =
[
X(λIn −A)Y 0n×(k−1)m XB
− (v ⊗ Im)CY L(λ)
]
be an M1-strong linearization of G(λ), and let Dk be the leading matrix coefficient of the
polynomial part of G(λ) as in (13). Then the following statements hold:
a) Nr(revG(0)) = Nr(Dk) and x0 ∈ Nr(Dk) if and only if
[
0
e1 ⊗ x0
]
∈ Nr(revL(0)).
Moreover, {x1, . . . , xq} is a basis of Nr(revG(0)) if and only if
{[
0
e1 ⊗ x1
]
, . . . ,[
0
e1 ⊗ xq
]}
is a basis of Nr(revL(0)).
b) Nℓ(revG(0)) = Nℓ(Dk) and
[
0
x0
]
∈ Nℓ(revL(0)) if and only if (v
T ⊗ Im)x0 ∈
Nℓ(Dk). Moreover,
{[
0
x1
]
, . . . ,
[
0
xq
]}
is a basis of Nℓ(revL(0)) if and only if{
(vT ⊗ Im)x1, . . . , (v
T ⊗ Im)xq
}
is a basis of Nℓ(revG(0)).
Proof. Notice that from (12),
FDΦ (λ) = λ
[
α−1k−1Dk 0
0 I(k−1)m
]
+ FDΦ (0).
We consider
L(λ) = [v ⊗ Im H]F
D
Φ (λ) = [α
−1
k−1(v ⊗Dk) H]λ+ L(0) =: L1λ+ L0
and let Ĝ(λ) be the transfer function matrix of L(λ).We have that revL(0) =
[
XY 0
0 L1
]
and rev Ĝ(0) = revL(0) = L1. Moreover, revG(0) = α
−1
0 α
−1
1 · · ·α
−1
k−1Dk, that is, the
coefficient of λk in D(λ). Therefore, Nr(revG(0)) = Nr(Dk), Nℓ(revG(0)) = Nℓ(Dk)
and ∞ is an eigenvalue of G(λ) if and only if Dk is singular. In addition, every right
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(respectively left) eigenvector w of revL(0) has the form w =
[
0
x0
]
for some x0 ∈ Nr(L1)
(respectively x0 ∈ Nℓ(L1)). By Lemma 5.4, we have
λĜ
(
1
λ
)(
λk−1Φk
(
1
λ
)
⊗ Im
)
= v ⊗ λkG
(
1
λ
)
.
Therefore,
rev Ĝ(0)(rev Φk(0)⊗ Im) = (v ⊗ Im) revG(0).
Since revΦk(0) = α
−1
0 α
−1
1 · · ·α
−1
k−2e1, we obtain
α−10 α
−1
1 · · ·α
−1
k−2 rev Ĝ(0)(e1 ⊗ Im) = (v ⊗ Im) revG(0).
In addition, by (7), there exist unimodular matrices W1(λ) and W2(λ) such that
W1(0) diag
(
revG(0), I(k−1)m
)
W2(0) = rev Ĝ(0),
which implies that dimNr(revG(0)) = dimNr(rev Ĝ(0)) and dimNℓ(revG(0)) = dim
Nℓ(rev Ĝ(0)). Finally a) and b) follow from the results above by using similar arguments
to the ones we used in the recovery of eigenvectors associated to finite eigenvalues.
5.3. Eigenvectors from M2-strong linearizations
If we proceed analogously as we did with M1-strong linearizations, and we use Lemma
5.11, then we get Theorems 5.12, 5.13 and 5.15 to recover right and left eigenvectors of a
rational matrix from those of its M2-strong linearizations. The proofs are essentially the
same as those in Section 5.2 by interchanging the roles of left and right eigenvectors, and
they are omitted for brevity.
Lemma 5.11. Let G(λ) ∈ F(λ)m×m be a rational matrix with polynomial part of degree
k ≥ 2, let
L(λ) =
 X(λIn −A)Y XB(wT ⊗ Im)0(k−1)m×n
−CY
L(λ)

be an M2-strong linearization of G(λ), and let Ĝ(λ) be the transfer function of L(λ). Then
(Φk(λ)
T ⊗ Im)Ĝ(λ) = w
T ⊗G(λ). (21)
Theorem 5.12. (Recovery of right eigenvectors from M2-strong linearizations)
Let G(λ) ∈ F(λ)m×m be a rational matrix with polynomial part of degree k ≥ 2, let
L(λ) =
 X(λIn −A)Y XB(wT ⊗ Im)0(k−1)m×n
−CY
L(λ)

be an M2-strong linearization of G(λ), and let Ĝ(λ) be the transfer function of L(λ).
a) If
(
λ0,
[
y0
x0
])
is a solution of the LEP L(λ)z = 0 such that det(λ0In−A) 6= 0 then,
(λ0, (w
T ⊗ Im)x0) is a solution of the REP G(λ)x = 0.
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b) Moreover, if
{[
y1
x1
]
, . . . ,
[
yt
xt
]}
is a basis of Nr(L(λ0)), with det(λ0In−A) 6= 0, then
{(wT ⊗ Im)x1, . . . , (w
T ⊗ Im)xt} is a basis of Nr(G(λ0)).
c) Conversely, if (λ0, u0) is a solution of the REP G(λ)x = 0, then there exists x0 ∈
Nr(Ĝ(λ0)) such that u0 = (w
T ⊗ Im)x0 and if y0 is defined as the unique solution of
(λ0In −A)Y y0 +Bu0 = 0, then
(
λ0,
[
y0
x0
])
is a solution of the LEP L(λ)z = 0.
d) Moreover, if {u1, . . . , ut} is a basis of Nr(G(λ0)) then, for i = 1, . . . , t, there exists
xi ∈ Nr(Ĝ(λ0)) such that ui = (w
T ⊗Im)xi and if yi is defined as the unique solution
of (λ0In −A)Y yi +Bui = 0, then
{[
y1
x1
]
, . . . ,
[
yt
xt
]}
is a basis of Nr(L(λ0)).
Theorem 5.13. (Recovery of left eigenvectors from M2-strong linearizations)
Let G(λ) ∈ F(λ)m×m be a rational matrix with polynomial part of degree k ≥ 2, and let
L(λ) =
 X(λIn −A)Y XB(wT ⊗ Im)0(k−1)m×n
−CY
L(λ)

be an M2-strong linearization of G(λ).
a) If
(
λ0,
[
y0
x0
])
is a solution of the LEP zTL(λ) = 0 such that det(λ0In − A) 6= 0,
then (λ0, x
(k)
0 ) is a solution of the REP x
TG(λ) = 0.
b) Moreover, if
{[
y1
x1
]
, . . . ,
[
yt
xt
]}
is a basis of Nℓ(L(λ0)), with det(λ0In−A) 6= 0, then
{x
(k)
1 , . . . , x
(k)
t } is a basis of Nℓ(G(λ0)).
c) Conversely, if (λ0, u0) is a solution of the REP x
TG(λ) = 0, x0 = Φk(λ0)⊗ u0 and
y0 is defined as the unique solution of y
T
0 X(λ0In −A)− u
T
0 C = 0, then
(
λ0,
[
y0
x0
])
is a solution of the LEP zTL(λ) = 0.
d) Moreover, if {u1, . . . , ut} is a basis of Nℓ(G(λ0)) and, for i = 1, . . . , t, xi = Φk(λ0)⊗
ui and yi is defined as the unique solution of y
T
i X(λ0In − A) − u
T
i C = 0, then{[
y1
x1
]
, . . . ,
[
yt
xt
]}
is a basis of Nℓ(L(λ0)).
Remark 5.14. Analogously to Remarks 5.3 and 5.9, if G(λ) ∈ F(λ)m×m is singular,
then the results on null-spaces in Theorems 5.12 and 5.13 hold for any λ0 ∈ F such that
det(λ0In −A) 6= 0.
Theorem 5.15. (Recovery of eigenvectors associated to infinity from M2-strong
linearizations) Let G(λ) ∈ F(λ)m×m be a rational matrix with polynomial part of degree
k ≥ 2, let
L(λ) =
 X(λIn −A)Y XB(wT ⊗ Im)0(k−1)m×n
−CY
L(λ)

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be an M2-strong linearization of G(λ), and let Dk be the leading matrix coefficient of the
polynomial part of G(λ) as in (13). Then the following statements hold:
a) Nr(revG(0)) = Nr(Dk) and
[
0
x0
]
∈ Nr(revL(0)) if and only if (w
T ⊗ Im)x0 ∈
Nr(Dk). Moreover,
{[
0
x1
]
, . . . ,
[
0
xq
]}
is a basis of Nr(revL(0)) if and only if{
(wT ⊗ Im)x1, . . . , (w
T ⊗ Im)xq
}
is a basis of Nr(revG(0)).
b) Nℓ(revG(0)) = Nℓ(Dk) and x0 ∈ Nℓ(Dk) if and only if
[
0
e1 ⊗ x0
]
∈ Nℓ(revL(0)).
Moreover, {x1, . . . , xq} is a basis of Nℓ(revG(0)) if and only if
{[
0
e1 ⊗ x1
]
, . . . ,[
0
e1 ⊗ xq
]}
is a basis of Nℓ(revL(0)).
6. Symmetric realizations of symmetric rational matrices
In this section and in the next one our aim is to obtain a strong linearization of
a symmetric rational matrix G(λ) ∈ F(λ)m×m, i.e., G(λ)T = G(λ), that preserves its
symmetric structure. We write G(λ) as
G(λ) = D(λ) +Gsp(λ) (22)
with D(λ) its polynomial part and Gsp(λ) its strictly proper part. Since (22) is a unique
decomposition we obtain the following result just by taking transposes.
Proposition 6.1. Let G(λ) ∈ F(λ)m×m be a symmetric rational matrix. Then the matri-
ces D(λ) and Gsp(λ) in (22) are also symmetric.
Proposition 6.5 is the main result in this section and shows that any symmetric strictly
proper rational matrix admits a state-space realization that reveals transparently the
symmetry. In order to state concisely Proposition 6.5, we will use the following definition.
Definition 6.2. Let Gsp(λ) ∈ F(λ)
m×m be a symmetric strictly proper rational matrix
and let n = ν(Gsp(λ)) be the least order of Gsp(λ). A symmetric minimal state-space
realization of Gsp(λ) is an expression of the form
Gsp(λ) =W (S1λ− S2)
−1W T
where S1, S2 ∈ F
n×n are symmetric matrices with S1 nonsingular and W ∈ F
m×n.
We remark that the realization described in Definition 6.2 is equivalent to [5, Definition
4.4] for a minimal state-space realization. However, in Definition 6.2 we express strictly
proper matrices in a form more convenient for the goals of this paper. In particular, we
will see in Section 7 that by combining a symmetric minimal state-space realization of
the matrix Gsp(λ) in (22) and a symmetric strong block minimal bases pencil associated
to D(λ), we can construct symmetric strong linearizations of G(λ). The next technical
lemma is used in the proof of Proposition 6.5.
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Lemma 6.3. Let Gsp(λ) ∈ F(λ)
m×m be a symmetric strictly proper rational matrix and let
Gsp(λ) = C(λIn−A)
−1B be a minimal state-space realization of Gsp(λ). Then there exists
a unique nonsingular and symmetric matrix S ∈ Fn×n such that AT = S−1AS and CT =
S−1B.
Proof. As Gsp(λ) is symmetric, Gsp(λ) = B
T (λIn − A
T )−1CT is also a minimal state-
space realization of Gsp(λ) since both have the same minimal order n. Therefore, by [19,
Proposition 3.3.2], the realizations (A,B,C) and (AT , CT , BT ) are similar and there exists
a unique nonsingular matrix S ∈ Fn×n such that
AT = S−1AS, CT = S−1B, BT = CS. (23)
The fact that (A,B,C) is a minimal realization of Gsp(λ) is equivalent to that (A,B) and
(A,C) are controllable and observable, respectively (see [29, Chapter 3]). That means
that the controllability matrix of (A,B) and the observability matrix of (A,C), i.e.,
C(A,B) = [B AB A2B · · · An−1B] and O(A,C) =

C
CA
CA2
...
CAn−1
 ,
have both rank n. From the equalities in (23) it is easy to see that S−1C(A,B) = O(A,C)T ,
and S−TC(A,B) = O(A,C)T . As C(A,B) has full row rank, we deduce that S = ST .
Remark 6.4. Notice that the system similarity matrix S between the realizations in
Lemma 6.3 is given by S = O(A,C)+C(A,B)T = C(A,B)(O(A,C)T )† where + denotes
any left inverse and † denotes any right inverse. Notice also that these left and right
inverses exist because (A,B,C) is a minimal realization of Gsp(λ) and that they can
be taken to be the Moore–Penrose inverse. Thus S can be efficiently computed when
F = R,C.
Proposition 6.5. Any symmetric strictly proper rational matrix has a symmetric minimal
state-space realization.
Proof. As said in Section 2, any strictly proper rational matrix Gsp(λ) admits a minimal
state-space realization, that is, Gsp(λ) = C(λIn−A)
−1B [29]. By Lemma 6.3, there exists
a unique nonsingular and symmetric matrix S such that Gsp(λ) = C(λIn − A)
−1SCT =
C(λS−1 − S−1A)−1CT , and S−1A is symmetric.
Remark 6.6. We can construct a symmetric minimal state-space realization of a sym-
metric strictly proper rational matrix Gsp(λ) ∈ F(λ)
m×m without previously considering
a non-symmetric minimal state-space realization of Gsp(λ), in contrast to what we have
done in the proof of Proposition 6.5. For this purpose we require F not to be a field
of characteristic 2. Let Gsp(λ) = G1λ
−1 + G2λ
−2 + · · · be the Laurent series of Gsp(λ),
which converges for |λ| large enough. Let n = ν(Gsp(λ)) be the least order of Gsp(λ). We
consider the block Hankel matrix
Hn =

G1 G2 · · · Gn
G2 G3 · · · Gn+1
...
...
. . .
...
Gn Gn+1 · · · G2n−1
 (24)
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and follow in a symmetric way the three steps of the algorithm in [19, Section 3.4] to
get a symmetric minimal state-space realization from the Hankel matrix. Notice that the
Hankel matrix is symmetric since Gsp(λ) is symmetric, which implies Gi = G
T
i for all
i ≥ 1, and rank(Hn) = n by [19, Proposition 3.3.2]. Therefore we can write
Hn = X
[
K 0
0 0
]
XT = X
[
K
0
]
[In 0]X
T
with X nonsingular and K ∈ Fn×n diagonal (see [25, Theorem 34.1]). Let us denote
Γ = X
[
K
0
]
and Λ = [In 0]X
T .
We have that Hn = ΓΛ.We writeX =
[
X1 X2
]
, whereX1 = [Xi1]
n
i=1 withXi1 ∈ F
m×n
for i = 1, . . . , n. Thus
Γ =
 X11K...
Xn1K
 and Λ = [XT11 · · · XTn1].
We define
R =

G2 G3 · · · Gn+1
G3 G4 · · · Gn+2
...
...
. . .
...
Gn+1 Gn+2 · · · G2n

and we set C = X11K, B = X
T
11 and A = Γ
+RΛ+, with Γ+ = [K−1 0]X−1 and Λ+ =
X−T
[
In
0
]
. Thus A = [K−1 0]X−1RX−T
[
In
0
]
and, by [19, Theorem 3.4.1], (A,B,C)
is a minimal realization for Gsp(λ). Therefore
Gsp(λ) = X11K
(
λIn − [K
−1 0]X−1RX−T
[
In
0
])−1
XT11
= X11
(
λK−1 − [K−1 0]X−1RX−T
[
K−1
0
])−1
XT11.
Finally we set W = X11, S1 = K
−1 and S2 = [K
−1 0]X−1RX−T
[
K−1
0
]
, and we
obtain a symmetric minimal state-space realization of Gsp(λ).
In the particular, but very important in applications, case in which Gsp(λ) ∈ R(λ)
m×m,
the Hankel matrix Hn is a symmetric real matrix and, therefore, we can write
Hn = P
[
K 0
0 0
]
P T
with P orthogonal, i.e., P−1 = P T , andK a diagonal matrix that has the eigenvalues of Hn
at the diagonal elements. In this case, let P =
[
P1 P2
]
, where P1 = [Pi1]
n
i=1 with Pi1 ∈
F
m×n for i = 1, . . . , n. Then we obtain Gsp(λ) = P11(λK
−1−K−1P T1 RP1K
−1)−1P T11. That
is, Gsp(λ) has a symmetric minimal state-space realization Gsp(λ) = W (λS1 − S2)
−1W T
where W = P11, S1 = K
−1 and S2 = K
−1P T1 RP1K
−1.
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From Proposition 6.5 and Remark 6.6 we know how to write the strictly proper part
Gsp(λ) of a symmetric rational matrix G(λ) as a symmetric minimal state-space realiza-
tion with or without having in advance a particular non-symmetric minimal state-space
realization of Gsp(λ). Moreover, it is worth to emphasize that in many applications of
symmetric REPs, this can be done very easily from the data of the model without any
computational cost (see [4, Section 8.3] or [30, Section 4]).
7. Symmetric strong linearizations for symmetric rational matrices
In this section symmetric strong linearizations for symmetric rational matrices will
be constructed. We start with Example 7.1 in which we construct a symmetric strong
linearization of a symmetric rational matrix when the polynomial part has odd degree.
We will use Proposition 6.5 and a particular symmetric strong block minimal bases pencil
associated to its polynomial part with sharp degree. After that, we present symmetric
strong linearizations for symmetric rational matrices in which the polynomial part may
have even or odd degree but the leading coefficient must be nonsingular. In order to get
these results, we need to study symmetric strong linearizations in the polynomial case.
Example 7.1. Let G(λ) = D(λ) + Gsp(λ) ∈ F(λ)
m×m be a symmetric rational matrix.
Consider the polynomial part D(λ) written in terms of the monomial basis D(λ) = Dkλ
k+
Dk−1λ
k−1 + · · ·+D0 ∈ F[λ]
m×m, with k > 1 and Dk 6= 0, and the matrices
Lp(λ) =

−1 λ
−1 λ
. . .
. . .
−1 λ
 ∈ F[λ]p×(p+1), (25)
and
Λp(λ)
T =
[
λp · · · λ 1
]
∈ F[λ]1×(p+1). (26)
A block Kronecker linearization of D(λ) is a pencil
L(λ) =
[
M(λ) Lη(λ)
T ⊗ Im
Lε(λ)⊗ Im 0
] }
(η+1)m
} εm
︸ ︷︷ ︸
(ε+1)m
︸ ︷︷ ︸
ηm
(27)
such that D(λ) = (Λη(λ)
T ⊗ Im)M(λ) (Λε(λ)⊗ Im) (see [13, Definition 4.1]). Recall that
block Kronecker linearizations are particular cases of strong block minimal bases pencils
[13]. If the polynomial part D(λ) has odd degree k = 2q+1 we can consider the symmetric
block Kronecker linearization in which
M(λ) =

D2q+1λ+D2q
D2q−1λ+D2q−2
. . .
D1λ+D0

and ε = η = q. Proposition 6.5 allows us to write Gsp(λ) = W (λS1 − S2)
−1W T with S1
and S2 symmetric and S1 nonsingular. Applying [4, Theorem 8.11] with Y = −S1X
T for
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any nonsingular matrix X ∈ Fn×n, C = WS−11 , A = S2S
−1
1 , B = W
T , and K̂1 = K̂2 =
eTq+1 ⊗ Im, we obtain that the linear polynomial matrix
L(λ) =

X(S2 − λS1)X
T 0 XW T 0
0
WXT
M(λ) Lq(λ)
T ⊗ Im
0 Lq(λ)⊗ Im 0

is a symmetric strong linearization of G(λ).
Remark 7.2. The approach in Example 7.1 can be extended to other symmetric strong
block minimal bases pencils of the symmetric polynomial part D(λ) of G(λ) = G(λ)T to
construct other symmetric strong linearizations of G(λ), as long as D(λ) has odd-degree.
See, for instance, the pencils considered in [14]. However, the linearization in Example
7.1 is particularly simple and, in view of the results in [7], we expect that it will have
favourable numerical properties.
Let P (λ) ∈ F[λ]m×m be a polynomial matrix of degree k. A km × km pencil L(λ)
is called block-symmetric if L(λ) = L(λ)B, where L(λ) is viewed as a block partitioned
pencil with k × k blocks each of them of size m ×m. Notice that a pencil L(λ) satisfies
L(λ)(Φk(λ) ⊗ Im) = v ⊗ P (λ) for some vector v ∈ F
k if and only if L(λ)B satisfies
(Φk(λ)
T ⊗ Im)L(λ)
B = vT ⊗ P (λ). Thus, if L(λ) ∈ M1(P ) is block-symmetric, then
L(λ) ∈M1(P ) ∩M2(P ). This intersection space was introduced in [15], it is called double
generalized ansatz space, and it is denoted by
DM(P ) = M1(P ) ∩M2(P ).
If {φj(λ)}
∞
j=0 is the monomial basis, the space DM(P ) is denoted DL(P ) and was
introduced originally in [26]. In [15, Corollary 6] it is shown that if a pencil L(λ) belongs
to DM(P ) then its right and left ansatz vectors are the same, which is called simply ansatz
vector, and that
DM(P ) = {L(λ) ∈M1(P ) : L(λ) = L(λ)
B}.
In fact, if P (λ) ∈ F[λ]m×m is a symmetric polynomial matrix we obtain that any pencil
in DM(P ) must be symmetric. This result is not in [15], and we state it in Theorem 7.5.
For its proof, we use Lemmas 7.3 and 7.4.
Lemma 7.3. Let P (λ) ∈ F[λ]m×m be a polynomial matrix of degree k ≥ 2 and let L(λ) ∈
DM(P ) with ansatz vector 0 ∈ Fk. Then L(λ) = 0.
Proof. Notice that from (12),
FPΦ (λ) = λ
[
α−1k−1Pk 0
0 I(k−1)m
]
+ FPΦ (0), (28)
where P (λ) is expressed as in (11). From [15, Corollary 6], L(λ) must have the form
L(λ) = [0km×m H]F
P
Φ (λ) = [0 H]λ+ [0 H]F
P
Φ (0) =
[
0
HB
]
λ+ FPΦ (0)
B
[
0
HB
]
.
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As L(λ) is block symmetric, H must have the form H =
[
0
W
]
where W is a (k− 1)m×
(k − 1)m block symmetric matrix. Let W = [Wij ]
k−1
i,j=1 with Wij ∈ F
m×m. Then
[0km×m H]F
P
Φ (0) =

0 0 · · · 0
−αk−2W11 ∗ · · · ∗
−αk−2W21 ∗ · · · ∗
...
−αk−2W(k−1)1 ∗ · · · ∗
 .
Notice that [0km×m H]F
P
Φ (0) is also block symmetric because of the block symmetry of
L(λ). Then, we obtain that Wi1 = W1i = 0 with i = 1, . . . , k − 1. Next, we proceed by
induction. Let j ∈ {2, . . . , k − 1} and suppose that Wit = Wti = 0 for all i = 1, . . . , k − 1
and t = 1, . . . , j − 1. Then,
[0km×m H]F
P
Φ (0) =

(j−1)
0 · · · 0 0 0 · · · 0
...
...
...
...
...
(j) 0 · · · 0 0 0 · · · 0
0 · · · 0 −αk−(j+1)Wjj ∗ · · · ∗
0 · · · 0 −αk−(j+1)W(j+1)j ∗ · · · ∗
...
...
...
...
...
0 · · · 0 −αk−(j+1)W(k−1)j ∗ · · · ∗

.
Therefore, Wij =Wji = 0 with i = 1, . . . , k − 1. By induction, H = 0 and L(λ) = 0.
Theorem 3.4 in [20] states that for each v ∈ Fk there is a uniquely determined pencil
in DL(P ) with ansatz vector v. We show this result extended to the space DM(P ) in the
following lemma.
Lemma 7.4. Let P (λ) ∈ F[λ]m×m be a polynomial matrix of degree k ≥ 2. For each
v ∈ Fk there is only one pencil in DM(P ) with ansatz vector v.
Proof. We consider the linear map DM(P ) −→ Fk that associates to any pencil L(λ) in
DM(P ) its ansatz vector v ∈ Fk. By Lemma 7.3 this map is injective and by [15, Corollary
7] dim(DM(P )) = k. Therefore, the map is bijective.
Let P (λ) ∈ F[λ]m×m be a symmetric polynomial matrix, and let us define the set
S(P ) = {L(λ) ∈M1(P ) : L(λ) = L(λ)
T }.
The elements in S(P ) are in DM(P ) because if L(λ) = [v ⊗ Im H]F
P
Φ (λ) ∈ S(P ) then
L(λ)T = FPΦ (λ)
B
[
vT ⊗ Im
HT
]
∈ M2(P ), since in the case P (λ) is symmetric F
P
Φ (λ)
T =
FPΦ (λ)
B, and L(λ) = L(λ)T . Moreover, Theorem 7.5 shows that S(P ) and DM(P ) are
equal.
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Theorem 7.5. Let P (λ) ∈ F[λ]m×m be a symmetric polynomial matrix of degree k ≥ 2.
Then
DM(P ) = S(P ).
Proof. We have already seen that S(P ) ⊆ DM(P ). To see the other inclusion we only
have to use Lemma 7.4 and [15, Corollary 6], and notice that if L(λ) ∈ DM(P ) with P (λ)
symmetric then
L(λ) = [v ⊗ Im H]F
P
Φ (λ) = F
P
Φ (λ)
B
[
vT ⊗ Im
HB
]
,
and
L(λ)T = [v ⊗ Im (H
B)T ]FPΦ (λ) = F
P
Φ (λ)
B
[
vT ⊗ Im
HT
]
,
which implies that L(λ)T ∈ DM(P ) and that L(λ) and L(λ)T have the same ansatz vector.
So, by Lemma 7.4, L(λ) = L(λ)T and L(λ) ∈ S(P ).
Therefore, if P (λ) is a symmetric polynomial matrix all the pencils in DM(P ) are also
symmetric. In order to find linearizations in DM(P ) we have to consider only regular
polynomials P (λ) because by [15, Theorem 7] if P (λ) is a singular polynomial matrix then
none of the pencils in DM(P ) is a linearization for P (λ).
In Theorem 7.8, we construct symmetric strong linearizations for a symmetric rational
matrix from a particular symmetric strong linearization of its polynomial part D(λ) when
the leading coefficient Dk of D(λ) is nonsingular. This particular strong linearization is
the pencil in DM(D) with ansatz vector ek, i.e., the last vector in the canonical basis of
F
k. Some properties of this pencil are studied in Lemma 7.6.
Lemma 7.6. Let D(λ) ∈ F[λ]m×m be a polynomial matrix with degree k ≥ 2. Let L(λ) =
[ek⊗Im H]F
D
Φ (λ) ∈ DM(D). Then [ek⊗Im H] is nonsingular if and only if the leading
matrix coefficient Dk of D(λ) is nonsingular. Moreover, if D(λ) is regular, L(λ) is a
strong linearization of D(λ) if and only if Dk is nonsingular.
Proof. Let L(λ) = [ek ⊗ Im H]F
D
Φ (λ) ∈ DM(D). We write, by using (28) and [15,
Corollary 6],
L(λ) = [ek ⊗ Im H]F
D
Φ (λ) = [ek ⊗ α
−1
k−1Dk H]λ+ [ek ⊗ Im H]F
D
Φ (0)
=
[
eTk ⊗ α
−1
k−1Dk
HB
]
λ+ FDΦ (0)
B
[
eTk ⊗ Im
HB
]
.
Then H =
[
0m×(k−2)m α
−1
k−1Dk
H
′
]
for some (k−1)m× (k−1)m block symmetric matrix
H
′
. Let H
′
= [H
′
ij ]
k−1
i,j=1 with H
′
ij ∈ F
m×m. If we calculate the first block row and block
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column of the product [ek ⊗ Im H]F
D
Φ (0) we obtain
0 0 · · · 0 − α0
αk−1
Dk −
β0
αk−1
Dk
−αk−2H
′
11 ∗ · · · ∗ ∗ ∗
−αk−2H
′
21 ∗ · · · ∗ ∗ ∗
...
−αk−2H
′
(k−2)1 ∗ · · · ∗ ∗ ∗
−
βk−1
αk−1
Dk +Dk−1 − αk−2H
′
(k−1)1 ∗ · · · ∗ ∗ ∗

.
Since [ek ⊗ Im H]F
D
Φ (0) is block symmetric we obtain
H
′
1i = H
′
i1 = 0 for i = 1, . . . , k − 3 (29)
and
−αk−2H
′
(k−2)1 = −
α0
αk−1
Dk.
Thus,
H
′
(k−2)1 = H
′
1(k−2) =
α0
αk−1αk−2
Dk. (30)
Using (29) and (30) and calculating the second block row and block column of the product
[ek ⊗ Im H]F
D
Φ (0) as before, we obtain
H
′
2i = H
′
i2 = 0 for i = 1, . . . , k − 4
and
−αk−3H
′
(k−3)2 = −α1H
′
1(k−2).
Thus,
H
′
(k−3)2 = H
′
2(k−3) =
α0α1
αk−1αk−2αk−3
Dk.
In general, an induction argument proves that
H
′
(k−j)i = H
′
i(k−j) =
α0α1 · · ·αi−1
αk−1αk−2 · · ·αk−j
Dk for j − i = 1,
and the matrix [ek ⊗ Im H] has the following block anti-triangular form
0 0 · · · 0 0 0 α−1k−1Dk
0 0 · · · 0 0
α0
αk−1αk−2
Dk ∗
0 0 · · · 0
α0α1
αk−1αk−2αk−3
Dk ∗ ∗
... . .
.
0 0
α0α1
αk−1αk−2αk−3
Dk ∗ ∗ ∗ ∗
0
α0
αk−1αk−2
Dk ∗ ∗ ∗ ∗ ∗
Im ∗ ∗ ∗ ∗ ∗ ∗

.
Therefore [ek ⊗ Im H] is nonsingular if and only if Dk is nonsingular. Moreover, if D(λ)
is regular, [ek ⊗ Im H] is nonsingular if and only if L(λ) is a strong linearization of D(λ)
by [15, Theorem 3].
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Computing the pencil in DM(P ) with ansatz vector ek, or with any other ansatz vector
v, may be difficult. In general, one can follow the procedure in [15, Section 7] or use the
MATLAB code in [28, Subsection 7.1]. However, if the recurrence relation (10) is simple
and k is low, then the computation can be performed easily by hand, as we illustrate in
Example 7.7.
Example 7.7. For a second degree polynomial matrix D(λ) = D2φ2(λ) + D1φ1(λ) +
D0φ0(λ) expressed in terms of a polynomial basis satisfying (10), the pencil L(λ) ∈ DM(D)
with ansatz vector e2 is
L(λ) =
[
−α0
α1
D2
λ−β0
α1
D2
λ−β0
α1
D2
(
β0−β1
α0α1
(λ− β0)−
γ1
α1
)
D2 +
λ−β0
α0
D1 +D0
]
.
This can be obtained, for instance, by computing the matrix H
′
as in the proof of Lemma
7.6. For example, Chebyshev polynomials of the first kind {φj(λ)}
∞
j=0 satisfy the following
three-term recurrence relation:
1
2
φj+1(λ) = λφj(λ)−
1
2
φj−1(λ) j ≥ 1 (31)
where φ−1(λ) = 0, φ0(λ) = 1 and φ1(λ) = λ. Therefore, α0 = 1, αj = γj =
1
2 for j ≥ 1,
βj = 0 j ≥ 0 and
L(λ) =
[
−2D2 2λD2
2λD2 λD1 +D0 −D2
]
.
Chebyshev polynomials of the second kind satisfy the same recurrence relation with
φ1(λ) = 2λ. Thus, αj = γj =
1
2 , βj = 0 for j ≥ 0 and
L(λ) =
[
−D2 2λD2
2λD2 2λD1 +D0 −D2
]
.
For a cubic polynomial matrix D(λ) = D3φ3(λ)+D2φ2(λ)+D1φ1(λ)+D0φ0(λ) expressed
in terms of Chebyshev polynomials of the first kind, the pencil L(λ) ∈ DM(D) with ansatz
vector e3 is
L(λ) =
 0 −2D3 2λD3−2D3 4λD3 − 2D2 2λD2 − 2D3
2λD3 2λD2 − 2D3 λ(D1 +D3) +D0 −D2
 .
If D(λ) is expressed in terms of Chebyshev polynomials of the second kind we obtain
L(λ) =
 0 −D3 2λD3−D3 2λD3 −D2 2λD2 −D3
2λD3 2λD2 −D3 2λD1 +D0 −D2
 .
By using Theorems 3.9 or 4.4, Theorem 7.5, Lemma 7.6 and Proposition 6.5, we obtain
in Theorem 7.8 symmetric strong linearizations of a symmetric rational matrix when the
leading coefficient of its polynomial part is nonsingular as we announced.
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Theorem 7.8. Let G(λ) ∈ F(λ)m×m be a symmetric rational matrix and let G(λ) =
D(λ) +Gsp(λ) be its unique decomposition into its polynomial part D(λ) ∈ F[λ]
m×m and
its strictly proper part Gsp(λ) ∈ F(λ)
m×m. Assume that deg(D(λ)) = k ≥ 2 and let n =
ν(G(λ)). Consider a symmetric minimal state-space realization of Gsp(λ), i.e., Gsp(λ) =
W (λS1 − S2)
−1W T as in Definition 6.2, and L(λ) ∈ DM(D) with ansatz vector ek. Let
µ ∈ F, µ 6= 0. If the leading matrix coefficient Dk of D(λ) is nonsingular then, for any
nonsigular matrix Z ∈ Fn×n, the linear polynomial matrix
L(λ) =
 µZ(S2 − λS1)ZT 0n×(k−1)m µZW T0(k−1)m×n
µWZT
µL(λ)
 (32)
is a symmetric strong linearization of G(λ).
Proof. Let L(λ) = [ek ⊗ Im H]F
D
Φ (λ) be the pencil in DM(D) with ansatz vector ek.
Let us denote Lµ(λ) the pencil in DM(D) with ansatz vector µek, i.e., Lµ(λ) = µL(λ).
Since Dk is nonsingular, the matrix [ek⊗ Im H] is also nonsingular by using Lemma 7.6.
Notice that if Gsp(λ) =W (λS1−S2)
−1W T is a symmetric minimal state-space realization
of Gsp(λ) then Gsp(λ) = W (λIn − S
−1
1 S2)
−1S−11 W
T is a minimal state-space realization.
It only remains to consider Theorem 3.9 with X = µZS1 and Y = −Z
T . Equivalently, we
can consider Theorem 4.4 with X = ZS1 and Y = −µZ
T .
Example 7.9. Let G(λ) ∈ F(λ)m×m be a symmetric rational matrix and write G(λ) =
D(λ) +Gsp(λ) as sum of its polynomial part and its strictly proper part. Suppose that
D(λ) = Dkλ
k +Dk−1λ
k−1 + · · ·+D1λ+D0,
with k ≥ 2 and Dk nonsingular, and write Gsp(λ) = W (λS1 − S2)
−1W T as a symmetric
minimal state-space realization. For the monomial basis we obtain by [20, Theorem 3.5]
that the pencil L(λ) ∈ DL(D) with ansatz vector ek is
L(λ) = λ

Dk
. .
.
Dk−1
. .
.
. .
. ...
. .
.
. .
.
D2
Dk Dk−1 · · · D2 D1

−

Dk
. .
.
Dk−1
. .
.
. .
. ...
Dk Dk−1 · · · D2
−D0
 .
Then, by Theorem 7.8, the linear polynomial matrix
L(λ) =
 S2 − λS1 0n×(k−1)m W T0(k−1)m×n
W
L(λ)

is a symmetric strong linearization of G(λ).
We can obtain infinitely many symmetric strong linearizations by using Theorem 7.8
and Lemma 2.7.
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Corollary 7.10. Under the same assumptions as in Theorem 7.8, consider the symmetric
strong linearization L(λ) in (32). Let Q ∈ Fn×n, P ∈ Fkm×km be nonsingular matrices
and R ∈ Fkm×n. Then
L̂(λ) =
[
Q 0
R P
]
L(λ)
[
QT RT
0 P T
]
is a symmetric strong linearization of G(λ).
8. Hermitian strong linearizations for Hermitian rational matrices
In this section we extend the results in Sections 6 and 7 from symmetric to Hermitian
rational matrices. Since most of the arguments are similar to those in the symmetric case,
we limit ourselves to state the main results, and most of the proofs are ommitted. We
consider the ring of polynomials C[λ] and a polynomial basis {φj(λ)}
∞
j=0 that satisfies the
three-term recurrence relation:
αjφj+1(λ) = (λ− βj)φj(λ)− γjφj−1(λ) j ≥ 0
as in (10), with αj , βj , γj ∈ R, αj 6= 0, φ−1(λ) = 0, and φ0(λ) = 1. Let P (λ) ∈ C[λ]
m×m
be a polynomial matrix of degree k written in terms of this basis, i.e., P (λ) =
k∑
i=0
Piφi(λ)
with Pi ∈ C
m×m. Suppose that P (λ) is Hermitian, i.e., P (λ)∗ = P (λ) or, equivalently,
P ∗(λ) = P (λ), where P ∗(λ) is defined as P ∗(λ) =
k∑
i=0
P ∗i φi(λ) with P
∗
i the conjugate
transpose of Pi ∈ C
m×m. We also consider the set of pencils
H(P ) = {λX + Y ∈M1(P ) : X
∗ = X,Y ∗ = Y }.
That is, H(P ) is the set of pencils in M1(P ) that are Hermitian. Theorem 8.1 shows that
the elements of H(P ) are in DM(P ), and that, in fact, they are the pencils in DM(P ) with
real ansatz vector. The proof of Theorem 8.1 is ommitted for brevity since it is similar to
the proof of [20, Theorem 6.1], which is Theorem 8.1 in the particular case φj(λ) = λ
j for
j ≥ 0.
Theorem 8.1. Let P (λ) ∈ C[λ]m×m be a Hermitian polynomial matrix. Then H(P ) is
the subset of all pencils in DM(P ) with real ansatz vector.
Let G(λ) ∈ C(λ)m×m be a Hermitian rational matrix, i.e., a rational matrix satisfying
G(λ)∗ = G(λ). Consider G(λ) = D(λ) + Gsp(λ) as in (3). Then D(λ) and Gsp(λ) are
also Hermitian. For Hermitian strictly proper rational matrices we introduce the notion
of Hermitian minimal state-space realizations, in the spirit of Definition 6.2.
Definition 8.2. Let Gsp(λ) ∈ C(λ)
m×m be a Hermitian strictly proper rational matrix and
let n = ν(Gsp(λ)). A Hermitian minimal state-space realization of Gsp(λ) is an expression
of the form
Gsp(λ) =W (λH1 −H2)
−1W ∗
where H1,H2 ∈ C
n×n are Hermitian matrices, with H1 nonsingular, and W ∈ C
m×n.
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Following arguments similar to those in Lemma 6.3 and Proposition 6.5, it is easy to
see that the strictly proper part of a Hermitian rational matrix has a Hermitian minimal
state-space realization.
Proposition 8.3. Any Hermitian strictly proper rational matrix has a Hermitian minimal
state-space realization.
Proof. In order to obtain a Hermitian minimal state-space realization of Gsp(λ), we can
consider a minimal state-space realization Gsp(λ) = C(λIn−A)
−1B.We prove analogously
to Lemma 6.3 that there exists a unique nonsingular and Hermitian matrix H ∈ Cn×n
such that A∗ = H−1AH and C∗ = H−1B. Therefore, Gsp(λ) = C(λH
−1−H−1A)−1C∗ is
a Hermitian minimal state-space realization of Gsp(λ).
Remark 8.4. Another constructive way to prove Proposition 8.3 is to consider the Hankel
matrix Hn of Gsp(λ) defined in (24), that is also Hermitian, and write
Hn = U
[
K 0
0 0
]
U∗
with U unitary, i.e., U−1 = U∗, and K a diagonal matrix that has the eigenvalues of
Hn at the diagonal elements. Then proceed as in the last paragraph of Remark 6.6 to
get a Hermitian minimal state-space realization. Notice that K is Hermitian because the
eigenvalues of Hn are real.
By using Proposition 8.3 and Theorem 8.1, we obtain in Theorem 8.5 Hermitian strong
linearizations of a Hermitian rational matrix when the leading coefficient of its polynomial
part is nonsingular, analogously as we did in Theorem 7.8 for the symmetric case.
Theorem 8.5. Let G(λ) ∈ C(λ)m×m be a Hermitian rational matrix and let G(λ) =
D(λ) + Gsp(λ) be its unique decomposition into its polynomial part D(λ) ∈ C[λ]
m×m
and its strictly proper part Gsp(λ) ∈ C(λ)
m×m. Assume that deg(D(λ)) = k ≥ 2 and
let n = ν(G(λ)). Consider a Hermitian minimal state-space realization of Gsp(λ), i.e.,
Gsp(λ) =W (λH1−H2)
−1W ∗ as in Definition 8.2, and L(λ) ∈ DM(D) with ansatz vector
ek. Let µ ∈ R, µ 6= 0. If the leading matrix coefficient Dk of D(λ) is nonsingular then, for
any nonsigular matrix Z ∈ Cn×n, the linear polynomial matrix
L(λ) =
 µZ(H2 − λH1)Z∗ 0n×(k−1)m µZW ∗0(k−1)m×n
µWZ∗
µL(λ)
 (33)
is a Hermitian strong linearization of G(λ).
As in Corollary 7.10, we can obtain infinitely many Hermitian strong linearizations by
using Theorem 8.5 and Lemma 2.7.
Corollary 8.6. Under the same assumptions as in Theorem 8.5, consider the Hermitian
strong linearization L(λ) in (33). Let Q ∈ Cn×n, P ∈ Ckm×km be nonsingular matrices
and R ∈ Ckm×n. Then
L̂(λ) =
[
Q 0
R P
]
L(λ)
[
Q∗ R∗
0 P ∗
]
is a Hermitian strong linearization of G(λ).
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9. Strong linearizations of rational matrices with polynomial part expressed
in other polynomial bases
Polynomial bases {φj(λ)}
∞
j=0 satisfying a three-term recurrence relation as in (10) are
by far the most useful in applications. However, from a theoretical point of view, a natural
question is whether or not the results in this paper can be extended to other polynomial
bases. The goal of this section is to show that this can be done by using exactly the same
tools that we have used in previous sections, that is, [4, Theorem 8.11], our key Lemma
2.7, and the results in [15]. Since the arguments in this section are very similar to the
ones previously used, we will simply sketch the main ideas.
Let D(λ) be the polynomial part of a rational matrix G(λ) ∈ F(λ)m×m, with deg(D(λ))
= k ≥ 2. Let us consider, motivated by (12) and its properties, a polynomial basis
{ψj(λ)}
∞
j=0 of F[λ], with ψj(λ) a polynomial of degree j, that satisfies a linear relation:
MΨ(λ)Ψk(λ) = 0, (34)
where MΨ(λ) ∈ F[λ]
(k−1)×k is a minimal basis with all its row degrees equal to 1, and
Ψk(λ) = [ψk−1(λ) · · · ψ1(λ) ψ0(λ)]
T with Ψk(λ0) 6= 0 for all λ0 ∈ F. Then there exists a
vector w ∈ Fk such that
U(λ) =
[
MΨ(λ)⊗ Im
wT ⊗ Im
]
(35)
is unimodular, and its inverse has the form U(λ)−1 = [Ψ̂k(λ) Ψk(λ)⊗ Im] with Ψ̂k(λ) ∈
F[λ]km×(k−1)m (see [4, Lemma 8.4]). Let
FDΨ (λ) =
[
mDΨ(λ)
MΨ(λ)⊗ Im
]
∈ F[λ]km×km (36)
be a pencil such that mDΨ(λ)(Ψk(λ)⊗ Im) = D(λ). Then, F
D
Ψ (λ) is a strong block minimal
bases pencil associated to D(λ) with sharp degree which verifies FDΨ (λ)(Ψk(λ) ⊗ Im) =
e1 ⊗ D(λ). Thus, we can apply [4, Theorem 8.11] and Lemma 2.7 in order to construct
strong linearizations of G(λ) from pencils of the form L(λ) = [v ⊗ Im H]F
D
Ψ (λ) with
v ∈ Fk and [v ⊗ Im H] nonsingular. Notice that pencils L(λ) of this form verify the
ansatz relation L(λ)(Ψk(λ) ⊗ Im) = v ⊗ D(λ). In summary, with those arguments, we
obtain the following result that is the generalization of Theorem 3.9 for polynomial bases
as in (34).
Theorem 9.1. Let G(λ) ∈ F(λ)m×m be a rational matrix written as in (3), and let
Gsp(λ) = C(λIn − A)
−1B be a minimal order state-space realization of Gsp(λ). Assume
that deg(D(λ)) ≥ 2 and write D(λ) in terms of a polynomial basis {ψj(λ)}
∞
j=0 satisfying
(34), as
D(λ) = Dkψk(λ) +Dk−1ψk−1(λ) + · · · +D1ψ1(λ) +D0ψ0(λ) (37)
with Dk 6= 0. Let L(λ) = [v⊗Im H]F
D
Ψ (λ) with [v⊗Im H] nonsingular and F
D
Ψ (λ) as in
(36). Let w ∈ Fk be the vector in (35). Then, for any nonsingular matrices X,Y ∈ Fn×n
the linear polynomial matrix
L(λ) =
[
X(λIn −A)Y XB(w
T ⊗ Im)
−(v ⊗ Im)CY L(λ)
]
is a strong linearization of G(λ).
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In a similar manner, the results in Sections 4 and 5 can be extended to square rational
matrices with polynomial parts expressed in terms of polynomial bases as in (34).
In Example 9.2 we consider degree-graded polynomial bases presented in [15, Section
9], and we construct strong linearizations of square rational matrices by expressing the
polynomial parts in terms of these bases and using Theorem 9.1.
Example 9.2. Let {ψj(λ)}
∞
j=0 be a degree-graded polynomial basis of F[λ] that satisfies
the following recurrence relation:
ψj(λ) = (λ− αj)ψj−1(λ) +
j−2∑
i=0
βijψi(λ) j ≥ 1
where αj ∈ F for j ≥ 1, β
i
j ∈ F for j ≥ 2, 0 ≤ i ≤ j − 2 and ψ0(λ) = 1. Let G(λ) =
D(λ)+C(λIn−A)
−1B be an m×m rational matrix written as in Theorem 9.1. We express
the polynomial part D(λ) in terms of the polynomial basis {ψj(λ)}
∞
j=0, as in (37). Let
us denote Ψk(λ) = [ψk−1(λ) · · · ψ1(λ) ψ0(λ)]
T and consider the following pencil GDΨ(λ)
introduced in [15, Section 9]:
GDΨ(λ) =
[
mDΨ(λ)
MΨ(λ)⊗ Im
]
∈ F[λ]km×km,
where
mDΨ(λ) =
[
(λ− αk)Dk +Dk−1 β
k−2
k Dk +Dk−2 · · · β
1
kDk +D1 β
0
kDk +D0
]
,
and
MΨ(λ) =

−1 (λ− αk−1) β
k−3
k−1 β
k−4
k−1 · · · β
2
k−1 β
1
k−1 β
0
k−1
−1 (λ− αk−2) β
k−4
k−2 · · · β
2
k−2 β
1
k−2 β
0
k−2
. . .
. . .
. . .
...
...
...
−1 (λ− α2) β
0
2
−1 (λ− α1)
 .
The matrix GDΨ(λ) verifies that G
D
Ψ(λ)(Ψk(λ) ⊗ Im) = e1 ⊗ D(λ). Moreover, G
D
Ψ(λ) is a
strong block minimal bases pencil associated to D(λ) with sharp degree. It can be proved,
as in [15, Theorem 1], that any pencil L(λ) that verifies L(λ)(Ψk(λ) ⊗ Im) = v ⊗ D(λ)
for some vector v ∈ Fk can be written as L(λ) = [v ⊗ Im H]G
D
Ψ(λ) for some matrix
H ∈ Fkm×(k−1)m. If we consider a pencil L(λ) of this form with [v ⊗ Im H] nonsingular
we can obtain strong linearizations for G(λ). In particular, we have that conditions in
Theorem 9.1 hold, and we can apply it with w = ek. Then, we have that for any nonsingular
matrices X,Y ∈ Fn×n the linear polynomial matrix
L(λ) =
[
X(λIn −A)Y 0n×(k−1)m XB
−(v ⊗ Im)CY L(λ)
]
is a strong linearization of G(λ).
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10. Conclusions and future work
As a consequence of the definitions and the theory developed in [4], we have proved
the simple Lemma 2.7, which allows us to construct infinitely many strong linearizations
of any rational matrix G(λ) ∈ F(λ)p×m from any given strong linearization of G(λ). This
result has been combined with some of the strong linearizations of a rational matrix
G(λ) ∈ F(λ)m×m constructed in [4, Theorem 8.11] and with the strong linearizations of its
polynomial part presented in [15] to create new families of strong linearizations of square
rational matrices. The recovery of the eigenvectors of the rational matrix from those of the
linearizations in these families has been thoroughly investigated, as well as the preservation
of symmetric and Hermitian structures of the rational matrix in the linearizations.
We are convinced that the techniques developed in this paper together with the results
in [4] can be applied to solve essentially all the following problems: How to construct a
strong linearization of a rational matrix G(λ) expressed as the sum of its polynomial part
D(λ) and its strictly proper part Gsp(λ), given a strong linearization of D(λ) in any of
the families of strong linearizations of polynomial matrices developed in the last years
and a minimal order state-space realization of Gsp(λ). In particular, we hope that these
techniques will allow to construct strong linearizations of rational matrices preserving
structures that are different from the symmetric and Hermitian structures. However, we
emphasize that, although any rational matrix can be expressed as the sum of its polynomial
and strictly proper parts, this expression may not be easily available from the applications
and/or may not be the best representation in a particular problem. Therefore, the devel-
opment of strong linearizations of rational matrices starting from other representations is
a problem that will be investigated in the future.
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