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Cílem této diplomové práce je prozkoumat možnosti nefotorealistického zobrazování, za-
měřit se na oblast transformace obrazu a následně navrhnout algoritmus pro zpracování
videa na jeho
”
cartoon“ reprezentaci. Práce popisuje analýzu problému, návrh algoritmu a
jeho implementaci.
Abstract
The purpose of this diploma thesis is to analyze possibilities of non-photorealistic rendering
focused on area of image transformation and afterwards design algorithm for video post-
processing to it’s cartoon representation. The thesis describes problem analysis, design of
the algorithm and it’s implementation.
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V moderní počítačové grafice obzvláště v oblasti zábavního průmyslu je nejrozšířenějším
trendem realismus. Vyvíjejí se aplikace pro virtuální realitu, jejichž jedno z kritérií kvality
je co nejpřesnější obraz skutečného světa. Počítačové hry jsou taktéž vytvářeny s důrazem
na to, aby jejich grafický výstup co nejlépe simuloval reálný svět. Zdokonalování realismu
v grafických výstupech má však jedno úskalí. Informace, které se tvůrce těchto aplikací snaží
jejich grafickým výstupem předat koncovému uživateli, může být v množství detailů těžce
dohledatelná či dokonce úplně přehlédnuta. Také z důvodu zefektivnění předávání informace
se v posledních desetiletích provádí výzkumy v odvětví počítačové grafiky, které mají za
svůj cíl nalézt algoritmy, jejichž grafickým výtupem bude obraz s malou mírou realismu ale
s efektivně předanou informací. Toto odvětví se nazývá nefotorealistické zobrazování.
Cílem této práce je prozkoumat možnosti nefotorealistického zobrazování v oblasti trans-
formace obrazu a následně navrhnout algoritmus pro transformaci videa na jeho
”
cartoon“
reprezentaci. V kapitole 3 jsou uvedeny důvody zájmu o toto odvětví. Kapitola 2 se za-
bývá samotným pojmem nefotorealistické zobrazování a vysvětluje výše uvedený pojem
”
cartoon“. Kapitola 4 se zabývá analýzou problému a návrhem jeho řešení. V kapitolách
5, 6, 7 a 8 jsou uvedeny teoretické znalosti nutné k návrhu algoritmu. V kapitole 9 je poté
uveden postup při řešení problému, které je následně v kapitole 10 porovnáno s alternativní
implementací. K závěru práce jsou v kapitole 11 uvedeny možnosti rozšíření a kapitola 12





Pojem nefotorealistické zobrazování1 označuje oblast vědeckého a technologického úsilí ge-
nerovat počítačem grafické výstupy (obrazy, animace, atd.), které vypadají, jako by byly
vytvořené ručně člověkem. Tyto výstupy se často podobají tvorbě architektů, vědeckých či
průmyslových ilustrátorů. Vyznačují se spíše svou náhodností či občasnou nejednoznačností
než svou úplností či věrností k vlastnostem zobrazovaného objektu [14]. Jedná se tedy o
generování obrazové informace s tím, že je kladen důraz na efektivní předání informace,
i přestože v určité míře může být realita abstrahována stejně, jako toho využívali někteří
ilustátoři v době, kdy neexistovala fotografie a tudíž ani fotorealistické zobrazování. Jako
příklad můžeme použít mapy, které byly tvořeny ručně kartografy. Významná místa zde
byla zvýrazněna větší velikostí, aniž by tomu ve skutečnosti muselo být. Podobně tomu je
v mnoha impresionistických dílech tehdejších umělců, kteří modelovanou situaci vykreslo-
vali velkým množstvím krátkých tahů stětce s barvou, čímž mohli jakkoliv pozměnit obraz
reality tak, aby vyjádřili svůj vlastní dojem z této situace.
2.2 Historie
Již v osmdesátých letech devatenáctého století se objevuje několik článků z této oblasti,
nicméně až v roce 1994 byly na konferencích SIGGRAPH a Eurographics publikovány
práce, které se zabývají základními principy této oblasti. Od této doby je již na zmíněných
konferencích pravidelně sezení zabývající se novými metodami NPR. Prozatím však není
jasné, jak nově vzniklé algoritmy a postupy z NPR obecně hodnotit a měřit jejich úspěšnost.
Zatímco při fotorealistickém zobrazování je mírou úspěšnosti podobnost výstupů k fotogra-
fiím či realitě, v NPR neexistuje analogicky obecná metoda. Několik pohledů na hodnocení
algoritmů je uvedeno v následujícím přehledu (více viz. v [14]):
• Simulace inteligence: Oblast NPR můžeme přirovnat ke tvorbě umělé inteligence.
Jako cíl NPR může být z pohledu umělé inteligence uvažována simulace prostředků
člověka pro tvorbu uměleckých či grafických děl. Omezení této simulace přímo vyplývá
z metody, kterou má být výstup simulace vykreslen. Například použitím tvrdé tužky
se těžce stínují objekty či vyplňují oblasti. Měrítko úspěšnosti algoritmů z tohoto
pohledu je podobnost k obrazu, který by byl vytvořen člověkem.
1dále jen NPR (zkratka anglického Non-Photorealistic Rendering)
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• Zprostředkování významu: Existují empirické výzkumy, které dokazují, že v mnoha
případech jsou nefotorealistické obrazy efektivnějším způsobem předávání specific-
kých informací pomocí obrazu než-li fotorealistické obrazy či fotografie [14]. Kritériem
úspěšnosti v tomto případě je, zda pozorovatel z nefotorealistického obrazu zjistí jeho
zamýšlený význam.
• Vztah mezi jazykem a obrazem: Používání přirozeného jazyka je dominantní metodou
předávání informací. Avšak např. mnohé knihy obsahují ilustrace k názornému před-
vedení popisovaných vědomostí. Z tohoto podledu se NPR hodnotí dle jednotnosti
s komplexní zprávou, která má být předána uživatelům.
2.3 Klasifikace
Stejně jako pro hodnocení úspěšnosti NPR metod ani pro klasifikaci neexistuje obecný
pohled. Jelikož definici NPR splňují i jednoduché transfomace obrazu jako je dithering,
prahování, ascii-art, pixel-art a další, je možné do této oblasti počítačové grafiky zařadit
velké množství algoritmů a metod.
Obrázek 2.1: a) cartoon rendering (zdroj [18]), b) painterly rendering, c) sketch rendering
(zdroj [7]) a d) stipple rendering (zdroj [10])
Jednou z mnoha možností klasifikace je dělení dle stylu výstupu. Příklady následujících
stylů jsou uvedeny v obrázku 2.1:
• cartoon rendering: Tento styl výstupu má za úkol simulovat animované filmy či jed-
noduché ilustrace. Výstupy obsahují skokové přechody mezi barvami. Objekty jsou
stínované věšinou pouze dvěmi barvami. Hrany jsou zvýrazněny konstantní barvou.
5
Stylem cartoon rendering bude vykreslovat algoritmus, jenž je předmětem této práce,
jelikož i snímky filmu uvedeném v kapitole 3 byly transformovány jeho použitím.
• painterly rendering: Vykreslování touto metodou probíhá nanášením různých částic
(body, tahy štětce, atd.) na pozice zájmu. Touto metodou lze např. simulovat tvorbu
olejomalby, kdy jsou na plátno v závislosti na určitých vlastnostech obrazu nanášeny
tahy štětce. Tah štětce může být abstrahován například do obdelníku o určité velikosti,
barvy a natočení.
• sketch rendering: Vygenerováné výstupy této jednoduché metody obsahují pouze
křivky. Zvýraznění hran křivkami probíhá v závislosti na důležitosti hrany. Vykreslo-
vané hrany jsou různě křiveny, aby se navodil dojem, že byly kresleny ručně. Křivkami
je též provedeno stínování objektů.
• stipple rendering: Tato metoda se často používá ke generování výstupů, pro které
je důležité efektivně zobrazovat informaci o objemu. Výstup je vykreslován pomocí




V minulosti byl jednou z technik tvorby animovaného filmu tzv. rotoscoping. Tato technika
zjednodušovala animátorům tvorbu snímků dle reálné předlohy. Reálná scéna (podklad
pro okolí snímku animovaného filmu) byla nejprve natočena kamerou a poté se pomocí
speciálního přístroje (viz. 3.1) promítla na skleněnou tabuli. Na této tabuli měl animá-
tor položené plátno a prosvícený obraz překreslil. Zbývající objekty ve snímku se poté
již dokreslily dle animátorovy fantazie. Tímto způsobem se musely překreslovat všechny
snímky natočených předloh s tím, že bylo nutno kontrolovat stabilitu videa. Tato metoda
byla časově náročná a pro tvorbu rozsáhlejšího díla byla nutná spolupráce více animá-
torů. V polovině devadesátých let dvacátého století se na univerzitě Massachusetts Institute
Obrázek 3.1: Přístroj rotoscope, animátor překresluje snímek z kamery na plátno (zdroj
[15]).
of Technology vyvinula metoda nazývaná interpolovaný rotoscoping. Jedná se o metodu,
kdy se nepřekreslují všechny snímky předlohy, ale pouze důležité klíčové snímky. Ostatní
snímky se poté vytvoří interpolací. Tato metoda byla v roce 2006 použita při tvorbě filmu
Scanner Darkly (dodatek A). Jak je uvedeno v [17], transformaci filmu pomocí rotosco-
pingu prováděla firma Flat Black Films, jež k tomu použila svůj software jménem Rotoshop.
7
Tento software implementuje výše uvedený interpolovaný rotoscoping, nicméně animátoři
stále musejí překreslovat všechny klíčové snímky, tudíž časová náročnost je sice menší, ale
stále nezanedbatelná.
Motivací této práce je tedy zrychlit metodu interpolovaného rotoscopingu tím, že se na-
hradí překreslování klíčových snímků automatickým algoritmem při zachování interpolace
ostatních snímků. V důsledku by mohla být tvorba animovaných filmů pomocí rotoscopingu
méně časově náročná a bylo by zapotřebí méně animátorů.
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Kapitola 4
Analýza a návrh řešení problému
4.1 Analýza snímků animovaného filmu
Z analýzy snímků animovaného filmu Scanner Darkly (dodatek A) lze přibližně identifi-
kovat techniky, které se použily při transformaci původního reálného obrazu na kreslený
obraz. Důležité hrany v obraze, jako například hrany pohyblivých objektů a výrazné hrany
v pozadí, jsou obtažené černou barvou. Středně výrazné hrany jsou obtažené barvou o něko-
lik odstínů tmavší, než-li je jejich okolí. Málo výrazné hrany jsou neobtažené, což je příčina
splynutí některých oblastí (resp. objektů) v obraze. V obraze se nevyskytují plynulé barevné
přechody. Počet použitých barev byl zredukován a přechody jsou tudíž skokové. Pohyblivé
objekty i objekty okolí jsou odstínovány použitím maximálně čtyř barev. Pravděpodobně
se tedy jedná o simulaci stínovací metody shadow and highlight. Jde o metodu, kdy je tvar
objektu naznačen třemi odstíny barvy, jakou má objekt, pokud není stínovaný:
• tmavý odstín pro určení málo osvětlené části nebo neosvětlené části
• středně tmavý odstín pro určení běžně osvětlené části objektu, jež je většinou stejný
jako odstín původní barvy
• světlý odstín pro zvýraznění částí nejblíže ke zdroji světla
Aby byl obraz co nejvíce stabilní, tedy aby mezi snímky ve videu vlivem transformace
obrazu nedocházelo k pobyhu objektů, které se ve skutečnosti mezi snímky videa nepohy-
bují, bude nutné snímky interpolovat. Vzhledem k tomu, že požadavkem je, aby algoritmus
byl automatický, nelze použít klasickou interpolaci. Tedy interpolaci kdy se transformují
pouze klíčové snímky a ostatní snímky se dopočítají. Bude nutné použít interpolaci v tom
smyslu, že konečná podoba právě zpracovávaného snímku vznikne úpravou výsledku trans-
formace podle informací z předcházejícího snímku.
4.2 Návrh zpracování a iterpolace snímků
Z vlastností uvedených v kapitole 4.1 vyplývá, že algoritmus transformace obrazu, který
je předmětem této práce, bude pracovat se dvěma primitivy a to s křivkami a polygony.
Křivky budou použity k obtažení důležitých a výrazných hran v obraze s tím, že jejich barva
bude černá. Šířka křivek by měla být proměnlivá, aby byl navozen dojem, že jsou ručně
kresleny umělcem. Polygony budou použity k vybarvení oblastí obrazu a ke stínování. Tedy
každý polygon bude mít pouze jednu barvu. Polygony se budou moci různě překrývat či
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vnořovat. Je zřejmé, že pro umožnění efektivní práce s výše uvedenými primitivy je bude
nutné po extrakci z rastrového obrazu převést do vektorového formátu. Zpracování snímků
vstupního videa tak, aby vyhovovaly požadavkům vyvozeným z analýzy problému bude
následující:
1. Vytvoří se dvě pracovní kopie vstupního snímku, prázdný seznam křivek a prázdný
seznam polygonů.
2. Poté se první kopie převede do obrazu ve stupních šedi a následně se z ní odstraní
šum Gaussovým filtrem (kap. 5.1).
3. V následujícím kroce se v šedotónovém obraze zvýrazní hrany Sobelovým filtrem
(kap. 5.2).
4. Z výstupního obrazu Sobelova filtru se poté odfiltrují pixely s nízkou hodnotou gradi-
entu (jejich hodnota se nastaví na nulu) pomocí algoritmu uvedeného v kapitole 5.3.
5. Poté se zbylé zvýrazněné hrany ztenčí na šířku jednoho pixelu pomocí algoritmu
pro potlačení nemaximálních hodnot (kap. 5.4).
6. Jakmile jsou křivky v obraze ztenčeny, tak se postupně extrahují algoritmem uvede-
ným v kapitole 6.1 a zároveň se pro každou křivku určí její rohové body metodou
z kapitoly 6.2. Tyto rohové body a koncové body křivky budou použity jako řídící
body pro segmenty parametrické křivky, která se rastrovou křivkou proloží podle al-
goritmu 6.3. Každá proložená křivka se přidá na konec seznamu křivek.
7. Následně se kvantizačním algoritmem uvedeným v kapitole 7.1 sníží počet barev
v druhé pracovní kopii na 64 barev.
8. Barevné oblasti vzniklé snížením počtu barev se postupně extrahují a převedou na po-
lygony dle algoritmu z kapitoly 7.2. Každý polygon je přidán na konec seznamu po-
lygonů.
Po zpracování snímku je k dispozici seznam křivek, seznam polygonů a oktalový strom
s barevnou paletou. Ze seznamu polygonů se vytvoří neuspořádaný strom dle zanoření
polygonů, tedy listy a uzly stromu budou obsahovat polygon. Pokud je v obraze polygon
A celou svou plochou vnořen v polygonu B, je polygon A ve stromě zároveň listem uzlu
obsahujícího polygon B.
Interpolace snímků bude probíhat následovně:
1. Pokud se jedná o první snímek, vykreslí se všechny polygony postupně od kořene
stromu polygonů až po jednotlivé listy a pokračuje se krokem 5.
2. Prvním krokem interpolace je porovnání palet barev. Pokud jsou nalezeny dvě sobě
blízké barvy (dle zadaného prahu), z nichž jedna je z palety z předcházejícího snímku
a druhá je z palety právě zkoumaného snímku, jsou hodnoty barvy zprůměrovány
a výsledná barva je v paletě právě zkoumaného snímku nahrazena.
3. V dalším kroku se postupně porovnají polygony. Pokud se pro polygon právě zkou-
maného snímku nalezne polygon z předcházejícího snímku, jež má souřadnice většiny
svých řídících bodů1 stejné nebo se liší méně než daná maximální vzdálenost, je tento
polygon nahrazen polygonem z předcházejícího snímku.
1Procentuální počet bude určen prahem.
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4. Všechny polygony se vykreslí postupně od kořene stromu polygonů až po jednotlivé
listy.
5. Pokud se jedná o první snímek, vykreslí se všechny křivky ze seznamu křivek2 a po-
kračuje se zpracováním dalšího snímku videa.
6. V posledním kroku interpolace se postupně porovnají pozice křivek. Pro každou křivku
z předchozího snímku se hledá její příslušná pozice v právě zpracovávaném bodě.
Pokud na této pozici neleží jiná křivka, je křivka z předchozího snímku s upravenou
pozicí v novém snímku vložena do seznamu křivek pro právě zpracovávaný snímek.
7. Nakonec se všechny křivky ze seznamu křivek vykreslí a pokračuje se zpracováním
dalšího snímku.
Výše uvedeným postupem se minimalizují skokové změny oblastí a křivek mezi snímky.
Zároveň i hodnota barevné palety je aktualizována pro každý snímek.




Tato kapitola se zabývá algoritmy používanými k tvorbě hranových detektorů. Nejznámější
hranový detektor je tzv. Cannyho hranový detektor. Tento detektor se skládá z několika
kroků (viz. [13]) z nichž se použijí pouze některé (kapitoly 5.1, 5.2 a 5.4). Prahování s hys-
terézí je zde nahrazeno jednodušším práhováním, popsaným v kapitole 5.3, jelikož přerušení
detekovaných hran vnáší do algoritmu určitou míru náhodnosti, která je v oblasti NPR ví-
tána.
5.1 Filtrace šumu
Šum v šedotónovém obraze výrazně přispívá k vysokofrekvenčnímu obsahu jeho Fourierovy
transformace. Z tohoto důvodu se k odstranění šumu používají filtry typu dolní propust,
které zmírňují daný rozsah vysokofrekvenčních složek Fourierovy transformace obrazu.
K filtraci vysokofrekvenčních složek slouží tzv. Gaussův filtr, jehož funkce ve dvoudi-






kde D(u, v) je vzdálenost bodu (u, v) od středu frekvenčního obrazce (počátek Fourierovy
transformace) a σ je rozptyl Gaussovy křikvy.
f(x, y) ∗ h(x, y)⇔ F (u, v)H(u, v) (5.2)
Vztah 5.2 je tzv. konvoluční teorém, kde f(x, y) je obrazová funkce, h(x, y) konvoluční jádro,
F (u, v) Fourierova transformace f(x, y) a H(u, v) filtr ve frekvenčním pásmu. Z teorému
je zřejmé, že Gaussův filtr lze na obraz aplikovat pomocí konvoluce (více viz. [6]). Pro filtr




2 4 5 4 2
4 9 12 9 4
5 12 15 12 5
4 9 12 9 4
2 4 5 4 2

Obrázek 5.1: Konvoluční jádro Gaussova filtru.
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5.2 Zvýraznění hran
Ve většině případů jsou hrany v obraze ve stupních šedi tvořeny znatelným skokem jasu,
který je rozprostřen do několika pixelů. Pro zvýraznění těchto hran se využívají první
derivace obrazové funkce ve dvou nebo více směrech. Vzhledem k tomu, že digitální obraz
není (jak je již z názvu patrné) spojitý prostor, nelze v obrazu počítat s derivací spojitě.
Místo toho se při výpočtu používá rozdíl jasu sousedících pixelů jako aproximace vlastní
derivace [11].
Jak již bylo řečeno výše, pro zvýraznění hran se využívají první derivace ve dvou směrech
a to v horizontálním směru a vertikálním směru. Pokud z těchto dvou hodnot vytvoříme















Velikost vektoru gradientu je označována jako gradient a je definována jako:











Je zřejmé, že výpočet gradientu je díky použití mocnin výpočetně náročný a tudíž se v praxi
nepočítá přesně, ale pouze se aproximuje. Tedy při implementaci se použije součet abso-
lutních hodnot derivací namísto druhé odmocniny ze součtu jejich druhých mocnin. Tímto
způsobem je výpočet jednodušší a stále se zachová informace o relativní změně úrovně šedé
[6]:
∆f ≈ |Gx|+ |Gy| (5.5)
Směr gradientu je poté možno vypočítat následovně:




První derivace obrazové funkce lze vypočítat pomocí konvoluce. Konvoluční jádra mají
rozměr 3x3 a koeficienty pro horizontální a vertikální směr derivace jsou uvedeny v ob-
rázku 5.2. Rozdíl prvního a třetího sloupce příslušné oblasti obrazové funkce aproximuje
derivaci v horizontálním směru a rozdíl prvího a třetího řádku aproximuje derivaci ve ver-
tikálním směru [3]. Pro výpočet derivací lze použít i menší či větší konvoluční jádra, avšak
výše uvedené jsou nejrozšířenější vzhledem ke svým relativně optimálním výsledkům. Tento
algoritmus se nazývá Sobelův operátor nebo Sobelův filtr.








Obrázek 5.2: Konvoluční jádra Sobelova operátoru: a) vertikální a b) horizontální směr.
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5.3 Filtrace pixelů s nízkým gradientem
Dalším krokem detekce hran je eliminace pixelů s nízkou hodnotou gradientu, jež lze po-
važovat z tohoto důvodu za šum. Využijeme k tomu algoritmus uvedený v [3], jež využívá
dvou prahů, a to globálního a lokálního. Globální práh se určí jako poměr nejvyšší hodnoty
gradientu v obraze a bude pro každý testovaný pixel obrazu stejný. Lokální práh se určuje
pro každý testovaný pixel a je závislý na nejvyšší a nejnižší hodnotě gradientu v jeho okolí.
Správným nastavením poměrů a velikosti okolí testovaného pixelu, lze odfiltrovat málo vý-
razné hrany a šum v gradientovém obrazu, který vznikl při zvýrazňování hran. Hodnota
gradientu testovaného pixelu je tedy utlumena (snížena na nulu), pokud splňuje alespoň
jednu z následujících podmínek:
∆f(x, y) < Fglob ×maxglob (5.7)
∆f(x, y) < Floc ×maxloc + (1− Floc)×minloc (5.8)
kde ∆f(x, y) je hodnota gradientu testovaného pixelu, Fglob a Floc jsou zvolené prahové po-
měry (globální a lokální), maxglob je nejvyšší hodnota gradientu v obraze a maxloc a minloc
je nejvyšší resp. nejnižší hodnota gradientu v okolí testovaného pixelu.
5.4 Potlačení nemaximálních hodnot
Použití Gaussova filtru pro redukci šumu má jeden vedlejší účinek, a to zjemnění hran.
Již samotný Sobelův filtr zvýrazní hrany širší než ve skutečnosti jsou a Gaussův filtr tento
efekt ještě umocní. Tudíž zvýrazněné hrany jsou rozmazané a jejich šířka je větší než jeden
pixel. Ke ztenčení takovýchto hran a potlačení nemaximálních hodnot použijeme algoritmus
používaný v tzv. Cannyho hranovém detektoru, jenž využívá směru gradientu hran [13].
Výpočet směru gradientu je uveden ve vztahu 5.6.
V první řadě se sníží rozsah možných hodnot směru gradientu na čtyři hodnoty. Tedy
prostor bude rozdělen následovně:
1. směr: intervaly 〈0; 22.5), 〈157.5; 202.5) a 〈337.5; 360)
2. směr: intervaly 〈22.5; 67.5) a 〈202.5; 247.5)
3. směr: intervaly 〈67.5; 112.5) a 〈247.5; 292.5)
4. směr: intervaly 〈112.5; 157.5) a 〈292.5; 337.5)
Všechny výše uvedené hodnoty jsou ve stupních.
Směr gradientu je kolmý na směr hrany, čímž nám určuje směr, ve kterém se pravděpo-
dobně nachází sousední pixely právě zkoumaného pixelu. Například pokud ve zkoumaném
pixelu (x, y) je směr gradientu v intervalech 1. směru, lze předpokládat, že sousední pixely
jsou (x, y + 1) a (x, y − 1). Tento předpoklad platí pouze tehdy, pokud sousední pixely
ve směru gradientu mají nižší hodnotu než zkoumaný pixel. Tedy v dalším kroku algo-
ritmu se pro každý pixel zvýrazněné hrany kontroluje, zda tento pixel má vyšší hodnotu
než sousední pixely ve směru gradientu. Pokud nemá, pixel se potlačí (jeho hodnota se na-




Extrakce a vykreslování křivek
V následující kapitole je uveden možný postup extrakce křivek, což je proces označení jed-
notlivých křivek, ze kterých se skládají hrany, jež byli algoritmem uvedeném v kapitole 5
nalezeny. Nejprve je nutné křivky extrahovat v rastrovém formátu (viz. kapitola 6.1). Ná-
sledně lze tyto křivky popsat vektorově (viz. kapitola 6.3), k čemuž je ale nejdříve potřeba
nalézt rohové body rastrových křivek (viz. kapitola 6.2).
6.1 Sledování křivek
Výstupem algoritmu z kapitoly 5 je obraz, ve kterém se nacházejí nalezené hrany. Data je
nutné před samotným sledováním křivek nejdříve předzpracovat, a to uspořádat do shluků
pixelů, jež spolu sousedí. Tedy každý pixel ve shluku sousedí nejméně s jedním pixelem,
který se také nachází ve shluku. Po tomto předzpracování bude jeden shluk představovat
jednu pseudo-hranu, jež se skládá z jedné nebo více křivek. Shluk totiž nemusí nutně obsa-
hovat pouze jednu křivku, jelikož kritérium sousednosti nezaručuje rozdělení dvou křivek,
které se pouze dotýkají. Příklad shluku, jehož všechny pixely splňují podmínku sousednosti,
ale obsahuje dvě hrany křivky, je uveden na obrázku 6.1.
Obrázek 6.1: Shluk obsahující dvě křivky.
Pojmem sledování křivek je míněno postupné spojování sousedících pixelů, z čehož
vznikne křivka. Každý pixel v křivce může mít maximálně dva sousedící pixely a mini-
málně jeden sousedící pixel.
Algoritmus sledování křivek ve shluku využívá směru gradientu podobně jako při potla-
čování nemaximálních hodnot v kapitole 5.4. Využijeme faktu, že směr gradientu je kolmý
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ke směru křivky [11] a je pro každý pixel ve shluku již k dispozici z předchozí úpravy ob-
razu. Rozsah hodnot směru gradientu pixelu je tedy v intervalu 1-4 jako v kapitole 5.4 s tím
rozdílem, že například při vyhodnocování pixelu se směrem gradientu rovným 1 nebudou
důležité pixely, které spadají do intervalu úhlů uvedených pro směr 1, nýbrž všechny ostatní.
Na obrázku 6.2 jsou pro všechny směry gradientu zkoumaného pixelu (tmavě zelená barva)
zobrazeny potencionální sousedící pixely v jeho osmiokolí. Zeleně jsou označeny pixely, jež
mají při výběru sousedícího pixelu vetší prioritu, jelikož se nacházejí přímo ve směru kol-
mém ke směru gradientu. Potencionální sousedící pixely s menší prioritou jsou označeny
modře a slouží k ošetření situace, kdy křivka mění směr. Po určení množiny potencionálních
(a) (b) (c) (d)
Obrázek 6.2: Potencionální sousedící pixely v osmiokolí dle směru gradientu zkoumaného
pixelu: a) směr 1, b) směr 2, c) směr 3 a d) směr 4
sousedů se provede průnik s množinou všech pixelů, které jsou obsaženy ve shluku a zároveň
sousedí se zkoumaným pixelem. Z množiny vzniklé z průniku se poté vyberou dva pixely
dle priority, přičemž tyto dva pixely se sebou nesmí sousedit ve svém čtyřokolí. Následuje
zkoumání těchto dvou sousedů s tím, že se už hledá sousedící pixel pouze jedním směrem,
jelikož jeden sousedící pixel zkoumaného pixelu je již znám.
Výše uvedený postup se opakuje do té doby, dokud zkoumaný pixel nemá další sousedící
pixel. Pokud shluk stále obsahuje pixely, které nemají přiřazené žádné sousedící pixely,
vybere se náhodně jeden pixel z této množiny a celý algoritmus se opakuje.
6.2 Hledání rohových bodů
Jakmile jsou všechny křivky v obraze zpracovány do formátu posloupnosti pixelů, je možné
aplikovat algoritmus na vyhledávání rohových bodů, který je uveden v [4]. Tento algoritmus
pracuje na bázi vepisování trojúhelníku a pixely každé křivky prochází dvakrát. V prvním
průchodu se hledají potencionální rohové body a v druhém průchodu se z nalezených kan-
didátu odstraňují přebytečné pixely.
Jak již bylo řečeno výše, v prvním průchodu se hledají potencionální rohové body. Pro
každý bod křivky p se algoritmus pokusí vepsat trojúhelník (p−, p, p+). Tento trojúhelník
musí splňovat následující podmínky:
d2min ≤
∥∥p− p+∥∥2 ≤ d2max ∧ d2min ≤ ∥∥p− p−∥∥2 ≤ d2max (6.1)
0 ≤ α ≤ αmax (6.2)
kde ‖p− p+‖ ≤ je vzdálenost bodů p a p+, dmax (resp. dmin) je maximální (resp. minimální)
vzdálenost vrcholů trojúhelníku, α je úhel trojúhelníku ve zkoumaném bodě p a αmax je
maximální povolený úhel ve zkoumaném bodě. Úhel α se poté dle kosinové věty vypočítá
následovně:
α = arccos




kde a je vzdálenost bodů p a p+, b je vzdálenost bodů p− a p a c je vzdálenost bodů p−







Obrázek 6.3: Trojúhelník vepsaný do křivky.
Trojúhelník, který splňuje podmínky 6.1 a 6.2 se nazývá přípustný. Hledání přípustného
trojúhelníku pro bod p začíná od bodů s ním sousedících a pokračuje postupně směrem
od bodu p, dokud některá z podmínek není porušena. Ze všech přípustných trojúhelníků
bodu p je pak vybrán ten s nejmenším úhlem α a pi−α je bodu přiřazena jako jeho ostrost.
Pokud pro bod p není nalezen žádný přípustný trojúhelník, je zamítnut jako kandidát
na rohový bod.
Ve druhém průchodu křivkou se z nalezených kandidátů na rohové body potlačí body
s nemaximální hodnotou ostrosti. Tedy bod p se zamítne jako rohový bod, pokud existuje
kandidát na rohový bod, který má vyšší ostrost a zároveň je maximálně dmin-tý soused
bodu p. Tímto je zaručeno, že se v místě, kde je křivka ostrá, odfiltrují duplikátní rohové
body a zůstane pouze bod s největší ostrostí.
6.3 Prokládání křivek
Důvodem, proč jsme se zabývali hledáním rotových bodů v rastrových křivkách, bylo rozdě-
lit křivky na části, kde každá část obsahuje body mezi jednotlivými rohovými či koncovými
body včetně. Na tyto části (nebo-li segmenty křivky) se jednotlivě bude aplikovat algoritmus
prokládání rastrových křivek vektorovými křivkami.
V počítačové grafice se nejčastěji pro vektorový popis křivek používá parametrické vy-
jádření křivky. Výpočet jednotlivých bodů křivky je závislý na jednom parametru t a popi-
sovaná křivka může mít jakýkoliv tvar. Kdybychom se snažily popisovat segmenty křivky
různými funkcemi závislými vždy na jedné z hodnot souřadnic, nebylo by možné popsat
křivku, která by například sama sebe křížila1. Parametrická křivka k je tedy v trojrozměr-






Zkráceně můžeme parametrickou křivku zapsat bodovou rovnicí křivky:
k : Q(t) = [fx(t), fy(t), fz(t)] (6.5)
1Z definice funkce: Pro jednu hodnotu z definičního oboru existuje právě jedna hodnota z oboru hodnot.
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Základním druhem parametrických křivek používaných v počítačové grafice jsou po-
lynomiální křivky, jejichž výhodou je možnost složení křivky z několika polynomiálních
segmentů[19]. Spojitost segmentů je zajištěna shodnou polohou koncových bodů spojova-
ných segmentů. Pro hladké navázání dvou segmentů je dále potřeba shodnou první a even-
tuelně druhou derivací polohového vektoru v koncovém bodě. Nejčastěji používanými po-
lynomiálními křivkami jsou křivky třetího stupně tzv. kubiky. Jednotlivé funkce popisující
kubiku pak vypadají následovně:
fx(t) = axt3 + bxt2 + cxt+ dx
fy(t) = ayt3 + byt2 + cyt+ dy
fz(t) = azt3 + bzt2 + czt+ dz
(6.6)
Zkráceně můžeme kubiku zapsat v maticovém tvaru:







Pro jednodušší popis kubik se v počítačové grafice jestě matice C rozepisuje na:
Q(t) = TMG = [t3 t2 t 1]

m11 m12 m13 m14
m21 m22 m23 m24
m31 m32 m33 m34
m41 m42 m43 m44
 [G1 G2 G3 G4] (6.8)
kde matice M je tzv. bázová matice a vektor G je tzv. vektor geometrických podmínek.
Pomocí matice M se určuje typ polynomiální křivky a vektorem G se určuje výsledný tvar
křivky.
Typ polynomiálních kubických křivek, kterými budeme prokládát jednotlivé části rastro-
vých křivek, zvolíme interpolační. Je to z důvodu zajištění, aby vektorové křivky procházely
rohovými a koncovými body rastrových křivek, což interpolační křivky narozdíl od aproxi-
mačních křivek splňují. Rohové a koncové body rastrových křivek nám tedy poslouží jako
řídící body jednotlivých segmetů vektorových křivek.
Z interpolačních polynomiálních křivek jsou nejznámější Hermitovské kubiky. V našem
případě se právě tento typ parametrických křivek použije, jelikož již máme k dispozici téměř
všechny parametry, které určují tvar křivky. Hermitovské kubiky jsou určeny dvěma řídícími
body P0 a P1 a dvěma tečnými vektory p′0 a p′1 v těchto řídících bodech. Zápis Hermitovské
kubiky je tedy následující:
Q(t) = TMG = [t3 t2 t 1]

2 −2 −1 1
−3 3 −2 −1
0 0 1 0
1 0 0 0
 [P0 P1 p′0 p′1] (6.9)
Bodová rovnice Hermitovské kubiky poté vypadá následovně:
k : Q(t) = P0F1(t) + P1F2(t) + p′0F3(t) + p
′
1F4(t) (6.10)
kde F1(t), F2(t), F3(t) a F4(t) jsou tzv. Hermitovké polynomy jejichž tvar je:
F1(t) = 2t3 − 3t2 + 1
F2(t) = −2t3 + 3t2
F3(t) = −t3 − 2t2 + t
F4(t) = t3 − t2
(6.11)
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Jak již bylo uvedeno výše, řídícími body budou koncové či rohové body rastrových
křivek. Směr tečných vektorů je možno získat ze směru gradientu v daném řídícím bodě.
Tuto informaci máme vypočítanou pro každý rohový bod z předchozích kroků (5.4 a 6.1),
nicméně tato hodnota není vždy vypočítána přesně vzhledem k diskrétnímu vzorkování
obrazové funkce. Křivky by poté mohli mít ve skutečnosti směry tečných vektorů jiné a ite-
rační algoritmus, kterým by se počítaly velikosti tečných křivek by nemusel konvergovat.
Směr a velikost tečných vektorů v řídících bodech lze vypočítat z polohy řídících bodů
sousedních segmentů křivky [12]. Postup výpočtu je následující:
D0 = 2(P1 − P0)− P2−P02
Di = ai(Pi − Pi−1) + (1− ai)(Pi+1 − Pi)
Dn = 2(Pn − Pn−1)− Pn−Pn−22
(6.12)
kde D0 je tečný vektor v prvním řídícím bodě křivky, Dn je tečný vektor v posledním
řídícím bodě křivky, Di je tečný vektor v i-tém řídícím bodě křivky, Pi je i-tý řídící bod
a ai je konstanta, která se vypočítá pomocí vzorce:
ai =
|Pi+1 − Pi|
|Pi+1 − Pi|+ |Pi − Pi−1| (6.13)



































Obrázek 6.4: Hermitovská kubika určená n body a n tečnými vektory
6.4 Vykreslování křivek
Při vykreslování křivek se pro navození dojmu kresby člověkem používá tzv. metoda cesta-
styl [14]. Křivky kreslené ručně člověkem totiž vykazují určité známky nedokonalosti v něk-
terých partiích, jako jsou:
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• Křivost: Pravděpodobně žádný člověk není schopen rukou bez použití pravítka na-
kreslit kompletně rovnou přímku určité délky.
• Přetahování: Při tvorbě různých náčtků se často ilustrátorovi podaří přetáhnout poža-
dovanou délku křivky.
• Tloušťka: Tloušťka křivek závisí na přitlačení na pero či tužku, které není během
kreslení křivky nikdy konstantní.






Obrázek 6.5: Aplikace stylu na křivku cesty
Výše uvedené nerovnosti se dají simulovat zmiňovaným algoritmem. Jedná se o mode-
lování výsledné křivky pomocí dvou složek. První složkou je takzvaná cesta. Cesta určuje
pozici a počáteční průběh výsledné křivky, je to tedy parametrická křivka. Druhou složkou
je takzvaný styl. Styl popisuje nerovnosti, které budou aplikovány na první složku. Styl ob-
sahuje informaci o distorzi cesty či změnu šířky křivky cesty podél celé její délky. Informace
o distorzi je taktéž uložena ve formě parametrické křivky. Informace o šířce křivky může
být uložena libovolně, nicméně musí být závislá na parametru t stejně jako parametrické
křivky.
Mapování distorze stylu na cestu probíhá následovně:
1. Pro daný parametr t ∈< 0, 1 > se z křivky stylu vypočítají body Lt = S0 + t(S1−S0)
a St ležící na křivce stylu (viz. [19]).
2. Následně se vypočítá vektor vt = St − Lt.
3. Vektor vt je poté přičten k bodu Pt, což je bod křivky cesty pro daný parametr t,
čímž získáme konečnou pozici bodu výsledné křivky pro parametr t. Součet vektoru
vt k bodu Pt se provede tak, že se nejprve v bodě Pt vypočítá tangenta. Následně





Tato kapitola se zabývá detekcí a extrakcí oblastí z obrazu. Oblast můžeme chápat jako
skupinu pixelů stejné třídy. Třída může být určena různými parametry. V našem případě
budou parametry třídy dva. První parametrem je shodná barva pixelů této třídy a druhým
parametrem je podmínka, že každý pixel v dané třídě bude muset mít nejméně jeden souse-
dící pixel, který taktéž patří do této třídy. V kapitole 7.1 je uveden postup, kterým se bude
určovat barva oblastí. Kapitola 7.2 obsahuje algoritmus pro převod oblasti do vektorového
formátu.
7.1 Zvýraznění oblastí
Před samotnou extrakcí barevných oblastí bude nutno vstupní obraz nejprve zpracovat
tak, aby odpovídal požadavkům pro cartoon rendering. Jak již bylo uvedeno v kapitole 2.3,
výstupní obraz zmíněné vykreslovací metody obsahuje pouze omezený počet barev, resp.
k transformaci obrazu je potřeba pouze omezený počet. Snížením počtu barev se zároveň
sníží počet extrahovaných barevných oblastí. Ke snížení počtu barev se použije kvantiza-
ční algoritmus. Algoritmů pro kvantizaci barev existuje několik. V této práci použijeme
neuniformní kvantovací algoritmus, jenž byl publikován v [5].
Tento algoritmus pracuje na bázi seskupování pixelů se stejnou či blízkou barvou do ok-
talového stromu. Oktalový strom se v počítačové grafice používá k popisu trojrozměrného
prostoru, jímž barevný prostor RGB dozajista je. Popsat trojrozměrný prostor pomocí
oktalového stromu je možné, pokud jsou souřadnice v tomto stromě určené celými čísli
o maximální velikosti 8 bitů. Této podmínce barevný prostor RGB také vyhovuje.
Z definice1 oktalového stromu je patrný princip uložení prostoru do tohoto datového
typu, avšak pro výše uvedený algoritmus je nuté si možnosti oktalového stromu upravit.
V definici oktalového stromu je uvedeno, že každý uzel oktalového stromu má vždy osm
nižších uzlů (potomků) nebo žádný nižší uzel a tudíž je listem stromu. Z prostorového vní-
mání se tedy celý prostor rozděluje (pokud je to nutné) vždy na osm podprostorů a každý
z těchto podprostorů se znovu může dělit na osm podprostorů. Kdybychom dodrželi výše po-
psané pravidlo, měli bychom sice barevný prostor RGB rozdělený více či méně neuniformně,
ale byli bychom nuceni dělit i ty části prostroru, jejichž dělení by z hlediska kvantizace barev
bylo nevýhodné. V algoritmu, který se použije pro kvantizaci barev, se tedy bude dodržovat
pravidlo, že každý uzel stromu bude mít maximálně osm nižších uzlů (nebo listů). Touto
1Definice oktalového stromu a jeho možnosti lze nalézt v [9]
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změnou byla umožněna efektivnější kvantizace barev (jejich sjednocování a průměrování)
a kvantizační algoritmus se zjednodušil.
Průchod a tedy i vyhledávání v oktalovém stromě na základě souřadnic v trojrozměr-
ného prostoru je jednoduché a velmi efektivní. Hodnoty souřadnic se z desítkové soustavy
převedou do dvojkové soustavy. Tímto se získají binární souřadnice, ze kterých se vypočítá
poloha prvku v oktalovém stromě. Pokud očíslujeme nižší uzly každého uzlu zleva doprava
od nuly, je postup výpočtu je následující:
1. Pokud kořen stromu neobsahuje žádné uzly, vrať kořen stromu.
2. Postupně od nejvýznamnějšího bitu vstupních souřadnic:
(a) Pokud je předchozí zkoumaný bit nejméně významným bitem, vrať právě zkou-
maný uzel.
(b) Hodnota vytvořená z právě zkoumaných bitů určuje číslo nižšího uzlu, ve kterém
se prvek nachází. Pokud existuje nižší uzel právě zkoumaného uzlu se stejným
číslem, jako je tato hodnota, přepni na uzel a pokračuj v pořadí dalším bitem
souřadnic barvy.
(c) Pokud uzel neexistuje, vrať právě zkoumaný uzel.
Výpočet umístění barvy (R = 64, G = 192, B = 160) v kvantizovaném oktalovém stromě
je zobrazen na obrázku 7.1. Zeleně jsou označeny uzly, kterými algoritmus prošel.
0 1 2 3 4 5 6 7
0 1 2 3 4 5 6 7
0 1 2
64 = 0 1 0 0 0 0 0 0b
192 = 1 1 0 0 0 0 0 0b
160 = 1 0 1 0 0 0 0 0b
3 6 1 0 0 0 0 0
Obrázek 7.1: Výpočet umístění prvku v oktalovém stromě na základě 8-bitových souřadnic
trojrozměrného prostoru.
Z výše uvedených skutečností je možné ke kvantizaci barev použít algoritmus, který
zpracovává vstupní obraz sekvenčně po pixelech. Vstupem algoritmu je práh K, který
určuje maximální počet barev, které bude obsahovat výstupní obraz. Princip zpracování
je následující:
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1. Prvních K rozdílných barev je vloženo do stromu jako počáteční stav.
2. Pokud se do stromu vložila K+ 1. barva, dva listy stromu, které mají k sobě nejbližší
barvu (tudíž jsou nejníže ve stromě a jsou potomky jednoho uzlu), se spojí. Barva
výsledného listu bude průměrem barev spojovaných listů.
3. Krok 2. se opakuje, dokud nejsou zpracovány všechny pixely vstupního obrazu.
Tímto postupem získáme paletu barev pro výstupní obraz. Každý pixel tedy místo tří
hodnot (R,G,B) bude obsahovat index do oktalového stromu.
7.2 Extrakce oblastí
Abychom barevné oblasti v rastrovém formátu mohli extrahovat do vektorového formátu,
je nutné nejdříve výstupní obraz kvantizace rozdělit na jednotlivé segmenty. Při segmentaci
využijeme toho, že je obraz po kvantizaci již částečně segmentovaný dle barvy. Stačí tedy
postupně seskupit sousedící pixely se stejným indexem do palety barev.
Segmentace barených oblastí je implementována pomocí tzv. algoritmu
”
Connected
component labeling“2. Princip spočívá v označování pixelů nebo jakýchkoliv jiných prvků
určité množiny podle daného pravidla. Pravidlo je závislé na požadovaném výstupu. V na-
šem případě budou pixely označovány na základě jejich barvy a umístění v obrazu, kon-
krétně sousedící pixely se stejnou barvou budou označeny stejným identifikačním číslem.
Algoritmus se vyskytuje v různých variacích, které je možno rozdělit do dvou hlavních tříd
[1]. První třídou jsou algoritmy založené na tzv. principu
”
rozděl a panuj“ a druhou třídou
jsou algoritmy pracující s lokálním okolím.
V této práci je použita variace algoritmu založená na bázi lokálního čtyř-okolí. Každý
pixel obrazu je zkoumán celkem dvakrát, jelikož obraz je procházen ve dvou krocích. V prv-
ním kroku se pixely označí identifikačním číslem podle toho, jakou barvu pixel má. Pokud
má pixel stejnou barvu jako některý sousedící pixel, použije se identifikační číslo souseda.
Vzhledem k tomu, že je zkoumáno pouze čtyř-okolí pixelu a obraz se zpracovává postupně,
je dostatečné testovat barvu pouze dvou sousedících pixelů a to horního a levého3. V prv-
ním kroce algoritmu se také vytváří třídy ekvivalence identifikačních čísel. V některých
případech se totiž může stát, že pixely stejné barvy, patřící do stejné oblasti, jsou ozna-
čeny různými identifikačními čísly. Jeden z případů, kdy výše uvedený stav může nastat je
zobrazen na obrázku 7.2.
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b“. b) Označení pixelů, dvě třídy ekvivalence: [1, 3] a [2, 4]. c) Oprava
označení podle tříd ekvivalence.
2v překladu označování spojených prvků
3za předpokladu, že je obraz zpracováván horizontálně zleva doprava a vertikálně zhora dolů
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V druhém kroku algoritmu se poté podle jednotlivých tříd ekvivalence opravují iden-
tifikační čísla pixelů. Postupně se prochází všechny pixely obrazu a pokud je identifikační
číslo zkoumaného pixelu obsaženo v některé ze tříd ekvivalencí, je jeho identifikační číslo
nahrazeno nejmenším číslem z dané třídy.
Tímto způsobem jsme jednoduše segmentovali obraz na jednotlivé barevné oblasti, které
následně převedeme do vektorového formátu tím způsobem, že se nejdříve nalezne rastrová
hranice zkoumané oblasti. Rastrovou hranici jednotlivých oblastí získáme následujícím po-
stupem:
1. Inicializuj množinu hraničních bodu H.
2. Postupně pro každý řádek, na kterém se vyskytuje oblast, zleva doprava zkoumej
jednotlivé pixely:
Pokud ve zkoumaném pixelu došlo k přechodu z barvy pozadí na barvu oblasti,
vlož pixel do množiny H.
3. Postupně pro každý řádek, na kterém se vyskytuje oblast, zprava doleva zkoumej
jednotlivé pixely:
Pokud ve zkoumaném pixelu došlo k přechodu z barvy pozadí na barvu oblasti,
vlož pixel do množiny H.
4. Postupně pro každý sloupec, na kterém se vyskytuje oblast, zhora dolů zkoumej jed-
notlivé pixely:
Pokud ve zkoumaném pixelu došlo k přechodu z barvy pozadí na barvu oblasti,
vlož pixel do množiny H.
5. Postupně pro každý sloupec, na kterém se vyskytuje oblast, zdola nahoru zkoumej
jednotlivé pixely:
Pokud ve zkoumaném pixelu došlo k přechodu z barvy pozadí na barvu oblasti,
vlož pixel do množiny H.
6. Množina H obsahuje všechny hraniční pixely vstupní oblasti.
Na hranici se napasují křivky, ve kterých se následně vyhledají rohové body způsobem
popsaným v kapitole 6.2. Z rohových bodů se vytvoří polygon postupným zúžováním kon-
vexní obálky. Konvexní obálka barevné oblasti se vypočítá pomocí algoritmu, který byl
představen v [2]. Tento algoritmus pracuje na bázi iterativního testování směru vektorů
vytvořených z výstuního seznamu bodů. V závislosti na směru vektoru přidává či odebírá
další body. Pro zjednodušení testování směru vektorů se konvexní obálka rozdělí na vrchní
a sponí část. Směr konvexní obálky musí být proti směru hodinových ručiček, tedy u spodní
části obálky je směr zleva doprava a u vrchní části je směr zprava doleva. Algoritmus je
relativně jednoduchý a vždy vrací minimální konvexní obálku, tedy konvexní obálku slože-
nou z nejmenšího počtu vstupních bodů. Vstupem zmíněného algoritmu je množina bodů
a algoritmus pracuje následovně:
1. Seřaď vstupní množinu podle x-ových souřadnic bodů (případně podle y-ových bodů
jedná-li se o oblast s vertikálně úzkým tvarem).
2. Inicializuj seznam horní obálky H a seznam dolní obálky D.
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3. Postupně pro každý bod P vstupní množiny:
(a) Dokud seznam D obsahuje alespoň dva body a sekvence souřadnic posledních
dvou bodů spolu s bodem P nepostupují směrem proti hodinovým ručičkám,
smaž poslední bod v seznamu D.
(b) Přidej bod P do seznamu D.
4. Postupně pro každý bod P opačně seřazené vstupní množiny:
(a) Dokud seznam H obsahuje alespoň dva body a sekvence souřadnic posledních
dvou bodů spolu s bodem P nepostupují směrem proti hodinovým ručičkám,
smaž poslední bod v seznamu H.
(b) Přidej bod P do seznamu H.
5. Smaž poslední body ze seznamů H a D a spoj oba seznamy do seznamu O.
6. Body v seznam O tvoří konvexní obálku vstupních bodů. Body v seznamu O jsou
seřazeny ve směru proti hodinovým ručičkám.
Jak již bylo uvedeno výše, nyní je k dispozici minimální konvexní obálka vstupních bodů.
Aby algoritmus zúžování obálky pracoval správně je nutné zahrnout do konvexní obálky
vstupní body, kterými konvexní obálka prochází, ale výše uvedeným algoritmem do obálky
nebyly zahrnuty. Nově zahrnutý bod se musí do seznamu O umístit mezi ty dva členy,
jejichž spojnice tímto bodem prochází. Jakmile je konvexní obálka doplněna o chybějící
body, provede se následující iterativní algoritmus pro její zúžení:
1. Postupně pro každý vniřní bod P vstupní množiny (bod který netvoří konvexní
obálku):
(a) Najdi nejbližší bod K ze seznamu O, který tvoří konvexní obálku.
(b) Najdi body K1 a K2 ze seznamu O sousedící s bodem K.
(c) Vypočítej vzdálenosti |K,K1|, |K,K2| a |P,K|.
(d) Pokud je vzdálenost |P,K|menší než |K,K1| a zároveň |K,K1| je menší než |K,K2|,
vlož bod P mezi body K a K1 do seznamu O. Pokračuj krokem 2.
(e) Pokud je vzdálenost |P,K| menší než |K,K2| vlož bod P mezi body K a K2
do seznamu O.
2. Pokud stále existuje alespoň jeden vnitřní bod P , vrať se k bodu 1.
3. Seznam O obsahuje zúženou konvexní obálku.
Po provedení algoritmu popsaného v této kapitole budeme mít k dispozici seznam ob-
lastí ve vektorovém formátu. Každá oblast bude popsána množinou bodů tvořících polygon




Interpolace vektorových primitiv bude implementována pomocí výpočtu optického toku
mezi jednotlivými snímky videa a na základě hodnot této veličiny upravovat vykreslování
snímků. V této kapitole je vysvětlen pojem optického toku. Je zde také vysvětleno, jak
se optický tok využije k interpolaci snímků videa.
8.1 Optický tok
Optický tok můžeme chápat jako dvourozměrné pole vektorů. Jednotlivé vektory určují
směr a rychlost pohybu bodu v obraze během určitého časového úseku. Vzhledem k tomu, že
výpočet optického toku ze dvou snímků je prováděn z šedotónových variant těchto snímků,
je nutné aby mezi těmito snímky byly zajištěny stejné světelné podmínky. Pokud je tato
podmínka splněna, pak lze předpokládat:
I(x+ dx, y + dy, t+ dt) = I(x, y, t) (8.1)
kde (dx, dy) je vektor optického toku. Metod pro výpočet optického toku existuje několik
v této práci je použita jedna z diferenciálních metod a to konkrétně metoda Lucas-Kanade.
V této metodě je předpokládáno, že optický tok v lokálním okolí jednoho pixelu konstantní.
Na základě tohoto předpokladu je poté sestavena soustava rovnic pro výpočet optického
toku. Více o této metodě lze nalézt na [16].
8.2 Výpočet interpolace
K interpolaci snímků využijeme optický tok zmíněný v předchozí kapitole. Jelikož vykreslo-
vané objekty budou k dispozici ve vektorovém formátu, bude každé vykreslované primitivum
určeno několika klíčovými body. V případě barevných oblastí to budou body polygonu a v
případě křivek to budou jejich řídící body.
Při vykreslování snímku se tedy budou brát v potaz grafická primitiva z minulého
snímku. Pokud bude v každém klíčovém bodě grafického primitiva z minulého snímku směr
optického toku stejný, zahrne se zkoumaný objekt do vykreslování současného snímku také.
Souřadnice klíčových bodů tohoto objektu však budou na základě optického toku změněny.
Ostatní parametry nicméně zůstanou stejné. U barevných polygonů to bude jejich barva
a u křivek to bude jejich barva a tečné vektory v řídících bodech.
Tímto způsobem by měly být minimalizovány skokové změny barev a tvarů oblastí mezi
snímky a také by se měl minimalizovat efekt
”
skákajících“ křivek ve videu.
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Kapitola 9
Návrh a implementace aplikace
V této kapitole je navržen proces transformace videa. Dále tato kapitola obsahuje návrh
infrastruktury aplikace, která bude proces provádět. Jsou zde také navrhnuty možnosti
budoucího rozšíření či znovupoužití jednotlivých komponentů aplikace a v závěru je před-
stavena implementace jednoho rozšíření.
9.1 Návrh vykreslování
Před samotnou transformací snímků videa, které bude aplikaci předáno jako vstup, se nejdříve
z tohoto videa snímky extrahují. Vzhledem k tomu, že počet snímků by mohl být velký,
a abychom předešli zaplnění paměti snímky, které v jednom okamžiku nebude potřeba,
uloží se extrahované snímky vstupního videa na pevný disk. V paměti se bude uchovávat
pouze právě zpracovávaný snímek a vektorové objekty z předešlého snímku. Tímto způso-
bem se sníží paměťová náročnost aplikace.
Snímky se tedy budou načítat a zpracovávat sekvenčně po jednom snímku. Každý sní-
mek se načte ze souboru, extrahují se z něj vektorové objekty. Pokud budou v paměti
uložené některé vektorové objekty z předchozího smímku, vypočítají se souřadnice polohy
těchto objektů v současném snímku a tyto objekty se zařadí k extrahovaným objektům
ze současného snímku.
Nakonec se vektorové objekty vykreslí a výstup se uloží do souboru na pevný disk.
Jakmile takto budou zpracovány všechny soubory se snímky vstupního videa, vytvoří se
ze souborů zpracovaných snímků video, které aplikace vrátí jako svůj výstup. Podrobněji
je tento proces zobrazen na obrázku 9.1.
9.2 Implementační technologie
Jako programovací jazyk pro implementaci této diplomové práce byl zvolen jazyk Python,
který poskytuje možnosti objektově orientovaného programování, jako je polymorfismus,
přetěžování a vícenásobná dědičnost. Vytvořený kód sice není kompilován do spustitelného
souboru. Místo toho se překládá do byte kódu, který je následně interpretován, což může
být bráno jako nevýhoda z hlediska rychlosti běhu programu. Nicméně interpret jazyka je
napsán v jazyce ANSI C a jeho implementace je nezávislá na platformě a tudíž z pohledu
přenositelnosti, je výhodné použít tento jazyk. Dalším důvodem, proč byl zvolen jazyk Py-
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Obrázek 9.1: Průběh transformace vstupního videa.
všechny algoritmy a využití specializovaných knihoven je efektivnější než implementovat
veškeré potřebné funkce znovu.
Složitější matematické operace jsou v jazyce Python relativně časově náročné, proto
veškeré výpočty budou realizovány knihovnou numpy, která je spolu s knihovnou scipy vy-
užívaná pro vědecké výpočty. Jádro knihovny je implementováno v jazyce C a tudíž jsou její
funkce rychlejší než ekvivalentní funkce napsané čistě v jazyce Python. Knihovna obsahuje
funkce a datové typy pro práci s maticemi a vektory, které jsou v projektu využívány.
Pro práci s obrazem v jazyce Python byla použita knihovna Python Imaging Library.
Tato knihovna nabízí funkce a třídy pro základní operace s obrazem, jako je jeho načítání
a ukládání, vykreslování do obrazu, aritmetické či logické operace a jednoduché filtry obrazu.
Původně se v projektu mělo pomocí této knihovny provádět vykreslování objektů snímku.
Bohužel možnosti vykreslování této knihovny jsou značně omezené. Z toho důvodu je tato
knihovna v projektu použita pouze k manipulaci s daty snímku a k implementaci složitějších
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obrazových filtrů.
Jako alternativa k vykreslování grafických primitiv byla zvolena knihovna OpenGL re-
spektive její vazba na jazyk Python, knihovna PyOpenGL. Knihovna OpenGL se zejména
používá k programování grafických aplikací v trojrozměrném prostoru pomocí ovládání
GPU na nízké úrovni, nicméně s její pomocí je možné vykreslovat i v dvourozměrném pro-
storu. Vzhledem k tomu, že vykreslování probíha na GPU, je vykreslování časově nenáročné
a je relativně jednoduché díky možnostem knihovny používat například antialiasing hran
a křivek.
Při implementaci byla také použita knihovna OpenCV respektive její rozhraní pro jazyk
Python. Tato knihovna je využívána v aplikacích pro počítačové vidění. V tomto projektě
byla knihovna použita při implementaci interpolace snímků, konkrétně k výpočtu optického
toku.
Vzhledem k tomu, že bylo nutné, aby implementovaná aplikace byla schopna zpracovat
videa kódovaná v různých formátech a uložená v různých kontejnerech, byla v projektu k de-
kódování vstupního videa a kódování výstupního videa využita knihovna kodeků libavcodec
respektive kolekce utilit FFmpeg pracující nad těmito kodeky. Pro jazyk Python existuje
rozhraní této kolekce PyFFmpeg. Bohužel toto rozhraní se při implementaci ukázalo být ne-
stabilní a při používání jeho funkcí docházelo náhodně k pádu celé aplikace. Bylo tedy nutné
použít rozhraní příkazového řádku ffmpeg, které je z aplikace voláno pomocí podprocesů.
9.3 Návrh infrastruktury aplikace
Grafické uživatelské rozhraní tato aplikace nebude poskytovat. Vzhledem k tomu, že apli-
kace bude pouze transformovat vstupní video na výstupní video, nebude nutné snímat žádné
vstupní data od uživatele kromě počátečního nastavení vykreslování1. Zároveň není nutné
zobrazovat transformované video v reálném čase a tudíž i pro zpětnou vazbu pro uživatele
je zbytečné implementovat grafické rozhraní. Pro nastavení vykreslování bude dostačující
prostředí příkazového řádku. Uživatelské rozhraní je popsáno v příloze B.
Základní architektura aplikace je zobrazena na obrázku 9.2. Z důvodu jednoduché
rozšiřitelnosti či úplné změny vykreslování budou všechny komponenty aplikace sdruženy
do jedné knihovny. Uživatelské rozhraní poté bude pouze pracovat s komponenty této
knihovny a volat její funkce. Tímto způsobem bude umožněno v budoucnosti například
rozšířit aplikaci o grafické uživatelské rozhraní nebo použít komponenty k jinému účelu,
než byly původně navrhnuty. Nazvěme tuto knihovnu podle původního případu použití2
rotolib. Na obrázku 9.2 je tedy zobrazena knihovna, která je využívána ruznými
”
klienty“,
kterými může být jak implementované řádkové rozhraní, tak v budoucnosti implementované
grafické rozhraní.
Rozdělení knihovny bude podle funkcí jednotlivých komponentů. Knihovna bude roz-
dělena na následující části:
• Konstantní proměnné: Aby se v implementaci algoritmů neobjevovaly tzv. magická
čísla, budou všechny konstantní proměnné uvedeny v jednom modulu knihovny. Na-
zvěme tento modul constants.
• Pomocné funkce: Veškeré pomocné funkce se pro přehlednost knihovny také sdruží
do jednoho modulu. Vzhledem k tomu, že knihovna svým počtem modulů a entit
1Nastavení vykreslování bude pro všechny snímky stejné









Obrázek 9.2: Základní architektura aplikace.
v nich se bude řadit mezi menší knihovny, je možné k tomuto kroku přistoupit. Pokud
by se však v budoucnosti knihovna rozšiřovala, bude nutné pomocné funkce rozdělit
dle jejich účelu do jednotlivých modulů. Tento modul nazveme shortcuts.
• Datové typy: Pro zjednodušení implementace navrženého transformačního algoritmu
bude nutné zavést nové datové typy. Všechny tyto datové typy budou implementovány
v jednom modulu, který nazveme types.
• Extrakce grafických primitiv: Třídy objektů které budou zabezpečovat extrakci gra-
fických primitiv v rastrovém formátu sdružíme také do jednoho modulu. Tento modul
se bude jmenovat extractors.
• Vektorové operace: Vzhledem k tomu, že pro práci s grafickými primitivy ve vekto-
rovém formátu bude potřeba externích knihoven (viz. kapitola 9.2), které nemusí být
vždy dostupné na používané platformě uživatele, budou datové typy a třídy pro pře-
vod do vektorového formátu a interpolaci v jednom modulu. Tento modul se bude
jmenovat vectorize.
• Vykreslování snímků: Třídu, která bude obsahovat implementaci vykreslování výstup-
ního videa vložíme zvlášť do modulu, který se bude jmenovat renderer.
Vzhledem k tomu, že v aplikaci často budou prováděny různé transformace pixelů na
základě jejich lokálního okolí, bylo by výhodné zefektivnit popis okolí. K tomu byl v této
práci zvolen popis okolí pomocí tzv. chain codes3. Chain codes systém se ve 2D počíta-
čové grafice používá zejména k snížení paměťové náročnosti, jelikož pomocí nich lze popsat
přechod z jednoho bodu do druhého místo souřadnic (tedy minimálně dvěmi čísly) pouze
pomocí jednoho čísla. Princip spočívá v označení sousedících pixelů identifikačními čísly.
Následně je možně tímto způsobem efektivně popsat například rastrovou křivku. K popisu
tvaru křivky tedy stačí pouze jeden z koncových bodů křivky a sekvence identifikačních čí-
sel. Tento popis rastrových objektů je také invariantní vůči transformaci posunutí. Označení
sousedících bodů a příklad popisu křivky je zobrazen na obrázku 9.3.














Obrázek 9.3: Popis rastrových objektů pomocí chain codes
Všechny datové typy v knihovně rotolib budou implementovány jako třídy objektů
se specifickými atributy a metodami. Datové typy pro ukládání informací o rastrových
objektech v obraze budou následující:
• OctTreePalette a OctNode: Tyto dva datové typy budou používány k ukládání ba-
revné palety při kvantizaci oktalovým stromem. Typ OctTreePalette reprezentuje ok-
talový strom. Bude poskytovat metody pro redukci oktalového stromu, přidání barvy
do oktalového stromu a metodu pro generování konečné palety barev. Samotná in-
formace o barvách však bude uložena v objektech OctNode. Objekt OctTreePalette
se tedy bude skládat z kořenového uzlu OctNode, který bude obsahovat 0-8 odkazů
na další uzly v nižší úrovni stromu (a takto rekurzivně). Každý objekt OctNode bude
obsahovat informaci o barvě a odkazy na nižší uzly stromu.
• BasePoint a Point : Základní datový typ aplikace BasePoint bude reprezentovat pixel
obrazu. Bude obsahovat souřadnice pixelu a poskytovat metody pro práci s chain co-
des. Typ Point bude rozšiřovat typ BasePoint tím, že bude poskytovat další informace
o pixelech jako je směr a velikost gradientu v pixelech.
• Cluster : Tento datový typ bude reprezentovat množinu sousedících bodů. Bude se
skládat z objektů Point a bude poskytovat metodu pro trasování rastrových křivek
obsažených v této množině bodů.
• Edge: Jak je z názvu patrné, účel tohoto datového typu bude reprezentace hran v ob-
raze tudíž rastrových křivek. Tento datový typ bude obsahovat cestu křivky a metodu
pro výpočet rohových bodů z této křivky.
• Area: Tento datový typ je určen k reprezentaci barevné oblasti. Bude obsahovat
množinu sousedících bodů (tedy množinu objektů BasePoint) se stejnou barvou urče-
nou jedním atributem. Tento datový typ bude schopen převést sám sebe na vektrorou
reprezentaci a tudíž bude nutné, aby poskytoval metody pro výpočet konvexní obálky
z množiny bodů a metodu pro zúžení této obálky. Kombinací těchto dvou metod
se poté vytvoří medota, která bude vracet datový typ Polygon, který je popsán níže.
• Connection: Knihovna rotolib také bude obsahovat dva pomocné datové typy. Jedním
z nich je Connection. Tento datový typ bude sloužit k výpočtu vzdálenosti bodů
a průsečíků. Tento datový typ bude obsahovat dva body typu BasePoint a bude
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reprezentovat spojení těchto dvou bodů úsečkou. Úsečka bude popsána parametricky
a tudíž bude poskytovat metodu pro výpočet průsečíku s jinou úsečkou, metodu
pro výpočet bodu ležícího na úsečce dle parametru t a metodu testující zda zadaný
bod leží na této úsečce.
• HistoryQueue: Druhým z pomocných datových typu je typ fronty typu FIFO s testem
unikátnosti. Tedy vložit stejný objekt do fronty bude možné pouze jednou, i přestože
objekt již ve frontě není obsažen.
Datové typy pro ukládání informací o vektorových objektech v obraze budou následující:
• HermiteSpline a SplineSegment : Datový typ HermiteSpline bude reprezentovat para-
metrickou Hermitovskou spline křivku. Bude obsahovat řídící body křivky a seznam
datových typů SplineSegment, které budou reprezentovat jednotlivé segmenty křivky
mezi řídícími body. Typ HermiteSpline bude poskytovat metodu pro výpočet souřad-
nic bodu ležícího na křivce dle parametru t.
• Polygon: Datový typ pro vektorovou reprezentaci barevné oblasti bude obsahovat
seznam klíčových bodů a metodu pro vykreslení oblasti na základě klíčových bodů.
V knihovně bude nutné mimo datových typů implementovat také třídy pro práci s těmito
datovými typy:
• EdgeExtractor : Tato třída bude poskytovat extrakci rastrových křivek z obrazu. K to-
muto účelu bude poskytnuta metoda pracující s datovými typy Point, Cluster a jejímž
vstupem bude obraz a výstupem bude seznam objektů Edge.
• AreaExtractor : Pomocí metody této třídy bude implementována extrakce barevných
oblastí v rastrovém formátu, jejímž vstupem bude obraz a výstupem bude seznam
objektů Area.
• SplineRenderer : Třída, která poskytne metodu na vykreslování objektů HermiteSpline
pomocí OpenGL. Vstupem metody tedy bude seznam objektů a výstupem vykreslený
RGBA obraz, kde pozadí bude průhledné a který se následně aplikuje na obraz vy-
kreslených barevných oblastí.
• Interpolator : Třída, která bude obsahovat implementaci interpolace vektorových ob-
jektů. Tato třída bude poskytovat metodu, která ze dvou vstupních snímků a sezna-
mem vektorových objektů z prvního snímku vygeneruje a vrátí seznam těchto objektů
s upravenými souřadnicemi.
• CartoonRenderer : Hlavní třída knihovny. Tato třída bude zpracovávat vstupní video,
k čemuž využije všechny výše uvedené třídy. Poskytovat bude metodu pro extrakci
snímků z videa, metodu pro zpracování extrahovaných snímků a metodu pro vytvoření
výstupního videa z transformovaných snímků.
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9.4 Extrakce a vykreslování oblastí
Implementace kvantizace barev ve vstupním obraze byla umístěna dle návrhu v modulu ty-
pes pomocí třídy OctTreePalette. Výstupy kvantizace však v některých případech degrado-
vali strukturu obrazu. Příčinou degradace byla redukce oktalového stromu pouze na základě
barvy. I když se při redukci barev pro sjednocení uzlů vybíraly vždy nejnižší listy stromu,
občas tyto dva listy obsahovali dvě oddělené barevné oblasti. Algoritmus oktalového stromu
byl proto rozšířen o informaci o počtu pixelů, ve kterých je barva uzlu obsažena. Přidáním
barvy do stromu se tedy počet pixelů příslušného uzlu stromu zvýší o 1. Při redukci stromu
je poté počet zohledněn následovně:
1. Vyhledá se nejnižší vrstva stromu.
2. V této vrstvě se nalezne list s nejmenším počtem pixelů.
3. Tento list se sjednotí s dalším listem stejného nadřazeného uzlu. Pokud takový list
neexistuje, list se sjednotí s nadřazeným uzlem.
Příklad výstupu kvantizace obrazu je uveden na obrázku 9.4b.
Převod oblastí z rastrové reprezentace na vektorovou reprezentaci je implementován
pomocí třídy AreaExtractor. Oblasti se extrahují z kvantizovaného obrazu a jejich rastrová
reprezentace se ukládá do objektů typu Area. Tyto objekty poté sami sebe převedou na vek-
torou reprezentaci dle algoritmu uvedeném v kapitole 7.2 tedy na polygony. Získané poly-
gony jsou poté seřazeny podle velikosti a postupně vykresleny. Jak je patrné z příkladu
polygonizace na obrázku 9.4c, převod barevných oblastí a následné vykreslení značně de-
graduje obraz. Mezi jednotlivými polygony vznikají mezery. Tyto mezery by po vykreslení
polygonů bylo nutné vyplnit. Bílé pixely by se mohly vyplňovaly barvou nejbližšího po-
lygonu. To by však mohlo mít za následek nestabilní hranice oblasti mezi snímky videa,
jelikož určitý pixel by mohl být v jednom snímku blíže k jinému polygonu než v následujícím
snímku.
Další možností je použít kvantizovaný obraz jako podklad pro vykreslování polygonů.
Pokud bychom použily tuto variantu, převod na vektorovou reprezentaci by byl v podstatě
zbytečný, jelikož konečný tvar by byl nakonec určen kvantizovaným obrazem. Na základě
těchto poznatků a tomu, že stabilita kvantizovaného obrazu byla zvýšena výše uvedeným
rozšířením, byl převod barevných oblastí na vektorový formát v renderování videa vynechán
a barevné oblasti jsou ve snímcích vykreslovány pouze prostřednictvím kvantizace obrazu.
9.5 Extrakce a vykreslování křivek
Extakce křivek je dle návrhu implementována v třídě EdgeExtractor. Nejprve jsou nale-
zeny hrany v obraze postupem uvedeným v kapitole 5. Hrany jsou následně extrahovány
algoritmem uvedeným v kapitole 6.1. Algoritmus byl však mírně upraven pro dosažení le-
pších výsledků. Ukázalo se, že informace o směru gradientu v pixelech není vždy přesná.
V některých případech docházelo k extrakci velkého množství krátkých křivek místo jedné
dlouhé, i když tvar shluku nasvědčoval spíše jedné dlouhé křivce. Jeden z případů je uveden
na obrázku 9.5, kde jsou jednotlivé křivky rozlišeny barvou.
Algoritmus se tedy upravil tak, aby v případě že se při hledání dalšího sousedícího pixelu
ve směru původně určeném nenalezne žádný pixel, algoritmus násleně zkusí nalézt sousedící




Obrázek 9.4: Ukázka výstupu polygonizace: a) vstupní obraz, b) kvantizovaný obraz, c)
extrahované polygony
pro směr 1 dle obrázku 6.2 jsou sekundárními směry směr 2 a směr 4. Další úpravou tra-
sovacího algoritmu byla filtrace osamělých pixelů a velmi krátkých křivek ve shluku během
samotného trasování.
Převod křivek z rastrového formátu do vektorového formátu je dle návrhu implemento-
ván v metodě pro transformaci snímků třídy CartoonRenderer. Ze snímku jsou extrahovány
hrany v rastrovém formátu. Následně jsou v těchto hranách vyhledány rohové body, ze kte-
rých se spolu s koncovými body vytvoří příslušné objekty HermiteSpline. Vykreslení vrstvy
křivek je implementováno v metodě třídy SplineRenderer. Při návrhu aplikace se počítalo
s tím, že vykreslování křivek bude implementováno knihovnou Python Imaging Library,
konkrétně jejím modulem ImageDraw. S prvními výstupy se však ukázalo, že možnosti
modulu jsou omezené. Plynulý přechod mezi tloušťkami čar je při použití této knihovny
prakticky nemožný a navíc neumožňuje antialiasing čar.
Pro vykreslování křivek tedy byla použita vazba OpenGL pro jazyk Python. Aby bylo
možné pracovat s OpenGL ve 2D prostoru je nutné zapnout ortogonální projekci a pře-
sunout počátek souřadnicového systému do levého horního rohu okna kamery a nastavit
stejnou velikost okna kamery jako je velikost snímku. S tímto nastavením se poté sořadnice
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(a) (b)
Obrázek 9.5: Ukázka výstupu trasování křivek: a) bez sekundárních směrů b) se sekundár-
ními směry
ve snímku shodují se souřadnicemi v kontextu OpenGL a lze jednoduše křivky vykreslo-
vat. Pomocí zapnutého blendingu barev a antialiasingu lze pak vykreslit vyhlazenou křivku
s plynulým přechodem tloušťky čar. Obrázek 9.6 ukazuje rozdíl vykreslování čar různých
tlouštek oběmi knihovnami. Na obou obrázcích byly použity tloušťky 1, 2, 3, 4 a 5 pixelů.
Je zde patrné, že na obrázku je výsledná tloušťka čáry stejná pro nastavené tloušťky 2 a 3
nebo 4 a 5, tedy přechod je skokokový, přičemž na obrázku 9.6b je přechod plynulý.
(a) (b)
Obrázek 9.6: Ukázka kreslení čar: a) knihovna Python Imaging Library b) knihovna OpenGL
Díky použití knihovny OpenGL je tedy možné implementovat styl křivek, kdy jednot-
livé křivky mají u svých koncových bodů šířku závislou na své délce (konkrétně jsou to dvě
detiny délky křivky, minimálně však 2 pixely). Směrem od koncových bodů ke středu křivky
tloušťka postupně po určité délce narůstá. Krok zvyšování tloušťky je závislý na počáteční
tloušťce. Křivka je rozdělena na 2 * počáteční tloušťka částí a při vykreslování se u pře-
chodu z jedné části do druhé zvýší tlouštka o jeden pixel. Tímto způsobem zůstanou krátké
křivky přiměřeně úzké a dlouhé křivky jsou zvýrazněny. Barvu křivky je možné nastavit
společnou pro všechny křivky, nebo je možné nechat barvu vypočítat jako průměr z barev
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na souřadnicích kvantizovaného obrazu, který se mírně ztmaví.
Inicializace a nastavení GPU je implementováno v konstruktoru SplineRenderer. Tato
třída pak poskytuje metodu pro vykreslení objektů HermiteSpline do OpenGL kontextu
a metodu pro převod kontextu do objektu třídy Image z knihovny Python Imaging Lib-
rary. Vzhledem k tomu, že pozadí obrazu uloženého v tomto objektu je průhledné, stačí
pomocí funkcí knihovny Python Imaging Library pouze vložit obraz s vykreslenými křiv-
kami do obrazu s barevnými oblastmi a transformovaný snímek je vykreslen a připraven
k uložení na pevný disk. Příklad výstupu zpracovaného snímku je uveden na obrázku 9.7.
(a)
(b)
Obrázek 9.7: Transformace snímku: a) původní snímek, b) zpracovaný snímek
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9.6 Interpolace snímků
Interpolace snímků je dle návrhu implementovaná v metodě třídy Interpolator. Vzhledem
k tomu, že v konečné implementaci se interpolují pouze křivky, očekává se na vstupu metody
seznam objektů HermiteSpline, současný a předchozí snímek. Ze snímků je vypočítán vektor
optického toku pro každý řídící bod každé řídící křivky. Pokud jsou vektory optického
toku ve všech řídících bodech křivky stejné, je vektor optického toku přičten ke každému
řídícímu bodu křivky a výsledná křivka je přidána do výstupního seznamu křivek. Křivky
z výstupního seznamu interpolace jsou poté dodatečně vykresleny do současného snímku.
Výstupy interpolace mezi snímky jsou relativně dobré. Občas se sice rychlost optic-
kého toku vypočítá nepřesně a nějaká křivka z předchozího snímku skončí v současném
snímku samotná v prostoru, nicméně tato chyba vytváří efekt tzv. motion lines, kterým se
v kresbách naznačuje pohyb. I přesto, že interpolace je mezi snímky funkční, na výsledné
video většinou nemá vliv, jelikož změna čar je stále vysoká. Na obrázku je možné vidět roz-
díl mezi interpolovaným snímkem a snímkem bez interpolace. Všimněte si, že interpolovaná
křivka na dívčině čele se pomocí vektoru optického toku posunula správně, nicméně interpo-
lovaná křivka na dívčině tváři nikoliv. Poloha interpolované křivky na uchu je také víceméně




Obrázek 9.8: Interpolace snímků: a) první snímek, b) druhý snímek bez interpolace, c)
druhý snímek bez interpolace
Výpočet interpolace snímků by byl potřeba rozšířit mezí více snímků například tím, že
poloha křivek v současném snímku by se upravovala v závislosti na předchozím a zároveň
budoucím snímku. Dalším zlepšením interpolace snímků by mohlo být po upravení souřad-
nic řídích bodů použití algoritmu aktivních kontur na řídící body křivek. To by mohlo vést
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k přesnější pozici interpolované křivky, jelikož algoritmus by se aplikoval na kvantizovaný
obraz. Nejlépe by se ale interpolace snímků mohla zlepšit, pokud by renderer měl doda-
tečné informace o vstupním videu. Například pokud by bylo maskou určeno která oblast
je ve videu pozadí a která popředí. Na základě překrývání masek mezi snímky by se ve-
tšina obrazu pozadí snímku nemusela vůbec měnit, jelikož pozadí je ve většině navazujících
snímků stejné. Tento způsob by ale vyžadoval předzpracování videa a určení snímků, kde
dochází ke střihu, aby se pozadí v novém záběru překreslilo.
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Kapitola 10
Porovnání s jinými systémy
Porovnání této implementace s jinými systémy je poněkud těžké. Nejsem si vědom, že by
existoval systém, který by se zabýval stejným problémem jako tato diplomová práce. Roto-
shop zmíněný v kapitole 3 se sice zabývá převodem videa na cartoon reprezentaci, nicmémě
tento systém není plně automatický. Program Rotoshop slouží pouze jako zjednodušení
překreslování snímků videa kreslíři.
(a)
(b)
Obrázek 10.1: Porovnání s jiným systémem: a) Cartoon transformace pomocí programu
VLC, b) Cartoon transformace pomocí rendereru knihovny rotolib.
Snad jediným podobným programem je jeden z video efektů programu VLC, který
39
při aplikaci zobrazuje video v cartoon reprezentaci. Z ukázky výstupu programu VLC na ob-
rázku 10.1 lze usoudit, že zvýrazňování hran je pravděpodobně implementováno Sobelovým
filtrem. Důsledkem je velké množství krátkých a čar, čemuž jsem se snažil v této práci vy-
hnout. Barvy v obraze jsou kvantizovány na menší počet, což podle mého názoru degraduje
informaci o hloubce objektů v obraze. Vzhledem k tomu, že transformace obrazu bude nej-
spíše implementována pomocí jednoduchých filtrů a implementační jazyk programu VLC
je C/C++, je možné transformaci provádět v reálném čase, což implementace v této diplo-
mové práce neumožňuje. Implementační jazyk Python patří do skupiny pomalejších jazyků




V kapitole 9.4 byla jako důvod volby architektury aplikace ve formě knihovny s rozhra-
ním uvedena možnost jednoduchého rozšíření aplikace a znovupoužitelnosti jednotlivých
komponentů. Pro demostraci znovupoužitelnosti byly vytvořeny další dvě rozhraní. Prvním
rozhraním je corners, kterým lze vyhledávat rohy v obraze. Druhým rozhraním je quantize,
kterým lze libovolně kvantizovat obrazy. Obě rozhraní jsou ve formě příkazového rozhraní.
K demonstraci rozšíření aplikace jsem nejdříve chtěl implementovat další rozhraní, které
by používalo komponenty knihovny, ale nevycházelo pouze z nich a rozšiřovalo je. Tento cíl
se mi povedl, nicméně implementované rozhraní s rozšířením patří do oboru nefotorealistic-
kého zobrazování, a tak jsem nakonec rozšiřující prvky vložil přímo do knihovny. Pro tento
účel byl v knihovně vytvořen modul wrappers.
(a) (b)
Obrázek 11.1: Ukázka výstupu rozšíření knihovny: a) vstupní obraz, b) transformovaný
obraz
Rozšíření implementované v tomto modulu obsahuje zjednodušený algoritmus převodu
obrazu na painterly reprezentaci, který byl publikován v [8]. Jedná se o algoritmus, kterým
je vstupní obraz postupně překreslen tahy štětcem o určitých barvách, velikostech a směrech.
Parametry jednotlivých tazích štětce jsou určeny dle toho, kde se tah štětce umístí. Nejprve
je nutné vstupní obraz předzpracovat tak, že se v něm vyhledají hrany a vypočítá se gradi-
entní obraz. To již v knihovně rotolib implementováno bylo. Poté je možné začít překreslovat
vstupní obraz. Barva tahu se určí dle místa kam se tah bude aplikovat, velikost tahu štětce
41
dle vzdálenosti k nejbližší hraně (čím dál je tah štětce, tím je jeho velikost větší) a směr
tahu se určí ze směru gradientu této hrany. Ukázka výstupu tohoto algoritmu je na obrázku




V této diplomové práci byl vysvětlen pojem nefotorealistického zobrazování a uveden dů-
vod zájmu o tuto oblast počítačové grafiky, jenž je zrychlení metody používané ve filmovém
průmyslu. Práce uvádí nejdůležitější algoritmy potřebné pro převod reálného rastrového
obrazu na jeho vektorovou reprezentaci a jejím prostřednictvím transformaci na obraz ne-
fotorealistický.
Byl zde navržen algoritmus transformace reálného obrazu na nefotorealistický obraz
ve stylu cartoon. Tento algoritmus byl aplikován na snímky videosekvence a byl navržen
algoritmus pro interpolaci snímků videa z důvodu zvýšení stability videa.
Navržený algoritmus interpolace byl implementován. Interpolace mezi snímky byla úspěšná,
nicméně stabilita videosekvence se velmi nezvýšila. V práci byl navržen další možný postup
pro zlepšení stability videa a implementovaný systém byl srovnán s dostupnou alternativou.
K závěru práce bylo představeno rozšíření implementované knihovny další nefotorealistickou
transformací obrazu, konkrétně transformací painterly.
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Dodatek A




Uživatelské rozhraní je vytvořeno prostřednictvím příkazového řádku. Pro transformaci
videa bylo vytvořeno rozhraní cartoonize. Při spuštění příkazu cartoonize s parametrem -h
či –help je na standartní výstup vypsána nápověda:
$ . / c a r t o o n i z e . py −−help
Usage : c a r t o o n i z e . py [ opt ions ] <input v ideo>
Options :
−h , −−help show t h i s he lp message and e x i t
−−workdir=DIRECTORY working d i r e c t o r y
−−s t a r t=INT time in second , where to s t a r t with the t rans fo rmat ion
−−count=INT count o f frames to trans form
−−output=FILE output f i l e
−−f p s=INT framerate o f output v ideo
−−encode=NAME name o f encoder o f output v ideo ( f o r l i s t o f names use
command ” ffmpeg −codecs ”)
−− i n t e r p o l a t e turns on in t e r−frame i n t e r p o l a t i o n
−−edge−c o l o r =(BYTE,BYTE,BYTE)
d e f a u l t edge c o l o r
−−max−c o l o r s=INT c o l o r quant i za t i on th re sho ld
−−median=INT s i z e o f median ke rne l f o r c o l o r quant i za t i on
−−no i s e don ’ t remove no i s e be f o r e edge d e t e c t i o n
−−rad iu s=INT grad i ent s u r p r e s s i o n rad iu s
−−l o c a l−f a c t o r=FLOAT grad i en t s u r p r e s s i o n l o c a l f a c t o r
−−g loba l−f a c t o r=FLOAT
grad i ent s u r p r e s s i o n g l o b a l f a c t o r
−−min−l ength=INT minimal l ength o f ex t rac t ed edges
−−min−d i s t=INT minimal t r i a n g l e d i s t ance
−−max−d i s t=INT maximal t r i a n g l e d i s t anc e
−−max−ang le=FLOAT maximal ang le o f t r i a n g l e
−−min−corn=INT minimal count o f detec ted co rne r s
$
Jednotlivé volby slouží k nastavení rendereru v knihovně. Funkce voleb jsou následující:
• workdir : Cesta k pracovní složce do které se extrahují snímky vstupního videa. Pokud
není zadána vytvoří se dočasná složka.
• start : Počet sekund od počátku videa od kdy se má vstupní video zpracovat. Snímky
před udaným časem se ignorují. Implicitně je nastaveno nula sekund.
• count : Počet snímků který se ze vstupního videa zpracují. Pokud není zadán, zpracují
se všechny snímky videa.
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• output : Cesta k výstupnímu videu. Pokud se zadá pouze název videa vytvoří se tento
soubor v pracovní složce.
• fps: Framerate výstupního videa.
• encode: Jméno kodeku výstupního videa. Pro seznam podporovaných kodeků je možné
použít příkaz
”
ffmpeg -codecs“. Kodeky s označením E a V jsou vhodné pro zakódo-
vání videa.
• interpolate: Zapne se interpolace snímků
• edge-color : Implicitní nastavení barvy křivek ve výstupním videu. Pokud se nenastaví,
barva křivek je vypočítávána z průměru barev v řídících bodech křivky.
• max-colors: Maximální počet barev v kvantizovaném obraze.
• median: Zapne vyhlazování kvantizovaného obrazu pomocí mediánového filtru. Hod-
nota by měla být 3 nebo 5 a reprezentuje velikost matice mediánového filtru.
• noise: Vypne filtrování šumu ze snímků videa před detekcí hran.
• radius: Velikost zkoumaného lokálního okolí při potlačení nemaximálních hodnot v
gradientovém obraze.
• local-factor : Koeficient hodnoty práhu minimálního gradientu v lokálním okolí při
potlačení nemaximálních hodnot v gradientovém obraze.
• global-factor : Koeficient hodnoty práhu minimálního gradientu v celém obraze při
potlačení nemaximálních hodnot v gradientovém obraze.
• min-length: Minimální délka extrahovaných křivek v rastrovém formátu.
• min-dist : Minimální vzdálenost rohových bodů v křivkách.
• max-dist : Maximální vzdálenost bodů v křivce, pro kterou se jestě vpíše trojúhelník
do křivky a vypočítá se příslušný úhel.
• max-angle: Maximální úhel vepisovasných trojúhelníků do křivek.
• min-corn: Minimální počet rohových bodů, který by se měl vyhledat v křivkách.
Veškeré nastavení má své implicitní nastavení a lze zadat pouze cektu ke vstupnímu
videu. Zpětná vazba rozhraní vypadá následovně:
$ python c a r t o o n i z e . py −−s t a r t=3 −−count=3400 −−output=cartoon . av i
−−workdir=/home/ para / workdir −−f p s =25 −−encode=png −− i n t e r p o l a t e
−−edge−c o l o r = ’(0 ,0 ,0 ) ’ −−max−c o l o r s =64 −−median=5 −−rad iu s=3
−−l o c a l−f a c t o r =0.6 −−g loba l−f a c t o r =0.1 −−min−l ength=20 −−min−d i s t=2
−−max−d i s t=5 −−max−ang le =2.1 −−min−corn=5 /home/ para /Desktop/ t r a i l e r . mov







Encoding video f i l e .





• doc/ - programová dokumentace
• src/ - zdrojové soubory aplikace
• zprava/ - zdrojové soubory diplomové práce
• cartoon.avi - ukázkové transformované video
• dp.pdf - diplomová práce
• original.mov - ukázkové vstupní video
• plakat.pdf - plakát
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