In this paper, a general neutral stochastic functional differential equations with infinite delay and Lévy jumps (NSFDEwLJs) is studied. We investigate the existence and uniqueness of solutions to NSFDEwLJs at the phase space C g under the local Carathéodory type conditions. Meanwhile, we also give the exponential estimates and almost surely asymptotic estimates of solutions to NSFDEwLJs.
Introduction
Many dynamical systems depend not only on present and past states but also involve derivatives with delays as well as the function itself. Deterministic neutral functional differential equations (NFDEs) are often used to describe such systems. The theory of NFDEs hasbeenstudiedbymanyauthors,e.g.,Hale [, ] . Motivated by the chemical engineering systems as well as the theory of aeroelasticity, Kolmanovskii and Myshkis [, ]introduced the neutral stochastic functional differential equations (NSFDEs) and gave its applications in chemical engineering and aeroelasticity. Since then, the theory of NSFDEs has attracted more and more attention. For example, the existence, uniqueness, and stability of solutions to NSFDEs can be found in [-] However, the global Lipschitz condition imposed on [, , , , , , , , ]i s seemed to be considerably strong when one discusses variable applications in real world. For instance, Cox [] proposed the Cox-Ingersoll-Ross process for describing the shortterm interest rates dx(t)=k λ -x(t) dt + θ x(t) dw(t), x() = x  , (.)
where k, λ ≥ , θ >andx  >.w(t) is a one-dimensional Brownian motion. It is well known that the diffusion coefficient of equation (.) is not globally Lipschitz. In this case, it is necessary for us to find other conditions to replace the Lipschitz condition. In the past few decades, many people have paid much attention to the existence, uniqueness of stochastic differential systems under some weaker conditions (see [-] prove the pth moment of solution will grow at most exponentially with exponent
and show that the exponential estimations implies the almost surely asymptotic estimations. Finally, we give two examples to illustrate the theory in Section .
Preliminaries and some assumptions
Throughout this paper, unless otherwise specified, we use the following notation. Let |x| be the Euclidean norm of a vector x ∈ R n .IfA is a matrix, its trace norm is denoted by |A| = trace(A ⊤ A). Let ( , F, {F t } t≥ , P) be a complete probability space with a filtration {F t } t≥ satisfying the usual conditions (i.e. it is increasing and right continuous while F  contains all P-null sets). Let w(t)=(w  (t),...,w m (t)) T be an m-dimensional Brownian motion defined on the probability space ( , F, P). Let {p =p(t), t ≥ } be a stationary F t -adapted and R n -valued Poisson point process.
Then, for A ∈ B(R n -{}), here B(R n -{}) denotes the Borel σ -field on R n -{} and  / ∈ the closure of A, we define the Poisson counting measure N associated withp by
where # denotes the cardinality of the set {·}. For simplicity, we denote N(t, A):=N((, t] × A). It is well known that there exists a σ -finite measure π such that
This measure π is called the Lévy measure. Moreover, by Doob-Meyer's decomposition theorem, there exists a unique {F t }-adapted martingaleÑ(t, A) and a unique {F t }-adapted natural increasing processN(t, A)suchthat
HereÑ(t, A) is called the compensated Lévy jumps andN(t, A)=π(A)t is called the compensator.
where g :( -∞,] → [, ∞) be a continuous and non-increasing function such that
, then the space (C g , |·| g ) is a Banach space, which was proved by Arion [] .
is independent of Brownian motion w.ForZ ∈ B(R n -{}), consider the following NSFDEs with Lévy jumps:
where x t = {x(t + θ ):-∞ < θ ≤ } and x t-denotes the left limit of
The initial function x  is given as
That is, ξ is an F  -measurable C g -valued random variable such that ξ ∈ M  ((-∞,];R n ).
In order to obtain the main results, we give the following conditions. Assumption . Let D(t,) =  and for any ϕ, ψ ∈ C g , there exists a constant k  ∈ (, ) such that
Here, D(t, ϕ) is continuous in t for each fixed ϕ ∈ C g . Assumption . For any ϕ, ψ ∈ C g and t ∈ [, T], there exists a function k(t, u):
Here k(t, u) is locally integrable in t for each fixed u ∈ [, ∞), it is continuous, nondecreasing, and concave in u for each fixed t ∈ [, T]. Moreover, k(t, ) =  and for any constant C  > , if a non-negative continuous function z(t), t ∈ [, T], satisfies z() =  and
Assumption . For any constant C  > , the deterministic ordinary differential equation
has a global solution for any initial value u  .
for any ϕ, ψ ∈ C g with |ϕ| g , |ψ| g ≤ N and t ∈ [, T]. Here k N (t, u) is nondecreasing and locally integrable in t for each fixed u ∈ [, ∞), it is continuous and nondecreasing and concave in u for each fixed t ∈ [, T]. Moreover, k N (t, ) =  and for any constant C  >, if a non-negative continuous function z(t)satisfiesz() =  and
Remark . Clearly, the conditions (.)and(.) imply the growth condition. That is, for any ϕ ∈ C g and t ∈ [, T], there exists a function k(t, u):
where k(t, u) is defined as Assumption ..
Remark . By using the Carathéodory theorem (see [] ), it follows that the deterministic ordinary differential equation
has a global solution for any initial value u  . In addition, by applying Lemma  in [], we see that z(t)of(.) is identically zero on [, T].
Existence and uniqueness theorem
In this section, we establish the existence and uniqueness theorem to equation (.)under the Carathéodory type conditions. In order to prove our main results, we need to introduce the following lemmas.
Lemma . Let p ≥  and a, b ∈ R n . Then, for ǫ >,
Then there exists D p >such that
The proofs of Lemma . and Lemma . can be found in []and[, ], we omit them here.
Lemma . Let p ≥  and a, b ∈ R n . Then, for any δ ∈ (, ),
The proof of Lemma . can be obtained from Lemma . by putting ǫ =
the following equation:
Proof Define the operator ,
and ( x)() = ξ ,thenwewriteequation(.)asx(t)=( x)(t). Clearly, x is an R n -valued measurable {F t }-adapted process and continuous in t ∈ [, T]. By the Hölder inequality and the Doob martingale inequality, we obtain
,weobtain
Therefore, by applying the basic inequality |a + b|
Hence, (.)i m p l i e s is an operator from M  ([, T]; R n ) to itself and we conclude that i sw e l ld e fi n e d .N o w ,w ep r o v et h a t has a unique fixed point. For any
From  < k   < , it follows that φ is a contractive mapping. Thus, by the Banach fixed point theorem, we have the operator has a unique fixed point in
there exists a unique stochastic process x = x(t)satisfying
The proof is complete.
Proof We construct the sequence of successive approximations defined as follows:
The solution x n (t) of the above equation exists according to Lemma ..Theproofwillbe split into the following three steps.
Step . Let us show that {x n (t)} n≥ is bounded. Taking ǫ ∈ (, 
In particular, taking ǫ =
Taking the expectation on both sides of (.), we have
Similarly, note that |x
Since k  ∈ (, ), then we have
Next, we will estimate the second term of (.). Using the elementary inequality |a
By Lemma . with p =,wehave
Using the Hölder inequality and Doob's martingale inequality, we get
Now for the fourth term of (.). By using the basic inequality |a + b|
where N(dt, dv)=Ñ(dt, dv)+π(dv) dt. By Lemma . with p =  and the Hölder inequality, we derive that
Therefore,
Combining with (.)-(.), it follows that
Then the condition (.)impliesthat
where c  =(+k  )  , c  =(T ++D  +Tπ(Z)). By applying the Jensen inequality,
we have
Then, inserting (.)into(.), we get
By Assumption ., it follows that u(t) is a global solution of the equation
with the initial condition u  >(+c  )E|ξ |  g + c  K . Now, we will prove the following inequality:
holding for all n ≥ . For n =,theinequality(.) holds by the definition of u.When
holds. Then, by (.),
From mathematical induction and (.), we have
Since k(t, u) is continuous and nondecreasing in u for each fixed t ≥ , we obtain
for all n ≥ . This proves the boundedness of {x n (t), n ≥ }.
Step .Letusshowthat{x n (t)} n≥ is a Cauchy sequence. Since the sequence {x n (t)} n≥ is bounded by (.), we obtain a positive constant C such that
For any t ∈ [, T]andm, n ≥ , it follows from Lemma . with p =andAssumption. that
where δ = k  . Taking the expectation on both sides of (.), it follows that for any t ∈ [, T]
Consequently,
Now, we will estimate E sup ≤s≤t |x
Using the Hölder inequality and Doob's martingale inequality again, we get
In the meantime, by Lemma . with p =  and the Hölder inequality, we have
Combining with (.)-(.), it follows from Assumption . that
Then, by the Fatou lemma and (.), it is easily seen that
Hence, Assumption . implies that
This shows that {x n (t)} is a Cauchy sequence in M  ([, T]; R n ).
Step . According to (.), it follows that there exists
For any δ > , by the Chebyshev inequality, we have
Hence, there exists a subsequence {n i } i=,,,...,∞ satisfying
The Borel-Cantelli lemma shows that x n i (t)convergestox(t) almost surely uniformly on [, T]asn i →∞. Taking the limits on both sides of (.)andlettingn →∞,weseethat x(t) is a solution of equation (.). In addition, similar to the proof of (.), we obtain E sup ≤t≤T |x(t)|  < ∞ for any T >. Now we address proving the uniqueness of equation (.). Let x(t)andy(t)beanytwo solutions of equation (.), we can prove by the same procedure as Step  that
i.e., for any t ∈ [, T], x(t) ≡ y(t) a.s. The proof is completed.
, where c(t) ≥  is locally integrable and k(u)is a continuous, nondecreasing, and concave function with k() =  such that  +  k(u) du = ∞. Then by the comparison theorem of differential dynamic systems we know that Assumptions . and . hold. Proof Let T  ∈ (, T), for each N ≥ , we define the truncation function f N (t, ϕ) as follows:
Remark . Now let us give some concrete examples of the function
and g N (t, ϕ), h N (t, ϕ, v) similarly. Then f N , g N ,a n dh N satisfy Assumption . due to the following inequality as regards f N , g N ,andh N :
where ϕ, ψ ∈ C g and t ∈ [, T  ]. Therefore, by Theorem .,thereexistsauniquesolution x N (t)andx N+ (t), respectively, to the following stochastic systems:
By Lemma . with p =andAssumption., it follows that
Define the stopping times
Again the Hölder inequality, the Burkholder-Davis-Gundy inequality, and Lemma . with p =implythat
Noting that, for any  ≤ t ≤ τ N ,
we derive that
Substituting (.)into(.), it follows from Assumption . that
Therefore, we obtain
For each ω ∈ ,t h e r ee x i s t sa nN  (ω)>suchthat<T  ≤ τ N  .N o wd e fi n ex(t)b y
Letting N →∞then yields
We can see that x(t) is the solution of equation (.). 
Exponential estimations for solutions
In this section, we will give the pth exponential estimates and almost surely asymptotic estimations of solutions to equation (.).
Here D(t, x t )=.x t and a is a constant. Assume that b(·) satisfies the local Lipschitz condition: for any N > , there exists a positive constant J N such that, for all ϕ, ψ ∈ C g with |ϕ|, |ψ|≤N and t ∈ [, T], 
