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Актуальність теми. Зараз більшість населення Землі завдяки розвитку інфор-
маційних технологій (ІТ) та телекомунікаційних мереж, а також повсюдному доступу 
до інтернет мають можливість отримувати ІТ-послуги в будь-якому місті. ІТ -опера-
тори змушені постійно підвищувати якість наданих ІТ-послуг, оскільки користувачі 
зацікавлені не лише в отриманні ІТ-послуг, їх також цікавлять якість, асортимент та 
обсяг наданих послуг. Для того, щоб залишитися на ринку компаніям які надають 
послуги IT-інфраструктури потрібно постійно покращувати обладнання та програмне 
забезпечення, яке використовується, без цього їх з легкістю обійдуть конкуренти. Для 
операторів постійним актуальним завданням є підвищення якості ІТ-послуг, або під-
тримання якості на узгодженому рівні незалежно від динаміки росту кількості корис-
тувачів окремого сервісу. Оператори ІТ-послуг покращують обслуговування корис-
тувачів шляхом підвищення швидкості телекомунікаційної мережі, балансуванням 
навантаження та вирішенням проблем з продуктивністю. 
Ефективність функціонування інформаційних систем та вартість ІТ-послуг сут-
тєво залежать від потужності ІТ-інфраструктури та ефективності використання її ре-
сурсів. Основу ІТ-інфраструктури центрів оброблення даних (ЦОД) складають фізи-
чні сервери, на які встановлюють віртуальні машини (ВМ). ІТ-послуги можуть нада-
ватися за допомогою одного або декількох ЦОД. 
Для надання користувачам ІТ-послуг на ВМ, які використовують обчислюва-
льні ресурси ІТ-інфраструктури ЦОД, встановлюють різноманітні застосування. Збі-
льшення запитів користувачів призводить до погіршення якості надання ІТ-послуг. У 
цьому випадку для підтримання якості послуг на узгодженому рівні система управ-
ління ІТ-інфраструктурою (СУІ), використовуючи методи масштабування ресурсів, 
їх розподілу та перерозподілу додає відповідним додаткам або ВМ, що підтримують 
високонавантажені сервіси, додаткові об’єми обчислювальних ресурсів. 
Актуальність завдання підвищення ефективності роботи СУІ обумовлена висо-
кою вартістю обчислювальних, комунікаційних ресурсів та ресурсів для збереження 
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даних у ЦОД, а також суттєвою залежністю доходів операторів ІТ-послуг від задово-
леності користувачів якістю наданих послуг. Тому дана робота присвячена розроб-
ленню методів управління якістю послуг високонавантажених ІТ-інфраструктур, роз-
поділом навантаження та збільшення потужності додатків шляхом масштабування 
обчислювальних ресурсів. 
Метою роботи є розроблення методів для управління ресурсами та керування 
якістю надання послуг для користувачів високонавантажених сервісах в ІТ-інфра-
структурі з підвищенням ефективності використання ресурсів в центрах обробки да-
них. 
 Об’єктом дослідження є система масштабування ресурсів, їх розподіл та пере-
розподіл з додаванням додаткових ресурсів для підтримання якості наданих ІТ-пос-
луг. 
 Предметом дослідження є масштабування та розподіл ресурсів, що допоможе 
забезпечити якість надання послуг. 
 Методи дослідження включають в себе моделювання ПЗ, дослідження, обчис-
лення, теорія ймовірності та обчислювальні технології. 
 Практичне значення результатів. 
Розроблено математичні моделі та методи масштабування ресурсів, як основа 
управління ресурсами високонавантажених сервісів в ІТ-інфраструктурі. На основі 
одержаних в роботі результатів було розроблено рішення для розподілу ресурсів та 
керування якістю надання послуг для користувачів. Робота може бути використана в 
СУ. 
 
ВИСОКОНАВАНТАЖЕНІ СИСТЕМИ, ІТ-ІНФРАСТРУКТУРА, УПРАВ-




Master's thesis: 84 pages, 27 figures, 28 tables, 23 sources. 
Actuality of theme. Today, most of the Earth's population, thanks to the development 
of information technology (IT) and telecommunication networks, as well as widespread In-
ternet access, have the opportunity to receive IT services in any city. IT service providers 
are forced to constantly improve the quality of IT services, as users are interested not only 
in obtaining IT services, but also want to receive high – quality IT services, the assortment 
and volume of which is increasing every day. Therefore, for the operators, the task of im-
proving the quality of IT services, or maintaining quality at an agreed level, regardless of 
the dynamics of the number of users of a separate service, is constantly relevant. IT service 
operators improve user services by increasing the speed of the telecommunication network, 
balancing the load and solving productivity problems. 
The effectiveness of the functioning of information systems and the cost of IT services 
are significantly dependent on the capacity of the IT infrastructure and the efficiency of its 
use of resources. The new IT data center infrastructure (data centers) is made up of physical 
servers, which are installed by virtual machines (VMs). IT services may be provided by one 
or more data centers. 
To provide IT users with IT services that use computing resources of IT infrastructure, 
a variety of applications are available for VMs. Increasing user queries leads to a deteriora-
tion in the quality of IT services. In this case, to maintain the quality of services at an agreed 
level, the IT system management system, using methods of resource scaling, distribution 
and redistribution, adds additional computational resources to relevant applications or VMs 
that support high – volume services. 
The urgency of the task of increasing the efficiency of the VSI is due to the high cost 
of computing, communication resources and resources for data storage in the data centers, 
as well as the significant dependence of the revenues of IT service providers on the satisfac-
tion of users of these services with their quality. Therefore, this work is devoted to the de-
velopment of a method for managing the quality of services of high – load IT infrastructures 
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by distributing the load and increasing the power of applications by scaling computing re-
sources.  
The goal of the work is to develop methods for managing resources and managing 
the quality of service provision for users of high-capacity services in the IT infrastructure, 
with increased efficiency in the use of resources in data centers. The object of the research 
is the system of scaling resources, their distribution and redistribution to add additional re-
sources to maintain the quality of providing IT services. 
The subject of the study is the scaling and distribution of resources, which will help 
ensure the quality of service delivery. 
Research methods include software simulation, research, computing, probability 
theory, and computing technologies. 
The practical value of the results developed in this paper, mathematical models and 
methods of scaling resources, as the basis for the distribution of virtual machines in data 
centers. 
HIGH-AVAILABLE SYSTEMS, IT-INFRASTRUCTURE, RESOURCE MAN-
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Зараз більшість населення Землі завдяки розвитку інформаційних техноло-
гій (ІТ) та телекомунікаційних мереж, а також повсюдному доступу до інтернет 
мають можливість отримувати ІТ-послуги в будь-якому місті. ІТ -оператори зму-
шені постійно підвищувати якість наданих ІТ-послуг, оскільки користувачі заці-
кавлені не лише в отриманні ІТ-послуг, їх також цікавлять якість, асортимент та 
обсяг наданих послуг. Для того, щоб залишитися на ринку компаніям які нада-
ють послуги IT-інфраструктури потрібно постійно покращувати обладнання та 
програмне забезпечення, яке використовується, без цього їх з легкістю обійдуть 
конкуренти. Для операторів постійним актуальним завданням є підвищення яко-
сті ІТ-послуг, або підтримання якості на узгодженому рівні незалежно від дина-
міки росту кількості користувачів окремого сервісу. Оператори ІТ-послуг покра-
щують обслуговування користувачів шляхом підвищення швидкості телекому-
нікаційної мережі, балансуванням навантаження та вирішенням проблем з про-
дуктивністю. 
Ефективність функціонування інформаційних систем та вартість ІТ-послуг 
суттєво залежать від потужності ІТ-інфраструктури та ефективності викорис-
тання її ресурсів. Основу ІТ-інфраструктури центрів оброблення даних (ЦОД) 
складають фізичні сервери, на які встановлюють віртуальні машини (ВМ). ІТ-
послуги можуть надаватися за допомогою одного або декількох ЦОД. 
Для надання користувачам ІТ-послуг на ВМ, які використовують обчислю-
вальні ресурси ІТ-інфраструктури ЦОД, встановлюють різноманітні застосу-
вання. Збільшення запитів користувачів призводить до погіршення якості на-
дання ІТ-послуг. У цьому випадку для підтримання якості послуг на узгодже-
ному рівні система управління ІТ-інфраструктурою (СУІ), використовуючи ме-
тоди масштабування ресурсів, їх розподілу та перерозподілу додає відповідним 




Актуальність завдання підвищення ефективності роботи СУІ обумовлена 
високою вартістю обчислювальних, комунікаційних ресурсів та ресурсів для збе-
реження даних у ЦОД, а також суттєвою залежністю доходів операторів ІТ-пос-
луг від задоволеності користувачів якістю наданих послуг. Тому дана робота 
присвячена розробленню методів управління якістю послуг високонавантажених 
ІТ-інфраструктур, розподілом навантаження та збільшення потужності додатків 
шляхом масштабування обчислювальних ресурсів. 
Метою роботи є розроблення методів для управління ресурсами та керу-
вання якістю надання послуг для користувачів високонавантажених сервісах в 
ІТ-інфраструктурі з підвищенням ефективності використання ресурсів в центрах 
обробки даних. 
 Об’єктом дослідження є система масштабування ресурсів, їх розподіл та 
перерозподіл з додаванням додаткових ресурсів для підтримання якості наданих 
ІТ-послуг. 
 Предметом дослідження є масштабування та розподіл ресурсів, що допо-
може забезпечити якість надання послуг. 
 Методи дослідження включають в себе моделювання ПЗ, дослідження, 
обчислення, теорія ймовірності та обчислювальні технології. 
 Практичне значення результатів. 
Розроблено математичні моделі та методи масштабування ресурсів, як ос-
нова управління ресурсами високонавантажених сервісів в ІТ-інфраструктурі. На 
основі одержаних в роботі результатів було розроблено рішення для розподілу 
ресурсів та керування якістю надання послуг для користувачів. Робота може бути 
використана в СУ.  
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1 ХАРАКТЕРИСТИКА ОБ’ЄКТУ УПРАВЛІННЯ 
Необхідність підвищення ефективності виконання бізнес-процесів та про-
цесів діяльності вимагає розвитку інформаційних технологій. Сьогодні все акти-
вніше використовується парадигма хмарних обчислень, яка має на увазі центра-
лізоване оброблення інформації в ЦОД. ЦОД забезпечує надання ІТ-послуг для 
автоматизації бізнес-процесів. Для підтримання високої якості послуг та змен-
шення витрат на адміністрування в ЦОД використовуються СУІ. СУІ здійсню-
ють масштабування високонавантажених інформаційних систем, запускають до-
датки, виконують балансування навантаження, провадять моніторинг компонен-
тів ІТ-інфраструктури таких як сервери, пам’ять, процесори, здійснюють конт-
роль операцій введення та виведення й можливість доступності сервісу. Одним 
із основних завдань СУІ є контроль функціонування ІТ-сервісів та якості, з якою 
вони надаються користувачам. 
Інформаційні системи для яких важлива швидкість виконання запитів до 
сервісів, називаються високопродуктивними системами, а системи (сервіси) з ве-
ликою кількістю користувачів – високонавантаженими системами (сервісами). 
Перевантаження таких систем починається тоді, коли сервер не може здійсню-
вати обробку даних протягом певного періоду часу. В системах з послідовною 
обробкою вхідних запитів кожен наступний запит очікує завершення обробки 
всіх попередніх запитів. Таким чином, якість надання послуг для користувача 
погіршується. 
Основним методом забезпечення високої якості високонавантажених сер-
вісів з боку СУІ є масштабування ресурсів, які виділені для застосувань, що на-
дають цей сервіс. Масштабування забезпечує здатність системи, мережі або про-
цесу обробляти зростаючу кількість запитів без погіршення якості послуг.  
На серверах ЦОД розташовуються ВМ. Для кожної ВМ виділяються певні 
об’єми ресурсів сервера. На ВМ встановлюється один або декілька додатків від-
повідно до виділених ресурсів. При роботі додатків виникають операції вве-
дення-виведення, до яких відносять будь-яку передачу даних в ЦП або з нього. 
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Так зчитування даних з дисководу також розглядається як операції введення- ви-
ведення [1]. Серед набору схем, що підтримують ЦП є схеми для здійснення опе-
рацій введення/виведення при взаємодії з пам'яттю та іншими пристроями. 
Швидкість виконання операцій введення/виведення, швидкодія процесору 
та об’єм виділеної оперативної пам’яті, безпосередньо впливають на продуктив-
ність додатків. Ці показники найчастіше використовують в СУІ для оцінки якості 
ІТ-сервісів за непрямими ознаками. Тому саме показники, що вказують на зава-
нтаженість ресурсів обрані для управління якістю сервісів високонавантажених 
ІТ-інфраструктур. 
 
1.1 Особливості використання ЦОД 
Центр оброки даних представляє собою будівлю, де знаходиться серверне 
та мережеве обладнання. Основне завдання таких центрів – обробка великої кі-
лькості інформації, можливість збереження даних та швидкість виконання запи-
тів до сервісів. 
Популярність використання центрів обробки даних зростає з кожним днем. 
Центри обробки даних дозволяють вирішити такі проблеми: 
 зростає потік інформації, який сервери повинні обробляти; 
 зростає кількість користувачів, що використовують систему; 
 споживачі використовують одні й ті самі дані в різних куточках зе-
млі. 
Тенденція використання центрів обробки даних показує, що їх використо-
вують лише великі компанії, що мають потужні інформаційні системи плану-
вання ресурсів. В таких компаніях об’єм інформації великий наскільки, що його 
не реально обробити використовуючи власні ресурси компанії.  
Центри обробки даних будуть корисні при вирішенні будь-яких проблем з 
ІТ-інфраструктурою. Послуги, які можуть надаватись ЦОД, крім відмовостійко-
сті: 
 оренда стійок; 
 розміщення серверів; 
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 підключення інтернету; 
 оренда каналів зв’язку; 
 встановлення ПЗ; 
 налаштування ПЗ; 
 адміністрування. 
Додаткові послуги, що можуть надаватись центрами обробки даних для 
компаній: 
 оренда потужності; 
 дисковий простір за допомогою якого можна роботи резервне копі-
ювання в системі; 
 технічне обслуговування. 
ЦОД гарантують збереження інформації. Інформація являє собою, досить 
великий та дорогоцінний ресурс. При використанні центрів обробки даних мо-
жемо отримати наступні переваги: 
 економія коштів на створення та впровадження проектів; 
 економія на купівлі серверів, стійок та оренді приміщень; 
 можливість масштабування ресурсів протягом короткого часу; 
 безпечність зберігання ресурсів; 
 управління може відбуватись в декількох країнах чи містах; 
 
1.2 Типи ЦОД 
Перед тим, як обрати вид центра-обробки даних, який потрібен для вирі-
шення проблеми, потрібно чітко розуміти для чого потрібні дата-центри та як 
вони можуть бути використанні для вирішення проблем в ІТ-інфраструктурі. В 
залежності від обраного виду центру обробки даних, його можливості та ціна 
може змінюватися. 
Основними видами центрів оброки даних є: комерційні, провайдери керо-




Існує багато видів хостигу і кожен з них підходить для вирішення певної 
задачі. Розглянемо види центрів-обробки даних детальніше: 
 внутрішні центри обробки даних представляють собою великі орга-
нізації, які розробляють та створюють свої власні об’єкти хостингу. Потужність 
обладнання буде залежати від інвестицій, які фірма зробить для досягнення мас-
штабування; 
 корпоративні центри обробки даних виконують обробку запитів та 
слугують для вирішення проблем в бізнесі; 
 колокаційні дата-центри надають можливість орендувати частину 
дата-центру декільком компаніям. Основна ціль – контроль апаратних засобів і 
можливість надаванням стороннім організаціям, і внутрішнім системам можли-
вість оренди серверів в центрах обробки даних; 
 оптові дата-центри представляють собою провайдери, що забезпечу-
ють клієнтів ресурсами, проте оптові дата-центри пропонують можливість обро-
бки більших об’ємів інформації на відміну від колокаційних датацентрів; 
 виділений хостинг, де клієнт має можливість орендувати сервери. 
Система може підтримувати якість наданих послуг незалежно від навантаження, 
яке створюють користувачі системи, та вартість такого хостингу значно вища; 
 керований хостинг представляє собою систему, в якій головний еле-
мент – провайдер. Провайдер використовується для керування серверами та 
може бути використаний для адміністративних послуг. Апаратне забезпечення, 
що надається в оренду може бути використане для будь-яких цілей.  
  
1.3 Типова архітектура ЦОД 
Центр оброки даних представляє собою будівлю для обчислення та збері-
гання даних. Інфраструктура обслуговує потреби користувачів центрів обробки 
даних та здійснює керування ресурсами при навантаженнях. Центри обробки да-
них можуть здійснювати балансування навантаження та вирішення проблем з 
продуктивністю. Для забезпечення діяльності ЦОД необхідна складна та масш-
табована архітектура. Приклад архітектури ЦОД описаний в роботі [1]. 
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Багаторівнева архітектура корисна в високонавантажених та великих сис-
темах. Підхід з багаторівневою архітектурою використовується для створення 
гнучких додатків шляхом розбиття додатка на рівні. Це дозволяє розробникам 
модифікувати або додати певний рівень, не змінюючи всю архітектуру додатку.  
Основні рівні, які представлені в архітектурі центра обробки даних: голов-
ний рівень, рівень агрегації та рівень доступу. Рівні архітектури описані в роботі 
[2]. 
Головний рівень слугує для взаємодії з іншими модулями за допомогою 
рівня агрегації. Для комунікації з іншими рівнями використовуються протоколи: 
OSPF або EIGRP. Також, в центрах обробки даних повинна бути підсистема ба-
лансування навантаження, яка використовує алгоритми розподілення ресурсів. 
Для взаємодії з мережею використовуються рівень доступу, що представ-
ляє собою серверні компоненти, які поділяються на комутатори та на контролю-
ючі сервери.  
Багаторівневий підхід – головна основа дизайну центру обробки даних, 
мета якого – поліпшити масштабованість, продуктивність і обслуговування. 
 
1.4 Принцип роботи ЦОД 
Центри обробки даних використовують віртуалізацію, кластеризацію, ма-
сштабування та резервування. 
Віртуалізація є основною технологією яка використовується для побудови 
центрів обробки даних. За допомогою віртуалізації з’являється можливість мас-
штабувати ресурси [3] та зберігати час для запуску операційної системи з уже 
встановленим програмних забезпеченням. У віртуалізації є чітко розділені рівні, 
які слугують для ізоляції обчислювальних ресурсів, додатків та мережі. Рівні ві-
ртуалізації зображені у додатку В. 
Віртуальна машина представляє собою файл даних, який виконується та 
може бути переміщений на будь-який комп’ютер і на різних комп’ютерах буде 
мати однакову поведінку. 
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Ресурси розподіляються по мірі необхідності від фізичного до віртуаль-
ного середовища. Користувачі системи не помічають, що вони працюють у вір-
туалізованому середовищі. Основою віртуалізації є сервери, які використовують 
програмний рівень (так званий гіпервізор), щоб емулювати фізичне обладнання. 
Сюди може входити пам’ять, процесор, пристрої введення та виведення. 
При використані фізичних серверів, операційна система взаємодіє зі спра-
вжнім обладнанням. Використовуючи віртуалізацію, операційна система взаємо-
діє вже не зі справжнім, а з емульованим обладнанням. Таким чином, віртуалізо-
вані операційні системи не знають, що вони працюють на віртуалізованому об-
ладнанні в центрах обробки даних. 
Віртуалізація працює в центрах обробки даних тому, що більшість опера-
ційних систем та програм не потребують повного використання характеристик 
основного апаратного забезпечення [5]. Це надає можливість мати більшу гнуч-
кість, контроль та ізоляцію, вилучаючи залежність від даної апаратної платфо-
рми.  
 
1.5 Віртуалізація в системах управління 
Кожна з систем, що використовується для управління системою повинна 
мати набір модулів [6], які будуть використані для вирішення завдань в системі 
управління. Система для розподілу навантажень, повинна включати в себе такі 
модулі: модуль управління та модуль аналізу, диспетчер запитів та додатки для 
здійснення моніторингу в системах. Призначення модулів системи управління: 
 диспетчер запитів – модуль, який знаходиться в системі управління і 
пропускає через себе запити від користувача. Чітко контролює дії, що приходять 
від користувачів та має можливість спілкуватись з модулем моніторингу для 
того, щоб скласти історію запитів або зробити аналіз системи; 
 модуль моніторингу представляє собою частину системи, яка слугує 
для створення метрик. Також може відслідковувати навантаження в системах та 
на агентах. Взаємодіє з модулем аналізу, щоб правильно проаналізувати інфор-
мацію, яка отримана з модуля моніторингу; 
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 модуль аналізу слугує для аналізу даних та метрик, що були отримані 
з модуля моніторингу. Може роботи, додаткові аналізи запитів, які будуть впли-
вати на розподілення ресурсів в подальшому; 
 модуль управління допомагає генерувати завдання для системи уп-
равління, базуючись на модулі аналізу та модулі моніторингу, відповідає за роз-
поділення ресурсів; 
 агенти використовуються в системі управління для виконання ко-
манд на віртуальних машинах. Також, агенти збирають інформацію про заванта-
женість віртуальних машин в центрах обробки даних. 
Система розподілу ресурсів може бути реалізована, у вигляді програмного 
забезпечення, яке встановлюється в систему управління. Сервери, що знахо-
дяться в системі управління допомагають керувати об’єктами на апаратному та 
програмному рівні. Кожен сервер, що знаходиться в центрі обробки даних скла-
дається з віртуальних машин та гіпервізора. 
Одиницею центрів обробки даних є сервер, на кожному сервері встанов-
лені віртуальні машини. При встановлені додаткових віртуальних машин на сер-
верах, сума фізичних характеристик всіх віртуальних машин не повинна переви-
щувати характеристики сервера.  
Гіпервізор слугує для обслуговування декількох операційних систем на од-
ному сервері. Можливість виконання операцій з різними операційними систе-
мами на серверах описано в роботі [7]. Гіпервізор, також, може виконувати фун-
кцію ізоляції операційної системи в центрі обробки даних. 
На даний момент, всі сервери мають можливість запустити лише одну опе-
раційну систему. Для того, щоб запускати декілька різних операційних систем на 
одному сервері була створена віртуалізація. Використовуючи віртуалізацію, на 
сервер можна встановлювати декілька віртуальних машин з різними операцій-
ними системами. 
Центри обробки даних слугують для оброблення великої кількості інфор-
мації та великих навантажень. Для будь-якої інфраструктури важливо обслуго-
вувати будь-які навантаження в інфраструктурі. Тому потрібно чітко розуміти, 
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що можна зробити для надання якісного обслуговування користувачам. Заванта-
женість в центрах обробки даних може відбуватись на різних серверах в різний 
час. Для того, щоб контролювати завантаженість системи, в центрах обробки да-
них повинна бути система управління, яка буде розподіляти та контролювати ре-
сурсів на серверах. 
Як правило в мережах є адміністратор, який слідкує за розподілом наван-
таження у системі. Управління ресурсами описано в роботах [16-17]. Якщо в си-
стемі забагато ресурсів, то можна здійснити операцію перерозподілу ресурсів 
для віртуальних машин чи серверів. 
При додаванні нового сервера в центр обробки даних, сервер немає вірту-
альних машин. Тільки за необхідності додаткових ресурсів або при балансуванні 
навантаження на серверах буде створена віртуальна машина. Модуль управління 
може створити додаткові віртуальні машини на які буде переправлена частина 
навантаження.  
Віртуальні машини мають ряд переваг над фізичними серверами. Однією з 
них є ізоляція. Ізоляція надає можливість створення окремого середовища, яке 
складається з операційної системи і додатка. 
Головна проблема дата-центрів – неоптимальне використання наявних об-
числювальних потужностей. Часто трапляються ситуації, коли ресурсів не виста-
чає, або їх забагато. Віртуалізація допомагає в агрегуванні всіх віртуальних ма-
шин на серверах і дає можливість запускати декілька додатків на різних опера-
ційних системах на одному сервері. 
 
1.6 Система управління як частина ЦОД 
Центри обробки даних включають в себе велику кількість серверів, де ко-
жний сервер може керувати своїми віртуальними машинами для надання послуг 
користувачам. Для керування ресурсами в центрі обробки даних використову-
ється модуль агрегації, який розподіляє навантаження між серверами для на-
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дання якісного обслуговування користувачам. Управління корпоративною ІТ-ін-
фраструктурою описано в роботах [18-19]. Схема для управління навантаженням 
в ЦОД зображена на рис.1.2. 
 
Рисунок 1.2 – Система управління навантаженням в ЦОД 
 
Центр обробки даних представляє собою високонавантажену систему. На-
віть при великих навантаженнях, центри обробки даних повинні забезпечувати 
якість надання послуг на високому рівні. Для підтримання якості надання послуг 
для користувачів, центри обробки даних шляхом підвищення швидкості телеко-
мунікаційної мережі та балансуванням навантаження розподіллять наванта-
ження в системі.  
При розподіленні ресурсів в центрах обробки даних, можна виділити на-
ступні модулі, які відповідатимуть за розподілення навантаження в системі уп-
равління: 
– диспетчер запитів; 
– модуль управління. 





ВИСНОВКИ ДО РОЗДІЛУ 1 
Архітектура центрів обробки даних представляє собою високонаванта-
жену систему. Для того, щоб керувати центрами обробки даних потрібно мати 
систему управління, яка буде правильно розподіляти навантаження між серве-
рами для надання якісного обслуговування користувачам. 
При використанні віртуалізації можна обійти обмеженість сучасних серве-
рів, які призначені тільки для запуску однієї операційної системи. Як результат, 
при використанні віртуалізації, центри обробки даних можуть розгортати велику 
кількість серверів та віртуальних машин. 
Більшість серверів використовують приблизно 20% своєї потужності, а це 
призводить до збільшення використання кількості серверів в центрах обробки 
даних. За допомогою віртуалізації можна вирішити проблеми з неефективним 
розподіленням ресурсів та дозволити декільком ОС працювати використовуючи 
при цьому один фізичний сервер. Кожна віртуальна машина має доступ до ресу-
рсів основного сервера. 
Для ефективного розподілення ресурсів в центрах обробки даних, необ-
хідна наявність системи управління, основна задача якої – керування ресурсами.   
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2 ПОСТАНОВКА ПРОБЛЕМИ УПРАВЛІННЯ РЕСУРСАМИ ВИСОКО-
НАВАНТАЖЕНИХ СЕРВІСІВ В ІТ – ІНФРАСТРУКТУРІ 
Центри обробки даних представляють собою велику інфраструктуру, яка 
призначена для розміщення серверних і мережевих систем. 
Збільшення запитів користувачів до систем призводить до погіршення яко-
сті наданих ІТ-послуг. В цьому випадку для підтримання якості послуг на нале-
жному рівні, система управління використовуючи методи масштабування ресу-
рсів та перерозподілу, додає відповідним додаткам або віртуальним машинам до-
даткові об’єми обчислювальних ресурсів. Таким чином, не відбувається погір-
шення якості послуг наданих користувачам навіть в години пік. 
Основне завдання даної роботи полягає в розроблені методів для управ-
ління ресурсами та керування якістю надання послуг для користувачів високона-
вантажених сервісів в ІТ-інфраструктурі з підвищенням ефективності викорис-
тання ресурсів в центрах обробки даних. При цьому використовуються розподіл 






3 РОЗРОБКА МОДЕЛЕЙ ТА МЕТОДІВ ДЛЯ КЕРУВАННЯ РОЗПОДІЛОМ РЕ-
СУРСІВ 
3.1 Модель управління ресурсами та навантаженням 
Розробка моделі для системи управління ресурсами у високонавантажених 
системах потребує визначення, що таке віртуальна машина, сервер та наванта-
ження. 
1) ЦОД представляє собою спеціалізований майданчик, який слугує для 
обслуговування серверного обладнання. Позначимо ЦОД, як Q. 
2) Нехай в центрі обробки даних знаходяться деяка множина фізичних 
серверів N (3.1): 
1{ ,..., },nN N N  (3.1) 
Де: 
  n – загальна кількість серверів 
 Nі – сервер, який знаходиться в множині фізичних серверів N та в 
дата-центрі Q.  
Кожен сервер N, що розташований в дата-центрі має параметри, які пред-
ставляють собою характеристику ресурсів: 
– Ωі — процесорна ємність сервера Nі ; 
– і — об’єм оперативної пам’яті сервера Nі. 
3) сервіси, що розташовані на серверах позначимо, як A. Кількість та-
ких додатків на сервері буде дорівнювати m. Виходячи з цього можна визначити 
множину сервісів, що розташована на сервері: 
1{ ,..., },mA A A                 (3.2) 
де Aі – сервіс, який знаходиться в множині сервісів A. 
4) для кожного сервісу , 1,jA j m  маємо параметри: 
– j — процесорна ємність сервера, де розташовані екземпляри серві-
сів jA ; 
– j  — оперативна пам’ять, де розташовані екземпляри сервісів jA . 
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 Задачу, що зв'язана з плануванням ресурсів можна розглядати як матрицю 
jiX x , яка може прив’язати додатки до серверів. 
 
3.2 Обмеження віртуальних машин 
При розміщенні віртуальних машин на серверах повинні враховуватись на-
ступні обмеження: 
1) характеристики всіх застосувань не повинні перевищувати параме-
три сервера; 
2) на основі навантаження, що створюють користувачі повинні бути ви-
значені вимоги до серверів. Сервери повинні обслуговувати користувачів без 
втрати якості надання послуг. 
 
3.3 Розподіл ресурсів в центрах обробки даних 
Основна ціль при управлінні ресурсами – розподілу ресурсів базуючись на 
потребах сервісів та ресурсах серверів. 
Обмеження 3.3 потребує, щоб умови були виконані для користувачів на 






x Г i n

                 (3.3) 
 
Таким чином, формула 3.4 представляє собою обмеження оперативної 








                      (3.4) 
 
Основною задачею хостингових компаній є надання якісних послуг та за-
доволення потреб користувачів. Аналіз навантаження під час роботи системи 
слугує для контролю якості надання послуг. Дані, що були отримані після аналізу 
в подальшому можуть бути використані для здійснення розподілення ресурсів на 
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серверах, при підвищенні навантаження до критичних значень. Це допоможе під-
тримувати якість послуг для користувачів на достатньому рівні.  
 
3.4 Модель керування ресурсами 
 Хостинг – це послуга надання ресурсів на серверах. За допомогою хости-
нгу можна розміщати файли та інформацію на сайті на якому є виконуване про-
грамне забезпечення (ПЗ). Здебільшого, хостинг бере на себе відповідальність в 
обслуговуванні користувачів та надані файлового сховища на окремому сервері. 
Додатковими послугами для хостингу можуть бути: підтримка працездатності та 
балансування навантаження ресурсів. 
Кожна хостингова компанія повинна задовільнити ряд потреб для розподі-
лення ресурсів в центрах обробки даних, а саме: 
1) високопродуктивність – системи для яких важлива швидкість вико-
нання запитів до сервісів. Саме для швидкості виконання запитів застосовується 
розподілення ресурсів. Розподілення ресурсів допомагає забезпечити сервіси не-
обхідними ресурсами для підтримання якісного обслуговування користувачів. 
При розподілені, також, необхідно враховувати обчислювальні потужності, які є 
в наявності у ЦОД. Обчислювальні ресурси дата-центру можна формалізувати у 








        (3.5) 
 
2) високонавантаженість – системи (сервіси), які можуть обслуговувати 
велику кількість користувачів без втрати якості обслуговування. 
При моделюванні системи, потрібно враховувати кількість ядер та опера-
тивну пам’ять, яка використовується для обслуговування додатків та користува-
чів в центрах обробки даних. За допомогою моніторингу характеристик віртуа-
льних машин та серверів, буде здійснюватися контроль операцій введення та ви-
ведення й можливості доступності сервісу. 
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Визначимо змінні, для відображення завантаження на серверах: 
OCK  – навантаження на оперативну пам’ять сервера при виконанні опера-
цій, що обслуговують користувачів; 
допK  – навантаження оперативної пам’яті, яка обмежується ресурсами на 
серверах; 
F  – частота тактів або операцій для користувача; 
C – технічна можливість розгортання додатка в системі. 
M  – кількість ядер в системі. 
Тепер можемо сформулювати формулу для знаходження навантаження на 








                  (3.6) 
 
3.5 Модель розподілу ресурсів на серверах 
Перед тим, як визначити методи вирішення проблем з навантаженням по-
трібно чітко визначити, як саме буде розподілятись навантаження. 






,                   (3.7) 
де: 
 k = R,1 ; 
 𝐶𝑘 – технічна можливість розгортання додатка в системі; 
 R – можливість розгортання сервісу на визначеному сервері. 
Для того, щоб правильно розподілити ресурси для віртуальної машини при 
навантажені їй потрібна кількість ресурсів ir . 
Загальну кількість ресурсів, що використовуються на всіх віртуальних ма-





























  (3.9) 
 
Стан віртуальної машини на сервері характеризується величною )(txi . Ха-
рактер поведінки віртуальної машини, буде таким: 
 )(txi  = 1 – машина працює на сервері; 
 )(txi  = 0 – не працює і не споживає ресурсів. 
Тоді, кількість запущених віртуальних машин на сервері можна знайти ви-







)(   (3.10) 
 












)( , (3.11) 
де Ni ,1 , Rk ,1 . 
Розподілення навантаження на серверах може бути різним, таким чином 
споживання ресурсів в центрах обробки даних для віртуальних машин теж відрі-
зняється. Під час перерозподілу ресурсів потрібно враховувати, скільки віртуа-
льна машина використовує ресурсів та як її краще розмістити в центрі обробки 
даних, щоб гарантувати якість обслуговування користувача в системі. Опис роз-




3.6 Методи управління ресурсами 
 Проаналізувавши проблему розподілення ресурсів у високонавантажених 
системах було розроблено декілька методів для покращення розподілу ресурсів.  
Для реалізації методів розподілу ресурсів, система повинна проводити мо-
ніторинг компонентів ІТ-інфраструктури таких як сервери, пам’ять, процесор,  
здійснювати контроль операцій введення та виведення. Для цього необхідно 
впровадити моніторинг системи. 
 Системи моніторингу в системі управління можуть слідкувати за часом ви-
конання запитів або критичними піками навантаження, чи кількістю повідомлень 
у системі, які потрібно обробити. 
 Для вирішення проблеми з розподіленням навантаження у високонаванта-
жених системах для кожного з методів потрібно обрати певний ряд характерис-
тик системи, які будуть використані алгоритмами для аналізу. На їх основі сис-
тема управління генеруватиме команди для правильного розподілення наванта-
ження. Наведемо метрики, які використовуються методами розподілення наван-
таження: 
 затримка трафіку; 
 відсоток росту навантаження в системі; 
 аналіз навантаження в певні проміжки часу; 
 кількість повідомлень в черзі для обробки системи. 
Як показав Теленик та співавтори у [23], основна проблема при розподілі 
ресурсів у ЦОД полягає у затримці трафіку, який проходить через систему та 
відсоток росту навантаження в системі. Саме ці дві метрики обрані для вирі-
шення проблеми забезпечення якісного обслуговування. В даній роботі будуть 
розроблені та представлені методи вирішення проблеми розподілення наванта-
ження, що базуються на дисперсії та рекурентному співвідношенні. Методи роз-
поділення ресурсів допоможуть системі керувати якістю надання послуг для ко-
ристувачів високонавантажених сервісів в ІТ-інфраструктурі з підвищенням ефе-




3.7 Вирішення задачі розподілу ресурсів високонавантажених сервісів з ви-
користанням дисперсії  
Дисперсія має властивість виміру мінливості, використовуючи середнє 
значення та так звану волатильність. Волатильність представляє собою ризик або 
ризиковий показник, який можна використовувати для управління ресурсами. 
При обчисленні дисперсії (3.12) для набору чисел, потрібно враховувати, 
що дисперсія дорівнює нулю тільки в одному випадку – коли всі числа які були 







, 𝑠 =  √𝑥2,          (3.12) 
 
де ?̅? представляє собою середнє значення з вибірки (3.13): 





𝑖=1            (3.13) 
 
Кроки, що визначенні у формулі 3.12 можна описати за допомогою двох 
етапів: 
1) знайти середнє значення в першому проході; 
2) знайти квадрат відмінності від середнього значення, який був пора-
хований на першому кроці. 
Щоб підрахувати дисперсію потрібно використати формули 3.12 та 3.13. 














              (3.14) 
 
Після того, як була визначена формула для знаходження дисперсії, можна 
виділи основні кроки алгоритму: 
1) взяти вибірку даних в якій треба знайти дисперсію; 
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2) скористатись формулою 3.12 за допомогою неї можна зрозуміти як 
вибірка даних, буде розподілятись по точкам даних. Якщо ж дисперсія буде на-
ближена до нуля, то дані будуть більше згруповані один біля одного; 
3) знайти середнє значення вибірки – означає, що потрібно додати всі 
точки даних разом, а потім поділити на кількість точок даних; 
4) відняти середнє значення від кожної точки даних, за допомогою 
цього можна знайти відхилення числа від середнього значення і на скільки саме; 
5) піднести до квадрату кожен результат з п.4, де середнє значення по-
винно бути рівнем нулю, це говорить про те чи правильно пораховані данні. Для 
того, щоб дані не були від’ємними потрібно знайти квадрат для кожного відхи-
лення. Після цього всі числа будуть позитивними; 
6) знайти суму квадратів всіх чисел з п.5; 
7) розділити на N-1, де N – кількість точок, що існувала у вибірці. Після 
цього кроку отримаємо середнє значення квадратного відхилення, яке може бути 
узгодженим з дисперсією цього зразка.  
8) проаналізувати дисперсію та стандартне відхилення. 
Після опису знаходження дисперсії, можна описати кроки для розподі-
лення ресурсів та навантаження з використанням дисперсії. Алгоритм дисперсії 
наведено в додатку В. 
Алгоритм для розподілення ресурсів з використанням дисперсії слугує для 
того, щоб розподілити ресурси базуючись на часі виконання запитів системи. 
Якщо час виконання запитів є далеким від середнього в наборі всіх запитів, то 
система починає повільно опрацьовувати запити та починає погіршуватись як-
ість надання послуг для користувача. В такому випадку, потрібно розподілити 
ресурси. Для вирішення цієї проблеми є два варіанти – збільшити або зменшити 
ресурси, щоб волатильність в початкових даних зменшилась. 
Приклад застосування дисперсії на основі кількості запитів та часу їх ви-





Рисунок 3.1 – Розподілення запитів в системі управління основуючись на 
дисперсії 
 
3.8 Вирішення задачі розподілу ресурсів високонавантажених сервісів ре-
курентним методом 
Для вирішення проблеми розподілу ресурсів можна передбачати, що буде 
з ресурсами через якийсь певний час. Які види ресурсів та в якій кількості потрі-
бні для обслуговування та надання якісного сервісу користувачам. Одним із ме-
тодів для вирішення задачі з розподілу ресурсів є зворотне співвідношення. За 
допомогою зворотнього співвідношення можна аналізувати дані та здійснювати 
вплив на систему при досягненні граничних допустимих характеристик, що за-
дані як критичні границі в системі управління. Також, зворотні співвідношення 
використовуються в аналізі алгоритмів для того, щоб отримати асимптотичні 
оцінки рекурсивних співвідношень.  
Нехай маємо послідовність (𝑎0, 𝑎1, 𝑎2, 𝑎3, … ), яка задовольняє деякому ре-
курентному співвідношенню. Потрібно отримати вираз 𝑎𝑛 при n, де 𝑛 ≥ 0 в за-















Середній час обробки запиту
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знаходження рекурентного співвідношення можна використовувати один і той 
самий алгоритм. 
Зобразимо лінійне однорідне рекурентне співвідношення 2-го порядку з 
довільним постійним коефіцієнтом 3.14: 
{
0, 𝑛 = 0
1, 𝑛 = 1 
𝐹𝑛−1 + 𝐹𝑛−2, 𝑛 ≥ 2
                     (3.14) 
Порядок співвідношення представляє глибину, тобто кількість попередніх 
елементів, які необхідні для того, щоб обчислити елементи з номером n.  
Після цього, потрібно знайти функцію послідовності 3.15: 
 
𝐺(𝑧) = ∑ 𝑎𝑛𝑧
𝑛 =  𝑎0 + 𝑎1𝑧 +
∞
𝑛=0 𝑎2𝑧 + ⋯        (3.15) 
 
Після того, як були визначені основні формули можна записати алгоритм 
рекурентного співвідношення.  
Алгоритм для рекурентного співвідношення: 
1) записати рекурентне співвідношення і початкові дані, які будуть 
знайдені за формулою 3.15; 
2) помножити кожен рядок на z і підсумувати рядки всіх 𝑛 ≥ 0; 
3) в отриманому рівнянні 3.15 привести всі суми ∑ 𝑛 до замкнутого 
виду. Отримати рівняння; 
4) знайти 𝐺(𝑧) в явному вигляді (розв’язати рівняння) і розкласти гене-
ратристичну функцію в ряд за ступенем z. 
 В залежності від значення дисперсії обчисленого за формулою 3.14 ресу-
рси будуть збільшуватись або зменшуватись, що дозволить підтримувати якість 




ВИСНОВКИ ДО РОЗДІЛУ 3 
Після проведення аналізу проблеми розподілення ресурсів у високонаван-
тажених сервісах, було розроблено два методи для управління ресурсами та які-
стю надання послуг для користувачів високонавантажених сервісів в ІТ-інфра-
структурі з підвищенням ефективності використання ресурсів в центрах обробки 
даних. 
 Для реалізації методів ефективного використання ресурсів, системі управ-
ління потрібно надати інформацію про поведінку системи протягом минулих n-
днів чи m-місяців, для цього потрібно зібрати метрики системи. Метрики пред-
ставляють собою основну інформацію про навантаження в системі.  
Забезпечення керування якістю надання послуг для користувачів високо-
навантажених сервісів в центрах обробки даних може відбуватися за допомогою 
двох методів: 
 дисперсійний метод – алгоритм по розподіленню ресурсів з використан-
ням дисперсії, слугує для того щоб правильно розподілити ресурси ба-
зуючись на часі виконання запитів системи; 
 рекурентний метод допомагає передбачати, що буде з ресурсами, коли 
навантаження буде зростати. Базуючись на граничних умовах, що за-




4 ПРОГРАМНА РЕАЛІЗАЦІЯ МЕТОДІВ РОЗПОДІЛУ РЕСУРСІВ ВИ-
СОКОНАВАНТАЖЕНИХ СЕРВІСІВ У ІТ – ІНФРАСТРУКТУРІ 
4.1 Особливість мови програмування C# 
Для реалізації запропонованих методів розподілу ресурсів високонаванта-
жених сервісів у ІТ-інфраструктурі була обрана мова програмування C# та інте-
гроване середовище розробки Microsoft Visual Studio 2017. 
Використовуючи мову C# для розроблення програмного забезпечення, ро-
зробники отримають можливість використовувати особливості мови: автомати-
чне збирання сміття, статичні методи, перевантаженні оператори та об’єктне орі-
єнтоване програмування. Тільки автоматичне збирання сміття дозволяє розроб-
нику не звертати увагу на виділення та звільнення ресурсів після їх викорис-
тання. Таким чином, автоматичне збирання сміття забезпечує розробника від мо-
жливості витіку пам’яті, як це часто буває в інших мовах програмування. 
Для розробки графічного інтерфейсу була обрана технологія Windows 
Presentation Foundation (WPF). Вона дозволяє розробляти графічні  будь-якої 
складності, що надає розробникам широкі можливості для візуалізації інформа-
ції. Серверна частина додатку реалізована на платформі .NET мовою C#. Розро-
бка здійснювалася з врахуванням принципів предметно-орієнтованого проекту-
вання та з використанням шаблонів проектування програмного забезпечення  
 
4.2 Особливості платформи ASP.NET Core 
ASP.NET Core – технологія з відкритим вихідним кодом для швидкої роз-
робки веб-додатків розроблена компанією Microsoft. На відміну від класичної 
платформи ASP.NET, ASP.NET Core є крос-платформною, що дозволяє розгор-
тати додатки на різних платформах, серед яких: Linux, Mac OS, Windows. 
Порівняємо ASP.NET Core з прямим конкурентом, платформою Java. Пе-
реваги ASP.NET Core над платформою Java; 
1) Середовище виконання CLR,  яке дозволяє використовувати мови 
програмування високого рівня, зі зручним синтаксисом (C#, F#); 
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2)  відкритий вихідний код та значна спільнота, яка підтримує проект; 
3) немає обмежень щодо платформи на якій розгортаються додатки. 
 
4.3 Принципи предметно-орієнтованого проектування 
Розробка програмного забезпечення з використанням предметно-орієнто-
ваного проектування починається з визначення предметної області з представни-
ками замовника чи бізнес-аналітиками. Саме взаємодія розробників та замовника 
є ключовим аспектом даного підходу. 
У процесі взаємодії розробники краще пізнають предметну область і пос-
тупово моделюють її в програмному коді на основі ряду базових абстракцій, а 
саме: 
 клас-значення, об’єкт, який не може бути змінений після створення. 
Якщо потрібно щось змінити в цьому об’єкті, то потрібно створювати новий. Та-
ких об’єктів може бути багато і як правило вони використовуються у поєднанні 
з класами-сутностями(Entity). 
 сутність(entity), описує поведінку певної сутності з предметної обла-
сті, зазвичай агрегує декілька класів-значень та операції які можна здійснювати 
над ними. 
 агрегат - клас який може об’єднувати всі інші види об’єктів. Засто-
совується для опису меж бізнес транзакцій. 
 
4.4 Об'єктна модель системи розподілення ресурсів  
Об’єктна модель описує структуру об’єктів, що входять в систему, її атри-
бути, операції, взаємозв’язки з іншими об’єктами. В об’єктній моделі повинні 
бути зображені поняття і об’єкти додатку, які важливі для розроблювальної сис-
теми. Об’єктом в об’єктній моделі будемо називати поняття, абстракцію чи будь-




Після проведення аналізу предметної області для проблеми розподілу ре-
сурсів у центрах обробки даних, була розроблена об’єктна модель яка склада-




4)      VarianceAlgorithm; 
5)      RecurrenceAlgorithm. 
6)      IHardware; 
7)      IEquatable. 
8)   Entity; 
9)      ValueObject. 
10) Data Generator 
11) PerfomanceMetric; 
12) Logger.   
Всі об’єкти одного і того ж класу характеризуються однаковим набором 
властивостей або атрибутів. Об’єднання об’єктів в класи визначається не набо-
ром властивостей, а семантикою і називаються такі об’єкти агрегатами.  
 
4.5  Інтерфейс IEquatable 
Інтерфейс IEquatable описує операцію визначення рівності двох об’єктів. 
Діаграми інтерфейсу IEquatable та методу Equals неведені на рис. 4.1. 
 
 




Інтерфейс IEquatable декларує тільки один метод, як видно з рис. 4.1: 
 Equals основна задача методу визначити чи є два екземпляри класів 
рівні між собою. 
 
4.6 Базовий клас Entity 
Клас Entity має ідентифікатор за допомогою якого можна знайти цей об’єкт 
в базі даних. 
Два об’єкти класу Entity в додатку можна вважати рівними тоді і тільки 
тоді, коли ідентифікатори цих об’єктів є рівними між собою. 
Клас Entity допомагає керувати іншими об’єктами в системі та слугує кла-
сом для обміну інформацією між базою даних та клієнтами. Entity можна вико-
ристовувати для керування іншими об’єктами, такими як об’єкти-значення 
(ValueObject). 
В класі Entity реалізований один метод: Equals, який реалізує операцію ек-
вівалентності двох екземплярів даного класу за ідентифікаторами. 
Діаграма класу Entity наведена на рисунку 4.2. 
 
 
Рисунок 4.2 – Діаграма класу Entity 
 
Згідно рисунку 4.2 клас Entity реалізує інтерфейс IEquatable. Базовий клас 
Entity далі використовуватимемо для реалізації об’єктів, які будуть зберігатися у 
базі даних, та матимуть ідентифікатор. 




Рисунок 4.3 – Діаграма класів ієрархії класу Entity 
 
4.7 Незмінний клас ValueObject 
Клас ValueObject описує незмінний тип. На відмінну від cутності,  уніка-
льність класу ValueObject  визначається всіма властивостями цього об’єкту.  
Незмінним вважається тип який, не може змінюватися після створення. 
Будь який метод, який повинен змінити стан об’єкту-значення повинен по-
вертати новий об’єкт, а не модифікувати існуючий об’єкт. Діаграму класу Val-
ueObject наведено на рисунку 4.4. 
 
 





Наведемо опис методів описаних в класі ValueObject: 
 Equals основна задача метода знайти чи є два екземпляра рівні між 
собою за допомогою зрівняння всіх атрибутів класу; 
 EqualsCore слугує для того, щоб зрівнювати два екземпляра класу по 
базовому методу Equals. Не може бути перевантажений; 
 GetHashCode обчислює хеш-код об’єкта та визначає; 
 GetHashCodeCore слугує для отримання хеш-коду з базового класу.  
 
4.8 Базовий інтерфейс IHardware 
IHardware — інтерфейс використовується для того, щоб описати характе-
ристики обладнання. 
Діаграма інтерфейсу IHardware наведена на рисунку 4.5. 
 
 
Рисунок 4.5 – Діаграма інтерфейсу апаратного засобу IHardware 
 
Як можна бачити з рис 4.5, інтерфейс IHardware описує 2 атрибути: 
 CPU – процесорна ємність для обладнання; 
 RAM – ємність оперативної пам’яті для обладнання. 
 
4.9 Класу VirtualMachine 
Клас VirtualMachine описує поведінку віртуальної машини в центрі обро-





Рисунок 4.6 – Діаграма класу віртуальна машина 
 
Діаграма класів об’єкту VirtualMachine зображена на рис. 4.7. 
 
Рисунок 4.7 – Діаграма класів віртуальної машини 
 
З рис. 4.7 можна бачити, що VirtualMachine унаслідується від базового 
класу Entity.  
Клас VirtualMachine має набір операцій: 




2) VirtualMachine – конструктор, для створення об’єкту, який здійснює 
перевірку параметрів, які потрібні для створення об’єкту. 
 
4.10 Об’єкт класу Server 
Клас Server – описує множину об’єктів для керування віртуальними маши-
нами в центрі обробки даних. Клас Server розширяє базовий клас Entity та реалі-
зує інтерфейс IHardware..  
Основні операції класу Server: 
1) Add -  операція  створення сервера в дата центрах; 
2) Delete - операція видалення сервера, якщо він вже не потрібний; 
3) Edit – операція редагування властивостей сервера, дозволяє змінити 
ім’я сервера або змінити дата центр, на якому розміщений даний сервер. 
Діаграма класу Server з усіма атрибутами зображена на рис. 4.8. 
 
 
Рисунок 4.8 – Діаграма класу Server 
 
Опишемо операції класу Server, які пов’язані з обслуговуванням віртуаль-
них машин: 
1) IsServerFully() – операція повертає правдиве чи не правдиве твер-
дження про те, чи є сервер повними чи ні; 
2) IsServerInclude() - функція дозволяє перевіряти чи розгорнута вірту-
альна машина на цьому сервері, повертає правдиве чи не правдиве твердження; 
3) Конструктор слугує для того, щоб створити об’єкт з тими властиво-
стям, які потрібні саме цьому серверу. Також реалізує валідацію даних. 
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На діаграмі класів рис. 4.9, можна бачити всі методи, що використовуються 
у класі Server. 
 
Рисунок 4.9 – Діаграма класів серверу 
 
З рис. 4.9 можна бачити, що клас Server описує  множину об’єктів,  які ін-
капсулюють логіку керування серверами в середині дата-центрів та визначає ос-
новні характеристики: 
­ i  – процесорна місткість сервера iN , яка визначена в інтерфейсі IHard-
ware як CPU; 
­ iГ  – об’єм оперативної пам’яті сервера iN , була визначена в інтерфейсі 




4.11 Об’єкт класу DataCenter 
Клас DataCenter відповідає за розподілення віртуальних машин та серверів 
на основі характеристик в центрах обробки даних. DataCenter розширяє базовий 
клас Entity. Діаграму класу DataCenter зображена на рисунку 4.10. 
 
 
Рисунок 4.10 – Діаграма класу DataCenter 
 
З рис. 4.11 можна бачити, що DataCenter розширяє клас Entity. 
 
Рисунок 4.11 – Діаграма класів DataCenter 
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Клас DataCenter слугує для розподілення серверів в середині центру обро-
бки даних та допомагає керувати іншими об’єктами в системі. Основні методи, 
визначені на рис. 4.10: 
1) створення сервера, якщо сервери не справляються з навантаженням; 
2) видалення сервера, якщо навантаження вже немає; 
3) редагування сервера. 
4) конструктор, який приймає всі допоміжні атрибути, які необхідні для 
створення об'єкта. 
 
4.12 Клас Variance 
Клас Variance реалізує операцію обчислення дисперсії. Variance потрібен 
для того, щоб правильно розподілити ресурси на основі часу виконання запитів 
до системи. Якщо розподіл часу виконання запитів відрізняється від середнього, 
то система починає повільно опрацьовувати запити, що в свою чергу приводить 
до погіршення якості надання послуг для користувача. В такому випадку, потрі-
бно розподілити ресурси.  
Об’єкт має параметри, які потрібні для розрахунку дисперсії: 
1) список серверів; 
2) список віртуальних машин. 
Діаграма класу Variance, зображена на рисунку 4.12 та 4.13. 
 
 




Клас Variance зображений на рисунку 4.12 визначає основні операції для 
підрахунку дисперсії на основі часу виконання запитів в середині СУІ: 
1) створення об’єкта для алгоритму; 
2) видалення віртуальної машини або сервера; 
3) редагування віртуальної машини та серверу. 
4) операція копіювання потрібна для створення додаткових серверів та 
віртуальних машини в центрах обробки даних; 
 
 
Рисунок 4.13 – Діаграма класів Variance 
 
5) GetDataCenter за допомогою функції можна повністю скомплекту-
вати дата-центр з серверами та віртуальними машинами звертаючи увагу на роз-
поділ ресурсів та аналіз дисперсії; 
6) GetFullServer ця функція допомагає нам скомплектувати сервер, який 
буде мати характеристики, які не будуть виходити за межі ресурсів сервера; 
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7) GetAverageValue знаходить середнє значення для всіх даних, що 
були зібрані за період аналізу. Якщо значення дорівнюватиме нулю, – це означає, 
що дисперсія не має відхилення; 
8) GetSquaredDifferences обчислення квадратів різниць середнього зна-
чення, та значення величи; 
9) GetData за допомогою цієї функції алгоритм дисперсії має можли-
вість отримати данні з бази даних, для того, щоб мати можливість їх проаналізу-
вати та зробити правильне розподілення навантаження; 
10) Allocation представляє собою, найголовнішу функцію за допомогою 
якої можна розподілити ресурси в центрах обробки даних на основі дисперсії, 
отриманої на попредньому кроці. 
 
4.13 Клас RecurrenceRelation 
Клас RecurrenceRelation слугує для розподілення ресурсів в середині ЦОД, 
за допомогою рекурентного співвідношення.  RecurrenceRelation аналізує дані та 
здійснює вплив на систему за умови досягнення граничних допустимих значень 
характеристик, які задані системою управління. 
Діаграму класу RecurrenceRelation зображено на рис.4.14. 
 
 
        Рисунок 4.14 – Діаграма класу RecurrenceRelation 
 
Клас RecurrenceRelation на рис. 4.14 визначає основні методи, для розподі-
лення ресурсів в середині ЦОД: 
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1) RecurrenceCorrelation слугує для запису рекурентного співвідно-
шення; 
2) Multiplier допомагає підсумувати всі рядки за формулою, що визна-
чена в розділі 3.8; 
3) GeneratingFunction для отриманої нерівності приводить суму до за-
мкнутого вигляду; 
4) GetGZ допомагає виразити результат в явному вигляді і розкласти 
функцію в ряд за ступенем z; 
Основні модулі на які поділяється система  – модуль віртуальних машин, 
модуль серверів та модуль дата-центрів. Діаграма компонентів навелена в дода-
тку Б2. Кожен модуль містить набір операцій, призначених для взаємодії з моду-
лями. 
«Модуль віртуальної машини» відображає операції, що можуть виконува-
тись над віртуальними машинами в центрах обробки даних, а саме: 
 редагування віртуальних машин; 
 додавання віртуальних машин; 
 видалення віртуальних машин. 
«Модуль серверів» слугує для роботи з серверами, та має такий самий на-
бір операцій, як і «Модуль віртуальної машини». 
Останній модуль – «Модуль дата-центрів». Він відображає результат роз-
поділення віртуальних машин по серверам всередині дата-центрів. 
Діаграма класів всіх об’єктів, що були використані для реалізації розподілу 
ресурсів СУІ зображена в додатку Е. 
 
ВИСНОВКИ ДО РОЗДІЛУ 4 
В даному розділі була описана програмна реалізація методів розподілу ре-
сурсів високонавантажених сервісів в ІТ-інфраструктурі. Описано та обґрунто-
вано переваги та недоліки мови C#. 
Архітектура системи представлена у вигляді діаграми класів, компонентів 
та алгоритму. Також, було надано специфікацію функцій з детальним описом. 
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5 ВИПРОБУВАННЯ ПРОГРАМНОГО ПРОДУКТУ  
Розділ тестування включає в себе тестування, що треба виконати для того, 
щоб перевірити програмне забезпечення на функціональні вимоги, що були опи-
сані в технічному завдані. 
 
5.1 Мета тестування 
Мета тестування програмного забезпечення полягає у виявленні розбіжно-
стей розробленого продукту з вимогами, що були складенні на етапі проекту-
вання системи. 
 
5.2 Загальні положення 
Нефункціональні характеристики слугують для тестування програмного 
забезпечення, що описані як нефункціональні вимоги до продукту. В свою чергу 
тестування поділяється на: 
– функціональне; 
– нефункціональне; 
– структурне тестування; 
– регресивне тестування; 
 
5.2.1 Функціональне тестування 
Функціональне характеристики слугують для тестування програмного за-
безпечення, що описані як функціональні вимоги до продукту. 
Для здійснення тестування необхідно провести підготовку системи. Наве-
демо перелік кроків необхідно виконати: 
1) підготувати тестові данні; 
2) врахувати вимоги до бізнесу; 
3) підготувати еталонні вихідні дані, для їх подальшого порівняння з 
вихідними даними отриманні в результаті роботи системи; 
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4) порівняти вихідні дані отримані в результаті роботи системи з етало-
ном підготовленим у пункті 3. 
Основне завдання функціонального тестування - відтворити дії користу-
вача та виявити розбіжності в поведінці системи та вимогами описаними в доку-
ментації до програмного забезпечення. Проте, цей підхід має ряд недоліків – те-
стувальники можуть пропустити деякі вимоги до системи або навпаки – інтерп-
ретувати їх зовсім по-іншому 
 
5.2.2 Нефункціональне тестування 
Нефункціональне тестування може слугувати вимогам, що не описані в до-
кументах, наприклад: швидкість опрацювання запитів та надійність системи. 
Нефункціональне тестування, як правило, використовується після прове-
дення функціонального тестування. 
 
5.2.3 Регресивне тестування 
Регресивне тестування використовується, як останній крок для передачі 
програмного забезпечення замовнику. Регресивне тестування слугує для знахо-
дження всіх помилок в додатку. 
 
5.3 Результати тестувань 
Метою створення програмного забезпечення є надання можливості розпо-
ділення ресурсів у високонавантаженій ІТ-інфраструктурі. Вона дозволяє конт-
ролювати ресурси та розподіляти в залежності від завантаженості обладнання в 
ЦОД. 
Опишемо функціональність, яка реалізована у розробленому додатку. Пе-
рша реалізована функція, – створення віртуальних машин та серверів. Після 
цього користувач може здійснити розподілення ресурсів в серверах та дата – цен-
трах за допомогою різноманітних методів та підібрати найкращу конфігурацію 
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роботи ЦОД. Тест функціональності додавання віртуальної машини наведемо в 
таблиці 5.1. 
Таблиця 5.1 – Тест додавання віртуальної машини 
Ціль тесту Перевірка функції «Додавання віртуальних машин» 
Початковий стан Додаток запущений 
Вхідні дані Відкрита перша вкладка в додатку 
Проведення тестування 1) Заповнені всі поля (рисунок 5.1): 
 назва віртуальної машини; 
 розмір оперативниї пам'яті; 
 розмір процесора. 
2) Нажати кнопку “Додавання” 
Очікуванні результати Віртуальна машина була додана в систему, з таким 
самим ім’ям та описом, який був заданий користу-
вачем. 
Стан після проведених 
випробувань 
Віртуальна машина була додана в систему, з таким 
самим ім’ям та описом, який був заданий користу-
вачем. 
Відображено результат роботи на рисунку 5.2. 
 
 
Рисунок 5.1 – Заповнення полів для створення віртуальної машини 
 
При заповнені атрибутів для віртуальних машин, серверів та дата-центрів 





Рисунок 5.2 – Очікуваний результат після додавання віртуальної машини 
 
Далі наведемо опис тесту функціональності додавання серверів (наведено 
в таблиці 5.2). 
Таблиця 5.2 – Тест додавання серверів 
Ціль тесту Перевірка функції «Додавання серверів» 
Початковий стан Додаток запущений  
Вхідні дані Відкрита друга вкладка в додатку 
Проведення тестування 3) Заповнені всі поля (рисунок 5.3): 
 ім'я сервера; 
 розмір оперативної пам'яті; 
 розмір процесора. 
4) Натиснути кнопку “Додавання” 
Очікуванні результати Сервер був доданий в систему. В списку серверів ві-
дображається назва, та опис, який був вказаний при 
створенні компонента. 
Стан після проведених 
випробувань 
Сервер був доданий в систему. В списку серверів ві-
дображається назва, та опис, який був вказаний при 
створенні компонента. Результат роботи наведено 





Рисунок 5.3 – Заповнення полів для створення сервера 
 
 
Рисунок 5.4 – Очікуваний результат після додавання сервера 
 
Далі наведемо опис тесту отримання результатів щодо розподілення вірту-
альних машин на серверах в середині дата – центру (наведено в таблиці 5.3). 
Таблиця 5.3 – Тест розміщення віртуальних машин на сервері 
Ціль тесту Перевірка функції «Розміщення віртуальних машин 
в сервері» 
Початковий стан Додаток запущений  
Вхідні дані Відкрита вкладка “Розміщення віртуальних машин 
на серверах”. 
Проведення тестування Вибрати один із серверів (рисунок 5.5). 
Очікуванні результати Після вибору сервера користувачі повинні отри-







Продовження таблиці 5.3 
Стан після проведених 
випробувань 
Після вибору сервера користувачі повинні отри-
мати список віртуальних машин, що є в даному сер-
вері. 
Відображено результат роботи на рисунку 10.6. 
 
 
Рисунок 5.5 – Вибір серверу зі списку серверів 
 
 
Рисунок 5.6 – Список віртуальних машин в сервері 
 
Також, були розроблені модульні тести (Unit Testing), для можливості тес-




5.4 Дослідницькі експериментальні результати 
Для підтвердження ефективності використання методів розподілення ре-
сурсів проведено ряд випробувань. Крім того, розроблені моделі експерименту, 
які дозволяють легко перевірити роботу алгоритму. 
Під час експериментальних досліджень будемо використовувати віртуа-
льні машини та сервери. 
Для перевірки роботи методів розподілення ресурсів, було прийнято рі-
шення порівнювати результати з послідовним розподіленням ресурсів та диспе-
рсійним. 
 
5.4.1 Дослідження дисперсійного методу 
Оскільки сама по собі дисперсія має властивість виміряної мінливості. Та-
ким чином, для вирішення задачі використане середнє значення та так звану во-
латильність. Волатильність представляє собою ризик, або так званий ризиковий 
показник, який можна використати при придбанні чогось або для досягнення 
якоїсь цілі. 
При плануванні та при побудові дисперсії для набору чисел можна поба-
чити, що дисперсія буває нулем тільки в одному випадку - коли всі числа які були 
в наборі чисел є нулями. 
На рис. 5.7 зображено, як саме впливає кількість запитів на кількість вірту-
альних машин. За допомогою дисперсії можна чітко визначити середнє значення 
запитів за останні n-годин, проаналізувати та розподілити ресурси в центрі обро-
бки даних. З рисунку можна бачити, що дисперсійне розподілення є ефективним. 
Для того, щоб можна було чіткіше побачити різницю між послідовним ро-
зподіленням та дисперсійним, було створено тести, які відображені в таблиці 5.1, 
яка описує скільки було виконано запитів до сервера, та скільки саме часу було 
виділено на це. Ці тести виконували завдання навантаження сервера великою кі-
лькістю запитів, щоб можна було чітко зрозуміти та побачити, що саме відбува-





Рисунок 5.7 – Діаграма залежності віртуальних машин від кількості запитів до 
сервера 
 




Послідовне розподілення ресурсів Дисперсійний метод заповнення  
Час виконання 
запиту 





К – ть віртуаль-
них машин 
100 1 1 1 1 
1000 1.3 1 1.3 1 
2000 3 1 1.2 2 
3000 4 1 1.5 2 
4000 5 2 1.2 4 
5000 4 3 1.2 5 
6000 5 4 1.4 7 
































З таблиці 5.1 можна бачити, що навантаження було оброблено однаково 
для послідовного та дисперсійного розподілення лише при 1000 запитів до сер-
вера. Далі, при збільшенні кількості запитів до 2000, час відповіді збільшився 
вдвічі. Таким, чином якість надання послуг наданих сервером, погіршились 
удвічі Що є неприйнятним для користувачів. Для покращення було використано 
дисперсійний метод, який проаналізував кількість та тривалість запитів, і зробив 
висновок, що кількість ресурсів потрібно збільшити. 
Розподіл навантаження процесора в часі можна бачити на рис. 5.2. , проце-
сор був завантажений на 90% і майже перевищив ліміт ресурсів сервера.  Під час 
тестів, дисперсійний метод не переходив за 65% навантаження процесорів. Це 
пов’язано з тим, що при дисперсійному методі навантаження розподіляється між 
декількох віртуальних машин. Що дає нам можливість забезпечувати якісний ко-
нтроль ресурсів в високонавантаженій ІТ-інфраструктурі. 
 
 
Рисунок 5.2 – Діаграма залежності запитів до процесора з дисперсією 
 
5.4.2 Дослідження рекурентного методу 
Для вирішення проблеми розподілу ресурсів необхідно здійснити передба-




















для обслуговування користувачів та надання якісного сервісу. Одним із найціка-
віших та швидких підходів представляється як зворотні співвідношення, які мо-
жуть аналізувати дані та якось керувати при потраплянні в ті характеристики, що 
є не підходящі для нас. 
Зворотні співвідношення, як правило використовують для вирішенні зво-
ротніх співвідношень. Рекурентні співвідношення часто зустрічаються в дискре-
тній математиці і комбінаториці, тому сам підхід розробляє функції для вирі-
шення зворотних співвідношень. 




Послідовне розподілення ресурсів Рекурентний метод 
Центральний 
процесор 




К – ть віртуаль-
них машин 
100 100 1 100 1 
1000 400 1 400 1 
2000 600 1 550 2 
3000 850 1 500 2 
4000 930 2 550 3 
5000 850 3 480 4 
6000 930 4 500 5 
7000 940 4 510 6 
 
Рекурентний метод буде тестуватись в таких же умовах, що і дисперсійний. 
Було створено велику кількість запитів до серверу  та здійснено контроль опера-
цій введення та виведення. Для рекурентного методу було досліджено також на-
вантаження центрального процесору. Саме від нього, будемо відштовхуватись 
при розподіленні ресурсів з використанням рекурентного методу. Кількість за-
питів та завантаженість центрального процесора під час цих тестів, можна поба-
чити в таблиці 5.2. 
З таблиці 5.2 можна бачити, що завантаженість центрального процесора 
була однаковою до 1000 запитів. Після того, як кількість запитів збільшилась 
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вдвічі, навантаження на центральний процесор теж виросло. Тому рекурентний 
метод використав відсоток навантаження на процесор та зрозумів, що різниця 
між навантаження на 1000 та 2000 запитів, була значною і потрібно збільшити 
кількість виділених ресурсів для підтримання якості наданих послуг на прийня-
тному рівні. 
Для візуального зображення навантаження в рекурентному підході був 
створений рис. 5.3 на якому можна бачити час пікового навантаження при запи-
тах користувачів до системи. З рисунку 5.3 можна зробити висновок, що послі-
довне розподілення ресурсів не є доцільним, а рекурентний метод значно ефек-
тивніше розподіляє ресурси між користувачами  та може бути використаний для 
забезпечення якості обслуговування клієнтам у високонавантажених системах. 
 
 






















ВИСНОВКИ ДО РОЗДІЛУ 5 
В даному розділі було проведене тестування розробленого програмного за-
безпечення та методів розподілення ресурсів високонавантажених сервісів в ІТ-
інфраструктурі. 
Тестування показало, що при навантаженні системи, послідовне розподі-
лення ресурсів було не ефективним – привело до погіршення якості наданих по-
слуг. При розподілені ресурсів на основі дисперсії та рекурентного співвідно-
шення були виконанні всі умови для забезпечення якісного надання послуг для 
користувачів. 
Отже, використання послідовного розподілення ресурсів є недоцільним, а 
підхід до розподілення ресурсів на основі дисперсії та рекурентного співвідно-
шення є ефективним та рекомендується використовувати  у високонавантажених 





6 РОЗРОБКА СТАРТАП-ПРОЕКТУ 
Стартап проекти є популярними в усьому світі. Основною проблемою, ста-
ртап-проектів є те, що успіх ідеї не гарантується і він може сьогодні бути, а зав-
тра вже ні. Ось чому, стартап проектів дуже багато, але тільки одиниці з них, 
можуть досягти успіху. 
 
6.1 Опис ідеї 
Основна ідея полягає в тому, щоб підтримувати якість послуг на узгодже-
ному рівні. Cистема управління ІТ-інфраструктурою використовуючи методи 
масштабування ресурсів, їх розподілу та перерозподілу додає відповідним дода-
ткам або ВМ, що підтримують високонавантажені сервіси, додаткові об’єми об-
числювальних ресурсів. 
Методи масштабування ресурсів для розподілу та перерозподілу: 
Затримка трафіку: сюди входять затримка від введення в систему до ба-
жаного результату. Затримка може бути розглянута через призму інфраструк-
тури, протоколів та ПЗ. 
Історія аналізу: допомагає знаходити можливі варіанти (дні, години, мі-
сяці) навантаження в системі для запобігання погіршенню якості послуг. 
Експоненціальне зростання: зростання навантаження, коли швидкість 
росту пропорційна значенню самої величини. Якщо навантаження зростає про-
тягом деякого періоду часу, то не чекаючи максимуму – виділяємо додаткові ре-
сурси. 
Кількість повідомлень: спостерігати за кількістю повідомлень для вико-
нання певних дій. 
Умовне зростання: сюди відносяться лінійна залежність – зростання та 
вихід за початкові умови. 
Зміст ідеї разом з напрямками її застосування та перевагами(вигодами) для 




Таблиця 6.1 опис ідеї стартап – проекту 
Зміст ідеї Напрямки застосування Вигоди для користу-
вача 
Зміст ідеї є розроблення 
методів для управління ре-
сурсами та якістю надання 
послуг для користувачів 
високонавантажених сер-
вісів в ІТ-інфраструктурі з 
підвищенням ефективно-
сті використання ресурсів 
в центрах обробки даних. 
 
Може застосовуватися як 
в цивільній так і в прива-
тних сферах для підви-
щення якості наданих по-
слуг. 
За рахунок економії 
ресурсів, клієнти ма-
ють можливість еконо-
мити кошти та свої ре-
сурси, а також нада-
вати кращі послуги для 
споживачів за такі самі 
кошти або менші. Для 
підприємців економія  
ресурсів та можливість 
надання кращих пос-
луг для клієнтів. 
 
 Після пошуку можливих конкурентів, що займаються управлінням ресур-
сів та навантаженням. Було знайдено, декілька конкурентів, серед яких: AWS, 
Azure. Використовуючи звичайну систему управління віртуалізацією не дивля-
чись на те, що вона автономна та розумна, вона все одно потребує втручання 
людини. Говорячи, про якість управління, прямих конкурентів у відкритому до-
ступі знайдено не було, це збільшує шанс, того, що проект може виявитись по-
пулярним та успішним в своїх сфері. 
Інноваційність розробки полягає у використанні аналізу трафіку, експоне-
нціального зростання та передбачення навантаження для запобігання погір-
шення умов для користувачів. 
Конкуренти, що були знайдені можна віднести: 
– конкурент 1 – система AWS. 
































































6.2 Технологічний аудит ідеї 
Розробка будь-якого додатку базується на проектуванні та виборі техноло-
гій, що можуть буди використанні при розробці даної системи. Потрібно знайти 
підходи та можливі варіанти вирішення поставлених завдань. 
Аудит слугує для того, щоб здійснити аналіз підібраних технологій, які мо-
жуть бути використані для реалізації проекту. Результати технологічного аудиту 






Таблиця 6.3 Технологічний аудит проекту 







1 Двигун для роз-
робки з C# 




WPF + + 
3 Мова програму-
вання 
C# + + 
4 Мова програму-
вання 
Java + + 
5 Мова програму-
вання 
Scala + + 
6 Мова програму-
вання 
Python + + 
7 Мова програму-
вання 
F# + + 
Обрана технологія реалізації ідеї проекту: Asp.Net Core, WPF 
 
Запропонований варіант реалізації допоможе написати алгоритм та пред-
ставити все графічному та зручному вигляді за допомогою WPF. Також, написа-
ний алгоритм може бути використаний на різних операційних системах – це до-
дає йому додаткову гнучкість. 
Користувачу потрібно відобразити навантаження та розподіл ресурсів, для 
цього було використано технологію WPF. Розробка алгоритму була здійснена з 
використанням мови C# та ASP.NET Core використовуючи методологію DDD. 
Наступним кроком буде визначення ринкових можливостей стартап-прое-
кту, вони наведені в таблиці 6.4.  
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Таблиця 6.4 Характеристика потенційного ринку проекту 
№ Показники стану ринку Характеристика 
1 Кількість конкурентів, од 2 
2 Динаміка ринку зростає 
3 Запити або обмеження для потрапляння на 
ринок 
немає 
4 Вимоги до сертифікації чи стандартизації присутні 




Після аналізу потенційного ринку, куди буде вводитися проект, можна ба-
чити, що кількість конкурентів не велика, але вони є передовими компаніями на 
ринку.  
Так як, сфера розподілення ресурсів та IT-інфраструктури є непростою, по-
пит у ній знаходиться на високому рівні, тому розробка даної системи та можли-
вість її виводу на ринок є здійсненними. 
Перед тим, як запроваджувати дану систему на ринок повинні бути чітко 
встановленні можливі варіанти виводу системи. Для того, щоб правильно виве-
сти систему на ринок, має бути проведений аналіз конкурентів. У таблиці 6.5 був 
запропонований аналіз існуючих конкурентів. Для запровадження даної сис-
теми, можна використати декілька варіантів, а саме: 
 запропонувати вже існуючим компаніям для покращення їх сервісу; 
 надавати послуги, як додатковий сервіс. 
В таблиці 6.5 розглянуто цільові групи клієнтів та основні вимоги спожи-
вачів, які будуть виокремлювати дану систему від всіх інших на ринку. Цільова 
група проектів є досить широкою, з її допомогою можна правильно керувати си-
стемою та запровадити її на ринок. 
Основні фактори, що можуть впливати на продукт – фактори загроз та фа-




















використання для розподілу нава-
нтаження там можливості контро-
лювати якість послуг. Може бути 

















Метод, який може слугувати 
покращенням для інших компаній 





Можна зробити інтеграцію 
методів\ підходів для інших серві-
сів, таким чином, щоб люди могли 
цим користуватись не залежно де 
вони обслуговуються. 
 
Фактори загроз представляються собою загрози з якими можна зіштовхну-
тись при розробці системи, проектування або швидкості спрацювання системи. 
В такому випадку, вся суть проекту буде втрачена. 
Фактори можливостей відображають проблему, яку система намагається 
вирішити – навантаження, розподілення, віртуалізація чи висока точність. Ри-





Таблиця 6.6 Фактори загроз 
No 
п/п 




 Недостатній рівень 
розробників в цій 
предметній області 
та пробіли в техніч-
них знаннях. 
 
 Можливий варіант пошуку нових кад-
рів на ринку для можливості реалізації 
функцій та програмного забезпечення. 
Також, можливий варіант використову-
вати соціальні мережи для розробників 
або спеціальні сайти. Для того, що ім’я 










 Використовуючи юристів потрібно 
скласти договір, який буде забезпечу-
вати конфіденційність інформації за за-
конами України. За порушення цих пра-





 Відносно інших 
систем швидкість 
може бути замала 
 Використовувати можливі тести для за-
міру швидкості та знаходити слабкі мі-




 Можлива поява 
конкурентів 
 Розвинення та впровадження нових мо-
жливостей. 
 
Фактори загрози, що можуть бути під час введення компанії на ринок було 
наведено в таблиці 6.6. Після того, як всі загрози були нівельовані, можна звер-







Таблиця 6.7 Фактори можливостей 
No 
п/п 




Чим більше буде затребува-
ність до продукту, тим бі-
льше буде клієнтів та проект 
буде розвиватись 
Впровадження нового функ-







нових клієнтів для розши-
рення області використання 
додатку 
Залучення нових інвесторів 





Можливість реклами та пок-
ращення продукту 
Отримання нового функціо-
налу та популярності проекту 
без коштів 
 




В чому проявляється 
дана характеристика 
Вплив на діяльність підприємства (мо-
жливі дії компанії, щоб бути конкурен-
тоспроможною) 
1. Вид конку-
ренції ̈– ринкова 
конкуренція 
Конкуренція відбува-
ється завдяки якості та 
кількості функціона-
льності в продукті 
Покращення швидкості та зруч-
ності користування продуктом, також 
може бути присутня реклама та робота 
з користувача про отримання відгуків 
 
Після знаходження факторів можливостей, можна приступити до аналізу 
конкуренції у сфері надання послуг розподілення та надання якісних послуг, ре-










компаній на ринку 
2. Конкурентна бо-
ротьба 
Використання продукту в 
різних країнах 
 Ознайомитись із законами кра-
їни, де буде використовуватись 
продукт і що саме необхідно 
для кожної з країн.  
3. Галузь у внутріш-
ньогалузевій  
Продукт використо-
вується в хмарних веб-
сервісах 
 Базовий функціонал, який буде 





Існують деякі методи для 
забезпечення якісного ви-
користання ресурсів  
 Реалізація базового функціо-
налу. Отримання максимуму 
швидкодії та точності. 
5. Конкурентні пере-
ваги та їх характери-
стики  
Головним фактором є як-
ість розподілення ресур-
сів та забезпечення якіс-




 Запровадження та покращення 
методів для вирішення проблем 






 Бути конкурентоспроможною 
компанією з розробленням но-
вих методів та підходів 
 
Перед тим, як вводити компанії та системи на ринок, потрібно мати уяв-
лення про конкурентів тому треба здійснити аналіз конкуренції. Можна викори-
стати метод п’яти сил конкуренції Майкла Портера. Результати аналізу наведені 

































































Підсумовуючи вище написаний аналіз про систему, можна зробити висно-




Таблиця 6.10 Обґрунтування факторів конкурентоспроможності 
No п/п  Фактор конкурентоспроможності  
 Обґрунтування (наведення чинників, 
що роблять фактор для порівняння 
конкурентних проектів значущим)  
1  Можливість аналіз трафіку 
 Досягається за допомогою монітори-
нгу часу, який потрібний на оброб-
лення запиту 
2 
 Можливість аналізу графіків на-
вантаження 
 Досягається за рахунок використання 
історії навантаження 
3 
 Можливість обробки повідом-
лень, що чекають своєї черги 
 Досягається шляхом отримання кіль-
кості повідомлення, та визначення на-
вантаження на сервіс  
4 
 Можливість врахування експоне-
нціального зростання 
 Досягається за рахунок використання 
аналізу по зростанню запитів  
 





1 – 20 
Рейтинг товарів – конкурентів 
 – 3 
 – 
2 








19  K1 K2    + 
3 
Можливість обробки по-
відомлень, що чекають 
своєї черги 





20 K1 K2     + 
72 
 
На основі отриманих даних можна провести обґрунтування властивостей, 
які виділяють проект серед конкурентів і забезпечують конкурентоздатність на 
ринку. Його результати наведено у таблиці 6.10. На основі визначених методів 
та їх особливостей було здійснено аналіз методу з іншими. Результати порів-
няння наведені у таблиці 6.11. 
Результати де було вказано сильні та слабкі сторони, загрози та всі можли-
вості системи (SWOT) наведені у таблиці 6.12. 
SWOT представляє собою метод для стратегічного планування, що полягає 
в виявленні факторів для внутрішнього та зовнішнього середовища, і поділяю їх 
на чотири категорії. 
Таблиця 6.12 SWOT – аналіз стартап-проекту 
Сильні сторони: 
Використання аналізу трафіку, гра-
фікі та інформації технології машин-
ного навчання; 
Надає розробці функціонал, який 
відсутній у конкурентів; 
 Слабкі сторони: 
 Складне розгортання  
 Важка розробка 
Можливості:  
Збільшення кількості ресурсів та ко-
нтроль якість навантаження шляхом 
надання функціоналу якому немає ана-
логів на даний момент 
 Загрози:  
 Недостатня експертиза розробників 
 Нові конкуренти з аналогічним функці-
оналом 
 
В таблиці 6.12 були описані сильні сторони та можливості для стартап – 
проекту. 
Після проведення SWOT аналізу потрібно розробити альтернативні реалі-




Для розроблення системи були обрано ASP.NET Core для написання алго-
ритму, який буде аналізувати трафік при затримці, експоненціальне зростання та 
робити аналіз даних з завантаженням.  
Конкуренція можлива, але на даний момент її немає, так як жодна система 
немає таких методів для розподілення навантаження та аналізу даних, але треба 
враховувати також час для розроблення даної системи та запровадження її га ри-
нку. Можливі варіанти реалізації наведені в таблиці 6.13. 
Таблиця 6.13 Альтернативи ринкового впровадження стартап-проекту 
No п/п  Альтернатива ринкової поведінки  
 Імовірність балансу-






Розробка системи з використанням 
ASP.NET Core, аналізу про затримку 
трафіка, експоненціальне зростання та 





























В таблиці 6.13 альтернативи ринкового впровадження стартап – проекту 
було описано можливий час для розробки даної системи в залежності від того, 
що повинно бути в системі, і що на чому саме система буде основуватись. 
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6.3 Розроблення ринкової стратегії проекту 
Для створення успішного продукту, потрібно знати цільову групу для системи. 
Таблиця 6.14 Цільова групи споживачів 
№ 



































































Також, розуміти попит груп компаній чи людей, та звичайно ж готовність 
споживачів отримати продукт та користуватись ним у себе к компанії або прое-
кті. Для цього було чітко визначена цільова група споживачів наведено, що була 
наведена у таблиці 6.14. 
На таблицях були зображені цільові групи. Не дивлячись на те, яка з груп 
буде вибрана треба налагодити зв’язки з її представникам для того, щоб запро-




Продовження Таблиці 6.14 



















































Які цільові групи обрано: приватні і відкриті проекти, а також люди\ ком-
панії, що хочуть забезпечити якісне керування ресурсами. 
 
Наступний крок – визначення стратегії розвитку продукту, таблиця 6.15. 












Розробка системи з ви-
користанням ASP.NET 
Core, аналізу про затри-
мку трафіка, експонен-
ціальне зростання  
Концентрації 
Конкуренція у сфері 
хмарних веб-серві-







Після визначення базової стратегії потрібно визначити стратегію поведі-
нки для конкурентів. Результати наведено у таблиці 6.16. 
Таблиця 6.16 Визначення стратегії конкурентної поведінки  


















Ні Так Жодних Експлерентна 
(піонерська)  
 
Після обраних сегментів споживачів, та потреб для обраної стратегії пове-
дінки потрібно вибрати стратегі. Для позиціонування продукту. Результати на-
ведемо у таблиці 6.17. 
 


















сурсів, та підняття додат-
кових ресурсів 
 
6.4 Маркетингова програма в стартап-проекті 
В даному розділі запропоновано маркетинговий проект для проекту. Опи-
сано недоліки та переваги, які може тримати користувач якщо буде використо-
вувати систему. В таблиці 6.18 наведено основні переваги даного підходу 
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Таблиця 6.18 Визначення ключових переваг концепцій̈ потенційного то-
вару 
№  Потреба  Вигода яку пропонує функ-
ція 







щити якість надання послуг 
для користувачів за допомо-
гою збільшення ресурсів 
Не реалізовані, мо-
жна запровадити даний 
метод 
 
Продовження Таблиці 6.18 
№  Потреба  Вигода яку пропонує функ-
ція 






бачувати навантаження в як-
ісь особливі дні або час 
Не реалізовані, мо-





Якщо система запрошує ба-
гато запитів, то потрібно ви-
значитись з параметрами 
для якісного надання послуг 
Не реалізовані, мо-
жна запровадити даний ме-
тод 
 
В таблиці 6.18 було описано ключові переваги концепції потенційного про-
дукту. Його плюси та мінуси, потреби та вигоди. Описано три потреби, які є 
обов’язкові для розробки системи, в інакшому випадку система не буду конку-
рувати з іншими розробками.  
Для кожної потреби була описана можливість, яку отримає користувач при 
використанні системи. Після того, як описали вигоду також було коротко опи-
сано як конкурувати з конкурентами, що є в них, і що є в нашому продукті. Роз-
глядаючи всі потреби, що були описані для прямих конкурентів з такими ж пе-
ревагами на даний момент немає. Розроблена система буде надавати ряд переваг: 
78 
 
 точність розпізнання затримки трафіка при опрацюванні запитів від 
користувача; 
 експоненціальне навантаження, що дасть можливість системі перед-
бачити масове навантаження; 
 кількість запитів до системи протягом певного часу. 
Таблиця 6.19. Опис трьох рівнів моделі товару 
 Рівні товару   Сутність та складові  
І. Система за задумом   Підходи, які будуть аналізувати вхідні дані 
ІІ. Система у реаль-




М/Нм Вр/Тх /Тл/Е/Ор  
1. Висока швидкість ана-
лізу 
М Тх/Тл 
2. Висока точність обро-
бки з аналізом 
М Тх/Тл 
3. Низький рівень фіктив-
них спрацювань 
М Тх/Тл 
Програма пройшла тестування, ISO/IEC 9126 – 1 2013 
Постачається в форматі алгоритму або скриптів 
Марка: ahumen, gen&humen, scale_group 
ІІІ. Товар із підкріпленням  
До продажу Програмне забезпечення  
 
Після продажу Програмне забезпечення  
Патент методу обробки та аналізу даних для забезпечення якісних умов 
для користувача, законодавство про авторське право 
Залишилось визначитись з межами ціни для продукту. Результати наве-






Таблиця 6.20. Визначення меж встановлення ціни 
Рівень цін 
(розробка) 






Верхня та нижня межі 








Від 200 тис. Гривень за ліцензію 
 
Було описано ціни, після чого можна розглянути варіанти збуту. Резуль-
тати наведені у таблиці 6.21. 
 
Таблиця 6.21. Формування системи збуту 
No п/п  
Специфіка поведінки цільо-















Використовуючи методи та 
підхід за допомогою скри-
пту або програмного забез-
печення 








Останнє, що залишилось-концепція маркетингових комунікацій. Резуль-











































ВИСНОВКИ ДО РОЗДІЛУ 6 
В даному розділі було розглянуто розробку стартап-проекту системи для 
контролю якості надання послуг для користувачів за допомогою аналізу наван-
тажень та розподіленню навантаження. Було наведено опис класів аномалій, про-
ведений аналіз ринку та обрана цільову аудиторію, яка може отримати вигоду 
після використання даного продукту. 
Так як прямих аналогів не було знайдено, єдиним фактором, що може за-
тримувати розробку – інтеграція і можливість інтеграцій вже існуючі системи. 
Фактори, які можуть впливати на продаж – ціна та використання або роз-
гортання. Першим фактор є можливість коригування в залежності від попиту та 
бажань. Другий потребує аналізу та може бути покращений лише при здійсненні 
аналізу системи. Підсумовуючи вище написане, можна сказати, що проект є пе-





У ході виконання магістерської дисертації була вирішена задача розробки 
та аналізу методів управління основаних на рекурентному та дисперсійному ал-
горитмів, з метою розподілення та керування ресурсів в центрах обробки даних. 
Для аналітичного обґрунтування роботи системи були створені математи-
чні моделі управління ресурсами та навантаженням. Також, було розроблено ряд 
обмежень на основі потужностей серверів в ЦОД. Для вирішення поставлених 
задач у роботі було розроблено два варіанти контролю розподілення ресурсів: 
рекурентний та дисперсійний. Разом ці два методи можуть розподіляти ресурси 
та керувати якістю надання сервісу для користувачів. 
Результатом дослідження є розроблена модель засобу моделювання управ-
ління ресурсами та навантаженням, з метою покращення управління наванта-
женням. Було отримано гнучке рішення, яке дозволяє змінювати роботу алгори-
тму в залежності від задачі, що була поставлена перед ним.  
Методи алгоритму були реалізовані у програмному забезпеченні, яке пред-
ставляє собою інтерфейс для роботи з алгоритмом. Програмний продукт пред-
ставляє собою бібліотеку класів, що була розроблена за допомогою ASP.NET 
Core з використанням DDD, і мови програмування C#. 
Після проведеного аналізу та тестування методів для розподілу ресурсів, 
можна бачити, що алгоритм спроможний вирішити поставлену задачу та досягти 
ефективного використання ресурсів і гарантувати якісний сервіс для користува-
чів, навіть у високонавантажених сервісах. 
Завдяки цим дослідженням та розробці маємо можливість застосовувати їх 
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ДОДАТОК Ж – ДІАГРАМА ПОСЛІДОВНОСТІ ВЗАЄМОДІЇ КОРИСТУВАЧА 
З СУІ 
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