We examine a Poisson heuristic for judging the significance of local sequence alignments with gaps. Model parameters are estimated directly from the sequences to be aligned, so that laborious prior simulation studies or data base comparisons for the estimation of parameters describing the connection between score and E-value are unnecessary. Simulation studies give evidence that this method gives reasonable results even when the usual assumptions like the independence of sequence positions are violated.
Introduction
When parts of two DNA or protein sequences seem related (taking the possibility of substitutions, insertions and deletions into account), the question of the significance of the similarities arises: Could a local alignment of unrelated sequences get such a high score by pure chance?
We assume an alignment scoring scheme with an affine gap penalty, with gapextension penalty δ and gap-open penalty ∆ + δ. This means that the penalty for a gap of u positions is ∆ + δu. If, for example, a simple scoring scheme for aligned positions is used, rewarding each match with +1 and penalizing each mismatch by subtracting µ, then the score of the DNA alignment AGTC___AGTTC__GTG ACTCACTAG_TCAAGCG is 9 − 2µ − 3∆ − 6δ, since it contains 9 matches, 2 mismatches and 3 gaps of a total length of 6 positions. Scoring schemes used in practice reward and penalize matches and mismatches with respect to the types of the bases (or amino acid residues) that are involved. When choosing the scoring parameters one must make sure to remain in the "local phase" (Arratia, Waterman, 1991 , Grossman, Yakir 2004 , i.e. scores of random alignments of unrelated sequences are typically negative and the expected score of the best local alignment of two unrelated sequences grows logarithmically with the sequence lengths. The algorithm of Smith and Waterman (1981) finds the local alignment of two sequences with the highest score. Software packages like BLAST (Altschul et al., 1990 (Altschul et al., , 1997 are suitable for finding high-scored local alignments between given sequences and sequence databases.
The significance of a local alignment score s can be judged by its E-value, the expected number of local alignments of score ≥ s under a null hypothesis of unrelated sequences. Dembo et al. (1994) consider the null hypothesis that all positions in both sequences are taken independently from a distribution on the base types or amino acid types. They showed that (under certain conditions on the scoring parameters) the Evalue of score ≥ s for gapless local alignments is for large s asymptotically between nmk 1 e −λs and nmk 2 e −λs , were n and m are the sequence lengths and the constants k 1 , k 2 and λ can be computed numerically. The bounds k 1 and k 2 are in general different from each other if the possible values of a score of an alignment lie on a lattice, i.e. if there is a smallest positive value among the possible scores. Altschul et al. (2001) conjectured that also in the case of gapped local alignments the E-value for score ≥ s is asymptotically of the form nmk e −λ s and estimate k and λ from simulation studies and data base comparisons. The results are used for E-value estimation in newer versions of the BLAST program. A similar approach is suggested by Mott (2000) . Yakir (2000, 2003) showed that in the asymptotic of large s and ∆ ∼ log s (and ignoring score lattice effects) the E-value is nmce −λs with the same constant λ in the gapped and in the ungapped case. The constant c can be computed numerically. Bundschuh (2002) suggests an efficient method to determine λ from global alignments of simulated sequences. Some conjectures on which Bundschuh's approach is based have recently been proven by Grossman and Yakir (2004) .
Siegmund and Yakir's null hypothesis as well as the one used by Bundschuh require that all positions of the sequences are independently drawn from a probability distribution, which does not change along the sequences. However, the base or amino acid types of neighboring positions in biological sequences are in general not independent. For example, in vertebrate DNA a C is usually not followed by a G, except in regions called CpG-islands (Bird, 1987) . These dependencies may strongly influence the E-values for high-scored alignments and it seems difficult to adapt Siemund and Yakir's method to this situation.
The homogeneity of the base composition along the sequences is also assumed in Altschul et al. (2001) . This assumption does not seem plausible if the sequences are very long.
We suggest to apply a model that avoids explicit assumptions on the sequence structure. Instead, we model how gapped alignments are assembled from locally optimal ungapped local alignments (called LOULAS in Metzler et al., 2002 , or HSPs in Altschul et al., 2001 . The model, which was introduced in Metzler et al. (2002) , is inspired by Siegmund and Yakir's paper (2000) in combination with Poisson heuristic. When the significance of a local alignment is to be judged, the model parameters are estimated from the environments of the aligned sequence parts. Since high-scored gapped alignments for subsequences in these environments might be rare, we try to gain additional information from medium scored ungapped alignments in this area. We fit the parameters of the Poisson model (Metzler et al., 2002) to the data given by the configuration of high-scored ungapped alignments of the sequences. If these parameters are known, one can compute the E-value of a local gapped alignments of score ≥ s in the Poisson model. Simulation results indicate that E-values gained from the fitted Poisson model can be used to judge the significance of sequence alignments even in cases with a certain amount of dependencies between neighboring positions.
Poisson model
We use a slight generalization of the model described in Metzler et al. (2002) . It is based on the heuristic that high-scored gapped alignments consist of high-scored ungapped alignments and that high-scored ungapped alignments appear quite independently of each other, starting in random pairs of sites (i, j), with i ≤ n and j ≤ m, and that their score is asymptotically exponentially distributed (cf. Dembo et al., 1994) . For analytical simplicity we replace the set of position pairs {(i, j) ∈ N 2 : i ≤ n, j ≤ m} by a continuous rectangle Q := [0, n] × [0, m] and assume that the starting points for ungapped alignments of a score higher than a bound u ≥ 0 are sprinkled into [0, ∞[×[0, ∞[ according to a Poisson process Φ with constant intensity k. This means that Φ is a random finite subset of Q, such that for any V ⊆ Q of volume v, the intersection Φ∩V is independent of Φ∩(Q\V ) and |Φ∩V | is Poisson distributed with E|Φ ∩ V | = kv. Ignoring edge effects we will only require that the starting point of a gapped alignment lies in Q. The scores of these ungapped alignments are independent realizations of exponential distributions with rate λ.
A gapped alignment is a sequence a = ((x 0 , r 0 ), (x 1 , r 1 ), . . . , (x j , r j )) in Φ×]u, ∞[ with x 0 ∈ Q, such that each x i−1 is smaller than x i in both coordinates and r i is the score of the ungapped alignment starting in x i . Note that only ungapped alignments of score larger than a given bound u are allowed in gapped alignments, since the modeling of ungapped alignment scores as exponentially distributed seems only reasonable in the high-score tail. (In Metzler et al. (2002) we only treated the case u = 0 since u is negligible for the asymptotics considered there.)
The gap-open penalty enters directly into the Poisson model as j · ∆. For the gap-extension penalty we assume that the cost of connecting the ungapped alignments starting at x i−1 and x i is a random value
The only assumption about their distribution is that the expected range reachable for a gap penalty of at most l scales like the area of a two-dimensional shape of length l, i.e. there is a constant ω/2 > 0 such that for all l > 0 the expected area of {y : R x (y − x) ≤ l} equals l 2 ω/2. (This assumption is discussed more explicitely in Metzler et al. (2002) ).
The score of the gapped alignment a is given by
Note that the Poisson model avoids explicit assumptions on the composition or dependency structure of the DNA or protein sequences. Instead, what is modeled is the frequency of ungapped alignments and the assembly of gapped alignments from them. Three parameters k, λ, and ω have to be fitted to the data, consisting of the scores of ungapped alignments and the score costs of concatenating them.
E-values in the Poisson model
For U ⊂ R + let M (U ) be the expected number of alignments in the Poisson model which have a score in U and start in a unit volume in Q.
In the following we assume u < min{∆, b} and denote the incomplete GammaFunction
If A and B are expressions that depend on the score b and the gap penalty parameter ∆, we write A ∼ B if A/B converges to 1 when b and ∆ both go to infinity in a way such that log b − λ · ∆ converges to a finite constant. Using these assumptions, Siegmund and Yakir (2000) found an asymptotic for local alignment E-values, and in Metzler et al. (2002) we showed that, with an appropriate choice of ω, the same asymptotic holds for the Poisson model .
Theorem 2
M ([b, ∞[) ∼ mn · k · exp ωkb λ · e −λ∆ − λ · b
Proof of Theorem 1
At first we treat the case u = 0. In a unit volume we expect
alignments with j gaps and distance penalty l i in dl.
The sum of the scores of j+1 randomly chosen ungapped alignments is Gamma(j+ 1, λ)-distributed. Consequently, the intensity of gapped alignments with distance penalty in dl and total score in ds is
We get M (ds) by integration over l and summation over j. First we observe:
The starting points of ungapped alignments with score > u form a Poisson process on [0, ∞[×[0, ∞[ with intensity e −λu k. The score of such an ungapped alignment is exponentially distributed conditioned on being larger than u or, equivalently, an unconditioned exponential increased by u. Thus, we obtain Theorem 1 from the equation above by replacing k by e −λu k and giving a benefit of u to each ungapped alignment by replacing ∆ and b by ∆ − u and b − u, respectively.
Proof of Theorem 2
A proof of the case u = 0 is given in Metzler et al. (2002) . We still have to show that u does not affect the asymptotic. As in the proof of Theorem 1 we replace k by e −λu k, ∆ by ∆ − u, and b by b − u and apply the result for u = 0:
and the result follows from exp
Fitting the Poisson model to sequence data
We fit λ, k, and ω to given sequence data by moment estimation procedures. In the Poisson model the expected number of ungapped alignments with score> u starting in an n × m-box is nmke −λu and the expected sum of their scores is nmke −λu (u + 1/λ). When we fit λ and k to sequence data, we count the number of ungapped local sequence alignments with score≥ u, sum up their scores and choose λ and k such that the observed values meet with the expected ones in the Poisson model. In the Poisson model there are almost surely no alignments with score exactly u. In order to slightly smooth the in-continuity in the choice of u we incorporate sequence alignments of score u, but weight them with factor 1/2.
For fitting ω to the data we consider all pairs of ungapped sequence alignments of score ≥ u that could be connected into a gapped sequence alignment, such that the optimal connection between them does not use another gapless sequence alignment of score ≥ u. The gap cost c is the difference between the sum of the ungapped alignment scores and the score of the best gapped alignment that connects just the two ungapped alignments. We estimate ω from the observed gap costs. The higher c is, the more gaps we find of costs ≈ c, but the chance of a gap to occur in a high-scored alignment decreases with its cost. Therefore, for the estimation of ω we weight each gap of score c with e −λc , which is proportional to the probability in the Poisson model that the gap amortizes in one step. Let ζ denote the sum of the values e −λc for all observed gaps, and let a be the observed number of ungapped sequence alignments of score ≥ u. We choose ω = nmλ 2 ζ/a 2 , such that the Poisson-model expectation value for the number of gaps that amortize in one step, conditioned on the number a of alignments of score ≥ u, coincides (up to boundary effects) with the analogous value of ζ, which is observed in the sequence data.
Simulation studies

Illustrative Example
We applied our method to two different sequence pairs over the alphabet {A,C,G,T}. In both cases 1000 sequence pairs of length n = m = 1000 were generated by a random mechanism independently of each other and locally aligned by the SmithWaterman-algorithm with match reward 1, mismatch penalty 1.1, gap-open penalty 3.51 and gap-extension penalty 0.3333. (We avoided smooth values like (1,1,3.5,1/3) for the scoring parameters in order to weaken lattice effects.) The sequence models on which the simulations are based are described below. With these values we stay in the logarithmic regime (cf. Arratia, Waterman, 1991) for both sequence simulation models, and most of the high-scored alignments still show some mismatches and gaps in both test scenarios described below.
With the algorithm of Smith and Waterman (1981) we found all locally optimal sequence alignments of score b ≥ 12, and fitted the Poisson model to the sequence data, using all ungapped local sequence alignments of score ≥ u = 3. For the estimation of ω, locally optimal ungapped local sequence alignments of schore ≥ 4 were used. Then we computed the E-value nmM ([b, ∞[) for the Poisson model with the fitted parameters.
Note that nmM ([b, ∞[) is not perfectly analogous to the E-value of locally optimal local sequence alignments. The latter is the expected number of high-scored sequence alignments that do not overlap with each other, which means that an alignment is not counted if it shares a pair of homologous positions with an alignment of higher score. For the Poisson-model E-values nmM ([b, ∞[), on the other hand, if two high-scored alignments differ in at least one contained ungapped alignment, then both are counted. For sufficiently large δ, however, very high-scored gapped alignments typically consist of just a few ungapped alignments which are also of high score (cf. Metzler et al., 2002) . Then it is unlikely that nearby the high-scored gapped alignment is another ungapped alignment, which could still increase the score when combined with parts of the gapped alignment (cf. Yakir, 2000, 2003) . Thus, the difference between the two different E-values vanishes in the asymptotic of ∆ ∼ log S → ∞, such that Theorem 2 covers both cases. Siegmund and Yakir (2000) .
Uniform sequence model
computable and we can compare it to our results. (Note that this comparison is slightly unfair against the Poisson method since for the asymptotic we use the knowledge about the homogeneity and uniformity of the sequences.) In Figure 1 we have plotted the scores of all locally optimal local alignments of score ≥ 10 against their E-values in the fitted Poisson models. The lines show the relation b → kmn exp(ωkbe −λ∆ /λ−λb) obtained by the Siegmund Yakir asymptotic (cf. Metzler et al., 2002) with λ = 1.15 and the two different (k, ω)-pairs (k 1 , ω 1 ) = (0.218, 15.1) and (k 2 , ω 2 ) = (0.245, 13.5), which are only upper and lower bounds due to lattice effects.
Inhomogeneous sequences with dependencies
For modeling inhomogeneities and local dependencies in the sequences we generated the sequences according to a second order Markov chain model on A ={A,C,G,T}. For each of the 2000 sequences the transition probabilities were also chosen randomly: Three random numbers P, Q, R were drawn independently and uniformly from [0.1, 0.9]. The conditional probability distribution on A, given that the bases at the last two sites were x and y, is then (P Q, P (1 − Q), (1 − P )R, (1 − P )(1 − R)). This was done independently for the sequences to be aligned, such that similarities in their transition probabilities could only appear randomly.
In figure 2 we compare the scores of all alignments of score ≥ 8 with their asymptotic E-values. There are many alignments of score ≥ 14, while there was only one in the simulations with the uniform model. The correlation between the score of an alignment and the log(E-value) from the fitted Poisson model is much weaker than in the homogeneous uniform case. The alignment that is considered to be most significant obtained an asymptotic E-value of 0.00012 (or 0.00015 when using Theorem 1) and a score of 18.66. It is graphically represented by the black lines in figure 4 together with its environment of 200×200 sites. The grey lines represent gapless alignments of score> 3. The alignment represented in figure 5 has a higher score 19.7, but with an asymptotic E-value of 0.026 it is considered to be less significant, since the high number of good ungapped alignments around it indicates that the composition and the dependencies in the sequences might generally lead to high scores even if the sequences are in fact unrelated. We cannot compare the results of our methods to known asymptotics because the latter do not exist for this type of sequence model. However, we can check if the statistic that we call E-value can indeed be used as an E-value. At least for small numbers x, the number of non-overlapping alignments with E-value×(Number of sequence pairs)≤ x should roughly be x. Figure 3 shows that this is approximately the case, even if the asymptotic values and especially the values mnM ([b, ∞[) computed with Theorem 1 seem to be slightly conservative. This is not astonishing since, as discussed above, mnM ([b, ∞[) is the expected number of more alignments than just the non-overlapping ones, which are counted for Figure 3 in order to explore how well Theorems 1 and 2 can be used to approximate E-values in the usual sense of non-overlapping alignments. The locally optimal alignments were found with a modi-fication of the Smith-Waterman algorithm in which we keep track of the starting point (i.e. sequence position pair) of the best local alignment which ends in any of the position pairs, and assign to each such starting point the highest score of all corresponding alignments.
The results also show some limitations in the applicability of the Poisson Model: Each of the two linear stretches of points in the top of Figure 2 come from one pair of sequences. The upper line ends with a point referring to the only alignment score> 20 observed in the 1000 sequence pairs. The E-values of their most significant alignments are around 100, which is an implausible value. Moreover, when we try to compute the E-values using Theorem 1 instead of the asymptotic formula, the sums in the theorems do not converge for the parameters estimated from these sequence pairs, which means that the Poisson model is in the "global phase" (cf. Arratia, Waterman, 1991 , Grossman, Yakir 2004 . The alignment of score > 20 is shown in figure 6 . We see that the Poisson heuristic does not really match for this sequence pair because the grey blocks in figure 6 refer to ungapped local alignments which do obviously not appear independently of each other. The reason for this is that both transition matrices of this specific sequence pair tend to produce long stretches of Gs, and these stretches are alignable in various equivalent ways.
Comparison with BLAST E-values
We align pairs of sequences of length 1000 over the alphabet of 20 amino acids a 1 = A, a 2 = R, a 3 = N, . . . , a 20 = V. For exploring the validity of E-values given by our method or by BLAST, we have to apply these algorithms to unrelated sequences. In order to guarantee that the input sequences are indeed unrelated we simulate sequences independently in silico instead of using natural protein sequences. For each of three different sequence simulation models and 4 different scoring schemes we simulate 100 sequence pairs. When fitting the parameters of the Poisson model to the simulated data, best results were achieved for high values of u, so we generally used u = ∆ − 0.1 for the simulation studies in this paper. For the estimation of ω we used ungapped local alignments of score ≥ 20. BLAST search was performed with the stand-alone version bl2seq 2.2.9 and the word-size parameter set to the value 2.
Independent positions
All sequence positions are independently drawn from the amino acid distribution (π(a 1 ), . . . , π(a 20 )) observed in Brooks et al. (2002) for modern species.
Up to a few outliers, the values are in a reasonable range, see figure 7 and table 1. Table 1 : Numbers of extreme E-values given for the best local alignments from 100 pairs of sequences of 1000 independent positions sampled from the amino acid distribution typical for modern species.
Independent uniform positions
We explore how the situation changes when the amino acid frequencies in the sequences differ from the biological average. As a canonical choice we use the uniform distribution. The Poisson model gave believable results for the PAM70 scoring scheme with ∆ = 11 and δ = 1, see figure 8. For the BLOSUM scoring schemes, most of the Evalues computed according to Theorem 1 were very high (see table 2, indicating that the parameter values estimated for the sequence pairs are in the global phase of the Poisson model. A surprisingly high amount of sequences obtained very low E-values from BLAST. The combination of parameter estimation from the Poisson model and the application of the asymptotic formula (Theorem 1) gave values in a reasonable range for all scoring schemes under consideration.
Dependent sites
We model dependencies between neighboring position by simulating the sequences according to a first-order Markov-chain model. For each sequence a transition matrix is generated randomly. This is done in the following way: For each pair of amino acids a i , a j , an exponentially distributed random variable X ij with expectation π(a j ) is generated. The probability that a i is followed by a j is then X j / k X ik , which is in average roughly the usual amino acid frequency π(a j ).
For almost all sequence pairs the estimated parameter values were in a range for which the sum in Theorem 1 diverges. However, the combination of parameter estima- tion guided by the Poisson model and the application of Theorem 2 gave reasonable results for all sequence pairs, see figure 9 and table 3. BLAST indicated significance for too many sequence pairs. Almost all E-values given by BLAST were smaller than 1 and more than half of them were smaller than 0.05.
Discrimination problem
We explore how well the methods can distinguish sequence similarities due to homology from those just due to similarities in the frequency of amino acids and dependencies of neighboring positions. 500 sequence pairs of length 1000 were simulated according to the first-order Markov chain model as described above, with the difference that random transition matrices were not generated independently for each sequence but only for each pair of sequences and then used to generate both sequences. 500 more sequence pairs of length 1000 were generated with the same mechanism, but a part of them was replaced by a pair of homologous subsequences. To generate a pair of homologous subsequences we first generated 30 independent pairs of homologous positions. The probability q ij of assigning the amino acid a i to the first sequence and a j to the homologous position in the other sequence was chosen to be π(a i )π(a j )e c·s ij , where s ij is the respective entry of the PAM70 scoring matrix and c is a constant, such that the probabilities sum up to 1. Thus the PAM70 Matrix corresponds to a likelihood ratio statistic for this sequence homology model (cf. Ewens, Grant, 2001) . A geometric number (excluding 0) with expectation value 2 of fragments were deleted from each of the homologous sequences. The length of each deletion was geometrically distributed with expectation 3. The scoring scheme PAM70 with ∆ = 11 and δ = 1 was used to locally align the sequences.
We compare the utility of three different values to discriminate between sequences that contain homologous parts and those that do not: the score, the E-value given by BLAST, and the E-value gained by applying Theorem 2 to the parameters estimated according to the Poisson model. Sequence pairs with lower E-values (or higher scores, respectively) than the median were estimated to be the ones containing homologous sequences. Sequence pairs with higher E-values (or lower scores, respectively) than the median were estimated to be unrelated, and sequence pairs which met the median were not classified. The results are shown in table 4. For assigning an "error rate" to each method we assumed that the method is forced to select exactly 500 presumably related sequence pairs by randomly picking some of the so far unclassified pairs. The "error rates" given in table 4 are expected total error rate, averaged over all possible random selections.
At first glance it is astonishing that BLAST E-values and scores give different results, since they are coupled by a monotonous functions. An explanation is that in some cases the alignment given by BLAST was not the one of the highest score.
Among the 61 sequence pairs that were classified as unrelated by the score and as partly homologous by the asymptotic Poisson E-value are 28 that are related. 18 of the 55 sequence pairs that were classified as related by the score and as unrelated by the asymptotic Poisson E-value are in fact related. So, when different conclusions were drawn from the score and the asymptotic E-value, the score led to the right answer in 51 cases and the asymptotic Poisson E-value in 65 cases. Among the 100 sequence pairs with highest scores were ≥ 5 unrelated pairs, among the 100 pairs of lowest asymptotic Poisson E-values were 2 unrelated pairs and among the 100 with lowest BLAST E-values were ≥ 6 unrelated pairs (the ≥-signs are necessary since the value depends on the pairs chosen from those of equal score or BLAST E-value).
If we use the 5%-level for the E-value as a classification rule, then 136 related and 11 unrelated pairs are classified as related when using the asymptotic Poisson Evalue. This means that 7.48% of the pairs classified as related were in fact unrelated and 27.2% of the related pairs were detected. Classifying by the 5%-rule for BLAST E-values we detect 79.6% of the related pairs, but the error rate is then 0.44%, since among the 711 pairs which have BLAST E-values of at most 0.05 are 313 unrelated pairs.
We repeated this experiment, starting with homologous sequences of lengths 20, 50, and 80. The main results are shown in table 5.
Discussion
For various sequence models and scoring schemes, the Poisson model is a good approximation for the distribution of gapped and ungapped alignments. It is proven that the asymptotic for E-values of high-scored gapped alignments given in Siegmund and Yakir (2000) is the same for the corresponding Poisson model (Metzler et al., 2003) . In the Poisson model E-values can be computed numerically. Simulation studies show that in some cases fitting the Poisson model to sequence data and computing the E-values works better when asymptotic E-values are used instead of numerically computed E-values. An interpretation of this observation is that E-values of sequence alignment scores converge faster against the asymptotic then their analogs in the Poisson model do. In these cases the Poisson E-values tend to be very high, sometimes even indicating the global phase of the Poisson model. The asymptotic, however, seems to be quite robust against these effects.
As a result of the simulation studies we recommend to estimate the parameters λ, k and ω by fitting the Poisson model to sequence data, and then to apply Theorem 2 with these parameters for the computation of E-values. This seems to work very well even when the Poisson model is to be considered as a rough heuristic rather than a good approximation of the distribution of gapped and ungapped alignments. The Poisson model might also be well applicable when local alignments are found in very long sequences of possibly inhomogeneous composition, since relatively small regions around the aligned segments suffice for fitting the parameters. Figure 6 gives a hint for possible improvements. The clustering of ungapped local alignments contradicts the Poisson model, and indeed even the asymptotic E-value is implausible. It might be worthwhile to apply a Poisson clumping heuristic instead of the Poisson model (cf. Aldous, 1989) , or to find estimators for the Poisson model parameters, which are more robust against clumping than our current estimation methods.
