Abstract*
used a discrimination net (i.e., a tree of tests and branches) to store the relations required to recall nonsense syllables in a rote learning experiment (see [91, 126] , and [32] for further examples).
In AI, it is commonly believed that a learning system should have sufficient internal structure to develop a "strong theory" of its environment [8] [ 16] . Much emphasis has therefore been placed on building "knowledgebased" or "expert" systems that not only have the capacity for high performance, but can also explain their performance in symbolic terms [U], Winston [32] describes various levels of sophistication in learning systems:
learning by being programmed, learning by being told, learning from a series of examples, and finally learning by discovery. We see in this categorization a gradual shift in responsibility from the designer/teacher to the learning system/student.
At the highest level, the system is able to find its own examples, and carry on autonomously. 14 
Effects of the Environment
The environment in which an LS operates may have a profound effect upon its design, and therefore it is of interest to consider a few major environment classes. LS environments can be divided into two major categories: those that ? rovide the correct response for each training nstance (supervised learning) and those that do not (unsupervised learning). Supervised learning systems operate within a stimulus-response environment in which the desired LS output is supplied with^ each training instance. Examples include Samuel's "book move" checkers program [21] [22], and grammatical inference programs [12] .
Unsupervised
LS's operate within an environment of instances for which the correct response is not directly available. The version of Samuel's program which learns by playing checkers against an opponent falls into this category [21] . Learning systems operating within this type of environment must themselves infer the correct response to each training instance by observation of system performance for a series of instances. As a result, assignment of credit or blame for overall performance to individual responses can be a problem for these systems [18] .
Environments can be further categorized as "noise-free" or "noisy".
Noise-free environments, such as that of Winston's structural description learning program [32] provide instances paired with correct responses in which the data are assumed to be perfectly reliable. Noisy environments, on the other hand, do not provide such perfect information, as is usually the case when real data are involved (pattern recognition and control systems frequently operate within noisy environments [1] [5] [6] ).
The Proposed LS Model
We are concerned with the functional description of LS's and their interaction with the environments in which they operate. Many of the functional components of an LS are essential to intelligent systems in general, as noted also by Simon and Lea [2*0.
5-1 The Model -Overview
The proposed LS model is shown in Figure 1 . The PERFORMANCE ELEMENT is responsible for genera ting an output In* response to a training instance. The INSTANCE SELECTOR selects suitable training instances from the environment. The CRITIC analyzes the output of the performance element in terms of some standard of performance. The LEARNING ELEMENT makes specific changes to the system in response to the analysis of the critic. Communication among the functional components is shown via a BLACKBOARD to ensure that each functional component has access to all required system information, such as the emerging knowledge base.
Finally, the LS operates within the constraints of a WORLD MODEL which contains the general, assumptions and methods that define the domain of activity of the system.
The components of the model are conceptual entities which specify functions that must be performed to effect learning. They simplify the characterization of existing oysters, and will assist designers in the construction of new systems.
Although the functional decomposition suggested by *he model is not necessarily reflected in the physical decomposition of many existing systems, we do advocate such a correspondence in future learning system designs.
In the following sections, we present detailed discussions of the LS model components shown in Figure  1 .
In addition, Appendix I contains detailed characterizations of representative AI, pattern recognition, and control systems in terms of the model. The reader may find it helpful to refer occasionally to this appendix while reading the following sections.
Performance Element
The performance element uses the learned information to perform the stated task.
It has been included in the LS model because of the intimate relationship between what information is to be learned and how this learned information is to be used.
Performance elements are usually tailored more to the requirements of the task domain than to the architecture of the LS. In general, the performance element can be run in a stand-alone mode without learning, independent of the rest of the LS (e.g., Samuel s checker playing program [21] [22]). In any LS, however, the ability to improve performance presupposes a method of communicating learned information to the performance element.
Since its architecture must allow learned information to affect its decisions, additional constraints are placed on the performance element within an LS. The performance element should be constructed so that information about its internal machinations is readily available to the other system components. This information can be used to make possible detailed criticism of performance, and intelligent selection of further instances to be examined by the system. The performance elements of existing systems also vary In the ways in which they may be altered by learning. For example, systems whose operation is determined by a set of production rules [30] [31] have the potential to exhibit richer variations than systems whose operation is keyed only to the adjustment of parameter values [14 [171.
Insta,nce Selector
The instance selector selects training instances from the environment that are to be used by the LS.
It is a functional component, not clearly isolated in earlier adaptive system models.
In reviewing existing LS's we have found that methods for instance selection vary mainly along the dimensions of responsibility and sophistication.
The responsibility for instance selection varies between the extremes of completely external ("passive") selection, and completely internal ("active") selection. Instance selection in Samuel's book move checkers program [21] [22] is externally controlled, whereas Popplestone s program [20] . which learns the features that characterize a winning position in tic-tac-toe, generates its own training instances. It forms alternate hypotheses, and then generates instances to choose among them (relying upon an external critic to evaluate these instances).
In the adaptive systems literature, Tse and Bar-Shalom [27] use a form of active instance selection known as "dual-control". They adjust the input to a system in such a way as to simultaneously control its output and obtain information about its internal structure.
The degree of sophistication used for LS instance selection is also an important consideration.
In order to qualify as sophisticated, an instance selector must be sensitive to the current abilities and deficiencies of the performance element and must construct or select instances which are designed to improve performance. Winston [32] has shown the advantages to be accrued through presenting carefully constructed examples and "near-misses" of the concepts to be acquired by an LS. In G eneral. careful instance selection can improve he reliability and efficiency of an LS. We must note, however, that this may not always be permitted by the environment in which the LS operates, as is generally the case for adaptive control systems [0].
Critic
The critic analyses the current, abilities of the performance element. It may play three roles; EVALUATOR. DIAGNOSTICIAN, and THERAPIST. The critic always operates as an evaluator In that it embodies a standard by which to assess the behaviour of the performance element. This is the role that has been emphasized in earlier adaptive system models [10] [11] [25] . The extent to which the learned information is altered in response to each training instance is an important LS design consideration.
In some systems [32] . the learning element incorporates exactly the Information supplied by the critic. Were the same training instance to occur later, the response of the performance element would be exactly as the critic advised for the first occurrence. This type of learning is well suited to environments which provide perfect data and to systems with reliable critics. Under these conditions the LS will converge rapidly to the desired behavior.
If such a system were provided with an incorrect classification by the environment or less than reliable advice by the critic, however, it might commit itself to incorrect assumptions from which it is difficult to recover.
Systems which make less drastic chances to the learned knowledge on the basis of a single training instance are less vulnerable to imperfect information, but consequently require more training instances to converge to the desired behavior.
Many statistical LS's fall into this category [19] . Other systems consider several training instances at a time in order to minimize the effect of occasional noisy instances [3] .
Blackboard
The blackboard of our model is a global data base which also functions as a system communications mechanism.
It is similar to the concept introduced in the HEARSAY system [15] 
Worses Model
Whereas the blackboard contains information that can be altered by the LS components, the world model contains the fixed conceptual framework within which the system operates. The contents of the world model include definitions of objects and relations in the task domain, the syntax and semantics of the information LO be learned, and the methods to be used by the LS. Among task domain definitions are, for example, the rules of a game and the representation or inputs and outputs for the performance element. This part of the worjd model simply defines the task of the performance element, and the standard of performance (the evaluation function) to be applied by the critic.
Domain specific heuristics are also commonly added to the world model of AI systems to guide inferences made by the x LS (e.g., the blocks world heuristics of Winston's program
132]).
Definitions of the syntax and semantics of information to be learned define the mode of communication between the learning and performance elements.
The assumptions and constraints from which the world model is composed are of critical importance in the design and characterization of LS's. Although many of these assumptions are often hidden in the various functional components, the LS designer and user must both be aware of each of them. We believe that, where possible, world model constraints should be made explicit in order to allow for their modification during the design process.
Multi-Layer Learning Systems
Although the world model cannot be altered by the LS that uses it. the designer can alter its contents in order to improve LS performance. He often changes parameters and procedures of the basic LS after observing and criticizing its behavior for some carefully chosen training set. These alterations result in a new version of the LS, which is then tested on some training set, and so on. The designer views the whole LS as a system whose performance needs improvement, and he selects instances, criticizes performance, and makes changes accordingly.
In other words, the designer's activities can be modeled by a system whose components are just those of Figure e \. This leads us to the concept of layered LS's, each higher layer able to change the world model (vocabulary, assumptions, etc.) of the next lower layer on the basis of criticizing its performance on a chosen set of instances.
Thus, adjustments can be made to the world modeJ of some learning system LS1 by another learning system, LS2, which has its own functional components (critic, world model, etc.).
In turn, it is conceivable that a third system, LS3, could adjust the world model of LS2, and so on.
The designer constitutes the final critic, of course, operating above of the "top-level" LS.
Each lower layer constitutes the performance element of the next higher layer, and inter-layer communication is effected through the
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multi-layer architecture can be differentiated from a hierarchical architecture. The latter involves only bottom-to-top propagation of information, whereas the former involves bidirectional information passing; that is, the effects of adjustments made in a layer may propagate both to lower and higher level layers.
One existing LS which may be viewed as a layered system is the version of Samuel 's program [22] which learns a polynomial evaluation function for selecting checkers moves (see Appendix 1 for details).
The lower layer (LS1) in this system adjusts the coefficients of a given set of game board features in order to improve performance of the move selection program. The second layer system (LS2) adjusts the set of board features used in the evaluation function in order to improve the performance of LS1. Since LS1 is contained in LS2 as the performance element, all the assumptions necessary for its operation also belong to the LS2 world model.
In addition, the LS2 world model contains assumptions about the set of allowable game board features and the standard for evaluating LS1 performance. A single layer LS, then, can never move outside its world model to make radical revisions to its way of viewing the task to achieve a "paradigm shift", as discussed by Kuhn [13] . However, a shift in the conceptual framework of LS1 could be made by a properly programmed LS2 [2] , We believe thai a layered approach such as that described above provides a useful system organization for learning at various levels of abstraction in complex domains.
Although there are examples of this kind of layering in the literature [21] [29] , no one has carried it as far as our model suggests, and it appears that we are just now reaching the point of understanding single layer learning systems well enough to consider developing more sophisticated systems.
Summary
The proposed LS model provides a common language for characterization and comparison of different types of learning systems which operate in a variety of task domains.
We believe the model is a useful conceptual guide for LS design, because it isolates the essential functional components, and the information that must be available to these components.
We have alluded to a number of desirable features for future learning system designs. First, the design should be modular and individual modules should correspond to the functional components shown in the model. The knowledge used by the system should be made explicit and collected, as much as efficiency considerations permit, in a world model component. The parts of the LS that are to be adjustable especially must be explicitly exposed. We have emphasized the importance of intelligent criticism, and suggested that active instance selection be further examined. Finally, we have suggested a multi-layer architecture for learning at different levels of abstraction.
Appendix i Characterization of Existing Systems
In this appendix several existing LS's are characterized using the framework provided by the model described in Section 5. Diagnosisgives important state variables for deciding the correct bet. Therapy -provides the bet which the Performance Element should have made. In "explicit" learning the critic is an expert poker player , either human or programmed. In "implicit" learning, the evaluation and therapy are deduced from the next action of the opponent and a set of predefined axioms, while diagnosis is read from a predefined "decision matrix". Learning Element: Modifies and adds production rules to the system. Mistakes are corrected by adding a new rule in front of the rule responsible for the incorrect response. World Model:
Rules of poker, features used to describe the game state, the language of production rules, heuristics for updating the rule base, the model of an opponent.
Model Reference Adaptive Control. Landau [14] Purpose: Construct a "controller" which preprocesses inputs to an existing system (called the "plant"). The behavior of the combined controller-plant system is to mimic the behavior of a third system (called the "reference model") on the training data. Environment: The plant to be controlled, and the set of possible inputs (including disturbances). Performance Element: The controller -a system whose output is used as input to the plant. Its behavior is a function of the input signal, past I/O behavior of the plant, and a set of adjustable parameters. Instance Selector: Accepts data sequence (as input to the controller) from the environment. Critic:
Evaluationapplies a measure of performance which is some function of the arithmetic difference between the plant and reference model outputs.
In some cases the reference model is mathematically defined, and can therefore be considered part of the critic.
Knowledge Acq.-3: Smith 342
Checker Plaver. Samuel [21] [22]
Purpose: Learn to play good game of checkers (here we discuss only the version of the program which learns a linear polynomial evaluation function by examination of moves suggested by experts ("book moves"). Environment: Set of all legal game boards.
LS1 (lowest layer):
Purpose: Learn a good set of coefficients for combining board features in a linear polynomial evaluation function. Performance Element: Uses the learned evaluation function to rank plausible moves for a given board position. Instance Selector: Reads instances from a list of pre-defined game-board/recommended-move pairs. Critic: Evaluation -examines the ranking given to the book move by the performance element. Diagnosis -suggests that the book move should be ranked above all other moves. The entire set of possible training instances is simply passed to LS1 (via the blackboard). Critic: Evaluation -analyses the learning ability of LS1 (i.e., the LS2 performance element) with the current set of evaluation function features. Diagnosis -singles out features which are not useful. Therapy -selects new features from a predefined list to replace useless features. Learning Element:
Redefines the current set of features as recommended by the critic. World Model: The LS1 world model plus the set of featureswhich may be considered, and the performance standard employed by the LS2 critic.
In other cases the reference model is an actual system, and is considered part of the environment. Learning Element: Modifies the parameters of the performanceelement (controller), depending on the performance measure supplied by the critic. World Model:
Control theory assumptions (time invariance, linearity, etc.) and techniques, and the standard of performance embodied in the critic.
