We begin by briefly recalling some of our previous results on the descent algebra of the hyperoctahedral groups Bn. From this we construct a "nice" expression for the generating function of a family of orthogonal idempotents ρ k n . More precisely
I. Introduction
Recently we have concentrated our efforts on understanding the structure of the descent algebra of any finite Coxeter group (see [4] , [5] , [7] , [8] , [10] and [13] ). Here we shall present some interesting applications of this endeavor to the descent algebra, Σ(B n ), and the shuffle algebra, Ξ(B n ), of the hyperoctahedral group B n . In particular we shall consider some idempotents ρ k n , 1 ≤ k ≤ n, in Σ(B n ) and show that the dimension of the corresponding left ideal Q[B n ]ρ k n is the number of elements of B n having k positive cycles. This number shall be denoted c(n, k). The ρ k n 's are B n -analogues of idempotents, δ k n , considered for the case S n = A n−1 by Reutenauer and Garsia in [18] , [11] and [13] , for which they give the following generating function
where d(σ) stands for the number of descents of σ and (x) ↑ An = (x + 1)(x + 2) · · · (x + n).
We shall obtain a similar expression for the generating function
Using this we will show that the algebra spanned by the elements is commutative. In the A n case, Loday [16] has obtained similar results using Hochschild homology and cyclic homology. His proof was later simplified by Garsia and Reutenauer in [13] . We should underline that although our proof is in the spirit of [13] , we will also extend some of Loday's and Procesi's work of [16] and [17] to the B n case. Thus we will construct a hyperoctahedral decomposition of the Hochschild homology. Finally, we shall make use of the fact that the descent algebra and the shuffle algebra are anti-isomorphic
where ψ is defined by setting ψ(π) = π −1 for π ∈ B n , to study the shuffle algebra. This will permit us to extend to the hyperoctahedral group the work of Aldous, Bayer and Diaconis [1] and [3] about the number of riffle shuffles needed in order to mix a deck of cards.
Notations and prior results
Before proceeding, we shall briefly recall some notations and results of our previous work. For more details, the interested reader should consult [4] and [10] . Let us represent an element π of the group B n by a sequence of n integers
where the absolute values of the π's represent a permutation of the symmetric group S n . We shall say that π is a signed permutation of {1, 2, . . . , n}. We define the descents of π in the following way. If π 1 < 0 then π is said to have descent in position 0. For other positions 1
, of π is the set of positions where π has a descent. We will denote by d(π) the cardinality of this set D(π).
It is convenient to encode subsets of {0, 1, . . . , n − 1} by compositions of integers m, 0 ≤ m ≤ n, in the following manner. To any 1 ≤ m ≤ n and any sequence of strictly positive integers
The empty subset is encoded by the empty composition of m = 0. This correspondence is clearly one-to-one. In the following we shall use the notation p|= m ≤ n to express the fact that p is a composition of an integer 0 ≤ m ≤ n. We observe here that the cardinality of the set S(p) is precisely k(p) the number of parts of p.
The element
π of the group algebra Q[B n ] is called the descent class corresponding to p|= m ≤ n. We shall also consider the element
In [20] , Solomon shows that for any Coxeter group W , the set of descent classes generates a sub-algebra of Q[W ], defining descent using minimal length expressions for elements of the group. This sub-algebra is the so called descent algebra. The purpose of our recent work [4] , [5] , [7] and [10] was to give an explicit decomposition of the multiplicative structure of these algebras.
.., a f } be an alphabet with two copies (negative and positive) of f letters. We denote by Q · [A * ] and Q ∪ ∪ [A * ] the free algebras generated by the letters of A with the concatenation and shuffle product respectively. An example of shuffle product (denoted ∪ ∪ ) is given bellow:
On these algebras we define two operations: The overline operation " " and the overline-flip operation "← −". The first one is defined on letters by
and extended algebraically to the whole algebra. The second operation is defined on words by
and extended linearly to the whole algebra. With this in hand, let us set
We also define the right action of π ∈ B n on a word
where we have set
One can prove that the set of elements 
where it is understood that E ∅ = I ∅ . Then the set {E λ } for λ a partition of m ≤ n is a complete family of orthogonal idempotents. In particular we have
where δ µ,λ is Kronecker's delta function.
To conclude this section, we shall give another expression for the idempotents E λ . To this end we need some further notations. Let I [w] denote the result of wI (|w|) where w is a word of length |w| in the alphabet A and the product here denotes the right action. Similarly letĨ [w] denotes the result of wI ∅ where ∅|= 0 ≤ |w|. For λ a partition of m ≤ n with k parts we have
where the first sum is over all decompositions of the set {1, 2, . . . , n} into k + 1 disjoint subsets, S k denotes the symmetric group on k elements, s(λ) denotes the cardinality of the stabilizer of λ and in the summation s i denotes the word obtained by concatenating the numbers of S i in increasing order. The product of terms inside the sum in (1.2) is a concatenation product.
Generating functions for the idempotents ρ k n
We now introduce orthogonal idempotents which will subsequently play an important role in the fol-
We have shown in [10] that
Hence, log(1 + ∆) is the generating function of the I (n) 's. These idempotents are called B n -Lie idempotents for reasons that are discussed in [4] and [10] . Here we want to find a similar expression for the idempotents I ∅ . Let us start with the generating function
Using manipulations such as those in [10] we have that
Now one notices that
By an argument similar to that of Garsia and Reutenauer [13] and using expression (1.2) for the idempotent E λ we conclude that the right hand side of (2.2) can be expanded in the form
where λ| − m denotes the fact that λ is a partition of the integer m. Comparing both sides of this equation we obtain E λ = 1.
We shall now let ρ
and set ρ
Our next step is to investigate the idempotents ρ k n a bit more closely. For this let us recall that we have the expansion
where s(m, k) are the Stirling numbers of the first kind (in absolute value) defined by
From this we get that
where
Before going on, let us find the generating function for the numbers c(r, k). To this end, we multiply both sides of (2.7) by t k and sum over k
The last equality is obtained by comparing the coefficients of q r r! on each side of
To obtain an explicit expresion for ρ k n we substitute (2.1) in (2.6) and then compare (2.2) and (2.5). Thus we get
Actually, one can develop a nicer expression for the idempotents ρ k n . Working with the generating function
and using (2.8), by exchanging the order of summation we get
For simplicity's sake, let us set
and
Using the definition of B q we have
Hence (2.9) can be rewritten as
Setting k(p) = t and k(q) = r, one can simplify the inner sum as follows
For a fixed n, the last equality is obtained by comparing the coefficients of q n on each side of
Substituting this result in (2.10) we finally obtain
Thus we have shown that 
v , (2.13) where ω stands for the only element in I 2 (p) with two descents. Then the e i p 's are orthogonal idempotents obtained in the same fashion as the ρ k n s considered above (see [7] ). Observe that (I.1), (2.12) and (2.13) respectively involve the exponents associated to the corresponding Coxeter groups. Computer algebra manipulations have shown that an analogous formula holds for the exceptional Coxeter group H 3 , but does not hold for the groups D n , n > 3, and F 4 .
The dimension of the left ideal
In this section we show that the respective dimensions of the left ideals Q[B n ]ρ k n are given by the numbers c(n, k) that count the number of elements of B n having k positive cycles. From classical group representation theory we know that the dimension of a left ideal of Q[G] generated by an idempotent ρ is given by |G|ρ( ) where ρ( ) is the coefficient of the identity in ρ. In our case, if we multiply both sides of (2.12) by |B n | and take the coefficient of the identity we get
Equating coefficients in this last identity, leads to
We now want to show that the c(n, k)'s count the number of elements of B n having k positive cycles. To this end we need to introduce some further notations. For π ∈ B n let C(π) = {C 1 , C 2 , ..., C m } denote the set of cycles appearing in the decomposition of π into disjoint cycles. A cycle C is said to be negative if for any element j appearing in C, we have C l (j) = −j for l the length of the cycle.
..C i k } be the set of positive cycles in C(π). Let us also set
Hence, we have to prove that c(n, k) = C(n, k).
For this, we will show that the numbers C(n, k) satisfy the same recurrence as the numbers c(n, k). That is
Simple considerations using the generating function given in section 2 show that the numbers c(n, k) satisfy this recurrence. Obviously C(1, 0) = 1 and C(1, 1) = 1. Now assume that (3.2) holds for n − 1. For some π ∈ B n−1 there are two ways to produce an element π of B n with k positive cycles. First, we consider the case when π has k − 1 positive cycles. Then π can only be obtained from π by adding the positive cycle sending n into n. When π already has k cycles, we either add the negative cycle that sends n into −n or we insert n into one of the existing cycles. But there are 2n − 1 ways of doing that insertion since there are 2n ways to insert n into π to produce an element of B n and one and only one of these insertions will not preserve the number of positive cycles. This completes the proof of (3.3), hence of (3.2).
To sum-up, we have shown the following.
This is an analogue of a result of Reutenauer in [18] for the group A n . We would like to mention at this point that the numbers c(n, k) are closely related to number of elements of type J, with J of cardinality k, in the sense of [7] . Remark 3.2. The last section of [6] suggests the following conjecture. Let G (λ − ,λ + ) denote the stabilizer in B n of an element π of cycle type (λ − , λ + ). Here λ − describes the structure of the negative cycles of π and λ + describes the structure of the positive cycles. Let χ k denote the character of the B n -module Q[B n ]ρ k n . We conjecture that one can choose, for each
Moreover, we conjecture that the characters described in [9] are closely related to the good candidates for χ (λ − ,λ + ) .
The Λ algebra
In this section we concentrate our investigation on Λ, the sub algebra of the group algebra Z[B n ] spanned by the elements l
For convenience we set l k n to be 0 if the sum is empty. In the case of the symmetric group, a similar algebra appears in the study, by Loday [16] , of cyclic homology. One of the remarkable results he obtains is that this algebra is commutative and satisfies a very simple multiplication rule. This result was later simplified by Garsia and Reutenauer in [13] .
To begin our investigation let us set
Observe that
hence it follows from (2.11) that
So, by triangularity of this last relation, we conclude that Λ is also spanned, over Z, by λ It clearly follows from theorem 4.1 and the fact that θ is an automorphism thatΛ is commutative. Following Loday's work [16] , we will use the elementsλ k n = θλ k n to construct a λ-structure for a hyperoctahedral decomposition of the Hochschild homology.
λ operators and B n -decomposition of the Hochschild homology.
We recall here the definition of the abstract Hochschild boundary operator b n and show that it commutes with the operatorsλ 
This is a map from {0, . . . , n} to {0, . . . , n − 1}. It defines a boundary operator since b n−1 b n = 0. This last equality being due to the fact that
For π ∈ B n consider the map, denoted π again, defined by
We then define the composition b n π to be
With the convention that b(−i) = −b(i).
With this in hand, we have
Proof .
Let us denote by L
k n the set of elements of B n with non-zero coefficients in l k n . That is the set of elements of B n having exactly k descents. We begin by showing that
To this end, let i denote that element of B n which sends i to −i and fixes all other numbers. We have 
In this case, one uses the relation d n n = d n , and then all elements of L k n of the form π n = ±n are canceled. Then one removes the number n in π to obtain π in the right hand side of (5.3).
Let us now fix 1 ≤ i < n and π ∈ L k n , and denote by (i, i+1) the simple transposition that switches i and i + 1 and fixes all other numbers. Suppose that π
Let π be such an element. We conclude the proof of the proposition by an application to four cases of Loday's procedure [16] .
(the minus sign in the first equality takes account of the fact that i is negative in π) and
These first two cases will produce once and only once all elements π ∈ L k n and associate to each π a unique d j with the right sign.
These last two cases will produce once and only once all elements π ∈ L k−1 n and associate each π with a unique d j with the right sign. As we sum over all i with signs, we obtain the corollary. We shall now relate these results to a hyperoctahedral theory of commutative algebra homology. For the classical theory see [2] or [14] . Let K be a field of characteristic 0, let A be a commutative K-algebra and let M be a symmetric bimodule (a.m = m.a). Moreover let us assume that we have a conjugation on A, i.e. an involutive automorphism of A. Let us denote this conjugation by a → a. Such an algebra with conjugation is called a hyperoctahedral algebra. Define C n (A; M ) = M ⊗ A ⊗n to be the set of all tensors of the form
The boundary operator (5.1) defines a complex
The Hochschild homology of A is precisely
An element π ∈ B n acts on a tensor of the form (5.5) by 
where H As suggested by Hanlon, a solution of the conjecture in remark 3.2 should give as a byproduct an expression for Π(A, M ; x, y) in term of P A (t) and P M (t), similar to that of theorem 7.4 in [15] .
6. Hyperoctahedral Shuffle Algebra.
In the first part of this section we will rederive, in the context of the shuffle algebra Ξ(A n−1 ), some results of Aldous, Bayer and Diaconis of [1] and [3] on the number of riffle shuffles needed in order to really mix an ordered set {1, 2, 3, . . . , n}. Then we shall derive hyperoctahedral analogues of these results.
Let p = p 1 p 2 . . . p k be a composition of n, then set
where the E i 's are words such that E 1 E 2 . . . E k = 1 2 3 . . . n, with |E i | = p i . The important fact for our considerations is that these B p 's correspond to the B p 's of the descent algebra Σ(A n−1 ) through the antiautomorphism of the group algebra ψ : Q(A n−1 ) −→ Q(A n−1 ), defined on elements of A n−1 by ψ(σ) = σ −1 . Thus the image of Σ(A n−1 ) through ψ is another sub-algebra of Q(A n−1 ) that we shall call the shuffle algebra and denote Ξ(A n−1 ).
In this algebra Ξ(A n−1 ), let us consider
B (i,n−i) (6. 2)
The probability distribution for the s th iteration of B n -shuffles is given by Computations similar to those of [3] , lead to the conclusion that s = 3/2 log 3 (n) + Cte is close to sufficient for this number of iterations.
