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The key to further downscaling spintronic devices such as spin-transfer torque
magnetoresistive random access memory (STT-MRAM) is the use of magnetic
materials with perpendicular magnetic anisotropy (PMA). On top of this, the
free layer needs to consist of a low damping (α) material for high spin torque
switching efficiency. In this thesis, vector network analyzer ferromagnetic reso-
nance is used as the primary tool to investigate PMA systems with low damping,
starting with a study of the intrinsic damping parameter α0 in Co/Ni multilay-
ers and the first report of intrinsic damping measurements of a perpendicular
CoFeB/MgO-based stack. Because α0 in MgO/CoFeB/MgO (“double MgO”)
stacks are measured to be around 300% smaller than in Co/Ni multilayers, the
double MgO system is further developed to exhibit large PMA via the insertion
of ultrathin Ta layers into the CoFeB layer. Evidence of the non-proportional
relationship between anisotropy and damping in the CoFeB/MgO system is then
presented, and implications on the theoretical model of its perpendicular mag-
netic anisotropy are additionally explored.
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We live in a world of ”big data” - the high volume, high velocity, high variety
type. The amount of data generated worldwide is projected to reach 40,000 exa-
bytes by the year 2020. Moreover, a majority of the information in the digital
universe, 68% in 2012, is created and used by consumers who are increasingly mo-
bile and connected, both with other consumers and to the cloud [1, 2]. Put these
trends together and the demand for data storage that is cheap, low-power and
fast comes into clear view. Dominating the market with its low cost per gigabyte
is the hard disk drive, which, though still adapting to the evolving ecosystem,
does not have the speed, robustness and random access capability required to
meet these growing demands. This is where solid-state non-volatile memories
come into play - replacing or complementing other memory types in the hierar-
chy - with Flash-based technology being the most prevalent today. However, an
era of new memory technologies is being ushered in by the challenges in scaling
Flash and by a myriad of data storage concepts offering opportunities of better
functionality [3]. One of these emerging technologies is spin transfer torque mag-
netoresistive random access memory (STT-MRAM), which offers non-volatility,
shorter read and write times, and virtually unlimited write endurance. A com-
parison of STT-MRAM with a few of the other emerging technologies in Table
1
1.1 highlights the advantages of STT-MRAM, in particular, its speed and virtu-
ally infinite write endurance. There is work to be done, of course, before we are
able to decrease the cell size and power consumption (i.e. write energy) to meet
specifications, but this, in part, is what this thesis aims to address.
This thesis is focused on investigating materials for use in STT-MRAM and
the aim of this chapter is to provide just enough information on STT-MRAM,
its operation and performance requirements, so the reader, even those without
much prior background in STT-MRAM, will hopefully grasp the motivation
behind this work.
Table 1.1: Comparison of selected non-volatile memory technologies [4]
Flash FeRAM PCRAM STT-MRAM
Read Speed Fast Fast Medium Fast
Write Speed Slow Medium Medium Fast
Endurance Low (105) High (1012) Medium (108) High (1015)
Cell Size Small Large Medium Medium-Large
Power Consumption High Low-Medium Low Low-Medium
1.1 Magnetoresistive Random Access Memory: A Primer
The basic unit of a typical MRAM cell is the magnetic tunnel junction (MTJ),
which is composed of an insulating layer sandwiched between two ferromagnetic
electrodes. The probability of an electron from one electrode to tunnel through
the insulating layer and into the other electrode depends on its spin. Assuming
that spin is conserved during the tunneling process [5], electrons of a certain spin-
state in one electrode can only be accepted by unfilled states of the same spin in
the other electrode. When a bias is applied across the junction, and if the mag-
netizations of the two electrodes are parallel to each other, minority spins tunnel
to minority states and majority spins tunnel to majority states. This scenario
2
leads to high tunneling current. On the other hand, if the magnetizations are
anti-parallel, majority spins in the first electrode tunnel to the minority states in
the second electrode and vice versa. This scenario leads to low tunneling current.
Equivalently, the resistance of the MTJ is determined by the relative orienta-
tion of the magnetizations of the two ferromagnetic layers [6]. The resistance is
low for the parallel orientation (denoted as RP ) and high for the anti-parallel
orientation (RAP ) as illustrated in Fig. 1.1. The difference between these two















P1 and P2 are the polarizations of the first and second electrode, respectively,
while N↑ and N↓ are the density of states at the Fermi level of the majority and
minority spin-bands of the electrode, respectively.
If one of the ferromagnetic layers is held fixed to a certain orientation, the
resistance can be switched from low to high and vice versa by controlling the
orientation of the other layer, often referred to as the free layer. The high and
low resistance states can then correspond to either “1” or “0” - the magnetic
bit. The preferred axis where the magnetization lies in equilibrium is the “easy
3
axis”.1 In order to switch the orientation of the bit, some energy input is required
to overcome the energy barrier Eb between the two easy directions. Therefore,
the lower the energy barrier, the easier it is to switch the bit. However, because
the bit has to be stable against thermal fluctuations, there is a minimum value








where Keff is the effective anisotropy of the free layer, V is the volume of the free
layer, kB is the Boltzmann constant and T is the absolute temperature typically
taken as 300 K. For 10-year data retention, the thermal stability requirement is
set to be ∆> 60 [7]. In the context of scaling, the corresponding reduction of
free layer volume means that a large enough Eb necessitates increasing Keff .
Figure 1.1: (a) Schematic of a magnetic tunnel junction with component layers
labeled. The top magnetic layer (blue) represents a “free” layer, which is easy
to switch. The bottom magnetic layer represents a “fixed” layer. (b) If the
magnetizations of the top and bottom layers are aligned parallel, the resistance
of the MTJ is low (RP ). If they are anti-parallel, the resistance is high (RAP ).
1In this thesis, systems with only one preferred axis is considered. These systems are said
to have uniaxial anisotropy.
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1.1.1 Field-switched MRAM
Historically, the first implementation of MRAM used a magnetic field to switch
the orientation of the free layer. The magnetic field is generated by sending
current through write lines (Fig. 1.2). To selectively switch a particular MTJ
in a two-dimensional array, two intersecting current-lines are used, and only the
superposition of the two fields generated by these lines should switch a device.
However, as the size of the memory cells is decreased, several issues arise: firstly,
the switching field scales inversely with the lateral size of the junction [8], and in
any case the anisotropy of the bit must increase on account of thermal stability.
This means that the magnetic field, and therefore current, required to switch the
bits increases as dimensions shrink. Secondly, higher memory density means that
the field-generating lines themselves must also be smaller, so for the same current
density, the magnetic field generated by lines of smaller cross-sectional area would
also shrink, i.e. larger current densities are required to produce the same field.
At these high current densities (> 106 A · cm2), heating and electromigration
effects become important, which ultimately limit the available field to switch
the bits [9, 10]. Lastly, decreasing the distance between the junctions to increase
memory density also means that the field created for a specific device may affect
neighboring junctions (i.e. increased level of crosstalk). These fundamental
scaling problems point to the need for a different writing mechanism to enable
high-density MRAM.
1.1.2 Spin-Transfer Torque MRAM
In contrast to using a magnetic field to flip the magnetic bit, the writing mech-
anism for STT-MRAM relies on sending current through the cell and switching
5
Figure 1.2: (a) Reading and (b) writing mechanism for field-switched MRAM.
Reading is done by passing a small current through the MTJ to determine its
resistance. Writing is done by sending write currents which produce magnetic
fields around them, in turn switching the free layer.
Figure 1.3: Both (a) reading and (b) writing for STT-MRAM is done by sending
current through the MTJ. Writing typically requires larger currents than reading
(depicted by the thicker arrow).
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it via spin-transfer torque [11] (Fig. 1.3). In the case of switching from the anti-
parallel to the parallel configuration, electrons spin-polarized by the fixed layer
flow and reach the free layer (Fig. 1.4). The free layer will similarly polarize
these electrons. To conserve angular momentum, the transverse spin angular
momentum lost by the electrons is transferred to the magnetization of the free
layer. The free layer then senses a torque, which tends to align its magnetization
towards that of the fixed layer. This corresponds to switching the device to the
parallel configuration.
Figure 1.4: Cartoon showing stabilization of the parallel configuration in an
MTJ by spin transfer torque. Electrons flowing from the fixed layer get spin
polarized, reaches the free layer which, by spin transfer torque, tends to align to
the direction of the fixed layer. Some electrons oriented opposite the free layer
may get reflected, but this is ineffective against the fixed layer. This enables
anti-parallel to parallel switching.
For the reverse process, the direction of the electron current is also reversed,
now flowing from the free layer to the fixed layer (Fig. 1.5). Again, the free
layer polarizes the electrons which reach, try to align to and ineffectively exert
a torque on the fixed layer (because it is held fixed by a strong anisotropy field).
However, some electrons (the minority) which are oriented opposite to the fixed
layer are reflected back into the free layer. The free layer then feels a torque,
and tends to align to the direction opposite the fixed layer. This corresponds to
switching to the antiparallel configuration.
Understandably, the amount of torque transferred is proportional to the
7
Figure 1.5: Cartoon showing destabilization of the parallel configuration in an
MTJ by spin transfer torque. Electrons flowing from the free layer get spin po-
larized, reaches the fixed layer which experiences a torque, but is not affected.
Some electrons oriented opposite the fixed layer may get reflected back to the
free layer, which can be effective in exerting a torque that aligns the free layer
opposite the fixed layer. This corresponds to switching to the anti-parallel con-
figuration.
amount of electrons able to transfer momentum, among other factors. Because
a smaller free layer demands less electrons for switching, it follows that for STT-
MRAM, the switching current scales nicely as cell dimensions shrink.
1.2 The Push to Go Perpendicular
But STT-MRAM is not without its own scaling challenges - the key challenge is
being able to achieve lower Ic0 while maintaining thermal stability.
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Switching between the two easy directions can proceed via two paths: ther-
mal agitation and spin torque. For an in-plane MTJ (Fig. 1.6(a)), the in-plane
anisotropy primarily comes from shape anisotropy - cells are usually elliptical in
shape and the easy axis lies along the major axis of the ellipse. In comparison,
the thin film geometry in typical free layers (only a few nms thick) produces a
strong out-of-plane demagnetization field (∼1 T) that is often much larger than
shape-induced in-plane anisotropy. This means that switching via the thermal
path occurs through in-plane rotation,3 while the energy barrier is defined only
2Lower current is required to match the CMOS circuitry that will supply the current, and
the transistor supplying it is also reducing in size as it is scaled down!
3One can imagine that the magnetization prefers to lie in-plane because it requires less
energy to do so. More about demagnetization energy in the next chapter.
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where HK|| is the uniaxial in-plane anisotropy field and MS is the saturation
magnetization.
On the contrary, spin torque induced switching requires the magnetization
to precess around the in-plane easy axis4 before it gets past the equatorial out-
of-plane, which means that switching has to go through an out-of-plane path.
So, the spin-torque energy has to overcome an additional energy barrier - the





















where e is the electron charge, ~ is the reduced Planck’s constant, α is the Gilbert
damping constant, V is the volume of the free layer, η is a factor depending on
the angle between the free layer and fixed layer, and p is the spin-polarization of
the current. The 2piMS term arises from the demagnetizing field of the thin-film
geometry. In the rightmost form of the Ic0 expression, it is easier to see that
for an in-plane MTJ, a higher energy barrier from the demagnetization energy
increases the switching current density but does not contribute to the stability
of the magnetization against the thermal agitation!
On the other hand, for an MTJ with the easy axis perpendicular to the plane,
magnetization switching has to go through a state in which the magnetization is
4More on dynamics in the next chapter.
5from a macrospin model, i.e. assuming an entirely collinear magnetization inside the
element. For simplicity, contributions from any applied external field and the dipolar field
experienced by the free layer originating from the fixed layer are ignored.
9
Figure 1.6: Switching paths of the magnetization induced by spin torque (green
solid arrow) and thermal agitation (orange dotted arrow) for (a) in-plane and
(b) perpendicular STT devices.
aligned in-plane, whether by spin-torque or by thermal fluctuation (Fig. 1.6b).
Here, the perpendicular anisotropy field (typically arising from the material’s
‘intrinsic’ anisotropy6 as opposed to its shape) is collinear with the demagnetizing


























So while in the in-plane case there is an additional energy barrier that increases
the critical current at no thermal stability gain, in the perpendicular geometry
the critical current is directly proportional to the stability of the bit. Viewed
in another perspective, for the same thermal stability factor, the perpendicular
configuration has potential for smaller critical current than its in-plane counter-
part.
6such as magnetocrystalline or interface anisotropy as will be discussed in the next chapter
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1.3 Challenges in Perpendicular MTJs
The implementation of perpendicular MTJs (p-MTJs), however, is still chal-
lenging, one of the primary reasons being the higher damping factor α in typical
perpendicular magnetic anisotropy (PMA) systems relative to materials used for
in-plane STT-MRAM.7 For instance, the most widely successful in-plane STT-
MRAM system is based on a structure composed of CoFeB/MgO/CoFeB, where
the thickness of CoFeB is typically 2−3 nm. In these systems, α can be as low as
0.006 [13]. On the other hand, α for common materials systems with PMA can
be more than twice higher (Fig. 1.7). The ideal magnetic system for applications
would have high Keff but low α (lower-right area of Fig. 1.7). This serves as
the motivation of this thesis: investigating systems for use as free layers in p-
MTJs which possess low damping while also exhibiting perpendicular magnetic
anisotropy that can be tuned independently of damping.











 Perp CoFeB [14-18]







Figure 1.7: Reported values of Keff and α in literature [14–28].
7Note the proportionality of Ic0⊥ and α in Eq. 1.8. There are, of course, other factors that
influence Ic0 such as η and the particular dynamics of the switching. Recall that Eq. 1.8 is
derived from a macrospin model. This work focuses specifically on Gilbert damping.
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1.4 Objectives and Organization of the Thesis
From Fig. 1.7, two systems which can exhibit PMA and relatively low damping
are Co/Ni multilayers and CoFeB/MgO-based structures, which are chosen as
the two candidate systems studied in this work. One can also notice from the
figure that reported damping values for these systems vary widely in literature.
Even in the seemingly clustered data for Co/Ni and perpendicular CoFeB/MgO
(enclosed by a dashed box in the bottom-left corner of Fig. 1.7), a closer look as
shown in the inset reveals that for similar Keff , reported values of α can vary by
a few hundred percent. This is due in part to the fact that the reported values
of damping are not free from extrinsic effects, thus preventing a straightforward
comparison between the intrinsic properties per se, and also because of the dif-
ferent methods used for measuring α.8 These discrepancies have to be resolved
if an objective comparison of these systems is to be made, and this work aims to
present such a resolution by utilizing a robust and sensitive measurement sys-
tem. Beyond providing definitive values of damping, it is the foremost goal of
this thesis to investigate the physical mechanisms behind PMA and damping in
systems with values of α that are lower than those reported in Fig. 1.7.9 These
objectives are met and discussed in more detail in the following chapters:
Chapter 2 provides a theoretical treatment of magnetostatics and magneti-
zation dynamics necessary for the understanding and interpretation of the results
in this work, as well as in the ideation of the material systems studied. A signifi-
cant part of this chapter is dedicated to the discussion of the damping parameter
α which is the focus of this thesis. This chapter also includes a discussion on
ferromagnetic resonance (FMR) which is a phenomenon of central importance
8Some methods have limited precision or are plagued by artefacts.
9Lower α is required to continue scaling devices to smaller technology nodes [29].
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in the measurement systems set up in this work.
In Chapter 3, several techniques for measuring α are first surveyed, in order
to select an appropriate system for the purposes of this thesis. In the context
of material development, it is desirable to measure α in the thin film or large
area regime because of the relative ease and short turn-around time compared
to the more tedious processing and interpretation involved in measurements of
patterned nanostructures. However, thin film samples are typically in the mil-
limeter range while devices are in nanometers, so the effect of lateral size on
measurements of α must be clarified. Here, micromagnetic simulations are per-
formed to study the FMR response in isolated disks of varying diameter. By
performing simulations on isolated disks, the effect of size is decoupled from
(1) interactions between devices in an array, and (2) fabrication-related issues
which could be addressed separately.10 Simulation results show that depending
on the material’s magnetic properties, apparent α can vary with the diameter
of the nanodisk if it is extracted using FMR measurements in the in-plane con-
figuration. On the contrary, for the perpendicular configuration, no variation
in apparent α is found. The conclusions in this chapter support the use of a
thin-film measurement system in obtaining values for Gilbert damping that are
applicable to nanometer-sized structures provided such measurements are per-
formed in the out-of-plane configuration, which is easily achievable in the systems
of interest in this thesis.
With the use of a thin film system deemed reasonable, Chapter 4 proceeds
to discuss the development of a Vector Network Analyzer Ferromagnetic Reso-
nance (VNA-FMR) setup I built in the course of this work, which possesses the
sensitivity required to measure the ultrathin, strongly anisotropic, and weakly
10Device fabrication is not in the scope of this work.
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resonant films of interest. Because FMR typically occurs in the GHz range, a
short review of essential microwave concepts is first provided. This is followed
by a discussion of the setup details and fitting procedure. A cross-verification of
results with a more established VNA-FMR system then closes the chapter.
The VNA-FMR system is then utilized in Chapter 5 to investigate the
damping of two candidate systems: Co/Ni multilayers and CoFeB/MgO struc-
tures. Recall that discrepancies in reported α for these systems persist in litera-
ture (Fig. 1.7), even for the widely-studied Co/Ni system. There is also a lack of
detailed studies of α, e.g. thickness dependence, in the more recently introduced
perpendicular CoFeB/MgO system, the thin magnetic layers of which present a
challenge to measurement sensitivity. The goal of this chapter is to quantitatively
compare the intrinsic damping of these systems and thus identify the system of
choice for further optimization. For Co/Ni multilayers, the approach to extract
intrinsic damping is to vary the number of Co/Ni bilayers while the Co/Ni bi-
layer thickness is kept constant. The effect of the seed layer is also studied. For
CoFeB/MgO systems, intrinsic damping is extracted by either varying the thick-
ness of the CoFeB layer in Ta/CoFeB/MgO unit structures or by suppressing
spin pumping altogether by using MgO/CoFeB/MgO. Intrinsic damping α0 as
low as 0.0035 is measured in the CoFeB/MgO case, which is about 300% lower
than that extracted for Co/Ni multilayers at α0 ≈ 0.01. This low damping value
is in particular achieved with the MgO/CoFeB/MgO or ‘double MgO’ system,
which unfortunately, is not perpendicularly magnetized, prompting the need to
develop this system further for use in perpendicular STT-MRAM.
In Chapter 6, it is demonstrated that perpendicular easy axis in double
MgO structures can be achieved by inserting ultrathin layers of Ta in the CoFeB
layer. Although static magnetic properties of similar double MgO stacks have
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been reported in literature [30–33], this chapter presents the first detailed report
of direct measurements of damping in double MgO structures with large PMA.11
The effect of increasing the number of Ta insertions is investigated, with the re-
sults indicating an optimal balance of anisotropy and damping in singly-inserted
CoFeB. Exemplarily speaking, a perpendicularly magnetized double MgO stack
with a single insertion layer can possess damping as low as α ≈ 0.006, around
half that of a Ta/CoFeB/MgO sample with comparable areal anisotropy. Further
investigation of this single insertion system with regards to annealing temper-
ature and CoFeB composition is also explored, and it is notably demonstrated
that increasing the Fe composition of CoFeB layers can yield areal anisotropy
values as high as ∼ 0.4 mJ/m2 without penalty for α.
The relationship between anisotropy and damping in CoFeB/MgO systems
is studied in more depth in Chapter 7, the motivation being the oft-debated
proportionality of these two properties in other PMA systems [20, 21, 34–38] - a
bane for STT-MRAM since high anisotropy and low damping are required at the
same time. To investigate this relationship, the dependence of anisotropy on the
MgO layer thickness of Ta-capped double MgO structures is taken advantage of.
Since there are two MgO layers in the stack, the first part of the chapter deals
with the behavior of magnetic properties when either the top or the bottom
MgO layer thickness is modified, with the intention of clarifying the source of
these properties’ variation. The physical origin of anisotropy and damping are
then explored by looking at the angle-dependent g-factor, and it is shown that
commonly-used models [39] are in fact not applicable to the CoFeB/MgO system.
The non-proportional relationship of anisotropy and damping in this system is
also demonstrated, further supporting the use of double MgO structures as free
11That is, PMA comparable to that of Ta/CoFeB/MgO
15
layer materials in STT-MRAM devices.
Chapter 8 concludes this thesis with a summary of pertinent results and




In this chapter, a more theoretical albeit brief review of relevant concepts is
presented, as is necessary to understand the static and dynamic behavior of
magnetization investigated in this work. The chapter starts by reminding the
reader of a simple picture of magnetism (§2.1) and some important mechanisms
through which magnetic moments interact (§2.2). These interactions lead to
different energy contributions (§2.3), the total of which, when minimized, gives
the equilibrium position of the magnetization (§2.3.5). The path through which
the magnetization relaxes to equilibrium is then outlined by tackling the relevant
equations of motion assuming uniform magnetization (§2.4.1). One way to access
these dynamics is by exciting a magnetic system with an alternating magnetic
field, often in the microwave regime. By deriving an expression for the dynamic
susceptibility (§2.4.2), resonance conditions can be established (§2.4.3), which are
taken advantage of in the measurement system used in this work. The case where
the magnetization is non-uniform is also considered (§2.5), which is especially
relevant in the case of confined geometries such as nanostructures. Finally, as the
primary focus of this thesis is on the damping characteristics of PMA materials
for STT-MRAM, a separate section is dedicated to the discussion of relaxation




Magnetism in solids mainly originates from the magnetic properties of the elec-
trons. Electrons moving around a nucleus have an orbital angular momentum L
and an associated orbital magnetic moment µL proportionally related as
µL = −gLLµB (2.1)
where µB is the Bohr magneton and gL is the electron orbital g-factor. In
addition to this, electrons also possess an intrinsic angular momentum - spin S
- which similarly gives rise to a spin magnetic moment µS ,
µS = −gSSµB (2.2)
where gS is the electron spin g-factor. The total angular momentum taken as
J = L + S has a corresponding total magnetic moment
µJ = gJµB (2.3)
where g is the Lande´ g factor, which, with gL = 1 and gS = 2, can be approxi-
mated for a free atom by
g = 1 +
j(j + 1) + s(s+ 1)− l(l + 1)
2j(j + 1)
(2.4)
where j, l, s are the quantum numbers associated with the total, orbital and spin
angular momentum, and it is assumed that an applied field is not strong enough
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to break the coupling between L and S.
These magnetic moments interact through various mechanisms (§2.2) giv-
ing rise to different contributions to the energy landscape (§2.3), understanding
which is necessary to describe the behaviour of magnetization. The focus is on
ferromagnetic systems, which is the dominant system investigated in this work.
2.2 Magnetic Interactions
Magnetic Dipolar Interaction
Consider two magnetic dipoles µ1 and µ2. Each dipole generates a magnetic
field, in which the other dipole is immersed. If r is the vector connecting the





µ1 · µ2 − 3
r2
(µ1 · r)(µ2 · r)
]
(2.5)
where µ0 is the vacuum permeability. Dipolar interaction gives rise to a non-
local energy contribution, since every magnetic moment interacts with the dipo-
lar field of every other magnetic moment. However, despite being a long-range
interaction, the magnitude of the dipolar energy (on the order of 10−6 eV, corre-
sponding to 1 K) is not sufficient to explain long range magnetic ordering as seen
in ferromagnets which can persist even up to high temperatures (∼1000 K). On
the other hand, this interaction is responsible for effects such as demagnetizing
energy as will be discussed in §2.3.3.
Exchange Interaction
The exchange interaction is based on the Coulomb interaction combined with the
Pauli exclusion principle, which states that two fermions (e.g. electrons) cannot
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occupy the same quantum state simultaneously. For a two-electron system with
parallel spins, this results in a lower Coulomb energy due to the necessary spatial
separation of the electrons [41]. Extending to a system of N atoms with spins




Jij(Si · Sj) (2.6)
where Jij is the exchange integral, whose value depends on the distance between
the interacting spins, and is related to the overlap of the electronic orbitals of
adjacent atoms. Since only the wavefunctions of nearest neighbors overlap, the
exchange interaction is short-range, but its large magnitude (around 10−2 eV)
can account for spontaneous long range ordering. Positive Jij causes the parallel
alignment of spins to be more favorable, leading to ferromagnetic ordering.
Spin-Orbit Interaction
The spin magnetic moment µS of the electron also interacts with its own orbital
magnetic moment µL, and this coupling is referred to as spin-orbit interaction
(SOI). From the electron’s rest frame, the nucleus appears to be orbiting around
the electron, thus generating a magnetic field. This results in a preferred direc-
tion of orientation for µS and thus causes a splitting of the electronic states. For





n3l(l + 12)(l + 1)
(2.7)
where n and l are the principal and angular momentum quantum numbers, re-
spectively, Z is the atomic number, and a0 is the Bohr radius. Because the
atomic ordering within the crystal lattice determines the arrangement of the
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atomic orbitals and therefore the orientation of the orbital magnetic moments,
spin-orbit coupling links the energy of the spins to the symmetry of the crys-
tal lattice. For atoms in a crystal lattice, ESO is approximately 10-100 times
smaller than the exchange interaction [42], but is still of importance as it breaks
the isotropy, giving rise to magnetocrystalline anisotropy (§2.3.4). Spin-orbit
coupling also provides a channel for energy transfer between the two systems,
which is essential for intrinsic magnetic damping (§2.6).
2.3 Energy Contributions
Having reviewed some important magnetic interactions, the energies in the con-
tinuum model can now be formulated, where the magnetization M is given by
the total of the magnetic moments divided by the enclosing volume.
2.3.1 Exchange Energy
In §2.2, an expression for exchange interaction for N atoms was presented
(Eq. 2.6). In a continuum approximation of the crystal lattice, which is valid as
long as its lengthscale is much bigger than the interatomic distance, the exchange






where m = M/MS is the normalized magnetization, Aex = nJs
2/a is the ex-
change stiffness constant, J is the exchange integral, a is the lattice constant, S
is the magnitude of the spin and n is a factor depending on the crystal structure
[41]. Aex is typically on the order of 10 pJ/m [43].
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2.3.2 Zeeman Energy
The interaction of the magnetization M with an external magnetic H0 is called
the Zeeman energy and is minimized by aligning the magnetization in the direc-





dV M ·H0. (2.9)
2.3.3 Demagnetizing Energy
The concept of a demagnetization field is often treated in literature [44] as fol-
lows: in a magnetized sample, magnetic moments at the boundaries gives rise to
uncompensated magnetic charges; the magnitude of the surface charge density
(given by the divergence of M) causes an opposite divergence of the demagne-
tizing field. From Maxwell’s equations, ∇ ·B = 0 , so
∇ ·B = µ0∇(M ·Hd) = 0⇒ ∇ ·Hd = −∇ ·M. (2.10)
This demagnetizing field Hd is created by the magnetic body itself and points





dV M ·Hd. (2.11)
In general, calculating the demagnetizing field of an arbitrarily-shaped sample is
complicated. However, for the case of a uniformly magnetized ellipsoid , it can
be simplified to
Hd = −N¯M (2.12)
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where N¯ is the dimensionless demagnetizing tensor. If the coordinate system is








where Nx + Ny + Nz = 1. Most of this work deals with samples that can be
treated as infinitely extended thin films. This geometry is a limiting case of
an oblate ellipsoid and Eq. 2.12 can therefore be used. In Fig. 2.1, the thin
film geometry is illustrated utilizing the argument of surface magnetic charges
to demonstrate the corresponding values of Nx, Ny and Nz. When the film
is magnetized in-plane (Fig. 2.1(a)), the magnetic surface charges are infinitely
separated and the oppositely oriented Hd can be neglected. Consequently, the
in-plane demagnetizing factors vanish (Nx = Ny = 0). On the other hand, when
the film is magnetized out of plane (Fig. 2.1(b)), the magnetic surface charges
are close and give rise to an oppositely oriented Hd, hence Nz = 1. To minimize
energy in the thin film geometry, the magnetization would prefer to lie in plane,




M ·Hd = µ0
2
MN¯ ·M = µ0
2
(zˆ ·M)2 (2.14)
where zˆ is the unit vector normal to the film plane. For uniform magnetization,






where θ is the angle between the magnetization and the sample normal.
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For laterally confined elements, such as those studied in Chapter 3, the de-
magnetizing field is more complex and in this work, is solved numerically. Un-
derstandably, different shapes may lead to different preferred directions of M,
so the anisotropy caused by the demagnetizing field is often referred to as shape
anisotropy.
Figure 2.1: Illustration of demagnetization energy using surface magnetic
charges in the (a) in-plane and (b) out-of-plane cases.
2.3.4 Magnetic Anisotropy Energy
Magnetocrystalline Anisotropy
In a crystalline material, factors such as the spatial charge distribution of ions
and the electrostatic interaction between the orbitals of the electrons can cause
the magnetization to have an energetically preferred direction, as briefly men-
tioned in §2.2. Through SOI, the magnetic energy can thus depend on orientation
of the magnetization with respect to certain crystallographic directions. Because
some directions are preferred over others, it costs energy to rotate M away from
a preferred direction, which for the simplest case of uniaxial anisotropy is given
by
εu = −K2cos2θ − K4
2
cos4θ (2.16)
which includes the non-vanishing terms up to the fourth-order and where θ is the
polar angle relative to the sample normal. ForK4  K2, positiveK2 corresponds
to an ‘easy’ (preferred) axis perpendicular to the surface, while negative K2
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results in easy-plane anisotropy. Intermediate conditions, e.g. 0 > K2/K4 > −2,
result in easy cone anisotropy.





(7 + cos4ϕ)sin4θ (2.17)
with the polar angle θ relative to [001], for instance, and ϕ is the in-plane angle
relative to [100]. A more complicated energy landscape results, wherein energy
minima are found along < 001 > axes if K4 > 0 while for K4 > 0, energy minima
are along the directions pointing to the vertices of the cube (e.g. [111]).
Surface or Interface Anisotropy
In ultrathin films, symmetry is broken at the interface and a surface or interface
contribution, negligible in bulk samples, becomes significant. The distinction
between interface and surface anisotropy is based on whether there is vacuum or
another material present at the boundary of a material [46]. Since experimen-
tally, as in the case of this work, some means of support is required, along with
a capping layer to prevent oxidation, interface anisotropy is dealt with. This en-









where t is the thickness of the film and Ki is interface anisotropy energy per
area. In some systems, the interface anisotropy can be strong enough (large pos-
itive Ki) to dominate the demagnetization energy and stabilize a perpendicular
magnetization direction, as in most of the systems investigated in this work.
It is easy to see that because of the similarity of Eqs. 2.15, 2.16 and 2.18,
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one can phenomenologically isolate interface contributions Ki from volume con-
tributions KV (such as those originating from magnetocrystalline anisotropy or
demagnetization) by plotting the total (measured) effective anisotropy constant
Keff versus t as





Strains present in a magnetic material, e.g. from lattice mismatch with adjacent
layers, alter the distance between atoms, thereby changing interaction energies
and inducing anisotropy via spin-orbit coupling. For an elastically isotropic
medium with isotropic magnetostriction, the energy density describing magne-
toelastic effects reads
εME = −KMEcos2θME (2.20)





where E is the elastic modulus,  is the strain, and λMS is a material-dependent
magnetostriction constant. For positive λMS , the easy magnetic direction will
be along a direction of tensile stress, or perpendicular to a compressive stress.
In the case of strains from lattice mismatch, two regimes can be identified
[46]:
• When the lattice mismatch between layer A deposited on layer B is not
too large (less than a few percent), the misfit can be accommodated by
inducing a tensile strain in one layer and a compressive strain in the other;
ultimately, both A and B adopt the same in-plane lattice parameter, which
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value is between the lattice parameters aA and aB of layers A and B,
respectively. This is the coherent regime. For a general multilayer A/B in
this regime, the strain in layer A A can be approximated by





where tA,B and EA,B are the corresponding thicknesses and elastic moduli





If layer A is assumed to be the magnetic layer, then KME = −32λMSEAA
contains a thickness contribution tA which can complicate the separation of
volume and interface terms as was done in Eq. 2.19. If, however, tA  tB





which is independent of tA, therefore contributing only to KV .
• Note that increasing tA will increase the elastic energy1, so that beyond a
critical thickness tc, it will become energetically favorable to introduce a
network of dislocations to partially accommodate the lattice misfit. In this
regime, the layers become only partially coherent, or simply incoherent.





1i.e. εMEV , where V is the volume
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which shows an interface-like contribution. Some approximations for tc
are summarized in [46]. It is also noted that the apparent dependence of








based on the Burgers vector of dislocations b and the shear modulus G
may be used instead.
2.3.5 Energy Minimization
The equilibrium position of the magnetization can be determined by taking the
minimum of the total energy, which can be obtained by summing up the con-
tributions just discussed. Although there could be additional energy terms, e.g.
coming from RKKY interactions or magnetoelastic contributions, only the ener-
gies relevant to the sample being studied are included. The total energy density
is
εtot = εex + εzee + εd + εu + εi. (2.28)
A total effective magnetic field Heff can now be defined as [47]




For describing the effective field applicable to the experimental work in this
thesis, the following assumptions are made:
• The sample is taken as an infinitely extended thin film in the x-y plane.
Therefore, Eq. 2.12 can be used with Nx = Ny = 0 and Nz = 1.
• The sample is uniformly magnetized such that the total exchange energy
is zero so this energy contribution can be ignored.
• A uniform uniaxial perpendicular anisotropy field, originating from bulk
and/or interface anisotropy exists, with easy axis along the z-axis.
• A homogeneous magnetic field HDC is applied along the z-axis.
• For a perpendicularly magnetized film excited by a small in-plane pertur-
bation field, the magnetization will not strictly be aligned along one axis
(say the z-axis). But because the perturbation is small, the perpendicular
component of M (MZ) can be assumed constant, and one can write
M = mxxˆ +myyˆ +MS zˆ. (2.30)
The effective field acting on the magnetization can then be taken as
Heff = − 1
µ0MS
δ




Since the bulk and/or interface anisotropy fields are assumed perpendicular, the
combined anisotropy energy constant K⊥ and a corresponding anisotropy field
HK⊥ = 2K⊥/(µ0MS) are introduced. The demagnetization field is also along the
z-axis, so the contributions as an effective magnetization Meff can be combined
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as
Meff = MS −HK⊥ (2.32)
so that the resulting simplified form of Heff is
Heff = (HDC −Meff )zˆ. (2.33)
2.4 Magnetization Dynamics
Introduction
Consider a quasi-static field applied to a magnetic system. From the magne-
tostatic point of view (i.e. in the millisecond time range), the magnetization
appears to always be in equilibrium. But how did the magnetic system reach
equilibrium? Had the observation time been in the nanoscale time range or
faster, the dynamic processes could have been seen. Similarly, if the magnetiza-
tion was disturbed from equilibrium by an applied field that changes fast enough,
these dynamic processes could also be accessed. In other words, magnetization
dynamics differ from magnetostatics in terms of the time scale on which the
external stimulus disturbs the magnetic system and the response is observed. In
this section, the dynamic response of magnetization is described, with specific
focus on the response to applied alternating magnetic fields with a frequency
equal to the resonant frequency of the system.
2.4.1 Equation of Motion
From Eq. 2.3, it is known that magnetic moment is associated with a total
angular momentum J. When the equilibrium configuration is disturbed, the
magnetization is at a non-zero angle with the total effective magnetic field Heff ,
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and a torque will act on the total magnetic moment. Since the torque can be












and is positive by convention. Assuming g = 2, γ/(2pi) ≈ 28 GHz/T, giving us an
idea that the frequency range of concern is in the microwave regime. Following
this equation, the magnetization then precesses around the effective field at a
constant cone angle without reaching the equilibrium position (Fig. 2.2(a)). Of
course, this is not what is observed experimentally, since the magnetization aligns
with the direction of minimal energy after a finite time. A dissipation term has
to be added to account for this, as was done by Landau and Lifshitz [48] in 1935
leading to the Landau-Lifshitz (LL) equation:
dM
dt
= −γµ0M×Heff − λ
M2S
M× (M×Heff ) (2.36)
Here, the magnitude of M is assumed to be constant2 such that |M| = MS
and the phenomenological damping constant λ > 0 corresponds to the inverse
relaxation time. With the damping term, the motion of the magnetization follows
a helical trajectory as shown in Fig. 2.2(b).
In the limit of large damping, however, the LL equation generally does not
describe the behavior correctly. In 1955, Gilbert [47, 49] approached dissipation
2valid when the excitation is small
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Figure 2.2: (a) The magnetization M (orange) precesses counterclockwise
around the effective field Heff (blue) at a constant cone angle as described by
Eq. 2.34. (b) With a phenomenological damping term added, the magnetization
relaxes into the direction of Heff as described by the Landau-Lifshitz equation
(Eq. 2.36).
differently by introducing a viscous damping term which depended on the time











where α is a phenomenological dimensionless damping parameter and the mag-
nitude of M is again conserved. For small alpha (α 1), however, LL and LLG
equations can be shown to be equivalent. For the rest of this thesis, the LLG
equation is used.
Note that the damping term, being phenomenological, is only introduced
to imitate experimental observation at best. A single damping parameter is
employed to approximate several complicated processes, which are still not un-
derstood entirely. Some of these contributing processes will be discussed in §2.6.
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2.4.2 Dynamic Susceptibility
While finding a general analytical solution to the LLG equation (Eq. 2.37) is
not simple, it can be solved for a special case applicable to the experimental
situation in this work. As mentioned earlier at the start of this section, the aim
is to describe the dynamics of a magnetic system excited by an alternating field
with an amplitude here denoted as hac. Heff is thus modified include to the ac
field component applied along the y-direction as
Heff = hacyˆ + (HDC −Meff )zˆ. (2.38)
The geometry of the described system is shown in Fig. 2.3.
Figure 2.3: Geometry of a magnetic system excited with alternating field with
amplitude hac while under the influence of a static effective field Heff .
Given that the magnitude of the alternating field is much smaller than any
static field (hac  H) so that only small precessional cone angles are excited, one
can decompose the magnetization into constant and time-dependent components
as in Eq. 2.30, which is repeated here for convenience:
M = mxxˆ +myyˆ +MS zˆ. (2.39)
mx and my are the oscillating high frequency components of the magnetization
with units of A/m. hac is assumed to be uniform, so the precession of the
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magnetization can also be considered uniform throughout the sample.3
Substituting Eqs. 2.38 and 2.39 into the LLG equation (Eq. 2.37), we have
dmx
dt





= γµ0mx (HDC −Meff) + αdmx
dt
(2.41)










This set of equations can be linearized in hac and mi by dropping terms con-
taining products of these quantities. Using the ansatz mi ∝ eiωt for an ac field
of the same form, the remaining terms are
iωmx + (ωH + iαω)my = ωMhac (2.43)
(ωH + iαω)mx −iωmy = 0 (2.44)
where the following are used for convenience
ωH = γµ0 (HDC −Meff ) (2.45)
ωM = γµ0MS . (2.46)
Rewriting in matrix form to highlight the relationship between h = {0, hac} and




 iω ωH + iαω





3Of course, the assumption is that the sample itself is uniform.
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The Polder susceptibility tensor [50] χ¯ can be obtained by considering
 mx
my







Since hac is applied in the direction of y in our configuration, the relevant com-





ωM (ωH + iαω)
(ωH + iαω)
2 − ω2 . (2.49)
For α 1, χyy can be further simplified to
χyy =
ωM (ωH + iαω)
ω2H − ω2 + 2iαωωH
(2.50)






















χ′yy represents the component of my in phase with hac and is associated with
dispersion. χ′′yy represents the component delayed by a phase angle of 90◦ from
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Figure 2.4: Illustrative plots of the real (dashed blue line) and imaginary (solid
orange line) parts of the transverse complex susceptibility χyy.
If an applied magnetic field HDC is swept while the frequency of the exciting
alternating field is kept constant, the dependence of χ′′yy on the applied field can













(HDC −Meff ) + i∆H2
)





+ i∆H (HDC −Meff )
(2.54)
where ω = 2pif (f is the excitation frequency in Hz). It is reiterated that this
expression for susceptibility is derived for the perpendicular configuration as in




The resonance condition is obtained when my becomes maximum for a given hac,
i.e., when the denominator of Eq. 2.49 becomes minimum. For small damping,
ω − ωH = 0⇒ ωres = γµ0 (HDC −Meff ) (2.55)




f + µ0Meff (2.56)
This equation is also known as the Kittel resonance formula [53] for the per-
pendicular configuration, which is the configuration used in the majority of this
work. At this point, it is noted that the maximum of χ′′yy, which is related to









The amplitude at resonance thus decreases for materials with high anisotropy
and large damping.
In-plane Configuration
For the in-plane configuration, the same treatment can be applied to obtain
the dynamic susceptibility and resonance conditions, the difference being the
definition of the effective field. Although the derivation is not provided here, the
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ωeff = γµ0Meff . (2.60)
HDC and Huni‖ are externally applied and in-plane uniaxial anisotropy fields,
respectively, both of which are assumed to point along the x-axis. The magneti-
zation is assumed to point uniformly along the x-axis as well, while the ac field
points along the y-axis. The dynamic susceptibility is given by
χyy,‖ = ωM
(
ωH‖ + ωeff + iαω
)
(



































which are simplified under the assumption that α2  1. χ′′yy,‖ exhibits a maxi-
















It is also possible to obtain resonance conditions even when the magnetiza-
tion is not aligned with the applied magnetic field, and without calculating the
dynamic susceptibility, instead deducing the resonance conditions directly from
the total energy density εtot. The interested reader may refer to [54, 55] for
details of the derivation.
2.5 Spin Waves
It has so far been assumed that a single magnetization vector is sufficient to
describe the system, i.e. all magnetic moments aligned perfectly in parallel. In
this scenario, all magnetic moments precess at the same frequency and phase -
the so-called uniform mode - which can also be treated as a wave with infinite
wavelength. However, higher order excitations can also occur, with the magnetic
moments precessing with the same frequency but at different phases, so-called
spin waves or magnons, which possess finite wavelength.
2.5.1 Thin Films
In thin films, the dispersion relation (frequency ω versus the wave vector k) for
spin waves can be classified according to their wavelength and further according
to the relative directions of k and magnetization M. For now, the phase is
assumed to be uniform along the thickness of the film, so that only the in-plane
wave vector k‖ can vary.
Magnetostatic Spin Waves
For long wavelengths, the phase difference between neighboring spins is small, so
the exchange energy is negligible. Spin waves are instead dominated by dipole
interactions, which are thus given the name magnetostatic waves. To derive
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dispersion relations, one can start with Maxwell’s equations in the absence of
current and impose specific relations for the different components of the wave
vector taking into account boundary conditions. Details of the derivation can be
found in [56] and [57]; only the results are presented here. These relations were
derived neglecting anisotropy and exchange, with the direction of magnetization
determined by an external magnetic field.
Depending on the relative orientation of k and M, the group velocity υgroup =
∂ω/∂k and phase velocity υphase = ω/k can have the same (opposite) signs/direction,
corresponding to positive (negative) dispersion and are thus referred to as for-
ward (backward) waves. Plots of the dispersion relation for the modes discussed
below are given in Fig. 2.5.
Figure 2.5: Dispersion relations for different magnetostatic spin waves.
Magnetostatic Backward Volume Waves (MSBVW) For MSBVW, the
in-plane wave vector is collinear with the magnetization. A simple physical
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picture for this mode can be thought of as follows: As M precesses, it points
perpendicular to the film, causing a dynamic stray field (Fig. 2.6(a)). After
a distance equal to half the wavelength (λ/2), the component of M along the
sample normal points to the opposite direction. Therefore, when k‖ is increased,
these anti-parallel moments approach each other and the stray field energy de-
creases. Because the energy (and therefore frequency) of this mode decreases
with increasing wave vector, these modes show negative dispersion and are thus









One can show that the group and phase velocity indeed have opposite signs. The
amplitude of the waves is distributed throughout the thickness of the sample,
hence the name. Notice that as k‖ → 0, Eq. 2.65 simplifies to Eq. 2.58.
Magnetostatic Surface Waves (MSSW) These modes are observed when
M is in the sample plane while k is in-plane but perpendicular to M. These are
also called Damon-Eshbach (DE) modes, because they were first described by
Damon and Eshbach [58]. Similar to MSBVW, consideration of the out-of-plane
component of M leads to a decrease of energy with increasing k‖, but this is not
the dominant mechanism for DE modes. As shown in Fig. 2.6(b), anti-parallel,
in-plane components of M separated by λ/2 can be found pointing towards
each other. When decreasing the wavelength (increasing k‖), these antiparallel
moments approach each other and their mutual dipolar fields increases the wave
energy. Therefore, the frequency increases as k‖ increases - a positive dispersion
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- so MSSW modes are forward waves. The dispersion relation is given by [56]




Eq. 2.66 also reduces to Eq. 2.58 as k‖ → 0. The amplitude of this type of
wave decays exponentially from the surfaces of the film, hence the term ‘surface’
waves.
Figure 2.6: Simple physical picture explaining the frequency behavior of (a)
MSBVW and (b) MSSW modes. M∗ (green) is the total magnetization with
static part M (black) dynamic part m (blue). hstray (orange) is the dynamic
stray field of the out-of-plane component of the magnetization. Figure adapted
from [59].
Magnetostatic Forward Volume Waves (MSFVW) Contrary to MS-
BVW and MSSW, MSFVW modes occur when the magnetization is aligned
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perpendicular to the plane. Also, the wave propagation does not depend on
the direction of the in-plane wave vector (in the absence of magnetocrystalline
anisotropy). An approximate solution to the dispersion relation is derived in n










The amplitude of this mode is also distributed throughout the volume of the
film, similar to MSBVW, but this is a forward wave, as the group and the phase
velocity point in the same direction. Note also that Eq. 2.67 reverts to Eq. 2.55
for k‖ → 0.
Exchange-dominated Spin Waves
As the wavelength gets smaller (larger k), neighboring moments start to deviate
significantly from parallel alignment, and exchange interaction can no longer
be ignored. (The term ‘spin waves’ usually refers to these exchange-dominated
modes.) Because it costs energy to misalign nearby spins, exchange increases the
resonance frequency as the square of the wave vector. An approximate formula
for the contribution of exchange to the dispersion in in-plane films is




where A is the exchange constant. As exchange is isotropic, ωex is also isotropic,
i.e. it does not depend on the orientation between k and M. The inclusion
of the exchange contribution to MSSW and MSBVW (both with in-plane M)
are shown in Fig 2.7 for high k‖. In particular, for the MSBVW, the exchange
contribution changes the dispersion relation, allowing a spin wave with a non-
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zero wave vector to be at the same resonance frequency as the uniform mode!
Such a situation will be ascribed to in the analysis of two-magnon scattering
(§2.6.2).




















FMR, k = 0
Figure 2.7: Plots of the dispersion relations of MSSW (green) and MSBVW
(blue) versus the product of the in-plane wave vector and film thickness k‖t,
highlighting the differences with (solid) and without (dashed) the contribution
of exchange.
Perpendicular Standing Spin Waves
At the start of the subsection, it was assumed that the phase is uniform along
the thickness of the film. As an illustration of the effect of confinement, this
assumption is now relaxed, i.e. k⊥ 6= 0. For an infinite thin film, the in-plane
wave vector k‖ can vary continuously but because of the finite thickness t of the
film, k⊥ has to be quantized. Specifically, only wavelengths λ that satisfy the
following condition are allowed: t = pλ/2 where p is an integer (Fig. 2.8). The














where k is the wave vector given here by





The parameter p is the quantization number arising from the finite thickness
of the film; t is the film thickness and Fk,t is the matrix element of the dipole
interaction, which was shown in the previous subsection to depend on the relative
orientation of k and M.
Figure 2.8: Schematization of the lowest order perpendicular standing spin
waves. No surface pinning is assumed.
2.5.2 Laterally Confined Structures
Now, consider if the confinement exists not only along the sample perpendicular
(thin film) but also laterally. This situation is encountered in elements such
as nanowires (confinement along xˆ and zˆ) or rectangles, squares, disks, etc.
(confinement in all three axes). The physical boundaries of the element give rise
to a potential well for magnetic excitations, and quantizations of the wave vector
along multiple directions will result.
For the relatively simple wire geometry, the wave vector can be additionally
quantized in one lateral direction as [60]














where w is the width of the wire and n= 0, 1, 2... In the above, a zero wave vector
component along the wire axis is assumed. If this is not the case, the spin-wave
quantization becomes much more complicated. In fact, for a cylindrical wire,
no simple quantization scheme for the wave vector along the wire axis can be
defined [60].
It is not surprising therefore, that the quantization of spin waves in a nan-
odisk, which is the relevant geometry for devices such as those used in STT-
MRAM, is even more complicated. The demagnetizing field in the disk is also
non-uniform, creating non-uniform static conditions so that exchange cannot
be ignored [61]. In this complex scenario, analytical expressions are difficult to
derive and micromagnetic simulations prove to be useful.
2.6 Magnetization Damping
The single damping parameter α introduced in Sec. 2.4.1 is only phenomenolog-
ical - the ‘α’ measured is thus not a physical process in itself, rather contains
several contributions of different physical origins. It must also be noted that
damping is structure- and material- dependent, and can have both intrinsic and
extrinsic contributions. Intrinsic contributions come from unavoidable inter-
actions between the magnetization and other degrees of freedom, which allow
energy to flow from the magnetic system to other systems, e.g. direct coupling
to the lattice via SOI. Processes that can be avoided in principle are called ex-
trinsic, e.g. two-magnon scattering which is mediated by the presence of defects;
extrinsic contributions would be absent in a perfect, defect-free sample. In this
section, some of these intrinsic and extrinsic processes, which redistribute energy
within the magnetic system or eventually carry the energy out to non-magnetic
systems, are discussed. A non-exhaustive map of relaxation mechanisms is shown
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in Fig. 2.9.
Figure 2.9: Non-exhaustive map of energy flow in magnets. Adapted from [62]
and republished with permission of Taylor and Francis Group, LLC; permission
conveyed through Copyright Clearance Center, Inc.
2.6.1 Intrinsic Processes
Eddy Currents
When a magnet precesses, the rotating magnetic field induces circulating cur-
rents as described by Faraday’s law, also referred to as eddy currents. Eddy
currents start to become important when the thickness of the sample is compa-






where σ is the conductivity and µ is the permeability with µ = µ0(1 + χ). Note
that the increase in permeability at frequencies around the resonance reduces
the skin depth. For samples thinner than the skin depth at FMR, integrat-
ing Maxwell’s equation across the film thickness t allows the calculation of the
damping contribution from eddy currents, which in the Gilbert-like form is given
4Skin depth is defined as the depth below the surface of the conductor at which the current












αeddy is proportional to t
2 and thus, rapidly decreases for t  1. As such, the
contribution from eddy currents is not significant for ultrathin films.5 As an
example, αeddy becomes important only for film thicknesses around 100 nm for
Ni or 25 nm for Fe [64].
Phonon-Magnon Scattering
Phonons are collective deviations of atomic nuclei from their equilibrium posi-
tions which cannot be avoided at finite temperatures. Magnetoelastic energy
can then mediate the coupling between these displacements in the lattice and
the magnetic system. For homogeneous magnetization and lattice strain, Suhl







where η is the phonon viscosity, B2 is the magnetoelastic shear constant, E is
Youngs modulus, and ν is the Poisson ratio. For Ni, αph is found to be 30 times
smaller than the measured intrinsic damping, while it is 6 times smaller in the
case of Fe. Thus, this mechanism is too small to explain the measured values of
intrinsic damping in magnetic metals [64].
Note that although displacements in the lattice give rise to ‘inhomogeneities’
in the magnetocrystalline anisotropy field, phonon-magnon scattering is an in-
trinsic mechanism as these ‘inhomogeneities’ are not brought about by sam-
ple defects or inhomogeneities. Extrinsic sample-related inhomogeneities can
5which are dealt with in this work.
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enhance phonon-magnon scattering, but the effect would be masked by two-
magnon broadening (which is also mediated by inhomogeneities, more about this
in Sec. 2.6.2). Nevertheless, this mechanism remains a weak source of damping
in metallic systems [66].
Itinerant Electron Mechanisms
In metallic ferromagnets, the presence of itinerant conduction electrons is at the
origin of the most important contribution to intrinsic damping [63]. Spin flip
scattering of these electrons by phonons and magnons lead to larger damping
in ferromagnets compared to magnetic insulators. Two models describing these
mechanisms are discussed below.
(i) Heinrich et al. [67] introduced a relaxation model based on SOI and s−d
exchange interaction, i.e. the interaction between itinerant and mostly localized
electrons. In a three-particle scattering process, a magnon with energy ~ωq col-
lides with an itinerant electron with energy εk and spin ↑. This annihilates the
magnon and creates an electron-hole pair with energy εk+q and spin ↓. The
spin of the electron has to flip since s−d exchange interaction conserves angular
momentum [64]. A second three-particle scattering event emits a magnon corre-
sponding to the initial magnon - if not disrupted by other incoherent scattering
events (Fig. 2.10). Therefore, on its own, the s − d exchange interaction does
not lead to magnetic damping, and only re-normalizes the g-factor [67].
To cause relaxation, electrons have to be incoherently scattered by thermally
excited phonons or magnons. This way, the spin state is changed in between the
process of annihilating and recreating the magnon, and the emitted magnon no
longer corresponds to the initial magnon. One can phenomenologically account
for incoherent scattering by assigning a lifetime to the electron τsf . In simple
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Figure 2.10: A magnon with energy ~ωq collides with an itinerant electron with
energy εk and spin ↑, and creates an itinerant electron with energy εk+q and
spin ↓. The spin of the electron has to flip since angular momentum must be
conserved. A second three-particle scattering event leads to the emission of a
magnon similar to the initial magnon if no intermediate interaction occurs.
normal metals, τsf = τm/(g − ge)2, where τm is the momentum relaxation time
and ge is the free electron g-factor (ge = 2) [68]. The deviation of the g-factor
from the free electron value traces its origins to SOI. However, the deviation of g
in ferromagnets is much larger than in normal metals and the above equation is
not directly applicable. A better approximation can be obtained from the spin








where vF is the Fermi velocity of electrons participating in the spin accumulation
process and the effective momentum mean free path of the ferromagnet λmFM is
λFMm =
mevF
ne2ρFM (1− β2) (2.76)
assuming a simple free electron model. In Eq. 2.76, n is the total density of
conduction electrons, me is the electron mass, β is the bulk spin asymmetry
coefficient and ρFM is the resistivity of the ferromagnet. The Gilbert damping
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where χp = µ
2
BN(εF ) is the Pauli susceptibility for itinerant electrons, N(εF )
being the density of states at the Fermi level. This indicates that relaxation
processes are limited to electrons at the Fermi level. Lastly, note that αs−d,
being inversely proportional to τsf , is also inversely proportional to τm. Since
τm is inversely proportional to the resistivity, s−d relaxation is expected to scale
with resistivity and thus increases with increasing temperature.
(ii) Another approach by Kambersky´ considers that the intrinsic damping
in metallic ferromagnets can be treated more generally by using the spin-orbit
interaction Hamiltonian even when no spin-flip is present, so that the relevant
relaxation time is the momentum relaxation time τm instead of τsf . The inter-
ested reader may refer to [69] for the formal derivation. Here, the classical point
of view is presented instead.
In 3d ferromagnetic metals, as a consequence of the spin-orbit coupling, the
energies of the Bloch states depend on the direction of magnetization. Thus, as
the precessing magnetization evolves in time and space, so does the Fermi surface.
That is, some occupied states originally below the Fermi level EF may be pushed
above it, while some unoccupied states originally above the EF may be pushed
below it - thus earning the monicker ‘breathing’ Fermi surface [70]. Electrons
would have to repopulate the changing Fermi surface, but their effort is delayed
by a finite relaxation time (τm), resulting in a phase lag between the Fermi
surface distortions and the precessing magnetization. This dephasing constitutes
a dissipative process and leads to relaxation. The Gilbert-like contribution to
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damping, in this case, is proportional to τm, and is consequently proportional
to conductivity σ. This ‘breathing Fermi surface’ picture is accounted for in the
formal treatment as intraband transitions.
On the other hand, transition between states, i.e. interband transitions, can
also occur. In this case, the energies of the states themselves do not change;
instead, as the magnetization precesses, the occupied states are not eigenstates
anymore, and transitions can occur between them. This process can be pictured
as a ‘bubbling’ of individual electrons on the Fermi surface [70] and leads to a
resistivity-like term (inversely proportional to 1/τm), similar to the results of the
s− d exchange interaction model described above. In reality, there is a gradual
saturation of the interband Gilbert damping with increasing temperature, as the
relaxation rate becomes comparable to the energy gaps between states [64].
In high purity Ni crystals, Heinrich et al. [71] found that below room temper-
ature, damping is indeed well-described by both conductivity- and resistivity-like
terms, which were equal in strength. Near room temperature (RT), an approxi-
mately temperature-independent Gilbert damping was found. More recent cal-
culations by Gilmore et al. [72] do predict a similar trend of damping versus
scattering rate for Ni, i.e. decreasing and saturating with 1/τ . (Similar calcula-
tions were also performed for Fe and Co.) However, quantitative comparison be-
tween calculations and temperature-dependent experimental measurements are
complicated because this requires knowing the exact relationship between scat-
tering rate and temperature. Instead, a quantitative comparison of the damping
minima versus scattering rate (calculated) and temperature (measured) was pre-
sented, showing good agreement (within a factor of two for Fe, Co, and Ni). The
calculations in [72] also propose that interband transitions (resistivity-like) dom-
inate damping in transition magnetic metals at RT and above.
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2.6.2 Extrinsic Processes
Extrinsic damping processes result from sample inhomogeneities, and because
sample-to-sample variations are often encountered in practice, an exact treat-
ment of these extrinsic effects is complicated. Nevertheless, limiting cases are
still helpful to consider.
At one end of the spectrum, inhomogeneous fields are large compared to the
intrinsic exchange and dipole fields, so-called strong inhomogeneities. In this
scenario, different parts of the sample ‘feel’ slightly different effective fields due,
for instance, to variations in the strength of their magnetocrystalline anisotropies
because of spatial differences in the degree of crystallization, chemical ordering
or composition. For polycrystalline samples, differences in the orientations of
crystallographic axes within the sample can also contribute to inhomogeneity.
This distribution of magnetic properties results in a spread of local resonance
fields, thus broadening the effective average resonance peak observed experi-
mentally (Fig. 2.11). The contribution of this inhomogeneous broadening to the
FMR linewidth (denoted as ∆H0) can be separated from true damping because




f + µ0∆H0. (2.78)
Two-Magnon Scattering
On the other hand, when inhomogeneities are weak, the sample maintains long
range order and precesses nearly uniformly. In this case, inhomogeneities induce
decoherence of the uniform FMR mode by mediating the mixing of the uniform
mode magnon (k = 0) with non-uniform mode magnons (k 6= 0), hence the name
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Figure 2.11: Illustration of local resonance distribution due to spatial varia-
tion of magnetic properties. While this can affect the linewidth of a resonance
response, from which a measure of relaxation is obtained, this effect is not a
damping mechanism per se.
two-magnon scattering (TMS).
Because the spins in k 6= 0 magnons are not parallel to each other, the
amplitude of the average magnetization M is reduced. In this case, the dynamics
are not well-described by the LLG equation (which conserves the magnetization).
A commonly-used model to account for this situation is the Bloch-Bloembergen
(BB) form which reads
dM
dt




yˆ − (zˆ ·M−MS)
T1
zˆ (2.79)
where the z-axis is aligned with the equilibrium direction of the magnetization.
In this form, there are two independent relaxation times used, T1 and T2, in
contrast to the single relaxation parameter α in the LLG formulation. The
longitudinal relaxation time T1 describes the relaxation along the equilibrium
direction (i.e. along zˆ) towards the full magnitude of the magnetization MS
and corresponds to spin-lattice relaxation. The transverse relaxation time T2
describes the relaxation of the magnetization into the equilibrium direction and
corresponds to spin-spin relaxation. A schematic is presented in Fig. 2.12. The
magnitude of the magnetization is conserved in the BB equation only for the
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special case of small angle excitations with T1 = T2/2.
6
Figure 2.12: Schematic of magnetization dynamics when the length of the mag-
netization M is allowed to change. The longitudinal and transverse relaxation
times, T1 and T2 are respectively employed to describe relaxation along and into
the equilibrium direction.
The dissolution of the uniform mode into non-uniform modes is a spin de-
phasing process. Thus, TMS is described by T2, but leaves T1 unaffected [76].
Note that TMS is only a mode conversion process, so no energy leaves the mag-
netic system, and it does not actually damp the magnetization.7
However, if one probes only the uniform mode, this dephasing does contribute
to the measured linewidth. Arias and Mills [77] introduced a theory for TMS
in ultrathin films by considering the magnon dispersion relation for arbitrary
magnetization angles (see Fig. 2.13 for a simple illustration). The salient point is
that for a range of geometries, there exist non-uniform modes that are degenerate
with the uniform mode. Degeneracy is necessary for scattering to occur between
the uniform and non-uniform modes but it is not sufficient to allow scattering
between modes. For scattering to occur, it has to be mediated by inhomogeneities
6The BB equation is originally derived for nuclear magnetic resonance and electron param-
agnetic resonance, and has some unphysical implications for ferromagnets [73]. The interested
reader may refer to [73–75] for a discussion on other models. The treatment here using BB
nevertheless remains sufficiently illustrative.
7Of course, in order to reach equilibrium the magnetic energy has to be damped to the
lattice eventually through other processes.
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in the effective field, as is seen in real systems. Arias and Mills considered
three sources of inhomogeneity: (i) spatially inhomogeneous Zeeman energy,
(ii) spatially inhomogeneous dipolar energy, and (iii) spatial variation of the
perpendicular uniaxial anisotropy axis (e.g. due to interface roughness). They
showed that (iii) is the primary source of TMS in ultrathin films. Lengthy
derivations lead to a form of the two-magnon contribution to FMR linewidth in


















where D is the spin wave stiffness constant, p is the fraction of the area covered
by defects, b is the average defect height and a and c are the lateral dimensions
of the defects, with c as the length of the side parallel to the magnetization. The
inhomogeneities are assumed to be rectangular prisms having faces parallel and
perpendicular to the film plane. The angular brackets describe an average of
the ratio across the ensemble of defects with randomly varying dimensions. The
inhomogeneous broadening term in Eq. 2.78 can thus be refined to account for
TMS effects.
Figure 2.13: Spin-wave dispersion plots for magnetic fields applied at different
angles θH . There are no modes degenerate with the fundamental mode in the
out-of-plane configuration, while there are several such modes in the in-plane
configuration [79].
Another important point is that for out-of-plane magnetization there is no
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spin wave mode degenerate with the uniform mode. As a result, TMS is sup-
pressed in this configuration [79]. Indeed, FMR linewidth measurements of 30-
monolayer Fe samples with no magnetic defects show that ∆H in the perpendic-
ular configuration is only given by Gilbert damping (proportional to frequency)
with ∆H0 = 0. This is in contrast to measurements along other directions
(〈110〉Fe and 〈100〉Fe which have non-zero offset and may be non-linear [64].
In the majority of this work, the perpendicular configuration is used and
TMS effects are thus suppressed.
2.6.3 Nonlocal Effects
The mechanisms considered so far involve only the dissipation of energy within
the ferromagnet itself. In multilayer systems, energy can also dissipate from the
ferromagnet (F) to the neighboring (non-magnetic) layers (N). Tserkovnyak et
al. [80] developed a theoretical treatment of non-local spin dynamics in metallic
multilayers, which predicts the injection of spins by a precessing ferromagnet into











where g↑↓ is the complex dimensionless interfacial spin-mixing conductance that
determines the spin current emitted into the normal metal, when the ferromagnet
is thicker than the ferromagnetic coherence length (a few angstroms for Co, Fe or
Ni). In transition metal systems, the imaginary part of g↑↓ can also be neglected
so that g↑↓ can be taken as g↑↓r .
The spin current pumped out of the ferromagnet can relax in the non-magnet
through spin-flip scattering, diffuse back into the magnetic layer, or a combina-
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tion of both. The current that is ‘returned’ to the magnet is implicitly
IbackS = −βg↑↓r IS (2.82)









τsf is the spin-relaxation time, δsd is the effective energy-level spacing of the
states participating in the spin-flip scattering events, λsd is the spin diffusion
length in the normal metal and L is the thickness of normal metal. Incorporating















where α0 now corresponds to the Gilbert damping parameter in the unmodi-
fied LLG equation (Eq. 2.37) and V is the volume of the magnetic layer. One
consequence of spin pumping is therefore the enhancement of the damping pa-
rameter, ∆αsp, since it represents a loss of angular momentum. ∆αsp is large
for normal metal layers with a high spin-flip probability and film thickness of at
least twice the spin-diffusion length - so-called good spin sinks. Since 1/τsf is
roughly proportional to Z4 (Z being the atomic number), heavier metals with
p or d electrons in the conduction band such as Pd or Pt are good spin sinks.
Enhanced damping has indeed been observed experimentally, e.g. in Permalloy
layers straddled by Pd or Pt [81] and even in CoFeB layers sandwiched by Ta
and Ru [82].
The volume term in Eq. 2.84 seems to imply that the volume of the magnetic
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layer has to be small to observe enhancement of damping from these non-local
effects. This could be misleading as the spin current is pumped through the
entire cross section of the F/N interface, so it would be more appropriate to use
a mixing conductance normalized to the cross section of the F/N interface g˜↑↓







where the thickness dependence of α, a hallmark feature of spin pumping, is
made more obvious.
Consider now an F1/N/F2 system, where the two ferromagnets are collinear,
i.e. the spin accumulation µS induced by the spin pumping is perpendicular to
the magnetizations, and L is less than the elastic scattering mean-free path, i.e.








By considering that at steady state IbackS = I
pump
S and that angular momentum


















Suppose that F1 and F2 have different resonance frequencies, such that F1 can














The N/F2 interface acted as an effective spin sink! On the contrary, if F1
and F2 are coupled, i.e. both are precessing, the net transfer of spin momentum
across F1/N and N/F2 can be compensated resulting in zero interfacial damping.
However, when L is comparable to the spin diffusion length, then the normal
metal layer itself can act as an effective spin sink [83].
It is also worth noting that spin pumping is the reciprocal effect of spin
transfer torque (STT). In the former, a precessing magnetization pumps spin
current into another layer while in the latter, spin polarized current transfers




Selecting a technique to measure damping:
Insights from micromagnetic simulation
3.1 Overview
The earlier chapters have established why an accurate knowledge of damping
is crucial in studying STT-MRAM devices and that this information can be
accessed via FMR. There are several techniques for measuring FMR, and these
are shortly surveyed in the first part of this chapter. Since building a system
to reliably measure damping is a requirement for this thesis, it is imperative to
consider practical issues such as signal-to-noise ratio (SNR), minimization and/or
understanding of artefacts, ease and speed of measurement when selecting an
appropriate measurement system.
Most FMR techniques are limited by their sensitivity to millimeter-sized
samples (i.e. ‘film level’). While there are techniques applicable at the device
level, the processes required to pattern these nanostructures are often time-
consuming, and several layers other than the material system of interest may
also be required and have to be taken into account. Measurements at the film
level or even using structures that are larger than those of interest would lead
to faster turnaround time when investigating and optimizing various materials
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systems, as is the case of this thesis. In addition, process-related effects (e.g. edge
damage) may also influence the measurement of small devices. These extrinsic
factors have to inevitably be taken into account to understand practical devices,
but including these effects is not desirable if the focus is on materials development
as opposed to process development.
Ultimately, however, any large-area damping measurement would have to
provide results relevant for device sizes considered for potential applications. In
the latter part of this chapter, 3D finite element method (FEM) micromagnetic
simulation is used to study the ferromagnetic resonance response in devices of
varying lateral size. By using simulations, process-related effects are not included
and can thus be addressed separately from the effect of size per se. The study also
aims to make a distinction between the concept of apparent damping, i.e. the
experimentally measured quantity by inferring from linewidths and resonance
measurements, and the intrinsic damping parameter α appearing in the LLG
equation in the context of size-related effects. At the end of the chapter, the
rationale behind selecting VNA-FMR is presented.
3.2 Brief survey of FMR Techniques
Cavity FMR
The first FMR experiments were performed more than half a century ago using
a resonant cavity situated in a magnetic field [84]. In this technique, the sam-
ple is placed inside a 3D cavity which resonates at a specific, narrow frequency
range (say ∼ 9 GHz or ‘X-band’) set by the cavity’s physical dimensions. The
microwave field (of fixed frequency) is provided by a Klystron or a Gunn diode
which is coupled to the cavity via a waveguide. The cavity is placed between
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the poles of an electromagnet providing a static external magnetic field which
amplitude is swept during measurement. The reflected microwave power from
the cavity is directed to a detector diode and monitored. In the ideal case, the
cavity stores all the microwave energy so that no microwave power is reflected.
But when the FMR condition is fulfilled, microwave power is absorbed by the
sample and is detected as a change in the reflected power. This absorbed power
is proportional to the imaginary part of the dynamic susceptibility. In prac-
tice, lock-in techniques are employed to enhance SNR, e.g. by applying a small
modulation to the static field with a frequency ∼100 Hz. The obvious disadvan-
tage of this technique is that resonance can only be probed at discrete values of
frequency (determined by the cavity employed). To probe magnetic anisotropy
and also separate different contributions to α, one can instead vary the angle of
the cavity with respect to the static field [85]. On the other hand, because of
the high quality factors of the resonance cavities employed in this technique, its
detection sensitivity is high (on the order of 1010 ∼ 1014 µB, corresponding to
a 1 cm2 Fe, Co or Ni sample down to 1 monolayer (ML) thick [45]). However,
the macroscopic dimensions of the cavity renders this technique normally un-
suitable for measurement of isolated nanostructures, because the output signal
is proportional to the ratio of the sample volume to the volume of the cavity
(i.e. the filling factor). Although one can utilize large-area dense arrays of mi-
crostructures to increase the filling factor [86], the inability to isolate signals
of specific nanostructures on a particular sample remains a disadvantage.1 For
further details, the reader may refer to [45] or [88].
1The cavity concept has been ‘miniaturized’ using 2D microresonators, enabling measure-
ment of magnetic volumes ∼ (100 nm)3 [87].
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Inductive Techniques
In contrast to cavity FMR, inductive techniques such as VNA-FMR and Pulsed
Inductive Microwave Magnetometry (PIMM) make use of a non-resonant mi-
crowave device, i.e. transmission lines such as coplanar waveguides (CPWs) or
striplines to deliver microwave excitation to the sample, via the generation of
microwave Oersted fields around the signal line. Because the magnetic response
of the material is inductively coupled to the transmission line,2 the same device
also mediates the detection of microwave power absorption at resonance. The
advantage of inductive techniques over cavity FMR is that they are not limited
to a specific frequency, i.e. broadband measurements are possible.
For VNA-FMR, which is performed in the frequency domain, a Vector Net-
work Analyzer (VNA) sends microwave power of a certain frequency to a CPW;
the VNA also acts as the detector of the sample’s resonance spectrum by com-
paring both the amplitude and phase of the outgoing microwave signal to that
transmitted or reflected by the CPW. It thus allows the measurement of both
the real and imaginary parts of the dynamic susceptibility. Of course, the trans-
mission line and the sample are situated in a static magnetic field, which can
either be (a) swept while a constant frequency excitation is provided by the VNA
(‘field-swept’ measurement) or (b) kept at a constant field value while excita-
tion frequency is varied (‘frequency-swept’). As VNA-FMR will be used in this
thesis, more details will be given in Chapter 4.
PIMM, on the other hand, is performed in the time domain. The excitation
is generated by sending a voltage pulse (from a pulse generator) to the trans-
mission line, thereby creating a magnetic field pulse. The magnetization of the
2That is, the moving magnetization causes a changing flux, resulting in a detectable change
in impedance or voltage, hence the term ‘inductive’. A derivation is provided in §4.2.3.
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sample, which was initially aligned parallel to the transmission line by a static
magnetic field, is disturbed from its equilibrium position. As the magnetization
relaxes, the dynamics are detected through the voltage generated by the chang-
ing magnetic flux. A sampling oscilloscope is used to measure this time-varying
voltage. The interested reader may find more information on PIMM in [89].
Time-domain data can of course be transformed into the frequency domain
by applying a Fourier transformation. However, direct measurements in the
frequency domain are still preferable over a Fourier-transformed frequency re-
sponse, because the transform is only applied to a limited time window, leading
to limited precision. SNR is also worse for PIMM relative to VNA-FMR because
it does not allow using lock-in detection.3
For both techniques, because of the CPW’s planar geometry and because its
dimensions can be macroscopic (with center conductor width of a few hundred
µms up to a few mm), thin film samples can be directly placed on top of it - the
so-called flip-chip method - making this technique very convenient. The lower
quality factors of transmission lines relative to cavities, however, means they
are less sensitive. For studies of nanostructures, large arrays are still needed
to fill a significant proportion of the transmission line for good SNR. As with
cavity FMR, if the array has to be dense for sufficient signal, inter-element
interactions will complicate the measurement of individual nanomagnets. Even
if SNR is not an issue when inter-element separation is increased, differences
among the nanostructures brought about by imperfect patterning, e.g. shape
distributions or edge roughness, can lead to inhomogeneous broadening of the
detected modes so that modes of slightly different frequencies cannot be resolved.
These limitations can be overcome by fabricating individual nanostructures on
3VNAs can synthesize a single pure frequency, making lock-in detection possible.
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a microscopic CPW, i.e. the CPW itself is fabricated and integrated with the
sample. Indeed, individual sub-micron features have been measured with this
approach [90, 91].
Magneto-optical techniques
The ability to focus light to a sub-micrometer spot in magneto-optical tech-
niques such as time-resolved magneto-optic Kerr effect (TR-MOKE) lends them
well to the study of dynamics in patterned structures. There are varying imple-
mentations of TR-MOKE, mainly dependent on how the sample is excited. For
instance, a transmission line can be used to send a fast magnetic field pulse sim-
ilar to PIMM. Otherwise, a focused high-intensity laser pulse (typically < 1 ps)
can be used to locally heat the sample momentarily. For the latter case, the rise
in temperature leads to an anisotropy change of the sample, and consequently its
easy axis. After a few ps, the system reverts to its pre-excited easy axis, and the
magnetization precession as it recovers its room-temperature equilibrium state
is monitored using another laser beam via MOKE.4 The polar MOKE configu-
ration, in which the magnetic field is applied perpendicular to the sample plane
and is thus sensitive to the perpendicular component of the magnetization, is
often employed, although other configurations exist as well. This method is often
referred to as the all-optical pump-probe method, because a high-intensity pump
beam (a few mJ/cm2) excites the sample while a low-intensity probe beam (ten
times lower than the pump probe) detects changes in the state of the magneti-
zation. This pump-probe process can be repeated several times while changing
the length of delay between the pump and the probe. This way, the temporal
evolution of the magnetic response can be stroboscopically recorded. The oscil-
4That is, a change in the magnetization can be detected by a change in the polarization of
light reflected from a ferromagnetic material.
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latory signal is usually fit to an exponentially decaying sinusoid. Further details
can be found in [92].
Spatial resolution is achieved by laterally scanning the sample under the
objective lens, but is ultimately limited by the diffraction limit of optical light.5
The advantage of being able to probe a much smaller volume also comes with
some disadvantages. For one, additional contributions to damping due to the
spatial profile of the pump laser and the generation of magnons that propagate
away from the probed region would have to be taken into account [14, 94]. The
pulse also excites several eigenmodes simultaneously and fitting the damped
precession signal becomes more complicated. Again, one may apply a Fourier
transform to yield the precession modes, with the full-width at half-maximum
(FWHM) of the peak giving information on damping. However, if the time range
is limited, typically ∼1 ns, the Fourier spectrum will have limited resolution and
lead to large errors. Moreover, the contribution of inhomogeneous fields is not
as well-accounted for in TR-MOKE as in cavity FMR or VNA-FMR [95, 96],
and is typically overcome by applying large values of magnetic fields, with the
minimum required value depending on the particulars of the sample [24].
Selectively exciting a specific eigenmode, as opposed to a complicated su-
perposition of modes, can be achieved by constructing a hybrid of VNA-FMR
and optical techniques as in frequency-resolved magneto-optic Kerr effect (FR-
MOKE): instead of a pulse, the excitation source is changed to a continuous wave
(CW) rf signal generated by a VNA and delivered to the sample by a CPW. A
CW laser is focused on the sample. The precession of the magnetization causes
a modulation of the polarization state of the reflected light via MOKE, which
the analyzer turns into an intensity modulation. This intensity-modulated sig-
5Techniques have been proposed to overcome this limit and enable sub-structure investiga-
tion, e.g. by making use of vortex cores [93].
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nal is measured by the photodiode and sent back to the VNA, which measures
the transmission parameter similar to VNA-FMR. The increase in SNR due to
optical detection (relative to inductive techniques) enables careful evaluation of
linewidths in arrays of nanostructures. Further details can be found in [97].
Scanning Probe Techniques
To image individual nanostructures and even sub-structures, one can take advan-
tage of scanning probe techniques such as magnetic force microscopy (MFM). In-
deed, ferromagnetic resonance force microscopy (FMRFM) also employs a mag-
netic sub-micrometer ferromagnetic sphere attached to the apex of a cantilever to
detect the resonance modes of a nearby ferromagnetic element by means of their
dipolar interaction. A static field is applied to the sample to saturate it out-of-
plane while dynamics are excited with an in-plane microwave field delivered by
a transmission line. At resonance, the time-averaged out-of-plane magnetization
will be slightly reduced relative to the non-resonance state because of the finite
value of the precession angle. The cantilever then detects this small change in the
time-averaged magnetization. The signal can be significantly enhanced by mod-
ulating the microwave field amplitude at the cantilever’s mechanical resonance
frequency (tens of kilohertz). Note that the stray field generated by the tip itself
induces a non-uniform magnetic field, adding to the ‘total applied field’ so that
only a small volume of the sample is at resonance condition at one time. The
spatial resolution is determined by this field gradient and of course, the FMR
linewidth. However, this non-uniform field gradient would distort the modal re-
sponse of a nanostructure relative to how it would behave as an isolated device;
in this sense, FMRFM provides only an indirect measurement. Nevertheless,
the magnetic structure within an individual nanostructure can be resolved in
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principle. Further details can be found in [98] and [99].
Other scanning probe techniques make use of the thermal response of a sam-
ple during resonant microwave absorption to probe its dynamics. In scanning
thermal microscope-detected ferromagnetic resonance (SThM-FMR), the sam-
ple is fixed on the top wall of a cavity, which provides microwave excitation. A
small hole in the cavity allows an AFM with a thermal probe tip (e.g. Pt or
Au) to access the sample. At resonance, heat is dissipated in the sample as it
absorbs microwave power; this temperature change is detected as a change in the
electrical resistivity of the thermal nanoprobe. Scanning the thermal tip across
the sample provides a lateral resolution down to 30 nm. Even better lateral reso-
lution (∼10 nm) can be achieved by using a scanning thermo-elastic microscope
(SThEM) instead, which measures the local thermo-elastic deformation due to
the heat dissipated at resonance. One can employ a scanning tunneling micro-
scope in the constant current mode to sensitively detect the amount of vertical
expansion of the surface of the sample (on the order of 0.01 nm),6 as was used
in studying single Ni dots down to 70 nm diameter [100]. More details can be
found in [101].
Spin-Torque FMR
One can make use of the spin-torque effect in actual magnetoresistive devices
to directly measure the ferromagnetic resonance properties. In spin-torque fer-
romagnetic resonance (ST-FMR) [102], microwave current is sent to the device.
When the frequency of the microwave current matches the resonance condition,
the free layer precesses. Because the resistance of the device depends on the
relative orientations of the free layer and the reference layer, this precession also
6Note, however, that the actual detected signal also includes the thermal expansion of the
substrate materials, which can be one order of magnitude higher than that of the sample.
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changes the resistance of the device accordingly. Mixing the varying resistance
and the microwave current gives rise to a measurable DC voltage if the two
components are in-phase [103], as they are in resonance. Thus, the average dc
resistance enables the measurement of FMR in the device.
Obviously, ST-FMR enables measurements of individual nanostructures, and
requires fabrication of fully-functional magnetoresistance (MR) devices. It is
also important that the free and reference layers be mis-oriented to produce
sufficient SNR [104, 105]. For example, materials used for the constituent layers
are chosen to have vastly different magnetic properties, allowing the free layer
to orient perpendicular to the plane while the fixed layer remains in-plane in the
presence of a perpendicularly applied field. This technique, however, is prone to
artefacts such as significant Oersted fields or the spin-torque effect itself shifting
the frequency of precession and influencing the linewidth.7 Because the device
is composed of different magnetic layers, the effect of these other layers on the
response of the active (free) layer must be considered as well. The analysis of
ST-FMR data can thus be challenging, and because it is relatively new, obtaining
accurate values of physical properties require careful consideration of artefacts
which may not be well-known until now [106].
Summary
An overview of the selected techniques described briefly in this section is given in
Table 3.1, which summarizes important criteria such as the domain of operation
(time or frequency), spatial resolution, typical sample geometry8 and complexity
(loosely based on the ease of setting up, using the measurement system, and the
interpretation of measured data). I would like to clarify that this attempt to
7Recall that the spin-torque effect acts as negative damping on the system.
8Of course, various implementations may exist that enable application to other sample
geometries, e.g. using microscopic CPWs for VNA-FMR
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provide a comparison among different techniques is in no way exhaustive, and
only serves the purpose of summarizing a few important aspects of measurement
to facilitate the selection of a technique appropriate for the purposes of this
thesis. The interested reader will find more in-depth reviews in [107] and [91].





Cavity FMR frequency No thin film/dense array Low
VNA-FMR frequency No thin film/dense array Low
PIMM time No thin film/dense array Low
TR-MOKE time Yes patterned High
FR-MOKE frequency Yes patterned High
FMRFM frequency Yes patterned High
SThM-FMR frequency Yes patterned High
ST-FMR frequency/time No ‡ MR device High
†Set-up, use and data interpretation
‡But individual nanostructures are probed
From the table, it seems that VNA-FMR is advantageous in terms of its low
complexity and broadband capability, but it has limited sensitivity and does not
lend well to studies of nanostructures. Knowing the effect of size on magnetic
properties such as α would, however, make thin film measurements sufficient for
the purposes of materials development. Such a study is presented in the next
section.
3.3 Background: Size Effect in Magnetization Dy-
namics
Advances in lithography, coupled with the development of sensitive measurement
techniques, have spurred considerable research on spin dynamics in confined
magnetic structures. Shaw et al. [108] used FR-MOKE to study the effect of
size on the FMR response of arrays of elliptical in-plane magnetized Permalloy
nanostructures. Above a critical nanomagnet size (around 100 nm), two modes of
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different frequencies were experimentally observed. These modes were identified
as ‘end’ and ‘center’ modes using micromagnetic simulations, where the two
names correspond to the regions where precession occurs. Measurements of
linewidth for each mode revealed increased linewidth for end modes relative to
center modes, and this increase was attributed to the end mode being more
sensitive to process effects including size and shape distributions. In contrast,
intrinsic damping was found to be largely unaffected - it did not vary with size
for end and center modes, and was similar to the thin film value. However, a
closer look at the reported data shows some indication that end mode damping
may be higher than center mode damping, but this was not explored in the
study.
In a later study by Noh et al. [109] on CoFe nanodots using VNA-FMR,
several modes were also observed, but α was extracted from only one mode -
which was described in the work as the ‘whole magnetization’ mode, and ascribed
to here as the center mode. A clear increase of apparent α versus nanodot
diameter was shown, in contrast with the constant α reported in the Permalloy
study. It must be noted, however, that the treatment of linewidth measurements
in the work of Noh et al. did not separate inhomogeneous linewidth contributions
as in the case of Shaw et al. (hence the term apparent α to denote the difference).
Moreover, the thickness of the magnetic layer was larger in the CoFe case (20
nm) than in the NiFe case (3-10 nm). As such, the onset of the center mode
occurred at lower critical diameter [108] for the CoFe study, and could have
contributed to the differences between the two studies.
The above discrepancy calls for a clarification regarding the effect of size on
damping. It is also clear that micromagnetic simulations are required to take
into account the complex internal fields brought about by the confinement. This
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is important, considering that in actual measurements, SNR might limit the
detection of only selected modes; micromagnetics aid in the identification and
understanding of these modes. Moreover, there is a lack of understanding in the
behavior of α between in-plane and out-of-plane configurations. In the follow-
ing, micromagnetic simulations allow eliminating extrinsic effects brought about
by patterning and zero in on the size effect. Size variations for both in-plane
and perpendicularly magnetized nanostructures with varying magnetic material
properties including the saturation magnetization, 0.6 T ≤ µ0Ms ≤ 2.4 T (in-
plane) and anisotropy 1.1 T ≤ µ0HK ≤ 2.4 T (out-of-plane) are considered.
The chosen range of parameters covers most materials of interest from Permalloy
(µ0MS ≈ 1 T) to CoFe alloys (µ0MS ≈ 1.8 - 2.2 T). Before proceeding, the aim
of this study is reiterated: determine how size affects the measurement of damp-
ing to explore the applicability of large area or thin film measurement to device
level and thus guide the selection of an appropriate measurement technique.
3.4 Simulation Tool and Fitting Procedure
The analysis in the following relies on an FEM formulation implemented within
the software package SpinFlow 3D [110]. The FEM approach is well-suited to the
device geometry (typically disks) and SpinFlow3D is the software of choice for
its integrated linear response solver, enabling fast and simple FMR simulations.
The modeling procedure is as follows: first, a micromagnetic equilibrium state is
computed by solving a dimensionless form of the LLG equation in the presence of
an effective field which includes an external dc field HDC in addition to demag-
netizing, exchange and anisotropy contributions. For this step, a large damping
constant, typically 0.1 -1, is selected for all the micromagnetic sub-domains to
quickly relax the solution to an equilibrium with minimal oscillations. Second,
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a computation of the spinwave eigen-modes and associated eigen-frequencies in
the vicinity of the known equilibrium state is done by solving the linearized
Landau-Lifshitz equation (§2.4.1). With this, the FMR response to a small AC
field hac is determined.
The finite element mesh is generated using gmsh [111]; a sample generated
mesh for an ellipse is shown in Fig. 3.1. The mesh size lmeshfor each simulation



















Figure 3.1: Mesh of an ellipse generated by gmsh.
A sample simulated spectrum is shown in Fig. 3.2 to have multiple peaks.
The fitting procedure employed is analogous to experiments:
1. The resonance frequency fres and full width at half maximum ∆f for a
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given applied dc field HDC is obtained by fitting each peak of the simulated
FMR response to a Lorentzian of the form
χ˜(f) =
2P∆f
4pi(f − fres)2 + ∆f2 (3.4)
where P is the peak amplitude and f is the frequency of the AC field hac.
Fits to multiple peaks are done simultaneously.





(HDC +H1)(HDC +H2) (3.5)
where H1 and H2 are ’stiffness fields’ which include anisotropies and de-
magnetizing fields.
3. The frequency linewidth ∆f for each HDC is converted to the correspond-





where the denominator corresponds to the slope in the fits to Eq. 3.5 at
the particular fres.
4. A linear fit of ∆H versus fres to




























Figure 3.2: Example of a simulated FMR spectrum with multiple peaks fit si-
multaneously, with peak properties labeled accordingly.
3.5 FMR Model Validation
An important requirement of this micromagnetic approach is to validate the
model by simulating reported experimental data. Computed results using Spin-
Flow3D are compared with experimental data for elliptical Permalloy nanodisks
from Shaw et al. [108] with simulation parameters given in Table 3.2. HDC is
applied along the long axis of the ellipse. Qualitative agreement is seen between
the experimental data and OOMMF simulation results of Shaw et al. and the
simulation performed in this work for all sizes considered (Fig. 3.3).
3.6 Ferromagnetic Resonance Response in Circular
Disks
Having gained confidence in the simulation tool, I proceeded to use SpinFlow3D
to study single, isolated circular disks of varying sizes and material parameters as
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Figure 3.3: Comparison of simulated resonance frequency response for Py el-
lipses with nominal size (a) 50 nm, (b) 100 nm, and (c) 200 nm as per [108].
Each figure includes experimental data (black circles), reported simulations (thin
blue-line, NIST Simulation), and simulation results in this work (thick red-line,
SpinFlow3D Simulation).
are explored, with HDC being applied along yˆ for the in-plane case as defined
in Fig. 3.4(a). The values of applied dc field are chosen to be in the range used
in relevant experiments [108, 109], while the ac field amplitude is chosen to be
small enough for the excitation to occur in the linear regime(|hac|  HDC).
There are, in general, multiple peaks seen in the FMR spectrum in the fre-
quency range considered, indicating multiple eigen-modes. Before proceeding, a
distinction has to be made with what is referred to here as a ‘peak’ and an ‘eigen-
mode’: a peak - in the overall spectrum - may have contributions from one or
more eigen-modes. For instance, in Fig. 3.2, there are three peaks with observ-
able amplitude, but there may be more than three eigen-modes present. Only
the two peaks with significant amplitude for reliable fitting are considered hence-
forth, where they are referred to as the low frequency peak and high frequency
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Table 3.2: Parameters used for validation of simulation tool
Parameter (units) Value
µ0Ms (T) 0.96
µ0HK (mT) 0.5 along long axis
exchange stiffness A (pJ/m) 11
thickness t (nm) 10
mesh size lmesh (nm) 5
shape elliptical
lateral size (nm2) 71 × 65 (‘50 nm’)
120 × 110 (‘100 nm’)




Table 3.3: Simulation parameters used in §3.6
Parameter (units) In-plane Perpendicular
µ0MS (T) 0.6 - 2.4 1.0
µ0HK (T) 0 1.1 - 2.4
exchange stiffness A (pJ/m) 20
thickness t (nm) 2
mesh size lmesh (nm) 1 for d ≤ 40 nm
2 for d > 40 nm
shape circular




peak, as per their resonance frequencies, flow and fhigh, respectively. The eigen-
modes contributing to these two peaks, can be isolated in SpinFlow3D, such that
one is able identify an eigen-mode-specific resonance frequency, linewidth, and
amplitude.
3.6.1 In-plane configuration
The eigen-mode-specific resonance frequencies versus disk diameter for the in-
plane configuration (µ0MS = 1.7 T, HDC = 0.05 T) are shown in Fig. 3.4 along
with the associated mode profiles. The color scale corresponds to the amplitude
of precession. From the spatial distribution, we label uniform (U), edge (E) and
center (C) eigen-modes, accordingly. As can be seen, the mode profiles evolve
78
as device size changes. The evolution is labeled, for instance, U-E to represent
evolution from uniform (U) to edge (E) mode (Fig. 3.4(a)). The second evolving
mode is the E-C (edge-to-center) mode (Fig. 3.4(b)), with edge precession along
both yˆ and xˆ more obvious in smaller disks, unlike the edge character of the U-E
mode confined along yˆ. The third evolving mode shown in Fig. 3.4(c) also has
edge-dominated precession persistent for the entire size range. This is referred
to as the E-E mode (edge-to-edge).
In the U-E mode evolution, for devices with sizes on the order of exchange
length lex, the lowest energy mode is akin to a uniform precession mode. As
size is increased sufficiently beyond lex, a non-uniform mode character emerges,
and the influence of exchange and demagnetization must be considered. In Fig.
3.5(a), the computed demagnetization field profile is shown for a 150 nm disk.
Notice the inhomogeneity of the demagnetization field along the edges in the di-
rection of HDC , which is known to create a potential well for spin-waves tending
to localize them [61]. This edge localization is seen across all sizes, as highlighted
in Fig. 3.5(b) which shows computed demagnetizing field components HyD (par-
allel to the DC field). The increasing distance between the regions with high
demagnetizing field amplitude also explains the increasing confinement of the
E-E mode as size increases. In conjunction with the spatial distribution of HD,
exchange causes more complex behavior such as in the case of the E-C mode,
which show ‘bridging’ along xˆ, where demagnetization energy is minimal.
To explain the resonance frequency behavior, one might attempt to use a
more general form of Eq. 2.69, but with quantization in all three directions.
However, there is no simple quantization scheme that can be used for the nan-
odisks considered here [60] and the internal field is non-homogeneous for this
















































Figure 3.4: Frequency response for the (a) Uniform-to-Edge (U-E), (b) Edge-to-
Center (E-C) and (c) Edge-to-Edge (E-E) eigen-modes versus device size (diam-
eter) for µ0Ms = 1.7 T, applied field µ0HDC = 0.05 T. Spatial mode profiles of
precession amplitude are shown as insets. The geometry is defined in (a).
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magnetic simulations. Nevertheless, a simple analytical form approximating the
dispersion equation for spin-wave modes in a thin circular disk has been obtained




[HDC(HDC +MS(1− 3N(β))]1/2 (3.8)
where N(β) is an effective demagnetizing factor dependent on the aspect
ratio of the disk β = 2t/d, t and d are the thickness and diameter of the disk,
respectively. N(β) decreases as the diameter increases, i.e. as the aspect ratio
decreases, so that (1 − 3N(β)) increases with size [113–115]. Therefore, in the
size regime where the U-E mode is mostly uniform (d < 50nm), an increase in
fres is seen. The decreasing amplitude of HD with increasing size - resulting in
an increase in fres ∝ Heff = HDC − HD is also seen in numerical calculations
(Figs. 3.5(b)). For larger disks, the U-E mode transitions to a non-uniform, edge-
dominated mode. As such, the exchange contribution, which is still essentially
given by a term proportional to 1/d2 [112], acts to decrease fres with size. This
decreasing trend is also seen in the case of the non-uniform E-C and E-E modes.
Figure 3.5: (a)2D map of the calculated demagnetization field for a circular
disk of 150nm diameter, with the color scale corresponding the magnitude. (b)
Calculated demagnetization field HD for circular disks of different diameters
along yˆ, taken at x = 0. Figure courtesy of Dr. Kwaku Eason.
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3.6.2 Crossover and conjugation of eigen-modes
Another important characteristic of the FMR spectrum is the relative amplitudes
of the observed modes. The measured FMR signal amplitude of a mode is
proportional to the volume of the device in precession. In the U-E mode, the
edge precession volume is increasingly confined to the edges with increasing size
(see Fig. 3.4(a)) so the relative amplitude of the peak decreases. In contrast, the
amplitude of the E-C mode signal increases with size, as the central precessing
volume grows. Consequently, in smaller sizes, the U-E mode dominates the
measured signal, however, as size increases, the E-C mode begins to dominate - a
so-called ‘crossover’. The size at which the crossover occurs depends on magnetic
properties. This is illustrated in Fig. 3.6, where the crossover is observed for
µ0Ms = 1.7 T and 2.4 T.
Figure 3.6: (a) Simulated FMR response versus device size for µ0Ms = 0.6 T,
(b) 1.0 T, (c) 1.7 T and (d) 2.4 T at µ0HDC = 0.05 T. White arrow indicates
the location of the change in dominant modes, crossing over from U-E mode to
E-C mode with increasing size.
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Near the crossover size, there also occurs a ‘conjugation’ or joining of two
distinct modes: the U-E and E-E modes, shown in Fig. 3.7 for µ0MS = 1.7 T.
At the conjugation point, the mode profiles of the U-E and E-E modes become
quasi-degenerate and resonate at similar frequencies.
Figure 3.7: Resonance frequency versus size at µ0HDC = 0.05 T for U-E and
E-E modes with µ0Ms = 1.7 T, zooming in to the point of conjugation. Note
the increasingly similar mode profiles of the U-E and E-E modes.
The onset of both crossover and conjugation vary with MS , occurring at
smaller sizes as MS is increased (Fig. 3.8). Moreover, for the U-E mode, the
diameter at which an initially positive slope of fres vs. diameter transitions
to a negative slope (due to the onset of a more edge-like mode) is smaller in
materials with larger MS . For the smallest MS (0.6 T), a decrease in fres for
the U-E mode is not observed at all in the range of sizes considered. These
effects may be attributed to the smaller lex as MS increases, allowing greater
complexity in the mode profile. The consequences of crossover and conjugation





















0MS = 0.6 T
0MS = 1.0 T
0MS = 2.4 T
Device Size (nm)
0MS = 1.7 T
(a)
Figure 3.8: Frequency response of three observed eigen-modes for (a) µ0MS =
0.6 T, (b) 1.0 T, (c) 1.7 T and (d) 2.4 T.
3.6.3 Linewidth and Apparent Damping
In actual measurements, it is possible that detection sensitivity may not be
sufficient to resolve peaks other than the dominant one. A crossover in mode
dominance means that when studying size effects, the measured linewidth may
belong to an entirely different mode above a critical size! Indeed, one can extract
a different linewidth and therefore an apparent damping parameter αapp for each
peak (whatever modes comprise it) as shown in Fig. 3.9. One must then invoke
micromagnetic simulations to properly account for these modes. For the high
frequency peak, traced to the E-C mode, αapp decreases monotonically for all
Ms. For the low frequency peak, which has contributions from both U-E and
E-E modes, an increasing αapp trend is seen for higher MS , along with higher
αapp values. Recent experimental results following these αapp trends for both
end and center modes have been presented recently [106]. In [106], however,
the trends are explained by considering an additional damping torque due to in-
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tralayer spin pumping, which occurs when the dynamics are non-homogeneous.
In this picture, the increasingly non-uniform mode profile of the U-E mode in-
creases damping. On the other hand, the E-C mode shows increasingly uniform
profiles as size increases, thus resulting in lower damping. However, the said
additional term is not included in the present simulation, showing that the same
experimental results can be explained without consideration of intralayer spin
pumping.
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Figure 3.9: Apparent α for in-plane magnetized disks with different Ms extracted
from the (a) low frequency peak and (b) high frequency peak.
An additional effect - conjugation - may also cause artificial broadening. The
conjugation of the U-E and E-E modes are illustrated in Fig. 3.10. After a critical
diameter, the resonance frequencies and amplitudes of the U-E and E-E modes
become comparable, so that multiple modes are contributing significantly to the
detected peak, akin to two-magnon scattering, in which case a simple linear fit
to Eq. 3.7 does not apply. Another indication that the linear treatment is not
sufficient is the inhomogeneous linewidth broadening ∆H0, which, though small
(<3mT in the entire range), increases with size for high MS (Fig.3.11), so that
αapp does not strictly correspond to intrinsic α.
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Figure 3.10: FMR spectrum for U-E (thin black) and E-E (thick red) modes in
the size range where broadening may occur.
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Figure 3.11: Linewidth versus frequency for different diameters showing an in-
crease in the y-intercept.
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3.6.4 High field spectra
When much higher amplitudes of in-plane DC fields are applied, the equilib-
rium magnetization deviates less from yˆ, as shown by the decrease of the x-
component of the static magnetization vector in Fig. 3.12 for a 100 nm disk
with µ0MS =2.4 T. By taking only measurements from fields >1 T, α reverts to
∼ 0.01 (open inverted triangles in Fig. 3.9). Note that the eigen-mode profiles
remain similar to the low-field scenario, i.e. of end-mode character for the low
frequency peak and of E-C character for the high frequency peak. Thus, the
increase in apparent α can be overcome by a thorough saturation of the disk,
which, however, entails high fields and frequencies beyond what is common in
the laboratory. In addition, pinning effects from process related damages may
increase the saturation field further, making intrinsic α measurement difficult to
obtain in the in-plane configuration.























Figure 3.12: Maximum deviation of equilibrium magnetization away from the
x-axis (perfect alignment along xˆ is 1) for in-plane magnetized disks with
µ0MS = 2.4 T . Recall that the field is applied along the y-axis. Equilibrium
magnetization profiles for selected diameters are also shown.
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3.6.5 Perpendicular Configuration
A striking difference in resonance frequency behavior versus size is seen between
the in-plane and perpendicular configurations. In the latter case, there is only
one dominant mode with centro-symmetric profile due to the symmetry of the
stray fields (Fig. 3.13). There is also no crossover nor strict conjugation observed
for diameters up to 300 nm, i.e. the mode profiles remain distinct. However,
the resonance frequencies of the two lowest-frequency eigenmodes do approach
with increasing size. In the whole parameter range, the spectrum with the
smallest amplitude difference is seen for a 300 nm disk with µ0MS = 1.0 T and
µ0HK = 2.4 T - the separation between peaks is 1.5 GHz, with the dominant
peak still seven times larger than the other peak (Fig. 3.14). In addition, the
equilibrium magnetization profile is uniform even for small perpendicular fields
(e.g. 0.11 T, including both anisotropy and applied fields), leading to stable
mode profiles.
For αapp, while strong variations are found possible for the in-plane case,
no variation is observed for the perpendicular case, regardless of size and HK
(Fig. 3.15). The slight deviation for large MS seen for 300 nm is caused by
the errors in the multi-peak fit (see, for example, Fig. 3.14), and a fit using the
isolated response from only the dominant mode yields 0.01. Of course, separating
modal contributions to the spectrum with such accuracy is only possible through
simulations; nevertheless, the deviation caused by fitting is only around 1%.
Therefore, the perpendicular configuration allows a measurement of α with high
fidelity.
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Figure 3.13: Frequency response for the two lowest-frequency eigenmodes versus
diameter for different HK at µ0MS = 1.0 T, µ0HDC = 0.05 T applied perpen-
dicular to the plane. Spatial mode profiles of precession amplitude are shown as
insets. The leftmost profile is representative of the higher-order mode.


















0MS   = 1.0T
0HK   =  2.4T
0HDC = 0.09T
Figure 3.14: FMR spectrum and multi-peak fit for a 300 nm nanodisk with
µ0MS = 1.0 T, µ0HK = 2.4 T at a perpendicularly applied field of µ0HDC =
0.09 T.
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Figure 3.15: Apparent α for perpendicularly magnetized disks with different HK
extracted from the dominant peak.
3.7 Conclusion
I have shown that FMR methods using larger samples can lead to varying results,
particularly, when M is in the plane, and also depends on magnetic parameters.
The variation of experimentally-extracted α versus size was reproduced in the
simulations here without including an additional damping torque from intralayer
spin pumping [106]. I have also shown that several effects such as crossover and
conjugation have to be considered to extract α accurately. High values of applied
DC fields may produce results which are less affected by size, but this necessitates
very high frequency equipment that are not readily available and are much more
difficult to work with. The presence of edge modes also means that the FMR
response would be more strongly susceptible to edge roughness, tapering and
other process-related effects [116]. On the contrary, when M is out-of-plane,
significantly improved stability of the eigen-mode profiles is observed over a range
of sizes and material parameters, and a singular value of α is extracted. A natural
extension of this conclusion is that even as size increases to the thin film limit, α
can be reliably extracted provided a perpendicular measurement configuration is
used. Although in this work, micromagnetic simulations are utilized to explore
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the effect of size on measured damping for reasons highlighted earlier, the reader
may find experimental comparisons of device level and film level measurement
in [117] and [118], which confirm the applicability of thin film measurements,
e.g. VNA-FMR, in lieu of more complicated device measurements for efficient
STT-MRAM material development.9




Development of a VNA-FMR System for
Thin Film Measurement
4.1 Introduction
In Chapter 3, I have explored how FMR measurements of Gilbert damping in
thin films would fare against measurements in nanostructures: barring effects
from the patterning process, the perpendicular configuration would yield the
same value. Thus, the simpler, faster route of thin film measurement is taken
here. In particular, a VNA-FMR system is built during the course of this work,
as described in this chapter. Since FMR measurements are typically performed
in the GHz range, some background knowledge on radio frequency (rf) electronics
is first provided. The informed reader may opt to skip §4.2 and proceed to §4.3
directly, where the system components are described, followed by a discussion of
the data analysis methods (§4.4). The chapter ends with a comparison of results
between the system developed here and that of a more established VNA-FMR
setup belonging to a world-renowned group, showing excellent agreement (§4.5).
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4.2 Essential Microwave Concepts
In ‘traditional’ low-frequency circuit theory, wires that connect devices are typ-
ically modeled as perfect conductors that have no phase delay.1 Consider now
when the wavelength of a standing wave signal becomes comparable to the length
of the wire. In Fig. 4.1(a), when the wire length is half of the wavelength, there
is maximum voltage and minimum current both at the source and at the end of
the line, so the source ‘sees’ an open-circuit, as it is. The same can be said for
(b) in the case of a short. However, if the wire length is only a quarter of the
wavelength, there can be maximum V and minimum I at the end of the line,
but at the source, there is minimum V and maximum I, and vice-versa. Thus,
the zero-resistance model of a wire breaks down in the high-frequency regime,
where shorts can behave as open-circuits and open-circuits can behave like shorts
depending on the frequency! In fact, the geometry, among other wire character-
istics, can influence circuit behavior and this is where elementary circuit theory
falls short.
This section aims to provide a basic understanding of these odd behaviors
in the high frequency regime by addressing the concept of transmission lines.
Two specific types of transmission lines that were used in the system set up in
this work, coaxial cables and coplanar waveguides (CPW), are also given par-
ticular attention. Scattering parameters or S-parameters, which better describe
high-frequency circuits over the usual impedance parameters, are also discussed.
Finally, an intuitive relationship between S-parameters and dynamic suscepti-
bility, which is the property of interest, is presented.
1That is, a short is always zero-resistance.
94
Figure 4.1: Illustration of circuit behavior at high frequencies. (a) Open- and
(b) short-circuits when the wire is half the wavelength. (c) Open and (d) short-
circuits when the wire is a quarter of the wavelength.
4.2.1 Transmission Lines
Simply speaking, a transmission line is a medium transmitting electrical signals,
from one point to another. The simplest would then be two conductors of some
small length dx that are insulated from each other, as shown in Fig. 4.2. This
infinitesimally short segment can be modeled as a ‘lumped-circuit element’ which
is characterized by four fundamental electrical parameters: (1) the series resis-
tance R which represents the finite conductivity of the conductors, (2) the series
inductance L which is due to the total self-inductance of the two conductors, (3)
shunt conductance G which represents the dielectric loss in the material between
the two conductors, and (4) shunt capacitance C which arises because two con-
ductors are brought in close proximity to each other. All these parameters are
expressed here as quantities per unit length.
For dx that is small compared to the wavelength λ, the voltage and current
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Figure 4.2: (a) A two-wire transmission line and (b) its equivalent circuit con-
sisting of the series resistance R, the series inductance L, the shunt conductance
G, and the shunt capacitance C.
drop after each dx are




dI = −(GdxV + Cdx∂V
∂t
), (4.2)










= −(GV + C∂V
∂t
). (4.4)
To separate the space and time dependence, a sinusoidal time-dependence of
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both V and I can be written as
V (x, t) = Re[V (x)eiωt] (4.5)
I(x, t) = Re[I(x)eiωt]. (4.6)
Eqs. 4.3 and 4.4 can then be simplified to
∂V
∂x
= −(R+ iωL)I (4.7)
∂I
∂x
= −(G+ iωC)V. (4.8)







where the propagation constant γ is defined as
γ =
√
(R+ iωL)(G+ iωC) =
√
ZY (4.11)
with the impedance Z = R + iωL and admittance Y = G + iωC. γ has the
dimensions of a wave vector (1/m). The solution for Eqs. 4.7 and 4.8 have the
following form:
V (x) = V +0 e
−γx + V −0 e
γx (4.12)
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I(x) = I+0 e
−γx + I−0 e
γx (4.13)




0 , and I
−
0 are integration constants that can be determined
from boundary conditions. These solutions describe linear combinations of waves
traveling along the transmission line in opposite directions: the e−γx term rep-
resents wave propagation in the +x direction (incident wave), and the eγx term




= −γV +0 e−γx + γV −0 eγx. (4.14)
Substituting Eq. 4.7,
−(R+ iωL)I(x) = −γV +0 e−γx + γV −0 eγx (4.15)



















Z0 is called the characteristic impedance of the line, which is also related to the









by comparison of Eqs. 4.13 and 4.16. Z0 is the high-frequency counterpart of
the impedance linking a static voltage to the current.
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Recall the propagation constant γ defined in Eq. 4.11, which is also a complex
quantity. One can thus separate it into real and imaginary parts as γ = αγ + iβγ
so that one of the two voltage wave solutions in Eqs. 4.5 and 4.12 can be written
as
V (x, t) = V +0 e
−αγxeiωt−βγx. (4.19)
αγ is thus an attenuation constant that describes the dissipation reducing the
wave amplitude, while βγ is a phase constant that describes the phase rotation





If R is small compared to L and G is small compared to C, which is the case in

































If dielectric losses are small compared to conductor losses, the terms containing







This means that the characteristic impedance tends towards a constant value for
high frequencies. Moreover, Z0 is not related to the resistance of the cable but
to the values of L and C, which can be chosen to achieve a desired value of Z0.
Now, consider a transmission line with impedance Z0 delivering power to a
load with characteristic impedance ZL at x = 0, as shown in Fig. 4.3.
Figure 4.3: A transmission line of characteristic impedance Z0 delivering power
to load ZL. The incident and reflected voltage waves are shown.
According to Eqs. 4.12 and 4.16, the voltage VL and current IL at the load








V +0 − V −0
Z0
. (4.26)










Using Eqs. 4.26 and 4.27, one obtains
V +0 − V −0
Z0
=














Γ is aptly called the reflection coefficient, i.e. how much of the incident wave
(characterized by V +0 ) is reflected back (V
−
0 ). Eq. 4.29 makes it obvious that
no backscattering occurs if ZL = Z0, i.e. the load impedance is matched to the
characteristic impedance of the transmission line. Therefore, every change in
impedance along a transmission line scatters electromagnetic waves.
Most microwave hardware is specified at the standard of 50 Ω. If one is to
design a transmission line, then the characteristic impedance of that line should
also be 50 Ω. This 50 Ω standard is said to be rooted in the compromise between
low-loss and power handling in coaxial lines [120], a common type of transmission
line, which will be discussed next.
Coaxial Cables
In microwave jargon, transmission lines often refer to specialized cables and other
media designed to carry electromagnetic signals such that minimal reflections
and power losses occur. One such transmission line is the coaxial cable, which
is shown schematically in Fig. 4.4(a). It consists of a round inner conductor of
radius r1 separated from an outer metallic cylinder of radius r2 by an insulating
spacer characterized by its relative dielectric constant r = /0. To prevent
the outer conductor itself from radiating, it is connected to ground. The term
‘coaxial’ stems from the inner and outer conductors sharing the same geometric
axis.
The patterns of electric and magnetic fields are shown in Fig. 4.4(b). The
electric field is oriented radially (following ur), while the magnetic fields run
in concentric circles between the two conductors (following uθ) . This config-
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uration corresponds to transverse electromagnetic (TEM) waves, wherein elec-
tric and magnetic fields are perpendicular to the direction of propagation and
lack longitudinal field components. TEM waves are non-dispersive and have a
uniquely defined current, voltage and characteristic impedance. It can be shown
that similar to the derivations in the earlier part section (which are applicable
to TEM modes), determining the series inductance L and shunt capacitance C
would give an expression for the basic characteristics of a low-loss line, such as its
characteristic impedance. An estimation of L and C can be obtained as follows:
The magnetic induction on a circle with radius r between two conductors is





where I is the current through the center conductor. The magnetic flux through

















where µr is the relative permeability of the dielectric material. The inductance













To derive C, one starts with the electric field on a circle with radius r between





where Q is the electric charge per unit length on the inner wire. The voltage
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For a coaxial cable with air dielectric (r = µr = 1), setting r2/r1 = e =
2.718 . . . (Zcoax =60 Ω) maximizes dielectric breakdown, while r2/r1 ≈ 1.65
(Zcoax ≈ 30 Ω) maximizes power handling. On the other hand, setting r2/r1 ≈
3.6 (Zcoax ≈77 Ω) minimizes attenuation. The ‘50 Ω standard’ is often attributed
to the compromise between maximum power capacity and minimum attenuation,
which is obtained from either the arithmetic or geometric mean of these two
values [120].
Coplanar Waveguides
In this work, a microwave field has to be delivered to a thin film sample, which
cannot easily be done using a coaxial line. A more suitable type of transmission
line wherein all of the conductors are located on the same side of a dielectric
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Figure 4.4: (a) Schematic of a coaxial cable with inner conductor of radius r1
and outer conductor of radius r2 (b) Electric and magnetic field configurations
inside a co-axial cable.
substrate is the coplanar waveguide (CPW) (Fig. 4.5). The center conductor, or
signal line, has a width w separated by narrow gaps of width s from two ground
planes on either side. Unlike the coaxial line, wave propagation in a CPW takes
place in different dielectric media: (1) the substrate below, with permittivity
r and thickness h, and (2) air above the metallic planes. Because of this, the
propagation mode is not precisely TEM. However, in most practical applications
including this work, the dielectric substrate is electrically very thin (h  λ) so
the longitudinal field component is considerably smaller than the transversal
ones, and the propagation mode can be taken as quasi-TEM with low dispersion
[119].
Figure 4.5: Cross-section of a coplanar waveguide with center conductor width
w and gap width s on a dielectric substrate (gray). Solid lines correspond to
magnetic field while dashed lines correspond to electric field.
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Thus, similar to the coaxial line, if the values of L and C are known, the
characteristic impedance ZCPW can be calculated. However, L and C cannot be









where f(s, w, h) is a complicated function depending on the geometrical prop-
erties of the CPW. 2 The effective relative permittivity eff , which accounts for
the waves propagating in the substrate and in air, can be approximated as the


















f(s, w, h). (4.41)
Although an explicit expression relating ZCPW and the geometrical parameters
is not provided here, one can still see that the impedance of the CPW can be set
to 50 Ω by varying w and s for a dielectric of given thickness and permittivity.
In general, the attenuation also decreases with increasing w and h.
Now, if the CPW is to be used for delivering the microwave magnetic field
to the sample, the field profile of the CPW is of interest. One can approximate
2Although some approximate analytical formulas of ZCPW have been presented [121, 122],
CPW design is better left to computer-aided design (CAD) tools.
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h · dl (4.42)
where Cp is a closed path. If the thickness of the center conductor is much less
than its width, then the contributions of the very thin sides of the rectangular
line integral can be ignored. Thus,
I ' 2why (4.43)
where hy is the field transverse to the propagation direction (the flat part near
the top of the conductor). Using this approximation, the semi-infinite ground
planes radiate negligible magnetic field.
One may also notice in Fig. 4.5 that there could be an rf magnetic field
component along the z-axis (hz) especially near the edges of the signal line. The
magnitude of hz is not a priori negligible, and can in fact be comparable to
the magnitude of hy [123]. The effect of hz should be taken into consideration
because in practice, the lateral dimensions of the sample exceed w and the sample
extends over the ground planes. However, when a dc field high enough to saturate
the sample is applied along zˆ, as in most of this work, there is no resonance
behavior due to hz because the magnetization and pumping fields are collinear
in this case. Even when a saturating dc field is applied along xˆ, the perpendicular
component of magnetization mz that might be excited due to hz will be much
smaller than the in-plane component my because of the strong demagnetizing
field (on the order of 1 T) for thin film samples. Counil et al. [124] provided
a more detailed analysis of the in-plane case, and reported that a non-uniform
field profile generates magnetostatic modes, and actually leads to measurable
106
shifts of the resonance frequency and additional linewidth broadening - but the
deviations are significant only for low frequencies (. 5 GHz). In any case, for
the experimental configuration of this work, the approximation of the operative
rf field hy being uniform is sufficient.
4.2.2 Scattering Parameters
In traditional low frequency electronics, matrix parameters such as Z (impedance),
Y (admittance), H (hybrid) or G (inverse hybrid) are used to describe the rela-
tionship between the total voltages and currents at the ports of a device under
test (DUT). However, these parameters are not well-suited for rf measurements,
because (1) the phase of voltage or current changes significantly over the physi-
cal extent of the DUT, making it difficult to measure total voltages and current
at the ports, and (2) ideal opens or shorts are not easily implemented at high
frequencies.
A different set of parameters, namely scattering or S-parameters are more
suitable. S-parameters are complex, frequency-dependent quantities that can be
measured based on 50 Ω terminations, instead of opens or shorts. S-parameters
also lend well to the treatment of signals as power waves which can be reflected
or transmitted, rather than total currents or voltages. A schematic of the rela-
tionship between incident and reflected waves for a two-port network is shown
in Fig. 4.6. The incident and reflected complex power waves ai and bi can thus
be described by
b1 = S11a1 + S12a2 (4.44)
b2 = S21a1 + S22a2 (4.45)
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Each parameter Sij is the ratio of the outgoing power wave bi at port i to the
incident power wave aj at port j when no signal is fed at any other port, i.e., when
the other port(s) are terminated into nonreflecting matched loads Z0 = 50 Ω.
S11 and S22 are called the input and output reflection coefficients, respectively,
while S21 and S12 are the forward (from port 1 to port 2) and backward (from
port 2 to port 1) transmission coefficients, respectively.
The relationships between the complex power waves and the terminal voltage






Vi − Z∗i Ii
2
√|Re(Zi)| (4.48)
where Zi is an arbitrary reference impedance at port i (the asterisk denotes the













Vi and Ii can thus be calculated as
Vi =
√






An instrument that can measure S-parameters is the vector network analyzer
(VNA), which will be described in more detail later.
Figure 4.6: Illustration of the relation between the S-parameters of the two-port
device under test and the complex waves ai and bi.
4.2.3 S-Parameters and Dynamic Susceptibility
Consider now a magnetic slab of thickness z0 placed on top of a CPW’s center
conductor as illustrated in Fig. 4.7.
Figure 4.7: Magnetic slab of thickness z0 placed on top of the center conductor
of a coplanar waveguide. The small excitation field is approximately uniform
and parallel to the surface of the conductor.
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A time-dependent magnetization m leads to a change in magnetic flux φ as
dφ ≈ µ0my(t)z0dx (4.53)
where dx is the length of an infinitesimal part of the slab. A changing magnetic







Because my is oscillating (∝ e−iwt), one can write
dV ∼= −iωµ0myz0dx. (4.55)
As per Eq. 2.48, my(t) can be expressed as
my(t) = χyyhy = χyyKI (4.56)
where the magnetic field hy produced by sending current I is related through a
geometrically-determined proportionality constant K. For a CPW, one estimate




Eq. 4.57 is of a similar form to Eq. 4.3, so the moving magnetization can be
modeled as an additional impedance
∆L ∼= µ0z0Kχyy. (4.58)
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This means that χyy can be measured by impedance measurements. In the
previous subsection, the measurement of impedance through S-parameters has
been discussed. An explicit relationship between χyy and the S-parameters is
thus of interest. To simplify the calculation, the section of the CPW with sample
on top can be approximated as a lumped element with its own R, G, L and
C. This allows the calculation of S11 and S21 to proceed as a simple two-wire
transmission line as [126]
S11 =
iωL+R+ Z0
1 + Z0(G+ iωC)
− Z0
iωL+R+ Z0





1 + Z0(G+ iωC)
iωL+R+ Z0
1 + Z0(G+ iωC)
+ Z0
(4.60)
The reluctance can be obtained by solving Eqs. 4.59 and 4.60, yielding
iωL+R =
1 + S11 − S21
1− S11 Z0. (4.61)
If there was no magnetic contribution from the sample, L = LCPW , where
LCPW is the self-inductance of the CPW. The corresponding S-parameters for









When the sample does contribute to the effective inductance,
L ∼= LCPW + µ0z0Kχyy (4.63)




respective expressions for inductance into Eq. 4.63 yields










which simplifies χyy = χ to
χ = χ0
(
1 + S111 − S121
1− S111






where proportionality constants and experimental parameters such as fre-
quency and film thickness have been lumped into a single parameter χ0.
4.3 System Components
Now that measurement of the dynamic susceptibility through S-parameters have
been demonstrated through Eq. 4.65, a description of a system with such capa-
bility is in order. In this section, the components of the VNA-FMR setup that
I built in the course of this work are described in detail. An overview of the
system is shown in Fig. 4.8, and a photo of the actual system is shown in Fig.
4.9.
Figure 4.8: System diagram of the VNA-FMR system at DSI.
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Figure 4.9: Photo of the VNA-FMR system at DSI.
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4.3.1 Vector Network Analyzer
The VNA acts as the source of the microwave power and also provides the S-
parameter measurements from which the susceptibility data is extracted. The
system built in this work uses a 2-port Agilent Performance Network Analyzer
Model N5222A (10 MHz to 26.5 GHz).
Operation
Since the VNA is such a central equipment to the system, a short description of
its operation is provided here. This discussion draws heavily from [127], and the
interested reader is directed to this reference for more details.
Figure 4.10: Simplified block diagram of a 2-port VNA showing its main func-
tional groups. Figure from [127]. c©Keysight Technologies, Inc. 2011. Repro-
duced with Permission, Courtesy of Keysight Technologies
A simplified block diagram of a 2-port VNA is shown in Fig. 4.10, showing
five main functional groups. The power supply group simply supplies power to
other assemblies in the instrument. The synthesized source group generates two
phase-locked incident signals and a local oscillator signal (LO). In the signal
separation group, switching between the port 1 and port 2 paths allows forward
or reverse measurements. Also, in this group, the incident signals are divided
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into test and reference signals. Test signals are coupled-off and routed to the
test ports, and thus to the DUT. The DUT reflects or transmits the test signal,
which is then sent to the mixers in the receiver group (A or B). Reference sig-
nals are sent directly to the mixers in the receiver group (R1 or R2). Both test
and reference signals are compared(mixed) with the LO signal to produce inter-
mediate frequency (IF) signals for signal processing, retaining both magnitude
and phase characteristics. Finally, the IF signals are converted to digital infor-
mation by analog-to-digital converters and the digital processing group extracts
information from the IF signals and output to the display.
Calibration
There are three types of errors for every VNA measurement: random, systematic
and drift errors [128].
Random errors vary randomly in time. As such, they are unpredictable and
cannot be calibrated out. Sources of this error include instrument noise (e.g.
IF noise floor), switch repeatability or connector repeatability. One method
to reduce these errors is by narrowing the IF bandwidth.3 In this work, the
IF bandwidth was set to a low value of 70 Hz. In addition, all connections are
also made using appropriate torque-wrenches to achieve repeatability and extend
connector life.
On the other hand, systematic errors occur because of the imperfections of
the VNA hardware, e.g. couplers are not perfectly directive and signals leak
across channels because of finite insulation. Discontinuities/mismatch at con-
nection points also cause signal reflections that contribute to this error. These
errors can be assumed to be time-invariant and repeatable, so that they can be
3The drawback is an increase in measurement time.
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corrected by a calibration process. During calibration, the VNA is connected to
a calibration kit, which contains a set of standards such as short, open, load and
thru. Because these standards have precisely-known properties, the VNA can
measure these standards and compare the results with their ideal models. This
allows the VNA to determine error terms and mathematically remove them from
subsequent measurements. Details on calibration, including error-models, can be
found in [128]. In this work, calibration is performed using an Agilent Electronic
Calibration Kit N4693-600001, which only entails a one-time two-port connec-
tion, instead of having to change between several separate standards. The kit is
a solid-state calibration solution in which the calibration modules are switched
by diodes or FET switches. This minimizes operator error, which often results
in improper connections and consequently, bad calibration and connector wear.
After calibration, the point where the kit/standards were connected is called
the reference plane. From this plane back to the VNA, systematic errors have
been taken into account, and the S-parameters measured are from the reference
plane and away from the VNA. It is therefore desirable to place the reference
plane right at the DUT (sample), so that only the DUT response is measured.
However, this approach is not easily applicable to the configuration employed
in this work due to physical and mechanical constraints. Calibration is instead
performed at the end of the cables and just before the end launch connectors
(see Fig. 4.11 in §4.3.3). As such, a measurement includes not only the sample’s
response but that of the end launch connectors and empty parts of the CPW as
well. A post-process de-embedding may be performed by measuring unloaded
CPW characteristics and also taking into account different reflections at the
(uncentered) sample, allowing mathematical isolation of the sample signal [129].
However, in the measurement configuration used in this work (field-swept), the
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effect of de-embedding should be minimal and may even introduce errors (§4.4).
Nevertheless, other methods to move the sample plane to the DUT are being
explored as of writing.
Lastly, drift errors occur when a test system’s performance changes after a
calibration has been performed. Temperature variation is the primary cause
of drift, so a stable ambient temperature is desired to reduce the frequency of
re-calibration. In practice, frequent calibration is avoided, so as to decrease
connector wear. The system in this work is set up in an air-conditioned room to
minimize drift, although it is inevitable during measurement.
4.3.2 Magnet System
It is desirable to minimize the movement of cables and other components con-
nected to the sample especially for angle-dependent measurements. Therefore,
the magnetic field is rotated instead of the sample assembly. This is achieved
by mounting a GMW Model 3473-70 electromagnet on a rotating base with go-
niometer, enabling 360◦ rotation. A Sorensen SGA 160/31 unit provides 160 V,
31 A DC power to a GMW/Copley 231HC bipolar current amplifier which in
turn converts the fixed DC supply to a programmable current source for the
electromagnet (±70 A). The electromagnet is water-cooled with a Bayvoltex
MC-150 chiller. A Senis Model YM12-3-2-2T single-axis transducer with 0.1%
accuracy is mounted such that the field-sensitive volume is close as possible to
the sample position (Fig. 4.11). The maximum field at the gap allowing the ro-
tation of the magnet without disturbing the sample arm is 1.15 T. I also created
a LabView program to integrate magnetic field control and VNA data acquisi-
tion. The program allows the user to choose the frequency range and interval
over which the field is swept. At each frequency point, the magnetic field is is
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swept from high to low values. For the measurements in this work, the lowest
field value is always set to be higher than the saturation field of the particular
field orientation used.4
Figure 4.11: (a) Photo of VNA-FMR setup showing position of the sample arm
and gaussmeter relative to the poles in the perpendicular direction. (b) Design
of the sample arm.
4.3.3 Coplanar Waveguide Assembly
The CPW is of critical importance to the system as it not only delivers the
microwave field to the sample but also ‘senses’ the change in impedance at res-
onance through its inductive coupling with the sample. Therefore, there are
several characteristics which the CPW must satisfy. First, it has to exhibit a
characteristic impedance ZCPW as close to 50 Ω as possible for maximum power
transfer and minimal reflections (see §4.3.3). Second, it has to deliver high
enough excitation field to the sample.5 This can be achieved by choosing the
proper width w for the center conductor. Third, the substrate should ideally be
amenable to drilling for attachment to a holder for mechanical stability.
4For instance, the out-of-plane saturation field HS,OP is determined by separate magneti-
zation measurements, and the lowest field value for perpendicular VNA-FMR measurements is
set to be higher than HS,OP .
5The excitation amplitude, however, should be much smaller than the static field value so
that the sample’s magnetic response stays in the linear regime.
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The grounded CPW employed in this system was designed in discussion with
Loop Electronics, who also simulated and fabricated the boards (Fig. 4.13). A
254 µm-thick Rogers RT/duroid 6010LM laminate (r = 10.2) was used as a
substrate, which was metalized on both sides with 0.5 oz (17.5 µm) copper
and surface-finished with immersion silver. The dimensions of the board are
31.5 mm × 21.5 mm, which were determined by considering the minimum width
which can fit two Southwest non-magnetic, 2.4 mm female end-launch connectors
(P/N 1492-04Z). The launch connectors were then connected to the VNA via
non-magnetic coaxial cables from GGB Industries, which has a BeCu center
conductor, a BeCu jacket and 2.4 mm male connectors specified up to 50 GHz.
The connection to the VNA ports, which are 3.5 mm male, is facilitated by
Agilent 2.4 mm-to-3.5 mm female-to-female adapters. Utmost care was taken to
ensure that no other magnetic components (even screws6) are in the path from
the sample to the VNA. The whole CPW assembly is mounted on a Teflon arm
which extends vertically to the floor and can be swiveled towards the user for
sample loading and can be locked in any position for adjustment. Details of the
arm are shown in Fig. 4.11(b). The back side of the sample is attached to a
transparent plate by double-sided tape and the plate is attached to the assembly
by non-magnetic screws, film-side facing the CPW (Fig. 4.12).
One may notice the U-shape in the CPW shown in Fig. 4.13(a). In un-
derstanding why this design was chosen, the reader is first reminded that for
the in-plane configuration, the DC field has to be applied along the CPW, i.e.
parallel to the center conductor, so that the microwave field it generates is per-
pendicular to the static field. Using a straight CPW means that the launch
connectors would be placed at either end of the board near the poles. This
6Even A2 or A4 stainless steel screws are slightly magnetic.
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Figure 4.12: (a) Front and (b) side views of the loading arm zoomed in at the
area where the CPW is located.
further increases the gap that is required to fit the whole CPW assembly. A U-
shaped CPW allows a more compact design and better accessibility. Notice also
that the dimensions of the CPW are not uniform throughout the whole struc-
ture. For the 6 mm-long section where the sample is placed, w1 = 101.6 µm and
s1 = 88.9 µm. Outside this region, w2 = 177.8 µm and s2 = 223.5 µm. The
purpose of this variable geometry is two-fold. One is for proper matching with
the end launch connector contact away from the sample region (Fig. 4.13(b)).
The other is to decrease losses associated with small w; larger w is used instead
for the rather long distance from the launch region to the sample area. Both
areas are designed for non-reflecting transition.
Using Eq. 4.43 to estimate the microwave field generated by current I flowing








= 22 A/m (0.03 mT). (4.66)
The real field value would be even smaller as this estimation neglects the air
gap between the CPW and the sample and the attenuation of microwave power
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Figure 4.13: (a) Design of the coplanar waveguide used in the setup. The inset
shows the part where the sample is placed. (b) Zoomed-in view of the actual
contact between the CPW center conductor and the end-launch connector.
as it travels from the VNA to the CPW. Nevertheless, the field is sufficiently
small so that the assumption that the measurement occurs in the linear regime
is justified.
The transmission coefficients of the unloaded CPW are shown in Fig. 4.14.
The decrease in the magnitude of the transmission coefficients S21 and S12 as the
frequency increases is attributed to the losses due to the long CPW (∼ 50 mm).
The phase shows a continuous decrease typical of an ideal transmission line. The
reflection coefficients S11 and S22 always remain below -10 dB, and are usually
below -15 dB for most of the range, so that reflection can be considered negligible
in good approximation (Fig. 4.15).
4.4 Data Analysis
4.4.1 Fitting Procedure
In §4.2.3, it was shown that the dynamic susceptibility χ can be extracted from

































Figure 4.14: (a) Log magnitude and (b) phase of transmission parameters S21
and S12 measured for an unloaded CPW.
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The following treatment to further simplify the above expression draws heavily
from [130]. Since the sample only weakly reflects microwave power , |S11|  1,
so χ can be simplified to
χ ∼= χ0
[(











= S111 − S011 and ∆S21 .= S121 − S021. Moreover, in the quasi-static
limit, ∆S11 = −∆S21 so that [131]
χ ∼= −χ0
(














3 + 3D011 − S021
)
. In practice, however, the time-dependent drift
of measurement electronics has to be considered. Therefore, for a field-swept
measurement performed in the perpendicular configuration,







• S121(H, t) corresponds to the field-swept data which includes the sample’s
magnetic contribution, i.e. the actual data from a VNA-FMR resonance
measurement, and is subsequently referred to here simply as S21.
• S021 is the transmission parameter without the magnetic influence of the
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samples. Measuring S021 would thus constitute a reference measurement.
This can be done several ways, some of which include (1) saturating the
magnetization parallel to the direction of the microwave field so that no
resonance occurs, (2) applying sufficiently high fields to push the resonance
out of the range of interest, or (3) averaging spectra over a field window
about the resonance [18]. However, there are issues with using reference
data; for instance, there is time-dependent drift, i.e. the ‘reference’ data
is rendered invalid/inaccurate because the measurement background has
changed during the resonance measurement. In addition, low frequency
phase change which manifests as oscillations of the background leads to
noise which would also be included in the ‘reference’ data, and is a problem
for samples which exhibit low signal such as those studied in the present
work [132]. Therefore, no reference measurements were made, as was done
in [130]. Instead, S021 is used as a fitting parameter, which proves to be
sufficient for the intended purposes.
• D is a purely phenomenological complex, first-order correction parameter
for time-dependent drift that cannot be predetermined and can change
with every measurement. D is thus used as a fitting parameter. The
first-order assumption is approximated by minimizing the time it takes to
perform one field sweep.




(H−Meff ) + i∆H2
)





+ i∆H (H −Meff )
(4.71)
where f is the frequency of the applied rf field. The unknown magnetic
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properties contained in χ(H) are g, Meff , and ∆H.
• For measurements of resonance fields and linewidth, the amplitude is not
of utmost importance. It is thus sufficient that χ˜0 be treated as a fitting
parameter.
Therefore, there are several variables that are used as fitting parameters: D,
χ˜0 and S
0
21, all of which are complex, and the magnetic properties g, Meff , and
∆H. To facilitate fitting, the following procedure is followed for each field sweep
at a constant frequency f :
1. g is first set to 2 and the S21 data is fitted to Eq. 4.70 with all the
remaining parameters.7 To this end, I developed a Mathematica program
that performs a complex fit of the real and imaginary S21 data, and also
includes the rest of the fitting procedure below. This step yields values for
M˜eff and ∆H.




f + µ0Meff (4.72)
using g = 2 and Meff = M˜eff obtained from step 1. The effect of using a
different initial value of g has been verified to not affect subsequent results
as long as the same value is used for steps 1 and 2. Hres is calculated for
each frequency f .
3. Hres versus f is fit to Eq. 4.72 with g and Meff as fitting parameters. In
this step, g and Meff are obtained for each f .
7g = 2 is a good approximation for transition magnetic metals.
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4. Asymptotic analysis [133] is further employed for a precise determination
of g and Meff . The details are discussed in the next subsection.




αf + µ0∆H0 (4.73)
where ∆H0 is an inhomogeneous linewidth broadening term which accounts
for inhomogeneity of the local resonance field. The perpendicular measure-
ment configuration precludes contributions from two-magnon scattering
(see §2.6.2). All values of α reported in this thesis were obtained from
perpendicular measurements.
For the in-plane configuration, which is mainly utilized here for measure-
ments of g and anisotropy fields, a similar procedure is followed but with the
appropriate in-plane expressions used (see §2.4.3).
4.4.2 Asymptotic Analysis
Shaw et al. [133] recently proposed a method to increase the precision of g
values measured by broadband FMR to account for the observation that fitted
g values were dependent on the frequency range {flow, fup} used in the fit. In
particular, g seemed to asymptotically approach a value as fup was increased.
The procedure used in this thesis is as follows (only g is explicitly shown here
but the same is applied to Meff ):
1. Obtain a fitted value gfit for different fup and plot against fup. As the high-
est possible frequency for the system used in this work is only 26.5 GHz,
the asymptote may not be obvious. Choose a best-guess value gguess.
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2. Plot log(|g−gguess|) versus log(fup) and obtain the slope m for a linear fit.
3. For different flow, plot gfit versus (fup)
m. Take gint from the y-intercept
for each flow. As m is typically negative, fup → ∞ as (fup)m → 0 so the
y-intercept approximates an infinitely high upper fitting frequency.
4. Take the mean value of gint taken at different flow. Use this gmean value
as the new gguess.
5. Repeat steps 2-4 until the error between gmean and gguess is minimized.
Take this as the true g value.






















































Figure 4.16: Plots corresponding to the steps outlined in the procedure for
asymptotic analysis.
The asymptotic approach of g to a single ‘intrinsic’ value may be due to
the applied fields being inadequate to fully saturate the sample. Therefore,
it is recommended that high field, and thus high frequency measurements are
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performed. A deeper discussion on the origins of this asymptotic effect is given
in [133].
For the samples in this work, it is observed that values of g and Meff obtained
with and without asymptotic analysis agree excellently for samples with perpen-
dicular magnetic anisotropy, with g error bars on the order of 0.001 for both
procedures. On the other hand, for most in-plane samples measured in the per-
pendicular configuration, the values do vary, albeit typically within 3% of each
other. The analysis presented above proves most useful for the in-plane configu-
ration, which decreases g error bars from the order of 0.01 (without asymptotic
analysis) to 0.001.
4.5 Verification of the System
To verify that the systems put in place provide correct values of the sample’s
magnetic properties, a Co/Ni multilayer sample grown by myself was sent to the
Institut d’Electronique Fondamentale, CNRS, France for VNA-FMR measure-
ment. The results for α and Meff for both VNA-FMR setups agree excellently.
Note that IEF’s measurement configuration is also perpendicular but frequency-
swept.
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Figure 4.17: (a) VNA-FMR measurements of the magnetic properties of a Co/Ni
multilayer sample. Data measured at IEF France is courtesy of Dr. Thibaut
Devolder. (b) The results for the same sample measured in the VNA-FMR






In Chapter 1, two candidate systems were identified: Co/Ni multilayers and
CoFeB/MgO systems. The reader is reminded that these two PMA systems were
chosen due to their relatively low damping relative to other PMA systems. While
there is a lot of interest in these systems in recent years, reports of magnetic
properties, especially α, are widely scattered (Fig. 1.7). The particulars of the
materials stack and the methods used to extract α differ from study to study,
making an objective comparison of their intrinsic properties difficult. The aim
of this chapter is to quantify the intrinsic damping of both these systems vis-a-
vis their perpendicular anisotropy in a consistent manner, using a single robust
and sensitive measurement setup, with the end goal of identifying a system for
further development. The systems investigated in this thesis are assumed to
be uniaxial - an assumption which has been verified by angle-dependent FMR
and magnetization measurments which reveal that although non-zero higher-




Co/Ni multilayers with perpendicular anisotropy have long been a subject of re-
search since it was proposed by Daalderop et al. in 1992 [134]. A differentiating
aspect of this multilayer system is that it is only composed of ferromagnetic lay-
ers, as opposed to ferromagnet/non-magnet multilayers where the non-magnet is
usually a high Z material, e.g. Pd or Pt. The inclusion of high Z elements results
in low spin polarization (due to electron spin scattering in the non-magnet) and
higher α (due to strong spin orbit coupling), both of which are not desirable and
are avoided in the Co/Ni system. There are several models presented in literature
explaining the origin of anisotropy in Co/Ni multilayers. For instance, the bro-
ken symmetry at the Co/Ni interface is expected to generate PMA as proposed
by Ne´el [135]. Later studies make use of first-principle calculations to investi-
gate the fundamental origin of such interface anisotropy. Notably, Daalderop et
al. [134] traced the origin of PMA in particular monolayer ratios of Co and Ni
to the bands near the Fermi energy being of xy and x2-y2 character, which fa-
vor perpendicular anisotropy. Recent experimental studies have also shown that
strain is not a major source of anisotropy in these multilayers, with the current
consensus attributing PMA mostly to the altered orbital moments of atoms at
the Co/Ni interface [136, 137].
Regardless of its source, the perpendicular anisotropy of Co/Ni multilayers
is easily tunable, for instance, by varying the thickness of the constituent layers
or by varying the number of bilayer repeats N . Several studies have shown that
the maximum PMA occurs for stacks with 1-2 MLs of Co and for a thickness
ratio [Co:Ni] of 1:2 ML [134, 138–140]. On the other hand, previous reports
on the behavior of magnetic anisotropy and α as a function of N vary. Kato
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et. al [25] used TR-MOKE to investigate anisotropy K and α in [Co t/Ni 2.5t]
multilayers grown on Ta seed and report that α is constant versus K with a
value of α ≈ 0.035. Mizukami et al. [26] studied Pt-buffered [Co t/Ni 2t]
multilayers, also with TR-MOKE, and found that both anisotropy and α decrease
with N , with α showing a 1/N dependence indicative of spin pumping. A bulk
damping value roughly equivalent to α ≈ 0.01 is also extracted. Song et al. [24]
also used TR-MOKE to look at α and report no change in intrinsic α with N
for Ti-buffered multilayers, allowing them to also conclude that spin pumping
to Ti is negligible. They also report the importance of using a high value of
external magnetic field during measurement (e.g. 0.53 T in [24], but the critical
value depends on the sample) to eliminate contributions from inhomogeneous
broadening which could cause an apparent increase of α with N . For their [Co
2 A˚/ Ni 7 A˚] samples, effective α, claimed to be intrinsic α, is reported to be
≈ 0.02 for all N . Meanwhile, in a study by Haertinger et al. [141], Ti-buffered
[Co 1.5 A˚/ Ni 7 A˚] samples studied with VNA-FMR are reported to follow a
1/N dependence. In contrast to the conclusions presented by Song et al., spin
pumping to Ti is pointed to as the reason behind the increase of α to 0.05 when
N = 3 as opposed to their large N samples with α = 0.014. However, the
scatter of data for their N = 3 sample, which is the thinnest of the series, casts
doubt on the reported α. These varied results highlight the strong dependence
of magnetic properties on the layers adjacent to the Co/Ni multilayer (e.g. seed
layer) and even the measurement method used.1
In this section, a systematic study of Co/Ni multilayers with different seeds
and number of repeats is presented, focusing on the effect on anisotropy and
damping as probed by VNA-FMR. In VNA-FMR, the contribution from inho-
1See §3.2 for a short comparison of measurement techniques and some known issues.
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mogeneous broadening can be separated from α as discussed in §2.6.2. The films
I sputtered for this study were grown on thermally oxidized Si wafers and have
the stacking configuration Ta 5/seed 5/[Co 0.3/Ni 0.6]N/Ta 5 (all thicknesses in
nm hereafter), where the seed layer is either Pd or Ru. N was varied from 4
to 25. An Ar working pressure of 1.5 mTorr was used during deposition in an
ultrahigh vacuum chamber with base pressure below 5× 10−9 Torr.
Figure 5.1: Stack structure for the Co/Ni multilayers in this study. All thick-
nesses in nm hereafter.
The texture of the samples were probed with X-ray diffraction (XRD) using
a Cu Kα source with the scattering wave vector perpendicular to the stacking
direction. θ− 2θ scans (Fig. 5.2) show Pd and Ru peaks that are well separated
from the Co/Ni peak and are very close to their nominal bulk values (40.1◦
and 42.2◦, respectively). On the other hand, no prominent Ta peak observed,
indicating its amorphous nature. The Co/Ni peak2 is situated between the
nominal values of Co(44.2◦) and Ni (44.6◦), albeit closer to Ni. The strong (111)
texture seen in the diffraction data indicate that both seeds result in the desired
Co/Ni (111) texture for large PMA [142].
2Co and Ni are closely lattice-matched (lattice constants differ by less than 1%), and can
be assumed to have the same structure and texture.
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Figure 5.2: X-ray diffraction peaks for selected [Co/Ni]N samples (N = 8, 12,
20) with (a) Pd and (b) Ru seeds showing strong Co/Ni(111) peak.
Indeed, magnetic hysteresis measurements using an alternating gradient mag-
netometer (AGM) confirm that all samples possess a perpendicular easy axis,
as shown in Fig. 5.3. It can be seen that the coercivity is noticeably larger for
the Pd seed in the case of low N . For larger N , M-H loops become increas-
ingly similar for both seeds. A noticeable feature is the bow-tie shape which
becomes more evident as N increases. This is a typical response arising from
the formation of magnetic domains to minimize increasing magnetostatic energy
[143]. MS was found to be constant within experimental error for all samples
with µ0MS = 1.0± 0.1 T.
Perpendicular VNA-FMR is used to obtain the effective anisotropy field
HKeff and α. Representative FMR signals are shown in Fig. 5.4 (a) and (b),
which are obtained at 7 GHz from the thinnest sample (N = 4) grown on Ru
seed. The reader is reminded that positive HKeff corresponds to perpendicular
anisotropy.
HKeff vs. N for both seeds is plotted in Fig. 5.5, in which two regions of
interest are identified and separated by a dashed line: (1) for N ≤ 15 (small N),
HKeff decreases as N increases for the Pd seed but increases for the Ru seed,
and (2) for N > 15 (large N , shaded region), HKeff decreases for both seeds.
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Figure 5.3: Hysteresis loops obtained from AGM with field applied perpendicular
to plane for (a),(c) Pd and (b),(d) Ru seeds with different number of bilayer
repeats.
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Figure 5.4: (a) Real and (b) imaginary parts of the S21 parameter obtained from
VNA-FMR measurements for a Ta 5/Ru 5/[Co 0.3/Ni 0.6]4/Ta 5 sample at 7
GHz while a perpendicular dc magnetic field is swept. The lines are fits to an
expression using Eq. 4.70, taking non-magnetic contributions to S21 and a linear
drift into account. (c) Field-swept linewidth and resonance fields for the same
sample as a function of frequency. The linear fits as described in §4.4 are used
to extract HKeff (= −Meff ), g-factor, α and ∆H0.
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The contributions to effective anisotropy energy in the small N regime is first



















where tBL = tCo + tNi is the thickness of a single bilayer, Keff is the effective
anisotropy energy, µ0M
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S are the interface anisotropy energies of the Co/Ni, seed/Co and
Ni/Ta interfaces, respectively. In Eq. 5.1, other volume anisotropy contributions
from the Co and Ni layers (typically one order of magnitude smaller than the
demagnetization energy [46]) are ignored. It is also assumed that the interface
anisotropy for the Co/Ni interface is the same as Ni/Co. Fitting the experimental
data in the small N regime to Eq. 5.1 yields K
Co/Ni
S = (2.18 ± 0.04) × 10−4
J/m2 from the intercept, K
Pd/Co
S = (3.7 ± 0.1) × 10−4 J/m2 and KRu/CoS =
(1.1±0.2)×10−4 J/m2 from the respective slopes, assuming KNi/TaS is negligible.
Note that in Eq. 5.1, there are two competing trends: the (2N − 1)/N
term increases with N , while the 1/N term decreases with N . It can thus be
understood that K
Ru/Co
S , which is a coefficient of the 1/N term, is too small
to reverse the trend following (2N-1)/N, leading to the expected increase of
effective anisotropy with the number of interfaces. For the Pd seed, K
Pd/Co
S
strongly contributes to the anisotropy for small N but becomes negligible as N
increases. As N →∞, µ0HKeff is ideally expected to approach 0.225 T (dotted
black line in Fig.5.5), as can be seen up to N = 15.
Increasing N further results in a significant decrease of effective anisotropy
for both seeds. For large N , interface degradation mechanisms such as roughness
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[144–146] and intermixing [145] are possible in some multilayer systems, and are
associated with reduced anisotropy [46]. One property which can be affected by
roughness is ∆H0, which is shown in Fig. 5.6. For both seeds, ∆H0 decreases
withN in the smallN regime. For largeN , an increase in ∆H0 is apparent for the
Ru seed - an indicator of possible increase in anisotropy distribution and therefore
of roughness [27]. On the other hand, this increase is not seen in the case of
Pd, which shows saturation of ∆H0 for large N instead. Note, however, that
∆H0, being a measure of increased anisotropy distribution, may be influenced by
several factors other than roughness. A more direct measurement of roughness
is provided by an atomic force microscope (AFM) (Fig. 5.7) which reveal a
monotonic increase of the RMS roughness with number of repeats, reaching 4 A˚
and 5 A˚ for the thickest Ru- and Pd-seeded samples, respectively. Indeed, this
increased roughness may be contributing to the degradation of anisotropy for
large N .














Figure 5.5: HKeff vs. N for Pd and Ru seeds obtained from VNA-FMR mea-
surements. The vertical broken lines separate the small and large N regimes.
The dotted horizontal black line corresponds to the value calculated for N →∞.
Lines are fits to Eq. 5.1.
Turning to α , the small and large N regimes are again demarcated by the
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Figure 5.6: ∆H0 for (a) Ru and (b) Pd seed samples obtained from VNA-FMR.
Figure 5.7: (Left) RMS roughness for Pd-seed and Ru-seed samples measured
by AFM. (Right) AFM scans for Pd seed for the thinnest (N = 4) and thickest
(N = 25) samples.
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dashed vertical line in Fig. 5.8. In contrast to the case of HKeff , there is no
obvious change in trend between the two regimes. For both seeds, α has a 1/N
dependence indicative of spin pumping to the conducting layers on both sides on
the magnet. Recall from §2.6.3 that the enhancement of damping via the spin
pumping mechanism is greater for materials with short spin diffusion lengths;
Ta, Pd and Ru are all known to have diffusion lengths on the order of a few
nanometers [147, 148]. In Fig. 5.8, α versus 1/N data is fit to[149]






where α0 is the intrinsic damping parameter and g
↑↓
eff is the effective spin-mixing
conductance. g did not vary significantly among samples, so the mean value
over all samples, g = 2.180 ± 0.004, is used in the fits. The effective mixing
conductances calculated from the slopes are g↑↓eff,Pdseed = 21 ± 5 nm−2 and
g↑↓eff,Ruseed = 19±3 nm−2. Regardless of whether the data points for large N are
included in the fit, α0 reduces to the same value within error, yielding a mean
value of α0 = (9.4 ± 0.2) × 10−3 for both seeds. It can thus be surmised that
while interface or stacking quality may have pronounced effects on anisotropy,
the intrinsic damping remains largely unaffected. This agrees with previous
studies showing that α0 does not change with the presence or absence of CoFe/Ni
interfaces [150] nor with increased roughness in Co/Ni multilayers [27].
By taking account of both inhomogeneous broadening and spin pumping
using field-swept VNA-FMR measurements performed in the perpendicular ge-
ometry, I am able to present here measurements of intrinsic damping, which may
not have been thoroughly addressed in earlier measurements [24, 25, 141] leading
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to discrepancies.3 It is noted, however, that the results here agree with those
of Mizukami et al.[26] who also found α0 ≈ 0.01 using TR-MOKE in Co/Ni
multilayers with similar thickness ratio.













Figure 5.8: α vs. N for Pd and Ru seeds obtained from VNA-FMR measure-
ments. The vertical broken lines separate the small and large N regimes. The
dotted blue and black lines are fits to Eq. 5.2 for Pd and Ru seed samples,
respectively.
In summary, the above study has shown the following:
• Although the effective anisotropy of Co/Ni multilayers grown on different
seeds may exhibit different values and follow different trends versus N , α0
reduces to the same value, (9.4± 0.2)× 10−3, regardless of the seed.
• For the thickness ratio optimal for PMA (Co:Ni = 1:2) as used here, I find
that α0 ≈ 0.01 at best for Co/Ni multilayers.
5.2 CoFeB/MgO-based Stacks
CoFe(B)/MgO-based systems have received tremendous attention for the past
decade primarily owing to its high TMR, which is required to enable spintronic
devices. First principles calculations predict TMR of up to 1000% in epitax-
3The thickness ratio for samples studied in [24, 25, 141] is also different from the expected
optimal ratio tCo/tNi = 1 : 2.
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ial Fe(001)/MgO(001)/Fe(001) MTJs due to the spin-filtering effect [151, 152].
Indeed, TMR values reaching 180% have been demonstrated in MBE-grown
Fe/MgO/Fe junctions at RT [153]. However, for these structures to be tech-
nologically feasible, fabrication steps must be compatible with high-throughput
processes for mass-production. Moreover, actual devices would require several
other layers (e.g. pinning layers), which may have crystallographic orienta-
tions that are mismatched with the required symmetry for high TMR. Both
of these issues are addressed by using amorphous CoFeB layers sputtered adja-
cent to MgO(001), i.e. CoFeB/MgO/CoFeB. Upon annealing, MgO (001) acts
as a template for the crystallization of amorphous CoFeB, allowing the CoFeB
layers to crystallize to the required bcc(001) structure.4 The resulting inter-
face is microscopically similar to the epitaxial structures, so record-high TMR
values up to a few hundred percent have indeed been achieved with in-plane
CoFeB/MgO/CoFeB MTJs [154], making this system the most widely-used in
the field.
More recently, however, the seminal work of Ikeda et al. [16] on CoFeB/MgO
stacks with PMA brought about another surge of interest. This is because similar
to Co/Ni, there are no heavy non-magnetic elements in the basic PMA structure,
yet it possesses anisotropy energies comparable to Co/Pd multilayers [16]. The
origin of the anisotropy is often attributed to the hybridization of (Co)Fe-3d
and O-2p orbitals at the interface, combined with spin-orbit [155]. A complete
theoretical picture of the system’s anisotropy remains to be presented, and is
still actively being pursued today [156].
From the material development point of view, several growth parameters to
achieve PMA in CoFeB/MgO have been identified. One is the necessity of an
4provided the layer on the other side of CoFeB supports this crystallization process. More
about this in §6.1.
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annealing process, not only to crystallize amorphous CoFeB to the required bcc
(001) for high TMR but also to facilitate proper p − d hybridization between
(Co)Fe and O at the interface [157]. To this end, other techniques to tweak
the interface quality have been employed, e.g. the addition of insertion layers
between CoFeB and MgO [15]. Another growth parameter is the effect of the
layer adjacent to CoFeB (the other side being MgO). Ru, for instance, has often
been reported to result in in-plane CoFeB/MgO [158, 159], while Ta has been
used successfully for the proper development of PMA at the MgO interface due
to its B absorbing properties [160]. Recent reports using Hf, V, or Nb also show
their suitability for inducing PMA[158, 159, 161]. However, Ta remains the most
commonly used, as it has been widely studied and is readily available owing to
its roots in in-plane MTJ development.
While most of the literature has focused on the quasi-static magnetic proper-
ties of perpendicular CoFeB/MgO, only a few reports are available on its dynamic
properties. Most of the earlier work on CoFeB involved thick, in-plane films -
often not grown on MgO - with bulk damping reported to be in the vicinity of
0.005 [13, 162], depending on the particulars of the stack. Even for these thick
in-plane films, spin pumping has been reported to significantly enhance α [82]
when adjacent to elements such as Ru or Ta. A more recent study on thickness-
dependent α of MgO/CoFeB/Ta [163] was also performed solely in the regime
of in-plane magnetization, even though thicknesses down to 1nm were included.
A fit of α versus reciprocal thickness was also presented, but the only two data
points in the regime relevant for PMA (1 and 2 nm) deviate from the fit, leaving
the question on α in this small thickness regime open. A likely reason for this
lack of definitive studies is the very thin magnetic layer involved in perpendicular
CoFeB/MgO, making measurement sensitivity a problem. Some work using TR-
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MOKE [14, 17] do address this perpendicular thickness regime, but is plagued
by artefacts of time-domain measurement leading to scattered values of α that
are often inflated relative to other measurement methods. One notable study
in the thin CoFeB regime was very recently performed by Devolder et al. [18],
where VNA-FMR was used to measure α in Ta/CoFeB/MgO of different CoFeB
compositions, but with the CoFeB set to a constant thickness of 1 nm.
In the present work, the thickness dependence of magnetic properties, fo-
cusing on α, is measured by VNA-FMR with a range of thicknesses covering
the in-plane to out-of-plane transition down to an effective magnetic thickness
of 0.8 nm. Two structures of interest will be investigated, Ta/CoFeB/MgO
and MgO/CoFeB/MgO, with emphasis placed on the extraction of the intrinsic
damping α0 for a later comparison with the Co/Ni system studied above.
5.2.1 Ta/CoFeB/MgO
Co40Fe40B20 of varied nominal thickness tnom from 1.0 to 2.5 nm was grown by
dc magnetron sputtering on SiO2 substrates with seed layers of Ta 5/TaN 20/Ta
5 in an ultrahigh vacuum environment. A 3 nm layer of MgO is deposited on
top of CoFeB and further capped with 15 nm of Ta for protection. While 3 nm
MgO is too thick for practical use in MTJs, it is chosen to ensure continuity of
the MgO layers and lessen the influence of layers beyond it [164, 165]. The full
stack structure of this ‘single MgO’ sample series is shown in Fig. 5.9. Samples
are annealed post-growth at 300◦C for 1 h in vacuum.
Magnetization measurements performed using AGM confirm that the sam-
ples are perpendicularly magnetized for tnom < 1.2 nm. M-H loops near the
orientation transition are shown in Fig. 5.10 for (a) in-plane and (b) out-of-
plane applied field. The decrease of in-plane saturation fields is clearly seen as
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thickness increases. The perpendicular loops exhibit large remanence; coercive
fields less than 0.01 T are comparable with literature values [14, 166].
Figure 5.9: Stack configuration for the single MgO samples in this study.





















Figure 5.10: (a) In-plane and (b) out-of-plane M-H loops for single MgO samples
with CoFeB thickness near the orientation transition.
It is known that Ta can create a magnetically dead layer (MDL) when in the
proximity of a magnetic layer [167]. To determine the MDL thickness tMDL for
the single MgO samples, the magnetic moment per area is plotted against tnom
(Fig. 5.11) with the x-intercept of a linear fit giving tMDL = 0.26 ± 0.08 nm,
which agrees with values found in literature [165, 168, 169]. The teff = tnom −
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tMDL is therefore less than 0.8 nm at the thinnest. MS obtained from the slope
is 1.51± 0.08 MA/m.




















Figure 5.11: Moment per area (M/A) versus nominal CoFeB thickness for single
MgO samples. The x-intercept of the linear fit gives the thickness of the MDL.
This small sample thickness coupled with high perpendicular anisotropy re-
quired some averaging to produce an appreciable VNA-FMR signal (see Eq.
2.57); the resulting sample spectrum for teff = 0.8 nm is shown in Fig. 5.12(a)
and (b), respectively corresponding to the real and imaginary parts of the S21.
A slight increase of the thickness to teff = 0.9 nm noticeably improves signal
integrity (Fig. 5.13), resulting in less scatter for the linewidth data (compare
Figs. 5.12 and 5.13 (c)). Both data sets for resonance frequency show good
linearity.
In Fig. 5.14(a), the effective anisotropy field HKeff extracted from VNA-
FMR measurements is shown. The x-axis errors are from fitting errors of
tMDL. HKeff crosses over from positive (perpendicular) to negative (in-plane)
at teff ≈ 0.95 nm, which corresponds to tnom ≈ 1.2 nm, in direct agreement with
the transition seen using magnetometry. This highlights the narrow thickness
window by which single MgO samples remain perpendicular.
More important, however, are the results for α, which are shown in Fig.
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Figure 5.12: (a) Real and (b) imaginary parts of the S21 parameter obtained from
VNA-FMR measurements for a single MgO sample with teff = 0.8 nm taken
at 16 GHz while a perpendicular dc magnetic field is swept. (c) Field-swept


























































Figure 5.13: (a) Real and (b) imaginary parts of the S21 parameter obtained from
VNA-FMR measurements for a single MgO sample with teff = 0.9 nm taken
at 19 GHz while a perpendicular dc magnetic field is swept. (c) Field-swept
linewidth and resonance fields for the same sample as a function of frequency.
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5.14(b). α is seen to decrease with thickness, likely due to spin pumping, because
of the Ta layer adjacent to CoFeB [149]. Spin pumping to Ta has also been
reported for thick, in-plane magnetized Co56Fe24B20 bounded by Ta layers on
both sides [82]. As was done in the previous subsection for Co/Ni multilayers, one
may fit α versus 1/t and extract α0 from the intercept (see Eq. 5.2). However,
unlike in Co/Ni multilayers, g varies significantly for the single MgO case (Fig.
5.14(c)).5 To isolate the effect of g, a linear fit of α versus g/teff may thus be
more appropriate, as in








In Fig. 5.15, α vs. g/teff data is seen to be linear throughout the whole thickness
range, and the fit yields α0 = 0.003 ± 0.001. As spin pumping to MgO is not
expected [170] (will be confirmed in the next subsection), g↑↓eff = 8 ± 1 nm−2
calculated from the slope corresponds only to the seed/CoFeB interface, and is in
the correct order of magnitude expected for these material systems [148, 171].6
Lastly, the reader’s attention is directed to teff < 1 nm where HKeff is
positive: in the region with strong PMA, α is greater than 0.01, 300% larger than
its intrinsic value! It is thus imperative that spin pumping to Ta be mitigated
to take advantage of this system’s low intrinsic damping.
5To understand this difference in the behavior of g between the two systems, consider
first that VNA-FMR measures an average g for the whole stack. For Co/Ni multilayers,
the interfaces that provide anisotropy are distributed throughout the stack, while for the
Ta/CoFeB/MgO system, there is only a single source of interfacial anisotropy that is ‘diluted’
as thickness is increased.
6Had the mean value of g been used instead, the fit will reduce to α0 = 0.001± 0.002 and
g↑↓eff = 20± 3 nm2. α0 is the same within error compared to the g/teff fit, while g↑↓eff is lower,






















































Figure 5.14: (a) HKeff , (b) α, (c) g and (d) ∆H0 vs. teff for single MgO
samples of varying teff obtained from VNA-FMR. The horizontal broken line
in (a) demarcates regions where the effective anisotropy field is out-of-plane
(positive) or in-plane (negative).














Figure 5.15: Linear fit of α vs. g/teff for single MgO (red squares) and double
MgO (purple inverted triangles) samples.
149
5.2.2 MgO/CoFeB/MgO
Knowing the detrimental effect of spin pumping to Ta, one can then choose to
replace the Ta layer with MgO to suppress spin pumping altogether. Therefore,
MgO 3/Co40Fe40B20tnom/MgO 3 (‘double MgO’) stacks were grown in a similar
manner as the single MgO series, i.e. sputter-deposited on SiO2 substrates with
seed layers of Ta 5/TaN 20/Ta 5, capped with 15 nm Ta, and annealed post-
growth at 300◦C for 1 h in vacuum. tnom is again varied from 1.0 to 2.5 nm. In
order to keep the growth condition of MgO similar to the single MgO case, a thin
CoFeB layer is grown underneath MgO (Fig. 5.16). The influence of this ‘growth
CoFeB’ layer is studied through samples grown with different thicknesses tgrowth.
In the AGM measurements of a double MgO sample with tnom = 1.7 nm
shown in Fig. 5.17, a sharp increase in PMA is seen when increasing tgrowth
from 0 to 0.3 nm, without a significant increase in the measured moment. At
tgrowth = 0.6 nm, the increase in moment is more noticeable, while there is
no appreciable increase in PMA. Therefore, tgrowth is chosen to be 0.3 nm. In
addition, it is also known from the single MgO study that around 0.3 nm in
a Ta/CoFeB/MgO stack is magnetically dead, so this growth CoFeB does not
contribute to the magnetic response.
Plotting areal magnetization versus tnom in Fig. 5.18 reveals the absence of
a dead layer for the double MgO stack. This implies that the dead layer found
in the Ta/CoFeB/MgO samples may be attributed to only Ta/CoFeB, agreeing
with [167]. Therefore, teff = tnom for the double MgO case.
However, out-of-plane M-H loops for double MgO samples with varying mag-
netic layer thickness (Fig. 5.19) show that Mr/MS is never above 30% and no
true perpendicular easy axis is observed for the entire range of thicknesses. Two
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Figure 5.17: Perpendicular M-H loops for a double MgO sample with tnom =
1.7 nm and varying tgrowth. Inset shows the effective anisotropy field calculated
from the area difference between normalized in-plane and out-of-plane loops for
the same samples.
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Figure 5.18: Moment per area (M/A) versus nominal CoFeB thickness for double
MgO samples. The x-intercept of the linear fit gives the thickness of the MDL.
regimes based on the out-of-plane saturation field HS,OP can also be identified:
• For tnom > 1.3 nm (Fig. 5.19(b)), HS,OP increases with increasing thick-
ness, as would be expected when the interfacial anisotropy is increasingly
smaller relative to the demagnetization energy.
• For tnom < 1.4 nm (Fig. 5.19(a)), HS,OP increases with decreasing thick-
ness, seemingly indicating that PMA decreases slightly as thickness is fur-
ther reduced (notice the difference in field range between (a) and (b)).
On the other hand, in-plane saturation fields HS,IP also increase with
decreasing thickness, saturating for the thinnest samples (inset). Since
HS,IP > HS,OP , the net result should still be positive Keff .
VNA-FMR results do reveal a thickness regime where HKeff is positive yet
small (Fig. 5.20(a)). This confirms that double MgO films possess perpendicular
anisotropy, but not as large as that of single MgO films. On the other hand, α
is constant with thickness, confirming the suppression of spin pumping by MgO
(Fig. 5.20(b)). As g also varies with thickness (Fig. 5.20(c)), α0 is extracted
using the same g/teff procedure described above for single MgO samples (Fig.
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Figure 5.19: Out-of-plane M-H loops for double MgO samples with (a) tnom <
1.4 nm and (b) tnom > 1.3 nm. In-plane loops for samples with tnom < 1.4nm
are shown in the inset. The in-plane data points for the two thinnest samples
overlap. Note the differences in field range among plots.
5.15). The fit yields α0 = 0.003± 0.001, in excellent agreement with α0 derived
from thickness dependent measurements of Ta/CoFeB/MgO. Further, g↑↓eff =
1± 2 ≈ 0 nm2 is obtained, reinforcing the suppression of spin pumping by MgO.
The following can be thus be said for CoFeB/MgO systems:
• Strong perpendicular anisotropy can be realized in a narrow thickness range
(teff < 1 nm) for Ta/CoFeB/MgO but is never achieved for MgO/CoFeB/MgO,
highlighting the role of Ta in this system’s PMA.
• In the thickness regime where Ta/CoFeB/MgO is perpendicular, α is greater
than 0.01, 300% higher than α for any CoFeB thickness in MgO/CoFeB/MgO,
highlighting the role of MgO in suppressing spin pumping.
5.3 Conclusion
Using VNA-FMR measurements performed in the perpendicular configuration,
the anisotropy and intrinsic damping for both Co/Ni multilayers and CoFeB/MgO-
based stacks were extracted for each system. These results make possible an in-






















































Figure 5.20: (a) HKeff , (b) α, (c) g and (d) ∆H0 vs. teff of double MgO samples
with varying teff obtained from VNA-FMR. The horizontal broken line in (a)
demarcates regions where the effective anisotropy field is out-of-plane (positive)
or in-plane (negative). The scales are made similar to Fig. 5.14. No reliable fit
for α and ∆H0 is obtained for samples thinner than 1.2 nm.
In terms of anisotropy, Co/Ni multilayers have an advantage over CoFeB/MgO
because the interfaces from which the anisotropy originate are distributed through-
out the multilayer, theoretically allowing an infinitely thick layer without sacri-
ficing PMA, which is beneficial for thermal stability. In addition, the thicker the
layer, the less the effect of spin pumping is, benefiting α. However, the above
study has shown that PMA degradation can occur for large N thereby limiting
this advantage (though remaining better than CoFeB/MgO). Ultimately, α for
Co t/Ni 2t multilayers, the optimal thickness ratio for PMA, can only be as low
as ≈ 0.01 at best. This value is three times higher than what is achievable with
CoFeB/MgO, particularly in double MgO structures. The CoFeB/MgO system
is thus the obvious choice damping-wise; however, PMA is only seen in single
MgO films, where α > 0.01. Therefore, methods to induce large PMA in double
MgO structures must be explored to take advantage of its low damping.
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CHAPTER 6
Development of Double MgO Systems with
Perpendicular Anisotropy
In Chapter 5, MgO/CoFeB/MgO films have been shown to exhibit low damping
preferable for STT-MRAM application, but did not exhibit the required perpen-
dicular magnetization. In this chapter, perpendicular easy axis is demonstrated
in double MgO structures through the insertion of extremely thin layers of Ta in
the CoFeB layer. Of course, it is important that α remains low, so the effect of
the number of Ta insertions on damping is probed. The results are promising: α
values as low as ≈ 0.006 are obtained for samples with areal anisotropy compa-
rable to single MgO samples - the first report of damping in such strongly per-
pendicular double MgO structures. In the latter part of the chapter, the effects
of annealing temperature and CoFeB composition on anisotropy and damping
are also investigated to further understand the double MgO stack.
6.1 Dependence on Number of Ta Insertions
The depletion of Boron at the CoFeB/MgO interface has been correlated with
an increase in interfacial anisotropy [168, 172]. One can thus hypothesize that
crystallization of CoFeB, which is associated with the out-diffusion of B, also
plays a role in anisotropy, aside from its role in providing high TMR (§5.2).
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Taking this hypothesis, it can be understood that in MgO/CoFeB/MgO, because
B can only stay in CoFeB or diffuse into and through the MgO layer [173] and
because the (Co)Fe-O bonding is crucial for PMA [155], the presence of B may
interfere with this ideal bonding scenario and large values of PMA may not
be achieved, as was shown in §5.2.2. First-principles studies have proposed
that Ki arising from CoFe/kotoite (Mg3B2O6), which has been reported to form
experimentally [173], is of a similar but lower magnitude than that of CoFe/MgO
[174]. On the other hand, if a layer adjacent to CoFeB has a larger negative
boride formation enthalpy than Co or Fe, B will tend to diffuse towards that
layer and away from the MgO interface. Experimentally, layers such as Ru have
been reported to be detrimental to PMA, while Ta is said to enable large PMA
values [160]. Indeed, borides of Ta are more thermodynamically preferable over
borides of Co and Fe, while Ru has boride formation enthalpies similar to Co
and Fe [175]. Recent structural studies have also shown that Ta serves as an
effective B sink, while Ru acts as a diffusion barrier to B [168, 176, 177]. It can
thus be inferred that the inclusion of a Boron sink such as Ta in the double MgO
structure can result in larger PMA.
In this study, Ta is added to the system not as seed or capping layers adjacent
to CoFeB, but as ultrathin layer(s) inserted into CoFeB, i.e. in MgO/CoFeB/Ta/
CoFeB/MgO. The Ta layer thickness (0.3 nm in this work) is chosen such that
the CoFeB layers separated by this Ta insertion layer remain strongly ferromag-
netically coupled [166]. Ta is nevertheless preferred to be as thin as possible to
prevent α enhancement from spin pumping. Because these thickness require-
ments may mean that a single Ta insertion is not enough for optimal crystalliza-
tion (Ta seed or cap layers are often a few nanometers thick), the use of multiple
Ta insertions is explored.
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Very recently, double MgO structures with one Ta insertion layer have been
incorporated as free layers in MTJs, with several reports of improved Ic0/∆ [30–
33]. The increase in thermal stability is attributed to the additional CoFeB/MgO
interface, while lower Ic0 alludes to low α. However, no detailed measurements
of damping in these perpendicular double MgO stacks have been reported, nor is
there a study on the effect of Ta insertions on interfacial anisotropy and α to my
knowledge. A 2013 study on MgO/FeB/MgO films did report α down to 0.005
[164], which agrees with a later report on device measurements the following
year [118], but the stacks investigated in these damping studies did not have the
Ta layer used in practical free layers with perpendicular anisotropy [33, 178].
In fact, the films studied in [164] were in-plane, while the devices were barely
out-of-plane with µ0HKeff ≈ 0.02 T [118]. In contrast, this work explores the
influence of Ta insertions within the CoFeB layer of MgO/CoFeB/MgO films
with effective areal anisotropy comparable to Ta/CoFeB/MgO (∼ 0.3 mJ/m2,
see §5.2.1, c.f. [16]).
Two sample series were deposited by magnetron sputtering on SiO2 sub-
strates with seed layers of Ta 5/TaN 20/Ta 5 in an ultrahigh vacuum environment
(all thicknesses in nm). The stack configuration of the two sample series with
different Ta insertion number n are: (1) MgO 3/CoFeB 1.0/Ta 0.3/CoFeB 0.5 -
1.5/MgO 3 (‘single insertion’, n = 1) and (2) MgO 3/CoFeB 1.0/Ta 0.3/CoFeB
0.5 - 1.5/Ta 0.3/CoFeB 1.0/MgO 3 (‘double insertion’, n = 2), where the CoFeB
composition is Co40Fe40B20 (at%). For all double MgO samples, an ultrathin
CoFeB layer below the bottom MgO is also deposited (see §5.2.2). All samples
are capped with 15 nm of Ta for protection and are annealed post-growth at
300◦C for 1 h in vacuum. The full stack structures are shown in Fig. 6.1. The
MgO/CoFeB/MgO stacks in §5.2.2 are hereafter referred to as ‘zero-insertion’
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(n = 0) samples for differentiation.
Figure 6.1: Stack configuration for double MgO samples with (left) single and
(right) double insertions.
Out-of-plane M-H loops obtained using AGM show that PMA improves when
the number of Ta insertions n is increased (Fig. 6.2). Large out-of-plane rema-
nence is also observed for single insertion samples with tnom < 2.1 nm and double
insertion samples with tnom < 2.8 nm (Fig. 6.3). Out-of-plane M-H loops for
single MgO and zero-insertion samples of similar thickness are also included in
Fig. 6.2 for direct comparison. These results provide an initial proof of the ne-
cessity of Ta insertions to enhance PMA and consequently induce perpendicular
magnetization. Coercive fields less than 0.01 T as seen in Fig. 6.2(b) are typical
of CoFeB films with PMA [14, 166].
Since there is now Ta in the system, and Ta is known to create an MDL when
in the proximity of a magnetic layer[167], a linear fit of the magnetic moment per
area against tnom is expected to yield a non-zero x-intercept of a linear fit, which
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Figure 6.2: Out-of-plane M-H loops for samples with single MgO (red squares),
zero insertion (purple inverted triangles), single insertion (blue circles), and dou-
ble insertion (green triangles), with total nominal CoFeB thickness tnom ≈ 2.5
nm.






























Figure 6.3: Low field out-of-plane M-H loops for (a) single insertion samples
with tnom < 2.2 nm and (b)double insertion samples with tnom < 3.2 nm
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determines tMDL. Indeed, tMDL of 0.24 ± 0.09 nm for n = 1 and 0.7 ± 0.1 nm
for n = 2 are extracted in Fig. 6.4. These thicknesses are similar to the total
Ta insertion thickness in the respective series, and is consistent with the picture
of CoFeB intermixing with Ta to produce a magnetically dead volume. These
results are summarized in Table 6.1, along with MS values obtained from the
slope. (The corresponding results for single MgO and zero insertion samples are
also included for easy reference.)



















Figure 6.4: Magnetic moment per unit area (M/A) as a function of the total
nominal CoFeB thickness for double MgO samples with single insertion (blue
circles) and double insertions (green triangles). Linear fits are shown as solid
lines. MS and tMDL can be extracted from the slope and x-intercept, respec-
tively, and are summarized in Table. 6.1.
Table 6.1: Summary of magnetic properties for single MgO and double MgO
samples in §5.2 and §6.1
Series tMDL(nm) MS(MA/m) Ki(mJ/m
2) Kv(MJ/m
3)
single MgO 0.26± 0.08 1.51± 0.08 1.61± 0.07 −0.29± 0.08
double MgO, n=0 0.04± 0.06 1.29± 0.05 0.91± 0.09 0.37± 0.05
double MgO, n=1 0.24± 0.09 1.12± 0.05 2.18± 0.08 −0.34± 0.04
double MgO, n=2 0.7± 0.1 1.10± 0.04 2.4± 0.1 −0.25± 0.03
VNA-FMR was used to measure the effective anisotropy field HKeff and α
of the samples. A representative fit of the susceptibility data is shown in Fig. 6.5
for a double insertion sample with tnom = 2.5 nm, along with the extracted
frequency and linewidth data and their corresponding linear fits. Note that only

























































Figure 6.5: (a) Real and (b) imaginary parts of the S21 parameter obtained from
VNA-FMR measurements for a double insertion sample with tnom = 2.5 nm at
12 GHz while a perpendicular dc magnetic field is swept. The lines are fits to an
expression using Eq. 4.70, taking non-magnetic contributions to S21 and a linear
drift into account. (c) Field-swept linewidth and resonance fields for the same
sample as a function of frequency. The linear fits described in §4.4 are used to
extract HKeff (= −Meff ) and α. c©2014 The Japan Society of Applied Physics
In the context of scaling down devices, the relevant property for thermal sta-
bility is the effective areal anisotropy Keff teff which is plotted in Fig. 6.6(a) for
single MgO and double MgO samples with varying n. The effective anisotropy
energy density Keff can be calculated as Keff = HKeffMS/2, noting that a
positive anisotropy constant corresponds to a perpendicular easy axis. MS val-
ues used in the calculation are as obtained from the slope of the M/A versus tnom
fit (see Table 6.1). The effective thickness is given by teff = tnom − tMDL. One
would notice that for teff > 2 nm, double insertion samples have higher Keff teff
than single insertion samples for the same teff . Stated differently, thicker CoFeB
layers are able to remain perpendicular when n is increased. However, the max-
imum Keff teff achieved for both single and double insertion series does not
significantly exceed Keff teff measured in the thinnest single MgO sample (teff
= 1.0 nm), similar to what was reported for MTJs [31].
To understand this further, consider the different contributions to Keff teff
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which read








where Ki is the total interfacial anisotropy constant including all CoFeB/MgO
interfaces, Kv is the volume anisotropy constant and the demagnetizing energy is
given by the M2S term. Any interfacial anisotropy from the Ta/CoFeB interface
is assumed to be negligible [179]. Ki is commonly derived from the y-intercept
of a linear Keff teff vs. teff fit, while Kv can be calculated from the slope if
MS is known. As it is possible that for CoFeB thickness below 1.0 nm, Ki is
degraded due to Ta reaching the CoFeB/MgO interface [180], only the linear
region of the curve is used in the fit. This linear region is determined by the
minimization of the fitting errors of the slope. Calculated values given in Table
6.1 demonstrate that the absence of a Ta insertion leads to the lowest value of
Ki,n=0 = 0.91 ± 0.09 mJ/m2, explaining why n = 0 samples did not exhibit
perpendicular easy axis. On the other hand, Ki,n=1 = 2.18 ± 0.08 mJ/m2 and
Ki,n=2 = 2.4±0.1 mJ/m2 are both larger than the single MgO series (Ki,single =
1.61 ± 0.07 mJ/m2), as would be expected from the additional PMA from the
second CoFeB/MgO interface. However, the anisotropy per interface did not
double with the additional CoFeB/MgO which may be attributed to the different
degrees of crystallization for single and double MgO samples. An indication of
better crystallization in the single MgO series is its higher MS [41, 172, 181, 182].
Kv values are commonly neglected in literature owing to the cubic structure
of CoFe [16, 166]. However, Kv is found to be non-negligible and negative,
and does not vary appreciably in samples where Ta is present, as opposed to
a positive value found for zero-insertion samples. Such a non-negligible Kv has
been previously pointed out by Sinha et al. [168], and recent first-principles
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calculations have demonstrated that large PMA energies in Fe/MgO systems are
not simply localized at the interface but propagates in an attenuating oscillatory
fashion into the bulk [156]. However, the role of Ta with regards to Kv remains
unclear. One possibility is through a change in magnetoelastic contribution upon
crystallization. The magnetostriction constants of Co50Fe50 and Co40Fe40B20 are
both positive [183] so if the magnetic layer lattice matches with MgO, a tensile
strain will develop in CoFeB, favoring negative Kv. This, however, is contrary to
the report of Sinha and co-workers who found positive Kv for Ta/CoFeB/MgO.
The role of strain remains to be clarified, and cannot be resolved in this work
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Figure 6.6: (a)Keff teff and (b) α versus effective CoFeB thickness teff obtained
from field-swept VNA-FMR measurements for single MgO and double MgO sam-
ples with varying n. The solid lines in (a) are linear fits. The purple dashed line
in (b) corresponds to the mean α value averaged over all zero insertion samples,
which was found to be constant within error across the whole thickness range
studied. c©2014 The Japan Society of Applied Physics
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Turning to α, the reader’s attention is first directed to two samples: a single
MgO sample (teff ≈ 0.8 nm) and a single insertion sample (teff ≈ 1.3 nm) with
comparable Keff teff ≈ 0.2 mJ/m2. Notice that α of the single insertion sample
is around two times lower than the single MgO sample!
This drastic decrease in α may be attributed to the suppression of spin pump-
ing by the MgO layers straddling both sides of the precessing magnet (§5.2.2,
[164, 170]). However, a decrease in α with increasing teff can still be seen
in both single and double insertion series. One possible reason is alloying of
CoFeB and Ta, as Ta is known to readily intermix with CoFeB [169], and higher
damping may be expected from CoFeBTa alloys [184]. The relative percentage
of CoFeBTa alloy decreases with increasing CoFeB thickness, coinciding with
the α decrease. This picture is also consistent with the jump in α from single
to double insertion samples, i.e. there is more CoFeBTa alloy due to more Ta
insertions.
Another possible reason for the decrease of damping with thickness is that
spin pumping to the Ta insertion layer occurs, as in the case of the Pd inter-
layer in CoFe/Pd multilayers [22]. The complexity of this Ta-inserted system,
however, prevents the application of a simple multilayer model. For one, the
middle CoFeB layer (in the double insertion case), though coupled to the top
and bottom CoFeB, may have different properties from the CoFeB layers adja-
cent to MgO, since crystallization of CoFeB occurs from the MgO interface [185]
which the middle CoFeB has no contact with. The degree of Ta intermixing also
depends on the deposition order and will be different across the structure [167].
As 0.3 nm of Ta is deposited on top of the bottom CoFeB, a high degree of
intermixing may be expected, making the contribution of spin pumping difficult
to quantify. Replacing the Ta insertion layer with CoFeBTa, for instance, may
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help discriminate between spin pumping and alloying: if the CoFeBTa layer is
deposited as an alloy, the degree of Ta diffusion may be reduced while retaining
control over the amount of Ta in the stack.
In summary, it is found that in double MgO films,
• a thin Ta insertion layer significantly increases PMA - no perpendicular
easy axis was achieved without Ta - and adding more insertions allowed
thicker CoFeB layers to remain perpendicular.
• the maximumKeff teff is only comparable with that of single MgO samples
for this CoFeB composition. (The effect of composition is studied in §6.3.)
• α increases with the number of insertions, but remains lower than that of
single MgO films for the whole range of thickness studied.
• a single Ta insertion is preferred over multiple insertions, considering the
effects on both anisotropy and damping. For n = 1 and tnom = 1.75 nm,
Keff teff = 0.27 mJ/m
2 at a low damping value of 0.006.
The n = 1 stack configuration is thus used in the remainder of this thesis.
6.2 Annealing Temperature Dependence
The optimum CoFeB thickness for effective perpendicular anisotropy is the re-
sult of the interplay between the demagnetization field and the quality of the
CoFeB/MgO interface; the latter deteriorates as Ta migrates to the MgO in-
terface - more readily so for thinner CoFeB layers and for higher annealing
temperatures. For instance, PMA is seen to degrade in Ta 2/CoFeB 1.25/MgO
1/Al2O3 when annealed beyond 240
◦C [180]. On the other hand, TMR is also
dependent on the annealing temperature, often requiring temperatures above
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300◦C [185, 186]. It is therefore of interest to study the dependence of magnetic
properties on annealing temperature.
Double MgO, single insertion samples with composition Co40Fe40B20 (at.%)
are post-annealed at Ta =240
◦C, 300◦C and 350◦C for 1 h in vacuum. VNA-
FMR measurements in the perpendicular configuration again reveal only one
resonance peak in the range of accessible frequencies, and are used to extract
Keff and α. AGM measurements of magnetic moment per unit area (M/A)
show overlapping results for all Ta (Fig. 6.7). A linear fit of M/A versus tnom to
obtain tMDL and MS yields results that are constant with Ta within error (Table
6.2), with mean values of 0.21 ± 0.03 nm and 1.13 ± 0.01 MA/m for tMDL and
MS , respectively. This result agrees with [167], in which tMDL was reported to
be constant for Ta > 150























Figure 6.7: Magnetic moment per unit area (M/A) as a function of the total
nominal CoFeB thickness for double MgO samples with single insertion annealed
at 240◦C (green squares), 300◦C (blue circles), and 350◦C (red triangles). Linear
fits are shown as solid lines. MS and tMDL can be extracted from the slope and
x-intercept, respectively, and are summarized in Table. 6.2.
In Fig. 6.8(a), plots of Keff teff versus teff are shown for samples annealed at
different Ta. While Keff teff for samples annealed at 240
◦C and 300◦C mostly
overlap, Keff teff of 350

































Figure 6.8: (a)Keff teff and (b) α versus effective CoFeB thickness teff obtained
from field-swept VNA-FMR measurements of double MgO samples with single
insertion annealed at 240◦C (green squares), 300◦C (blue circles), and 350◦C
(red triangles). The solid lines in (a) are linear fits.
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Table 6.2: Summary of magnetic properties for single insertion samples annealed
at different temperatures
Ta tMDL(nm) MS(MA/m) Ki(mJ/m
2) Kv(MJ/m
3)
240◦C 0.18± 0.06 1.14± 0.04 2.3± 0.2 −0.33± 0.04
300◦C 0.24± 0.09 1.12± 0.05 2.18± 0.08 −0.34± 0.04
350◦C 0.2± 0.1 1.13± 0.02 2.4± 0.1 −0.48± 0.07
One may argue that the decrease of areal anisotropy for 350◦C-annealed
samples is due to the degradation of the CoFeB/MgO interface, which becomes
more severe with increasing temperature because of Ta diffusing to and reaching
the interface [180]. For the samples in this study, the bottom CoFeB is set
to be 1 nm, while the top can vary from 0.5 to 1.5 nm (nominal thicknesses).
Therefore, for a tnom = 1.55 nm sample, the top CoFeB thickness is only 0.55 nm
thick, so the Ta insertion layer is nominally only 0.55 nm away from the top
MgO interface. In Fig. 6.9(a), perpendicular M-H loops for this tnom = 1.55
nm sample does show that increasing the annealing temperature results in a
degradation of PMA. On the other hand, a thicker CoFeB layer is expected to
impede Ta diffusion and thus result in a better interface. Indeed, for tnom =
1.7 nm (Fig. 6.9(b)), no significant difference is seen in the perpendicular M-H
loops for different Ta. Therefore, teff >1.5 nm (tnom > 1.7 nm, ’thick region’),
the lower Keff teff for 350
◦C-annealed samples is not necessarily connected to a
degradation of the interface.
To understand the decrease of PMA in the thick region for different annealing
temperatures, the linear region of Keff teff versus teff is fit to Eq. 6.1 (solid lines
in Fig. 6.8(a)) with results forKi andKv detailed in Table 6.2. As was previously
hypothesized, the decrease in Keff teff for Ta = 350
◦C (for thicknesses in the
linear region) cannot be attributed to a degradation of interfacial anisotropy
since Ki does not decrease relative to Ta = 300
◦C. On the other hand, Kv is
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Figure 6.9: Out-of-plane M-H loops for Co40Fe40B20 samples with (a) tnom =
1.55 nm and (b) tnom = 1.7n m annealed at different temperatures. c©2014 IEEE
more negative when Ta = 350
◦C, thus contributing to the steeper slope.
It must be reiterated, however, that Ki is extracted from the linear region,
and that for teff < 1.7 nm where the non-linear behavior occurs, degradation
of Ki can occur (Fig. 6.7). Thus, the reason behind the lower Keff teff for
350◦C-annealed samples for teff < 1.7 nm may have contributions from both Ki
and Kv.
α, on the other hand, is seen to decrease with teff for all sample series (Fig.
6.8(b)), except for the slight increase in α for 1.5 nm < teff < 1.8 nm for Ta =
240◦C. For teff < 1.5 nm, all sample series have the same α within measurement
error. For teff > 1.8 nm, α of 240
◦C- and 300◦C- annealed samples are similar.
On the contrary, 350◦C-annealed samples have lower damping values beyond
1.7 nm. This may be attributed to the differing degrees of crystallization for
thicker CoFeB. As Boron is an impurity, decreasing B content would lead to
a decrease in α [162]. However, MS , which is supposed to increase with less
(Boron) impurity, is seen to be constant, but the re-distribution of Ta upon
annealing would also influence this property and the contributions would be
indistinguishable in this case.
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Nevertheless, the important conclusions from this study are the following:
• Double MgO structures are robust against annealing temperatures up to
350◦C, with the maximumKeff teff only slightly decreasing from 0.27 mJ/m2
at Ta = 300
◦C to 0.22 mJ/m2 at Ta = 350◦C.
• α remains constant at 0.006 in the perpendicular region.
6.3 CoFeB Composition Dependence
First-principles studies of Fe/MgO and Co/MgO (001) structures indicate that
for all degrees of oxidation at the interface (i.e. ideal, under-oxidized and
over-oxidized), PMA is lower for the Co case [155]. Experimentally, Fe-rich
CoxFe80−xB20 layers in single MgO films have also been shown to exhibit higher
interfacial anisotropy than their Co-rich counterparts[166, 187]. For in-plane
CoFeB/MgO/CoFeB MTJs, TMR, which shares a similar physical origin with
PMA [155], increases when x is decreased, with the maximum occurring at
x = 20. Therefore, it makes sense to also increase the Fe content in the double
MgO samples in this study. More than confirming the increase in PMA, the
effect of CoFeB composition on α is of primary interest.
Double MgO, single insertion samples were deposited with Co20Fe60B20 (’Fe-
rich’, x = 20) magnetic layers. These samples were then post-annealed at 300◦C
for 1 h in vacuum. For this series, the total nominal CoFeB thickness is varied
from 1.5 to 3 nm. As reference, a single MgO sample with Fe-rich CoFeB was
also deposited and annealed under similar conditions.
Low-field out-of-plane magnetization loops show good squareness for tnom <
2 nm, with coercive fields around 3 mT (Fig. 6.10). Linear fits to M/A data
yield tMDL = 0.43 nm, which is interestingly higher than obtained in x = 40
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samples. The thicker dead layer for Fe-rich samples (both single and double
MgO) cannot be explained if only the formation enthalpies of Co-Ta and Fe-Ta
are considered (Fe-Ta has a less negative formation enthalpy than Co-Ta [188]).
On the other hand, it has been suggested that Fe has less affinity to Boron [189],
so it is more likely that Boron-rich regions near the Ta layer1 form in the Fe-rich
case. MS decreases with increasing Boron content [172, 181, 182], so a sharp
increase of Boron concentration near Ta may contribute to dead layer behavior.
The comparison between tMDL of different CoFeB compositions is listed for easy
reference in Table 6.3, which also includes the result for MS . The higher MS in
Fe-rich samples is consistent with the behavior expected from the Slater-Pauling
curve [190].











































Figure 6.10: (a)Low field out-of-plane M-H loops and (b) magnetic moment per
unit area (M/A) versus total nominal CoFeB thickness tnom for Co20Fe60B20,
single insertion, double MgO samples with varying tnom. MS and tMDL can be
extracted from the slope and x-intercept of the linear fits in (b), respectively,
and are summarized in Table. 6.3.
Table 6.3: Summary of magnetic properties for single MgO and single insertion
samples with different CoFeB composition
Series Composition tMDL(nm) MS(MA/m) Ki(mJ/m
2) Kv(MJ/m
3)
single MgO Co40Fe40B20 0.26± 0.08 1.51± 0.08 1.61± 0.07 −0.29± 0.08
single MgO Co20Fe60B20 0.5± 0.1 1.9± 0.2 1.77± 0.09 0.0± 0.1
double MgO, n=1 Co40Fe40B20 0.24± 0.09 1.12± 0.05 2.18± 0.08 −0.34± 0.04
double MgO, n=1 Co20Fe60B20 0.43± 0.03 1.30± 0.01 3.3± 0.03 −0.6± 0.3
1recall that borides of Ta are more likely to form than borides of Co or Fe
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Measurements of Keff teff using VNA-FMR show that increasing the Fe
content increases the maximum Keff teff by more than 30% (Fig. 6.11). A fit of
the linear region of Keff teff versus teff for the Fe-rich samples to Eq. 6.1 yields
K2MgOi,Fe−rich = 3.3 ± 0.03 mJ/m2. The high Ki obtained from Fe-rich samples
agrees with larger value of Ki expected from Fe/MgO interfaces versus Co/MgO
[155]. However, Fe-rich samples are not able to sustain PMA at a thicker teff
than Co40Fe40B20 due in part to its higher MS and also to a more negative
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Figure 6.11: (a)Keff teff and (b) α versus effective CoFeB thickness teff obtained
from field-swept VNA-FMR measurements for double MgO n=1 samples with
different CoFeB composition. The solid lines in (a) are linear fits.
In Fig. 6.11(b), α for 300◦C-annealed Fe-rich double MgO samples is plot-
ted along with double MgO samples of Co40Fe40B20 composition annealed at
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300◦C and 350◦C. For teff < 1.7 nm, there is no significant difference in α
between x = 20 and x = 40, similar to the findings in [18] for single MgO
samples.2 For thicker samples, however, Fe-rich double MgO samples possess
lower α than x = 40 samples annealed at the same temperature (300◦C). Pre-
vious reports on CoFe alloys do show that damping decreases with increasing
Fe content, although the decrease is much smaller, almost negligible, for Fe con-
tent > 50% [162]. However, the interesting similarity between 300◦C-annealed
x = 20 samples and 350◦C-annealed x = 40 samples may point to the influence
of crystallization. Crystallization of CoFeB is associated with the out-diffusion
of B [191] and decreasing B content is known to decrease α [162]. This implies
that crystallization occurs more readily in Co20Fe60B20 (300
◦C) samples over
Co40Fe40B20 ones (300
◦C). Again, it has been suggested that Fe has a lower
affinity to B than Co [189], and the crystallization temperature of FeB has been
reported to increase with the addition of Co [192].
This picture of improved crystallization despite limited Ta content is also
consistent with the increase in Ki from single MgO to double MgO samples: for
Fe-rich samples, Ki does increase from K
1MgO
i,Fe−rich = 1.77 ± 0.09 mJ/m2 (single
MgO) to K2MgOi,Fe−rich = 3.3 ± 0.03 mJ/m2 (double MgO); indeed, K1MgOi,Fe−rich ≈
2K2MgOi,Fe−rich.
The only misplaced piece in this ‘improved crystallization’ picture is the
following: better crystallization due to higher Ta is hypothesized to be the reason
behind the overlap of α for 350◦C-annealed x = 40 double MgO samples and
300◦C-annealed x = 20 samples. If this is indeed the case, why then does the
supposedly better-crystallized x = 40 samples still not yield twice the value
of Ki between single (K
1MgO
i = 1.61 ± 0.07 mJ/m2) and double MgO samples
2On a side note, there is also no significant difference in α for single MgO samples with
x = 20 and x = 40 in this work (Fig. 6.12(b)), as was reported in [18].
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(K2MgOi = 2.4±0.1 mJ/m2)? One explanation might be that in the case of single
MgO samples with thick Ta seed, formation of an Fe-rich region at the MgO
interface occurs, thus enabling higher Ki even though the nominal composition
is Co40Fe40B20. Fe-rich interfaces with MgO for Co40Fe40B20 have already been
reported [193], although the formation enthalpies of Co-O and Fe-O are cited as
the origin of the re-distribution of Fe. However, formation enthalpies of Fe-Ta
and Co-Ta may also play a role: Co-Ta is predicted to be easier to form than
Fe-Ta [188], so a thick Ta reservoir assists, at the very least, the formation of an
Fe-rich interface region. The case may not be the same for double MgO samples
which possess only a limited amount of Ta, so that no significant assistance
from this mechanism is seen. Thus, there is no significant increase in Ki despite
the better-crystallized Co40Fe40B20 layers. Unfortunately, the small thicknesses
and measurement sensitivity of available characterization techniques prevent us
from unambiguously corroborating these hypotheses with results from structural
analysis. To demonstrate, TEM images for similar double MgO x = 40 samples
show no dominant phase for the CoFeB/Ta/CoFeB region (Fig. 6.13). While
the origin of anisotropy and damping behavior is complicated by the interplay of
crystallization and diffusion thermodynamics, the implications for applications
are clear:
• Increasing the Fe content in CoFeB to 60 at.% is beneficial for interfacial
anisotropy, leading to increased Keff teff in the thickness regime where the
samples are perpendicular.
• There is no penalty for α for this increase in anisotropy.
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Figure 6.12: (a)Keff teff and (b) α versus effective CoFeB thickness teff obtained
from field-swept VNA-FMR measurements for single MgO samples with different
CoFeB composition. The solid lines in (a) are linear fits.
Figure 6.13: TEM image taken by S. K. Wong for a double MgO, single inser-
tion x = 40 sample with tnom = 2.2 nm showing no dominant phase for the
CoFeB/Ta/CoFeB region between the two MgO layers.
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6.4 Conclusion
While the static magnetic properties of double MgO systems have been a sub-
ject of recent studies [30–33], this work provides detailed studies on the system’s
damping property versus several parameters such as magnetic layer thickness,
number of Ta insertions, annealing temperature and CoFeB composition. From
the above results, several guidelines for engineering the stack structure of double
MgO samples can be established. First, the optimal balance of anisotropy and
damping are achieved in double MgO samples with only one Ta insertion, since
α increases with the number of insertions without significant improvements in
maximum Keff teff . Second, increasing the Fe content in CoFeB to 60 at.%
results in higher Ki that is truly around double that of a single CoFeB/MgO
interface, despite the limited amount of Ta in the stack to absorb Boron. More-
over, α can be lower for Fe-rich CoFeB (for the same annealing temperature)
and is therefore the stack with optimal anisotropy and damping demonstrated
in this study. Lastly, double MgO samples are robust against annealing temper-
ature up to 350◦C, and even show a decrease in α at this temperature. In fact,
additional measurements of Fe-rich single insertion samples annealed at 400◦ for
1 h indicate that these stacks can survive back end of line processing, as they




Relationship between Anisotropy and
Damping in CoFeB/MgO
Theoretical models have placed spin-orbit interaction at the origin of both uniax-
ial anisotropy K and damping, with both roughly proportional to ξ2, where ξ is
the spin-orbit constant,1 so that a linear correlation between these two magnetic
properties may exist [69, 194]. This proportionality is a bane for applications
such as STT-MRAM, which require both high PMA and low damping simul-
taneously - the former for thermal stability, the latter for low critical current.
There is interest, therefore, in determining whether this proportional relation-
ship between damping and anisotropy does hold in PMA systems in order to
know if such a system can be easily engineered for applications.
In systems which utilize heavier 4d or 5d elements with strong spin-orbit
coupling (SOC) such as L10 FePd1−xPtx, it has been reported that the intrinsic
damping α0 does increase with anisotropy (varied by changing x) as measured by
TR-MOKE with perpendicularly applied fields up to 5 T [35, 36]. In Pt/Co/Pt
films also measured by TR-MOKE, α also increases with Keff , but the rela-
tionship is not linear [34]. Reports on Co/Pd multilayers disagree, with some
claiming that there is no proportionality between anisotropy and damping [20],
1as in the spin orbit Hamiltonian HSO = ξl · s where s and l correspond to the spin and
orbital angular momentum.
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while others say that a linear relationship between them exists [21].
Even in systems not involving the use of heavy elements, different trends of
anisotropy versus damping are reported. For FeNi alloys, calculations predict
lower α for L10 FeNi relative to their disordered counterparts [37]. Experimen-
tal results from TR-MOKE also show that while anisotropy improves with the
chemical ordering of FeNi into L10, α does not change significantly, agreeing
partly with calculations, and supporting the notion that there is no proportion-
ality between PMA and α in FeNi alloys [195]. On the other hand, in Ti-buffered
Co/Ni multilayers, damping values measured by TR-MOKE (claimed to corre-
spond to intrinsic damping2) show a linear variation with K [38]. In [38], K
was gradually increased by increasing the thickness of the Ti buffer layer and
is attributed to the enhancement of crystallinity brought about by better buffer
layer morphology. In contrast, Shaw et al. [150] reported that α is unaffected by
microstructure in CoFe/Ni multilayers, and showed that while K increases due
to an increase in the density of CoFe/Ni interfaces in the material, α remains
constant. The above examples illustrate that there is no widely-accepted con-
sensus on the relationship between anisotropy and damping in PMA systems,
nor is there a strict proportionality between the two, i.e. the relationship may
be different for different systems.
For the system of interest in this thesis, CoFeB/MgO, a 2014 study proposes
that no proportionality between anisotropy and damping exists [196]. In [196],
anisotropy was varied by changing the annealing temperature Ta up to 350
◦C in
Ta 5/CoFeB 1.2/MgO 2/Al 2 films. A broad maximum of K appears at Ta =
250−300◦C followed by a decrease at 350◦C. On the other hand, α is constant up
to 300◦C, but increases for 350◦C, indicating the lack of proportionality between
2The reader may also refer to §5.1 for a short discussion on this claim.
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K and α. However, using annealing temperature to vary anisotropy suffers from
complications such as the resulting changes in Ta diffusion into the magnetic
layer [180] and CoFeB crystallization. In §6.2, I have shown that α actually
decreases in double MgO structures when Ta is increased to 350
◦C, contrary
to the single MgO samples studied in [196], highlighting the sensitivity of α to
Ta diffusion vis-a-vis crystallization. The CoFeB/Ta interface may have also
changed, and the effect of this modified interface region in the spin pumping
context must also be clarified.
To argue that PMA and damping are not proportionally correlated, one
might even use the results presented in §6.3, where it was shown that Co20Fe60B20
samples possess higher PMA while having similar damping values with Co40Fe40B20
samples. However, both the CoFeB/MgO interface condition and the magnetic
layer itself have changed, casting ambiguity as to how one can discriminate
among the contributing mechanisms to the altered anisotropy and α - could
there have been competing trends that balanced out? In the ideal scenario,
therefore, one is able to vary only the value of interfacial anisotropy - the pri-
mary source of PMA in CoFeB/MgO - without changing the properties of the
magnetic layer.
This chapter aims to add to the understanding of the relationship between
anisotropy and damping in CoFeB/MgO systems by investigating the magnetic
properties of double MgO films annealed at the same temperature, with the
same CoFeB composition and with constant magnetic layer thickness. Instead,
anisotropy is varied by changing the quality of the CoFeB/MgO interface, to
which the PMA in these systems is attributed [16, 155]. I will show that by tak-
ing advantage of the intermixing between a Ta cap layer and the top MgO layer,
one can identify a regime wherein K varies while MS is kept constant, so that
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changes in the ‘bulk’ CoFeB3 are minimized. In this regime, while there is signifi-
cant variation in K, so much so that an in-plane to out-of-plane transition occurs,
α remains at the same value, providing clear evidence of the non-proportional
relationship between anisotropy and damping in the CoFeB/MgO system. In
the latter part of the chapter, the simple theoretical model of anisotropy com-
monly used to describe PMA systems is tested for the CoFeB/MgO case by using
angular-dependent FMR measurements of the g-factor, with results pointing to
the need for more complicated models and/or calculations to adequately describe
the system.
7.1 Effect of MgO Layer Thickness
Double MgO single insertion samples of similar configuration to those used in
§6.1 were prepared, but with the following differences: the CoFeB thickness was
kept constant at CoFeB 1.2/Ta 0.3/CoFeB 1.0 and the top and bottom MgO
thicknesses are varied instead. In one series, the bottom MgO tbot is kept at
1 nm, while the top MgO ttop is varied from 1 to 2.5 nm (‘top MgO’ series).
In another series, ttop is set to be 1 nm, while tbot is varied from 1 to 2.5 nm
(‘bottom MgO’ series). Samples are annealed post-growth at 300◦C for 1 h in
vacuum, and all samples use Co40Fe40B20.
Magnetization measurements obtained via AGM, show constant MS within
error for the bottom MgO series (Fig. 7.1). For the top MgO series, an increase
in MS is seen for ttop <1.3 nm, saturating at a value slightly higher than the
bottom MgO series. It seems therefore, that the bottom MgO thickness does
not influence MS , while the top MgO thickness does.
(On a side note, I would like to clarify that the calculation of MS in Fig. 7.1
3i.e. the CoFeB layer away from the interface
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(and in all other reports of MS in this chapter), the nominal CoFeB thickness is
used. If, instead, a dead layer similar to that obtained in the thick MgO samples
of §6.1 is assumed, MS will also be ≈ 1.12 MA/m for ttop > 1.3 nm, similar to
the thick MgO samples in §6.1. Of course, a constant tMDL is not expected for
ttop < 1.3 nm, because if the Ta cap does diffuse through MgO and intermixes
with the magnetic layer, tMDL may increase. A determination of the exact tMDL
values would require measurements of samples with varied CoFeB thickness for
each value of ttop. Fortunately, the determination of exact tMDL is not necessary
for this chapter.)
VNA-FMR measurements of HKeff and α also show strong dependence on
ttop while being mostly insensitive to tbot (Fig. 7.2). Note that for ttop > 1.3 nm,
MS for both series are constant so that the trend of HK , and thus K, follows that
of HKeff . Therefore, for ttop > 1.3 nm, K increases with ttop, while α is mostly
constant. However, the physical origin of this dependence on MgO thickness
must be clarified. For instance, are these trends due to the MgO thickness per
se or does the capping layer play a role? The decrease of MS in samples with thin
top MgO is an indication that the Ta cap may have intermixed with the magnetic
layer through MgO; therefore, the capping layer may indeed affect magnetic
properties. Since 1 nm of MgO is expected to be effective enough against spin
pumping [164], the increase in α for ttop < 1.3 nm is another indication of this
Ta effect.
7.1.1 Overlayer Effect
Because I find that magnetic properties are lopsidedly sensitive to the top MgO
thickness, only the effect of the overlayer (and not layers below MgO) is explored
in this subsection. Single MgO samples with the following stack configuration
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**other side is 1nm MgO
Figure 7.1: Saturation magnetization MS for top MgO and bottom MgO series.
































Figure 7.2: (a)HKeff and (b) α versus MgO thickness tMgO obtained from field-
swept VNA-FMR measurements of top MgO and bottom MgO series. Because
MS is constant for tMgO > 1.3 nm (Fig. 7.1), K also follows the same trend as
HKeff for this thickness regime. Lines are just guides to the eye.
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from the Ta seed layer are studied: Ta 5/CoFeB 1.1/MgO 1/overlayer 5, where
the overlayer is one of the following: Pd, Pt, Ru or Ta. Ta capping layers can
oxidize up to ∼5 nm, so an additional 10 nm Pd cap is deposited on top of
it. Fig. 7.3 shows that while MS is constant, there is a drastic drop of HKeff
for the Ta overlayer only (HKeff is calculated from the area difference between
the normalized in-plane and out-of-plane AGM loops). For all other overlayers,
HKeff is positive as would be expected from a single MgO sample of this CoFeB
thickness (§5.2.1). These results indicate that even layers that are not adjacent
to the CoFeB layer and are beyond MgO can affect the anisotropy. In particular,
it seems that Ta is the reason for the degradation of PMA.



























Figure 7.3: Saturation magnetization MS (blue squares) and effective anisotropy
field HKeff (black open circles) for Ta 5/CoFeB 1.1/MgO 1/overlayer 5 samples
with different overlayer materials. HKeff is calculated from the area difference
between the normalized in-plane and out-of-plane AGM loops. MS is calculated
from the nominal CoFeB thickness. The dashed line demarcates the out-of-plane
(positive) and in-plane (negative) effective anisotropy.
In order to clarify the effect of the Ta overlayer further, samples of the follow-
ing configuration are also investigated: Ta 5/CoFeB 1.1/MgO 1/CoFeB 0.5/Ta
tTa/overlayer 10. tTa is varied from 0 to 10 nm, and the overlayer can be Pd,
Pt or Ru. The top CoFeB layer (0.5nm) is added to make this structure ap-
proximate the case where an ultrathin CoFeB layer separates the MgO layer
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from Ta (as for samples with bottom MgO). Adding this top CoFeB layer also
makes the results of this study useful in studying the effects of interdiffusion in
the case of CoFeB coupled through Ta or Ru to other PMA systems such as
Co/Pd and Co/Pt. This 0.5 nm CoFeB layer is expected to be magnetically
dead in the case of MgO/CoFeB/Ta for sufficiently thick Ta (tTa > 0.5 nm). In
Fig. 7.4, the effective anisotropy energy density Keff obtained from AGM is
seen to decrease with increasing tTa, then saturates at around 3 nm of Ta. The
data points for Keff also overlap regardless of the overlayer material above Ta,
indicating that it is indeed Ta that is playing the central role in the degradation
of PMA. Other possible mechanisms that could affect Keff are stress and SOC-
related effects, which should have resulted in different results for Pd-, Pt- and
Ru-capped samples, but no significant difference was observed.
One hypothesis for the degradation of PMA due to Ta is the intermixing
of Ta with MgO during deposition. Recall that the bottom MgO in double
MgO samples is also in close proximity with a thick Ta reservoir and there is
only an ultrathin CoFeB between them, but the magnetic properties are not as
sensitive to tbot as it is to ttop. Therefore, there is a definite effect of deposition
order. Moreover, all samples are also annealed up to 300◦C, thus, there seems to
be a greater impact Ta intermixing during deposition over Ta diffusion during
annealing. Although there are several factors affecting intermixing, one can
consider that Ta is a much heavier than MgO (Ta is 180.9 g/mol while MgO is
40. 3g/mol), so that Ta can be expected to penetrate more deeply into MgO
during deposition.
Further confirmation of this deposition order effect is provided in the case
of double MgO samples similar to the ones in the beginning of this section, but
with the MgO layer of constant thickness 3 nm instead of 1 nm. That is, ttop
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Figure 7.4: (a)MS and (b) HKeff versus Ta thickness tTa obtained from AGM for
Ta 5/CoFeB 1.1/MgO 1/CoFeB 0.5/Ta tTa/overlayer 10 samples with different
overlayer materials. Lines are just guides to the eye.
= 3 nm for the bottom MgO series, tbot = 3 nm for the top MgO series. The
thicker MgO at the other side of CoFeB more effectively isolates the magnetic
layer from Ta diffusion brought about by annealing.4 The anisotropy measured
by VNA-FMR is seen to increase with ttop (Fig. 7.5) - just like the case shown in
Fig. 7.2 - but this time, the top MgO series sample with ttop = 2.2 nm exhibits
HKeff that is the same with those of the bottom MgO series, confirming that
anisotropy is sensitive only to ttop and thus influenced by deposition.
TEM images of thin (ttop ≈ 1.2 nm) and thick (ttop ≈ 2.2 nm) top MgO
samples with thick bottom MgO are shown in Fig. 7.6. While the polycrystalline,
predominantly (001) nature of the thick top MgO is seen, no dominant phase
is observed for thin MgO. While it is possible that thin MgO is indeed not
crystalline, the lack of contrast could well have been due simply to the small
thickness of the layer (i.e the lattice is not well-defined due to the limited number
of atoms). On the other hand, EDX results show that in the case of thin top
4The trends of magnetic properties are also the same for samples (a) with and without the
ultrathin CoFeB layer on top of MgO and (b) with thicker Ta reservoir at the bottom, so only
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Figure 7.5: (a)HKeff and (b) α versus MgO thickness tMgO obtained from field-
swept VNA-FMR measurements for top MgO series (circles) and bottom MgO
series (squares) with Ta cap, and top MgO series with Ru cap (stars). For all
samples, the MgO thickness on the other side is 3 nm. Lines are just guides to
the eye.
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MgO (Fig. 7.7(a)), Ta overlaps with the whole top MgO layer, while for thick top
MgO (Fig. 7.7(b)), the decay of Ta is better seen. This supports the picture of
Ta being intermixed with the top MgO and degrading the CoFeB/MgO interface
quality in greater degree as the MgO thickness decreases. Another thing to note
in the EDX scan for the sample with thick MgO on both sides is the area overlap
between the Ta and MgO for the top and bottom regions (Fig. 7.8). Even
though the top MgO layer is only 2.2 nm (thinner than the bottom MgO), the
area of the overlap region is larger than that of the thicker bottom MgO region.
This estimate of the overlap regions can be interpreted as a greater degree of
intermixing in the top MgO, although the resolution of EDX (1 ∼ 2 nm) is
not sufficient to provide conclusive evidence of the extent of intermixing nor the
degree of asymmetry.
Figure 7.6: TEM images taken by S. K. Wong for double MgO single insertion
samples with thick bottom MgO and (a) ttop = 1.2 nm, (b) ttop = 2.2 nm. The
region between the two MgO layers is CoFeB/Ta/CoFeB.
7.1.2 K vs. α
From the previous subsection, it is inferred that in the case of Ta-capped struc-
tures, it is not the MgO layer thickness per se that influences PMA, but the Ta
cap that degrades MgO quality by intermixing with it. Therefore, one can alter
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Figure 7.7: EDX scans along the growth direction for double MgO single inser-










Figure 7.8: EDX scans for double MgO single insertion samples with ttop ≈ 2.2nm
and tbot ≈ 3nm zoomed in on the region where there is an overlap between Ta
and MgO. The area of the overlap region (in arbitrary units) is shown in the
respective regions.
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from where the dominant anisotropy energy originates. On the other hand, α
is sensitive to both the amount of Ta in the magnetic layer5 and to the effec-
tiveness of MgO in suppressing spin pumping. Therefore, while no unambiguous
structural evidence is given here, α can be used as an indirect probe to the
presence of Ta. In presenting the relationship between anisotropy and damping
two regions can be identified: tMgO < 1.3 nm (thin MgO) and tMgO > 1.3 nm
(thick MgO). These regimes are indicated by the gray and non-gray areas in Fig.
7.9, respectively. The reader’s attention is pointed to the top MgO series (blue
circles), which shows the greatest variation of magnetic properties. In Fig. 7.9,










MS is obtained from AGM, and no variation is observed for samples with tMgO >
1.3 nm (Fig. 7.1).
• For tMgO < 1.3 nm, MgO may not have the required crystallinity (Fig.
7.6(a)), or is not thick enough to become an effective barrier to the Ta cap
(Fig. 7.7(a)). Moreover, this thin MgO layer may not be as effective against
spin pumping. Therefore, PMA is low, α is high, and both properties show
improvement as MgO thickness is increased. In this regime, the state of
the magnetic layer may also be significantly altered, e.g. intermixed with
additional Ta from the cap, so that including the data for this regime in
relating anisotropy and damping is inappropriate.
• For tMgO > 1.3 nm, MgO is thick enough to suppress both spin pumping
and also prevents Ta from reaching the magnetic layer. Increasing the
MgO layer thickness improves crystallinity and creates a larger distance
5see §6.1
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between the CoFeB/MgO interface and Ta (which is still intermixed into
the topmost layers of MgO). Therefore, α is constant while PMA continues
to improve.
One may argue that even though α is constant for ttop >1.3 nm, spin pump-
ing may not be truly suppressed and other mechanisms such as crystallization
may have come into play thus reducing α despite the presence of spin pump-
ing. Proving that degrees of crystallization are similar versus MgO thickness is
difficult by structural means due to the thicknesses of the samples. However,
measurement of α in Ta-capped MgO 3/CoFeB/MgO 1.5 samples with varying
effective CoFeB thickness teff show no dependence on teff , a hallmark of the
suppression of spin pumping even at this MgO thickness (Fig. 7.10). Another
scenario which might have resulted in constant α might be Ta atoms reaching
the magnetic layer, simultaneously improving crystallization somehow. The for-
mer would have increased α while the latter would have decreased α, so that
the end result is an unchanged value of α even if the magnetic layer is not truly
isolated from the Ta cap. However, it has been established earlier that MS
does not change, inconsistent with this scenario. Therefore, the assumption that
for ttop > 1.3 nm, the magnetic layer is sufficiently isolated from the Ta cap is
strongly supported. Thus, in this regime, there is clear evidence that K and α
are not proportional in CoFeB/MgO systems!
This is good news for STT-MRAM applications, because it means that as
long as the spin-pumping suppression qualities of MgO are kept, engineering
the interface quality of CoFeB/MgO can enable higher PMA without increas-
ing damping. Various means to improve the interface anisotropy through the
modification of the MgO layer include controlling strain [197] or modifying the
amount of oxidation [198], among others. The spin pumping suppression prop-
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erty of MgO can be kept by choosing appropriate MgO thicknesses, overlayers
or overlayer deposition conditions. In Fig. 7.5, it is shown that replacing the
Ta cap with Ru for tMgO =1.1 nm reduces α significantly while PMA is com-
parable to Ta-capped samples with thick MgO. This indicates that Ru does not
intermix with MgO as readily as Ta does (for one, Ru is around twice lighter
than Ta) so that MgO quality is not compromised. In fact, for the Ru-capped
top MgO series, a slight decrease in anisotropy is seen when ttop is increased,
while α remains constant. In literature, anisotropy was also found to decrease
with MgO thickness in Ta/CoFeB/MgO structures capped with Ta [165]. The
discrepancy between [165] and the Ta-capped samples in this work may arise
from the different deposition conditions of Ta. Although the mechanism behind
the change in PMA still needs clarification, dependence on MgO thickness is not
expected from first principles [156] and is not seen in MgO/CoFeB/Ta structures
for 0.5 nm < tMgO < 1.75 nm [199]. The details of interfacial oxidation, strain, or
other growth-related mechanisms influenced by the deposition order and capping
layer need to be investigated. Nevertheless, the decrease in anisotropy without
changing damping observed in Ru-capped samples further supports the notion
that anisotropy and damping can be varied independently.
7.2 Theoretical Considerations
Now that the relationship between K and α has been established, it is interesting
to model the physical underpinnings and implications of this result.
A physical picture of intrinsic damping was suggested by Kambersky [69],
which describes damping in terms of the energy lost to the lattice through
spin-orbit interaction. A detailed derivation of this so-called spin-orbit torque-
correlation model can be found in [200], while a simple physical description is
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Figure 7.9: K versus α for top MgO (blue circles) and bottom MgO series (red
squares). Note the saturation of α for high K in the top MgO series. Kaccounts
for the total perpendicular anisotropy with the demagnetization term subtracted.












Figure 7.10: α for MgO 3/CoFeB tCoFeB/MgO 1.5 samples obtained via VNA-
FMR.
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highlights the proportionality between α and ξ2. Here, χp is the Pauli spin
susceptibility and w is the energy width of the d-band. More rigorous numerical
calculations based on this model were able to quantitatively predict the damping
in Fe, Co and Ni [72], making it the leading model for damping.
On the other hand, for anisotropy, one can follow the model by Bruno [194]
which can be understood by treating spin-orbit coupling as an effective field Horb
which acts only on the orbital moment µl. Considering that






the energy then reads
ESO = −1
2





ΩM · χorb ·ΩM (7.5)
where χorb is a second-order orbital susceptibility tensor and ΩM is the unit
vector along the direction of magnetization. Note the proportionality to ξ2.
One can employ second-order perturbation theory6 to obtain a rough esti-





6which is valid because spin orbit (meV) is very small relative to the band width and
exchange splitting (ev)
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Eqs. 7.2 and 7.6 show that both K and α are proportional to ξ2, prompting
the touted linear relationship between them.
Alternatively, one can write K as the difference in energy for directions that
are parallel (‖) and perpendicular (⊥) to an anisotropy axis,





where µl is the projection of the angular momentum on the magnetization and
A is a prefactor that depends on the electronic structure and details of the unit
cell. Given this form for K and recalling Eq. 7.2, a simple argument can be
made: even if α is constant so that ξ is constant, an increase in K can still
occur through ∆µl. It is interesting to validate this argument in the case of
CoFeB/MgO, which is done in the following.
7.2.1 Angle-dependent FMR Measurements of Orbital Asym-
metry
The method of choice in measuring spin and orbital moments is x-ray circular
magnetic dichroism (XMCD), which allows the measurement of spin and orbital
moment of an atom that is excited by the absorption of polarized x-rays by appli-
cation of the sum rules [201]. However, synchrotron facilities with end chambers
capable of applying large magnetic fields in multiple directions are required to
measure the orbital moment asymmetry of materials with large perpendicular
anisotropy; long measurement time is another disadvantage.
A more accessible method to measure ∆µl (although without element speci-
ficity) is FMR performed at different angles, e.g. parallel and perpendicular to
the sample plane. This is possible because FMR measures the spectroscopic
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If µs is known from theory or experiment, an absolute determination of µl is
possible. However, even if µs is not known, because it is isotropic,
7 then
K = −Aξ 〈µs〉
8µB
(g⊥ − g‖). (7.9)
VNA-FMR can provide measurements for both sides of Eq. 7.9, g and K.8
The results for double MgO single insertion samples of varied MgO thickness is
given in Fig. 7.11. All measurements are performed in the regime where the
sample is saturated along the direction of the applied field. Because a precise
determination of g is required to resolve anisotropic effects, it is stressed here
that asymptotic analysis (§4.4.2) is applied for all reported values.
Note that K is the total anisotropy energy constant, which can have second-
order K2 and fourth-order K4 contributions. These contributions can be sepa-






(µ0Hdc(µ0Hdc − µ0H‖Keff ) (7.10)







7because exchange is isotropic
8although separate magnetization measurements are used here to calculate K from VNA-











































Figure 7.11: g-factor and HKeff measurements from VNA-FMR for top MgO
(blue circles) and bottom MgO series (red squares). Filled symbols correspond to
measurements performed with applied field perpendicular to the sample plane;

















− µ0MS . (7.13)
Eqs. 7.12 and 7.13 can be solved simultaneously to obtain K2 and K4. The
small mismatch in HKeff for in-plane and out-of-plane measurements indicate
a small value of K4 (Fig. 7.11). HK4 is found to be in the range of -0.02 to
-0.04 mT, negligibly small relative to HK2.
Another noticeable feature in Fig. 7.11 is the variation of g-factor in different
directions. In the top MgO series, in-plane g decreases with MgO thickness, while
out-of-plane g increases with MgO thickness, intersecting at around tMgO =
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1.25 nm. To better visualize the relationship of anisotropy to the asymmetry of
g (Eq. 7.9), a plot of ∆g versus K is shown in Fig. 7.12.








Figure 7.12: Asymmetry in g (obtained from taking in-plane and out-of-plane
VNA-FMR measurements) versus anisotropy energy density K for top MgO
(blue circles) and bottom MgO series (red squares).
The first feature of interest in Fig. 7.12 is that K indeed increases with ∆g,
as in Bruno’s model (Eq. 7.7). However, the second interesting feature is the
large K even for ∆g = 0, seemingly contradictory to Eq. 7.9.
It must first be noted that Bruno and co-workers [205] did not propose strict
adherence to Eq. 7.9 and emphasized that the model is derived for T=0 K,9 i.e
one cannot strictly calculate K from measurements of ∆µl, as has been done
in literature [206]. Still, presenting proof that such a model does not apply
specifically to the CoFeB/MgO system, which to my knowledge is first done
here, is important because in some systems such as Co/Ni [137] or Co/Cu [207],
anisotropy versus orbital moment asymmetry does follow Eq. 7.7.
Considering previously neglected terms in the calculation of spin-orbit energy
may also help in explaining the discrepancy between the basic model and the
experimental data. For instance, Eq. 7.7 can be derived by considering only
contributions from states of the same spin. On the contrary, contributions from
9It has been proposed that for measurements at RT, only the prefactor would change, at
least for some systems [137].
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states of the opposite spin, i.e. a spin-flip term ∆Ess′ , may become significant for
some systems. A discussion on ∆Ess′ can be found in [201]. In [207], K 6= 0 for
∆µL = 0 in Co/Au is traced back to the contribution of ∆Ess′ , which becomes
significant if the hybridization between atomic species is strong and the spin-orbit
coupling is large at the other atomic site (i.e. Au). First-principles calculations
on Fe/MgO do identify strong Fe-3d O-2p hybridization at the origin of PMA
[155]. Theoretical studies on orbital moment asymmetry in CoFeB/MgO are
limited, although K 6= 0 for ∆µL = 0 can be inferred in [208]. It has recently
been suggested that ∆Ess′ can indeed dominate for FeCo/MgO, and that this
term should favor in-plane magnetization [197]. Therefore, more involved first-
principles calculations may be necessary to describe the experimental data for
CoFeB/MgO in this work.
Lastly, magnetoelastic energy may also contribute orbital asymmetry that
does not follow Eq. 7.7 [197, 209]. Indeed, Kv was found to be negative for
double MgO samples in this study (see §6.1), which may be an indicator of
some magnetoelastic contribution. In addition, calculations for FeCo/MgO show
that varying the in-plane lattice constant changes the hybridization between
the Fe(Co) 3d- and O 2p-orbitals at the FeCo/MgO interface, resulting in the
redistribution of electron charge and a change in orbital asymmetry leading to
a change in anisotropy [197]. In the present work, K is seen to improve with
the quality of the CoFeB/MgO interface, which should be connected with better
hybridization. It is interesting, therefore, that α does not appreciably change
in the double MgO samples with ttop >1.3 nm, even though α should also be
affected by physical parameters such as the density of states at the Fermi level
or the electron scattering time. It can thus be surmised that at RT, changes in
hybridization have no significant effect on α, underlining the result that there is
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no simple relationship between K and α in CoFeB/MgO systems.
7.3 Conclusion
In this chapter, clear evidence of the non-proportionality of α and K was pro-
vided via VNA-FMR measurements of double MgO single insertion samples
capped with Ta. K was varied by changing the interface quality of CoFeB/MgO,
which was shown to be sensitive to the intermixing of Ta cap with MgO upon de-
position. Additional results from Ru-capped samples also support the hypothesis
that it is possible to increase K while keeping α at a low constant value - a char-
acteristic that is desirable for STT-MRAM applications. It was also shown that
changing K without affecting α is possible because the change in K fundamen-
tally occurs through a change in the asymmetry of the orbital moment, instead
of the spin-orbit coupling constant. Orbital moment asymmetry inferred from
angle-dependent VNA-FMR measurements, however, showed that the simple lin-
ear relationship between K and ∆µl does not adequately describe CoFeB/MgO






The primary objective of this thesis was to study low-damping materials with
perpendicular anisotropy for use in applications such as STT-MRAM. This ob-
jective has been met through the following achievements:
• Studying the effect of lateral size on the ferromagnetic resonance
response of nanodisks, with particular attention on α
The fast turn-around time of damping measurements at thin-film level
as opposed to device level, makes the former preferable, especially in the
context of materials development. Therefore, it is of interest how FMR
measurements of α, i.e. apparent α, are affected by size. Using 3D FEM
micromagnetic simulations, which allow the decoupling of size per se from
process-related effects, I have shown that apparent α can indeed vary with
size in isolated circular nanodisks with diameters up to 300 nm, if the FMR
measurement is performed in the in-plane configuration. Low-frequency
and high-frequency peaks can be identified, which have contributions from
eigen-modes which have different, evolving profiles versus size and also
exhibit behavior such as conjugation and cross-over. More importantly, an
apparent α value which can be associated with each peak shows different
trends with size: α increases for the low-frequency peak, but decreases for
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the high-frequency peak. In both cases, the magnitude of change depends
on the magnetic properties of the nanodisk such asMS . On the contrary, no
such size-dependence is observed when FMR measurements are performed
in the out-of-plane configuration. While multiple peaks are also seen, the
amplitude of the dominant peak is an order of magnitude larger than the
next peak, with the modes exhibiting stable profiles and no cross-over
behavior over the size range. A natural extension of this result is that
even as size is increased to thin film level, FMR measurements of α provide
reliable measurements of the intrinsic damping factor as long as they are
performed in the perpendicular configuration.
• Constructing a VNA-FMR system with sensitivity capable of
measuring damping for PMA films down to ∼1 nm
Because the amplitude of an FMR signal decreases with increasing PMA
and α, reports on ultrathin films which possess both characteristics (e.g.
CoFeB/MgO systems) are not common in literature. In the course of this
work, I have built a VNA-FMR system capable of measuring these types of
samples with thicknesses down to ∼1 nm. A rotatable magnetic field up to
1.15 T allows angle-dependent measurements, while the coplanar waveg-
uides employed in the setup enable fast flip-chip measurements of α, effec-
tive anisotropy field and g-factor. Furthermore, field-swept measurements,
which are automated, also allow for a simple extraction of the inhomoge-
neous linewidth broadening term. A cross-verification of extracted results
with a more established VNA-FMR system yielded excellent agreement.
This system served as the primary tool used in the rest of the thesis.
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• Quantifying the intrinsic damping of two candidate PMA systems
for spintronic applications: Co/Ni multilayers and CoFeB/MgO
systems
The scatter of reported α values in literature, whether from differences in
the sample details or the measurement system used, hinders a straightfor-
ward comparison of these two candidate systems. Therefore, I have mea-
sured the intrinsic damping α0 in both systems using the same VNA-FMR
system. For [Co 0.3/Ni 0.6]N multilayers, α0 was extracted by studying
samples with varying numbers of bilayer repeats N and grown on different
seed layers, Pd and Ru. While anisotropy was found to depend strongly
on the seed layer used (HKeff increased with N for Ru but decreased
for Pd), α followed the same 1/N dependence indicative of spin pumping
with α0 ≈ 0.01 regardless of the seed. On the contrary, measurements of
Ta/CoFeB/MgO and MgO/CoFeB/MgO stacks with different thicknesses
of CoFeB yielded α0 ≈ 0.003. In the single MgO case, spin-pumping to Ta
increases α with decreasing thickness, while in the double MgO case, spin
pumping is suppressed as evidenced by the flat dependence of α on CoFeB
thickness. These results clearly show that CoFeB/MgO systems are more
promising than Co/Ni multilayers from the damping perspective. How-
ever, this low α value was only obtained for an MgO/CoFeB/MgO stack,
which did not exhibit a perpendicular easy axis. Indeed, Ta/CoFeB/MgO
samples with positive Keff displayed α > 0.01. Therefore, the basic dou-
ble MgO stack must be modified to exhibit PMA comparable, at least, to
single MgO stacks if its low damping value is to be taken advantage of.
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• Demonstrating PMA and low damping simultaneously in double
MgO systems and investigating the effect of several experimental
parameters
PMA in double MgO stacks was achieved by inserting thin layers of Ta in
the CoFeB layer, with effective areal anisotropy Keff teff values compa-
rable to but not exceeding those of single MgO for Co40Fe40B20 samples.
Although the static properties of such Ta-inserted double MgO stacks have
been reported recently, there have been no detailed studies on α. I have
shown that in double MgO samples, α increased compared to samples with-
out any insertion layer, but remained at a low value (α ≈ 0.006). As the
role of Ta is to assist in the proper crystallization of the CoFeB/MgO inter-
face, and there is only a limited amount of Ta in the form of insertion layers
as compared to Ta acting as seed or cap layers, the effect of increasing the
number of insertion layers n was investigated. It is found that α increases
with n, without any significant increase in Keff teff . Therefore, singly-
inserted double MgO stacks demonstrated a better balance of PMA and α.
These stacks were also shown to be robust against annealing up to 350◦C.
Lastly, increasing the Fe content of the CoFeB layer resulted in higher val-
ues of PMA, without penalty for α. Indeed, low α ≈ 0.006 was achieved
in singly-inserted, Fe-rich double MgO stack with Keff teff ≈ 0.4 mJ/m2,
which value is comparable to single MgO stacks. Fig. 8.1 shows this result
in comparison with the literature values previously shown in Chapter 1.
To my knowledge, this work is the first detailed report of α in Ta-inserted
double MgO structures with such a large PMA.
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Figure 8.1: Fig. 1.7 updated with the best result in this work.
• Establishing a non-proportional relationship between anisotropy
and damping in CoFeB/MgO systems and evaluating the results
against physical models
The importance of low α and high PMA for STT-MRAM applications
cannot be overemphasized. Some reports on the relationship of anisotropy
K and α in several PMA systems which are used in spintronic applications,
such as Co/Pd, indicate that there can be a proportional relationship of
K and α, while some report the opposite. In any case, similar studies on
CoFeB/MgO, which has been proven in this work to be a promising system
for applications, are lacking. Therefore, I have conducted studies on the K-
α relationship in double MgO samples, by tuning the CoFeB/MgO interface
instead of the CoFeB layer itself. A clear non-proportionality is reported:
K increases with improving interface quality while α remains constant.
Moreover, the applicability of common physical models, which have been
successfully used to explain anisotropy in systems such as Co/Ni, is tested
in the CoFeB/MgO case via angle-dependent VNA-FMR measurements
of the g-factor. The results of this work emphasize the fact that models
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which have been used to calculate K from orbital moment asymmetry are
not exact nor universal, as they do not completely account for the behavior
of anisotropy in CoFeB/MgO.
Recommendations for future work
• Increasing the frequency range of the VNA-FMR system set up in this
work to 50 GHz is already underway, which will allow investigation of
higher anisotropy materials and also improve accuracy by virtue of the
asymptotic effect requiring high frequency range. A larger magnetic field
range is also desirable. Temperature-dependent FMR measurements for
CoFeB/MgO systems are also of interest, in particular for elucidating the
contributing factors to damping.
• As the simulations in Chapter 3 assume ideal structures, a natural follow-
through would be to investigate experimentally the effect of patterning/edge
damage on α, specifically in the perpendicular configuration. Also, having
shown that α extracted from the linear regime FMR measurements can
be influenced by the behavior of contributing eigen-modes, it will be in-
teresting to simulate how these eigen-modes affect switching dynamics -
and thus, effective damping - of the free-layer in STT-MRAM. Moreover,
the presence of other magnetic layers, such as the reference layer, must be
taken into account.
• In Chapter 6, the role of alloying vis-a-vis spin pumping in the increase of α
in Ta-inserted double MgO samples may draw more clarity from studying
samples with interlayers sputtered directly from CoFeBTa alloys [210], as
these possibly allow more control over the profile of Ta in the stack, as
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opposed to Ta which can intermix quite heavily upon deposition. The
use of other interlayer materials which are Boron-sinks, such as Hf, Zr or
Ti, is also interesting, especially since there seems to be a lack of studies
of dynamics in systems utilizing these materials. A theoretical model of
spin-pumping in the context of strongly exchange-coupled layers separated
by ultrathin non-metal or paramagnetic layers is also lacking as per my
knowledge; although in the case of Ta, which exhibits a high degree of
intermixing, the picture may be increasingly complicated.
• The precise origin of the decrease of PMA with increasing MgO thickness
seen in the Ru-capped double MgO samples in Chapter 7 remains unclear
and merits further investigation. Moreover, a theoretical treatment of the
dependence of K on ∆µL in CoFeB/MgO systems is needed to supplement
the basic relationship proposed by Bruno [194] and explain experimental
results. Other methods by which anisotropy can be modified, e.g. by
electric-field, and their effect on damping may also contribute to the un-
derstanding of the K − α relationship.
• Lastly, other materials systems in which anisotropy can be increased by
means other than utilizing high spin-orbit-coupling materials, e.g. L10MnGa,






All samples in this study were deposited on Si/SiO2 substrates by magnetron
sputtering (dc for metals, rf for MgO) from targets with at least 3N purity in an
Ar environment.
I deposited the Co/Ni samples using the Chiron deposition system in DSI
with a base pressure < 7 × 10−9 mbar. Wafers were cleaned with acetone and
isopropyl alcohol (5 mins each in an ultrasonic bath), followed by deionized water
rinse and nitrogen blow-off. The system takes in 4-inch wafers which are rotated
at 45 rpm during deposition. No annealing was performed on any Co/Ni sample.
CoFeB/MgO samples were deposited using the Timaris system from Singulus
Technologies by Sze Ter Lim. This system has a base pressure < 2× 10−8 mbar
and uses linear dynamic deposition, allowing the deposition of wedges, i.e. layers
of varying thickness. In this work, only one layer was wedged at a time. This
enabled minimal variation of other layers across samples. The 8-inch wafers used
in Timaris were subjected to a pre-cleaning etch at 180 sccm for 200 s at 120
W. TaN layers were deposited using the gas ratio Ar:N2 = 225:45 sccm, which
produced the smoothest layers (roughness ≈ 0.2 nm). Annealing was done post-
deposition in vacuum (< 2×10−4 mbar) with no applied field at the temperatures
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