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1. Introduction
Random graphs and discrete random processes provide a general approach to
discovering properties and characteristics of random graphs and randomized al-
gorithms. The approach generally works by defining an algorithm on a random
graph or a randomized algorithm. Then, expected changes for each step of the
process are used to propose a limiting differential equation and a large deviation
theorem is used to show that the process and the differential equation are close
in some sense. In this way a connection is established between the resulting
process’s stochastic behavior and the dynamics of a deterministic, asymptotic
approximation using a differential equation. This approach is generally referred
to as stochastic approximation and provides a powerful tool for understanding
the asymptotic behavior of a large class of processes defined on random graphs.
However, little work has been done in the area of random graph research to
investigate the weak limit behavior of these processes before the asymptotic be-
havior overwhelms the random component of the process. This context is par-
ticularly relevant to researchers studying news propagation in social networks,
sensor networks, and epidemiological outbreaks. In each of these applications,
investigators may deal graphs containing tens to hundreds of vertices and be
interested not only in expected behavior over time but also error estimates.
This paper investigates the connectivity of graphs, with emphasis on Erdo˝s-
Re´nyi graphs, near the percolation threshold when the number of vertices is not
asymptotically large. More precisely, we define a simple algorithm for simulating
directed percolations on a graph in Section 2. Section 3 provides an overview
of the two fundamental techniques required for our investigation: stochastic
approximation and the functional martingale central limit theorem. In Section
4, these tools are applied to the directed percolation algorithm to show that
the behavior of the process converges to an ordinary differential equation plus a
stretched-out brownian motion. This result allows us to re-examine many of the
classical random graph results [2] involving the evolution of random graphs near
the percolation threshold. Furthermore, because the process can be modeled as
a function of a stretched out brownian-motion we can draw on the stochastic
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calculus literature to derive new results for random graphs. For example, in
Section 5 this new representation is used to find the percolation threshold for
the graph by deriving the distribution of the stopping time for the algorithm to
percolate over the largest component.
2. The Directed Percolation Algorithm
The percolation algorithm investigated in this paper is defined in Algorithm
1. The algorithm works on a graph with all vertices labelled “not visited”. At
time zero one vertex is one labelled “visited not transmitted”. The algorithm
proceeds by selecting one vertex labelled “visited not transmitted”. This vertex
is labeled “visited”. The vertexes neighbors that are labelled “not visited” are
relabelled “visited no transmitted”. If the algorithm progresses to a point where
all vertices are marked either“not visited” or “visited transmitted”, then the
algorithm is reseeded by selecting a binomial number of vertices labelled “not
visited” and “visited not transmitted”. The algorithm continues until all vertices
are marked “visited transmitted”.
let g be graph with n+ 1 vertices
label all vertices in g “not visited”
pick one vertex uniformly at random and label it “visited not transmitted”
while not all vertices are labelled “visited transmitted” do
let Vn be the set of vertices labelled “not visited”
let Vv be the set of vertices labelled “visited not transmitted”
let Vt be the set of vertices labelled “visited transmitted”
if |Vv| > 0 then
pick a vertex v uniformly at random from Vv
label v “visited transmitted”
label adj(v) ∩ Vn “visited not transmitted”
end
else
draw Bi ∼ Bin(p, |Vn|)
pick Bi vertices uniformly at random and label them “visited not
transmitted”
end
end
Algorithm 1: The directed percolation algorithm
One important characteristic of the algorithm is that edges do not need to be
revealed until the algorithm needs to relabel the “not visited” vertices adjacent
to the selected “visited not transmitted” vertex. This scenario is referred to
as the method of deferred decision[7] and for Erdo˝s-Re´nyi graphs, it induces a
binomial conditional distribution on the number of vertices whose label changes
from “not visited” to “visited not transmitted” at each step of the algorithm.
Theorem 2.1. When the percolation algorithm described in Algorithm 1 is run
on an Erdo˝s-Re´nyi graph with n+ 1 vertices then at iteration k with 0 ≤ k the
M. J. Kane/Percolation Threshold Results on Erdo˝s-Re´nyi Graphs 3
number of vertices going from the “not visited” to the ”visited not transmitted”
labelling in step k+1 is distributed as Bin(|Vn| , p) where p is the probability any
two vertices are connected.
Proof. Let Vn,k be the set of vertices labelled “not visited” at iteration k. If
there is at least one vertex marked “visited not transmitted” then one of those
vertices will be selected for transmission. The edges between that vertex and its
adjacent “not visited” vertices are unknown. However, the probability that it is
connected to any one of the “not visited” vertices is p and therefore the number
of “not visited” vertices it is connected to, which is the same as the number of
new vertices that will be labelled “visited not transmitted” in the next step of
the algorithm, is distributed Bin(|Vn,k| , p). If, on the other hand, there are no
vertices marked “visited not transmitted” then, by definition of the algorithm, a
Bin(|Vn,k| , p) number of vertices labelled “not visited” will be labelled “visited
not transmitted” in the next step.
The proof shows that at any step k the number of new vertices that will be
labelled “visited not transmitted” at k+1 is a binomial number depending only
on the current number of “not visited” vertices and the connection probability.
The aggregate number of vertices labelled “visited not transmitted” and “visited
transmitted” is strictly increasing based on this distribution.
The percolation algorithm on an Erdo˝s-Re´nyi graph can be recast as an urn
process with one urn holding balls corresponding to vertices labelled “not vis-
ited” and another holding balls corresponding to vertices labelled either “visited
not transmitted” or “visited transmitted”. Initially, all n balls are contained in
the “not visited” urn. Let |Vn,k| be the number of balls in the “not visited”
urn at time k with |Vn,0| = 0 then at each step Bin(|Vn,k| , p) balls are drawn
from the “not visited” urn and placed in the “visited” urn. This urn process is
stochastically equivalent to the percolation process. A formal definition for the
urn algorithm is given in Algorithm 2.
consider two urns labelled “not visited” and “visited”
place n ball into the “not visited” urn
while there are balls in the “not visited” urn do
let Un be the number of balls in the “not visited” urn
draw b ∼ Bin(Un, p)
move b balls from the ”not visited” urn to the “visited” urn
end
Algorithm 2: The urn model equivalent of the directed percolation algo-
rithm
The urn model process provides a conceptually simpler tool for investigat-
ing the behavior of the directed percolation process. It also provides a means
for investigating the behavior of the algorithm near the percolation threshold
through the following theorem.
Theorem 2.2. Consider the urn model process. The event were, at time k,
the number of balls in the “visited” urn is less than than k, is equivalent to
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Fig 1. Visualizing the empirical distribution of the number of balls in urn 1 over 100 runs
near the percolation threshold
exhausting the component where the algorithm started. That is, all vertices in
the component are labelled “visited.”
Proof. Consider the directed percolation process on a graph with size greater
at least two. At step zero one a “seed” vertex is selected. At the beginning
of step one the seed vertex is chosen for transmission. If it has no neighbors,
then the first component, which consisted of the seed vertex only is exhausted.
Otherwise, without loss of generality, assume that there is one adjacent vertex,
labelled v1. The seed vertex is no longer considered and v1 is labelled “visited
not transmitted,” which is equivalent to moving one ball into the “visited”
urn. Once again if v1 has no neighbors then, at time step two, the number of
transmitted vertices is 1 since the seed vertex is not included and no new vertices
are visited. In this case, k = 1 at time step two corresponding to the component
consisting of the seed vertex and v1 being visited. This process continues with
newly visited vertices corresponding to moving balls to the “visited” urn. The
process stops when the graph component is exhausted, which occurs when the
total number of visited vertices is less than the time step.
Figure 1 shows the number of balls in urn 1 when the urn process described
in Algorithm 2 was simulated for 100 runs with p = 1.6 and n = 100. A diagonal
line is also shown and any points to the right of the diagonal line correspond to
simulated process whose corresponding percolation process failed to spread to
all vertices in the graph. For this simulation seven of the 100 runs failed.
The figure provides two important insights in understanding the behavior of
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the process. First, the process slope is steep compared to the diagonal at the
beginning of the process. For the urn process, the number of balls in urn 1 is
large resulting in a large number of balls moving to urn 2 at each time step. As
the process continues there are fewer balls in urn 1 and as a result fewer balls
are moved to urn 2 at each time step and the slope decreases. For the graph
process, this corresponds to there being a large number of neighbors for each
of the “visited not transmitted” vertices. Second, the process variance increases
while the slope is steep compared to the diagonal line and concentrates as the
process levels off. By definition, the number of balls in urn 2 cannot be bigger
than n. Each of the processes approach n quickly early in the process and then
more slowly as the process nears the stopped state.
Further simulation results show that as n increases the relative variation in
the process decreases. That is, the process concentrates on its expected value at
each time step. These expected values over time can be approximated using a
differential equation. The next section provides the techniques for understanding
this concentration phenomena as well as for finding the corresponding differen-
tial equation.
3. Overview of the Method
3.1. Stochastic Approximation
3.1.1. Background
As Wormald [15] points out, “This idea of approximation has existed in connec-
tion with continuous processes... essentially since the invention of differential
equations by Newton for approximation of the motion of bodies in mechan-
ics.” However, the term stochastic approximation was originally coined by [12].
Their paper presented a method for finding the root of a monotone function
under noisy conditions. Kurtz [8] developed this idea further. By imposing ap-
propriate bounds on the difference between steps of the process he showed that
a reparameterized version of the process converges in distribution to a differen-
tial equation. This area of research has remained active with Darling and Norris
[1] publishing a recent paper providing new conditions for the convergence of
stochastic processes to an ODE based on Gro¨nwall’s inequality [4] along exam-
ples of random processes that lend themselves to thes results.
Stochastic approximation techniques have also been applied to random graph.
Wormald [16] uses techniques similar to those provided by Kurtz to show that
the degree of the vertices in a random graph, where the maximum degree
is bounded, converge as the total number of vertices gets large. Since then
Wormald provided new results [15] handling the case where processes are not
strictly Markovian. The paper also provided a survey of some graph processes
that are amenable to the stochastic approximation approach including the ran-
dom greedy matching algorithm presented in [6] and the degree bounded graph
process which Rucinski and Wormald [13] used to answer a question originally
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posed by Erdo˝s concerning the asymptotic behavior of a degree bounded graph.
Readers interested in an further applications of stochastic approximation to ex-
amine processes on random graphs are encouraged to consult Wormald or the
recent survey by Pemantle [10].
3.1.2. Overview
Consider a process X = {Xk : k ∈ K} where K is the index set {0, 1, ..., n}.
Assume that the behavior of Xk is determined by
Xk+1 = Xk + %k+1 (3.1)
where %k+1 is a random variable adapted to the natural filtration of X up to
time k + 1, which will be denoted Fk+1.
The urn process takes values in the integers from zero to n and is defined over
all non-negative integers. To derive asymptotic results it the process is reparam-
eterized, normalizing by n over both the domain and the range. Furthermore,
this reparameterized process is defined to be cadlag so that its domain and range
take values in the reals. Let α = k/n, then the new process {Y } can be defined
by
Y0 =
1
n
X0
Ybαn+1/nc =
1
n
Xk.
The reparameterized version process defined in Equation 3.1 can then be written
as
Ybαn+1c = Ybαnc +
1
n
%bαn+1c
or, for notational simplicity
Yn(α+ 1/n) = Yn(α) + λn(α+ 1/n).
If Pαλn(α + 1/n) = f(Yn) then the reparameterized process can be further
re-written as
Yn(α+ 1/n) = Yn(α) + f(Yn(α))− ξn(α+ 1/n)
where ξn(α + 1/n) is a centered, martingale increment. Now, let {y} be a de-
terministic analog of the {Y } process with y0 = Y0 and
yn(α+ 1/n) = yn(α) + f(yn(α)). (3.2)
The difference between {Y } and {y} at any value of α over the domain can be
written as
∆n(α+ 1/n) = Yn(α+ 1/n)− yn(α+ 1/n)
= ∆n(α) + f(Yn(α))− f(yn(α)) + ξn(α+ 1).
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When the difference f(Yn(α)) − f(yn(α)) is small, the difference between the
process and the deterministic analogue is the sum of the martingale increments.
∆n(α+ 1/n) ' ∆n(α) + ξn(α+ 1/n)
=
αn∑
k=1
ξn(k/n). (3.3)
If the sum of the martingale increments converges to zero and f(yn(α)) can be
approximated arbitrarily well by a differential equation, then the reparameter-
ized process converges to the differential equation asymptotically.
3.2. Functional Martingal Central Limit Theorem
3.2.1. Background
3.2.2. Overview
In the classic stochastic approximation literature it is assumed that the term in
Equation 3.3 is asymptotically zero. However, [5] show that certain martingale
increment processes, such as this one, which are defined over cadlag sample
paths, converges to a stretched-out brownian motion. That is, a brownian motion
B(t) with strictly increasing transformation H(·) to the time scale: B(H(t)).
Sufficient conditions for convergence to a stretched-out Brownian motion from
[11] are given here for reference.
Theorem 3.1. Let {Zn(t) : 0 ≤ t < ∞} be a sequence of martingales adapted
to its natural filtration, and PZn(t)2 < ∞. Let {Zn} have conditional variance
process {Vn}. Let H be a continuous, increasing function on [0,∞) with H(0) =
0. Let JT (x) be the maximum jump in a sample path
JT (x) = max{|x(s)− x(s−)| : 0 ≤ s ≤ T}. (3.4)
Sufficient conditions for convergence in distribution of {Xn} to a stretched-out
brownian motion B(H(t)) are:
1. Zn(0)→ 0 in probability
2. Vn(t)→ H(t) in probability for each fixed t
3. P(Jk(Zn))2 → 0 for each fixed k as n→∞
4. Applying Stochastic Approximation and the Functional Central
Limit Theorem to the Urn Process
Returning to the urn process, let n be the total number of balls in urn 1 and
urn 2 at any time, let p the probability any single ball in urn 1 is moved to urn
2, and let let Un(k) be the number of balls in urn 1 at time k. Then
Un(k + 1) = Un(k)− b(k + 1) (4.1)
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where b(k+ 1) ∼ Bin(Un(k), p). Let Sn(α) be the reparameterized process with
Sn(0) = 0 and
Sn(α+ 1/n) = Sn(α)− ζn(α+ 1/n) (4.2)
where ζn(α+1/n) is an Fα-measurable random variable with distribution Bin(Un(αn), p)/n−
pUn(α). Equation 4.2 can then be written as
Sn(α+ 1/n) = Sn(α)− ζn(α+ 1/n)
= Sn(α)− ζn(α+ 1/n)− Pαζn(α+ 1/n) + Pαζn(α+ 1/n)
= Sn(α)− pUn(αn)/n− (ζn(α+ 1/n)− pUn(αn)/n)
= qSn(α)− δn(α+ 1/n) (4.3)
where q = 1− p and δn(α+ 1/n) is a martingale increment.
4.1. Approximating the Process with a Differential Equation
Theorem 4.1. If the sum of the martingale increments up to time α can be
bound by op(n
−1/2) or less then the process in Equation 4.3 can be written as
Sn(α) = e
−cα +Op(n−1)
Proof. By definition Sn(0) = 1. Therefore Sn(1/n) can be written as:
Sn(1/n) = qSn(0) + δn(1/n)
Likewise
Sn(2/n) = q
2Sn(0) + δn(2/n) + δn(1/n)
From this the process can be written as
Sn(α) = q
αn +
αn∑
i=1
δn (i/n) q
αn−i. (4.4)
The summation in 4.4 is a martingale. The absolute value of this summation
is bound by the sum of the absolute values of each of the summands, which
is a submartingale process. Therefore, the supremum of the martingale can be
bound by
P sup
t≤α
∣∣∣∣∣
αn∑
i=1
δ (i/n) qαn−i
∣∣∣∣∣ ≤ P supt≤α
αn∑
i=1
∣∣δ (i/n) qαn−i∣∣
≤ 4P
αn∑
i=1
npq
n2
(4.5)
≤ 4cq
n
where 4.5 follows by the Doob Lp inequality. The expected maximum of the
martingale increments is converging to zero at a rate of 1/n.
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The difference between qk and e−ck/n is of order O(n−2).
qk − e−kc/n =
(
1− c
n
)k
−
(
1− c
n
)k
+O(n−2)
= O(n−2)
To extend this to the reals it is sufficient to show that for any increment in the
process, the difference between Sn(α) and e
−cα is O(n−1).
e−αn − Sn(α) = e−αc − qbαcc
≤ e−(α+1/n)c − qbαcc
≤ qbαnc+1 − qbαnc
≤ c
n
e−αn
= O(n−1)
4.2. Applying the Functional Martingale Central Limit Theorem
According to Equation 4.2 each increment of the urn process is a function of the
last state of the process minus a martingale increment. Theorem 4.1 shows that if
these martingale increments are not too big then, in the limit, a reparameterized
version of the process will converge to a differential equation. In this section it
is shown that the martingale process converges to a stretched-out brownian
motion whose variance is decreasing in n.
Consider the process in Equation 4.1. The next urn count is equal to the
current urn count minus a binomial number of balls. The binomial number is
determined by the current number of balls in urn 1 and the probability that a
ball is moved from urn 1 to urn 2. This time, let νn(k) = bn(k+ 1)−Pbn(k+ 1)
and decompose the process in the following way
Un(k + 1)
qk+1
=
Un(k) + bn(k + 1)
qk+1
=
Un(k)− bn(k + 1)− Pbn(k + 1) + Pbn(k + 1)
qk+1
=
Un(k)− pUn(k)− νn(k)
qk+1
=
Un(k)
qk
− νn(k)
qk+1
.
Call define a new process {T} where
Tn(k) =
Un(k)√
nqk
−√n (4.6)
for integers k ≥ 0. This process is a martingale with strictly increasing variance.
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Theorem 4.2. The process {T} defined in Equation 4.6 converges to a stretched-
out brownian motion with variance eck/n − 1 at time 0 ≤ k ≤ n.
Proof. Condition 1 of Theorem 3.1 is satisfied by definition of the process {T}.
Condition 2 can be derived using a conditioning argument.
V AR (Tn(k)) = P
k∑
i=1
(
νn(i)√
nqi
)2
=
1
n
P
k∑
i=1
Pi−1
(
νn(i)√
nqi
)2
=
1
n
P
k∑
i=1
pqUn(i)
q2i
=
1
n
k∑
i=1
npqi+1
q2i
= pq
k−1∑
i=1
qi +O(n−1)
= pq
(
1− q−(k+1)
q − 1
)
+O(n−1)
= q−k − 1 +O(n−1)
= eck/n − 1 +O(n−1)
And condition 3 can be derived by realizing that the largest jump is bound by
the sum of all jumps in the process up to time k. Let ε > 0, then
P
{(
max
i≤k
νn(i)√
n
)2
≥ √ε
}
≤ P
{(
max
i≤k
νn(i)√
n
)4
≥ ε
}
≤ P
{
1
n
k∑
i=1
ν2n(i) ≥ ε
}
≤
P
(∑k
i=1 νn(i)
)4
n2ε
≤
(
P
∑k
i=1 ν
2
n(i)
)2
n2ε
≤ n(npq)
2
n2ε
≤ (cq)
2
n
which approaches zero as n→∞.
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Corollary 4.3. If δn(α) is the martingale increment from Equation 4.3 then∑
αn
δn(i) = n
−1/2B
(
e−αc
(
1− e−αc))+ op(n−1/2) (4.7)
where B(H(t)) is a stretched-out brownian motion with variance process H(t).
Proof. Recall that Tn(k) converges to a B(e
ck/n − 1). The martingale process
Un(k)/
√
n also converges to the stretched-out brownian motion.
V AR
(
Un(k)√
n
)
= q2k
(
eck/n − 1
)
= e−ck/n
(
1− e−ck/n
)
+O(n−1)
The result follows by realizing that the variance process Wn(α) is half an order
of magnitude smaller than Un(k) and as a result, so is its standard deviation.
5. A General Boundary-Crossing Result for the Directed
Percolation Algorithm
Theorem 5.1. Let Wn(α) be the approximation of the process of interest:
Wn(α) = v(α) + n−1/2B (v(α)(1− v(α))) (5.1)
where v(α) = e−αc and B(α) is a stretched-out brownian motion with variance
parameter α. Let α0 = α−n−1/2 with  > 0. Let τA be the first timeWn(α) > A
for 0 < A ≤ 1. The density of τA is
τA(t) = c
√
nA
1−Aφ
(√
nA
1−A (tc− log(A))
)
. (5.2)
Proof. Equation 5.1 can be expressed as
Wn(α) = v(α0) + (α− α0)v′(α0) +Rd(α) + n−1/2B (v(α0)(1− v(α0)) +Rr(α)
(5.3)
where Rd(α) = O(n−1) and can be thought of as the remainder of the deter-
ministic portion of Wn and Rd(α) = op(n−1/2) is the remainder of the random
portion.
First, show that Rd(α) = O(n
−1) by realizing that the third order term of
the Taylor series expansion of the deterministic part is
(α− α0)2
2
(
e−cα0
)′′
=

2n
c2e−cα0
since the difference α− α0 = n−1/2.
Next show that
B(v(α) (1− v(α))) = B(v(α0) (1− v(α0))) + op(1)
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by substituting α = α0 + n
−1/2
B(v(α) (1− v(α))) = B(v(α0 − n−1/2)(1− v(α0 − n−1/2))
= B(e−c(α0+n
−1/2) − e−2c(α0+n−1/2))
and showing that the exponential variance terms converge to the original
e−c(α0+n
−1/2) = 1− c(α0 − n−1/2) + 1
2
c2(α0 − n−1/2)2 + ...
= 1− cα0 + 1
2
(cα0)
2 + ...+O(n−1/2)
= e−cα0 +O(n−1/2)
Finally, set α0 to− log(A)/c. Substitute into Equation 5.3, note thatWn(α) =
A by assumption and v(α0) = A as a consequence of the choice for α0.
α = α0 +
1
c
√
(1− v(α0))
nv(α0)
Z + op(n
−1/2) (5.4)
The result shows that α is distributed as normal and is centered at α0. The
proof follows by realizing that the hitting time τA has density equal to that of
α.
6. Applications: Finding the Probability that the Giant Component
has been Exhausted
The results from Section 5 can be used to get distribution of the time when the
giant component is exhausted in the directed percolation algorithm defined in
Section 2.
Equation 5.1 shows that if and n is large then the process is approximately
equal to it’s stochastic approximation, v(α). Theorem 2.2 showed that the first
time the number of “visited” vertices is less than the time step corresponds to
exhausting the first component the algorithm percolates over. From these two
results it follows that the first component is exhausted when
e−cα = 1− α
when n is big. The result also shows that process is asymptotically subcritical
when c ≤ 1. Since the only solution to e−cα = 1−α is α = 0. It should be noted
that this result is consistent with the result from the original Erdo˝s-Re´nyi paper
[2] where, asymptotically, the ratio of the largest component to the total number
of vertices in a component is O(log(n)/n) when c < 1 and O(n−1/3) when c = 1.
When n is not too large, the results from the previous section give the dis-
tribution for the first time the process crosses any pre-determined horizontal
line. This result can be used to find the probability that the giant component
has been exhausted in the directed percolation algorithm 1 at any time step.
For a fixed c, this is accomplished by numerically solving for α in Equation 6,
calculating A = e−cα, and use Equation 5.2 to get the distribution.
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Fig 2. The solution for α for the function e−αc = 1− α.
7. Conclusion
This paper presents weak limit results for a directed percolation algorithm on
Erdo˝s-Re´nyi graphs. This process concentrates on an ordinary differential equa-
tion and it is shown that, in a pre-asymptotic setting, the process can be approx-
imated by it’s asymptotic ODE plus a stretched-out brownian motion. While
many of the results presented are specific to the choice of the algorithm and the
type of random graph, the underlying approach is more general. The derived
results only require a Lipschitz condition on the conditional increments of the
process along with control over the variance of the process. As a result, the tech-
niques used can be seen as a general approach to uncovering the characteristics
of graphs, modeling outbreaks, studying new propagation in social networks,
etc. when the total number of vertices is relatively smaller.
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