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Abstract
We consider the massive Thirring model at finite density in 0+1 dimension. The
fermion bag approach, Langevin dynamics and complex Langevin dynamics are
adopted to attack the sign problem for this model. Compared with the complex
Langevin dynamics, both fermion bag approach and Langvin dynamics avoid the
sign problem. The fermion density and chiral condensate, which are obtained by
these numerical methods, are compared with the exact results. The advantages
of the fermion bag approach over the other numerical methods are also discussed.
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1. Introduction
The usual sampling methods, e.g., Langevin dynamics and Monte Carlo
method, fail for the complex action, since the Boltzmann factor can not be
regarded as the probability density. This problem, called the sign problem,
is still the main obstacle of the computation in lattice quantum field. Three
reasons will always lead to the complex action: (1) grand partition function
with finite density; (2) fermion systems; (3) topological terms in the action.
To overcome the sign problem, the complex Langevin dynamics, which is
obtained from the complexification of the Langevin dynamics, was used, which
is rather successful in XYmodel [1], Bose gas [2], Thirring model [3], Abelian and
Non-Abelian lattice gauge model [4], QCD model [5], and its simplified model
including one link U(1) model, one link SU(3) model, QCD model in the heavy
mass limit [6], one link SU(N) model [7], SU(3) spin model [8], Polykov chain
model [9]. For some range of chemical potential µ and large fluctuation, the
complex Langevin may fails, e.g., the XY model at finite chemical potential for
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small β (large fluctuation) [10] and in the Thirring model in 0+1 dimension [11].
Unfortunately from early studies of complex Langevin evolutions [12][13][14]
until this day, the convergence properties of complex Langevin equations are
not well understood. Recently Aarts etc. provided a criterion for checking the
correctness of the complex Langevin dynamics [15].
It is possible to find suitable variables to represent the partition function such
that the action is real. This is called the dual variable method. It is successfully
applied to many models, including Bose gas [16], SU(3) spin model [17], U(1) and
Z(3) gauge Higgs lattice theory [18], massive lattice Schwinger model [19], O(3),
O(N) and CP(N-1) model [20][21][22][23], fermion bag approach [24], 4-fermion
lattice theory, including massless Thirring model [25], Gross-Neveu model [26],
Yukawa model [27], Non-Abelian Yang-Mills model [28][29], and its coupling
with fermion field [30], lattice chiral model, and Sigma model [31]. Although
the routine to find the dual variable is case by case, it’s technique behind is
based on the high temperature expansion. For the fermion system, the dual
method is called fermion bag approach [24]. This numerical method not only
overcome the sign problem for model with small chemical potential, but also a
high computational efficiency is achieved for the small or large coupling between
the fermions. In this paper we compare the Langvin dynamics, the complex
Langevin dynamics and the fermion bag approach for the massive Thirring
model at finite density in 0+1 dimension. The chiral condensate and fermion
density obtained by these two numerical methods, are compared with the exact
result.
The arrangement of the paper is as follows. In section 2, the Fermion bag
approach for Thirring model is presented. In section 3, the complex Langevin
dynamics and (real) Langevin dynamics are given for this model by introducing
a bosonic variable. In section 4, the implementation of these numerical methods
are presented, and are compared with the exact result. Conclusions are given
in section 5.
2. Thirring model in 0+1 dimension
The lattice partition function for the massive Thirring model at the finite
density in 0+1 dimension reads
Z =
∫
dψ¯dψe−S (1)
where dψ¯dψ =
∏N−1
t=0 dψ¯tdψt is the measure of the Grassmann fields ψ =
{ψt}N−1t=0 and ψ¯ = {ψ¯t}N−1t=0 , with even number of sites N . We adopt anti-
periodic condition for ψ and ψ¯
ψN = −ψ0, ψ−1 = −ψN−1, ψ¯N = −ψ¯0, ψ¯−1 = −ψ¯N−1
The staggered fermion action S is
S =
N−1∑
t,τ=0
ψ¯tDt,τψτ − U
N−1∑
t=0
ψ¯tψtψ¯t+1ψt+1 (2)
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Here t + 1 is always understood to be (t + 1) mod N , which becomes 0 if
t = N − 1 since the period is N . The coupling constant U between fermions is
nonnegative. The fermion matrix D is
Dt,τ = D(µ,m)t,τ =
1
2
(
s1t e
µδt+1,τ − s2t e−µδt,τ+1
)
+mδt,τ , 0 ≤ t, τ ≤ N − 1
with the chemical potential µ and fermion mass m. The antiperiodic condition
for the ψ and ψ¯ are accounted for by the sign s1 and s2
s1t =
{ −1 if t = N − 1
1 if 0 ≤ t < N − 1 , s
2
t =
{ −1 if t = 0
1 if 1 ≤ t ≤ N − 1 (3)
A periodic extension for s1 and s2 is used to define them for any t. Thus we
have s1t = s
2
t+1 for any t. By using this formula for D, the action S in (2) can
be written as a sum over edges (t, t+ 1)
S =
1
2
eµ(ψ¯0ψ1 + · · ·+ ψ¯N−2ψN−1 + ψ¯N−1ψ0)
+
1
2
e−µ(ψN−1ψ¯0 + ψ0ψ¯1 + · · ·+ ψN−2ψ¯N−1)
+m
N−1∑
t=0
ψ¯tψt + U
N−1∑
t=0
(ψ¯tψt+1)(ψ¯t+1ψt)
It is easy to check the symmetry of the fermion matrix D(µ,m) with respect
to µ and m
D(µ,m)t,τ = −D(−µ,−m)τ,t =⇒ detD(µ,m) = detD(−µ,−m) (4)
εD(µ,m)ε = −D(µ,−m) =⇒ detD(µ,m) = detD(µ,−m) (5)
where εt,τ = δt,τεt, εt = (−1)t. Thus it is enough to study µ ≥ 0 and m ≥ 0 in
the massive Thirring model.
The idea of the fermion bag approach is to expand the Boltzmann factor
e−S by the high temperature expansion,
exp(−S) = exp
(
−
N−1∑
t,τ=0
ψ¯tDt,τψτ
)N−1∏
t=0
exp
(
Uψ¯tψtψ¯t+1ψt+1
)
= exp
(
−
N−1∑
t,τ=0
ψ¯tDt,τψτ
)N−1∏
t=0
1∑
kt=0
(Uψ¯tψtψ¯t+1ψt+1)
kt (6)
and the partition function Z is written as the sum over the configuration k =
(kt = 0, 1)
N−1
t=0
Z =
∑
k
U jC(t1, · · · , t2j) (7)
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where kt = 0, 1 for all two neighboring sites (t, t+1), which satisfies kt−1+kt ≤
1 for all site t. If kt = 1, we say there is a bond connecting t and t + 1;
otherwise, there are no bonds connecting them. For given configuration k, for
example, there are j bonds (t1, t2), · · · , (t2j−1, t2j) connecting 2j different sites
(t1, · · · , t2j). For such kind of configuration k, C in (7) is given by
C(t1, · · · , t2j) =
∫
dψ¯dψ exp
(
−
N−1∑
t,τ=0
ψ¯tDt,τψτ
)
ψ¯t1ψt1 · · · ψ¯t2jψt2j (8)
= detD detG({t1, · · · , t2j}) = detD(\{t1, · · · , t2j})
where G({t1, · · · , t2j}) is a (2j) × (2j) matrix of propagators between 2j sites
ti, i = 1, · · · , 2j, whose matrix element are G({t1, · · · , t2j})i,l = D−1ti,tl , i, l =
1, · · · , 2j. The matrix G({t1, · · · , t2j}) depends on the order of {t1, · · · , t2j},
but it’s determinant does not. D(\{t1, · · · , t2j}) is the (N − 2j) × (N − 2j)
matrix which is obtained by deleting rows and columns corresponding to sites
t1, · · · , t2j . Thus if j is small, we use G({t1, · · · , t2j}) to calculate C(t1, · · · , t2j);
otherwise, we adopted D(\{t1, · · · , t2j}) to calculate C(t1, · · · , t2j). Because of
the symmetry (4) and (5) of D, it is easy to show that for any µ, m and any
number of different sites t1, · · · , tn
C(t1, · · · , tn;D(µ,m)) = (−1)nC(t1, · · · , tn;D(µ,−m))
= C(t1, · · · , tn;D(−µ,m)) = (−1)nC(t1, · · · , tn;D(−µ,−m)) (9)
where C(t1, · · · , tn;D(µ,m)) denote the function C in (8) since it depends on the
fermion matrixD(µ,m). We can rigorously prove that for any µ ≥ 0 andm > 0,
C(t1, · · · , tj) > 0 for any number of different sites {ti}ji=1 (Appendix A). Thus
the sign problem is avoided by the presentation (7) of the partition function for
the massive Thirring model with finite density in 0+1 dimensions.
The chiral condensate is
〈ψ¯ψ〉 = 1
N
∂ lnZ
∂m
=
1
N
〈∂mC(t1, · · · , t2j)
C(t1, · · · , t2j)
〉
(10)
where the average is taken with respect to the weight of the partition function
(7). From the first line in (9), C(t1, · · · , t2j) is even in m and the chiral con-
densate 〈ψ¯ψ〉 vanishes if m = 0. Similar to the calculation of C in (8), we also
have two methods to calculate its partial derivative ∂mC
∂mC(t1, · · · , t2j) =
∑
t6=t1,··· ,t2j
detD detG({t, t1, · · · , t2j})
=
∑
t6=t1,··· ,t2j
detD(\{t, t1, · · · , t2j}) (11)
The fermion density is
〈n〉 = 1
N
∂ lnZ
∂µ
=
1
N
〈∂µC(t1, · · · , t2j)
C(t1, · · · , t2j)
〉
(12)
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which vanishes if µ = 0 since C(t1, · · · , t2j) is even in µ by (9). The partial
derivative of C with respect to µ is
∂µC(t1, · · · , t2j)
=
∑
t,t+16=t1,··· ,t2j
1
2
eµs1t detD detG[(t1, · · · , t2j , t+ 1), (t1, · · · , t2j , t)] +
∑
t,t−16=t1,··· ,t2j
1
2
e−µs2t detD detG[(t1, · · · , t2j , t− 1), (t1, · · · , t2j , t)]
where the (2j+1)×(2j+1) propagatormatrixG[(t1, · · · , t2j , t±1), (t1, · · · , t2j , t)]
has (i, l) matrix element D−1ti,τl , i, l = 1, · · · , 2j + 1. Here we use notations
t2j+1 ≡ t± 1, τl = tl, l = 1, · · · , 2j, τ2j+1 = t. The ratio in (12) is
∂µC(t1, · · · , t2j)
C(t1, · · · , t2j)
=
1
2
eµ
∑
t,t+16=t1,··· ,t2j
s1t
detG[(t1, · · · , t2j , t+ 1), (t1, · · · , t2j , t)]
detG[(t1, · · · , t2j), (t1, · · · , t2j)] +
1
2
e−µ
∑
t,t−16=t1,··· ,t2j
s2t
detG[(t1, · · · , t2j , t− 1), (t1, · · · , t2j , t)]
detG[(t1, · · · , t2j), (t1, · · · , t2j)]
Note that G[(t1, · · · , t2j), (t1, · · · , t2j)] = G({t1, · · · , t2j}). The ratio between
the determinant can be obtained by
detG[(t1, · · · , t2j , t± 1), (t1, · · · , t2j , t)]
detG[(t1, · · · , t2j), (t1, · · · , t2j)] = G[(t± 1), (t)]
−G[(t± 1), occu sites]G[occu sites, occu sites]−1G[occu sites, (t)]
where occu sites = (t1, · · · , t2j) denotes 2j occupied sites. G[occu sites, occu sites]
is the 2j×2j propagator matrix with (i, l) matrix element D−1ti,tl , i, l = 1, · · · , 2j.
Another form of ∂µC is
∂µC(t1, · · · , t2j)
=
1
2
eµ
∑
t,t+16=t1,··· ,t2j
s1t (−1)(t)−(t+1) detD[\(t1, · · · , t2j , t), \(t1, · · · , t2j , t+ 1)] +
1
2
e−µ
∑
t,t−16=t1,··· ,t2j
s2t (−1)(t)−(t−1) detD[\(t1, · · · , t2j , t), \(t1, · · · , t2j , t− 1)]
where (t) and (t+1) denote the position of t and t+1 in the N−2j free sites =
\{t1, · · · , t2j}, respectively. D[\(t1, · · · , t2j , t), \(t1, · · · , t2j , t ± 1)] denotes the
(N−2j−1)×(N−2j−1)matrix obtained fromD by deleting rows (t1, · · · , t2j , t)
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and columns (t1, · · · , t2j , t± 1). Using this formula, one has
∂µC(t1, · · · , t2j)
C(t1, · · · , t2j)
=
1
2
eµ
∑
t,t+16=t1,··· ,t2j
s1t (−1)(t)−(t+1)
detD[\(t1, · · · , t2j , t), \(t1, · · · , t2j , t+ 1)]
detD[\(t1, · · · , t2j), \(t1, · · · , t2j)] +
1
2
e−µ
∑
t,t−16=t1,··· ,t2j
s2t (−1)(t)−(t−1)
detD[\(t1, · · · , t2j , t), \(t1, · · · , t2j , t− 1)]
detD[\(t1, · · · , t2j), \(t1, · · · , t2j)]
Note that D[\(t1, · · · , t2j), \(t1, · · · , t2j)] = D(\{t1, · · · , t2j}). The ratio be-
tween the determinant is
(−1)(t)−(t±1)detD[\(t1, · · · , t2j , t), \(t1, · · · , t2j , t± 1)]
detD[\(t1, · · · , t2j), \(t1, · · · , t2j)] = D Inv[(t± 1), (t)]
where D Inv[(t±1), (t)] is the (t±1, t) matrix element of (N−2j)×(N−2j) ma-
trix D Inv, which is the inverse of (N−2j)×(N−2j) matrixD[free sites, free sites].
The Monte Carlo algorithm based on the partition function in (7) can be
found in Ref.[25]. We adopt the following steps to update the current configu-
ration. Assume that the current configuration k has nb bonds
C = ([t1, t2], · · · , [t2nb−1, t2nb ])
Try to delete a bond, e.g. [t2nb−1, t2nb ] from the current configuration C to be
C′ = ([t1, t2], · · · , [t2nb−3, t2nb−2])
According to the detailed balance
W (C)Ptry(C → C′)Pacc(C → C′) =W (C′)Ptry(C′ → C)Pacc(C′ → C) (13)
where W (C) and W (C′) are the weight in the partition function (7) for the
configuration C and C′, respectively. The try probability from C(C′) to C′(C)
are
Ptry(C → C′) = 1
nb
, Ptry(C
′ → C) = 1
nf
respectively. Here nf is the number of bonds which can be created from the
configuration C′. Thus the accept probability from C to C′ is
Pacc(C → C′) = nb
nf
W (C′)
W (C)
Try to add a bond, e.g. [t2nb+1, t2nb+2] from the current configuration C to be
C′ = ([t1, t2], · · · , [t2nb−1, t2nb ], [t2nb+1, t2nb+2])
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The detailed balance is Eq. (13) where
Ptry(C → C′) = 1
nf
, Ptry(C
′ → C) = 1
nb + 1
Here nf is the number of bonds which can be created from the configuration C.
Thus the accept probability from C to C′ is
Pacc(C → C′) = nf
nb + 1
W (C′)
W (C)
Try to delete a bond, e.g. [t2nb−1, t2nb ] from the current configuration C and
then add a bond, e.g., [y2nb−1, y2nb ] to be
C′ = ([t1, t2], · · · , [t2nb−3, t2nb−2], [y2nb−1, y2nb ])
In the detailed balance (13),
Ptry(C → C′) = Ptry(C′ → C) = 1
nbnf
Here nf is the number of bonds which can be created from the configuration C
where [t2nb−1, t2nb ] is deleted. Thus the accept probability to move a bond is
Pacc(C → C′) = W (C
′)
W (C)
3. Complex Langevin dynamics
The Grassmann fields ψ¯ and ψ can be eliminated if an bosonic variable At
are introduced
exp
(
U
N−1∑
t=0
ψ¯tψtψ¯t+1ψt+1
)
=
∫ N−1∏
t=0
dAt exp
(
− 1
8U
N−1∑
t=0
A2t
)
exp
(
−
N−1∑
t,τ=0
ψ¯t
i
2
(eµAtδt+1,τ + e
−µAτ δt,τ+1)ψτ
)
(14)
where we omit a term depending on U . Inserting this formula to the partition
function Z in (1) and integrating over the Grassmann fields, one has
Z =
∫ N−1∏
t=0
dAt exp
(
− 1
8U
N−1∑
t=0
A2t
)
detK =
∫ N−1∏
t=0
dAte
−Seff (15)
where the N ×N fermion matrix K under the bosonic variable A is
Kt,τ =
1
2
(
(s1t + iAt)e
µδt+1,τ − (s2t − iAτ )e−µδt,τ+1
)
+mδt,τ (16)
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for 0 ≤ t, τ ≤ N − 1. The fermion matrix K becomes the fermion matrix D
if A = 0. This form of partition function in (15) was studied in Ref.[11]. The
effective action in (15) is
Seff =
1
8U
N−1∑
t=0
A2t − ln detK (17)
is complex. The discrete complex Langevin dynamics for (15)
At,Θ+∆Θ = At,Θ −∆Θ ∂Seff
∂At,Θ
+
√
2∆Θηt,Θ, 0 ≤ t ≤ N − 1, Θ = 0, 1, · · · (18)
where Θ denotes the discrete complex Langevin time, ∆Θ is the time step. The
real white noise ηt,Θ ∼ N (0, 1) satisfies
〈ηt,Θητ,Θ′〉 = δt,τδΘ,Θ′
Since Seff is complex, At,Θ is also complex. Using (16) and (17), the drift force
in (18) is
− ∂Seff
∂At
= − 1
4U
At +
i
2
(
eµK−1t+1,t + e
−µK−1t,t+1
)
(19)
The chiral condensate in (10) is written as
〈χ¯χ〉 = 1
N
〈Tr(K−1)〉 (20)
and the fermion density in (12) reads
〈n〉 = 1
N
〈
Tr(K−1
∂K
∂µ
)
〉
(21)
Here the average is taken with respect to weight e−Seff .
The equation (14) is also valid if At and Aτ are replaced by s
1
tAt, s
2
tAτ ,
respectively. The partition function Z is
Z =
∫ N−1∏
t=0
dAt exp
(
− 1
8U
N−1∑
t=0
A2t
)
det K˜ (22)
where the N ×N fermion matrix K˜ under the bosonic variable A is
K˜t,τ =
1
2
(
s1t (1 + iAt)e
µδt+1,τ − s2t (1 − iAτ )e−µδt,τ+1
)
+mδt,τ (23)
for 0 ≤ t, τ ≤ N − 1. Fortunately the determinant of K˜ can be calculated by
[33]
det K˜ =
eNµ
2N
N−1∏
t=0
(1 + iAt) +
e−Nµ
2N
N−1∏
t=0
(1 − iAt) + Tr(T ) (24)
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where the 2× 2 transfer matrix T is
T (A0, · · · , AN−1) =
(
m 14 (1 +A
2
0)
1 0
)
· · ·
(
m 14 (1 +A
2
N−1)
1 0
)
(25)
Inserting (24) into the partition function Z in (22), one has Z = Z1(µ)+Z2(m)
where
Z1(µ) = 2(2piU)
N/2 cosh(Nµ), Z2(m) =
∫ N−1∏
t=0
dAt exp
(
− 1
8U
N−1∑
t=0
A2t
)
Tr(T )
The chiral condensate is
〈χ¯χ〉 = 1
N
〈Tr(∂mT )〉0
2−N2 cosh(Nµ) + 〈Tr(T )〉0 (26)
where the average is taken with respect to the weight exp(− 18U
∑N−1
t=0 A
2
t ). The
fermion density reads
〈n〉 = 2 sinh(Nµ)
2 cosh(Nµ) + 2N 〈Tr(T )〉0 (27)
Since the observable Tr(T ) > 0 and Tr(∂mT ) > 0 for any real fields {At}N−1t=0 ,
the sign problem in this representation is avoided. These averages 〈· · · 〉0 can be
calculated by the usual Monte Carlo method or Langevin dynamics since these
averages is taken over the Gaussian weight exp(− 18U
∑N−1
t=0 A
2
t ). We use (real)
Langevin dynamics
At,Θ+∆Θ = At,Θ −∆Θ 1
4U
At +
√
2∆Θηt,Θ, 0 ≤ t ≤ N − 1, Θ = 0, 1, · · · (28)
to calculate these averages. Here Θ denotes the discrete Langevin time and
∆Θ is the time step. The real white noise ηt,Θ ∼ N (0, 1) satisfies 〈ηt,Θητ,Θ′〉 =
δt,τδΘ,Θ′ . The averages 〈Tr(T )〉0 and 〈Tr(∂mT )〉0, which does not depend on the
chemical potential µ, are obtained by samples {At}N−1t=0 after the equilibrium
of the real Langevin dynamics. Moreover, the chiral condensate in (26) and
fermion density in (27) can be obtained from 〈Tr(T )〉0 and 〈Tr(∂mT )〉0 for all
chemical potential µ.
The computational complexity for the calculation of Tr(T ) and Tr(∂mT ) are
O(N), which will be explained in the next section. The exact formula for Z2(m)
is known [11],
Z2(m) = 2(2piU)
N/2(B+ +B−) (29)
B± =
mN
2
(
1±
√
4UBc
)N
, Bc =
1
4U
+ (
1
4U
+ 1)
1
m2
(30)
Thus these averages can be calculated exactly, which is called the exact result
in the following sections.
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4. Numerical results
4.1. Implementation
The most advantage of the fermion bag approach is that the weight in (7)
is nonnegative and thus the sign problem is avoided in the interesting range of
parameters, 0 ≤ µ ≤ 2, 0 < m < 100, 0 ≤ U ≤ 10. Table 1 shows the values of
C(t1, · · · , tj) for randomly chosen j sites t1, · · · , tj .
The Monte Carlo implementation for the fermion bag approach, includ-
ing three steps of configuration updating and sampling of chiral condensate
and fermion density, depends on the ratio of the value of C. For small cou-
pling constant U , there are few bonds connecting neighboring sites, we use the
propagation matrix on the occupied sites to calculate this ratio; For large cou-
pling constant U , many bonds connecting to neighboring sites appear, we use
the fermion matrix on the free sites to calculate this ratio. Thus high com-
putational efficiency is achieved for the fermion bag approach with weak or
strong coupling between fermions. In our code, we use D org and D inv to
denote the fermion matrix D and its inverse matrix, respectively, which does
not change in the whole run. free sites = \occu sites and occu sites denote
the free sites and occupied sites for the current configuration k. Denote by
D Inv[free sites] the inverse of D org[free sites] and by D Org[occu sites] the in-
verse of D inv[occu sites], respectively. Here D org[free sites] (D inv[occu sites])
denotes the submatrix of D org (D inv) with the rows and columns correspond-
ing to free sites (occu sites). Thus depending on the number of occupied sites,
D Inv or D Org changes during Monte Carlo updating.
The initial configuration for k is the one where there are no bonds. The
sampling is taken after 1×106 Monte Carlo steps, where in each step at most two
bonds change. To reduce the autocorrelation effects, two subsequent samples
are separated by 10N Monte Carlo steps. The sampling is finished after 1× 107
Monte Carlo steps, thus about 9× 106/(10N) samples are taken for each Monte
Carlo simulation.
The implementation of the complex Langevin dynamics (18) is rather simple.
The initial condition for A is zero everywhere. We choose the time step ∆Θ =
10−4. The sampling is taken after tequ = 20 (i.e., 20/∆Θ = 2 × 105 complex
Langevin steps). To compare with the fermion bag approach, two subsequent
samples are separated by 10 complex Langevin steps. The end time in the
complex Langevin dynamics is tend = 40, thus about 20 × 106/(10N) samples
are taken for each complex Langevin simulation.
To calculate the sampling (26) with the computational complexity O(N),
we introduce
Ci = B0 · · ·Bi, i = 0, · · · , N − 1, Di = Bi+1 · · ·BN−1, i = 0, · · · , N − 2
where Bi =
(
m 14 (1 +A
2
i )
1 0
)
, i = 0, · · · , N − 1. Using the iteration
Ci+1 = CiBi+1, i = 0, · · · , N − 2, Di = Bi+1Di+1, i = N − 3, · · · , 0
10
t1, · · · , tj C(t1, · · · , tj)
empty 11.65480
3 0.006890
3 6 0.018226
3 4 5 0.019760
1 2 6 7 0.005100
0 2 3 6 7 0.026000
0 1 2 4 6 7 0.010000
0 1 2 3 4 5 7 0.100000
0 1 2 3 4 5 6 7 1.000000
Table 1: The value of C for randomly chosen occupied sites (t1, · · · , tj), m = 0.1, µ = 1.0,
N = 8.
we know that the computational complexity for calculating {Ci}N−1i=0 and {Di}N−2i=0
is O(N). The trace of T is Tr(T ) = Tr(CN−1) and
Tr(∂mT ) = Tr(FD0) +
N−2∑
i=1
Tr(FDiCi−1) + Tr(FCN−2), F =
(
1 0
0 0
)
We use the Γ method to estimate the error for the samples in each Monte
Carlo simulation or complex Langevin dynamics [32]. A typical result is shown
in Figure 2 where the statistical error for the complex Langvin dynamics are
larger than those for the fermion bag approach if the chemical potential is close
to 1.
4.2. Simulation results
The exact result is known for the massive Thirring model with one flavor
in 0+1 dimension [11]. We first compare the chiral condensate obtained by the
Langevin dynamics and exact result. Since the sign problem is avoided and
the observable is positive, the Langvin dynamics (See Eq. (26)(27)(28)) should
reproduce the exact result. Figure 1 shows the agreement between the chiral
condensate obtained by the Langvin dynamics and exact results. In fact, the
agreement between them are also achieved for the parameters: m = 0.1, 1, 3, 100,
U = 1/400, 1/12, 1/4, 10, µ = 0, 0.2, 0.4, · · · , 2.0.
Figure 2 shows the comparison between fermion bag approach, complex
Langevin dynamics with the exact results. The chiral condensate and fermion
density for fermion bag approach agree very well with the exact result in the
range 0 ≤ µ ≤ 2. Compared with the fermion bag approach, the result ob-
tain by complex Langevin dynamics agree with exact result for small or large µ.
Moreover the statistical error becomes large for the complex Langevin dynamics
in the intermediate value µ. Figure 3 shows that the fermion bag approach and
complex Langevin dynamics agree with the exact results very well when U is
decreased to be U = 1/400. Since the interaction between fermions is decreased,
the statistical error is also small compared with those in Figure 2. When U in-
creased, the simulation results obtained by complex Langevin dynamics is not
11
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Figure 1: Comparison between Langevin dynamics and exact solution. Upper: ∆Θ = 0.01,
teq = 800, tend = 1600, 〈Tr(T )〉0 = 4.6145±0.000608 and
1
N
〈Tr(∂mT )〉0 = 3.2466±0.000369.
Bottom: ∆Θ = 0.025, teq = 30000, tend = 50000, 〈Tr(T )〉0 = 45457.8 ± 4456.4 and
1
N
〈Tr(∂mT )〉0 = 5888.6 ± 405.1.
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reliable. According to Ref. [15][11], the quantity
N∑
t=1
( d
dAt
− dSeff
dAt
) d
dAt
O(A)
should vanish for any holomorphic function O(A) if the complex Langevin
dynamics works. We choose the observable (the chiral condensate) O(A) =
1
NTr(K
−1). For µ = 1, m = 1 and N = 8, it is 0.0137± 0.00708 which is small
if U = 0.0025 and becomes −5.88± 7.33 if U = 0.16. Moreover, the statistical
error is also large which means that it is difficult to measure it reliably when
U is increased. Figure 4 shows the dependence of the phase 〈eiϕ〉pq = Z/Zpq
on the coupling strength U for fixed chemical potential µ = 1. Here Zpq is
the phase quenched approximation of Z in (15) where detK is replaced by its
module | detK|. When U is increased the phase 〈eiϕ〉pq decays to zero, which
shows it suffers from a severe sign problem. Moreover, the statistic error is also
increased if U becomes larger.
When U = 10, the results obtained by the fermion bag approach agree with
exact result rather well, but the complex Langevin dynamics is totally wrong,
which is shown in Figure 5. The failure of the complex Langevin dynamics
for strong interaction was also found in Ref. [11]. For µ = 1.0 in Figure 5,
the average number of occupied bonds in the fermion bag approach is 3.41,
which means almost all sites are occupied by bonds (N = 8). This leads to a
slight difference of the chiral condensate obtained by the fermion bag approach
and exact results. Figure 6 show that the average number of occupied bonds
drops rapidly near µ = 2 where the simulated results obtained by fermion bag
approach agree with the exact result. Here we don’t show the error bar in
Figure 6 since it is very small which can be shown for the error bar of the chiral
condensate by fermion bag approach in Figure 5. For fixed m = 1 and µ = 1,
7 shows the dependence of the average number of occupied bonds (Left) and
relative error for chiral condensate (Right) on the coupling strength U . The
average number of occupied bonds increase with the coupling strength U . Since
the exact solution is known, the relative error for the chiral condensate (obtained
by the fermion bag approach) can be calculated as shown in the right figure of
Figure 7 where the relative error is increased with the coupling strength when
U < 5 or U > 11. We also notice there is an oscillation of the relative error for
6 < U < 11. Thus if the coupling strength U is not too large the fermion bag
approach can always reproduce the exact results. When U is very large, almost
all lattice sites are occupied, which will lead a slight difference between results
obtained by fermion bag approach and the exact results. It should be mentioned
that the fluctuation of the chiral condensate and fermion density in the fermion
bag approach is rather small even when U is rather large, e.g., 10 ≤ U ≤ 14.
For the parameter: U = 10, m = 1 and N = 8, the chiral condensate ob-
tained by Langevin dynamics in Figure 1 (bottom) and those by fermion bag
approach in Figure 5 (upper) can reproduce the exact result. Compared with
the fermion bag approach, the equilibrium time in the Langevin dynamics is
very long. However, the advantage of the Langevin dynamics over the other
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two approaches is that the chiral condensate and fermion density for any chem-
ical potential can be obtained when the averages 〈Tr(∂mT )〉0 and 〈Tr(T )〉0 is
calculated from the Langevin dynamics, since they does not depend on the
chemical potential.
The comparison are also made between the fermion bag approach, com-
plex Langevin dynamics with exact results in the range of parameters: m =
0.1, 1, 3, 100, U = 1/400, 1/12, 1/4, 10, µ = 0, 0.2, 0.4, · · · , 2.0. The chiral con-
densate and fermion density obtained by the fermion bag approach agrees very
well with the exact results for all these parameters. The reason is that the
weight in the fermion bag approach is nonnegative and thus the sign problem is
avoided. The results obtained by complex Langevin dynamics agree with the ex-
act results only if U is not too large, U < O(1). When U is increased, compared
with the drift term, the white noise fluctuation in complex Langevin equation
becomes large and thus the complex Langevin does not work, especially, when
the fermion mass m, e.g., m = 0.1, is rather small.
5. Conclusions
The fermion bag approach, Langevin dynamics and complex Langevin dy-
namics are used to solve the massive Thirring model at finite density in 0+1
dimension. The chiral condensate and fermion density by these methods are
compared with the exact results. The complex Langevin dynamics only works
for not too large interaction U < O(1). Moreover, this method will also meet the
computational difficulties when the fermion mass is too small, or the chemical
potential is in the intermediate range µ = 1. Since the sign problem is avoided
in the Langevin dynamics and the fermion bag approach, these two methods can
reproduces the exact results for a large range of parameters. Another advantage
of the fermion bag approach over the Langevin dynamics is that a high com-
putational efficiency are made for the strong interaction between fermions for
the fermion bag approach. In the future paper we will check these advantages
of the fermion bag approach over the other numerical methods for the massive
Thirring model at finite density in 2+1 dimensions.
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Appendix A. There is no sign problem for the presentation of Z by
fermion bag approach in (7)
The N ×N (even N) fermion matrix is
D = D(µ,m) =


m e
µ
2
e−µ
2
− e−µ2 m e
µ
2
− e−µ2 m e
µ
2
. . .
m e
µ
2
− eµ2 − e
−µ
2 m


N×N
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According to a formula of the determinant [33], the determinant of D is
detD =
eNµ
2N
+
e−Nµ
2N
+ Tr(T )
where the 2 × 2 transfer matrix T is T =
(
m 14
1 0
)N
. Obviously, detD > 0
for any µ > 0 and m > 0. Choose n different indices, 1 ≤ i1 < · · · < in ≤ N and
delete n rows and columns corresponding to these n indices from D to obtain
D˜. We want to prove that (N −n)× (N −n) matrix D˜ satisfies det D˜ > 0. This
holds because the structure of D˜ is the same with D and thus the determinant
of D˜ can be calculated [33], which must be positive. For example, N = 10,
n = 2, i1 = 4, i2 = 7,
D˜ =


∗ ∗ | | ∗
∗ ∗ ∗ | |
∗ ∗ | |
− − − − − − − − − −
| ∗ ∗ |
| ∗ ∗ |
− − − − − − − − − −
| | ∗ ∗
| | ∗ ∗ ∗
∗ | | ∗ ∗


Since C(t1, · · · , t2j) can be presented by the determinant of the submatrix of
D, which is nonnegative, the sign problem is avoided for the presentation of Z
by fermion bag approach in (7).
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