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Abstract  
In order to adapt to changes in the distributed database system, the need for appropriate data 
redistribution strategies to reduce the cost of data redistribution. Given Two dynamic data redistribution 
algorithm: part of the redistribution (Partial Reallocate) and full redistribution (Full Reallocate) algorithm. 
The two algorithms with With linear complexity, can be used in a variety of different sizes distributed 
database system. 
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1. Introduction
In a distributed database management systems, as users of the data traffic increases, the system load 
also increases, thus the need for redistribution of data, during which the entire system to shut down[1]. The 
static data redistribution is not practical, because the system is shut down during the user can not use the 
data, but also increased the cost of data access. 
 In order to solve the static data redistribution question posed by Question, this paper proposes two 
solutions for dynamic data redistribution: some redistribution and full redistribution algorithm. These two 
algorithms to target the optimal cost function parameters as the basis for calculating the distribution of 
new data. The two algorithms are linear complexity, suitable for people with one or more server systems 
can be used in the distribution of all sizes Database system. 
2. Work Principle  
When the distributed database system by calling the target cost function to calculate the performance of 
the system below a certain pre-set threshold, to show that the performance of the system has declined and 
is overloaded state, then the system will automatically call a called for the Incremental growth f 
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ramework of the algorithm (the algorithm workflow shown in Figure 1) to restore the system to an 
acceptable state. the algorithm to the original distributed database system to add a new server, with the 
introduction of the new server the system to conduct a data redistribution, this process will be repeated 
until the system performance reaches the threshold or the number of servers equal to the distributed 
database The number of system relations[2]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1 Incremental growth framework processing algorithm 
The algorithm's input information, including: database server, the server's local processing power, 
network topology, the network transmission capacity, the database relations, the relationship between size 
and selectivity, the query set, the best parameters and parameters associated with the optimal threshold. 
3. Objective cost function formula 
System response time is calculated by objective cost function, the objective cost function consists of 
three parts: transport costs, local processing costs and queuing costs. The measure of the cost to complete 
a task based on a computer's CPU cycles required to determined, the system response time is equal to the 
computer to handle inquiries
{ }qQQQQ ,,, 21 L=  total required number of CPU cycles[3]. 
Transmission between any two servers cost formula is the same, according to the transmission cost 
to determine the amount of data transferred. Any two servers of the local processing cost is the same 
formula, the cost is based on the amount of data processed determined. queued cost is a query in the wait 
queue for each server CPU cycles spent.  
Target cost is calculated as follows: 
Data redistribution algorithms 
No 
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    (Data allocation) 
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4. Data Redistribution algorithm  
Here are two data redistribution algorithm, both algorithms are iterative climbing algorithm, each 
iteration will be to find a minimum cost or termination of iteration. Both of the algorithms need the 
following data as input parameters: the current data distribution , relationships, and distributed database 
systems in the query. 
Defined as the symbol of:  
{ 121 ,,,, += sS SSSSS L
{ }RRRR ,,, 21 L=  assign{ }''2'1' ,,, rRRR L=
}
ed to
 for the server set (  for new entrants to the system server); 
 the relationship between the sets  ; 
 assigned to the relationship between  set; 
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4.1 part of the redistribution algorithm  
 Part of the redistribution algorithm performs the following steps:  
Step 1 Calculation   
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Suppose  is added to the new server distributed systems. Then in step 1, calculate the 
current distribution of the value of the target cost function. Assuming , calculated in step 2 for 
each relationship as a separate move to  corresponding to the target cost function value[4]  
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part of the redistribution algorithm so that 
( jRδ  values reach a minimum to find the 
redistribution of the optimal solution. For each additional server part of the redistribution algorithm 
iteration (test) the number of distributed data system by the relationship between the number of R decis 
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4.2 Algorithm for complete redistribution  
Complete redistribution of the algorithm steps are as follows:  
Steps 1 and 2 and part of the redistribution algorithm is the same;  
Step 3 According to  generate  , , jR )1( +sS js
j
OO )1(1 min +Δ = )1( +⇒ sj SR RRR += ''
Δ−Δ ≥ )1( xX OO
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5. Conclusion 
   Because the two algorithms have linear complexity, so you can use them to solve large-scale 
distributed database system of data redistribution, and for best results. 
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