This work is devoted to the existence of weak solutions for m × m isotropic reaction-diffusion systems. This type of system appears in texture synthesis. The originality of this study persists in the fact that the non-linearities considered here involve the gradients of solutions with arbitrary growth and initial data are only in L 2 (Ω). For this reason, New techniques are needed to show the consistency of these models is that we present in this study showing the global existence of weak solutions.
Introduction
The application of partial differential equations in image processing and computer vision have led to an entire new field. Several publications and books have appeared in recent years, and the methods based on partial differential equations have played a central role at several conferences and workshops. In particular the diffusion-reaction approaches have been applied to edge detection [24] , [27] , to the restoration of inverse scattering images [16] , [10] . Texture synthesis using reaction diffusion models began in the early 1990s. They are based on Turing's pattern formation model [26] . The general shape of most of these models is: (u, v) where u, v are morphogens concentration;σ u and σ v are the diffusion tensor; f and g are the functions controlling the production rate of u and v and which are non-linear in u and v. A typical examples are:
• The activor-inhibitor model [12] :
where s, γ, α and β are positive constants.
• The Brussellator model [19] :
in which s, α and β are positive constants. Within the reaction-diffusion research literature, one can find many other reaction models that produce patterns, such as the Oregonator model of the Belousov-Zhabotinsky reaction [28] . It should be noted that the use of these models in texture synthesis is not widespread because of two things: first, the difficulty of the choice of parameters in these models. The second is the choice of non-linearities. Sanderson et al. presented in [22] , [23] some techniques that help overcome the difficult process of selecting parameters that control the development of the model. They show that is possible to create multiple and oscillating patterns by coupling two reaction-diffusion systems together. In this work we discussed the second aspect considering models with nonlinearities that depend on gradients of solutions, more precisely we consider the following general reaction diffusion system ⎧ ⎨ 
are positive constants, and the non-linearities f i , 1 ≤ i ≤ m, have critical growth with respect to |∇u| . Moreover, these following main properties hold:
• The positivity of the solution is preserved with time, which is ensured by
• The total mass of the components u 1 , . . . , u m is controlled with time, which is ensured by
We recall that when the non-linearities (f i ) do not dependent on the gradient (system (1.1) is semi-linear), the existence of global positive solutions have been obtained by Hollis et al. [13] and Fitzgibbon et al. [11] . A historical overview can be found in [17] . One can see that in all of these works, the triangular structure, namely hypotheses (1.3) plays an important role in the study of semi-linear systems. Indeed, if (1.3) does not hold, Pierre and Schmitt [18] proved blow up in finite time of solutions can occur. This work represents a generalization to the parabolic case study we did in the elliptic case (see [5] ). This passage in parabolic case, need new approaches and also several technical difficulties to be overcome. That's what we will explain in detail here. We found a good idea to present our work as follows: we start initially with an introduction that presents the state of the art of the area studied and some recall the main results obtained previously. This will highlight the contribution of our work and its originality. In the second section we give the definition of the notion of solution used here. We then present the main results of this work. In the last section we give the proof of global existence of our reaction diffusion system. This is done in three steps: in the first we truncate the system, the latter we give suitable estimates on the approximate solutions and in the last step we show the convergence of the approximating system.
Statement of the result

Assumptions
First, we have to clarify in which sense we want to solved problem (1.1).
Definition 2.1. We say that
where
Let us, now introduce for f the hypotheses
We add an assumption of growth non linearities:
Example 2.2. A typical example where the result of this paper can be applied is
⎧ ⎪ ⎨ ⎪ ⎩ ∂u i ∂t − d i Δu i = 1≤k≤i a ik u k |∇u k | + k i (t, x) in Q T u i (0, x) = u i,0 in Ω u i = 0 on Σ T , for 1 ≤ i ≤ m with a ik ≤ 0 and k i (t, x) ≥ 0 for all 1 ≤ i ≤ m.
The main result
. Before giving the proof of this theorem, let us define the following functions. Given a real positive number k, we set
3 Proof of Theorem 2.3
Approximating scheme
For every function ϕ defined from
and consider the system ⎧ ⎨
It is obviously seen, by the structure off i , 1 ≤ i ≤ m, that systems (1.1) and (3.1) are equivalent on the set where u i ≥ 0, 1 ≤ i ≤ m. Consequently, to prove theorem 2.3, we have to show that problem (3.1) has a weak solution which is positive.
To this end, we define ψ n a truncation function by ψ n ∈ C ∞ c (IR) , 0 ≤ ψ n ≤ 1, and
and the mollification with respect to (t, x) is defined as follows.
We also consider non-decreasing sequences u
Note that these functions enjoy the same properties as f i , 1 ≤ i ≤ m, moreover they are Hölder continuous with respect to (t, x) and |f i,n | ≤ M n , 1 ≤ i ≤ m, where M n is a constant depending only on n (these estimates can be derived from (2.3), the properties of the convolution product, and the fact that ρ n = 1).
Let us now consider the truncated system ⎧ ⎨
It is well known that problem (3.2) has a global classical solution (see [14] , theorem 7.1, p. 591) for the existence and ( [14] , Corollary of Theorem 4.9, p. 341) for the regularity of solutions. It remains to show the positivity of the solutions. 
A priori estimates
The hypotheses (1.2) and (1.3) allowed the following lemma.
Lemma 3.2. There exists a constant M depending on
Proof. We consider the equation satisfied by
Hypothesis (3) implies
Since u j,n ≥ 0 for all 1 ≤ j ≤ m and the operator Δ is dissipative on
Integrating this inequality on [0, t] , for all 0 < t < T, yields
This ends the proof of the lemma.
Lemma 3.3. There exists a constant
Proof. Considering the equations satisfied by u i,n , 1 ≤ i ≤ m, we can write
Integrating on Q T and using (3.4), the positivity of the solutions yield
Hence by hypothesis (3)
Similarly, we get by hypothesis (1.3) for all 2 ≤ j ≤ m
Lemma 3.4. There exists a constant R 2 depending on k and
Proof. We multiply the j th equation in (3.2) by T k (u j,n ) and we integrate on Q T , we obtain
by using the result of lemma 3.3, we have
There exists a constant R 3 depending on the quantity
We have by hypothesis (1.3)
Combining the equations of system (3.2) we have
Multiplying by θ n and integrating on Q T yield
Using Young's inequality, we conclude that
We have by (3.6)
Which gives us the result
Convergence
Our objective is to show that u n = (u 1,n , . . . , u m,n ) converges to some u = (u 1 , . . . , u m ) solution of the problem (2.1). The sequences u
, and by Lemma 3.3, the non-linearities f 1,n , . . . , f m,n are uniformly bounded in L 1 (Q T ). Then according to a result in [7] the applications
0 (Ω) . Therefore, we can extract a subsequence, still denoted by (u 1,n , . . . , u m,n ) , such that
Since f 1,n , . . . , f m,n are continuous, we have
This is not sufficient to ensure that (u 1 , . . . , u m ) is a solution of (2.1). In fact, we have to prove that the previous convergence are in L 1 (Q T ). In view of the Vitali theorem, to show that
Proof
We are going to proof that
Let A be a measurable subset of Q T , ε > 0, and k > 0. Set E n = 
∇u j,n α j dx dt Using Holder's inequality for 1 ≤ α j < 2 and lemma 3.4, we obtain
whenever |A| ≤ δ, with δ = ( ) .
Concerning the second term, thanks to lemma 3.4, we obtain for all ε > 0, ∃k 0 such that if k ≥ k 0 then for all n A∩ [En > k] |f i,n (t, x, u n , ∇u n )| dx dt ≤ A∩ [θn > k] |f i,n (t, x, u n , ∇u n )| dx dt
This completes the proof.
