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I. MOTIVATION
Convergence and spillovers across countries and within countries are old, but recurrent policy concerns. The concerns stems from a need to understand the drivers of growth, to look out for which policies work and which do not, and a search for spillovers across geographical domains. From a policy perspective, the genesis of the concerns is obvious. Regions that get left behind are, globally, more prone to disruptions and fissiparous tendencies, and represent lost opportunities and wasted human potential. And India is no exception to this rule. Not surprisingly, the need to understand what promotes growth, both in absolute and relative terms, is a perennial policy preoccupation. This paper examines convergence and spillovers across Indian states. If much has been written on the issue, what more can be said? This paper aims to situate itself in an arguably dense literature, both from a technical standpoint and on the basis of some new results. From a methodological standpoint, it stands with a recent literature on non-stationary panel data econometrics, where techniques have been developed to examine convergence in other countries, including China (Pedroni and Yao, 2006) . In particular, these techniques allow an analysis of spillovers across constituent units, which is not possible in standard cross-section or time series studies. These techniques also provide more reliable parameter estimates of convergence and spillovers.
Among the other innovations of this paper are a ranking procedure to group states on their performance, a restatement of convergence and divergence across states during , and explanation of per capita income disparities by indicators, such as sector shares, infrastructure, private investment, and spillovers, similar to past studies, but more nuanced. In addition, club convergence and dynamic spillover effects among states are studied. The analysis of dynamic spillovers has, to the best of our knowledge, not been undertaken in any other study of Indian states. This paper is organized as follows. Section II provides an overview of studies on convergence across Indian states, aiming to contextualize this paper in the literature. Section III describes the data and establishes some preliminary stylized "facts". Section IV provides a sketch of the nonstationary panel data techniques that characterize the econometrics of this paper. Section V gives the empirical results. Section VI concludes.
II. LITERATURE SURVEY

A. Old Wine in Old Bottles?
Income convergence across Indian states has been explored previously in a number of studies using neoclassical growth regressions. These regressions estimate a relationship between (per capita) output growth rate and initial (per capita) level of output, providing a measure of β-convergence coefficient (Barro and Sala-i-Martin, 1992, 1995) . Absolute convergence implies that initially poor states grow faster than the initially rich ones, regardless of heterogeneity across states. Conditional convergence defines a tendency to catch-up, controlling for heterogeneity across states. The studies include Cashin and Sahay (1996) , Bajpai and Sachs (1996) , Rao, Shand, and Kalirajan (1999) , Nagaraj, et. al. (2000) , Aiyar (2001) , Sachs, Bajpai, and Ramiah (2002) , Kochhar et. al. (2006) , Purfield (2006) and Misra (2007) . The studies differ across a number of dimensions, including the sample period, coverage of states, data sources, and estimation methodology ( Table 1 ). The main points relate to:
 Sample period, estimation technique and controls for heterogeneity.

The initial-and end-point incomes vary across the studies. Some authors directly apply annual growth rates and use one-lagged initial income such as Bajpai and Sachs (1996) , Nagaraj, et al. (2000) , and Sachs, et al. (2002) . Misra (2007) uses compound annual growth rates. Others attempt to take into account the business cycle by constructing the data on 5 years apart (Aiyar, 2001) or the data on 5 years average over non-overlapping periods (Purfield, 2006) . Others apply their own justification for the time interval.
 Earlier studies in the literature estimated cross-section growth/income regression equations, while later studies use panel regressions. Aiyar (2001) uses simple OLS and incorporates cross-section fixed effects. Nagaraj, et al. (2000) and Purfield (2006) use generalized method of moments (GMM) and take into account both cross-section and period fixed effects.
 Control variables vary across the studies. Nagaraj, et al. (2000) , Baddeley, et al. (2006) , and Purfield (2006) find sector shares and infrastructure explain the bulk of the growth dispersion. The studies find strong positive correlation between states' per capita output growth rate, and change in share of service sector, improvements in infrastructure (using number of telephone lines and transmission and distribution losses ratios as proxies).
1 Aiyar (2001) and Purfield (2006) also record the positive effect of credit growth (to proxy for private investment), but Misra (2007) does not. Higher literacy rates also appear to support growth in some studies (Aiyar, 2001 ), but not in others (Purfield, 2006) .
 Absolute/conditional convergence.
Generally speaking, most studies conclude absolute and conditional convergence for the pre-1990s. Including the post-1990s period, a number of studies point to income divergence. This indicates the possibility of a structural change around 1990. Cashin and Sahay (1996) finds absolute convergence, as well as conditional convergence with controls added for shares of economic sectors. Bajpai and Sachs (1996) find absolute convergence across 19 states only in the 1960s. Rao, Shand, and Kalirajan (1999) find income divergence across 14 states over 1965 -1995 . Nagaraj, et al. (2000 , Aiyar (2001 ), Kochhar et. al. (2006 and Misra (2007) Other studies also examine the distribution of states' incomes. Cashin and Sahay (1996) , Rao, Shand, and Kalirajan (1999) , Bajpai and Sachs (1996) , and Sachs, et. al. (2002) assess σ-convergence (which indicates convergence when the standard deviation of the logarithm of per capita states' incomes falls). However, a reduction of dispersion measure over time does not provide information about income dynamics. Bandopadhyay (2003) estimates non-parametric stochastic kernels and transition probability matrices, and concludes that Indian states' incomes are converging, but into two clubs.
B. Old Wine in New Bottles?
More recently, convergence has been addressed using newly developed non-stationary panel techniques. Quah (1993) and Evans (1998) argue that the strict conditions required for the derivation of growth regression are unlikely to be satisfied, potentially producing biased parameter estimates. Specifically, growth regressions provides valid inference if and only if the economies follow exact first-order autoregressive dynamics; the vector of control variables can account for all heterogeneity across economies; and the economies are not cross-sectionally dependent (Evans and Karras, 1996) .
To address these problems, time-series methods for panel application have been proposed in the literature. In this approach, the definition of income convergence comes from the notion of unit roots and cointegration. This approach has several advantages. It is robust to problems of endogeneity, omitted variables, simultaneity, and measurement error. More importantly, it does not require arbitrary start and end point assumption. In particular, time series panels assume that states are close to limiting distributions, despite their initial conditions. It, therefore, allows for a better understanding of the actual path of the series involved, which is crucial to understanding potential convergence over time. The approach is especially suitable to Indian states, as the short data span is compensated for by variation in the cross-section dimension.
Non-stationary panel techniques have been applied to examine convergence for developed and some developing economies. Fleissig and Strauss (2001) The structure of the panel time series models is similar to the neoclassical growth regression. Typically, the cross-sectional growth regression takes the form:
(1)
where y is per capita income, X i is a vector of controls for cross-section heterogeneity in levels and growth rates of per capita income,  and are parameters, and i,t is an error term with a zero mean and finite variance. Nagaraj, et al. (2000) and Purfield (2006) apply Arellano-Bond multivariate dynamic model to this regression, with a first-order autoregressive-distributed lag model so that (1) can be rewritten as:
2) is then comparable to an ADF regression of the form:
However, the conceptual frameworks are different. The dynamic panel regression (2) utilizes a vector of controls to remove the heterogeneity across states, pools all states, and interprets the convergence directly from the first-order lagged coefficient. As shown in Section IV, the nonstationary panel approach does not explicitly allow for controls, but instead uses deviations from mean in the estimating equation to control for heterogeneity, and uses lagged differences to capture serial correlation patterns. Moreover, the estimating equation for each state is done separately, and then the t-statistics or p-values are combined to conduct a panel unit root test. Convergence is then determined by the stationarity of differences across series (Appendix 1).  Over this period, ranked by per capita income (Table 2) , states can be grouped into three categories: high-income states (Gujarat, Haryana, Maharashtra, Punjab, and Tamil Nadu); medium-income states (Andhra Pradesh, Karnataka, Kerala, West Bengal, and Rajasthan), and low-income states (Assam, Bihar, Orissa, Madhya Pradesh, and Uttar Pradesh).
 States' growth rates were positively correlated with average per capita income. Moreover, growth accelerated in the richer states; poorer states grew moderately. High-income states grew at average annual rates of 3-4 percent over 1970-2003, while low-income states grew at only at 1½ -2 percent.
 Among the medium-income group states, Andhra Pradesh and Karnataka grew at much higher rates than the group average; Kerala, Rajasthan, and West Bengal at lower than average rates. As a result, income difference between high-and low-income states more than doubled. By the end of the period, the average per capita income of the five richest states in 2003 was 2½ times as much as that of the poorest states.
 Reforms of the 1980s/1990s appear to have intensified divergence across states. Numerically, the gap between log real net SDP per capita of the five richest and five poorest states increased by around 20 basis points in 1980, as well as 13 basis points in 1992. The surges went down after a year, but the income gap continued to expand. Accordingly, we conclude two structural break dates in 1980 and 1992.
IV. THE ECONOMETRICS OF NON-STATIONARY PANELS
In time-series analysis concepts, two series are defined as convergent if the difference between them is "stable". Specifically, stochastic income convergence implies that income disparities between the series follow a mean stationary stochastic process. This can be characterized as follows. Let it y be the logarithm of per capita income for state i at time t, i =1, 2, ... , N and t =1,2, ..., T. it y contains a unit root or is integrated of order 1. Generally, convergence implies that any pair of states i and j converge, pair wise, if the difference
. Conditional convergence implies that income growth paths for the states are parallel by the distance, i  , in limit.
For panels, convergence can be similarly defined between the elements of the panel. It is equivalent to convergence of every pair of it y and jt y within the set. Testing pair wise convergence for all states, however, tends to have low power for short samples, thus increasing the probability of failing to reject the null hypothesis of no cointegration. Evans and Karras (1996) show that all members it y and jt y cointegrating pair wise implies that all members cointegrate individually with a common time effect, t y .
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Deviations of
,..., , from their cross-economy average, t y , are expected to approach a constant value as k goes to infinity, conditional on current information,
for all i. Taking into account the serially-correlated nature of the series, empirically, an augmented Dickey-Fuller (ADF) test can be conducted using:
The autoregressive coefficient, i  , is crucial to test income convergence, while i  takes into account idiosyncratic differences across states. The lagged difference terms capture higher order serial correlation, and the number of lags, p i , is chosen to eliminate serial correlation in the error term.
In the convergence tests, we employ three panel tests for unit root (Appendix 1): for all i, j pairs, then In addition to the above tests, we also use bootstrap techniques to get better sample specific IPS adjustment terms and MW p-values. While a distinct advantage of the IPS and MW tests is that they allow for heterogeneous dynamics which are useful for panel applications, the tests could suffer from a small-sample size distortion as they depend on asymptotic properties. Pedroni and Yao (2006) suggest that, in practice, the test performance can be improved by replacing the IPS large-sample adjustment terms and MW p-value by a bootstrap to condition the Monte Carlo simulation on both sample size and specific number of fitted lags. The bootstrap procedures are elaborated in Appendix 1.
Finally, we examine closely the transition across periods and cross-sectional dimensions.
McCoskey (2002) and Choi (2004) argue that stochastic convergence could be problematic in the presence of structural breaks in the data, and the standard tests may be biased and sizedistorted.
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Convergence across all states through the entire period is first tested. Then possible break dates are explored. The full sample is divided into subsamples and again tested for convergence according to each break. As regards the cross-section dimension, the possibility of club convergence is explored.
V. CONVERGENCE REVISITED: A NON-STATIONARY PANEL APPROACH
This section presents the empirical results of application of the non-stationary panel approach to Indian states. First, diagnostic tests are conducted for the 15 states' income per capita. All series are integrated of order one, i.e. are I(1).
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The remainder of the section presents: (i) income convergence tests, for the entire sample period, subsamples, and cross-sectional subsets; and (ii) macroeconomic determinants of income dynamics. 
A. Convergence and Structural Change
Results on convergence among Indian states are generally found to be similar, but more nuanced, than previous studies. Generally speaking, there is evidence of divergence over the entire sample period, convergence during sub-periods corresponding to structural breaks, and club convergence. Over the entire sample period, non-convergence in states' per capita income is not rejected. Income convergence/divergence broadly corresponds to periods of structural change during the sample period, along the lines of the three growth episodes. Pre-1980, the states' growth per capita rates were low (around ½ percent per annum) and volatile. Starting 1981, growth picked up strongly (3 percent in 1980-92) , and the reforms seemed to benefit all states equally. After 1992, on average, the states continued to grow at nearly 4 percent, but differentially. Thereafter, the growth momentum was sustained in the high-income states, and some medium income states also speeded up. However, growth slowed down in most lowincome states. There was thus a tendency for income divergence among the low-income states post-1992, but not enough to overpower convergence among other states, pointing to possible "club convergence". We now turn to this phenomenon of club convergence which is examined using sub-group analyses through time and cross-sectional dimensions to further pinpoint the sources of income dispersion.
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B. The determinants of per capita income differentials
To examine the determinants of per capita differentials across states, we follow the literature and test for the role of the share of service sector in total output, private sector credit per capita, the share of development expenditure in total government expenditure, infrastructure measures (T&D loss ratio and number of telephone lines), literacy rate, and the share of private sector employment (Figure 1) .
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In addition to these "conventional" measures, we construct a spatial distance index to capture possible spillover effect among states as a potential determinant of growth. We construct six indicator variables which take a value of 1 when the pair i, j is high-high, high-medium, highlow, medium-medium, medium-low, and low-low income states respectively and zero otherwise. Then, we weigh the indicator by the reciprocal of spatial distance between capital city of state i, j in hundreds of miles. The coefficient on spatial distance index captures the interaction between state i, j and is scaled down by the distance between two states.
The estimated regression takes the form: Our main empirical results are as follows (Table 7) . The main determinants of per capita income differentials among states are share of the service sector, private sector credit per capita, and development expenditure. The factor loadings for these variables are always positive and significant in all specifications. Specifically, a 1 percent difference in share of service sector contributes to about 0.02 percent difference in per capita income between states; a 1 percent difference in development expenditure results in approximately 0.07 percent difference in per capita income; private investment is the largest contributor to per capita income differentials (0.5 percent).
Other variables are not statistically significant: the number of telephone lines is the only variable that is significant, but the effect is almost negligible; T&D loss ratio has correct sign as expected, but is not significant; literacy rate and employment in private sector are statistically insignificant.
From a policy perspective, these results are intuitive and important. The results confirm the significant role for development policy and expenditures and of the availability of credit. They also affirm the role of the private sector in promoting growth. The statistical insignificance of some factors, in particular the literacy rate, should not be interpreted as these factors not being important. It is possible that spending on education and other key areas such as health, which are included in development spending, are already good proxies.
Interestingly, spillover effects among states are not strong. Most of the parameter estimates are not significantly different from zero, except for low-low income state pairs. The negative estimates show potential crowding out effect between high-high income states, while positive spillover effects are noticeable in all other combination.
C. Club Convergence and Dynamic Spillover Effects
There is strong evidence of club convergence among the high-and low-income states; the evidence for middle-income states is mixed (Table 5) .
 High-and low-income states display convergence for both entire period and each subperiod. For high-income group, over the full sample, the non-convergence hypothesis is firmly rejected by bootstrapped IPS and MW tests, while the IPS test using large sample adjustment is rejected at 10 percent significance level. The rejection of non-convergence is much stronger in all sub-periods (less than 1 percent significance level; all tests). For lowincome group, over the full sample, non-convergence is rejected with the large sample adjusted IPS together with bootstrapped IPS tests (not rejected with LLC and MW tests).
For the sub-samples, the rejection of non-convergence is uniform and stronger.
 Medium-income states exhibit divergence over the full sample period; convergence for pre-1980 and 1980-1992, but not for post-1992. Individually, Kerala is the only state that can reject the null of non-convergence. These nonrejections are also accumulated into the panel. Medium-income states appear to be converged in pre-1992, but diverged in subsequent periods. All tests solidly reject the null in pre-1980 pre- and 1980 pre- -1992 pre- . Nonetheless, in post-1992 , states never reject the null for neither individual nor panel.
 Divergence among the medium income group results from two states, Andhra Pradesh and Karnataka. The growth rate of Andhra Pradesh increased from 1¼ percent in pre-1980s to 3½ percent in 1980-1992, then to almost 5 percent post-1992. For Karnataka, the growth rate surged from 1¾ percent, to 2¾ percent, to 5¼ percent, respectively. Both states emerge as the leaders in the information technology, and positioned themselves as the top IT exporting states. Andhra Pradesh is also a mineral rich state, while Karnataka is a manufacturing hub for the largest public sector industries.
 Excluding these two states, there is evidence of convergence among the medium-income states also. While previous results indicate divergence for the entire sample period as well as post-1992, there is now convergence in all periods, and the results are robust (Table 6 ). For the entire period, the null of individual unit roots for Kerala and West Bengal is rejected at less than 5 percent significance level. All tests reject the null of non-convergence. Post-1992 results are slightly weaker. Only Kerala can reject the unit root null. Panel-wise, nonconvergence is rejected with both IPS and MW statistics (but not with LLC statistics).
The dynamic panel approach also allows an examination of spillover effects between groups of states over time. We characterize the dynamic relationship among high-, medium-and lowincome states as a system of equations: The dynamic estimated spillover effects are also small (Figures 2-5) .
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Over entire sample period, there are spillover effects among states where a positive shock had positive and permanent effect within the group as well as on other groups. The within-group effect appears to have been relatively large, while the between-group effects were smaller. In general, the spillovers between high-medium income groups are stronger than high-low and medium-low income groups. Numerically, the spillover effects are quite small. A one standard deviation increase in income in one state transfers to only 0.01-0.07 standard deviation increase in income in other states. The bottom line seems to be that states that are ahead do not seem to pull the lagging states along.
In the sub-sample analysis, the results confirm divergence across states, particularly in the post-1992 period. The interaction between states is not quite evidenced in pre-1980 as well as post-1992 periods. The shock dies out very quickly after a few years. In pre-1980, shock from one state, however, results in more volatile growth to other states. Similarly, in post-1992, the spillover effects are very small and negligible. Most responses are flat around zero. On the other hand, during the period 1980-92, states were possibly more interconnected, with evidence of spillover effects, albeit weak ones.
VI. CONCLUDING REMARKS
Convergence and spillovers across countries and within countries are old, but recurrent policy concerns, and India is no exception to this rule. With this motivation, this paper has examined convergence and spillovers across Indian states, using non-stationary panel data techniques. Results on convergence among Indian states are generally found to be similar to but more nuanced than previous studies. Generally speaking, there is evidence of divergence over the entire sample period , convergence during sub-periods corresponding to structural breaks, and club convergence. There is strong evidence of club convergence among the highand low-income states; the evidence for middle-income states is mixed. Dynamic spillover effects among states are small.
There is evidence of three growth episodes for India. In these episodes, high income states experienced high and stable growth on average, medium income states grew fast, some catching up with high states; some low income stated picked up, but gaps with the high and middle income stated were persistent; and some states continued to lag in the race. From a policy perspective, states that forged ahead were those that benefited from advances in the services sector, those with better infrastructure and credit availability, and those that engaged efficiently in development spending. The lack of dynamic spillovers may also be pointing to a need for better infrastructure and connectivity throughout the country to allow a dissemination of the benefits of growth across the country.
Appendix 1: Test Procedures for Panel Unit Roots
1.
Levin, Lin, and Chu Test Levin, Lin, and Chu (2002) propose a parametric test analogous to the augmented Dickey Fuller test. They model serial correlation dynamics using autoregressive of order k specification in lagged differences. To perform the test, first estimate ADF regression by OLS for each member:
The time effects for cross sectional dependence can be extracted by replacing y it by
Next, use the estimated residuals, it ˆ, to compute the estimated residual variance for each i:
Then, run two auxiliary regressions to generate orthogonalized residuals by estimating the following for each member i: The hypotheses for unit root test are as follows:
The rejection of the null hypothesis implies there is no unit root for all series in consideration.
2.
Im, Pesaran, and Shin Test Im, Pesaran, and Shin (2003) propose a unit root test for dynamic heterogeneous panels based on the group mean between-dimension test. The test is also analogous to the augmented DickeyFuller test. The univariate ADF test is estimated for each member: Then, collect t-statistics of each i  , and calculate the group-mean value of t-statistic for panel:
To obtain the asymptotically standardized normal distribution, the t-bar statistic requires some adjustments as follow:
where  and  are tabulated mean and variance from IPS paper.
Unlike LLC test, the IPS hypotheses take into account the null hypothesis that all series in panel are unit-root against the alternative that at least one of them is stationary. 
3.
Maddala and Wu Test Maddala and Wu (1999) The first step is to estimate ADF regression for each member i.
(3.1) 2,…,N; t=1,2,…,T 
4.
Step-Down Procedure for Choosing Lag Truncation
The number of lags is crucial. The lag truncation must be large enough to ensure the ADF residual is white noise. If the number of lags is too small, tests will be misspecified and potentially lead to serious size distortion. Nonetheless, if the number of lags is too large, tests are inefficient. Power of the test is gradually loss.
The time series literature often uses Akaike Information Criterion (AIC) and Schwarz Bayesian information criterion (SBIC). Pedroni and Yao (2006) argue that these are not sufficiently conservative for panel unit root tests as the two tests tend to undertruncate. On the other hand, panel unit root and panel cointegration procedures do best with less conservative "step down procedure".
This paper employs the procedure as in Pedroni and Yao (2006) to the above three tests. We first start with a sufficiently large number of lags. Specifically, we take the nearest integer of 1/5 of the sample length for an arbitrary initial starting number of lags relative to sample size. The ADF regression is then performed. If the largest lag is significance, we can stop the process and choose this truncation. If not, the number of lags is sequentially eliminated one at a time and continues the above process until significance. Additionally, the number of lags is allowed to be different across states.
Bootstrap Procedures
This Specifically, we estimate serial correlation properties by running ADF regression for each member i.
We draw 10,000 realizations of pure random walk of length T+100 for it  . We fix parameters,
, and replicate the serial correlated process. We repeat the ADF regression using these pseudo-innovations,
We then discard the first 100 results to eliminate an arbitrary initial condition. We then collect the parameters of interest and generate the pseudo distribution. Finally, we compute corresponding mean and variance, as well as the probability distribution. Response of LOW to LOW Response to Generalized One S.D. Innovations ± 2 S.E. Figure 5 . Spillovers among Indian states (post-1992) 
