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The quantum permutation algorithm provides computational speed-up over classical algorithms
for determining the parity of a given cyclic permutation. For its n-qubit implementations, the
number of required quantum gates scales quadratically with n due to the quantum Fourier transforms
included. We show here for the n-qubit case that the algorithm can be simplified so that it requires
only O(n) quantum gates, which theoretically reduces the complexity of the implementation. To
test our results experimentally, we utilize IBM’s 5-qubit quantum processor to realize the algorithm
by using the original and simplified recipes for the 2-qubit case. It turns out that the latter results in
a significantly higher success probability which allows us to verify the algorithm more precisely than
the previous experimental realizations. We also verify the algorithm for the first time for the 3-qubit
case with a considerable success probability by taking the advantage of our simplified scheme.
I. INTRODUCTION
Quantum computers apparently will lead the way for
information technology in the near future. Although it is
not known whether they will completely replace classical
computers, in theory, they already surpass their classical
competitors in overcoming particular tasks such as inte-
ger factorization [1] and searching unsorted databases [2]
as well as solving various optimization [3, 4] and black
box problems [5–7].
In mid 2016, IBM researchers brought a 5-qubit quan-
tum processor into service which is essentially composed
of superconducting transmon qubits [8–12]. Anyone with
no prior knowledge of the underlying hardware and/or
experimental physics can program the processor via a
graphical web interface allowing users to construct quan-
tum circuits over a cloud server by simple mouse drags
and drops. The circuits are sent to the server and queued
to be executed on the processor. The whole service, i.e.,
the processor and all of the other services provided for
accessibility and documentation, is called IBM Quan-
tum Experience (IQX) [13]. It has already been used for
conducting various research experiments including quan-
tum teleportation [14, 15], Mermin [16] and Leggett-Garg
[17] inequality violations, quantum cheque implementa-
tion [18], quantum error correction, quantum arithmetic,
quantum graph theory and fault-tolerant quantum com-
putation [19, 20], Wigner function generation [21], non-
destructive discrimination of Bell states [22], weight-four
parity measurements [23], and quantum uncertainty and
measurement reversibility [24]. A comparison of the IQX
and a trapped-ion based quantum computer has also been
made by running a selection of quantum algorithms on
both of them [25]. Most recently, IBM also included a
16-qubit processor in IQX service which is available for
beta access [26].
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The recently proposed quantum permutation algo-
rithm (QPA) solves a black box problem two times faster
than the best possible classical algorithm [27]. It uti-
lizes a single qudit to find out if the parity of a given
cyclic permutation over d elements is positive or neg-
ative. In a short time period, the algorithm has been
verified by using various experimental methods, e.g., in
d = 3, by employing deuterium nuclei (spin-1) as NMR
qutrits [28]; in d = 4, by employing sodium nuclei (spin
3/2) as NMR ququarts [27] as well as two-photon po-
larizations [29], single-photon polarization together with
the spatial mode [30], and orbital angular momentum of
photons [31] as photonic ququarts.
In this article, we optimize the QPA by minimizing
the number of required quantum gates when the algo-
rithm is implemented by using an n-qubit register in
d = 2n. To do that, we modify the original recipe by
replacing the quantum Fourier transform (QFT) and its
inverse with simpler transformations requiring quadrati-
cally fewer quantum gates. In parallel with this, we show
that, instead of measuring all qubits at the end, it is
enough to measure only one prespecified qubit for de-
termining the parity of a given permutation. Since our
optimized scheme has the potential of being beneficial
for experimental setups consisting of n-partite qubit sys-
tems, we test it experimentally by using IQX. In this way,
we verified the QPA in d = 4 with a very high average
success probability. We also examined the processor for
its performance in realizing the original QPA in d = 4 to
make a comparison with the optimized case. Lastly, we
realize the algorithm in d = 8 and verify it with consider-
able success probability by using the optimized scheme.
This article is organized as follows: In Sec. II, we
briefly explain the QPA and introduce our optimized
scheme. In Sec. III, we present our experimental results
for 2-qubit and 3-qubit cases. In Sec. IV, we summarize
and discuss our results.
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2II. PERMUTATION PROBLEM
Consider a family of linear transformations |φ±m〉 =
P±m |φ〉 with m = 0, 1, . . . , d− 1 in d-dimensional discrete
space spanned by the orthonormal set of vectors S =
{|0〉, |1〉, . . . , |d− 1〉} where |i〉 = (δ0i, δ1i, . . . , δd−1,i)T .
The operators Pˆ±m are d × d matrices and they permute
the components of a given vector |φ〉 in a cyclic manner
as
P±m =
d−1∑
k=0
∣∣∣(m± k)mod(d)〉〈k| (1)
where + and − indicates the parity of the permutation.
These cyclic permutations are indeed a subset of all pos-
sible permutations. More precisely, the components of
|φ+m〉 (|φ−m〉) are obtained in ascending order by select-
ing adjacent components of |φ〉 downwards (upwards)
through the column vector in a periodic manner after
starting with the mth component. One can interpret
these permutations as being hidden in separate black
boxes which can only be viewed in terms of their inputs
|φ〉 and outputs |φ±m〉. In this context, a single query is
defined as the examination of the output after the box is
provided with an input. Thus, the permutation problem
asks that, if we are given an arbitrary black box, how
many queries are needed to estimate the parity of the
corresponding permutation?
A. Classical approach
A classical computer exploits a finite alphabet — more
specifically a binary alphabet {0, 1}— for simulating any
kind of computational algorithm. Mathematically, this
is equivalent to defining our vector space over the binary
field, i.e., the components of any vector can be either 0 or
1. Furthermore, the vector components are interpreted
as different “wires” entering the black box since they cor-
respond to different physical states as shown in Fig. 1(a).
It can be seen that a single query is not enough to deter-
mine the parity of the given permutation when we start
with the basis state |1〉. Moreover, the same situation
is valid for any other vector defined in this vector space.
Therefore, in the classical approach at least two queries
with two different input vectors are required in order to
solve the problem.
It is worth to emphasizing that, if we use another finite
field with d elements, we can solve the problem with a
single query up to dimension d. This does not contradict
the classical logic. However, the algorithm fails anyway
in dimensions higher than dth. Enlarging the field where
the vector space is defined does not provide a univer-
sal single-shot solution for the problem. Therefore, the
binary field is chosen by convention.
(a)
(b)
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FIG. 1. (a) Demonstration of classical approach for solving
the permutation problem in d = 4. The input |1〉 gives the
same output |3〉 for two different permutation operators P+2
and P−0 , which points out the inadequacy of a single query for
revealing the parity. (b) Circuit representation of the QPA
for d dimensions. After starting with the initial state |1〉, the
permutation operator (black box) P±m is sandwiched between
quantum Fourier transform F and its inverse F †. The mea-
surement over the state
∣∣ψ±3,m〉 results in either |1〉 or |d− 1〉
(up to some phase) with unit probability if the parity of the
permutation is positive or negative, respectively.
B. Quantum approach
In the quantum approach, the vector space is defined
over the complex field instead of the binary field as in
the classical case. Therefore, the components of a vector
correspond to the probability amplitudes which are rep-
resented by a single wire in the circuit diagram as shown
in Fig. 1(b). The quantum algorithm starts to solve the
problem by initializing the state
|ψ1〉 = 1√
d
d−1∑
k=0
ei2pik/d|k〉. (2)
Then, one of the permutation operators in Eq. (1) is
applied which results in∣∣ψ±2,m〉 = 1√
d
d−1∑
k=0
ei2pik/d
∣∣(m± k)mod(d)〉. (3)
Lastly, an inverse QFT is applied for decoding Eq. 3 into
one of either ∣∣ψ+3,m〉 = ei2pim/d|1〉 (4)
or ∣∣ψ−3,m〉 = ei2pi(d−1)m/d|d− 1〉, (5)
if the parity of the given permutation is positive or neg-
ative, respectively. Therefore, a single query is adequate
to solve the problem deterministically after measuring∣∣ψ±3,m〉 in the S basis. The phases (dth roots of unity)
uniquely assigned because the components of |ψ1〉 play a
key role in this computational speed-up by keeping track
of the parity, which is classically impossible.
3C. Optimization of QPA for n-qubit cases
The quantum Fourier transform for n qubits is imple-
mented by using n(n + 1)/2 Hadamard gates and con-
trolled phase shift gates requiring QPA to include at
least twice as much. Fortunately, a simplification can
be done by completely getting rid of both the QFT
and its inverse if the algorithm is implemented for n
qubits. In the following we interchangeably use nota-
tions |q〉 and |q0q1 . . . qn−1〉 for n-qubit states, where
q = q02
n−1 + q12n−2 + . . . + qn−120. We first note that
we always start by transforming the same initial state
|1〉 ≡ |00 . . . 01〉 to obtain the particular state |ψ1〉 for
any d = 2n, i.e., we do not actually need a general QFT
capable to operate on all possible initial states. To see
that let us write F |00 . . . 01〉 in the tensor product form
of individual qubits as
|00 . . . 01〉 F−→ |ψ1〉 = 1√
2n
n−1⊗
j=0
{
|0〉+ ei2pi2−(j+1) |1〉
}
.
(6)
Thus, one can prepare the state |ψ1〉 in Eq. (2) by sin-
gle qubit operations, i.e., first prepare all qubits in the
ground state |0〉 and then, apply Hadamard and appro-
priate shift gates to each of them in a way to obtain |ψ1〉
at the end. In other words, the effective transformation
yielding |ψ1〉 is
|ψ1〉 =
 n⊗
j=1
HU1(λj)
 n︷ ︸︸ ︷|00 . . . 0〉 . (7)
Here, H and U1 are the Hadamard and phase shift gates
which are given respectively as
H =
1√
2
[
1 1
1 −1
]
, U1(λj) =
[
1 0
0 eiλj
]
, (8)
with λj = 2pi2
−j . Thus, the number of required gates for
preparing the state |ψ1〉 becomes 2n which is quadrati-
cally smaller than that of the original case. In Fig. 2,
quantum circuits preparing |ψ1〉 for 2-, 3-, and n-qubit
cases are provided. We note for the 2-qubit case that the
original QFT scheme apparently requires one gate less
than that of the optimized scheme. However, as we will
see in Sec. III B that the implementation of a controlled
phase gate in the quantum processor is demanding in
terms of the gates required. Therefore, in Sec. III, we
will keep using the prescription given in Fig. 2 for ini-
tializing the 2-qubit case experimentally.
Further optimization can be done by eliminating the
inverse QFT. We know that the algorithm deterministi-
cally results in either (4) or (5). Therefore, before the
inverse QFT,
∣∣ψ±2,m〉 can be chosen as F |1〉 ≡ ∣∣ψ+2,m〉 and
F |d− 1〉 ≡ ∣∣ψ−2,m〉 up to some phases depending on m,
respectively. We neglect these global phases since they
have no effect on measurements and we will remove the
subindex m to indicate this. The tensor product form of
2 qubits 3 qubits
n qubits
FIG. 2. Preparation of the |ψ1〉 = 12 [|0〉+ i|1〉 − |2〉 − i|3〉]
state for 2-, 3-, and n-qubit cases. Here, S and Z are the
phase and Pauli-Z gates, which are special cases of U1 given
in Eq. (8) with λ = pi/2 and λ = pi. The individual qubit
states are denoted by |qj〉, where j = 0, 1, . . . , n− 1.
∣∣ψ+2 〉 = |ψ1〉 has already been given in Eq. (6). Similarly,∣∣ψ−2 〉 can be written as
|11 . . . 1〉 F−→ ∣∣ψ−2 〉 = 1√
2n
n−1⊗
j=0
{
|0〉+ e−i2pi2−(j+1) |1〉
}
.
(9)
We see by comparing Eq. (6) and Eq. (9) that
∣∣ψ+2 〉 and∣∣ψ−2 〉 differ from each other only by the relative phases
possessed by the individual qubit states∣∣q±j 〉 = |0〉+ e±iθj |1〉. (10)
Here, θj = 2pi2
−(j+1) and the phases e±iθj are drawn in
Fig. 3. It is seen that, independent of n, the first qubit is
always found either one of the two states
∣∣q±1 〉 = |0〉±i|1〉
regarding to the parity. Thus, one can immediately solve
the problem by performing a Pauli Y measurement on
the first qubit. However, sometimes it is experimentally
more convenient to measure the qubits in the basis in
which they have been prepared. For example, in the
quantum processor we are only allowed to perform Pauli
Z measurements. Therefore, before the measurement in
the computational basis {|0〉, |1〉}, we sequentially apply
U1(pi/2) and H operators given in Eq. (8) as∣∣Ψ±2 〉 U1−−→ |0〉 ∓ |1〉 H−→
{
|0〉, for −
|1〉, for + (11)
for eventually obtaining deterministic results (see Fig.
3(b)), which is analogous to the task of the inverse QFT
in the original scheme. We obtain either |0〉 or |1〉 with
certainty for negative and positive permutations, respec-
tively, by a single query. We note that the other qubits
with j > 1 cannot be used for the same purpose since
they do not possess orthogonal states for different pari-
ties.
4(a)
(b)
FIG. 3. Complex-plane representation of the phases e±iθj in
Eq. (10) up to 4 qubits. The conjugate phases correspond to
different parities. Only the first qubit (j = 1) can be found
in one of the two orthogonal states |0〉 ± i|1〉 depending on
the parity in any dimension d. (b) Circuit representation of
the optimized QPA for n qubits after the state preparation
(see Fig. 2). Here, U1 is the phase gate given in Eq. (8) with
λ = pi/2. After the Hadamard gate, only |q1〉 is measured
and the other qubits are neglected. The measurement results
in either |0〉 or |1〉 with unit probability if the permutation is
negative or positive, respectively.
III. EXPERIMENTAL REALIZATION
We performed 3 different experiments by using the
IQX web interface where the physical qubits in the pro-
cessor are labeled by q[i] with i = 0, 1, 2, 3, 4 and they
are initially found in the ground state |0〉⊗5. We initial-
ize all experiments by preparing |ψ1〉 according to Fig.
2, and then we complete the circuits as shown in Fig.
3(b) for the optimal cases (we provide further informa-
tion about the original case in Sec. III B). For each P±m ,
we build separate circuits which are realized 8192 times
by the processor with a runtime of one minute or less.
Consequently, we obtain finite-sample (probability) dis-
tributions over the possible measurement outcomes with
the sample size 8192 and we average each distribution
over 5 samples (5 × 8192 realizations in total). Since
we run all circuits one after another, we assume that se-
quential realizations does not affect each other, i.e., the
processor is prepared exactly in the same initial state for
each circuit.
We note that qubits in the processor are slightly dif-
ferent from each other in terms of their calibration pa-
rameters such as energy relaxation time, coherence time,
gate error and readout error. The coherence of the pro-
cessor is gradually lost as the number of gates in the
circuit is increased. Therefore, the results vary depend-
ing on which qubits have been used and how many gates
have been implemented for each of them. For this reason,
we chose the qubits providing the most efficient and the
most robust results for the calibration parameters at the
time we made the experiment. We provide these param-
eters together with a very brief technical description of
the processor in the appendix.
A. Optimal QPA for the 2-qubit case
We choose q[1] and q[0] as |q0〉 and |q1〉, respectively.
This opposite labeling can be seen unnecessarily disori-
enting at the first glance. However, it is required for the
consistency between our formalism and the architecture
of the processor when the performance issues are con-
sidered. We implement 8 permutation operators P±m as
shown in Fig. 4. The Pauli X gates appear on the |q0〉
line may seem unnecessary since |q1〉 is measured at the
end. However, we do not eliminate these gates from cir-
cuits for further optimization because of the assumption
that we are not allowed to “look” inside of the black box.
Therefore, we do not intervene in the structure of the
permutation operators and we use them as they are.
The probability distributions for each P±m are shown in
Fig. 5. It is seen that we obtain high fidelity results ver-
ifying the theory, which are slightly different from each
other. Therefore, we can assign an individual success
probability S±m to each P
±
m , which is the chance of find-
ing the parity with a single query, e.g., S+0 = 0.963 and
S−0 = 0.986. The differences in success probabilities oc-
cur due to two possible reasons: i) The processor is less
successful in one or more of preparing, protecting and
measuring the excited state |1〉, which eventually causes
a 3.5% drop in the success probabilities of the positive
parities on average (see the Appendix for the relaxation
times of individual qubits). We verified this fact by by
doing independent experiments where we examine the
ground and excited states in detail. ii) The permuta-
tion operators induce different decoherence rates on the
processor. Particularly, the existence of controlled NOT
FIG. 4. Circuit diagrams of all 8 permutation operators P±m
for n = 2. Here, one-qubit and two-qubit gates are the Pauli
X and the controlled NOT gates, respectively. The lower
(upper) line corresponds to |q0〉 (|q1〉).
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FIG. 5. Experimental results for 2-qubit case. In agreement with the theory, the measurement yields |0〉 (|1〉) when the parity
of a given permutation negative (positive) with an average success probability of 97.4%. Since the standard errors of individual
sample means are at most ±0.120% for the sample size 8192, we do not include the error bars.
gates reduces the success probabilities about 1% when
we compare the results for a given parity. The reason for
this is that controlled NOT gate has approximately 10
times higher error rate than that of the one-qubit gates.
In terms of computational issues, the exact parity de-
termination with the processor for an unknown P±m is
pointless since one needs more than one realizations to
obtain a reliable result, which consequently provide no
speed up in practice. On the other hand, the individual
success probabilities S±m given in Fig. 5 do not provide
a precise information for single-shot realizations since we
do not know which permutation operator we have queried
at all. If we define an average success probability S¯ over
all permutation operators instead, it would be meaningful
in the case of an ensemble of different permutation oper-
ators rather than a single one. For these reasons, to pro-
vide computational insight to our results, let us consider
the scenario as follows: We have a set of N unknown per-
mutation operators {(P jm)1, . . . , (P jm)N} whose elements
are distributed according to a probability distribution pjm
with j ∈ {+,−}. Our aim is to find the parity of each
operator via one-shot experimental realizations, which
amounts to N realizations in total. Now, we can define
the average success probability as S¯ =
∑
m,j p
j
mS
j
m. If
pjm is uniform and N  1 [32], we obtain S¯ = 0.974 with
the average standard error
S¯ ± 1√
Nd
∑
m,j
[
Sjm − (Sjm)2
]1/2
. (12)
For N = 105, for example, one can be sure that 97.4% of
N results are correct with an error margin of ±0.130%.
Therefore, we are able to classify N permutation opera-
tors according to their parities by N realizations where
the same process would require at least two times more
operations in case of any classical algorithm. Neverthe-
less, approximately 2.6% of accuracy is lost due to deco-
herence effects in the processor and measurement errors.
In general, P jm’s are not necessarily distributed uniformly
and we may have no idea about this distribution at all.
Therefore, in a more realistic scenario, the mean S¯ prac-
tically varies within the interval [0.950, 0.997] as long as
N  1, where the bounds are fixed by P+3 and P−1 .
B. Original QPA for the 2-qubit case
We choose q[3] and q[2] as |q0〉 and |q1〉, respectively.
As already mentioned in Sec. II that the original scheme
requires an F to initialize the known state |ψ1〉 and an
F † to decode the unknown state
∣∣ψ±2 〉 for the measure-
ment (see Fig. 1). We keep using the procedure given in
Fig. 2 to prepare the state |ψ1〉 because there is still no
reason to use an F to obtain a known state. However,
an F † is inevitable because of the fact that we need a
general transformation acts on an unknown state. There
is no physical gate or a predefined subroutine in the IQX
interface for F †. Nevertheless, it can be efficiently im-
plemented as shown in Fig. 6(b) [33, 34]. We note here
that the controlled NOT gates can only be placed in the
|q0〉 (control) to |q1〉 (target) direction because of the ar-
chitecture of the processor (see the coupling maps in the
Appendix). For this reason, the middle controlled NOT
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FIG. 6. (a) Experimental results for the original QPA for 2-qubits. In agreement with the theory, the measurement most
likely yields either |01〉 ≡ |1〉 or |11〉 ≡ |3〉 for positive and negative parities, respectively, with an average success probability
of 86.3%. The error bars are not included since the standard errors of sample means are at most ±0.349% for the sample size
8192. (b) An efficient circuit diagram of inverse QFT (F †) for the processor [33, 34]. The qubit |q0〉 (|q1〉) corresponds to q[3]
(q[2]) in the IQX web interface. Here, H and T are the Hadamard and U1(pi/4) phase gates as given in Eq. (8), respectively.
The SWAP gate is omitted in the actual implementation for efficiency. Instead, the lines are interchanged before the dots.
included in the SWAP gate is inverted via four additional
H gates. Furthermore, if we implement the F † exactly
as shown, each permutation operator including a con-
trolled NOT gate would also require these additional H
gates (see Fig. 4). However, in our implementation of
F †, we discard the SWAP gate and instead, we inter-
change the two lines |q0〉 and |q1〉 before the horizontal
dots appear in Fig. 6(b), i.e., both the state preparation
and the permutation operator circuits are implemented
upside down. Thus, we only use two controlled NOT
and five one-qubit gates for F † and we do not need extra
H gates for the permutation operators anymore. After
F †, we measure both qubits in the computational basis
separately to obtain results corresponding to the basis
{|00〉, |01〉, |10〉, |11〉}. We note that we have to use more
than n(n + 1)/2 = 3 gates to implement F † since the
processor does not perform a controlled phase gate by
default.
In Fig. 6(a), the average probability distributions for
different P±m are given. Although the results are pretty
much consistent with the theory, the average success
probability is reduced about 11% in comparison with Fig.
5. However, this is not surprising since we utilize two
controlled NOT gates and five one-qubit gates for imple-
menting the F † and we also measure qubit |q0〉 at the
end. These operations cause additional errors which do
not appear in the optimal case at all. Actually, we can
estimate the error probability of F † by using Fig. 8 in
the Appendix as 4.1%. By also considering the differ-
ence between the measurement (readout) errors of the
two cases, we end up with a total error probability of
9.2% which approximately explains the decrease in the
success probability.
C. Optimal QPA for the 3-qubit case
We choose q[4], q[3] and q[2] as |q0〉, |q1〉 and |q2〉, re-
spectively. The circuit diagrams of 16 permutation oper-
ators are given in Fig. 7(a) together with the correspond-
ing probability distributions. It is seen that in order to
realize the half of permutation operators, we need Toffoli
gates which are not physically implemented in the pro-
cessor. For this reason, we use a combination of six con-
trolled NOT and nine single-qubit gates to implement it
as shown in Fig. 7(b). By using Fig. 8 in the Appendix,
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FIG. 7. (a) Experimental results for 3-qubit case. In agreement with the theory, positive (negative) parities most likely end up
with the state |1〉 (|0〉) with an average success probability of 86.8%. We do not include the error bars since the standard errors
of the sample means are at most ±0.500% for the sample size 8192. (b) Implementation of Toffoli gate [33] with the target on
|q0〉. Here, H and T are the Hadamard and U1(pi/4) phase gates as given in Eq. (8), respectively.
we can calculate the error probability of the Toffoli gate
as approximately 19% which is significantly large.
The probability distributions in Fig. 7(a) significantly
verify the theory with an average success probability of
S¯ = 0.868. From the computational point of view, after
processing N = 105 homogeneously distributed unknown
permutation operators, one can be sure that 86.8% of the
results are correct with an error margin of 0.56% (see Sec.
III A for details). For a nonhomogeneous distribution in-
stead, the mean S¯ practically varies within the interval
[0.713, 0.978] where the bounds are determined by P+7
and P−3 . Compared to optimal 2-qubit case, the average
success probability is less and the average standard error
is more due to the high error probability of the Toffoli
gate. It can also be seen from Fig. 7(a) that the indi-
vidual success probabilities get considerably reduced for
the cases where a Toffoli gate is used. Therefore, the
results for 3-qubit case can be considered too erroneous
8for claiming a quantum speed-up in practice. However,
they still provide a solid proof for the verification of the
QPA in d = 8 while the original recipe might result in
completely incorrect results due to the vast amount of
quantum gates it requires.
IV. CONCLUSION
We introduced an optimization method for the QPA
for n-qubit cases by showing that the required number
of quantum gates for implementing the algorithm can be
reduced so that it scales with n instead of n2 as in the
original recipe. This result points out a quadratic de-
crease in the amount of the sources for an experimental
setup. It is further not required to measure each indi-
vidual qubit to find out the parity of the permutation,
i.e., a single measurement on a particular qubit is ade-
quate. By utilizing IBM’s quantum processor, we have
demonstrated the significant experimental advantage of
the optimized scheme over the original scheme for the
2-qubit case. Moreover, we tested and verified the QPA
in d = 8 for the first time with an appreciable success
probability.
Our results indicate that the processor can practically
be used approximately with 97% efficiency to classify
large number of unknown permutation operators accord-
ing to their parities by exploiting two-to-one speed-up
ratio compared with any classical algorithm. For the 3-
qubit case, this efficiency reduces to approximately 87%
mainly because of our costly implementation of the Tof-
foli gate. For this reason, a physically integrated Toffoli
gate would be a significant improvement for the IBM’s
quantum processor for realizing any kind of reversible
Boolean function similar to the permutation operator.
In conclusion, as the quantum computers are being
improved by reducing the error rates, it will be possible
to implement more complex algorithms in larger dimen-
sions. Based on our results, we believe that gate-model-
based quantum computers are promising candidates for
the future of quantum computation technology.
Appendix: Technical Details about the IBM’s
5-Qubit Quantum Processor
The qubits in the processor are composed of super-
conducting inductors, capacitors, and Josephson junc-
tions. The Josephson junctions make the system’s po-
tential anharmonic and give rise to energy levels that are
not equally spaced. In this way, one can consider the sys-
tem as a qubit with the unique zero to one transition fre-
quency f . Two important parameters for the qubits are
the relaxation time T1 and the dephasing time T2, where
T1 is the decay time of a qubit from its excited state |1〉
to the ground state |0〉 while T2 quantifies the time it
takes for a superposition state to lose its phase relation-
ship. Here, T1 can be one of the several reasons making
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FIG. 8. Calibration parameters of the processors, namely
ibmqx2 and ibmqx4, during we perform the experiments in
Secs. III A, III B, and III C. Here, f , T1, T2, eg, and er are the
qubit frequency, relaxation time, coherence time, single-gate
error and readout error, respectively. The controlled NOT
gate errors are denoted by eijg where the target qubit is j.
the processor behave slightly state dependent as we dis-
cussed in Sec. III A. The qubits are coupled with each
other via two coplanar waveguides making the implemen-
tation of the controlled NOT gates possible. The qubit
with higher (lower) frequency becomes the control (tar-
get) qubit and the full control-to-target coupling maps
are given by {0 : (1, 2), 1 : (2), 3 : (2, 4), 4 : (2)} and
{1 : (0), 2 : (0, 1, 4), 3 : (2, 4)} for the two processors
called ibmqx2 and ibmqx4, respectively. Both chips have
the same connectivity except the directions in their cou-
pling maps (the IQX team first introduced ibmqx2 and
then replaced it with ibmqx4 in October, 2017). The
restriction in the coupling directions mainly determined
our way of implementing the permutation operators, the
Toffoli gate, and the inverse QFT in the article. The error
probabilities of controlled NOT gates are denoted by eijg
where i and j represents the control and target qubits,
respectively. Each qubit also has a dedicated coplanar
waveguide for realizing the single-qubit operations and
readout, where the respective error probabilities are de-
noted by eg and er. All systems are kept in a refrigerator
with very low temperatures on the order of milli-Kelvins.
Detailed information about the processor and the super-
conducting quantum computers can be found in Refs.
[8, 10–12, 35]
The IQX team recalibrate the processor at least once a
day and the above-mentioned parameters change slightly.
In Fig. 8, we provide these parameters for three different
days in which we performed our experiments.
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