Abstract. Bell's theorem prevents local Kolmogorov-simulations of the singlet state of two spin-1/2 particles. We derive a positive lower bound for the L 2 -distance between the quantum mechanical spin singlet anticorrelation function cos and any of its classical approximants C formed by the stationary autocorrelation functions of mean-squarecontinuous, 2π-periodic, ±1-valued, stochastic processes. This bound is given by C − cos ≥ 1 − 8 π 2 / √ 2 ≈ 0.133 95.
Introduction
Consider a Stern-Gerlach correlation experiment performed on the two distant members of a spin-singlet state of two spin 1/2 particles. The two apparatuses' magnetic fields point into the directions a, and b. Quantum mechanics tells that the stochastic correlation −Q (a, b) between the two measurements' results ±1 is given by −a · b, the negative scalar product between the two analyzing directions' unit vectors a and b. To get rid of the minus sign we employ in the following the anticorrelation function Q.
Bell demonstrated that any local Kolmogorov simulation of such experiments is at variance with Q (a, b) = a · b. Within the class of local Kolmogorov autocorrelation functions which are rotation invariant and continuous we have found that the mean square deviation of C from its quantum counterpart cos obeys the estimate The search for such "integrated" conditions which constrain the local Kolmogorov approximants C of the quantum anticorrelation function cos seems to have been initiated byŻukowski, who in [2] derived an upper bound for the modulus of the L 2 -scalar product between cos and C. See estimate (10) in [2] , where it was taken for granted that certain integrability conditions are obeyed by the stochastic variables of the local Kolmogorov simulation under consideration. In [3] the idea has been generalized further in order to cover more general, entangled many particle states.
In a first step we prove a scalar product bound, which in certain cases is equivalent toŻukowski's one. Our bound only holds for the singlet state but it does not rely oṅ Zukowski's integrability assumption. The class of Kolmogorov simulations for which it holds is specified precisely in our lemma 5. From this we then derive in proposition 6 a lower bound for the mean square distance between C and cos . Although fairly straightforward this latter bound seems to have remained unnoticed till now. It could serve the following purpose.
Usually the decision upon the possibility of a local Kolmogorov simulation of a given set of spin singlett correlation measurements typically is based on the degree of violation of the Clausner-Horne-Shimony-Holt inequality for a finite set of analyzing field directions. [4] Our inequality might give a more sensitive criterion as to whether an experimentally determined singlet correlation function admits a local Kolmogorov simulation, since it involves the sum of (squared) deviations at a sufficient dense set of analyzing directions. If the mean square distance of the experimental data points from the quantum mechanically predicted values is estimated within a certain confidence level to be less than 0.13395, then a local Kolmogorov simulation can be ruled out within the same level of confidence. And this may well be the case even if all the individual vioaltions of the CHSH-inequality do not rule out locality with sufficient confidence.
Local Kolmogorov-simulation
Let (χ + , χ − ) denote an orthonormal basis of C 2 . Then the vector
represents the spin-singlet state of two spin-1/2 particles. A Stern-Gerlach experiment on each of the two constituents of the singlet state, which are assumed to be approximately localized in well separated regions, measures the two observables A = σ (a) ⊗ id and B = id ⊗ σ (b) where a, b ∈ S 2 ⊂ R 3 are two arbitrary vectors from the unit sphere S 2 . The unit vectors a, b specify the Stern-Gerlach apparatuses' orientations.
The possible results of such measurements are the pairs (ε, η) ∈ {1, −1} × {1, −1} . The quantum mechanically determined probability of outcome (ε, η) is given in terms of the euclidean scalar product a · b between a and b through
This probability does not depend on the time order of the two Stern-Gerlach experiments since [A, B] = 0. Thus any choice of two directions a, b determines a probability measure on the event space {1, −1} × {1, −1} . The situation is analogous to a random experiment in which a pair of widely separated coins is tossed, while each coin of the pair is exposed to a magnetic field of direction a and b respectively. And the magnetic fields take an influence on the distribution of the possible results.
The family of probability functions {p a,b : a, b ∈ S 2 } can be obtained as the distributions of stochastic variables
on a single Kolmogorov probability space (Ω, W ) as follows. 
such that the area of the rectangle R a,b (ε, η) has the value p a,b (ε, η) . Finally assume
Then, by construction we obviously have
In such a model the outcome of each coin flip is determined by a randomly chosen "hidden variable" ω ∈ Ω in a way that in general the outcome also depends on both of the magnetic fields a and b! How come that a coin gets influenced by faraway circumstances?
Trying to save locality, Bell considered the question whether there exists a probability space (Ω, W ) with a stochastic variable
Such structure would constitute a local Kolmogorov simulation of the probability distributions generated by composite Stern-Gerlach experiments on a spin singlet state. The assumption that the stochastic variables f a , g b depend on their respective SternGerlach orientation a or b only is made in order to take care of the principle of locality. Now the equations (1) and (2) imply
Therefore a local Kolmogorov simulation of the singlet state does not exist. For the sake of completeness we spell out Bell's theorem precisely.
Theorem 1 (Bell) Let (Ω, W ) be a probability space with two stochastic variables f a , g a : Ω → {1, −1} for every a ∈ S 2 . Then there exist points a, b ∈ S 2 such that
Proof. That f a g b = −a·b cannot hold for all a, b ∈ S 2 may be proven by contradiction. Choosing b = a the equation f a g a = −1 implies g a = −f a in the sense of stochastic variables, i.e., almost everywhere on Ω. Thus, assuming
Bell's famous inequality, however, is in contradiction with f a f b = a·b. Choose, e.g., three coplanar vectors a, b, c with a
and thus the falsity 2 ≤ √ 2 follows from Bell's inequality.
Quality of a classical singlet model
Bell's theorem poses the following problem: Determine the infimum of the set of numbers 1 (4π)
obtained from all local Kolmogorov models of a spin singlet state. Any such model § consists of a probability space (Ω, W ) and two families of {1, −1}-valued stochastic variables {f a : a ∈ S 2 } and {g a : a ∈ S 2 } such that f a g a = −1 for all a ∈ S 2 . Thus again g a = −f a holds for all a ∈ S 2 . Here da and db denote the rotation invariant area element on the unit sphere normalized to 4π.
The solution to this problem would quantify and limit the optimal approximation to the quantum mechanical covariance function
through classical singlet models.
In this paper we address a somewhat simpler but related problem. We first confine the admissible direction vectors a, b from S 2 to a great circle S 1 ⊂ S 2 . Then we restrict to such S 1 -parametrized families of stochastic variables f a = −g a for all a ∈ S 1 , for which there exists a continuous function C : R → R such that
The assumption that f a f b depends on the scalar product a · b only amounts to postulating O (2)-invariance for the mapping (a, b) → f a f b , i.e., the relation f Ra f Rb = f a f b for each orthogonal mapping R which stabilizes the great circle S
1 . Under these premises we shall derive a positive lower bound for 1 (2π)
Here da and db denote the rotation invariant line element on the unit circle normalized to 2π. An equivalent but simpler formulation of our problem is obtained by periodically parametrizing the circle S 1 through real numbers s and t, e.g., such that a (s) = (cos (s) , sin (s) , 0) and b (s) = (cos (t) , sin (t) , 0) . Then there exists a continuous 2π-periodic function C : R → R with C (a · b) = C (t − s) and we obtain 1 (2π)
Thus we try to find a positive lower bound for
where the continuous function C : R → R is related to a 2π-periodic, {1, −1}-valued, stochastic process {f s : s ∈ R} through C (t) = f s f s+t for all s, t ∈ R.
Notice that, because of
the function C is even and it also obeys C (0) = 1. If, in addition to C (t) = f s f s+t , the mapping s → f s is constant, the process {f s : s ∈ R} is called stationary in the wide sense. [6] , [7] In case of f s = 0 for all s ∈ R, the function C specializes to the autocorrelation function of a wide-sense-stationary process {f s : s ∈ R} . However we will not need any assumption on the expectation values f s .
The following results from the theory of stationary processes make it clear that insistence on the continuity of C is much less a restriction than it appears to be. They show that the condition of continuity of C can be replaced by the seemingly weaker condition that C is continuous at 0. See, e.g., sect. 8.10 from [6] . For the sake of completeness we include the proofs.
Lemma 2 Let {f s : s ∈ R} be a {1, −1}-valued stochastic process such that there exists a function C : R → R with C (t) = f s f s+t for all s, t ∈ R. Then C is continuous everywhere if and only if it is continuous at 0.
Proof. Observe first that
Thus we have, due to the Cauchy-Schwarz inequality and due to f
From this it follows that lim
Thus lim ε→0 |C (t + ε) − C (t)| = 0 if lim ε→0 C (ε) = C (0) . Clearly, if C is continuous everywhere it is in particular continuous at 0.
Definition 3 A stochastic process {f s : s ∈ R} , with lim ε→0 (f t+ε − f t ) 2 = 0 for all t ∈ R is called mean-square-continuous.
Lemma 4 A stochastic process {f s : s ∈ R} with C (t) = f s f s+t for all s, t ∈ R with values in {1, −1} is mean-square-continuous if and only if C is continuous at 0.
Proof. In the case of a {1, −1}-valued process with stationary correlation function C holds
Thus in the case of a {1, −1}-valued stochastic process {f s : s ∈ R} , for which there exists a function C : R → R such that C (t) = f s f s+t holds for all s, t ∈ R, the following three conditions are equivalent:
(i) C is continuous.
(ii) C is continuous at 0.
(iii) {f s : s ∈ R} is mean-square-continuous.
Lower bound for the quality
Our main tool is the following estimate for the Fourier coefficients of the correlation functions C which appear in the present context.
Lemma 5
Let {f s : s ∈ R} be a 2π-periodic, {1, −1}-valued, mean-square-continuous stochastic process such that C (t) = f s f s+t holds for all s, t ∈ R. Then all the Fourier coefficients c k of C exist and for all k ∈ Z the following estimates hold
Proof. Since the function C is continuous, its Fourier coefficients exist. Since C is real valued and even, there holds c k = c −k = c k . Thus the mapping k → c k is real valued and even too. In particular because of c k ∈ R we have
Now for the estimate c k ≥ 0 : exp ik2π
The last line's sum can be bounded from above as follows. First observe that for all τ ∈ R it holds
holds. It then follows for such τ N that
Since f 2π n N assumes values from {−1, 1} only, we obtain from the triangle inequality
The points Z N = 2π Thus for any ε > 0 there exists a N 0 , such that for all N > N 0 holds
We therefore have proven for any k ∈ Z 0 that
For k = 0 the estimate c 0 ≤ 2 π 2 follows from
Note that in this proof we did not interchange the limiting process of integration with the probabilistic expectation value, which in general also involves a limit process. Such an interchange can be misleading since the realizations t → f t (ω) need not be integrable for almost all ω ∈ Ω. If, however, the two limits can be interchanged, the proof gets abbreviated considerably. [2] , [8] From the lemma's estimate for the case k = 1 namely 0 ≤ c 1 ≤ 2 π 2 we now obtain our lower bound for the L 2 -distance between the quantum mechanical spin singlet correlation function and its classical approximants.
Proposition 6 Let {f s : s ∈ R} be a 2π-periodic, {1, −1}-valued, mean-square-continuous stochastic process such that C (t) = f s f s+t holds for all s, t ∈ R. Then the mean square deviation of C from the quantum mechanical correlation function cos obeys
Proof. Note that
We thus can decompose C into a component parallel to cos and one orthogonal to it according to
Here the scalar product between two continuous functions f, g : R → C with a periode of 2π is denoted by
From the estimate
Because of 0 ≤ 2 cos, C = 2c 1 ≤ 8 π 2 = 0.810 57 we finally have
From this proof it is obvious that the estimate C − cos ≥ 1 − 8 π 2 / √ 2 is saturated if and only if C is proportional to cos which, because of C (0) = 1, in turn implies C = cos . Thus the estimate cannot be saturated and stronger estimates might exist.
Bell's example
Bell [1] constructed a local spin singlet model with the 2π-periodic autocorrelation function given by C : R → [−1, 1]:
C is continuous and even. Bell's stochastic variables {f a : a ∈ S 2 } are defined on the set S 2 endowed with the uniform distribution. They are given through 
