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Abstract
This work studies the robust subspace tracking (ST) problem. Robust ST can be simply understood
as a (slow) time-varying subspace extension of robust PCA. It assumes that the true data lies in a low-
dimensional subspace that is either fixed or changes slowly with time. The goal is to track the changing
subspaces over time in the presence of additive sparse outliers and to do this quickly (with a short delay).
We introduce a “fast” mini-batch robust ST solution that is provably correct under mild assumptions.
Here “fast” means two things: (i) the subspace changes can be detected and the subspaces can be tracked
with near-optimal delay, and (ii) the time complexity of doing this is the same as that of simple (non-
robust) PCA. Our main result assumes piecewise constant subspaces (needed for identifiability), but we
also provide a corollary for the case when there is a little change at each time.
A second contribution is a novel non-asymptotic guarantee for PCA in linearly data-dependent noise.
An important setting where this result is useful is for linearly data dependent noise that is sparse with
enough support changes over time. The subspace update step of our proposed robust ST solution uses
this result.
1 Introduction
Principal Components Analysis (PCA) is one of the most widely used and well studied dimension reduction
techniques. It is solved via singular value decomposition (SVD) and retaining the top r singular vectors
to get an r-dimensional subspace approximation. Robust PCA (RPCA) refers to PCA in the presence of
outliers. According to [4], it can be defined as the problem of decomposing a given data matrix into the
sum of a low-rank matrix (true data) and a sparse matrix (outliers). The column space of the low-rank
matrix then gives the desired principal subspace (PCA solution). A common application of RPCA is in
video analytics in separating a video into a slow-changing background image sequence (modeled as a low-
rank matrix) and a foreground image sequence consisting of moving objects or people (modeled as a sparse
matrix) [4]. The RPCA problem has been extensively studied in the last decade since [4, 5] introduced the
∗Parts of this manuscript have appeared in ICML 2018 [1], ISIT 2018 [2] and Allerton 2017 [3].
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principal components pursuit solution and obtained the first guarantees for it. Follow-up work by Hsu et
al [6] studied it further. Later work [7–9] has developed provable non-convex solutions that are much faster.
Alternating Projections or AltProj was the first such approach [7].
Robust Subspace Tracking (ST) can be simply understood as a (slow) time-varying subspace extension of
RPCA. It assumes that the true data lies in a low-dimensional subspace that is either fixed or changes slowly
with time. We focus on slow changing subspaces because it is not clear how to distinguish the effect of a
sudden subspace change from that of an outlier. The goal is to track the changing subspaces over time in the
presence of additive sparse outliers and to do this quickly (with a short delay). Time-varying subspaces is a
more appropriate model for long data sequences, e.g., long surveillance videos, since if a single subspace model
is used, the resulting matrix may not be sufficiently low-rank. Moreover the tracking setting (short tracking
delay) is needed for applications where near real-time estimates are needed, e.g., video-based surveillance
(object tracking), monitoring seismological activity, or detection of anomalous behavior in dynamic social
networks. While many heuristics exist for robust ST, e.g., [10–16], there has been little work on provably
correct solutions [17,18]. The first result [17] needed many restrictive assumptions and a large tracking delay
(the delay was proportional to 1/ε2 to get a ε accurate estimate). The second one [18] significantly improved
upon [17], but still required a very specific model on subspace change, needed an ε-accurate initial subspace
estimate in order to guarantee ε-accurate recovery at later time instants, and its tracking delay was r-times
sub-optimal. Our work builds on [18] and removes these, and two other more technical, limitations that we
explained later.
Contributions. This work has two contributions. (1) First, we introduce a “fast” mini-batch robust ST
solution that is provably correct under mild assumptions. Here “fast” means two things: (i) the subspace
changes can be detected and the subspaces can be tracked with near-optimal delay (the number of data
samples required to track an r-dimensional subspace of Rn to ε accuracy is within log factors of r); and (ii)
the time complexity of doing this is comparable to that of solving the basic (non-robust) PCA problem. Our
main result assumes piecewise constant subspaces (needed for identifiability), but we also provide a corollary
for the case when there is a little change at each time. (2) Our second contribution is a novel non-asymptotic
guarantee for PCA in data-dependent noise that satisfies certain simple assumptions. An important setting
where these hold is for linearly data dependent noise that is sparse with enough support changes over time.
This problem occurs in the subspace update step of our proposed robust ST solution. The PCA result is also
of independent interest. As an example, it is useful for analyzing PCA and subspace tracking with missing
data [19].
Notation. We use the interval notation [a, b] to refer to all integers between a and b, inclusive, and we use
[a, b) := [a, b − 1]. ‖.‖ denotes the l2 norm for vectors and induced l2 norm for matrices unless specified
otherwise, and ′ denotes transpose. We use MT to denote a sub-matrix of M formed by its columns indexed
by entries in the set T . In our algorithm statements, we use Lˆt;α := [ ˆ`t−α+1, ˆ`t−α+2, . . . , ˆ`t] and SVDr[M ] to
refer to the matrix of top of r left singular vectors of the matrix M . A matrix P with mutually orthonormal
columns is referred to as a basis matrix; it represents the subspace spanned by its columns. For basis matrices
P1,P2, SE(P1,P2) := ‖(I − P1P1′)P2‖ quantifies the Subspace Error (distance) between their respective
subspaces. This is equal to the sine of the largest principal angle between the subspaces. If P1 and P2 are
of the same dimension, SE(P1,P2) = SE(P2,P1). We reuse the letters C, c to denote different numerical
2
constants in each use with the convention that C ≥ 1 and c < 1.
Organization. We present our result for PCA in data-dependent noise and its corollary for the sparse data-
dependent noise case in Sec. 2. In Sec. 3, we define the robust ST problem, state the assumptions required
to ensure its identifiability, develop the nearly (delay) optimal robust subspace tracker (NORST) algorithm
for solving it, and provide and discuss the correctness guarantee for it. Two important extensions of our
result are provided in Sec. 4. Related work is discussed in detail in Sec. 5. We provide a proof of the
correctness guarantee for NORST in Sec. 6. Empirical evaluation on synthetic and real-world datasets is
described in Sec. 7. We conclude and discuss future directions in Sec. 8.
2 PCA in Data-Dependent Noise
2.1 Problem Setting
For t = 1, 2, · · · , α we are given yt ∈ Rn that satisfies
yt := `t +wt + vt, where `t = Pat, wt = Mt`t, (1)
P is an n × r basis matrix with r  n; `t is the true data vectors that lies in an r-dimensional subspace
of Rn, span(P ); at’s are the projections of `t’s onto this subspace; wt is data-dependent noise; and vt is
uncorrelated noise. This means that E[`tv′t] = 0 for all times t. Here at and vt are treated as random
variables (r.v.), while everything else is deterministic. The goal is to estimate span(P ) from the observed
data stream yt.
2.2 Main Result
We make the following assumptions on the subspace coefficients, at, and the uncorrelated noise, vt.
Assumption 2.1 (Statistical Assumption on at). Assume that the at’s are zero mean; mutually independent;
have identical diagonal covariance matrix Λ, i.e., that E[atat′] = Λ; and are bounded: maxt ‖at‖2 ≤
µrλmax(Λ). Define λ
+ := λmax(Λ), λ
− := λmin(Λ), f := λ
+
λ− .
Assumption 2.2 (Statistical Assumption on vt). Assume that vt is uncorrelated with `t, i.e., E[`tvt′] = 0,
and vt’s are zero-mean, independent and identically distributed (i.i.d.) with covariance Σv := E[vtvt′], and
are bounded. Let λ+v := ‖Σv‖ be the noise power and let rv := maxt ‖vt‖
2
2
λ+v
be the effective noise dimension.
For a decomposition of the data-dependency matrix Mt as Mt = M2,tM1,t with ‖M2,t‖ = 1, let q be
an upper bound on ‖M1,tP ‖ and let b be the norm of the time-average of the M2,t’s. To be precise,
max
t
‖M1,tP ‖ ≤ q, and (2)
b :=
∥∥∥∥∥ 1α∑
t
M2,tM2,t
′
∥∥∥∥∥ . (3)
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Observe that b ≤ maxt ‖M2,t‖ = 1. In many settings, for example, when wt is sparse with changing support,
b is much smaller than one. Our result given below exploits this fact.
Theorem 2.3 (PCA in Data-Dependent Noise). Consider the data yt defined by (1); and assume that
Assumptions 2.1 and 2.2 hold. Also assume that wt = Mt`t with the parameters b, q satisfying b < 1, q < 1,
and 3
√
bqf +
λ+v
λ− +H(α) +Hdenom(α) < 1. Here,
H(α) := C
√
µqf
√
r log n
α
+ C
√
µ
√
λ+v
λ−
f
√
r log n
α
, Hdenom(α) = C
√
µf
√
r log n
α
.
Then, with probability at least 1− 10n−10, the matrix of top r eigenvectors of 1α
∑
t ytyt
′, Pˆ , satisfies
SE(Pˆ ,P ) ≤ 3
√
bqf +
λ+v
λ− +H(α)
1− 3√bqf − λ+vλ− −H(α)−Hdenom(α)
Theorem 2.3 is proved in Appendix A. It uses the Davis-Kahan sin Θ theorem [20] followed by matrix
Bernstein [21] to bound each term. To understand Theorem 2.3 simply, first assume that vt = 0 and
H(α), Hdenom(α) are small enough (α is large enough). From the definition of q, the instantaneous signal-
noise correlation ‖E[`twt′]‖ ≤ qλ+ and the instantaneous data-dependent noise power ‖E[wtwt′]‖ ≤ q2λ+.
Thus q2 is the data-dependent noise-to-signal ratio. Also, λ+ and λ− quantify the maximum and the
minimum signal power respectively. The PCA subspace recovery error depends on the ratio between the
sum of (time-averaged values of) signal-noise correlation and noise power and the minimum signal space
eigenvalue λ−. By Cauchy-Schwarz, it is not hard to see that the time-averaged values of both these
quantities satisfies ‖ 1α
∑α
t=1 E[wtwt′]‖ ≤
√
bq2λ+ and ‖ 1α
∑α
t=1 E[`twt′]‖ ≤
√
bqλ+. Thus, if b  1, the
time-averaged values are significantly smaller than the instantaneous ones and this is what helps us get a
small bound on the subspace recovery error. For a constant c1 < 1, by assuming b < (c1/4f)
2, we can ensure
that SE(Pˆ ,P ) ≤ c1q, i.e., the subspace recovery error is a fraction of q.
In the general case when vt 6= 0, we can guarantee that SE(Pˆ ,P ) is at most c1 max(q, λ+v /λ−).
2.3 Application to PCA in Sparse Data-Dependent Noise (PCA-SDDN)
An important application of the above result is for data-dependent noise, wt, that is sparse. In this work
we will show how a guarantee for PCA in sparse data-dependent noise (PCA-SDDN) helps obtain a fast and
delay-optimal robust ST algorithm. If we set M2,t = ITt then wt is sparse with support Tt. Thus
yt := `t +wt + vt, where `t = Pat, wt = ITtM1,t`t, t = 1, 2, . . . , α (4)
The assumption on b is now equivalent to a bound on the maximum fraction of non-zero entries in any row
of W := [w1, · · · ,wα]. To see why this is true, notice that b = 1α‖
∑α
t=1 ITtITt
′‖. The matrix ∑t ITtITt ′ is
a diagonal matrix with (i, i)-th entry equal to the number of times t for which i ∈ Tt. This is the same as
the number of nonzero entries in the i-th row of W . Using this fact we get the following corollary.
Corollary 2.4 (PCA in Sparse Data-Dependent Noise). Assume that yt’s satisfy (4), Assumptions 2.1, 2.2
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hold, and maxt ‖M1,tP ‖2 ≤ q < 1. Let b denote the maximum fraction of nonzeros in any row of the noise
matrix [w1,w2, . . . ,wα], and let g :=
λ+v
λ− . For an SE > 0, if
3
√
bqf + g < 0.4SE,
and if
α ≥ α∗ := C max
(
q2f2
2SE
r log n,
gf
2SE
max(rv, r) log n
)
,
then w.p. at least 1− 10n−10, SE(Pˆ ,P ) ≤ SE.
This corollary follows from Theorem 2.3 by picking α large enough so thatH(α) < SE/10 andHdenom(α) <
1/10 (since this term appears in the denominator, we do not need it to be smaller than SE, just a constant
upper bound suffices).
Corollary 2.4 shows that it is possible to achieve recovery error that is a fraction of q, i.e, SE = c1q, if
(i) 3
√
bf ≤ 0.8c1 (the data-dependent noise support changes enough over time so that b is small), (ii) λ+v ≤
0.8c1SEλ
− (the uncorrelated noise power is small enough), and (iii) α ≥ C max(f2r log n, (f/SE) max(rv, r) log n).
Notice that the sample complexity α increases with 1/SE = 1/(c1q). However, if we can make a stronger
assumption that λ+v ≤ 0.8c12SEλ−, then we only need α ≥ C max(f2r log n, f max(rv, r) log n). Furthermore
if rv ≤ Cr, then just α ≥ Cf2r log n suffices. Treating f as a numerical constant, observe that this sam-
ple complexity is order-wise near-optimal: r is the minimum number of samples needed to even define a
subspace.
In particular, in the setting when vt = 0, if the noise support changes enough so that b is small enough,
we can estimate the subspace to a fraction of the square root of the noise level, q, using just order r log n
samples. The reason this is possible is because the at’s are bounded and wt = MtPat. Thus its “effective
dimension” is also r. When vt 6= 0, we have a similar result: if vt has effective dimension that is of order r,
we can still track to SE = cmax(q,
√
g), here g is the square root of uncorrelated noise level.
2.4 Generalizations of Theorem 2.3
For notational simplicity, in Theorem 2.3, we have provided a simple result that suffices for the correctness
proof of our robust ST algorithm. We state and prove a much more general result in the Supplement
Appendix D that relaxes this result in three ways. First, it replaces the identically distributed assumption
on at and vt by the following: let Λ¯ :=
∑
t Λt/α, λ
−
avg := λmin(Λ¯), λ
+
max := maxt λmax(Λt) and λ
+
v,max :=
maxt λmax(Σv,t). It requires that the distributions are “similar” enough so that f := λ
+
max/λ
−
avg is bounded
by a numerical constant and λ+v,max replaces λ
+
v in H(α) and Hdenom(α) expressions.
Secondly, it replaces λ+v by ‖P ′ΣvP⊥‖ in the numerator, while −λ+v in the denominator gets replaced
by −(λmax(Σv−PP ′ΣvPP ′)−λmin(P ′ΣvP )). Here again, in case of time-varying statistics, the minimum
eigenvalues get replaced by the minimum eigenvalue of the average covariance matrix while the maximum
ones get replaced by the maximum eigenvalue over all times t. Thirdly, we also provide a guarantee for
the case when at’s and vt’s are sub-Gaussian random vectors. In this case, the required sample complexity
increases to order n instead of max(r, rv) log n that we have for the bounded case result given above.
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These last two changes allow us to recover the well known result for PCA under the Gaussian spiked
covariance model (uncorrelated isotropic noise) [22] as a special case of our most general result. Spiked
covariance means wt = 0 and Σv = λ
+
v I. Thus, q = 0, ‖P ′ΣvP⊥‖ = 0 and ‖Σv −P ′ΣvP ‖−‖P ′ΣvP ‖ = 0
and so we get the following corollary.
Corollary 2.5 (Spiked Covariance Model, Gaussian noise [22]). In the setting of Theorem 2.3, if wt = 0 (no
data-dependent noise), Σv = λ
+
v I, and at, vt are Gaussian, then, w.p. at least 1− 5 exp(−cn), SE(Pˆ ,P ) ≤
H(α)
1−H(α)−Hdenom(α) . with H(α) = C
√
µ
√
gf
√
n
α , Hdenom(α) = C
√
µf
√
n
α and g =
λ+v
λ− .
If at, vt are bounded then H(α), Hdenom(α) are as given in Theorem 2.3. Notice that, under the spiked
covariance model, as long as we let the sample complexity α grow with the noise level g, we do not need
any bound on noise power. For example, the noise power λ+v could even be larger than λ
−. This is possible
because, under this model, E[
∑
t yty
′
t/α] = PΛP
′ + λ+v I. Thus, its matrix of top r eigenvectors equals P .
As a result, the error between Pˆ and P is only due to the fact that we are using a finite α to approximate
the expected value. In other words, we only have statistical error. The bias terms are zero.
3 Nearly Optimal Robust Subspace Tracking (NORST)
In this section, we define the robust ST problem, explain the assumptions needed to make it identifiable,
and then explain our proposed mini-batch solution and its guarantee.
3.1 Problem Setting
At each time t, we observe a data vector yt ∈ Rn that satisfies
yt := `t + xt + νt, for t = 1, 2, . . . , d (5)
where νt is small unstructured noise, xt is the sparse outlier vector, and `t is the true data vector that
lies in a fixed or slowly changing low-dimensional subspace of Rn, i.e., `t = P(t)at where P(t) is an n × r
basis matrix with r  n and with ‖(I − P(t−1)P(t−1)′)P(t)‖ small compared to ‖P(t)‖ = 1. We use Tt to
denote the support set of xt. As an example, in the video application, yt is the video image at time/frame
t, `t is the background at time t, Tt is the support of the foreground at t, and xt equals the difference
between foreground and background images on Tt while being zero everywhere else. Slow subspace change
is typically a valid assumption for background images of videos taken using a static camera. Given a good
initial subspace estimate, Pˆ0, the goal is to track span(P(t)) and `t either immediately or within a short
delay. A by-product is that `t, xt, and Tt can also be tracked on-the-fly. The initial subspace estimate, Pˆ0,
can be computed by applying a few iterations of any existing RPCA solutions, e.g., PCP [4] or AltProj [7],
on the first order r data points, i.e., on Y[1,ttrain], with ttrain = Cr.
Dynamic RPCA is the offline version of the above problem. Define matrices L,X,V ,Y with L =
[`1, `2, . . . `d] and with Y ,X,V similarly defined. The goal is to recover the matrix L and its column space
with accuracy level ε. We will use rL to denote the rank of L. The maximum fraction of nonzeros in any
row (column) of the outlier matrix X is denoted by max-outlier-frac-row (max-outlier-frac-col).
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3.2 Identifiability
Consider the simplified setting of νt = 0. The problem as stated above does not guarantee identifiability of
L or X or of the subspaces P(t). The reason is L may also be sparse along with being low-rank, and/or X
may be low-rank in addition to being sparse. If L is sparser than X or if X has lower rank than L, it is
impossible to correctly recover L (or X) [4, 7]. Moreover, if the subspaces P(t) change at every time t, we
have more unknowns than equations: an r dimensional subspace is specified by r vectors in Rn, where as
at each time t, we have only one new yt ∈ Rn. Thus, even if we had perfect data available, i.e., if yt = `t,
there would be no way to correctly compute each P(t). As is commonly done for time-varying parameters
in statistics literature, we can ensure identifiability of the subspaces by assuming that they remain constant
for at least r time instants before they change.
Assumption 3.6 (Piecewise Constant Subspace Change). Let t1, . . . tj , . . . tJ denote the subspace change
times. Assume that
P(t) = Pj for all t ∈ [tj , tj+1), j = 1, 2, . . . , J,
with tj+1 − tj > r. Let t0 = 1 and tJ+1 = d. We will also assume a bound on SEj := SE(Pj−1,Pj) (slow
subspace change).
In practice, e.g., in the video application, typically the subspaces change by a little at each time and do
not follow the above assumption. As we explain later in Sec. 4.1, this can be modeled as piecewise constant
subspace change plus modeling error νt. We provide a corollary for this setting in Sec. 4.1. This explains
why the NORST algorithm“works” (gives good, but not perfect, subspace estimates and estimates of `t) for
real videos or even for simulated data generated so that P(t) changes a little at each t.
A standard assumption [4, 6, 7] to ensure that the low-rank matrix L is not sparse is to assume that
its left and right singular vectors are incoherent with the canonical basis. This implies that the singular
vectors are dense (non-sparse). Left singular vectors’ incoherence is nearly equivalent to imposing the same
assumption on the subspace basis matrices Pj . This is what we assume. We replace the standard right
singular vectors’ incoherence assumption with simple statistical assumptions on the subspace coefficients at.
We do this because the statistical assumptions help us obtain high probability upper bounds on the detection
and tracking delay of our proposed algorithm.
Assumption 3.7 (µ-Incoherence). Assume the following.
1. (Left Incoherence) Assume that Pj’s are µ-incoherent with µ being a numerical constant. This means
that maxi=1,2,..,n ‖(Pj)(i)‖2 ≤ µr/n. Here P (i) denotes the i-th row of P .
2. (Statistical Right Incoherence) Assume Assumption 2.1, i.e., the subspace coefficients at are zero mean,
have identical diagonal covariance matrix Λ := E[ata′t], and are bounded: maxt ‖at‖2 ≤ µrλmax(Λ).
Let λ+ (λ−), f := λ+/λ− denote the maximum (minimum) eigenvalue and condition number of Λ.
We explain in Sec. 3.6 why we call this assumption statistical right incoherence.
One way to ensure that X is not low-rank is by bounding the maximum fraction of outliers in any row or
in any column [6, 7]. We denote these by max-outlier-frac-row and max-outlier-frac-col respectively. Since we
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develop a mini-batch approach with mini-batch size α, we need to bound the row-wise fractions in each α
consecutive column sub-matrices of X. We use max-outlier-frac-row(α) to denote this quantity. If a standard
RPCA approach was applied on α-frame sub-matrices (doing this keeps memory complexity the same as that
of our approach), then we would need to replace max-outlier-frac-row by max-outlier-frac-row(α) for RPCA as
well.
Assumption 3.8 (Outliers are spread out). Let max-outlier-frac-col := maxt |Tt|/n; let max-outlier-frac-row(α)
be the maximum fraction of outliers (nonzeros) per row of any sub-matrix of X[ttrain,d] with α consecutive
columns. Assume that max-outlier-frac-col ≤ c1µr and max-outlier-frac-row(α) ≤ c2f2 .
Treating f as a constant, for any mini-batch after ttrain, we only need max-outlier-frac-row(α) ∈ O(1). On
the other hand, for standard RPCA, unless a random model on outlier support is assumed, max(max-outlier-frac-col,max-outlier-frac-row(α)) ∈
O(1/r) is necessary [7]. As we explain in Sec. 3.5, this improvement is possible because we assume slow
subspace change. The order notation used here and below assumes that f, µ are constants.
For the per column fraction, observe that we still need max-outlier-frac-col ∈ O(1/r). Thus the overall
fraction of outliers allowed in a given matrix is still O(1/r), which is the same as standard RPCA, but these
can be less spread out row-wise (some rows could have many more outliers than other rows).
3.3 Nearly Optimal RST via Recursive Projected Compressive Sensing (NORST-
ReProCS)
Our proposed approach, NORST, uses the overall idea of the Recursive Projected Compressive Sensing
framework introduced in [11]. We summarize the algorithm in Algorithm 1. It starts with a “good” estimate
of the initial subspace. This can be obtained by using a few iterations of AltProj applied to Y[1,ttrain] with
ttrain = Cr. It then iterates between (a) Projected Compressive Sensing (CS) / Robust Regression
1 in order
to estimate the sparse outliers, xt’s, and hence the `t’s, and (b) Subspace Update to update the estimates
Pˆ(t). Projected CS proceeds as follows. At time t, if the previous subspace estimate, Pˆ(t−1), is accurate
enough, because of slow subspace change, projecting yt onto its orthogonal complement will nullify most of
`t. We compute y˜t := Ψyt where Ψ := I − Pˆ(t−1)Pˆ(t−1)′. Clearly y˜t = Ψxt + Ψ(`t + νt) and ‖Ψ(`t + νt)‖
is small due to slow subspace change and small νt. Recovering xt from y˜t is now a CS / sparse recovery
problem in small noise [23]. We compute xˆt,cs using noisy l1 minimization followed by thresholding based
support estimation to obtain Tˆt. A Least Squares (LS) based debiasing step on Tˆt returns the final xˆt. We
then estimate `t as ˆ`t = yt − xˆt. The ˆ`t’s are then used for the Subspace Update step which involves (i)
detecting subspace change, and (ii) obtaining improved estimates of the new subspace by K steps of r-SVD,
each done with a new set of α samples of ˆ`t.
Subspace update toggles between the “detect” phase and the “update” phase. It starts in the “update”
phase with tˆ0 = ttrain. We then perform K r-SVD steps with the k-th one done at t = tˆ0 + kα − 1. Each
1Robust Regression (with a sparsity model on the outliers) assumes that observed data vector y satisfies y = Pˆ a+x+b where
Pˆ is a tall matrix (given), a is the vector of (unknown) regression coefficients, x is the (unknown) sparse outliers, b is (unknown)
small noise/modeling error. An obvious way to solve this is by solving mina,x λ‖x‖1 + ‖y − Pˆ a− x‖2. In this, one can solve
for a in closed form to get aˆ = Pˆ ′(y−x). Substituting this, the minimization simplifies to minx λ‖x‖1 +‖(I− Pˆ Pˆ ′)(y−x)‖2.
This is equivalent to the Lagrangian version of the projected CS problem that NORST solves (given in line 7 of Algorithm 1).
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such step uses the last α estimates, i.e., uses Lˆt;α. Thus at t = tˆ0 + Kα − 1, the subspace update of P0 is
complete. At this point, the algorithm enters the “detect” phase. For any j, if the j-th subspace change
is detected at time t, we set tˆj = t. At this time, the algorithm enters the “update” (subspace update)
phase. We then perform K r-SVD steps with the k-th r-SVD step done at t = tˆj + kα − 1 (instead of at
t = tj + kα − 1). Each such step uses the last α estimates, i.e., uses Lˆt;α := [ ˆ`t−α+1, ˆ`t−α+2, . . . , ˆ`t]. Thus,
at t = tˆj,fin = tˆj +Kα− 1, the update is complete. At this t, the algorithm enters the “detect” phase.
To understand the change detection strategy, consider the j-th subspace change. Assume that the
previous subspace Pj−1 has been accurately estimated by t = tˆj−1,fin = tˆj−1 +Kα−1 and that tˆj−1,fin < tj .
Let Pˆj−1 denote this estimate. At this time, the algorithm enters the “detect” phase in order to detect the
next (j-th) change. Let Mt := (I − Pˆj−1Pˆj−1′)Lˆt;α. At every t = tˆj−1,fin + uα − 1, u = 1, 2, . . . , we
detect change by checking if the maximum singular value of Mt is above a pre-set threshold,
√
ωevalsα, or
not. We claim that, with high probability (whp), under assumptions of Theorem 3.10, this strategy has no
“false subspace detections” and correctly detects change within a delay of at most 2α samples. The former
is true because, for any t for which [t − α + 1, t] ⊆ [tˆj−1,fin, tj), all singular values of the matrix Mt will
be close to zero (will be of order ε
√
λ+) and hence its maximum singular value will be below
√
ωevalsα.
Thus, whp, tˆj ≥ tj . To understand why the change is correctly detected within 2α samples, first consider
t = tˆj−1,fin + d tj−tˆj−1,finα eα := tj,∗. Since we assumed that tˆj−1,fin < tj (the previous subspace update is
complete before the next change), tj lies in the interval [tj,∗ − α + 1, tj,∗]. Thus, not all of the `t’s in this
interval satisfy `t = Pjat. Depending on where in the interval tj lies, the algorithm may or may not detect
the change at this time. However, in the next interval, i.e., for t ∈ [tj,∗ + 1, tj,∗ + α], all of the `t’s satisfy
`t = Pjat. We can prove that, whp, Mt for this time t will have maximum singular value that is above the
threshold. Thus, if the change is not detected at tj,∗, whp, it will get detected at tj,∗+α. Hence, whp, either
tˆj = tj,∗, or tˆj = tj,∗ + α, i.e., tj ≤ tˆj ≤ tj + 2α.
Algorithm parameters. Algorithm 1 assumes knowledge of 4 model parameters: r, λ+, λ− and xmin to set
the algorithm parameters. The initial dataset used for estimating Pˆ0 (using AltProj) can be used to get an
accurate estimate of r, λ− and λ+ using standard techniques. Thus one really only needs to set xmin. If
continuity over time is assumed, we can let it be time-varying and set it as mini∈Tˆt−1 |(xˆt−1)i| at t.
Time complexity. The time complexity is O(ndr log(1/)). We explain this in Supplement Appendix C.2.
3.4 Guarantees
Before stating our main result, we define a few terms next.
Definition 3.9. Let the mini-batch size α := Cf2r log n, the minimum nonzero outlier magnitude xmin :=
mint mini∈Tt(xt)i; the number of subspace update iterations needed to get an ε accurate estimate, K =
K(ε) := C log(∆/ε), where ∆ := maxj SEj and SEj := SE(Pj−1,Pj). Noise power λ+v := maxt ‖E[νtνt′]‖,
and effective noise dimension, rv :=
maxt ‖νt‖2
λ+v
. Recall that f = λ+/λ− is the condition number of Λ.
We have the following result. Recall from Algorithm 1 that tˆj denotes the time at which the j-th subspace
change is detected.
Theorem 3.10. Assume that Assumptions 3.6, 3.7 and 3.8 hold. Assume that the noise νt is bounded, i.i.d.
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over time, independent of Tt, uncorrelated with `t, i.e., E[`tν′t] = 0, and with rv ≤ Cr, and
√
λ+v /λ− < 0.01.
Also, assume that `t’s and Tt’s are independent. Pick an ε that satisfies c
√
λ+v /λ− ≤ ε ≤ 0.01. Consider
Algorithm 1 with K = K(ε) as defined above, α = Cf2r log n, ωevals = 2ε
2λ+, ζ = xmin/15 and ωsupp =
xmin/2. If
1. maxt ‖νt‖ ≤ c3xmin,
2. tj+1 − tj > (K + 2)α, and SEj satisfies 9
√
fε ≤ SEj ≤ min
(
c3
1√
r
xmin√
λ+
, 0.8
)
,
3. initialization2: SE(Pˆ0,P0) ≤ min
(
c3
1√
r
xmin√
λ+
, 0.25
)
;
then, w.p. at least 1− 10dn−10,
1. tj ≤ tˆj ≤ tj + 2α,
SE(Pˆ(t),P(t)) ≤

(ε+ SEj) if t ∈ [tj , tˆj + α),
(0.3)k−1(ε+ SEj) if t ∈ [tˆj + (k − 1)α, tˆj + kα),
ε if t ∈ [tˆj +Kα+ α, tj+1),
and ‖ ˆ`t − `t‖ ≤ 1.2SE(Pˆ(t),P(t))‖`t‖+ ‖νt‖;
2. Tˆt = Tt and the bound on ‖xˆt − xt‖ is the same as that on ‖ ˆ`t − `t‖.
The time complexity is O(ndr log(1/ε)) and memory complexity is O(nα) = O(f2nr log n).
Proof. We prove this in Sec. 6.
We have the following corollary for the offline NORST algorithm (last few lines of Algorithm 1). The
term “offline NORST” is actually a misnomer since this is also a mini-batch approach with mini-batch size
Kα (instead of α for NORST).
Corollary 3.11. [Offline NORST for dynamic RPCA] Under the assumptions of Theorem 3.10, the fol-
lowing also hold: SE(Pˆ offline(t) ,P(t)) ≤ ε, ‖ ˆ`offlinet − `t‖ ≤ ε‖`t‖ + ‖νt‖ at all times t. Its time complexity is
O(ndr log(1/ε)) and memory complexity is O(Knα) = O(nr log n log(1/ε)).
The above results guarantee that NORST can detect subspace changes in delay at most α = Cr log n and
track them to ε accuracy in delay at most Kα = Cr log n log(∆/ε). Offline NORST guarantees that, with a
delay of Kα, each column of L, `t, is recovered to ε relative accuracy. When the extra unstructured noise
νt = 0, we can track to any ε > 0. The minimum delay needed to compute an r-dimensional subspace even
with perfect data yt = `t is r. Thus, our result guarantees near optimal detection and tracking delay (“near
optimal” means that it is within log factors of the minimum delay). Moreover, the required lower bound
on the delay between subspace change times is also near optimal. Quick and reliable change detection can
be an important feature for certain applications, e.g., this feature has been used in [24] to detect structural
changes in a dynamic social network.
2This can be satisfied by using C log r iterations of AltProj [7] on the first Cr data samples and assuming that these have
outlier fractions in any row or column bounded by c/r.
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Observe that at each time t, we have an under-determined sequence of equations corrupted by un-
structured noise νt: we need to recover a sparse xt, and an `t lying in an r dimensional subspace from
yt := xt + `t + νt. Even if the subspace were known, it is under-determined. For this reason, we cannot
track the subspaces or `t to below the noise level: we need ε ≥
√
λ+v /λ−. It is possible to relax this require-
ment to ε ≥ λ+v /λ− by picking a larger α, α = C(r log n)(λ−/λ+v ). Thus we can trade off accuracy level
and detection/tracking delay. Similarly, we assumed that the “effective noise dimension”, rv ∈ O(r). This
requirement can be eliminated if we set α = Cf2 max(r log n,min(n, rv log n)).
From the perspective of recovering the true data `t, both νt and xt are noise or perturbations. The
difference is that νt is a vector of small disturbances or modeling errors, while xt is a sparse outlier vector
with few nonzero entries. By definition, an outlier is an infrequent but large disturbance. Our result requires
the outlier entries to be large enough and νt to be small enough so that ‖νt‖ ≤ 0.2xmin (minimum outlier
magnitude). We also need slow enough subspace change and good enough initial estimate: SEj needs to be
at most (c/
√
r) times xmin/
√
λ+ and a similar bound is needed on the error of the initial subspace estimate
provided by AltProj. Assuming that x2min is of order λ
+ (signal power), both need to be O(1/
√
r). We
should point out that this requirement is not as restrictive as it seems. The reason is that SE(.) is only
measuring the sine of the largest principal angle. If all principal angles are roughly equal, then, our result
actually allows the chordal subspace distance (l2 norm of the vector containing the sine of all r principal
angles) [25] to be O(1).
To keep the theorem statement simple, we have used tighter bounds than required. We actually only
need the following. Define the intervals Jj,1 = [tj , tˆj +α), Jj,k := [tˆj + (k− 1)α, tˆj + kα) for k = 2, 3, . . . ,K,
and Jj,K+1 = [tˆj + (K + 1)α, tj+1). For t ∈ Jj,k, for k = 1, 2, . . . ,K, we only need 0.3k−1(ε+ SEj)
√
rλ+ ≤
cmini∈Tt |(xt)i|. For the outliers xt for t ∈ Jj,K+1, we do not require any lower bound. Secondly, if the
outlier vector is such that some entries are very small while the others are large enough, then we can treat
the smaller entries as “noise” νt. This will work as long as these small entries are small enough so that the
sum of their squares is sufficiently smaller than square of the magnitude of the larger entries. To be precise,
we will need that, for t ∈ Jj,k, xt can be split as xt = (xt)small + (xt)large with the two components being
such that cxt,large,min ≥ ‖(xt)small‖ and cxt,large,min ≥ 0.3k−1(ε+ maxj SEj)
√
rλ+.
Finally, notice that our result also needs a minor lower bound on SEj . This is needed to guarantee reliable
subspace change detection. Changes that are smaller than order ε cannot be detected when the previous
subspace is only tracked to accuracy ε. However, such changes also increase the tracking error only by an
extra factor of ε and hence can be treated as noise. If change detection is not important, then, as we explain
in Sec. 4, we can use a simpler NORST algorithm that does not need the lower bound.
In Sec. 4, we also develop an extension of our result to the case of subspaces changing by a little at each
time t.
3.5 Slow subspace change and outlier fractions’ bound and other tradeoffs
Robust ST assumes that the subspace is piecewise constant and changes slowly over time, and a good initial
subspace estimate is available. Our required bound on both depends on xmin. We explain below how this
enables improved outlier tolerance.
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To understand things simply, assume νt = 0. Recall that slow subspace change implies that ‖(I −
P(t−1)P(t−1)′)P(t)‖ is small. Thus, given a good previous subspace estimate, Pˆ(t−1), we can express `t as
`t = Pˆ(t−1)aˆt + bt with ‖bt‖ being small. To exploit this fact, we project yt orthogonal to Pˆ(t−1) to get
y˜t := Ψxt + bt where bt := Ψ`t is “small”. Here Ψ := I − Pˆ(t−1)Pˆ(t−1)′. Now bt itself does not have any
structure. But, for an α-length interval, J , for which Pˆ(t−1) is constant, the matrix BJ formed by the bt’s
for t ∈ J , is low rank with rank is r 3. Accurately recovering XJ from Y˜J := ΨXJ +BJ when BJ has
rank r is impossible if the fraction of outliers in any row or in any column of XJ is more than c/r. The
reasoning is the same as that used for standard RPCA [7]: we can construct a sparse matrix XJ with rank
1/max(max-outlier-frac-row,max-outlier-frac-col) 4. If max-outlier-frac-row > 1/r, this means that the rank of
XJ , and hence of ΨXJ , will be less than r making the recovery problem un-identifiable5.
Thus, if we would like to improve outlier tolerance, we cannot jointly recover all columns of XJ by
exploiting the low rank structure of BJ . The only other way to proceed is as done in our algorithm: we
recover the outliers one xt at a time from y˜t. Here we can only use the fact that ‖bt‖ is small due to slow
subspace change. The problem of recovering a single xt from y˜t is thus a standard noisy Compressed Sensing
problem [23], with small noise bt. To our best knowledge, there are no entry-wise recovery guarantees for
Compressed Sensing. One can only bound ‖xˆt,cs−xt‖ by a constant (that depends on the restricted isometry
constant of Ψ), C, times ‖bt‖. With this, correct support recovery is ensured only if the minimum nonzero
outlier entry, xmin, is larger than 2C‖bt‖. The worst case bound on ‖bt‖ comes from when the subspace
has changed but the change has not been detected; thus at all times, ‖bt‖ ≤ maxj SE(Pˆj−1,Pj)
√
r
√
λ+,
and SE(Pˆj−1,Pj) ≤ SEj + ε (this can be proved under Theorem 3.10 assumptions). This means that we
need (ε+ maxj SE(Pˆj−1,Pj))
√
r
√
λ+ ≤ cxmin (second condition of Theorem 3.10). A similar bound is also
needed on the initial subspace estimate error for the same reason.
Correct support recovery followed by LS on the recovered support is needed to ensure that the data-
dependent part of the error ˆ`t − `t = xt − xˆt is sparse and supported on Tt. This, in turn, is critical
to showing error decay in the subspace update step with just assuming max-outlier-frac-row(α) ∈ O(1),
max-outlier-frac-col ∈ O(1/r), and incoherence. The reason is, this allows us to use our PCA-SDDN result
from earlier. We show that ˆ`t satisfies ˆ`t = `t−ITt(ITt ′ΨITt)−1ITtΨ`t. PCA-SDDN applied in this context
needs statistical right incoherence, ‖(ITt ′ΨITt)−1ITt ′ΨPj‖ ≤ CSE(Pˆ(t−1),Pj) and ‖
∑
t ITtITt
′‖ ≤ αc for a
c < 1. The last condition is equivalent to requiring that max-outlier-frac-row(α) ≤ c. The second one holds if
‖(ITt ′ΨITt)−1‖ ≤ C. This is guaranteed if maxj ‖ITt ′Pj‖ ≤ c, and this, in turn, holds by the left incoherence
assumption and max-outlier-frac-col < c/r.
Other tradeoffs. Our outlier fractions per column bound is inversely proportional to the subspace dimension r
and this is similar to what standard RPCA methods also need. Secondly, we have used max-outlier-frac-row(α) ≤
c/f2 := b0 in order to simplify the result statement and the writing of the proof. With only a little more
3The effective (or stable) rank, of BJ will be less than r only if we assume more structure on subspace change, e.g., if we
assume that only a few subspace directions change; its exact rank will still be r.
4A simple way to do this would be as follows. Suppose that max(max-outlier-frac-row,max-outlier-frac-col) =
max-outlier-frac-row. Let b0 = max-outlier-frac-row. We let the support and nonzero entries of XJ be constant for
the first b0α columns; after this, we move the nonzero entries down in such a way that there is no overlap of supports; and we
repeat this every b0α columns. With this, the max-outlier-frac-row bound holds, but the rank of XJ is α/(b0α) = 1/b0 since
there are only 1/b0 unique vectors in XJ .
5If we try to recover BJ by looking for the lowest rank matrix BˆJ and the sparest matrix XˆJ that satisfies Y˜J :=
ΨXˆJ + BˆJ , a part or all of XJ may enter the estimate BˆJ . Consequently we will get an incorrect estimate XˆJ as well.
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Algorithm 1 NORST Algorithm. We obtain Pˆ0 by C(log r) iterations of AltProj on Y[1,ttrain], ttrain = Cr.
1: Input: Pˆ0, yt; Output: xˆt, ˆ`t, Pˆ(t); Parameters: ωsupp, ξ, α, K, ωevals
2: Pˆ(ttrain) ← Pˆ0; j ← 1, k ← 1
3: phase← update; tˆ0 ← ttrain;
4: for t > ttrain do
5: Ψ← I − Pˆ(t−1)Pˆ(t−1)′
6: y˜t ← Ψyt.
7: xˆt,cs ← arg minx˜ ‖x˜‖1 s.t. ‖y˜t −Ψx˜‖ ≤ ξ.
8: Tˆt ← {i : |xˆt,cs| > ωsupp}.
9: xˆt ← ITˆt(ΨTˆt ′ΨTˆt)−1ΨTˆt ′y˜t.
10: ˆ`t ← yt − xˆt
11: if phase = detect and t = tˆj−1,fin + uα then
12: Φ← (I − Pˆj−1Pˆj−1′).
13: B ← ΦLˆt,α where Lˆt,α := [ ˆ`t−α+1, ˆ`t−α+2, . . . ˆ`t]
14: if λmax(BB
′) ≥ αωevals then
15: phase← update, tˆj ← t,
16: end if
17: end if
18: if phase = update then
19: if t = tˆj + uα− 1 for u = 1, 2, · · · , then
20: Pˆj,k ← SVDr[Lˆt;α], Pˆ(t) ← Pˆj,k, k ← k + 1.
21: else
22: Pˆ(t) ← Pˆ(t−1)
23: end if
24: if t = tˆj +Kα− 1 then
25: tˆj,fin ← t, Pˆj ← Pˆ(t)
26: k ← 1, j ← j + 1, phase← detect.
27: end if
28: end if
29: end for
30: Offline NORST: At t = tˆj +Kα, for all t ∈ [tˆj−1 +Kα, tˆj +Kα− 1],
31: Pˆ offline(t) ← basis([Pˆj−1, Pˆj ]), where basis(M) refers to a basis matrix that has span equal to span(M).
32: Ψ← I − Pˆ offline(t) Pˆ offline(t) ′; xˆofflinet ← ITˆt(ΨTˆt ′ΨTˆt)−1ΨTˆt ′yt; ˆ`offlinet ← yt − xˆofflinet .
Projected-CS
(Robust
Regression).
Subspace
Detect Phase.
Subspace
Update Phase.
work, it is possible to show that the “decay rate” (the fraction by which SEt decreases after the k-th update),
qk, is of the form qk = max((3
√
b0f)
kq0, ε). This means that we can relax our slow subspace change bound
further to (3
√
b0f)
k−1(ε + SEj)
√
rλ+ ≤ cmini∈Tt |(xt)i|. If b0 is smaller (fewer outliers per row), then we
can tolerate a larger subspace change SEj and a worse initial subspace estimate for a given (xmin)t.
3.6 Understanding Statistical Right Incoherence
Let Lj := L[tj ,tj+1). From our assumptions, Lj = PjAj with Aj := [atj ,atj+1, . . .atj+1−1], the columns
of Aj are zero mean, mutually independent, have identical covariance Λ, Λ is diagonal, and bounded. Let
dj := tj+1 − tj . Define a diagonal matrix Σ with (i, i)-th entry σi satisfying σ2i :=
∑
t(at)
2
i /dj . Define a
dj × r matrix V˜ with the t-th entry of the i-th column being (v˜i)t := (at)i/(σi
√
dj). Clearly, Lj = PjΣV˜
′
and each column of V˜ is unit 2-norm. This can be interpreted as an approximation to the SVD of Lj ; we
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say approximation because the columns of V˜ are not necessarily exactly mutually orthogonal. However, if
dj is large enough, one can argue using scalar Hoeffding inequality (applicable because at’s are bounded),
that, whp, (i) the columns of V˜ are approximately mutually orthogonal, i.e. |v˜′iv˜j | ≤  for all i 6= j; and (ii)
0.99λi ≤ σ2i ≤ 1.01λi for all i = 1, 2, . . . , r. Thus, by the boundedness assumption on the at’s, the t-th row
of V˜ satisfies
∑r
i=1(v˜i)
2
t ≤ (1/dj)(1/mini σ2i )‖at‖2 ≤ (1/dj)(1/λ−)µrλ+ = fµr/dj . This is the standard
incoherence assumption with parameter fµ. Thus, whp, the approximate right singular vectors’ matrix V˜
of Lj satisfies the standard incoherence assumption.
4 Extensions: subspace change at each time, subspace tracking
without detection
4.1 Subspace changing at each time
Suppose yt = ˜`t + xt where ˜`t = P(t)a˜t, P(t) changes by a little at each time t, but has more significant
changes at certain times tj . We show here how this case can be handled by treating the error generated by
changes at each time t as extra unstructured noise νt. Assume that a˜t’s are zero mean, bounded, and i.i.d.
with diagonal covariance matrix Λ˜. Let λ˜+ be its maximum eigenvalue and f˜ the condition number. Define
Pj as the matrix of top r left singular vectors of the matrix L˜j := [ ˜`tj ,
˜`
tj+1, . . . ,
˜`
tj+1−1], or equivalently of
[P(tj),P(tj+1), . . . ,P(tj+1−1)]. Let at := P
′
j
˜`
t, `t := Pjat and νt := ˜`t − `t = Pj,⊥ ˜`t.
Another way to understand the above is that we are expressing L˜j = Lj + Vj where Lj is the rank-r
SVD of L˜, while Vj is the rest. While LjV
′
j = 0, we cannot say anything about individual vectors `tν
′
t
or their expected value. In general, E[`tν′t] 6= 0. By Cauchy-Schwarz, we can bound it as ‖E[`tν′t]|‖ ≤√
λ+λ+v . Thus, to analyze this case, we need to modify Corollary 2.4 for PCA-SDDN as follows: we now
need 3
√
bqf +
λ+v
λ− +
√
λ+v
λ− f < 0.4SE. There is no change to the required lower bound on α. Thus the
only change needed to Theorem 3.10 is that we now need λ+v /λ
− ≤ 0.1ε2/f . From our definition of νt,
λ+v ≤ SE(Pj ,P(t))2λ˜+. Using λ+ ≤ λ˜+, λ˜− < λ−, a simpler sufficient condition is SE(Pj ,P(t))2 ≤ 0.1ε2/f˜2.
Corollary 4.12 (Subspace changing at each t). Consider the setting defined in the first paragraph above. If
SE(Pj ,P(t))
2 < 0.1ε2/f˜2, Theorem 3.10 applies with Pj, `t, and νt as defined above.
4.2 NORST-NoDet: NORST without subspace change detection
A simpler version of the NORST algorithm that does not detect change is as follows. The robust regression
(projected CS) step is exactly as explained earlier. The subspace update step is much simpler: it just updates
Pˆ(t) as the top r left singular vectors of Lˆt;α once every α frames. We refer to it as NORST-NoDet. We
have the following guarantee for it.
Theorem 4.13. Consider Algorithm 2 with parameters set as α = Cf2µr log n, ζ = xmin/15 and ωsupp =
xmin/2. Assume everything stated in Theorem 3.10 except the lower bound on SEj. Then, w.p. at least
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1− 10dn−10,
SE(Pˆ(t),P(t)) ≤

min(4fSEj , 1) if t ∈ [btj/αcα, (btj/αc+ 1)α),
(0.3)k−1 min(4fSEj , 1) if t ∈ [btj/αc+ 1)α) + (k − 1)α, (btj/α) + (k + 1))αc,
ε := c
√
λ+v /λ− if t ∈ [(btj/αc+ (K + 1))α, btj+1/αcα),
The time complexity is O(ndr log(1/ε)) and memory complexity is O(nα) = O(f2nr log n log(1/ε)).
The advantage of NORST-NoDet is that it does not require a lower bound on the amount of change,
SEj , and it needs fewer algorithm parameters (does not need K or ωevals). The disadvantage is it does not
detect subspace change, we cannot obtain an “offline” version of it that solves the dynamic RPCA problem
to ε accuracy at all times, and its subspace error bound is larger for the intervals during which the subspace
changes, [btj/αcα, (btj/αc+ 1)α). For times t in this interval, the bound is min(4fSEj , 1). Assuming small
enough ε, this is larger than (ε+ SEj) which is the NORST bound for this interval. The reason is NORST
stops tracking after the current subspace has been estimated accurately enough and until the next change
is detected. During this period, it uses Pˆj−1 as the estimate. But NORST-NoDet updates the subspace in
every interval. For the change interval, the rank of Lt;α is more than r. It can be 2r in general. This is
why it is not possible to guarantee a better bound for the r-SVD estimate. At the same time, without extra
assumptions, it is not possible to obtain a guarantee for 2r-SVD estimate either.
For analyzing the change interval we use the following modification of PCA-SDDN. Its proof is in Ap-
pendix A. The proof of Theorem 4.13 is given in the Supplement Appendix C.
Corollary 4.14. Assume that yt = `t + wt + vt with wt = M2,tM1,t`t, with `t = P0at for t ∈ [1, α0]
and `t = Pat for t ∈ [α0 + 1, α], and SE(P0,P ) ≤ ∆. Assume also that Assumptions 2.1, 2.2 hold,
maxt max(‖M1,tP0‖, ‖M1,tP ‖) ≤ q < 1, and the fraction of nonzeros in any row of the noise matrix
[w1,w2, . . . ,wα] is equal to b. Let g :=
λ+v
λ− . If ∆ < c/f , and if α ≥ α∗ = C max
(
q2f2
2SE
r log n, gf
2SE
max(rv, r) log n
)
then w.p. at least 1− 10n−10,
SE(Pˆ ,P ) ≤ 1.1
(
3((α0/α)∆ + 3
√
bq)f +
λ+v
λ−
)
≤ 3.3∆f + 3.3
√
bqf + 1.1
λ+v
λ−
.
5 Related Work
We first briefly discuss related work on PCA and then discuss robust PCA and subspace tracking papers.
While there has been a large amount of work in the last decade on finite-sample guarantees for PCA [22,26]
and related problems, such as sparse PCA [27, 28] and kernel PCA [29, 30] most of these assume either the
spiked covariance model (noise is modeled as being isotropic) [22,30] or that the observed data is i.i.d. [22,26]
or consider noiseless settings [27,28] (typical in sparse PCA). The setting that we study involves linearly data
dependent noise wt = Mt`t with the dependency matrix Mt being time-varying. Thus, the noise is clearly
not isotropic. Moreover, this also means that the observed data yt = `t + wt + vt cannot be identically
distributed over time. In fact, our guarantee is interesting only in the setting where Mt changes enough over
time so that the time-averaged expected value of signal-noise correlation and of noise power is sufficiently
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smaller than their respective instantaneous values.
We should mention also that, while many sophisticated eigenvector perturbation bounds exist in the
literature [31–33], these are designed for different settings than the one we are interested in. For our setting,
only the classical Davis-Kahan sin theta theorem [20] applies. In our analysis, we need to bound the sine of
the largest principal angle between the true and estimated subspaces, because this helps us get a bound on
the “noise”/error seen by the projected compressed sensing step at the next time instant. Thus, [31], which
only provides coordinate-wise bounds, cannot be used. The perturbation seen by our sample covariance
matrix is additive and our observed data yt is not identically distributed, and thus the results of [32,33] do
not apply either.
The robust PCA (RPCA) problem has been extensively studied since the first two papers by Candes
et al and Chandrasekharan at al [4, 5] and follow-up work by Hsu et al [6] all of which studied a convex
optimization solution, called Principal Components Pursuit or PCP. A faster non-convex solution, called
Alternating Projections or AltProj, was introduced in [7]. Later work has studied projected gradient descent
based approach – RPCA-GD [8]. The problem of RPCA with partial support knowledge was studied in [34].
All RPCA guarantees assume µ-incoherence of left and right singular vectors of L (needed to ensure that L
is not sparse). One way to ensure that X is not low rank is to assume that an entry of X is nonzero with
probability ρ independent of all others (Bernoulli model) and to assume a bound on ρ. This was assumed
in [4]. This can sometimes be a strong assumption, e.g., in the video setting, it requires that foreground
objects are one pixel wide and jump around completely randomly over time. But, if it holds, and if another
stronger left-right incoherence assumption holds6, then ρ ∈ O(1) (linear sparsity) can be tolerated while also
allowing the rank of L, rL to be grow nearly linearly with min(n, d) [4]. The other approach to ensure that
X is low rank is to assume a bound on the maximum fraction of nonzeros (outliers) in any row or in any
column of X. This is assumed in most of the later works [5–9]. However, as explained in [7] and repeated
earlier in this paper, an outlier fractions’ bound of O(1/rL) is necessary for identifiability in this case.
Our work provides a fast mini-batch solution to the related problem of robust subspace tracking (RPCA
with assuming a slow subspace change). Because we replace right incoherence by a set of simple statistical
assumptions on the subspace coefficients at, we are able to obtain guarantees on detection and tracking delay
of our approach and show that both are nearly optimal (are within log factors of the minimum required delay
r). The memory complexity of NORST is also near optimal: we only need to store α n-length vectors in
memory with α = Cr log n. Of course, any RPCA approach could also be applied in a mini-batch fashion
on α-consecutive column sub-matrices, and then it will also have the same memory complexity. We assume
this here in our discussion.
After the first ttrain = Cr frames, we show that NORST allows max-outlier-frac-row(α) ∈ O(1) instead of
O(1/r) needed by standard RPCA (when a random Bernoulli, or other, model on the outlier support is not
assumed). For the video application, this implies that NORST tolerates slow moving and occasionally static
foreground objects much better than standard RPCA methods that do not assume slow subspace change.
This is also corroborated by our experiments on real videos, e.g., see Fig 4 and Sec. 7. A much more detailed
quantitative evaluation on real data provided in [35] demonstrates this even more conclusively. In terms of
6maxi,j |UV ′)i,j | ≤
√
µr
nd
where U ,V are the matrices of left and right singular vectors of L
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time complexity, the NORST complexity of O(nαr log(1/ε)) is the same as that of simple (non-robust) PCA.
In comparison to RPCA solutions, this is much faster than PCP [4–6] which needs O(nα2 1ε ) time. It is also
r-times faster than AltProj [7]. RPCA-GD [8] is as fast as NORST but needs a tighter outlier fractions’
bound: max(max-outlier-frac-row,max-outlier-frac-col) ∈ O(1/r3/2).
Our work builds upon the simple-ReProCS (s-ReProCS) solution and guarantee [18] and removes many
of its limitations. S-ReProCS assumes a specific model of slow subspace change: only one subspace direction
can change at each change time, and the amount of change needs to be bounded. Even with this assumption,
its tracking delay is of order r log n log(1/ε). Since only one direction is changing, this delay is r-times sub-
optimal. The same is true for its required lower bound on subspace change times. A second limitation of
s-ReProCS is that, in order to track subspaces to ε accuracy, it requires the initial subspace estimate to also
be ε accurate. This, in turn, implies that one needs to run the AltProj or PCP algorithm on the initial
mini-batch to convergence. Instead, our approach only requires the initial subspace error to be O(1/
√
r).
Thus, only order log r iterations of AltProj suffice to initialize our algorithm. Thirdly, the s-ReProCS
guarantee needs a stronger statistical right incoherence assumption than ours: it needs an entry-wise bound
of maxt maxi=1,2,...,r |(at)i|2 ≤ µλ+. Lastly, we develop important extensions of our main result for (i) only
tracking subspace changes (without detecting the change), and (ii) for subspaces changing by a little at each
time t.
An earlier version of our main result appeared in ICML 2018 [1], but that was an 8-page conference paper
and the proof of that result is only provided in an unpublished supplement on ArXiV. In any case, the results
of the current manuscript improve upon the ICML result in various ways: we need a weaker statistical right
incoherence assumption, a weaker lower bound on SEj , and we develop the two important extensions of our
main result mentioned above. Moreover, [1] did not prove the result for PCA in data-dependent noise, but
only used the result proved in our older ISIT paper [2].
The problem of ST with missing data is a special case of robust ST, while ST with missing data and
outliers is a simple generalization of robust ST. Interesting guarantees for both of these follow as easy
corollaries of either our current result or of its earlier version from [1]. A corollary of the result of [1] for
ST-miss is presented in [36]. The primary contribution of [36] was to compare and contrast this corollary
with existing work on ST-miss and matrix completion; and to provide a detailed experimental comparison
of NORST-miss with existing ST-miss solutions. In comparison to the result of [36], a similarly derived
ST-miss corollary of our current result has all the advantages mentioned in the previous paragraph.
6 Proof of correctness of the NORST algorithm
In this section we state the three main lemmas and explain how they help prove Theorem 3.10. After this,
we prove the three lemmas.
6.1 Main Lemmas
We define or recall a few things first.
1. Recall ∆ = maxj SE(Pj−1,Pj), let ∆0 = SE(Pˆ0,P0); recall c
√
λ+v /λ− < ε ≤ 0.01 < 0.2
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Algorithm 2 NORST-NoDet
1: Input: Pˆ0, yt; Output: xˆt, ˆ`t, Pˆ(t); Parameters: ωsupp, ξ, α
2: Pˆ(ttrain) ← Pˆ0;
3: for t > ttrain do
4: Lines 6-11 of Algorithm 1
5: if t = ttrain + uα− 1 for u = 1, 2, · · · , then
6: Pˆu ← SVDr[Lˆt;α], Pˆ(t) ← Pˆu
7: else
8: Pˆ(t) ← Pˆ(t−1)
9: end if
10: end for
2. Let Pˆj,0 = Pˆj−1 and recall (from Algorithm) that Pˆj−1 = Pˆj−1,K :
3. Constants for Theorem 3.10: c1 = c2 = 0.001 (bounds on max-outlier-frac-col,max-outlier-frac-row(α)),
and c3 = 1/(30
√
µ). We use b0 = c2/f
2 to denote the bound on max-outlier-frac-row(α).
4. Let q0 := 1.2(ε+ SEj), qk = 1.2 max(qk−1/4, ε). Clearly qk = max(0.3kq0, 1.2ε).
First consider the simpler case when tj ’s are known. In this case tˆj = tj . Define the events
• Γ0,0 := {assumed bound on SE(Pˆ0,P0)},
• Γ0,k := Γ0,k−1 ∩ {SE(Pˆ0,k,P0) ≤ SE(Pˆ0,P0)},
• Γj,0 := Γj−1,K , Γj,k := Γj,k−1 ∩ {SE(Pˆj,k,Pj) ≤ qk−1/4} for j = 1, 2, . . . , J and k = 1, 2, . . . ,K.
• Using the expression for K given in the theorem, and since Pˆj = Pˆj,k (from the Algorithm), it follows
that Γj,K implies SE(Pˆj ,Pj) = SE(Pˆj,K ,Pj) ≤ ε.
Observe that, if we can show that Pr(ΓJ,K |Γ0,0) ≥ 1−dn−10 we will have obtained all the subspace recovery
bounds of Theorem 3.10. The next two lemmas, Lemmas 6.15 and 6.16, applied sequentially help show that
this is true. The first one proves that Pr(Γj,1|Γj,0) ≥ 1−10n−10, the second one proves that Pr(Γj,k|Γj,k−1) ≥
1− 10n−10 for k = 1, 2, . . . ,K. The bounds on ‖`t − ˆ`t‖ follow easily.
To prove the actual result with tj unknown, we also need Corollary 6.18 and Lemma 6.19 which proves
that the change detection step works as desired. Moreover, we will need a different definition of Γj,0; we
cannot set it equal to Γj−1,K . The proof is given in Appendix B.
Lemma 6.15 (first update interval). Under the conditions of Theorem 3.10, conditioned on Γj,0,
1. for all t ∈ [tˆj , tˆj +α), ‖Ψ(`t + νt)‖ ≤ (ε+ ∆)
√
µrλ+ +
√
rvλ
+
v < xmin/15, ‖xˆt,cs − xt‖ ≤ 7xmin/15 <
xmin/2, Tˆt = Tt, the error et := xˆt − xt satisfies
et = ITt (ΨTt
′ΨTt)
−1
ITt
′Ψ(`t + νt) (6)
and ‖et‖ ≤ 1.2[(ε+ ∆)
√
µrλ+ +
√
rvλ
+
v ]. Here Ψ = I − Pˆj,0Pˆj,0′. Recall we let Pˆj,0 = Pˆj−1.
2. w.p. at least 1− 10n−10, Pˆj,1 satisfies SE(Pˆj,1,Pj) ≤ max(q0/4, ε), i.e., Γj,1 holds.
18
Lemma 6.16 (k-th update interval). Under the conditions of Theorem 3.10, conditioned on Γj,k−1,
1. for all t ∈ [tˆj + (k− 1)α, tˆj + kα− 1), all claims of the first part of Lemma 6.15 holds, ‖Ψ(`t + νt)‖ ≤
max(0.3k−1(ε+∆), ε)
√
µrλ++
√
rvλ
+
v , et satisfies (6), and ‖et‖ ≤ max((0.3)k−1·1.2(ε+∆), ε)
√
µrλ++√
rvλ
+
v . Here Ψ = I − Pˆj,k−1Pˆj,k−1′.
2. w.p. at least 1− 10n−10, Pˆj,k satisfies SE(Pˆj,k,Pj) ≤ max(qk−1/4, ε), i.e., Γj,k holds.
Remark 6.17. For the case of j = 0, in both the lemmas above, ∆ gets replaced by SE(Pˆ0,P0).
Corollary 6.18. Under the conditions of Theorem 3.10, the following also hold.
1. For all t ∈ [tj , tˆj), conditioned on Γj−1,K , all claims of the first item of Lemma 6.15 hold.
2. For all t ∈ [tˆj +Kα, tj+1), conditioned on Γj,K , the first item of Lemma 6.16 holds with k = K.
Thus, for all times t, under appropriate conditioning, et satisfies (6).
The following lemma shows that, whp, we can detect subspace change within 2α time instants without
any false detections. Recall that the detection threshold ωevals = 2ε
2λ+.
Lemma 6.19 (Subspace Change Detection). Assume that the conditions of Theorem 3.10 hold.
1. Consider an α-length time interval J α ⊂ [tj , tj+1] during which Pˆ(t−1) = Pˆj−1 so that Ψ = I −
Pˆj−1Pˆj−1′. Let Φ = Ψ. Assume that SE(Pˆj−1,Pj−1) ≤ ε and et satisfies (6). Then, w.p. at least
1− 10n−10,
λmax
(
1
α
∑
t∈Jα
Φ ˆ`t ˆ`t
′Φ
)
≥ 0.59λ−SEj(SEj − 8ε) > ωevals
since SEj > 9
√
fε.
2. Consider an α-length time interval J α ⊂ [tj , tj+1] during which Pˆ(t−1) = Pˆj so that Ψ = I − PˆjPˆj ′.
Let Φ = Ψ. Assume that SE(Pˆj ,Pj) ≤ ε and et satisfies (6). Then, w.p. at least 1− 10n−10,
λmax
(
1
α
∑
t∈Jα
Φ ˆ`t ˆ`t
′Φ
)
≤ 1.37ε2λ+ < ωevals
6.2 Proof of the first two lemmas
The projected CS proof (item one of the first two lemmas) uses the following lemma from [11] that relates
the s-Restricted Isometry Constant (RIC), δs(.) [23] of I − PP ′ to incoherence of P .
Lemma 6.20. [ [11]] For an n × r basis matrix P , (1) δs(I − PP ′) = max|T |≤s ‖IT ′P ‖2; and (2)
max|T |≤s ‖IT ′P ‖2 ≤ smaxi=1,2,...,n ‖Ii′P ‖2 ≤ sµr/n.
The last bound of the above lemma used the definition of the incoherence parameter µ. We will apply
this lemma with s = max-outlier-frac-col ·n. The subspace update step proof (item 2 of the first two lemmas)
uses Corollary 2.4 for PCA-SDDN and the following simple lemma proved in Supplement Appendix E.
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Lemma 6.21. Let Q1, Q2 and Q3 be r-dimensional subspaces in Rn such that SE(Q1,Q2) = ∆1 and
SE(Q2,Q3) = ∆2. Then, ∆1 − 2∆2 ≤ SE(Q1,Q3) ≤ ∆1 + ∆2.
Proof of Lemma 6.15. Proof of item 1. First consider j > 0. We have conditioned on the event Γj,0 :=
Γj−1,K . This implies that SE(Pˆj−1,Pj−1) ≤ ε.
For the interval t ∈ [tˆj , tˆj + α), Pˆ(t−1) = Pˆj−1 and thus Ψ = I − Pˆj−1Pˆj−1′ (from Algorithm). Let
s := max-outlier-frac-col · n. For the sparse recovery step, we need to bound the 2s-RIC of Ψ. To do this, we
obtain bound on max|T |≤2s ‖IT ′Pˆj−1‖ as follows. Consider any set T such that |T | ≤ 2s. Then,∥∥∥IT ′Pˆj−1∥∥∥ ≤ ∥∥∥IT ′(I − Pj−1Pj−1′)Pˆj−1∥∥∥+ ∥∥∥IT ′Pj−1Pj−1′Pˆj−1∥∥∥
≤ SE(Pj−1, Pˆj−1) + ‖IT ′Pj−1‖ = SE(Pˆj−1,Pj−1) + ‖IT ′Pj−1‖
Using Lemma 6.20, and the bound on max-outlier-frac-col from Theorem 3.10,
max
|T |≤2s
‖IT ′Pj−1‖2 ≤ 2smax
i
‖Ii′Pj−1‖2 ≤ 2sµr
n
≤ 0.01 (7)
Thus, using SE(Pˆj−1,Pj−1) ≤ ε, (where c
√
λ+v /λ− ≤ ε ≤ 0.01),
max
|T |≤2s
∥∥∥IT ′Pˆj−1∥∥∥ ≤ ε+ max|T |≤2s ‖IT ′Pj−1‖ ≤ ε+ 0.1
Finally, using Lemma 6.20, δ2s(Ψ) ≤ 0.112 < 0.15. Hence∥∥∥(ΨTt ′ΨTt)−1∥∥∥ ≤ 11− δs(Ψ) ≤ 11− δ2s(Ψ) ≤ 11− 0.15 < 1.2.
When j = 0, there are some minor changes. From the initialization assumption, we have SE(Pˆ0,P0) ≤ 0.25.
Thus, max|T |≤2s
∥∥∥IT ′Pˆ0∥∥∥ ≤ 0.25 + 0.1 = 0.35. Thus, using Lemma 6.20, δ2s(Ψ0) ≤ 0.352 < 0.15. The rest
of the proof given below is the same for j = 0 and j > 0.
Next we bound norm of bt := Ψ(`t + νt).
‖bt‖ = ‖Ψ(`t + νt)‖ ≤
∥∥∥(I − Pˆj−1Pˆj−1′)Pjat∥∥∥+ ‖νt‖ ≤ SE(Pˆj−1,Pj) ‖at‖+√rvλ+v
(a)
≤ (ε+ SE(Pj−1,Pj))
√
µrλ+ +
√
rvλ
+
v
where (a) follows from Lemma 6.21 with Q1 = Pˆj−1, Q2 = Pj−1 and Q3 = Pj . Under the assumptions of
Theorem 3.10, the RHS of (a) is bounded by xmin/15. This is why we have set ξ = xmin/15 in the Algorithm.
Using these facts, and δ2s(Ψ) ≤ 0.15, the CS guarantee from [23, Theorem 1.3] implies that
‖xˆt,cs − xt‖ ≤ 7ξ = 7xmin/15 < xmin/2
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Consider support recovery. From above,
|(xˆt,cs − xt)i| ≤ ‖xˆt,cs − xt‖ ≤ 7xmin/15 < xmin/2
The Algorithm sets ωsupp = xmin/2. Consider an index i ∈ Tt. Since |(xt)i| ≥ xmin,
xmin − |(xˆt,cs)i| ≤ |(xt)i| − |(xˆt,cs)i| ≤ |(xt − xˆt,cs)i| < xmin
2
Thus, |(xˆt,cs)i| > xmin2 = ωsupp which means i ∈ Tˆt. Hence Tt ⊆ Tˆt. Next, consider any j /∈ Tt. Then,
(xt)j = 0 and so
|(xˆt,cs)j | = |(xˆt,cs)j)| − |(xt)j | ≤ |(xˆt,cs)j − (xt)j | < xmin
2
which implies j /∈ Tˆt and Tˆt ⊆ Tt implying that Tˆt = Tt.
With Tˆt = Tt and since Tt is the support of xt, xt = ITtITt ′xt, and so
xˆt = ITt (ΨTt
′ΨTt)
−1
ΨTt
′(Ψ`t + Ψxt + Ψνt) = ITt (ΨTt
′ΨTt)
−1
ITt
′Ψ(`t + νt) + xt
since ΨTt
′Ψ = I ′TtΨ
′Ψ = ITt
′Ψ. Thus et = xˆt − xt satisfies
et = ITt (ΨTt
′ΨTt)
−1
ITt
′Ψ(`t + νt) := (e`)t + (eν)t,
‖et‖ ≤
∥∥∥(ΨTt ′ΨTt)−1∥∥∥ ‖ITt ′Ψ(`t + νt)‖ ≤ 1.2 ‖ITt ′Ψ(`t + νt)‖
Proof of Item 2 : Recall that q0 := 1.2(ε+ SEj), qk = 1.2 max(qk−1/4, ε) = max(0.3kq0, 1.2ε). From our
definition of K, 0.3Kq0 = ε. Thus, for k ≤ K, max(qk−1/4, ε) = qk−1/4.
We are considering the interval [tˆj , tˆj + α). Since ˆ`t = `t − et + νt with et satisfying (6), updating
Pˆ(t) from the ˆ`t’s is a problem of PCA in sparse data-dependent noise (SDDN). To analyze this, we use
Corollary 2.4. Define (e`)t = ITt (ΨTt
′ΨTt)
−1
ITt
′Ψ`t and (eν)t = ITt (ΨTt
′ΨTt)
−1
ITt
′Ψνt. Recall from
the Algorithm that we compute Pˆj,1 as the top r eigenvectors of
1
α
∑tˆj+α−1
t=tˆj
ˆ`
t
ˆ`
t
′. In the notation of Corollary
2.4, yt ≡ ˆ`t, wt ≡ (e`)t, vt ≡ (eν)t + νt, `t ≡ `t, M1,t = − (ΨTt ′ΨTt)−1 ΨTt ′, Pˆ = Pˆj,1, P = Pj , and so
‖M1,tP ‖ = ‖ (ΨTt ′ΨTt)−1 ΨTt ′Pj‖ ≤ 1.2(ε+ SEj) := q0. Also, λ+v ≡ 2.2λ+v since E[(eν)t(eν)t′] ≤ (1.2)2λ+v .
And b ≡ b0 which is the upper bound on max-outlier-frac-row(α). Applying Corollary 2.4 with q ≡ q0, b ≡ b0
and using εSE = max(q0/4, ε), observe that we require
3
√
b0q0f + (2.2)
2λ+v /λ
− ≤ 0.4 max(q0/4, ε).
From above, max(q0/4, ε) = q0/4 (if the max is ε we stop the tracking). The required bound holds since
q0/4 ≥ ε > c
√
λ+v /λ− (from Theorem) and
√
b0 = 0.01/f . Corollary 2.4 also requires α ≥ α∗ which is
defined in it. Our choice of α = Cf2µr log n satisfies this since q20/ε
2
SE = 4
2 and (λ+v /λ
−)/ε2SE < C. Thus,
by Corollary 2.4, with probability at least 1− 10n−10, SE(Pˆj,1,Pj) ≤ max(q0/4, ε).
Remark 6.22 (Clarification about conditioning). In the proof above we have used Corollary 2.4 for ˆ`t’s for
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t ∈ J α := [tˆj , tˆj + α). This corollary assumes that, for t ∈ J α, at’s are mutually independent and M1,t’s
are deterministic matrices. Let yold := {y1,y2, . . . ,ytˆj−1}. We apply Corollary 2.4 conditioned on yold, for
a yold ∈ Γj,0. Conditioned on yold, clearly, the matrices M1,t used in the proof above are deterministic.
Also yold is independent of the at’s for t ∈ J α and thus, even conditioned on yold, the at’s for t ∈ J α are
mutually independent. Corollary 2.4 tells us that, for any yold ∈ Γj,0, conditioned on yold, w.p. at least
1−10n−10, SE(Pˆj,1,Pj) ≤ max(q0/4, ε). Since this holds with the same probability for all yold ∈ Γj,0, it also
holds with the same probability when we condition on Γj,0. Thus, conditioned on Γj,0, with this probability,
Γj,1 holds. An analogous argument also applies for the next proof.
Proof of Lemma 6.16. We first present the proof for the k = 2 case and then generalize it for an arbitrary
k. Consider k = 2. We have conditioned on Γj,1. This implies that SE(Pˆj,1,Pj) ≤ q0/4. We consider the
interval t ∈ [tˆj + α, tˆj + 2α). For this interval, Pˆ(t−1) = Pˆj,1 and thus Ψ = I − Pˆj,1Pˆj,1′. Consider any set
T such that |T | ≤ 2s. We have∥∥∥IT ′Pˆj,1∥∥∥ ≤ ∥∥∥IT ′(I − PjPj ′)Pˆj,1∥∥∥+ ∥∥∥IT ′PjPj ′Pˆj,1∥∥∥
≤ SE(Pj , Pˆj,1) + ‖IT ′Pj‖ = SE(Pˆj,1,Pj) + ‖IT ′Pj‖
The equality holds since SE is symmetric for subspaces of the same dimension. Using SE(Pˆj,1,Pj) ≤
max(q0/4, ε), (7),
max
|T |≤2s
∥∥∥IT ′Pˆj,1∥∥∥ ≤ max(q0/4, ε) + max|T |≤2s ‖IT ′Pj‖ ≤ max(q0/4, ε) + 0.1.
By the assumptions of Theorem 3.10, q0 ≤ 0.96 and ε ≤ 0.2. Using this and Lemma 6.20,
δ2s(Ψj) = max|T |≤2s
∥∥∥IT ′Pˆj,1∥∥∥2 ≤ 0.352 < 0.15 =⇒ ∥∥∥(ΨTt ′ΨTt)−1∥∥∥ ≤ 1.2.
Finally,
‖bt‖ = ‖Ψ(`t + νt)‖ ≤
∥∥∥(I − Pˆj,1Pˆj,1′)Pjat∥∥∥+ ‖νt‖ ≤ max(q0/4, ε)√µrλ+ +√rvλ+v
The rest of the proof is the same7 and this ensures exact support recovery and the expression for et.
Proof of Item 2 : Again, updating Pˆ(t) using ˆ`t’s is a PCA-SDDN problem. We use Corollary 2.4. We
compute Pˆj,2 as the top r eigenvectors of
1
α
∑tˆj+2α−1
t=tˆj+α
ˆ`
t
ˆ`
t
′. From item 1, et satisfies (6) for this interval.
In the notation of Corollary 2.4, yt ≡ ˆ`t, wt ≡ (e`)t, `t ≡ `t, vt ≡ (eν)t + νt, P ≡ Pj , Pˆ ≡ Pˆj,2, and
M1,t = − (ΨTt ′ΨTt)−1 ΨTt ′. So ‖M1,tPj‖ = ‖ (ΨTt ′ΨTt)−1 ΨTt ′Pj‖ ≤ 1.2 max(q0/4, ε) := q1. Applying
Corollary 2.4 with q ≡ q1, b ≡ b0 (b0 bounds max-outlier-frac-row(α)), and setting εSE = max(q1/4, ε), observe
that we require
3
√
b0q1f + (2.2)
2λ+v /λ
− ≤ 0.4 max(q1/4, ε)
7Notice here that, we could have loosened the required lower bound on xmin for this interval in the case when there is no
noise
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Once again recall that the max is q1/4. The above bound holds since
√
b0f ≤ 0.01 and q1/4 > ε >√
λ+v /λ−. Corollary 2.4 also requires α ≥ α∗. Our choice of α = Cf2µr log n satisfies this requirement
since q21/ε
2
SE = 4
2 and (λ+v /λ
−)/ε2SE < C. Thus, from Corollary 2.4, with probability at least 1 − 10n−10,
SE(Pˆj,2,Pj) ≤ max(q1/4, ε).
(B) General k: We have conditioned on Γj,k−1. This implies that SE(Pˆj,k−1,Pj) ≤ max(qk−1/4, ε).
Consider the interval [tˆj+(k−1)α, tˆj+kα). In this interval, Pˆ(t−1) = Pˆj,k−1 and thus Ψ = I−Pˆj,k−1Pˆj,k−1′.
Using the same idea as for the k = 2 case, we have that for the k-th interval, qk−1 = max(0.3k−1q0, ε). Pick
εSE = max(qk−1/4, ε). From this it is easy to see that
δ2s(Ψ) ≤
(
max
|T |≤2s
∥∥∥IT ′Pˆj,k−1∥∥∥)2 ≤ (SE(Pˆj,k−1,Pj) + max|T |≤2s ‖IT ′Pj‖)2
(a)
≤ (SE(Pˆj,k−1,Pj) + 0.1)2 ≤
[
max
(
0.3k−1(ε+ SE(Pj−1,Pj), ε
)
+ 0.1
]2
< 0.15
where (a) follows from (7). Also, as before,
‖Ψ(`t + νt)‖ ≤ SE(Pˆj,k−1,Pj) ‖at‖+ ‖νt‖ ≤ max
(
0.3k−1(ε+ SE(Pj−1,Pj)), ε
)√
µrλ+ +
√
rvλ
+
v
(a)
≤ max (0.3k−1(ε+ ∆), ε)√µrλ+ +√rvλ+v
Proof of Item 2 : Again, updating Pˆ(t) from ˆ`t’s is a problem of PCA in sparse data-dependent noise given
in Corollary 2.4. From Item 1 of this lemma that, for t ∈ [tˆj + (k− 1)α, tˆj + kα], et satisfies (6). We update
the subspace, Pˆj,k as the top r eigenvectors of
1
α
∑tˆj+kα−1
t=tˆj+(k−1)α
ˆ`
t
ˆ`
t
′. In the setting above yt ≡ ˆ`t, wt ≡ (e`)t,
`t ≡ `t, vt ≡ (eν)t + νt, and M1,t = − (ΨTt ′ΨTt)−1 ΨTt ′, and so ‖M1,tPj‖ = ‖ (ΨTt ′ΨTt)−1 ΨTt ′Pj‖ ≤
1.2 max(qk−2/4, ε) := qk−1. Applying Corollary 2.4 with q ≡ qk−1, b ≡ b0 (b0 bounds max-outlier-frac-row(α)),
and setting εSE = max(qk−1/4, ε), we require
√
b0qk−1f + λ+v /λ
− ≤ 0.4 max(qk−1/4, ε). This holds as ex-
plained earlier and hence, by Corollary 2.4, the result follows.
6.3 Proof of Lemma 6.19
Proof. Proof of Item 1 : We are considering an α-consecutive frames interval J α in [tj , tj+1) during which
Pˆ(t−1) = Pˆj−1. Thus Ψ = Φ = I − Pˆj−1Pˆj−1′. Recall from earlier that at all times t, ˆ`t = `t − et + νt,
where et = (e`)t + (eν)t, wt ≡ (e`)t = ITt (ΨTt ′ΨTt)−1 ITt ′Ψ`t is sparse and data-dependent noise, and
vt ≡ (eν)t + νt is small unstructured noise. As in the earlier proofs, wt = (e`)t can be expressed as
wt = M2,tM1,t`t where M2,t = ITt and M1,t = (ΨTt
′ΨTt)
−1
ITt
′Ψ. Thus, q = q0 = 1.2SE(Pˆj−1,Pj) ≤
1.2(ε+ SEj) and b = b0. Let
1
α
∑
t
Φ ˆ`t ˆ`t
′Φ =
1
α
∑
t
Φ`t`t
′Φ′ + ΦnoiseΦ + ΦcrossΦ
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where noise = 1α
∑
twtw
′
t +
1
α
∑
t vtv
′
t and cross contains the cross terms. By Weyl’s inequality,
λmax
(
1
α
∑
t∈Jα
Φ ˆ`t ˆ`t
′Φ
)
≥ λmax
(
1
α
∑
t
Φ`t`t
′Φ
)
− ‖ΦcrossΦ‖ (8)
Using Corollary A.2 from Appendix A, w.p. at least 1− 10n−10, if α is as given in our Theorem,
‖ΦcrossΦ′‖ ≤ 2.02
√
b‖ΦPj‖q0λ+ (9)
Since ‖ΦPj‖ ≤ q = 1.2(ε+ SEj), using the above two inequalities,
λmax
(
1
α
∑
t∈Jα
Φ ˆ`t ˆ`t
′Φ
)
≥ λmax
 1α
∑
t∈Jα
ΦPjatat
′Pj ′Φ︸ ︷︷ ︸
Term1
− 2.02
√
b(1.2(ε+ SEj)
2)λ+ (10)
We bound the first term of (10), Term1, as follows. Let ΦPj
QR
= EjRj be its reduced QR decomposition.
Thus Ej is an n× r matrix with orthonormal columns and Rj is an r × r upper triangular matrix. Let
A := Rj
(
1
α
∑
t∈Jα
atat
′
)
Rj
′.
Observe that Term1 can also be written as
Term1 =
[
Ej Ej,⊥
] [A0
0 0
][
Ej
′
Ej,⊥′
]
(11)
and thus λmax(A) = λmax(Term1). We work with λmax(A) in the sequel. We will use the following simple
claim.
Claim 6.23. If X  0 (i.e., X is a p.s.d matrix), where X ∈ Rr×r, then RXR′  0 for all R ∈ Rr×r.
Proof. Since X is p.s.d., y′Xy ≥ 0 for any vector y. Use this with y = R′z for any z ∈ Rr. We get
z′RXR′z ≥ 0. Since this holds for all z, RXR′  0.
By Lemma A.3 from Appendix A, with 0 = 0.01λ
−,
Pr
(
1
α
∑
t
atat
′ − (λ− − 0)I  0
)
≥ 1− 2n−10
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By Claim 6.23 from above, with probability 1− 2n−10,
Rj
(
1
α
∑
t
atat
′ − (λ− − 0)I
)
Rj
′  0
=⇒ λmin
(
Rj
(
1
α
∑
t
atat
′ − (λ− − 0)I
)
Rj
′
)
≥ 0
Using Weyl’s inequality, with the same probability,
λmin
(
Rj
(
1
α
∑
t
atat
′ − (λ− − 0)I
)
Rj
′
)
≤ λmax
(
Rj
(
1
α
∑
t
atat
′
)
Rj
′
)
− (λ− − 0)λmax (RjRj ′)
and so,
λmax(A) ≥ (λ− − 0)λmax(RjRj ′). (12)
Using Lemma 6.21 and since SE(Pˆj−1,Pj−1) ≤ ε we get
λmax(RjRj
′) = ‖Rj‖2 = SE2(Pˆj−1,Pj) ≥ (SEj − 2ε)2 (13)
Thus, combining (10), (11), (12), (13), w.p. at least 1− 10n−10,
λmax
(
1
α
∑
t∈Jα
Φ ˆ`t ˆ`t
′Φ
)
≥ 0.99λ−(SEj − 2ε)2 − 2.02
√
b0(1.2(ε+ SEj)
2)λ+
≥0.99λ−SEj(0.6SEj − 4.8ε) = 0.59λ−SEj(SEj − 8ε)
In the above, we used
√
b0f = 0.1. Since SEj > 9
√
fε, 0.59λ−SEj(SEj − 8ε) > 5λ+ε2 > ωevals.
Proof of Item 2 : We proceed as in the proof of item 1 except that now Φ = Ψ = I−PˆjPˆ ′j . Thus, q = qK = ε
and ‖ΦPj‖ ≤ qK . Using Weyl’s inequality and Corollary A.2 from Appendix A, w.p. at least 1− 10n−10,
λmax
(
1
α
∑
t∈Jα
Φ ˆ`t ˆ`t
′Φ
)
≤ λmax
(
1
α
∑
t
Φ`t`t
′Φ
)
+ ‖ΦcrossΦ‖+ λmax(ΦnoiseΦ)
≤ λmax
 1α
∑
t∈Jα
ΦPjatat
′Pj ′Φ︸ ︷︷ ︸
Term1
+ 2.02
√
b‖ΦPj‖qKλ+ + 1.01
√
bq2Kλ
+ + ε2λ−
Proceeding as before to bound λmax(Term1), define ΦPj
QR
= EjRj , define A as before, we know
λmax(Term1) = λmax(Ej
′(Term1)Ej) = λmax(A). Further,
λmax(A) = λmax
(
Rj
(
1
α
∑
t∈Jα
atat
′
)
Rj
′
)
(a)
≤ λmax
(
1
α
∑
t∈Jα
atat
)
λmax(RjRj
′)
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(0.02 ms) (0.9 ms) (1.2ms) (0.9 ms) (7.8ms) (4.6ms) (1.7ms)
Moving Object 0.630 0.598 0.861 4.23× 10−4 4.283 4.441 8.2× 10−6
Bernoulli 6.163 2.805 1.072 0.002 0.092 0.072 2.3× 10−4
Figure 1: Top: Left plot illustrates the `t error for outlier supports generated using Moving Object Model and right
plot illustrates the error under the Bernoulli model. The values are plotted every kα − 1 time-frames. Bottom:
Comparison of ‖Lˆ− L‖F /‖L‖F for Online and offline RPCA methods. Average time for the Moving Object model
is given in parentheses. The offline (batch) methods are performed once on the complete dataset.
where (a) uses Ostrowski’s theorem [37, Theorem 5.4.9]. We have
λmax(RjRj
′) = σ2max(Rj) = ‖ΦPj‖2 ≤ ε2
and we can bound λmax(
1
α
∑
t∈Jα atat
′) using the first item of Lemma A.3. Combining all of the above,
and using ‖ΦPj‖ ≤ qK ≤ ε and b0f2 = 0.01, w.p. at least 1− 10n−10,
λmax
(
1
α
∑
t∈Jα
Φ ˆ`t ˆ`t
′Φ
)
≤1.37ε2λ+
Recall that ωevals = 2ε
2λ+ and thus, 1.37ε2λ+ < ωevals.
7 Empirical Evaluation
In this section we present numerical experiments on synthetic and real data to validate our theoretical claims.
Extra experimental details are presented in the Supplementary Material.
Synthetic Data. First we compare the results of NORST and Offline-NORST with RST, Online RPCA,
and static RPCA methods. We generate the changing subspaces, Pj = e
γjBjPj−1 as done in [12] where γj
controls the amount of subspace change and Bj ’s are skew-symmetric matrices. In the first experiment we
used the following parameters. n = 1000, d = 12000, J = 2, t1 = 3000, t2 = 8000, r = 30, γ1 = 0.001,
γ2 = γ1. We set α = 300. Next, we generate the coefficients at ∈ Rr as independent zero-mean, bounded
random variables. They are (at)i
i.i.d∼ unif [−qi, qi] where qi =
√
f −√f(i− 1)/2r for i = 1, 2, · · · , r− 1 and
qr = 1. thus the condition number is f and we selected f = 50. For the sparse supports, we considered
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Figure 2: Empirical probability that ‖Lˆ− L‖F /‖L‖F < 0.5 for AltProj and for Offline NORST. Note that
NORST indeed has a much higher tolerance to outlier fraction per row as compared to AltProj. Black
denotes 0 and white denotes 1.
two models according to which the supports are generated. First we use Model G.24 [18] which simulates a
moving object pacing in the video. For the first ttrain = 100 frames, we used a smaller fraction of outliers
with parameters s/n = 0.01, b0 = 0.01. For t > ttrain we used s/n = 0.05 and b0 = 0.3. Secondly, we used the
Bernoulli model to simulate sampling uniformly at random, i.e., each entry of the matrix, is independently
selected with probability ρ = 0.01 for the first ttrain frames and with probability ρ = 0.3 for subsequent
frames. The sparse outlier magnitudes for both support models are generated uniformly at random from the
interval [xmin, xmax] with xmin = 10 and xmax = 20.
We initialized the s-ReProCS and NORST algorithms using AltProj applied to Y[1,ttrain] with ttrain = 100.
For the parameters to AltProj we used used the true value of r, 15 iterations and a threshold of 0.01. This,
and the choice of γ1 and γ2 ensure that SE(Pˆinit,P0) ≈ SE(P1,P0) ≈ SE(P2,P1) ≈ 0.01. The other
algorithm parameters are set as mentioned in the theorem, i.e., K = dlog(c/ε)e = 8, α = Cr log n = 300,
ω = xmin/2 = 5 and ξ = 7xmin/15 = 0.67, ωevals = 2ε
2λ+ = 7.5 × 10−4. For the other online methods
we implement the algorithms without modifications. The regularization parameter for ORPCA was set as
with λ1 = 1/
√
n and λ2 = 1/
√
d according to [13]. Wherever possible we set the tolerance as 10−6 and 100
iterations to match that of our algorithm. As shown in Fig. 1, NORST is significantly better than all the
RST methods - s-ReProCS [18], and two popular heuristics - ORPCA [13] and GRASTA [12].
We also provide a comparison of offline techniques in Fig 1. To ensure a valid time comparison, we
implement the static RPCA methods on the entire data matrix Y . Although, we could implement the
static techniques on disjoint batches of size α, we observed that this did not yield significant improvement
in terms of reconstruction accuracy, while being considerably slower, and thus we report only the latter
setting. As can be seen, offline NORST outperforms all static RPCA methods, both for the moving object
and the Bernoulli models. For the batch comparison we used PCP, AltProj and RPCA-GD. We set the
regularization parameter for PCP 1/
√
n in accordance with [4]. The other known parameters, r for Alt-
Proj, outlier-fraction for RPCA-GD, are set the ground truth. For all algorithms we set the threshold as
10−6 and the number of iterations to 100. All results are averaged over 100 independent runs.
In Fig. 2 we validate our claim of NORST admitting a higher fraction of outliers per row. We only
compare with AltProj since it is has the highest tolerance among other methods. We chose 10 different
values of each of r and b0 (we slightly misuse notation here to let b0 := max-outlier-frac-row for this section
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Figure 3: In the above plots we show the variation of the subspace errors for varying xmin. In particular, we
set all the non-zero outlier values to xmin. The results are averaged over 100 independent trials.
only). For each pair of b0 and r we implemented NORST and ALtProj over 100 independent trials and
computed the relative error, ‖Lˆ−L‖F /‖L‖F for each run. We illustrate the fraction of times the error seen
by each algorithm is less than a threshold, 0.5. We chose this threshold since for smaller values, AltProj
consistently failed. As can be seen, NORST is able to tolerate a much larger fraction of outlier-per-row as
compared to AltProj.
In the third experiment we analyze the effect of the lower bound on the outlier magnitude xmin with the
performance of NORST and AltProj. We show the results in Fig. 3. The only change in data generation
is that we now choose three different values of xmin = {0.5, 5, 10}, and we set all the non-zero entries of
the sparse matrix to be equal to xmin. This is actually harder than allowing the sparse outliers to take
on any value since for a moderately low value of xmin the outlier-lower magnitude bound of Theorem 3.10
is violated. This is indeed confirmed by the numerical results presented in Fig. 3. (i) When xmin = 0.5,
NORST works well since now all the outliers get classified as the small unstructured noise νt. (ii) When
xmin = 10, NORST still works well because now xmin is large enough so that the outlier support is mostly
correctly recovered. (iii) But when xmin = 5 the NORST reconstruction error stagnates around 10
−3. All
AltProj errors are much worse than those of NORST because the outlier fraction per row is the same as in
the first experiment and thus the effect of varying xmin is not pronounced.
Real Data. We also evaluate our algorithm for the task of Background Subtraction. For the AltProj algorithm
we set r = 40. The remaining parameters were used with default setting. For NORST, we set α = 60, K = 3,
ξt = ‖Ψ ˆ`t−1‖2. We found that these parameters work for most videos that we verified our algorithm on.
For RPCA-GD we set the “corruption fraction” α = 0.2 as described in their paper.
We use two standard datasets, the Meeting Room (MR) and the Lobby (LB) sequences. LB is a relatively
easy sequence since the background is static for the most part, and the foreground occlusions are small in
size. As can be seen from Fig. 4 (first two rows), most algorithms perform well on this dataset. MR is a
challenging data set since the color of the foreground (person) is very similar to the background curtains,
and the size of the object is very large. Thus, NORST is able to outperform all methods, while being fast.
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Original NORST(16.5ms) AltProj(26.0ms) RPCA-GD(29.5ms) GRASTA(2.5ms) PCP (44.6ms)
Original NORST(72.5ms)AltProj(133.1ms)RPCA-GD(113.6ms)GRASTA(18.9ms) PCP(240.7ms)
Figure 4: Comparison of visual performance in Foreground Background separation. The first two rows are for the LB dataset
and the last two rows are for the MR dataset. The time taken by each algorithm (per frame) in milliseconds is provided in
parenthesis.
8 Conclusions and Future Directions
In this work we developed a fast and (nearly) delay optimal robust subspace tracking solution that we called
NORST. NORST is a mini-batch algorithm with memory complexity that is also nearly optimal. It detects
subspace changes and tracks them to ε accuracy with a delay that is more than the subspace dimension r by
only log factors: the delay is order r log n log(1/ε). The memory complexity is n times this number while nr
is the amount of memory required to store the output subspace estimate. Our guarantee for NORST needs
assumptions similar to those needed by standard robust PCA solutions. Different from standard robust
PCA, we need slow subspace change, we replace right singular vectors’ incoherence by a statistical version
of it, but we need a weaker bound on outlier fractions per row.
Slow subspace change is a natural assumption for background images of static camera videos (with no
sudden scene changes). Our statistical assumptions on at are mild and can be relaxed further. As already
explained, the identically distributed requirement can be relaxed. In the video application, the zero mean
assumption can be approximately satisfied if we estimate the mean background image by computing the
empirical average of the first ttrain frames, Lˆ[1:ttrain], obtained using AltProj. Mutual independence of at’s
models the fact that the changes in each background image w.r.t. a “mean” background are independent,
when conditioned on their subspace. This is valid, for example, if the background changes are due to
illumination variations or due to moving curtains (see Fig. 4). Mutual independence can be relaxed to instead
assuming an autoregressive model on the at’s: this will require using the matrix Azuma inequality [21] to
replace matrix Bernstein. We believe the zero mean requirement can also be eliminated.
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A Proofs for Sec. 2
A.1 Proof of Theorem 2.3
Proof of Theorem 2.3. This uses the Davis-Kahan sin theta theorem [20]:
Lemma A.1 (Davis-Kahan sin θ theorem). Let D0 be a Hermitian matrix whose span of top r eigenvectors
equals span(P ). Let D be the Hermitian matrix with top r eigenvectors Pˆ . Then,
SE(Pˆ ,P ) ≤ ‖(D −D0)P ‖
λr(D0)− λr+1(D) ≤
‖D −D0‖
λr(D0)− λr+1(D0)− λmax(D −D0) (14)
as long as the denominator is positive. The second inequality follows from the first using Weyl’s inequality.
For our proof, set D0 =
1
α
∑
t `t`t
′. Notice that this is a Hermitian matrix with P as the top r
eigenvectors. Let D = 1α
∑
t ytyt
′. Recall that Pˆ is its matrix of top r eigenvectors. Observe
D −D0 = 1
α
∑
t
(ytyt
′ − `t`t′) = 1
α
∑
t
(wtwt
′ + vtvt′ + `twt′ + vtwt′ + `tvt′ +wt`t′ +wtvt′ + vt`t′)
:= noisew + noisevt + cross`,w + cross`,vt + crossvt,w + cross`,w
′ + cross`,vt
′ + crossvt,w
′
:= noise + cross + cross′
Also notice that λr+1(D0) = 0, λr(D0) = λmin
(
1
α
∑
t atat
′). Now, applying Theorem A.1,
SE(Pˆ ,P ) ≤ 2‖cross‖+ ‖noise‖
λmin
(
1
α
∑
t atat
′)− numerator
Now, we can bound ‖cross‖ ≤ ‖E[cross]‖ + ‖cross − E[cross]‖ and similarly for the noise term. We use
the Cauchy-Schwartz inequality for bounding the expected values of both.
Recall that Mt = M2,tM1,t with b := ‖ 1α
∑
tM2,tM2,t
′‖ and maxt ‖M1,tP ‖ ≤ q < 1. Thus,
‖E[noise]‖ ≤
∥∥∥∥∥ 1α∑
t
MtPΛP
′M1,t′M2,t′
∥∥∥∥∥+ ‖Σvt‖
≤
√√√√∥∥∥∥∥ 1α∑
t
MtPΛP ′M1,t′M1,tPΛP ′Mt′
∥∥∥∥∥
2
∥∥∥∥∥ 1α∑
t
M2,tM2,t′
∥∥∥∥∥+ λ+v
≤
√
max
t
‖MtPΛP ′M1,t′‖2 b+ λ+v ≤
√
bq2λ+ + λ+v (15)
Similarly,
‖E[cross`,wt ]‖ =
∥∥∥∥∥ 1α∑
t
M2,tM1,tPΛP
′
∥∥∥∥∥ ≤
√√√√∥∥∥∥∥ 1α∑
t
PΛP ′M1,t′M1,tPΛP ′
∥∥∥∥∥
∥∥∥∥∥ 1α∑
t
M2,tM2,t′
∥∥∥∥∥
≤
√
max
t
‖M1,tPΛP ′‖2 b ≤
√
bqλ+ (16)
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Since vt is uncorrelated noise, E[cross`,vt ] = 0 and E[crosswt,vt ] = 0. We now lower bound λmin
(
1
α
∑
t atat
′)
as
λmin
(
1
α
∑
t
atat
′
)
= λmin
(
Λ−
(
1
α
∑
t
atat
′ −Λ
))
≥ λmin(Λ)− λmax
(
1
α
∑
t
atat
′ −Λ
)
≥ λ− −
∥∥∥∥∥ 1α∑
t
atat
′ −Λ
∥∥∥∥∥
and thus we have
SE(Pˆ ,P ) ≤ 3
√
bqλ+ + λ+v + 2‖cross− E[cross]‖+ ‖noise− E[noise]‖
λ− − ∥∥ 1α∑t atat′ −Λ∥∥− numerator
Concentration bounds. Now we only need to bound ‖noise−E[noise]‖ and ‖cross−E[cross]‖. These are often
referred to as “statistical error”, while the error due to nonzero ‖E[cross]‖ or ‖E[noise]‖ is called the “bias”.
We use concentration bounds from Lemma A.3.
‖noise− E[noise]‖+ 2‖cross− E[cross]‖
≤
∥∥∥∥∥ 1α∑
t
(wtwt
′ − E[wtwt′])]
∥∥∥∥∥+
∥∥∥∥∥ 1α∑
t
(vtvt
′ − E[vtvt′])]
∥∥∥∥∥+ 2
∥∥∥∥∥ 1α∑
t
(`twt
′ − E[`twt′])]
∥∥∥∥∥
+ 2
∥∥∥∥∥ 1α∑
t
`tvt
′
∥∥∥∥∥+ 2
∥∥∥∥∥ 1α∑
t
wtvt
′
∥∥∥∥∥
≤C√µq2f
√
r log n
α
λ− + C
√
µ
λ+v
λ−
√
r log n
α
λ− + C
√
µqf
√
r log n
α
λ−
+ C
√
µ
√
λ+v
λ−
f
√
r log n
α
λ− + C
√
µq
√
λ+v
λ−
f
√
r log n
α
λ−
≤C√µqf
√
r log n
α
λ− + C
√
µ
√
λ+v
λ−
f
√
r log n
α
λ− := H(α)λ−
where the last line follows from using q ≤ 1 and λ+v ≤ λ+.
In case we only need to bound ‖noise−E[noise]‖, we can get a tighter bound that contains only the first
two terms and not all five. Clearly, we have
‖noise− E[noise]‖ ≤ C√µq2f
√
r log n
α
λ− + C
√
µ
λ+v
λ−
√
r log n
α
λ−+ := Hnoise(α)
The bound on ‖ 1α
∑
t atat
′ −Λ‖2 follows directly from the first item of Lemma A.3.
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A.2 A useful corollary that follows from above proof
From the above proof, we can write out a bound for ‖ΦcrossΦ′‖ for a projection matrix Φ by noticing that
each term of cross is of the form
∑
t `t(.)
′ = P
∑
t at(.)
′. Thus ‖P ′cross‖ = ‖cross‖. Thus, ‖ΦcrossΦ′‖ ≤
‖ΦP ‖‖cross‖ ≤ ‖ΦP ‖(‖E[cross]‖+ ‖cross−E[cross]‖). Similarly, we can also get a bound on λmax(noise) =
‖noise‖.
Assume b = 0.01/f2, q > ε >
√
g. Consider cross. If α ≥ C max
(
q2f2
21
r log n, gf
21
max(rv, r) log n
)
, then
H(α) ≤ 1λ−. If we set 1 = 0.002 max(
√
bq,
√
bε) and b = 0.01/f2 (bound on max-outlier-frac-row(α)), then,
since ε >
√
g , α = Cf2 max(rv, r) log n suffices. Since q ≥ ε, then, 1 = 0.002
√
bq. Thus,
‖ΦcrossΦ′‖ ≤ ‖ΦP ‖(2
√
bqλ+ +H(α)λ−) ≤ 2.02
√
b‖ΦP ‖qλ+
Consider noise. We will use Hnoise(α) for this. If α > C max
(
q4f2
22
r log n, g
2
22
max(rv, r) log n
)
, then
Hnoise(α) ≤ 2λ−. If we set 2 = 0.002
√
bmax(q2, ε2), then since ε4 > g2, thus, α = Cf2 max(rv, r) log n
suffices. Since q > ε, 2 = 0.002
√
bq2. We have the following corollary.
Corollary A.2. If α = Cf2 max(rv, r) log n, and if q ≥ ε > √g, then, w.p. 1− 10n−10,
‖ΦcrossΦ′‖ ≤ ‖ΦP ‖(2
√
bqλ+ +H(α)λ−) ≤ 2.02
√
b‖ΦP ‖qλ+,
λmax(ΦnoiseΦ) ≤ ‖noise‖ ≤
√
bq2λ+ + λ+v +H(α)λ
− ≤ 1.01
√
bq2λ+ + λ+v ≤ 1.01
√
bq2λ+ + ε2λ−
A.3 Main idea of the proof of Corollary 4.14
The key difference in this proof is our choice of D0. Since we want to bound SE(Pˆ ,P ), we need to pick it
in such a way that its matrix of top r singular vectors equals span(P ). We pick
D0 =
1
α
P ((α− α0)Λ + α0P ′P0ΛP ′0P )P ′
Clearly, λr+1(D0) = 0. With this choice of D0,
D −D0 = cross + cross′ + noise +
(
1
α
∑
t
`t`
′
t − E[
1
α
∑
t
`t`
′
t]
)
+
(
E[
1
α
∑
t
`t`
′
t]−D0
)
where cross,noise are as defined earlier with the change that `t is now defined differently. Thus, the only
thing that changes when bounding these is our definition of q. The last term in the expression above equals
c0P⊥P ′⊥P0ΛP
′
0P⊥P⊥
′ + c0P⊥P ′⊥P0ΛP
′
0PP
′ + (.)′ with c0 := α0α . This is what generates the extra 4∆f
term in our SE bound. A complete proof is provided in Supplement Appendix D.1.
A.4 Concentration Bounds
We state the lemma below so that it can also be used in proving the most general PCA result given in
the Supplement. Let Λt = E[atat′], Λ¯ = 1α
∑
t Λt, λ
+
max := maxt ‖Λt‖, λ−avg = λmin(Λ¯), f = λ+max/λ−avg,
λ+v,max := maxt ‖E[vtvt′]‖ and g = λ+v,max/λ−avg.
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To use the lemma under the simpler i.i.d. assumption used in the main paper, remove the max,avg
subscripts from all terms, e.g., replace λ+max by λ
+, λ−avg by λ
− and so on.
Lemma A.3. With probability at least 1− 10n−10,∥∥∥∥∥ 1α∑
t
atat
′ − Λ¯
∥∥∥∥∥ ≤ C√µf
√
r log n
α
λ−avg,∥∥∥∥∥ 1α∑
t
`twt
′ − 1
α
E
[∑
t
`twt
′
]∥∥∥∥∥
2
≤ C√µqf
√
r log n
α
λ−avg,∥∥∥∥∥ 1α∑
t
wtwt
′ − 1
α
E
[∑
t
wtwt
′
]∥∥∥∥∥
2
≤ C√µq2f
√
r log n
α
λ−avg,∥∥∥∥∥ 1α∑
t
`tvt
′
∥∥∥∥∥
2
≤ C√µ
√
gf
√
max(rv, r) log n
α
λ−avg,∥∥∥∥∥ 1α∑
t
wtvt
′
∥∥∥∥∥
2
≤ C√µq
√
gf
√
max(rv, r) log n
α
λ−avg,∥∥∥∥∥ 1α∑
t
vtvt
′ − 1
α
E
[∑
t
vtvt
′
]∥∥∥∥∥
2
≤ C√µg
√
rv log n
α
λ−avg.
Proof of Lemma A.3. atat
′ term. This and all other items use Matrix Bernstein for rectangular matrices,
Theorem 1.6 of [38]. This says the following. For a finite sequence of d1×d2 zero mean independent matrices
Zk with
‖Zk‖2 ≤ R, and max(‖
∑
k
E[Zk′Zk]‖2, ‖
∑
k
E[ZkZk′]‖2) ≤ σ2,
we have Pr(‖∑k Zk‖2 ≥ s) ≤ (d1+d2) exp(− s2/2σ2+Rs/3) ≤ (d1+d2) exp(−cmin( s22σ2 , 3s2R)). Let Z˜t := atat′
and we apply the above result to Zt = Z˜t−E[Z˜t]. with s = α. Now it is easy to see that ‖Zt‖ ≤ 2‖atat′‖ ≤
2‖at‖22 ≤ 2µrλ+max := R and similarly, ‖E[Z2t ]‖ = ‖E[‖at‖22atat′]‖ ≤ α · maxat ‖at‖22 · maxt E[atat′] ≤
αµr(λ+max)
2 := σ2 and thus, w.p. at most 2r exp
(
−cmin
(
2α
r(λ+max)2
, 
2d
rλ+max
))
. Now we set  = 5λ
−
min with
5 = C
√
µf
√
r logn
α to get our result.
`tw
′
t term. Let Zt := `twt
′. We apply this result to Z˜t := Zt − E[Zt] with s = α. To get the
values of R and σ2 in a simple fashion, we use the facts that (i) if ‖Zt‖2 ≤ R1, then ‖Z˜t‖ ≤ 2R1; and (ii)∑
t E[Z˜tZ˜t′] 4
∑
t E[ZtZt′]. Thus, we can set R to two times the bound on ‖Zt‖2 and we can set σ2 as the
maximum of the bounds on ‖∑t E[ZtZt′]‖2 and ‖∑t E[Zt′Zt]‖2.
It is easy to see that R = 2
√
µrλ+max
√
µrq2λ+max = 2µrqλ+max. To get σ
2, observe that∥∥∥∥∥∑
t
E[wt`t′`twt′]
∥∥∥∥∥
2
≤ α(max
`t
‖`t‖2) ·max
t
‖E[wtwt′]‖
≤ αµrλ+max · q2λ+ = αµrq2(λ+max)2.
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Repeating the above steps, we get the same bound on ‖∑t E[ZtZt′]‖2. Thus, σ2 = αµrq2(λ+max)2.
Thus, we conclude that, ‖∑t `twt′ − E[∑t `twt′]‖2 ≥ α w.p. at most 2n exp(−cmin( 2αµrq2(λ+max)2 , αµrqλ+max))
Set  = 0λ
− with 0 = cqf
√
r logn
α so that our bound holds w.p. at most 2n
−10. This follows because
α ≥ Cf2r log n.
wtwt
′ , `tv′t, wtv
′
t and vtv
′
t terms. Apply matrix Bernstein as done above.
B Proof of Theorem 3.10
The overall structure of this proof is similar to that in [17,39]. Define
tˆj−1,fin := tˆj−1 +Kα, tj,∗ = tˆj−1,fin +
⌈
tj − tˆj−1,fin
α
⌉
α
Thus, tˆj−1,fin is the time at which the (j − 1)-th subspace update is complete; w.h.p., this occurs before tj .
With this assumption, tj,∗ is such that tj lies in the interval [tj,∗ − α+ 1, tj,∗].
Recall from the algorithm that we increment j to j + 1 at t = tˆj +Kα := tˆj,fin. Define the events
1. Det0 := {tˆj = tj,∗} = {λmax( 1α
∑tj,∗
t=tj,∗−α+1 Φ
ˆ`
t
ˆ`′
tΦ) > ωevals} and
Det1 := {tˆj = tj,∗ + α} = {λmax( 1α
∑tj,∗+α
t=tj,∗+1 Φ
ˆ`
t
ˆ`′
tΦ) > ωevals},
2. SubUpd := ∩Kk=1SubUpdk where SubUpdk := {SE(Pˆj,k,Pj) ≤ qk},
3. NoFalseDets := {for all J α ⊆ [tˆj,fin, tj+1), λmax( 1α
∑
t∈Jα Φ ˆ`t ˆ`
′
tΦ) ≤ ωevals}
4. Γ0,end := {SE(Pˆ0,P0) ≤ 0.25},
5. Γj,end := Γj−1,end ∩
(
(Det0 ∩ SubUpd ∩NoFalseDets) ∪ (Det0 ∩Det1 ∩ SubUpd ∩NoFalseDets)).
Let p0 denote the probability that, conditioned on Γj−1,end, the change got detected at t = tj,∗, i.e., let
p0 := Pr(Det0|Γj−1,end).
Thus, Pr(Det0|Γj−1,end) = 1 − p0. It is not easy to bound p0. However, as we will see, this will not be
needed. Assume that Γj−1,end ∩Det0 holds. Consider the interval J α := [tj,∗, tj,∗ + α). This interval starts
at or after tj , so, for all t in this interval, the subspace has changed. For this interval, Φ = I − Pˆj−1Pˆj−1′.
Applying the first item of Lemma 6.19, w.p. at least 1− 10n−10,
λmax
(
1
α
∑
t∈Jα
Φ ˆ`t ˆ`
′
tΦ
)
≥ ωevals
and thus tˆj = tj,∗ + α. In other words,
Pr(Det1|Γj−1,end ∩Det0) ≥ 1− 10n−10.
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Conditioned on Γj−1,end ∩ Det0 ∩ Det1, the first SVD step is done at t = tˆj + α = tj,∗ + 2α and the
subsequent steps are done every α samples. We can prove Lemma 6.15 with Γj,0 replaced by Γj,end ∩Det0∩
Det1 and Lemma 6.16 with Γj,k−1 replaced by Γj,end ∩Det0∩Det1∩ SubUpd1 ∩ · · · ∩ SubUpdk−1 and with
the k-th SVD interval being Jk := [tˆj + (k − 1)α, tˆj + kα). Applying Lemmas 6.15, and 6.16 for each k, we
get
Pr(SubUpd|Γj−1,end ∩Det0 ∩Det1) ≥ (1− 10n−10)K+1.
We can also do a similar thing for the case when the change is detected at tj,∗, i.e. when Det0 holds. In this
case, we replace Γj,0 by Γj,end ∩Det0 and Γj,k by Γj,end ∩Det0 ∩ SubUpd1 ∩ · · · ∩ SubUpdk−1 and conclude
that
Pr(SubUpd|Γj−1,end ∩Det0) ≥ (1− 10n−10)K .
Finally consider the NoFalseDets event. First, assume that Γj−1,end ∩ Det0 ∩ SubUpd holds. Consider
any interval J α ⊆ [tˆj,fin, tj+1). In this interval, Pˆ(t) = Pˆj , Φ = I − PˆjPˆj ′ and SE(Pˆj ,Pj) ≤ ε. Using the
second part of Lemma 6.19 we conclude that w.p. at least 1− 10n−10,
λmax
(
1
α
∑
t∈Jα
Φ ˆ`t ˆ`
′
tΦ
)
< ωevals
Since Det0 holds, tˆj = tj,∗. Thus, we have a total of b tj+1−tj,∗−Kα−αα c intervals J α that are subsets of
[tˆj,fin, tj+1). Moreover, b tj+1−tj,∗−Kα−αα c ≤ b tj+1−tj−Kα−αα c ≤ b tj+1−tjα c − (K + 1) since α ≤ α. Thus,
Pr(NoFalseDets|Γj−1,end ∩Det0 ∩ SubUpd) ≥ (1− 10n−10)b
tj+1−tj
α c−(K)
On the other hand, if we condition on Γj−1,end ∩Det0 ∩Det1 ∩ SubUpd, then tˆj = tj,∗ + α. Thus,
Pr(NoFalseDets|Γj−1,end ∩Det0 ∩Det1 ∩ SubUpd) ≥ (1− 10n−10)b
tj+1−tj
α c−(K+1)
We can now combine the above facts to bound Pr(Γj,end|Γj−1,end). Recall that p0 := Pr(Det0|Γj−1,end).
Clearly, the events (Det0∩ SubUpd∩NoFalseDets) and (Det0∩Det1∩ SubUpd∩NoFalseDets) are disjoint.
Thus,
Pr(Γj,end|Γj−1,end)
= p0 Pr(SubUpd ∩NoFalseDets|Γj−1,end ∩Det0)
+ (1− p0) Pr(Det1|Γj−1,end ∩Det0) Pr(SubUpd ∩NoFalseDets|Γj−1,end ∩Det0 ∩Det1)
≥ p0(1− 10n−10)K(1− 10n−10)b
tj+1−tj
α c−(K)
+ (1− p0)(1− 10n−10)(1− 10n−10)K(1− 10n−10)b
tj+1−tj
α c−(K+1)
= (1− 10n−10)b
tj+1−tj
α c ≥ (1− 10n−10)tj+1−tj .
Thus, since the events Γj,end are nested, Pr(ΓJ,end|Γ0,end) =
∏
j Pr(Γj,end|Γj−1,end) ≥
∏
j(1−10n−10)tj+1−tj =
(1− 10n−10)d ≥ 1− 10dn−10.
35
References
[1] P. Narayanamurthy and N. Vaswani, “Nearly optimal robust subspace tracking,” in Intnl. Conf. Machine Learning
(ICML), 2018, pp. 3701–3709.
[2] N. Vaswani and P. Narayanamurthy, “Pca in sparse data-dependent noise,” in ISIT, 2018, pp. 641–645.
[3] N. Vaswani and P. Narayanamurthy, “Finite sample guarantees for pca in non-isotropic and data-dependent noise,” in
Allerton 2017, long version at arXiv:1709.06255, 2017.
[4] E. J. Cande`s, X. Li, Y. Ma, and J. Wright, “Robust principal component analysis?,” J. ACM, vol. 58, no. 3, 2011.
[5] V. Chandrasekaran, S. Sanghavi, P. A. Parrilo, and A. S. Willsky, “Rank-sparsity incoherence for matrix decomposition,”
SIAM Journal on Optimization, vol. 21, 2011.
[6] D. Hsu, S. M. Kakade, and T. Zhang, “Robust matrix decomposition with sparse corruptions,” IEEE Trans. Info. Th.,
Nov. 2011.
[7] P. Netrapalli, U N Niranjan, S. Sanghavi, A. Anandkumar, and P. Jain, “Non-convex robust pca,” in NIPS, 2014.
[8] X. Yi, D. Park, Y. Chen, and C. Caramanis, “Fast algorithms for robust pca via gradient descent,” in NIPS, 2016.
[9] Y. Cherapanamjeri, K. Gupta, and P. Jain, “Nearly-optimal robust matrix completion,” ICML, 2016.
[10] C. Qiu and N. Vaswani, “Real-time robust principal components’ pursuit,” in Allerton Conf. on Communication, Control,
and Computing, 2010.
[11] C. Qiu, N. Vaswani, B. Lois, and L. Hogben, “Recursive robust pca or recursive sparse recovery in large but structured
noise,” IEEE Trans. Info. Th., pp. 5007–5039, August 2014.
[12] J. He, L. Balzano, and A. Szlam, “Incremental gradient on the grassmannian for online foreground and background
separation in subsampled video,” in IEEE Conf. on Comp. Vis. Pat. Rec. (CVPR), 2012.
[13] J. Feng, H. Xu, and S. Yan, “Online robust pca via stochastic optimization,” in NIPS, 2013.
[14] Nguyen Viet Dung, Nguyen Linh Trung, Karim Abed-Meraim, et al., “Robust subspace tracking with missing data and
outliers via admm,” in 2019 27th European Signal Processing Conference (EUSIPCO). IEEE, 2019, pp. 1–5.
[15] S. Javed, A. Mahmood, J. Dias, and N. Werghi, “Robust structural low-rank tracking,” IEEE Transactions on Image
Processing, vol. 29, pp. 4390–4405, 2020.
[16] Tianzhu Zhang, Changsheng Xu, and Ming-Hsuan Yang, “Robust structural sparse tracking,” IEEE transactions on
pattern analysis and machine intelligence, vol. 41, no. 2, pp. 473–486, 2018.
[17] J. Zhan, B. Lois, H. Guo, and N. Vaswani, “Online (and Offline) Robust PCA: Novel Algorithms and Performance
Guarantees,” in Intnl. Conf. Artif. Intell. Stat. (AISTATS), 2016.
[18] P. Narayanamurthy and N. Vaswani, “Provable dynamic robust pca or robust subspace tracking,” IEEE Transactions on
Information Theory, vol. 65, no. 3, pp. 1547–1577, 2019.
[19] H. Guo, C. Qiu, and N. Vaswani, “An online algorithm for separating sparse and low-dimensional signal sequences from
their sum,” IEEE Trans. Sig. Proc., vol. 62, no. 16, pp. 4284–4297, 2014.
[20] C. Davis and W. M. Kahan, “The rotation of eigenvectors by a perturbation. iii,” SIAM J. Numer. Anal., vol. 7, pp.
1–46, Mar. 1970.
[21] J. A. Tropp, “Just relax: Convex programming methods for identifying sparse signals,” IEEE Trans. Info. Th., pp.
1030–1051, March 2006.
[22] B. Nadler, “Finite sample approximation results for principal component analysis: A matrix perturbation approach,” Ann.
Statist., 2008.
[23] E. Candes, “The restricted isometry property and its implications for compressed sensing,” C. R. Math. Acad. Sci. Paris
Serie I, 2008.
[24] A. Ozdemir, E. M. Bernat, and S. Aviyente, “Recursive tensor subspace tracking for dynamic brain network analysis,”
IEEE Transactions on Signal and Information Processing over Networks, 2017.
[25] K. Ye and L. H. Lim, “Schubert varieties and distances between subspaces of different dimensions,” SIAM Journal on
Matrix Analysis and Applications, vol. 37, no. 3, pp. 1176–1197, 2016.
[26] Vladimir Koltchinskii, Karim Lounici, et al., “Normal approximation and concentration of spectral projectors of sample
covariance,” The Annals of Statistics, vol. 45, no. 1, pp. 121–157, 2017.
[27] V. Q. Vu and J. Lei, “Minimax sparse principal subspace estimation in high dimensions,” Annals of Statistics, 2013.
[28] T Tony Cai, Zongming Ma, and Yihong Wu, “Sparse pca: Optimal rates and adaptive estimation,” The Annals of
Statistics, vol. 41, no. 6, pp. 3074–3110, 2013.
[29] Bernhard Scho¨lkopf, Alexander Smola, and Klaus-Robert Mu¨ller, “Nonlinear component analysis as a kernel eigenvalue
problem,” Neural computation, vol. 10, no. 5, pp. 1299–1319, 1998.
36
[30] Laurent Zwald and Gilles Blanchard, “On the convergence of eigenspaces in kernel principal component analysis,” in
Advances in neural information processing systems, 2006, pp. 1649–1656.
[31] Zheng Tracy Ke and Minzhe Wang, “A new svd approach to optimal topic estimation,” arXiv preprint arXiv:1704.07016,
2017.
[32] Ren-Cang Li, “Relative perturbation theory: Ii. eigenspace and singular subspace variations,” SIAM J. Matrix Anal.
Appl., vol. 20, no. 2, pp. 471–492, 1998.
[33] Ilse CF Ipsen, “An overview of relative sin θ theorems for invariant subspaces of complex matrices,” Journal of computa-
tional and applied mathematics, vol. 123, no. 1-2, pp. 131–153, 2000.
[34] J. Zhan and N. Vaswani, “Robust pca with partial subspace knowledge,” IEEE Trans. Sig. Proc., July 2015.
[35] N. Vaswani, T. Bouwmans, S. Javed, and P. Narayanamurthy, “Robust subspace learning: Robust pca, robust subspace
tracking and robust subspace recovery,” IEEE Signal Proc. Magazine, July 2018.
[36] P. Narayanamurthy, V. Daneshpajooh, and N. Vaswani, “Provable subspace tracking from missing data and matrix
completion,” IEEE Trans. Sig. Proc., pp. 4245–4260, 2019.
[37] R. Horn and C. Johnson, Matrix Analysis, Cambridge Univ. Press, 1985.
[38] J. A. Tropp, “User-friendly tail bounds for sums of random matrices,” Found. Comput. Math., vol. 12, no. 4, 2012.
[39] B. Lois and N. Vaswani, “Online matrix completion and online robust pca,” in IEEE Intl. Symp. Info. Th. (ISIT), 2015.
[40] Lin Xiao and Tong Zhang, “A proximal-gradient homotopy method for the l1-regularized least-squares problem,” in ICML,
2012.
[41] Cameron Musco and Christopher Musco, “Randomized block krylov methods for stronger and faster approximate singular
value decomposition,” in Advances in Neural Information Processing Systems, 2015, pp. 1396–1404.
[42] Roman Vershynin, High-dimensional probability: An introduction with applications in data science, vol. 47, Cambridge
University Press, 2018.
37
Supplementary Material
C Proofs for Section 3: Time complexity derivation, Proof of
Corollary 3.11, Proof of Theorem 4.13
C.1 Proof of Corollary 3.11 for Offline NORST
Proof. It should be noted that basis(M) is not a unique matrix, it refers to any matrix P that has orthonor-
mal columns and whose span equals the span of M . Thus basis([Pˆj−1, Pˆj ]) ≡ basis([Pˆj−1, Pˆj−1,⊥Pˆj ]) ≡
basis([Pˆj , Pˆj,⊥Pˆj−1]). Let us denote any of these matrices by Pˆj−1,j .
For t ∈ [tˆj−1 + Kα, tj), P(t) = Pj−1 while for t ∈ [tj , tˆj + Kα − 1), P(t) = Pj . For all t in these two
intervals Pˆ(t) = Pˆj−1,j . The proof of this corollary is an easy consequence of this fact and the fact that, for
two basis matrices P1,P2 that are mutually orthonormal, i.e., for which P1
′P2 = 0,
(I − P1P ′1 − P2P ′2) = (I − P1P ′1)(I − P2P ′2).
Thus, SE(Pˆj−1,j ,Pj−1) ≤ SE(Pˆj−1,Pj−1) ≤ ε and SE(Pˆj−1,j ,Pj) ≤ SE(Pˆj ,Pj) ≤ ε.
C.2 Time complexity derivation
Consider initialization. To ensure that SE(Pˆ0,P0) ∈ O(1/
√
r), we need to use C log r iterations of AltProj.
Since there is no lower bound in the AltProj guarantee on the required number of matrix columns (except
the trivial lower bound of rank) [7], we can use ttrain = Cr frames for initialization. Thus the initialization
complexity is O(nttrainr
2 log(
√
r) = O(nr3 log r) [7]. The projected-CS step complexity is equal to the cost of
a matrix vector multiplication with the measurement matrix times negative logarithm of the desired accuracy
in solving the l1 minimization problem. Since the measurement matrix for the CS step is I − Pˆ(t−1)Pˆ(t−1)′,
the cost per CS step (per frame) is O(nr log(1/)) [40] and so the total cost is O((d− ttrain)nr log(1/)). The
subspace update involves at most ((d− ttrain)/α) rank r-SVD’s on n×α matrices all of which have constant
eigen-gap (this is indirectly proved in the proofs of the second item of Lemmas 6.15 and 6.16). Thus the total
time for subspace update steps is at most ((d− ttrain)/α) ∗O(nαr log(1/)) = O((d− ttrain)nr log(1/)) [41].
Thus the running time of the complete algorithm is O(ndr log(1/) + nr3 log r). As long as r2 log r ≤
d log(1/), the time complexity of the entire algorithm is O(ndr log(1/)).
C.3 Proof of Theorem 4.13 for NORST-NoDet
In this algorithm we do not detect change. We just keep updating the subspace by r-SVD applied every
α time instants on the last α ˆ`t’s, Lˆt;α. For α-intervals J for which P(t) = Pj for all t ∈ J , there is
no change to the analysis. We start at t = t0 = tˆ0 = 1 with initial subspace estimate Pˆ0 available. Let
∆0 = SE(Pˆ0,P0). The first subspace update is done at t = α, the second at t = 2α, and so on. By Lemma
6.15 with Pˆj,0 = Pˆ0, we can show that after one update, the error reduces to 1.2 max(∆0/4, ε). After this,
by applying Lemma 6.16 K − 1 times, we can show that, after at most K steps with K = log(∆0/ε), the
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error reduces to 1.2ε. Beyond this time, the error does not decrease further. We know that P(t) = P0 for
t ∈ [t0, (K + 2)α], but can change after that.
Consider the α-interval J that contains the change time t1. The projected CS analysis for this interval
remains exactly the same as above. But to analyze the subspace update for this interval we need to use
Corollary 4.14. More generally consider the j-th change, and the interval J = [floor(tj/α)+1, f loor(tj/α)+
α], which is the α-frame interval that contains tj .
For t ∈ J , we have ˆ`t = yt − xˆt = `t + et + νt where
et = ITt (ΨTt
′ΨTt)
−1
ITt
′Ψ(`t + νt) := (e`)t + (eν)t
Ψ = I − Pˆj−1Pˆj−1′, `t = Pj−1at for t ∈ [floor(tj/α), tj) and `t = Pjat for t ∈ [tj , f loor(tj/α) + α).
Let Pˆj,0 denote the subspace estimate Pˆ(t) computed for this interval. We apply Corollary 4.14 with yt ≡
ˆ`
t, wt ≡ (e`)t, vt ≡ (eν)t + νt, `t ≡ `t, M1,t = − (ΨTt ′ΨTt)−1 ΨTt ′, Pˆ = Pˆj,0, P = Pj , P0 = Pj−1. Since
‖M1,tP0‖ = ‖ (ΨTt ′ΨTt)−1 ΨTt ′Pj‖ ≤ 1.2ε, ‖M1,tP ‖ = ‖ (ΨTt ′ΨTt)−1 ΨTt ′Pj‖ ≤ 1.2(ε + SE(Pj−1,Pj)),
thus q00 = 1.2(ε+SE(Pj−1,Pj)). Also, b ≡ b0 = 0.01/f2 which is the upper bound on max-outlier-frac-row(α),
‖E[(eν)t(eν)t′]‖ ≤ (1.2)2λ+v . Thus, with probability at least 1− 10n−10,
SE(Pˆj,0,Pj) ≤ 2.5(3(∆f + 3 · 0.1 · 1.2(ε+ ∆) + λ
+
v
λ−
) ≤ 10∆
Here we used
λ+v
λ− = ε
2 < ∆.
Redefine tˆj = floor(tj/α) + α and Pˆj,0 to denote the estimate from the change interval. To analyze the
next α-interval for new-NORST, we apply Lemma 6.15 with above re-definitions. Thus, q0 = 1.2 · 10∆. We
can conclude that SE(Pˆj,1,Pj) ≤ max(0.3q0, ε) = q1. For the next K − 1 intervals, we apply Lemma 6.16
K − 1 times with qk = 1.2 max(0.25qk−1, ε).
D Proof of PCA-SDDN Corollary with Subspace Change and
Most General PCA Result
D.1 Proof of Corollary 4.14
Proof of Corollary 4.14. We again apply the sin theta theorem, Lemma A.1, with D = 1α
∑
t ytyt
′. Pˆ is the
matrix of top r eigenvectors of D. But we need to pick D0 more carefully now. Let
D0 =
1
α
P ((α− α0)Λ + α0P ′P0ΛP ′0P )P ′
This is a Hermitian matrix as needed by the sin theta theorem, and P is its matrix of top r eigenvectors.
Moreover, it is rank r, so that λr+1(D0) = 0. Notice that
D −D0 = cross + cross′ + noise +
(
1
α
∑
t
`t`
′
t − E[
1
α
∑
t
`t`
′
t]
)
+
(
E[
1
α
∑
t
`t`
′
t]−D0
)
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where cross,noise are as defined earlier with the change that `t is now defined differently. Thus, the
only thing that changes when bounding these is our definition of q. We now let q be the upper bound
on max(‖M1,tP0‖, ‖M1,tP ‖).
For our current model, we have
∑
t `t`
′
t = α0P0ΛP
′
0 + (α − α0)PΛP ′. Since we can always express P0
as P0 = PP
′P0 + P⊥P⊥′P0, we have
1
α
E[
∑
t
`t`
′
t] = D0 + c0P⊥P
′
⊥P0ΛP
′
0P⊥P⊥
′ + c0P⊥P ′⊥P0ΛP
′
0PP
′ + (.)′
with c0 :=
α0
α .
From our assumption, ‖P⊥P ′⊥P0‖ ≤ ∆, ‖P ′P0‖ ≤ 1 and σmin(P ′P0) ≥
√
1−∆2. Thus,
‖E
[
1
α
∑
t
`t`
′
t
]
−D0‖ ≤ c0‖P ′⊥P0‖2λ+ + 2c0‖P ′⊥P0‖λ+ ≤ 3c0∆λ+
and
λr(D0) =
1
α
λmin(((α− α0)Λ + (α0)P ′P0ΛP ′0P ))
≥ (1− c0)λ− + c0σ2min(P ′P0)λ− ≥ (1− c0)λ− + c0(1−∆2)λ− = (1− c0∆2)λ−
Thus, applying Lemma A.1, and using λr+1(D0) = 0,
SE(Pˆ ,P ) ≤ ‖D −D0‖
λr(D0)− λr+1(D0)− ‖D −D0‖
≤ ‖
(
1
α
∑
t `t`
′
t − E
[
1
α
∑
t `t`
′
t
]) ‖+ 3c0∆λ+ + 2‖cross‖+ ‖noise‖
(1− c0∆2)λ− − numerator
To bound ‖ ( 1α∑t `t`′t − E [ 1α∑t `t`′t]) ‖, we apply matrix Bernstein, see Theorem E.2, with Zt = `t`′t.
We have
‖Zt‖ ≤ max(‖P0ata′tP0‖, ‖Pata′tP ‖) = ‖ata′t‖ = ‖at‖2 ≤ µrλ+ = R.
Also, Z ′tZt = ZtZ
′
t and
‖
∑
t
E[ZtZ ′t]‖ = ‖
α0∑
t=1
P0E[ata′tP ′0P0ata′t]P ′0 +
α∑
t=α0+1
PE[ata′tP ′Pata′t]P ′‖
≤ max
t
‖at‖2‖
α0∑
t=1
P0ΛP0 +
α∑
t=α0+1
PΛP ′‖ ≤ R(α0λ+ + (α− α0)λ+) = Rαλ+
Thus,
max(‖ 1
α
∑
t
ZtZ
′
t‖, ‖
1
α
∑
t
Zt
′Zt‖) ≤ Rλ+ = σ2
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By matrix Bernstein with  ≡ λ−, since α ≥ 12Cf2µ.r log n, w.p. at least 1− 2n−10,
‖
(
1
α
∑
t
`t`
′
t − E
[
1
α
∑
t
`t`
′
t
])
‖ ≤ λ−
Thus,
SE(Pˆ ,P ) ≤ 3c0∆λ
+ + λ− + 2‖cross‖+ ‖noise‖
(1− c0∆2)λ− − numerator
≤ 3c0∆λ
+ + λ− + 3
√
bqλ+ + λ+v +H(α)λ
−
(1− c0∆2)λ− − numerator
The last bound follows using the bounds on cross,noise from earlier.
Thus, if 4c0∆f < 0.2 and the bounds from the earlier result hold, then the denominator can be shown
to be greater than 0.4. This finishes our proof.
D.2 Most General PCA Result
Here we state our most general result for PCA in data-dependent noise.
Definition D.1. Let
1. Let Λt = E[atat′], Λ¯ = 1α
∑
t Λt, λ
+
max := maxt ‖Λt‖, λ−avg = λmin(Λ¯) and let f = λ+max/λ−avg denote
the “effective condition number” of Λ¯.
2. Define the following functions of Σv,t:
λ−v,P ,avg := λmin(P
′Σ¯vP ), Σv,t,rest := Σv,t − PP ′Σv,tPP ′, λ+v,rest,max := max
t
λmax(Σv,t,rest),
and
λv,P ,P⊥,max := maxt
‖P⊥′Σv,tP ‖2, λ+v,max := max
t
‖Σv,t‖2.
It is easy to see that λv,P ,P⊥,max ≤ λ+v,rest,max. Also, λ+v,rest,max ≤ λ+v,max, λ−v,P ,avg ≤ λ+v,max.
3. The following factor (noise-to-signal ratio) of uncorrelated noise will used at various places in our
results:
g :=
λ+v,max
λ−avg
4. We also define “effective dimension” for the uncorrelated noise as
rv := max
t
‖vt‖2/λ+v,max
5. Define Σw,t = E[wtwt′], Σ¯w = 1α
∑
t Σw,t and Σw,l,t := E[`twt′ + wt`t′], Σ¯w,l =
1
α
∑
t Σw,l,t and
Σ¯w,rest := Σ¯w,l − PP ′Σ¯w,lPP ′.
6. Let Pˆ denote the matrix of top-r eigenvectors of the sample-covariance matrix, D =
∑
t ytyt
′.
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We have the following result.
Theorem D.2. Given data vectors yt := `t +wt + vt where wt = Mt`t, and vt and `t are uncorrelated,
i.e., E[`tvt′] = 0. Assume that there exist constants q, b < 1 and the matrices Mt can be decomposed as
Mt = M2,tM1,t with M1,t being such that
max
t
‖M1,tP ‖2 ≤ q (17)
and M2,t being such that ‖M2,t‖2 ≤ 1 and∥∥∥∥∥ 1α
α∑
t=1
M2,tM2,t
′
∥∥∥∥∥
2
≤ b (18)
Then we have
SE(Pˆ ,P ) ≤
λv,P ,P⊥,max
λ−avg
+
√
b(2q + q2)f +H(α)
1− λ
+
v,rest,max−λ−v,P ,avg
λ−avg
−√b(2q + q2)f −H(α)−Hdenom(α)
(19)
where H(α) and Hdenom(α) depends on the statistical properties of the data and noise and we have
1. Assume that at’s are bounded s.t. ‖at‖22 ≤ µrλ+ for a numerical constant µ. And vt’s are zero-mean,
mutually independent, bounded r.v.’s (see last item of Definition D.1), have a diagonal covariance Σv,
and are uncorrelated with at’s. Then,
H(α) := C
√
µmax
(
qf
√
r log n
α
,
√
gf
√
rv log n
α
)
Hdenom(α) := cµf
√
r log n
α
as long as the denominator of (19) is positive.
2. If at’s are sub-Gaussian r.v.’s with sub-Gaussian norms bounded by C
√
λ+ and similarly, vt’s are
sub-Gaussian r.v.’s with sub-Gaussian norms bounded by C
√
λ+v and are uncorrelated with at’s.Then
with probability at least 1− 10 exp(−cn),
H(α) := C
√
gf
√
n
α
Hdenom(α) := cµf
√
r + log n
α
Furthermore, when the rank is unknown, we can compute rˆ as
rˆ := arg min{j : λj(D) ≥ 0.5λ−avg} (20)
Then, with probability at least 1− 10n−10, rˆ = r
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D.3 Proof
The overall proof relies on a systematic application of the standard Davis Kahan sin θ theorem [20] summa-
rized here.
Lemma D.3 (Davis-Kahan sin θ theorem). Let D0 be a Hermitian matrix whose span of top r eigenvectors
equals span(P ). Let D be the Hermitian matrix with top r eigenvectors Pˆ . Then,
SE(Pˆ ,P ) ≤ ‖(D −D0)P ‖
λr(D0)− λr+1(D) ≤
‖D −D0‖
λr(D0)− λr+1(D0)− λmax(D −D0) (21)
as long as the denominator is positive. The second inequality follows from the first using Weyl’s inequality.
Recall that we are provided with observations yt = `t +wt +vt. Thus, Σt = E[ytyt′] = PΛtP ′+ Σv,t +
Σw,t + Σw,l,t where Σw,t = MtPΛtP
′Mt′ and Σw,l,t = PΛtP ′Mt′ + MtPΛtP ′. This follows because
the matrices Mt are deterministic but unknown. Since the covariance is non-stationary, we define the time-
averaged covariances as Λ¯ = 1α
∑
t Λt, Σ¯ =
1
α
∑
t Σt Σ¯v =
1
α
∑
t Σv, Σ¯w =
1
α
∑
t Σw, Σ¯w,l =
1
α
∑
t Σw,l,t.
Then it is easy to see that Σ¯v = (PP
′ + P⊥P⊥′)Σ¯v(PP ′ + P⊥P⊥′). Similarly, we can obtain expressions
for Σ¯w and Σ¯w,l. After some simple algebra, it follows that we can define D0 = P [
1
α
∑
t atat
′ + P ′(Σ¯v +
Σ¯w + Σ¯w,l)P ]P
′ to be a Hermitian matrix with Pˆ as the top r eigenvectors, and D = 1α
∑
t ytyt
′ to be a
Hermitian matrix with Pˆ as the top r eigenvectors.
Now, we apply the sin θ theorem
SE(Pˆ ,P ) ≤ ‖(D −D0)P ‖
λr(D0)− λr+1(D) ≤
‖(E[D −D0])P ‖+ ‖(D −D0 − E[D −D0])P ‖
λr(D0)− λr+1(D)
≤ ‖P⊥P⊥
′(Σ¯v + Σ¯w + Σ¯w,l)P ‖+ ‖D −D0 − E[D −D0]‖
λr(D0)− λr+1(D)
:=
‖P⊥P⊥′(Σ¯v + Σ¯w + Σ¯w,l)P ‖+ ‖T1‖
λr(D0)− λr+1(D)
using Weyl’s inequality, and observing that P ′(Σ¯w,l + Σ¯w)P is a positive semidefinite matrix we have that
λr(D0) ≥ λr(Λ¯) + λmin(P ′Σ¯vP ) + λmin(P ′(Σ¯w,l + Σ¯w)P ) + λmin
(
1
α
∑
t
atat
′ − Λ¯
)
≥ λ−avg + λ−v,P ,min −
∥∥∥∥∥ 1α∑
t
atat
′ − Λ¯
∥∥∥∥∥
we will bound the last term using Lemma A.3.
Furthermore,
λr+1(D) ≤ λr+1(D0) + λmax(E[D −D0]) + ‖T1‖
= 0 + λmax(Σ¯v,rest + Σ¯w,rest + Σ¯w,l,rest) + ‖T1‖
≤ λmax(Σ¯v,rest) + λmax(Σ¯w,rest) + λmax(Σ¯w,rest) + ‖T1‖
≤ λ+v,rest,max + 2‖Σ¯w‖+ 2‖Σ¯w,l‖+ ‖T1‖ (22)
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Consider the numerator term
‖P⊥P⊥′(Σ¯v + Σ¯w + Σ¯w,l)P ‖ ≤ ‖P⊥P⊥′Σ¯vP ‖+ ‖P⊥P⊥′Σ¯wP ‖+ ‖P⊥P⊥′Σ¯w,lP ‖
≤ λv,P ,P⊥,max + ‖P⊥P⊥′Σ¯wP ‖+ ‖P⊥P⊥′Σ¯w,lP ‖
In the last term of the r.h.s. above, notice that due to the projection matrix P⊥P⊥′, the first term of
Σ¯w,l is nullified, and hence we need to consider only Σ¯w and the second term of Σ¯w,l. Both these terms
are bounded using Cauchy-Schwartz inequality for matrices as follows. Recall that Mt = M2,tM1,t with
‖ 1α
∑
tM2,tM2,t
′‖ ≤ b and ‖M1,tP ‖ ≤ q < 1. Thus,∥∥∥∥∥ 1α∑
t
MtPΛtP
′M1,t′M2,t′
∥∥∥∥∥
2
2
≤
∥∥∥∥∥ 1α∑
t
MtPΛtP
′M1,t′M1,tPΛtP ′Mt′
∥∥∥∥∥
2
∥∥∥∥∥ 1α∑
t
M2,tM2,t
′
∥∥∥∥∥
2
≤ max
t
‖MtPΛtP ′M1,t′‖22 b ≤ (q2λ+max)2b. (23)
The cross term can be bounded in a similar fashion∥∥∥∥∥ 1α∑
t
M2,tM1,tPΛtP
′
∥∥∥∥∥
2
2
≤
∥∥∥∥∥ 1α∑
t
PΛtP
′M1,t′M1,tPΛtP ′
∥∥∥∥∥
2
∥∥∥∥∥ 1α∑
t
M2,tM2,t
′
∥∥∥∥∥
2
≤ max
t
‖M1,tPΛtP ′‖22 b ≤ (qλ+max)2b. (24)
From these, it is easy to see that
‖P⊥P⊥′Σ¯w,lP ‖+ ‖P⊥P⊥′Σ¯wP ‖ ≤ qλ+(1 + q)
√
b ≤ 2
√
bqλ+max
Finally for the denominator,
‖Σ¯w‖+ ‖Σ¯w,l‖ ≤ qλ+max(2 + q)
√
b ≤ 3
√
bqλ+max
Using these bounds, we conclude that
SE(Pˆ ,P ) ≤ λv,P ,P⊥,max + 2
√
bqλ+max + ‖T1‖
λ−avg + λ−v,P ,avg − λ+v,rest,max − 6
√
bqλ+max −
∥∥ 1
α
∑
t atat
′ − Λ¯∥∥− ‖T1‖
=
λv,P ,P⊥,max+2
√
bqλ+max
λ−avg+λ
−
v,P ,avg
+ ‖T1‖
λ−avg
1− λ
+
v,rest,max+6
√
bqλ+max
λ−avg+λ
−
v,P ,avg
− ‖
1
α
∑
t atat
′−Λ¯‖+‖T1‖
λ−avg
≤
λv,P ,P⊥,max
λ−avg+λ
−
v,P ,min
+ 2
√
bqf + ‖T1‖
λ−avg
1− λ
+
v,rest,max
λ−avg+λ
−
v,P ,avg
− 6√bqf − ‖
1
α
∑
t atat
′−Λ¯‖+‖T1‖
λ−avg
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To bound ‖T1‖2 and ‖ 1α
∑
t ata
′
t − Λ¯‖2, we use concentration bounds from the Lemma A.3. Notice that
T1 =
1
α
∑
t
(vtvt
′ − E[vtvt′])] + 1
α
∑
t
(wtwt
′ − E[wtwt′])]
+
1
α
∑
t
(`twt
′ − E[`twt′])] + 1
α
∑
t
(wt`t
′ − E[wt`t′])] + 1
α
∑
t
`tvt
′ +
1
α
∑
t
wtvt
′
=⇒ ‖T1‖ ≤
∥∥∥∥∥ 1α∑
t
(vtvt
′ − E[vtvt′])]
∥∥∥∥∥+
∥∥∥∥∥ 1α∑
t
(wtwt
′ − E[wtwt′])]
∥∥∥∥∥
+ 2
∥∥∥∥∥ 1α∑
t
(`twt
′ − E[`twt′])]
∥∥∥∥∥+
∥∥∥∥∥ 1α∑
t
`tvt
′
∥∥∥∥∥+
∥∥∥∥∥ 1α∑
t
wtvt
′
∥∥∥∥∥
≤ c√µg
√
rv log n
α
λ−avg + c
√
µq2f
√
r log n
α
λ−avg + c
√
µqf
√
r log n
α
λ−avg
+ c
√
µ
√
gf
√
max(rv, r) log n
α
λ−avg + c
√
µq
√
gf
√
max(rv, r) log n
α
λ−avg
≤ C√µmax
(
qf
√
r log n
α
,
√
gf
√
rv log n
α
)
λ−avg := H(α)λ
−
avg
where the last line follows from using q ≤ 1, g ≤ f , and r ≤ rv. The bound on ‖ 1α
∑
t ata
′
t − Λ¯‖2 follows
directly from the first item of Lemma A.3.
Sub-Gaussian data and noise. For the setting where the data and noise are drawn from a sub-Gaussian
distribution, the only thing that changes is the bounds on “statistical errors”. We will need the following
result. Its proof follows from Lemma [42, Theorem 4.6.1] with one change: since the matrix is not symmetric,
we use ‖LV ′‖ = maxz1,z2 |z1′LV ′z2|.
Lemma D.4. Let xi, i = 1, 2, . . . , N , and Yi, i = 1, 2, . . . , N be zero mean sub-Gaussian random vectors with
sub-Gaussian norms bounded by Kx and Ky respectively. Each xi,Yi is in Rn. Also {xi,Yi}, i = 1, 2, . . . , N
are mutually independent. Then,
Pr
(∥∥∥∥∥ 1N ∑
i
xiYi
′ − E
[
1
N
∑
i
xiYi
′
]∥∥∥∥∥ ≤ t
)
≥ 1− 2 exp
(
n log 9− t
2N
16c(KxKy)
)
Using the above result, we get the following bounds for the statistical errors.
Lemma D.5. Under conditions of Theorem 3.10 if the data and noise follow the sub-Gaussian model, with
probability at least 1− 2 exp(−cn)∥∥∥∥∥ 1α∑
t
`tvt
′
∥∥∥∥∥
2
≤ C
√
gf
√
n
α
λ−avg∥∥∥∥∥ 1α∑
t
vtvt
′ − 1
α
E
[∑
t
vtvt
′
]∥∥∥∥∥
2
≤ C√µg
√
n
α
λ−avg∥∥∥∥∥ 1α∑
t
wtvt
′
∥∥∥∥∥
2
≤ C√µq
√
gf
√
n
α
λ−avg
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Proof. Consider the `tvt
′ term. Apply Lemma D.4 with xt = `t, Yt = vt, N ≡ α. Recall that E[`tvt′] = 0.
Furthermore, for bounded r.v.’s the sub-Gaussian norm is equal to the bound thus Kx = c
√
λ+max and
Ky = c
√
λ+v,max, thus KxKy = c
√
λ+maxλ
+
v,max Set t = 0,vλ
−
avg with 0,v = c
√
gf
√
n
α . Then with probability
at least 1− 2 exp(−cn) ∥∥∥∥∥ 1α∑
t
`tvt
′
∥∥∥∥∥
2
≤ c
√
gf
√
n
α
λ−avg
The proof for vtvt
′ and wtwt′ follows exactly in the same way.
Observe that the bounds on the other terms follow in exactly the same way.
Remark D.6 (Bias and Statistical Error). In Theorem D.2, notice that (19) can also be written as
SE(Pˆ ,P ) ≤ 1
denominator
·
 λv,P ,P⊥,maxλ−avg + λ−v,P ,avg +
√
b(2q + q2)f︸ ︷︷ ︸
Bias−Error
+ H(α)︸ ︷︷ ︸
Stat−Error

where the first term denotes the bias error. This quantifies the distance between the desired subspace, and
the top-r eigenvectors of the population covariance matrix. The second term is the statistical error which
quantifies the distance between the top-r eigenvectors of the population covariance and the sample covariance.
The statistical error can be made arbitrarily small by increasing the number of samples, α whereas the bias
error is a function of the data-noise model. It is not possible to completely de-couple the two terms, due to
a technical reason. Doing this will come at an additional factor of 1/2 when applied to the NORST.
E Theorems we use and Proofs of Auxiliary Lemmas
Proof of Lemma 6.21. The proof of upper bound follows from triangle inequality as
SE(Q1,Q3) = ‖(I −Q1Q1′)Q3‖ = ‖(I −Q1Q1′)(I −Q2Q2′ +Q2Q2′)Q3‖
≤ ‖(I −Q1Q1′)(I −Q2Q2′)Q3‖+ ‖(I −Q1Q1′)Q2Q2′Q3‖
≤ ‖(I −Q1Q1′)‖ SE(Q2,Q3) + SE(Q1,Q2) ‖Q2′Q3‖ ≤ ∆1 + ∆2
We now obtain the lower bound
SE(Q1,Q3) = ‖(I −Q1Q1′)Q3‖ = ‖(I −Q1Q1′ −Q2Q2′ +Q2Q2′)Q3‖
≥ ‖(I −Q2Q2′)Q3‖ − ‖(Q2Q2′ −Q1Q1′)Q3‖
≥ SE(Q2,Q3)− ‖Q2Q2′ −Q1Q1′‖
≥ SE(Q2,Q3)− 2SE(Q1,Q2)
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Theorem E.1 (Cauchy-Schwartz for sums of matrices [11]). For matrices X and Y we have∥∥∥∥∥ 1α∑
t
XtYt
′
∥∥∥∥∥
2
≤
∥∥∥∥∥ 1α∑
t
XtXt
′
∥∥∥∥∥
∥∥∥∥∥ 1α∑
t
YtYt
′
∥∥∥∥∥ (25)
The following theorem is adapted from [38].
Theorem E.2 (Matrix Bernstein [38]). Given an α-length sequence of n1×n2 dimensional random matrices
and a r.v. X. Assume the following holds. For all X ∈ C, (i) conditioned on X, the matrices Zt are mutually
independent, (ii) P(‖Zt‖ ≤ R|X) = 1, and (iii) max
{∥∥ 1
α
∑
t E[Zt′Zt|X]
∥∥ , ∥∥ 1α∑t E[ZtZt′|X]∥∥} ≤ σ2.
Then, for an  > 0 and for all X ∈ C,
P
(∥∥∥∥∥ 1α∑
t
Zt
∥∥∥∥∥ ≤
∥∥∥∥∥ 1α∑
t
E[Zt|X]
∥∥∥∥∥+ 
∣∣∣∣X
)
≥ 1− (n1 + n2) exp
( −α2
2 (σ2 +R)
)
. (26)
The following theorem is adapted from [42].
Theorem E.3 (Sub-Gaussian Rows [42]). Given an N -length sequence of sub-Gaussian random vectors wi in
Rnw , an r.v X, and a set C. Assume the following holds. For all X ∈ C, (i) wi are conditionally independent
given X; (ii) the sub-Gaussian norm of wi is bounded by K for all i. Let W := [w1,w2, . . . ,wN ]
′. Then
for an  ∈ (0, 1) and for all X ∈ C
P
(∥∥∥∥ 1NW ′W − 1N E[W ′W |X]
∥∥∥∥ ≤ ∣∣∣∣X) ≥ 1− 2 exp(nw log 9− c2N4K4
)
. (27)
F Obtaining a result similar to that of [18] for NORST
It is possible to relax the lower bound on outlier magnitudes if not all of the subspace directions change at
a given subspace change time. Suppose that only rch < r directions change. When rch = 1, we recover the
guarantee of [18] but for NORST (which is a simpler algorithm than s-reprocs).
Let Pj−1,fix denote a basis for the fixed component of Pj−1 and let Pj−1,ch denote a basis for its changing
component. Thus, Pj−1R = [Pj−1,fix,Pj−1,ch], where R is a r × r rotation matrix. We have
Pj = [Pj−1,fix,Pj,chd] (28)
where Pj,chd is the changed component and has the same dimension as Pj−1,ch. Thus,
SE(Pj−1,Pj) = SE(Pj−1,ch,Pj,chd) (29)
and so ∆ = maxj SE(Pj−1,Pj) = maxj SE(Pj−1,ch,Pj,chd). Let λ+ch denote the largest eigenvalue along any
direction in Pj,chd.
Corollary F.1. In Algorithm 1, replace line 17 by Pˆ(t) ← basis(Pˆj−1, Pˆj,k). For basis matrices P1,P2,
we use P = basis(P1,P2) to mean that P is a basis matrix with column span equal to the column span of
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[P1,P2]. Assume that (28) and (29) hold. Also assume that the conditions of Theorem 3.10 holds with the
lower bound on xmin relaxed to xmin ≥ C(ε
√
µ(r − rch)λ+ + (ε + ∆)
√
µrchλ
+
ch). Then, all conclusions of
Theorem 3.10 hold.
Proof of Corollary F.1. The proof is very similar to that of Theorem 3.10. The only changes occur in the
(a) Projected CS step. With the subspace change model, we define `t = P(t)at :=
[
Pj−1,fix Pj,chd
] [at,fix
at,chd
]
where at,fix is a (r − rch) × 1 dimensional vector and at,chd is a rch × 1 dimensional vector. In the first
α frames after the j-th subspace changes (or, the j-th subspace change is detected in the automatic case),
recall that Pˆ(t) = Pˆj−1. Thus, SE(Pˆ(t),Pj−1,fix) = SE(Pˆj−1,Pj−1,fix) ≤ SE(Pˆj−1,Pj−1) ≤ ε and so, the
error can be bounded as
‖Ψ`t‖ ≤ ‖ΨPj−1,fixat,fix‖+ ‖ΨPj,chdat,chd‖ ≤ ε
√
µ(r − rch)λ+ + (ε+ SE(Pj−1,Pj))
√
µrchλ
+
ch
In the second α frames, have Pˆ(t) = basis(Pˆj−1, Pˆj,1). Thus SE(Pˆ(t),Pj−1,fix) ≤ SE(Pˆj−1,Pj−1,fix) ≤
SE(Pˆj−1,Pj−1) ≤ ε and SE(Pˆ(t),Pj,chd) ≤ SE(Pˆj,1,Pj,chd) ≤ SE(Pˆj,1,Pj) ≤ 0.3 · (ε+ SE(Pj−1,Pj)). Thus,
the error in the sparse recovery step in the interval after the first subspace update is performed is given as
‖Ψ`t‖ ≤ ε
√
µ(r − rch)λ+ + 0.3 · (ε+ SE(Pj−1,Pj))
√
µrchλ
+
ch
The rest of the proof follows as before. The error after the k-th subspace update is also bounded using the
above idea.
(b) Subspace Detection step: The proof of the subspace detection step follows exactly analogous to Lemma
6.19. One minor observation is noting that SE(Pj−1,PJ) = SE(Pj−1,ch,Pj,chd) in the proof of part (a) of
Lemma 6.19. The rest of the argument is exactly the same.
G Synthetic Experiments Extra Details
All time comparisons are performed on a Desktop Computer with Intel
R©
Xeon E3-1240 8-core CPU @
3.50GHz and 32GB RAM and all synthetic data experiments are averaged over 100 independent trials.
The codes are available at https://github.com/praneethmurthy/NORST. Algorithm Parameters. For l1
minimization we used the YALL-1 toolbox and set the tolerance to 10−4. For the least-squares step we use
the Conjugate Gradient Least Squares instead of the well-known “backslash” operator in MATLAB since this
is a well conditioned problem. For this we set the tolerance as 10−10 and the number of iterations as 10.
We have not done any code optimization such as use of MEX files for various sub-routines to speed up our
algorithm.
Data Generation. For the phase transition plot, for each pair of {b0, r} we used the Bernoulli model for
sparse support generation, the low rank matrix is generated exactly as done in the previous experiments
with the exception that again to provide an equal footing, we increased the “subspace change” by setting
γ1 and γ2 to 10 times the value that was used in the previous experiment. For the first ttrain frames we
used b0 = 0.02. We provide the phase transition plots for both algorithm in Fig. 1. Here, white represents
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success while black represents failure. As can be seen, NORST is able to tolerate a much larger fraction of
outlier-per-row as compared to AltProj.
Real Data descriptions. Meeting Room (MR) dataset: The meeting room sequence is set of 1964 images of
resolution 64× 80. The first 1755 frames consists of outlier-free data. Henceforth, we consider only the last
1209 frames. For NORST, we used ttrain = 400. In the first 400 frames, a person wearing a black shirt walks
in, writes something on the board and goes back. In the subsequent frames, the person walks in with a white
shirt. This is a challenging video sequence because the color of the person and the color of the curtain are
hard to distinguish. NORST is able to perform the separation at around 43 frames per second. We present
the results in Fig. 4
Lobby (LB) dataset: This dataset contains 1555 images of resolution 128× 160. The first 341 frames are
outlier free. Here we use the first 400 “noisy” frames as training data. The Alt Proj algorithm is used to
obtain an initial estimate with rank, r = 40. The parameters used in all algorithms are exactly the same as
above. NORST achieves a “test” processing rate of 16 frames-per-second.
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