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In this paper, we introduce two new subclasses of p-valent analytic functions defined
by means of fractional derivative of order δ. We obtained the various results including
coefficient bounds and distortion inequalities for these function classes. Furthermore,
we determine some inclusion relations for the (n, p, ε)-neighborhoods of a family of
p-valent analytic functionswith negative coefficientswhich is definedbymeans of a certain
nonhomogeneous Cauchy–Euler differential equation.
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1. Introduction and definitions
Let A (p, n) denote the class of functions f (z) of the form
f (z) = zp +
∞−
k=n
ap+kzp+k (n, p ∈ N = {1, 2, . . .}) , (1.1)
which are analytic and multivalent in the open unit disc U = {z : z ∈ C, |z| < 1}.
We denote by T (p, n), the subclass of the class A (p, n) consisting of functions of the form
f (z) = zp −
∞−
k=n
ap+kzp+k

ap+k ≥ 0; n, p ∈ N

. (1.2)
The fractional integral and fractional derivative of order δ are defined as follows (e.g., [1,2]).
Definition 1.1. The fractional integral of order δ is defined by
D−δz f (z) =
1
Γ (δ)
∫ z
0
f (ζ )
(z − ζ )1−δ dζ δ > 0, (1.3)
where f (z) is an analytic function in a simply connected region of the z-plane containing the origin and multiplicity of
(z − ζ )δ−1 removed by requiring log (z − ζ ) to be real when z − ζ > 0.
∗ Corresponding author.
E-mail addresses: faltuntas@atauni.edu.tr (F. Sağsöz), mkamali@atauni.edu.tr (M. Kamali).
0898-1221/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2011.06.019
F. Sağsöz, M. Kamali / Computers and Mathematics with Applications 62 (2011) 1772–1779 1773
Definition 1.2. The fractional derivative of order δ is defined, for a function f (z), by
Dδz f (z) =
1
Γ (1− δ)
d
dz
∫ z
0
f (ζ )
(z − ζ )δ dζ , (1.4)
where 0 ≤ δ < 1, f (z) is an analytic function in a simply-connected region of the z-plane containing the origin and the
multiplicity of (z − ζ )−δ is removed as in Definition 1.1 above.
Definition 1.3. Under the hypotheses of Definition 1.1, the fractional derivative of order (n+ δ) is defined by
Dn+δz f (z) =
dn
dzn
Dδz f (z) (0 ≤ δ < 1, n ∈ N0 = N ∪ {0}) . (1.5)
(a)ν denotes the Pochhammer symbol, since
(1)n = n! for n ∈ N0 := N ∪ {0} ,
defined (for a, ν ∈ C and in terms of the Gamma function) by
(a)ν = Γ (a+ ν)
Γ (a)
=

1, (ν = 0, a ∈ C− {0}) ,
a (a+ 1) . . . (a+ n− 1) , (ν = n ∈ N; a ∈ C) . (1.6)
We give the following equalities for the functions f (z) belong to the class T (p, n):
D0f (z) = f (z)
D1f (z) = Df (z) = z(D0f (z))′ = z

pzp−1 −
∞−
k=n
(p+ k)ap+kzp+k−1

= pzp −
∞−
k=n
(p+ k)ap+kzp+k
D2f (z) = D(Df (z)) = z D1f (z)′ = z pzp − ∞−
k=n
(p+ k)ap+kzp+k
′
= p2zp −
∞−
k=n
(p+ k)2ap+kzp+k
...
DΩ f (z) = D DΩ−1f (z) = pΩzp − ∞−
k=n
(p+ k)Ωap+kzp+k. (1.7)
UsingDδz f (z), we can write
Dδz D
Ω f (z) = 1
Γ (1− δ)
d
dz
∫ z
0
DΩ f (ζ )
(z − ζ )δ dζ =
1
Γ (1− δ)
d
dz
∫ z
0

pΩζ p −
∞∑
k=n
(p+ k)Ω ap+kζ p+k
(z − ζ )δ
 dζ
= 1
Γ (1− δ)p
ΩB (1− δ, p+ 1) (p− δ + 1) zp−δ
− 1
Γ (1− δ)
∞−
k=n
(p+ k)ΩB (1− δ, p+ k+ 1) (p+ k− δ + 1) ap+kzp+k−δ
= pΩ (p+ 1− δ)δ zp−δ −
∞−
k=n
(p+ k)Ω (p+ k+ 1− δ)δ ap+kzp+k−δ
= (p+ 1− δ)δ z−δ

pΩzp −
∞−
k=n
(p+ k)Ω (p+ k+ 1− δ)δ
(p+ 1− δ)δ
ap+kzp+k

. (1.8)
Thus, we obtain
1
(p+ 1− δ)δ
zδDδz D
Ω f (z) = pΩzp −
∞−
k=n
(p+ k)Ω (p+ k+ 1− δ)δ
(p+ 1− δ)δ
ap+kzp+k. (1.9)
Now we give a generalization subclass of multivalent functions as follows:
Let ∇f (z) = 1(p+1−δ)δ zδDδz DΩ f (z). We define ℘ : A (p, n)→ A (p, n) such that
℘ (Ω, λ, p, δ) =

1
pΩ
− λ

∇f (z)+ λp z
∇f (z)′ 0 ≤ λ ≤ 1pΩ , 0 ≤ δ < 1,Ω ∈ N ∪ {0}

. (1.10)
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A function f (z) ∈ A (p, n) is said to be in the class ℑ (δ;Ω, λ, p, α) if it satisfies the inequality
Re

z(℘ (Ω, λ, p, δ))′
℘ (Ω, λ, p, δ)

= Re
δ

1
pΩ − λ

+ δλp

zδD
δ
z D
Ω f (z)+

1
pΩ − λ

+ λ(2δ+1)p

zδ+1Dδ+1z DΩ f (z)+ λp z
δ+2
Dδ+2z DΩ f (z)
1
pΩ − λ

+ λδp

zδDδz DΩ f (z)+ λp zδ+1Dδ+1z DΩ f (z)

> α (1.11)
for some α(0 ≤ α < p), 0 ≤ λ ≤ 1pΩ , 0 ≤ δ < 1,Ω ∈ N
 {0} and for all z ∈ U .
Also, we define the class ℑ∗ (δ;Ω, λ, p, α) by
ℑ∗ (δ;Ω, λ, p, α) = ℑ (δ;Ω, λ, p, α) ∩ T (p, n) . (1.12)
Remark 1.4. If we take δ = 0 in (1.11), we get following class:
A function f (z) ∈ A (p, n) is said to be in the class ℑ (Ω, λ, p, α) if it satisfies the
Re
z

1
pΩ +

1
p − 1

λ

(DΩ f (z))′ + λp z

DΩ f (z)
′′
1
pΩ − λ

DΩ f (z)+ λp z

DΩ f (z)
′
 > α
for some α(0 ≤ α < p), 0 ≤ λ ≤ 1pΩ ,Ω ∈ N ∪ {0} and for all z ∈ U . This class was studied by Kamali and Sağsöz [3].
Remark 1.5. If we take δ = 0,Ω = 0, p = 1 in (1.11), we get following class:
A function f (z) ∈ A (p, n) is said to be in the class P(n, λ, α) if it satisfies
Re

zf
′
(z)+ λz2f ′′ (z)
λzf ′ (z)+ (1− λ) f (z)

> α
for some α (0 ≤ α < 1) , 0 ≤ λ ≤ 1 and for all z ∈ U . This class was studied by Altıntaş [4].
Remark 1.6. If we take λ = 0, δ = 0,Ω = 0 in (1.11), we get following class:
A function f (z) ∈ A (p, n) is said to be in the class S (p, n, α) of p-valently starlike functions of order α if it satisfies the
condition
Re

zf
′
(z)
f (z)

> α (0 ≤ α < p) .
This class was studied by Owa [5].
Next, the earlier investigations by Goodman [6,7], Ruscheweyh [8], Altıntaş and Owa [9] and Altıntaş et al. [10], we define
the (n, p, ε)-neighborhood of a function f (z) ∈ T (p, n) by
N εn,p
∇f ,∇g = g ∈ T (p, n) : g (z) = zp − ∞−
k=n
bp+kzp+k,
∞−
k=n
(p+ k)Ω+1 (p+ k+ 1− δ)δ
(p+ 1− δ)δ
ap+k − bp+k ≤ ε . (1.13)
It follows from (1.13) that, if
h (z) = zp (p ∈ N) , (1.14)
then
N εn,p
∇h,∇g = g ∈ T (p, n) : g (z) = zp − ∞−
k=n
bp+kzp+k,
∞−
k=n
(p+ k)Ω+1 (p+ k+ 1− δ)δ
(p+ 1− δ)δ
bp+k ≤ ε . (1.15)
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Finally, we denote byK (δ;Ω, λ, p, α, µ) the subclass of the general class T (p, n) consisting of functions f (z) ∈ T (p, n)
satisfying the following nonhomogeneous Cauchy–Euler differential equation:
z2
d2w
dz2
+ 2 (µ+ 1) z dw
dz
+ µ (µ+ 1) w = (p+ µ) (p+ µ+ 1)∇g (z) , (1.16)
wherew = ∇f (z) = 1(p+1−δ)δ zδD
δ
z D
Ω f (z) , f (z) ∈ T (p, n) , g = g (z) ∈ ℑ∗ (δ;Ω, λ, p, α) and µ > −p (µ ∈ R).
Themain object of the presentwork is to give coefficient bounds and distortion inequalities of analytic p-valent functions
belonging to the subclasses
ℑ∗ (δ;Ω, λ, p, α) and K (δ;Ω, λ, p, α, µ) .
Also, we obtain some inclusion relations for the (n, p, ε)-neighborhood of analytic p-valent functions belonging to each of
these subclasses.
2. Coefficient bounds and distortion inequalities
First, we begin by giving a coefficient inequality for the class ℑ∗ (δ;Ω, λ, p, α).
Lemma 2.1. Let the function f (z) ∈ T (p, n) be defined by (1.2). Then f (z) is in the class ℑ∗ (δ;Ω, λ, p, α) if and only if
∞−
k=n

p+ k
p
Ω 
1+ λkpΩ−1 (p+ k+ 1− δ)δ (p+ k− α) ap+k ≤ (p− α) (p+ 1− δ)δ , (2.1)
where 0 ≤ λ ≤ 1pΩ , 0 ≤ δ < 1,Ω ∈ N ∪ {0}.
Proof. Suppose that f (z) ∈ ℑ∗ (δ;Ω, λ, p, α). Then, we find from (1.11) that
Re

(p+ 1− δ)δ pzp −
∞∑
k=n

p+k
p
Ω
(p+ k) 1+ λkpΩ−1 (p+ k+ 1− δ)δ ap+kzp+k
(p+ 1− δ)δ zp −
∞∑
k=n

p+k
p
Ω 
1+ λkpΩ−1 (p+ k+ 1− δ)δ ap+kzp+k
 > α. (2.2)
If we choose z to be real and let z → 1−, we arrive easily the inequality (2.1).
Conversely, suppose that the inequality (2.1) holds true and let z ∈ ∂U = {z : z ∈ C, |z| = 1}.
Then, we find from the Definition 1.2 that z (℘ (Ω, λ, p, δ))′℘ (Ω, λ, p, δ) − p

=

(p+ 1− δ)δ pzp −
∞∑
k=n

p+k
p
Ω
(p+ k) 1+ λkpΩ−1 (p+ k+ 1− δ)δ ap+kzp+k
(p+ 1− δ)δ zp −
∞∑
k=n

p+k
p
Ω 
1+ λkpΩ−1 (p+ k+ 1− δ)δ ap+kzp+k − p

=

∞∑
k=n
k

p+k
p
Ω 
1+ λkpΩ−1 (p+ k+ 1− δ)δ ap+kzk
(p+ 1− δ)δ −
∞∑
k=n

p+k
p
Ω 
1+ λkpΩ−1 (p+ k+ 1− δ)δ ap+kzk

≤
∞∑
k=n
k

p+k
p
Ω 
1+ λkpΩ−1 (p+ k+ 1− δ)δ ap+k
(p+ 1− δ)δ −
∞∑
k=n

p+k
p
Ω 
1+ λkpΩ−1 (p+ k+ 1− δ)δ ap+k .
By means of inequality (2.1), we can write
∞−
k=n

p+ k
p
Ω 
1+ λkpΩ−1 (p+ k+ 1− δ)δ (p+ k− α) ap+k ≤ (p− α) (p+ 1− δ)δ
⇒
∞−
k=n
k

p+ k
p
Ω 
1+ λkpΩ−1 (p+ k+ 1− δ)δ ap+k
≤ (p− α)

(p+ 1− δ)δ −
∞−
k=n

p+ k
p
Ω 
1+ λkpΩ−1 (p+ k+ 1− δ)δ ap+k

.
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Thus we obtain z (℘ (Ω, λ, p, δ))′℘ (Ω, λ, p, δ) − p

≤
∞∑
k=n
k

p+k
p
Ω 
1+ λkpΩ−1 (p+ k+ 1− δ)δ ap+k
(p+ 1− δ)δ −
∞∑
k=n

p+k
p
Ω 
1+ λkpΩ−1 (p+ k+ 1− δ)δ ap+k
≤
(p− α)

(p+ 1− δ)δ −
∞∑
k=n

p+k
p
Ω 
1+ λkpΩ−1 (p+ k+ 1− δ)δ ap+k
(p+ 1− δ)δ −
∞∑
k=n

p+k
p
Ω 
1+ λkpΩ−1 (p+ k+ 1− δ)δ ap+k
= p− α.
This evidently completes the Proof of Lemma 2.1. 
If we takeΩ = 0, δ = 0, p = 1 in Lemma 2.1, then we obtain Theorem 2.2.
Theorem 2.2. A function f (z) ∈ A (n) is in the class P (n, λ, α) if and only if
∞−
k=n
(k+ 1− α) (1+ λk) ak+1 ≤ 1− α.
This result agree with Theorem 1 in [4].
Lemma 2.3. Let the function f (z) given by (1.2) be in the class ℑ∗ (δ;Ω, λ, p, α). Then
∞−
k=n
(p+ k)Ω (p+ k+ 1− δ)δ ap+k ≤ p
Ω (p− α) (p+ 1− δ)δ
1+ λnpΩ−1 (n+ p− α) , (2.3)
∞−
k=n
(p+ k)Ω+1 (p+ k+ 1− δ)δ ap+k ≤ p
Ω (p+ n) (p− α) (p+ 1− δ)δ
1+ λnpΩ−1 (n+ p− α) . (2.4)
Proof. By using Lemma 2.1, we find (2.1) that
1
pΩ

1+ λnpΩ−1 (n+ p− α) ∞−
k=n
(p+ k)Ω (p+ k+ 1− δ)δ ap+k
≤
∞−
k=n

p+ k
p
Ω 
1+ λkpΩ−1 (p+ k− α) (p+ k+ 1− δ)δ ap+k
≤ (p− α) (p+ 1− δ)δ (2.5)
which immediately yields the first assertion (2.3) of Lemma 2.3.
For the proof of second assertion, by appealing to (2.1), we also obtain
1
pΩ

1+ λnpΩ−1  ∞−
k=n
(p+ k)Ω+1 (p+ k+ 1− δ)δ ap+k − α
∞−
k=n
(p+ k)Ω (p+ k+ 1− δ)δ ap+k

≤ (p− α) (p+ 1− δ)δ , (2.6)
by using (2.3) in (2.6), we can get the assertion (2.4) of Lemma 2.3. 
The distortion inequalities for functions in the classK (δ;Ω, λ, p, α, µ) are given by Theorem 2.4 below.
Theorem 2.4. Let a function f (z) ∈ T (p, n) be in the classK (δ;Ω, λ, p, α, µ). Then
|f (z)| ≤ |z|p +

p
n+ p
Ω
(p− α) (p+ µ) (p+ µ+ 1) (p+ 1− δ)δ
(n+ p− α) (n+ p+ µ) 1+ λnpΩ−1 (n+ p+ 1− δ)δ |z|n+p (2.7)
|f (z)| ≥ |z|p −

p
n+ p
Ω
(p− α) (p+ µ) (p+ µ+ 1) (p+ 1− δ)δ
(n+ p− α) (n+ p+ µ) 1+ λnpΩ−1 (n+ p+ 1− δ)δ |z|n+p . (2.8)
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Proof. Suppose that a function f (z) ∈ T (p, n) is given by (1.2) and also let the function g (z) ∈ ℑ∗ (δ;Ω, λ, p, α) occurring
in the nonhomogeneous differential equation (1.16) be given as in the Definitions 1.2 and 1.3 with of course
bp+k ≥ 0 (p ∈ N, k = n, n+ 1, n+ 2, . . .) .
Then we easily find from (1.16) that
ap+k = (p+ µ) (p+ µ+ 1)
(p+ k+ µ) (p+ k+ µ+ 1)bp+k (p ∈ N, k = n, n+ 1, n+ 2, . . .) . (2.9)
So that
f (z) = zp −
∞−
k=n
ap+kzp+k = zp −
∞−
k=n
(p+ µ) (p+ µ+ 1)
(p+ k+ µ) (p+ k+ µ+ 1)bp+kz
p+k, (2.10)
|f (z)| ≤ |z|p + |z|n+p
∞−
k=n
(p+ µ) (p+ µ+ 1)
(p+ k+ µ) (p+ k+ µ+ 1)bp+k. (2.11)
Since g (z) ∈ ℑ∗ (δ;Ω, λ, p, α), the first assertion (2.3) of Lemma 2.3 yields the following inequality:
bp+k ≤  pn+ p
Ω
(p− α) (p+ 1− δ)δ
(n+ p− α) 1+ λnpΩ−1 (n+ p+ 1− δ)δ . (2.12)
From (2.11) and (2.12) we obtain
|f (z)| ≤ |z|p + |z|n+p

p
n+ p
Ω
(p− α) (p+ µ) (p+ µ+ 1) (p+ 1− δ)δ
(n+ p− α) 1+ λnpΩ−1 (n+ p+ 1− δ)δ
×
∞−
k=n
1
(p+ k+ µ) (p+ k+ µ+ 1) , (2.13)
and also consider the following telescopic sum:
∞−
k=n
1
(p+ k+ µ) (p+ k+ µ+ 1) =
∞−
k=n

1
p+ k+ µ −
1
p+ k+ µ+ 1

= 1
n+ p+ µ, (2.14)
where µ ∈ R − {−n− p,−n− p− 1, . . .}. The assertion (2.7) of Theorem 2.4 follows from (2.13). The second assertion
(2.8) of Theorem 2.4 can be proven by similarly applying (2.10), (2.12)–(2.14). 
LettingΩ = 0, λ = 0, δ = 0 andΩ = 1, λ = 0, δ = 0 in Theorem 2.4, we obtain the following corollaries, respectively
(see, [11]).
Corollary 2.5. If the function f and g satisfy the nonhomogeneous Cauchy–Euler differential equation (1.16)with g ∈ S∗n (p, α),
then
|f (z)| ≤ |z|p + (p− α) (p+ µ) (p+ µ+ 1)
(n+ p− α) (n+ p+ µ) |z|
n+p ,
|f (z)| ≥ |z|p − (p− α) (p+ µ) (p+ µ+ 1)
(n+ p− α) (n+ p+ µ) |z|
n+p .
(2.15)
Corollary 2.6. If the function f and g satisfy the nonhomogeneous Cauchy–Euler differential equation (1.16)with g ∈ Cn (p, α),
then
|f (z)| ≤ |z|p + p (p− α) (p+ µ) (p+ µ+ 1)
(n+ p− α) (n+ p+ µ) (n+ p) |z|
n+p ,
|f (z)| ≥ |z|p − p (p− α) (p+ µ) (p+ µ+ 1)
(n+ p− α) (n+ p+ µ) (n+ p) |z|
n+p .
(2.16)
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3. Neighborhoods for the classes ℑ∗(δ;Ω, λ, p, α) andK(δ;Ω, λ, p, α,µ)
In this section, we establish several inclusion relations for the classes ℑ∗ (δ;Ω, λ, p, α) and K (δ;Ω, λ, p, α, µ)
concerning the (n, p, ε)-neighborhoods is defined by (1.13) and (1.15).
Theorem 3.1. Let a function f (z) ∈ T (p, n) be in the class ℑ∗ (δ;Ω, λ, p, α). Then
ℑ∗ (δ;Ω, λ, p, α) ⊂ N εn,p
∇h,∇f  , (3.1)
where h (z) is given by (1.14) and the parameter ε is given by
ε = p
Ω (n+ p) (p− α)
(n+ p− α) 1+ λnpΩ−1 . (3.2)
Proof. Assertion (3.2) follows easily from the definition ofN εn,p
∇h,∇f which is given by (1.15) with g (z) replaced by f (z)
and the second assertion (2.4) of Lemma 2.3. 
Theorem 3.2. Let a function f (z) ∈ T (p, n) be in the classK (δ;Ω, λ, p, α, µ). Then
K (δ;Ω, λ, p, α, µ) ⊂ N εn,p
∇g,∇f  , (3.3)
where g (z) is given by (1.16) and the parameter ε is given by
ε =

n+ (p+ µ) (p+ µ+ 2)
n+ p+ µ

pΩ (n+ p) (p− α)
(n+ p− α) 1+ λnpΩ−1 . (3.4)
Proof. Suppose that f (z) ∈ K (δ;Ω, λ, p, α, µ). Then, upon substituting from (2.9) into the following coefficient inequality
∞−
k=n
(p+ k)Ω+1 (p+ k+ 1− δ)δ
(p+ 1− δ)δ
bp+k − ap+k ≤ ∞−
k=n
(p+ k)Ω+1 (p+ k+ 1− δ)δ
(p+ 1− δ)δ
bp+k
+
∞−
k=n
(p+ k)Ω+1 (p+ k+ 1− δ)δ
(p+ 1− δ)δ
ap+k (3.5)
where ap+k ≥ 0 and bp+k ≥ 0, we obtain that
∞−
k=n
(p+ k)Ω+1 (p+ k+ 1− δ)δ
(p+ 1− δ)δ
bp+k − ap+k ≤ ∞−
k=n
(p+ k)Ω+1 (p+ k+ 1− δ)δ
(p+ 1− δ)δ
bp+k
+
∞−
k=n
(p+ k)Ω+1 (p+ k+ 1− δ)δ
(p+ 1− δ)δ
(p+ µ) (p+ µ+ 1)
(p+ k+ µ) (p+ k+ µ+ 1)bp+k. (3.6)
Since g (z) ∈ ℑ∗ (δ;Ω, λ, p, α), the second assertion (2.4) of Lemma 2.3 yields that
(p+ k)Ω+1 (p+ k+ 1− δ)δ bp+k ≤ p
Ω (n+ p) (p− α) (p+ 1− δ)δ
(n+ p− α) 1+ λnpΩ−1 (p ∈ N, k = n, n+ 1, . . .) . (3.7)
Finally, by making use (2.4) as well as (3.7), we find that
∞−
k=n
(p+ k)Ω+1 (p+ k+ 1− δ)δ
(p+ 1− δ)δ
bp+k − ap+k
≤ p
Ω (n+ p) (p− α)
(n+ p− α) 1+ λnpΩ−1

1+
∞−
k=n
(p+ µ) (p+ µ+ 1)
(p+ k+ µ) (p+ k+ µ+ 1)

, (3.8)
which, by virtue of the telescopic sum (2.14), immediately yields that
∞−
k=n
(p+ k)Ω+1 (p+ k+ 1− δ)δ
(p+ 1− δ)δ
bp+k − ap+k
≤

n+ (p+ µ) (p+ µ+ 2)
n+ p+ µ

pΩ (n+ p) (p− α)
(n+ p− α) 1+ λnpΩ−1 = ε. (3.9)
Thus, by definition (1.13) with g (z) interchanged by f (z), f (z) ∈ N εn,p
∇g ,∇f . This completes the Proof of Theo-
rem 3.2. 
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