Typically a search problem is posed as an optimisation task in which a cost, or fitness, function must be maximised or minimised, subject to various parameter constraints. This paper discusses "the shape of space", in terms of search algorithms. We point out that it is the combination of representation and traversal operators that define an algorithm's view of a given search problem, and hence gives rise to a fitness landscape. In this sense a fitness landscape only exists in terms of a given search algorithm, and that notions of landscape difficulty are therefore algorithm dependent. We demonstrate these issues for genetic algorithms (GAs) and encoded hill-climbers. We show that both styles of algorithm have attractive features in terms of the way a landscape can be dynamically adjusted, providing a simple means for applying multiple search strategies to a given search problem. We illustrate the techniques for a range of standard cost functions and algorithms.
Introduction
Recent interest in the development of generalpurpose computational search techniques has broadened the scope of stochastic search algorithms. From stochastic hill-climbers, taboo search, simulated annealing, evolutionary strategies and GAs, hybridisations have emerged, such as "recombinative simulated annealing" [7] and "dynamic hill climbing" [11] , which blur the distinctions between the different approaches. When looked at in their barest form, what all of these techniques share in common is a representation -a way of encoding candidate solutions to the problem -a problem-specific objective function for evaluating the "fitness" of candidate solutions, and traversal operators used to lead the search. Loosely speaking, traversal operators fall into four main categories:
• Neighbourhood operators aim at fine detail searching, with a localised view of the space.
• Explorative operators provide a broader attack, encouraging search in new areas.
• Recombinative operators combine material from points in the solution space to produce new candidate solutions.
• Selection strategies determine the acceptance or rejection of new points, based on their fitness. Selection operators determine (confine) the area of search and as such may also be viewed as traversal operators. The way each search technique applies these basic components reflects the assumptions it makes about the search space, and hence determines a bias in the search trajectory. If this bias happens to align with the given fitness problem then the search will generally succeed; if not, the search can be misled. In this paper we point out that it is the combination of representation and traversal operators that define an algorithm's view of a given search problem, and hence gives rise to a fitness landscape 1 . In this sense a fitness landscape only exists in terms of a given search algorithm, and that notions of landscape difficulty are therefore algorithm dependent. In other words, what one algorithm will find hard, another may find easy, and vice versa [4] [8] [10] . We demonstrate some of these issues for GAs and encoded hill-climbers. In particular, we show that both styles of algorithm have attractive features in terms of the way a landscape can be adjusted, and that this can provide a simple means for applying multiple search strategies to a given search problem. It is suggested that for real-world problems, in which little is known a priori about the cost function, multiple search strategies are a pragmatic response to the limitations set down by recent theoretical results [10] . We illustrate the techniques for a range of standard cost functions.
Moving Through the Search Space
How do the various search algorithms move through a problem space, and what makes a search space hard or easy? Some progress has been made in this area, with work focusing on the notions of modality (the number of peaks), isolation of the optimum ("needle-in-a-haystack") and deception (problems that mislead a search heuristic) [4] . It seems intuitive that multimodal functions should be hard for both GAs and hill-climbers, but that a unimodal function should be easy. It can be shown, however, that a maximally multimodal function (one where every sub-optimum is located adjacent to a sub-minimum) can be easy for a GA to solve. Similarly, a unimodal function, such as the "snake-in-a-box" [4] can be easy for a hill-climber to traverse, but the path it takes is impractically long, forcing it to sample on average half of the search space as it moves towards the optimum.
Discussions on the "difficulty" of a search space often focus on a fitness landscape -the problem variables are plotted, or considered, in real values -with the goal of finding either the highest peak or lowest valley. This assumes that there is some intrinsic, or universal, measure of the ease, or difficulty, associated with a fitness landscape which is captured by a standard realvalued representation. While this may be true for a real-valued hill-climber, which samples its nearest neighbours (according to some fixed real-valued step size), it is not true for traversal operators that move in larger steps, nor is it generally true for operators that use different representations of the search space. Moreover the ideas of closeness, or neighbourhood, are dependent on both the representation and the traversal operators used by the algorithm. Figure 2 shows a binary-encoded view of the same function with the X-axis ordered according to the Hamming distance of the points on the binary hypercube.
In the second graph, the smooth curve of the real-valued representation is apparently broken up into a multimodal space. This results from the projection of a 4-dimensional binary cube (depicted in figure 3 ) onto a 1-dimensional line.
Now consider a 1-bit binary hill-climber. Figure 2 should represent a closer approximation to the algorithm's view of the fitness landscape than figure 1, in that it takes into account distance as defined by the algorithm. Does the apparent modality of figure 2 present difficulties for this hill-climber in solving this function? Clearly the answer is no. To appreciate this, consider the 4-dimensional binary hypercube in figure 3 . It shows how new connectivities are created, and how the corresponding notion of distance is transformed once a binary encoding is used. the integer hill-climber is restricted to sampling M=Order(log(2 n )) points from the search space, then there is only probability M n 2 (which quickly tends to zero as n increases) that the algorithm will find the global optimum -this, despite the fact that it is a unimodal function and the heuristic is making the correct decision in terms of movement through the space. (This is an integer version of the snake-in-a-box problem.)
In the above we have only considered unimodal functions. The fact that modality of a fitness landscape is dependent on the search algorithm, and cannot be used as a universal measure of difficulty, is further illustrated by the following example. We can define a peak to be points of the search space at which a hill-climber will stop, and the modality of a function to be the number of peaks over the search space. Now consider a 1-bit binary hill-climber defined on the non-standard binary code in which E(5)=0000, E(0)=0001, E(1)=0010, E(2)=0100, and E(3)=1000. For the function f x x : = 2 on [0,15] this encoding defines a peak at x=5. That is, the point 0000 is surrounded, in Hamming distance, by points of lower fitness. We have therefore transformed a unimodal function to a multimodal function (there is at least one other peak at x = 15 ) by adjusting the algorithm's representation of the search space. It should be added that in the absence of a priori knowledge about the fitness function, the choice of representation (real valued, binary, Graybinary, non-standard) is completely open, with no practical means for determining the correct choice.
What all of the above implies is, firstly, that standard real-valued representations of functions depicting multimodal landscapes have little bearing on the relative difficulty of the function in terms of optimisation. Secondly, it implies that the representation and the traversal operators combine to define a distance metric that is specific to a single algorithm. From this it is quite easy to see how the search algorithm and the fitness function collude to either make a search hard, or easy, in terms of finding the global optimum. In fact, it might be said that the representation and the traversal operators are effectively interchangeable in that all notions of distance, locality, and modality of a fitness landscape only result from taking both into consideration.
The following examples illustrate how a landscape is shaped by an algorithm's representation and operators. A random search imposes a uniform distance metric on X : all points are equidistant since the algorithm can move from any point in X to any other point in X in a single move. Conversely, the integer hillclimber imposes the standard Euclidean metric with each unit of distance defined by the algorithm's step size. Alternatively, the 1-step binary hill-climber imposes the Hamming metric for points in X , with distance corresponding to movement on the corners of the 2 n binary hypercube. The standard binary GA view of a fitness landscape is also dominated by the binary hypercube. This comes from the mutation, crossover and selection operators. In most cases mutation rates are low, typically one bit flip per individual, per generation. Mutation therefore tends to move one Hamming step along the edges of the hypercube. The binary geometry is further re-enforced by the crossover operator. One-point, multiple-point or uniform crossover in the solution space gives rise to offspring that always fall within the smallest containing hyperplane of the two parents 2 . More generally, the smallest containing hyperplane that includes the whole population includes all offspring generations in the absence of mutation. The important rôle played by hyperplanes in the search is underlined by 2 Which we refer to here as simple crossover.
traditional schema analysis and the introduction of the * notation [2] .
The selection operator acts as a sampling scheme for an existing population and therefore introduces no new points of the search space. However, selection is generally the only point of contact between the GA and the fitness function, and is therefore fundamental to the search trajectory. Despite the fact that selection is stochastic, the overall bias of the operator is to hill-climb. How greedily the algorithm climbs is dependent on the precise formulation of the operator. In this sense, crossover and mutation sample the search space blindly, whereas selection infers the next point (in population space) from which the next round of sampling is conducted.
The fact that selection is prone to hillclimbing implies that the modality of the fitness landscape plays a rôle in how well the algorithm performs. It means the algorithm can be halted 3 by sub-optimal peaks. The modality of the landscape in this instance is defined in terms of mutation, crossover, selection and the representation, and any discussion about search difficulty must include all three operators and the representation. In the next section we give an example of this.
Reshaping Space
We have discussed the importance of representation and traversal operators used by search techniques; how can this be harnessed to aid a search? To illustrate this we take an example of a so-called GA deceptive problem (table  1) . The reason this is considered deceptive is that if the utility (average fitness) of the hyperplanes containing the optimum (at 111) are compared to the utility of the hyperplanes containing the deceptive optimum (at 000) then in all cases the deceptive hyperplanes have higher utility (table 2) . This implies that the GA search has an increased probability of being directed away from the true optimum and towards the point 000. It has been pointed out 3 Strictly speaking this is not true-mutation provides a means of breaking free from sub-optimal convergence. [6] [8] that a re-ordering of the encoded space can transform the relative difficulty of the problem. This has the effect of permuting the points on the hypercube. So for example if a new binary code is used for DF1 we can place optimal points on a single hyperplane, which in turn implies that such sets become stable under crossover, and are connected via 1-bit mutation (figure 4). A similar effect can be achieved by changing the base of the representation. Again using DF1 a switch to a base-3 encoding transforms the space to a base-3 hypercube (depicted alongside the standard base-2 cube in figure 5 ). The base-3 encoding has new hyperplanes, new stabilities under simple crossover, and new connectivities to channel mutation. To describe regions that are crossover invariant in base 3 requires an extension to the usual * notation. Let *1 = 0 or 1, *2 = 0 or 2, *3 = 1 or 2, and * = 0, 1 or 2. Table 3 gives the base-3  encoding of DF1; table  4 shows the utility values associated with some of the new hyperplanes. In both the permuted binary coding, and the base-3 encoding, the utility of hyperplanes containing the true optimum (fitness 7) are increased relative to deceptive hyperplanes (containing point 0, fitness 6). The effect of this can be seen in simulation. For all possible 3-individual starting populations for each of the representations, the standard binary GA converges to the optimal point 23% of the time, as compared to 53% and 63% for the base 3, and the re-ordered case respectively. A more dramatic effect results if the base change opens a direct connection between the true and deceptive optimum. For example, the deceptive GA problem DF2 (Appendix B) has the optimum at 1111, and the sub-optimum at 0000. A switch to base 5 creates the connected, and crossover-stable points 30 and 00. Figure 6 gives the results of simulation. Syswerda [9] , has studied DF2 using different styles of GA, testing different forms of crossover (i.e., onepoint, two-point, uniform etc.), and various population sizes. In all cases he used the standard binary encoding, and in all cases each GA failed to converge to the correct optimum (the experiments were run to 5000 generations). DF1 illustrates the importance of mutation, crossover and representation in terms of what makes a landscape GA hard. What it fails to do is to take into account the sampling characteristics of a population that is generally small with respect to a problem size. A GA is a dynamic system: a population is only a sample of any particular hyperplane, and is therefore subject to variance 4 . The variance of hyperplane sampling, in conjunction with the selection regime, must also be taken into account to form a true picture of what makes a function GA-hard. In this sense DF1 only captures a small aspect of GA-deceptiveness. As an aside, the change to base 3 in DF1 illustrates that higher base alphabets not only change hyperplane sampling characteristics, but also increase the number of hyperplanes sampled by a given individual. This holds if all edges, faces and sub- 4 In other words DF1 is the result of static building block analysis [3] . 00  0  6  01  1  3  02  2  2  10  3  0  11  4  2  12  5  0  20  6  1  21  7  7  22  8  0  Table 3 : Base-3 representation of DF1 cubes (i.e., all * variables) are counted, even taking into account any increase in volume of the search space caused by a larger alphabet.
Dynamic Representation
What we have illustrated in the preceding sections is the fact that the relative difficulty of a fitness landscape is algorithm dependent. Moreover, with the exception of the delta function (or needle-in-ahaystack), universal notions of function difficulty do not exist, and that difficulty can only be discussed in terms of a given algorithm. For realworld problems, when little is known about the function landscape (as defined by any algorithm), the choice of which technique, or which encoding, is open. All that can be said is that for a given trial, algorithm A has out-performed algorithm B on that specific problem instance. Moreover, on the basis of this information it is impossible to conclude that algorithm A is in any universal sense better than algorithm B for all given problems (for precise statement see [10] ).
However, what has emerged from the above is the relative ease by which a function landscape can be reshaped by changing operators or encodings. This provides a simple way for creating and testing radically different algorithms that view, or define, the function landscape in new ways. If the algorithm's view and the search problem align (by chance) the algorithm will perform well. In this sense multiple heuristics have a pragmatic quality.
The idea of remapping space has been discussed before [6] [8] . In particular it has been pointed out that there is always a perfect encoding of the space that will align with a given GA, or hill-climber. However, it has also been pointed out that for a given binary 2 n cube, there are 2 n ! possible encodings. This makes the problem of finding a good encoding many times larger than the original problem.
Two facts make this consideration largely redundant. In a formal sense, an algorithm that uses dynamic encodings is no better and no worse than any other. This unconsoling but true fact is guaranteed by [10] . In a more practical sense perfect encodings are not necessary. If the encoding aids the search at a given instant, all well and good. If for a hill-climber the area close to the "current" point is amenable to search, then it does not matter what is happening in the remainder of the space. As the search progresses and a local optimum is found, the current encoding can be changed in an effort to find a bridge to a new area amenable to hill-climbing. At any stage the current point is always the best found so far, so there is no restarting at a "promising" but lower point once the search is halted.
Clearly an arbitrary encoding requires a mapping between each of the encoded and decoded points, which is not practical. Two ways of producing a manageable way to reshape space are delta-folding [8] and dynamic hill-climbing [11] . These have proven to be successful for solving certain problems. Another method for achieving a similar effect is to use higher base encodings, dynamically changing, so as to remap the problem space. To achieve this, we introduce a new operator, which converts a point in one encoding to a random different encoding, with a given probability -"transmutation".
As has been illustrated in section 2 and 3, a change of base adjusts hyperplane sampling characteristic for GAs, and opens up new connectivities for mutation and hill-climbing. The effects of this can be quite dramatic, particularly for hill-climbers. To illustrate the effects we define a set of twelve search algorithms making use of static and dynamic base-change representationsseven GAs, four hill-climbers. Each algorithm was tested, along with a random sampling control algorithm, on a range of standard test functions, including two Royal Road [1] , and a "multipledeceptive" GA problem. Where a base change caused an over-specification of the search space, the fitness value for points created out-of-range was set to zero.
To enable direct comparison, each run was taken to 10,000 evaluations of the fitness function, storing the best value encountered through each run. This corresponds to a sampling of roughly 10 15 − for functions F1, F2 and F3, and a sampling of roughly 1/5 for functions F4, F5, F6 and F7. No checks were made for resampling. Each experiment was run 30 times from different starting conditions. No attempt was made to finetune parameters.
Results and Discussion
The tables below show the number of times the global optimum was found for each of the runs, for each algorithm on each test function. As can be seen, the random sampling does worst, despite the high sampling rate for F4, F5, F6 and F7. Overall, the hill-climbers out-perform the GAs, with DRHC2 giving the best performance. This algorithm does extremely well over this test set, with an average hit ratio of 0.8. It should be pointed out that these results show only hits on the global optimum, and do not show, for example, if an algorithm very quickly reached a good suboptimum, but failed to reach the global one.
Perhaps most surprising is the effectiveness and computational simplicity of the hill-climbers. Most of the hill-climbers always search from the best value found so far, and in this sense computational overhead in terms of reshaping space is focused towards the end of a run.
Of the GAs, the dynamic representation GA (DRGA) has the best performance. Multiple representations offer a natural means for implementing speciation; this is investigated in the diffusion and island model tests, and this is clearly an area for further work. Transmutation also provides interesting scope for testing operator behaviour for a given problem, e.g., testing the relative strengths of mutation and crossover, by performing crossover in one representation, and transmuting to another for mutation. 
