ABSTRACT Dempster-Shafer evidence theory is an important methodology for multi-source information fusion depending on its advantages in dealing with uncertain information. The classical fusion rule proposed by Dempster, however, fails to handle evidence with high conflict in some cases, where the counter-intuitive results may be obtained. To address this issue, great efforts have been made by scholars from different perspectives, such as improving the combination rule or amending sources of evidence. Motivated by the idea of the technique for order preference by similarity to ideal solution method, in this paper, the evidential reliability indicator is defined to measure the quality of a mass function (which can also be seen as its reliability) based on belief entropy. Accordingly, the novel fusion rule for multi-source evidence bodies is presented whose effectiveness has been demonstrated by some numerical examples and applications in classification by comparing with several classical approaches. The novelty aspects and advantages of this research rest with the development of an evidential reliability indicator that can 1) measure the credibility of evidence body; 2) be considered as the basis of the new combination rule; and 3) build the classification algorithm based on the proposed fusion rule.
I. INTRODUCTION
Multi-source information fusion is a modern information processing technology, mainly employed to solve the problem of multi-sensor system information processing. Recently, information fusion has been widely applied in many fields [1] - [3] , such as target identification [4] - [6] , situation assessment [7] - [9] , fault diagnosis [10] - [12] and multi-attribute decision-making [13] - [15] . The essence of information fusion is the process to represent and combine different sources of information into a new one under the same framework. Specifically, it can integrate information with different sources, different modes, different media, different time, different locations and different expressions, and finally obtain a more accurate description of the identified object. Based on the above advantages, information fusion technology has a wide range of applications in various fields, such as military and civil affairs. However, a key issue in multisource information fusion technology is still to effectively express information with uncertainty, such as fuzziness, ambiguity, inconsistency, and incompleteness [16] - [18] . Dempster-Shafer evidence theory [19] , [20] , which can be abbreviated as D-S theory, was proposed by Dempster and developed by Shafer as a tool to express and deal with uncertain information in multi-source information fusion. In this theory, information is represented as basic probability assignment (BPA), also referred to as mass function, and a fusion rule was defined by Dempster to combine multiple evidences. D-S theory is the generalization of classical probability theory, which can combine evidence effectively without prior information, so it has been widely used in many fields, such as [21] - [24] . However, Dempster's rule is controversial because unreasonable results may be obtained in some cases. Even though it is commonly used due to its good properties, such as commutativity, associativity, and fast and clear convergence toward a singleton, in some cases, especially to fuse evidences with high conflict, counter-intuitive results may be produced [25] , which has a serious influence on the accuracy of evidence fusion.
Researchers have noticed the serious impact of conflicting evidence on D-S theory and put forward a number of solutions [26] - [29] . These methods consider mainly two aspects: improving fusion rule and modifying evidence source. The first argument is that the reason for unjustified results of combining conflict evidence lie in Dempster's rule, which considers that the combination rule emphasizes the consistency only between evidences but neglects their conflict. Therefore, Dubois and Prade [30] proposed a new combination rule of disjunction and obtained good results. And researchers represented by Yager think that the reason for the conflict paradox lies in the normalization process of Dempster's rule, which deletes the belief of empty set obtained in the fusion process, so Yager introduced some concerns associated with the Dempster's rule of combination inherent in the normalization due to conflict [31] . Another way to deal with conflict evidence is to modify the source of evidences and then use Dempster's rules to fuse them. Researchers consider that Dempster's combination rule has good mathematical foundation, so modifying the combination rule would destroy its associative law and commutative law (which will affect its application in engineering practice). Researchers, such as Haenni, pointed out that it is unreasonable to think that there are problems with the combination rules due to the exception when it is used to fuse conflict evidences. The premise of using the combination rules is to provide reliable evidence. Therefore, to obtain reasonable results, evidence sources should be adapted to the Dempster's rules [32] .
By analyzing the above two ways, it can be found that they all have some shortcomings. For the first method, it cannot be backward compatible with the Bayes formula in probability theory like Dempster's combination rule, and it will lose some excellent properties, such as associative law and commutative law. For the second way, when evidence has low conflict, its convergence is not as good as classical D-S theory, and the performance of the algorithm depends on the measurement of evidence. To address these issues, in this paper, a novel model is introduced based on different solutions to build a more reasonable and effective framework for multi-source information fusion.
Uncertainty will be inevitably introduced when D-S theory is employed. Therefore, judging the reliability of the collected information before using D-S theory is crucial to ensure the accuracy of the fusion result. In order to address this issue, the belief entropy proposed by Deng [33] makes a great contribution to measure the uncertainty of evidence body from the perspective of entropy, which is also significant to guarantee the accuracy of the subsequent evidence fusion process. Motivated by the idea of TOPSIS [34] , in this paper, the closeness index of evidence (which is also called evidential reliability indicator) will be defined as a parameter to identify the reliability or certainty of an evidence. To define this indicator, the concept of positive ideal BPA (or positive ideal mass function) and negative ideal BPA (or negative ideal mass function) are originally proposed considering from the uncertainty of evidence based on belief entropy. The greater the uncertainty of an evidence (that is, the greater its entropy), the poorer the quality of the information it can provide, so the worse the evidence is; conversely, the less uncertain the evidence is, the greater its capacity to represent high quality information, the better it is naturally.
A novel combination rule is developed, in this paper, to address the counter-intuitive dilemma of classical Dempster's rule based on the advantages of the proposed evidential reliability indicator. To achieve this effect, evidence preference relation (EPR) is defined firstly, then consistency EPR is supplemented for the consistency of EPR matrix. Accordingly, the weights of different evidence bodies can be determined, which shows the relative importance of the collected evidence bodies. Then weighted average of the evidence (WAE) can be calculated, which would be combined n − 1 times by classical Dempsters rule. Some numerical examples are given to illustrate the effectiveness of the proposed combination rule. Finally, several experiments are conducted based on the application in classification with the evidential reliability indicator-based fusion rule, and whose effectiveness can be demonstrated by comparing experimental results with other existing methods.
The organization of the rest of this paper is as follows. Section 2 starts with a brief presentation of the D-S theory and belief entropy and some necessary related concepts. The proposed evidential reliability indicator is introduced in Section 3. Section 4 presents the evidential reliability indicator-based fusion rule, and its applications in classification are shown in Section 5. Conclusion is presented in Section 6.
II. PRELIMINARIES A. DEMPSTER-SHAFER EVIDENCE THEORY
Dempster-Shafer evidence theory (D-S theory) is proposed by Dempster [19] and developed later by Shafer [20] . This theory extends the elementary event space in probability theory to its power set named as frame of discernment (FOD) and constructs the basic probability assignment(BPA) on it. In addition, there is a combination rule presented by Dempster to fuse different BPAs. In particular, D-S theory can definitely degenerate to the probability theory if the belief is only assigned to single elements. Therefore, D-S theory is the generalization of probability theory with the purpose to deal with uncertainty and is widely applied to uncertainty modeling [35] - [37] , and uncertain information processing [38] - [40] . The basic definitions about D-S theory is shown as follows.
1) FRAME OF DISCERNMENT (FOD)
D-S theory supposes the definition of a set of elementary hypotheses called the frame of discernment, defined as
where is a set of mutually exclusive and collectively exhaustive events. The power set of can be denoted as 2 .
2) MASS FUNCTIONS
Based on the determined FOD, a mass function m can be defined as follows
which satisfies the following conditions:
As noted, in D-S theory, a mass function is also called a basic probability assignment (BPA).
3) DEMPSTER'S RULE OF COMBINATION
In real applications, numerous pieces of independent sources of evidence may be collected from different sensors, so with regard to multiple pieces of BPAs, Dempster [19] proposed orthogonal sum to fuse them. Suppose m 1 and m 2 are two mass functions, the Dempster's rule of combination denoted by m = m 1 m 2 is defined as follows
with
Note that the Dempster's rule of combination is only applicable to such two BPAs which satisfy the condition K < 1.
B. PIGNISTIC PROBABILITY
For the convenience of making decisions, the combination results usually need to be transformed into probability distribution based on pignistic probability [41] . Suppose m is an evidence body, the pignistic probability function is defined as
, ∀A ⊆
where |A| is the cardinality of focus element A. Compared with direct decision-making, it is obviously more intuitive and advantageous based on the model combining of the fused results and pignistic probability transformation.
C. JOUSSELME'S DISTANCE
Suppose m 1 and m 2 are two pieces of independent evidence defined in FOD , then the Jousselme's distance between them can be calculated as follows 
D. BELIEF ENTROPY
Belief entropy, which is also called Deng entropy [33] , is defined to measure the uncertainty degree of BPA as a generalized Shannon entropy in D-S theory. Belief entropy can be described as follows. Definition 1 (Belief Entropy [33] ): [33] . Belief entropy has been widely used [43] - [47] and its effectiveness has been validated forcefully.
III. EVIDENTIAL RELIABILITY INDICATOR
When D-S theory is employed to the applications of information fusion, uncertainty will be inevitably introduced by sensors in the process of collecting information, which may come from the sensor errors, may also be caused by the uncertainty of the environment, and may even be the interference information released deliberately by the enemy. Therefore, judging the reliability of the collected information before using D-S theory is crucial to ensure the accuracy of the fusion result. In order to address this issue, many scholars have explored it from different perspectives. Accordingly, the belief entropy proposed by Deng [33] makes a great contribution and reaches a new height to measure the uncertainty of evidence from the perspective of entropy, which is also significant to guarantee the accuracy of the subsequent evidence fusion process.
Motivated by the idea of TOPSIS [34] , in this section, the closeness index of evidence (which is also called evidential reliability indicator) will be defined as a parameter to identify the reliability or certainty of an evidence. To define this indicator, the concept of positive ideal BPA (or positive ideal mass function) and negative ideal BPA (or negative ideal mass function) are originally proposed considering from the uncertainty of evidence based on belief entropy. The greater the uncertainty of an evidence (that is, the greater its entropy), the poorer the quality of the information it can provide, so the worse the evidence is; conversely, the less uncertain the evidence is, the greater its capacity to represent high quality information, the better it is naturally. According to the above analysis, the definitions of positive ideal BPA and negative ideal BPA are given as follows.
Definition 2: Let m(·) be an evidence body in FOD , namely, a mass function, the positive ideal BPA + and negative ideal BPA − in can be defined as
where E d (m) is the belief entropy of m(·), and max and min represent its maximum and minimum respectively.
From the definition above, it can be seen that for a given FOD , if the mass function obtains the minimum of its belief entropy, this mass function is defined as the positive ideal BPA; on the contrary, the negative ideal BPA can be identified when the belief entropy of the corresponding mass function gets the maximum. For a given FOD , which mass function can obtain the maximum and minimum of its entropy? We give the following analysis.
(1) How to construct a mass function can make its belief entropy to a minimum? From Def. 1, when a mass function only assigns all the belief to a single element, the belief entropy is 0, and now its uncertainty is the smallest, that is, the reliability is the largest.
(2) How to construct a mass function to maximize the belief entropy? For this issue, Kang et al. defined the maximum belief entropy in [48] , where the conditions for a mass function to get the maximum of belief entropy are discussed and proofed.
Let A is the focal element in FOD , the belief entropy of mass function m(·) gets the maximum when its basic probability assignment satisfies the condition that
. An example is given to demonstrate this process as follows. 
× log 7/19 2 3 − 1 = 4.2479. As defined above, the positive ideal BPA and negative ideal BPA can be obtained for a given FOD , then it is easy to obtain the distance between the mass function m(·) and the positive ideal BPA + as follows
where m is the vector expression of the evidence body m(·) and + is the vector form of the evidence body whose belief entropy reaches the maximum in FOD .
and A ∈ 2 , B ∈ 2 are the elements of columns and rows respectively. In addition, the distance between the mass function m(·) and the negative ideal BPA − is as follows
where m is the vector expression of the evidence body m(·) and − is the vector form of the evidence body whose belief entropy reaches the minimum in FOD . The basic concept of evidential reliability indicator has been introduced above, in order to clearly illustrate the process of the definition, its basic principle is shown in Fig. 1 . In addition, to demonstrate the calculation process and its effectiveness of the proposed evidential reliability indicator, several numerical examples are given below. Here, the FOD is designed to be variable, as shown in this figure, except for a special case n = 1 (in this case, m is equivalent to + ), for different numbers of elements in , the basic trend of ℵ(m) increases gradually with the change of x, because the belief is constantly assigned to single element with the changing x, which is also consistent with the fact.
since evidence body m(·) satisfies the condition a mass function to get the minimum of belief entropy, so it is the positive ideal BPA
The negative ideal BPA in can be determined easily as:
The positive ideal BPA in will be determined based on the magnitude between α and β: 
, α < β the results are given in Fig. 3 . As shown, when α and β takes 0.2 and 0.2 respectively, ℵ(m) reaches the minimum, because 
IV. EVIDENTIAL RELIABILITY INDICATOR-BASED FUSION RULE
In the last section, the evidential reliability indicator has been introduced detailed, which can be employed to measure the reliability of evidence bodies. With this significant concept, we can then continue to explore deeper questions in evidence fusion. D-S theory discusses proposition in a frame of discernment (FOD), which is a finite nonempty set of mutually exclusive and exhaustive hypotheses that are denoted by = {H 1 , H 2 , . . . , H N }. D-S theory works in assessing the belief of each hypothesis with multiple independent sources of evidence, represented by E = {E 1 , E 2 , . . . , E O }. As many researchers have pointed out [49] - [52] , D-S theory will inevitably obtain unreliable results in handling evidence with high conflicts, that is, the counter-intuitive conclusion can be provided when the classical Dempster's rule works on such evidence. To address this issue, many approaches have been developed mainly from two aspects: modifying the sources of evidence and improving the rule of evidence fusion. The detailed description has been introduced in Sec. I, not repeat them here. In this section, a novel combination rule is developed to address the counter-intuitive dilemma of classical Dempster's rule based on the advantages of the proposed evidential reliability indicator.
In summary, for n independent sources of evidence E = {E 1 , E 2 , . . . , E n }, the novel developed combination rule can be divided into three main parts: (1) obtain the reliability of each evidence based on evidential reliability indicator defined above; (2) determine the weight of each evidence using the evidence-based weighting algorithm to be presented below; (3) combine all the improved sources of evidence according to the weighted average evidence fusion algorithm to be introduced. The flow chart of this process is shown in Fig. 4 , and the specific details will be described as follows.
A. HOW TO DETERMINE THE WEIGHT OF EVIDENCE BODY?
The concept of the evidence preference relations (EPR) is proposed firstly to describe the preference relation between each pair of evidence bodies m i (·) and m j (·). The basic definitions are introduced as below.
Definition 10: Let P be an evidence preference relation and E = {E 1 , E 2 , . . . , E n } be n pieces of independent sources of evidence, denoted by mass functions m = {m 1 , m 2 , . . . , m n }, which are discussed in FOD , then the evidence preference relation can be defined as follows:
VOLUME 6, 2018 FIGURE 4. Flow chart of the novel proposed combination rule. This rule is mainly divided into three steps, firstly, the evidential reliability indicators of n pieces of independent sources of evidence will be calculated based on Def. 5; secondly, the EPR matrix will be constructed by the approach proposed in Sec. IV-A, and then judge whether it is consistent, if so, calculate the magnitude relation of n pieces of evidence using Eq. (23), if not, construct the consistency EPR matrix; finally, all pieces of evidence will be weighted averagely based on Eq. (24), and then the final evidence body will be combined using Dempster's rule by n − 1 times.
where p ij ∈ [0, 1] (1 ≤ i = j ≤ n) represents the support degree for evidence E i over E j , which satisfies the conditions:
It should be noted that p ij = 0.5 means there is no difference between the reliability of evidence bodies m i (·) and m j (·), p ij = 1 denotes that the reliability of m i (·) is absolutely superior to that of m j (·), and p ij > 0.5 represents that m i (·) is superior to m j (·).
A crucial issue in combining evidence with high conflicts is to determine the reliability of each independent sources of evidence. In this section, the relative reliability among multiple pieces of evidence will be represented by evidence preference relation matrix. Let P = (p ij ) n×n be an EPR, p ij represents the preference of evidence body m i (·) for m j (·), and p ii = 0.5. According to the obtained evidential reliability indicator of each evidence body, the EPR matrix can be determined by the following steps:
Step 1: Initialize the EPR matrix. Since no information has been obtained, all elements in EPR matrix are 0. , that is, the former should be given a higher preference, and vice versa. Accordingly, the preference value p ij in EPR matrix can be calculated as:
where The consistency EPR is constructed to represent the preference relation between each pair of evidence bodies m i (·) and m j (·), that is, to compare the magnitude relation between them. So given a consistency EPR matrixP = (p ij ) n×n , how to determine this relation of the n pieces of independent sources of evidence? To sort the relative importance of evidence, which can also be regarded as its weight, the magnitude relation of n pieces of independent sources of evidence is defined as follows.
Definition 13: LetP = (p ij ) n×n be a consistency EPR matrix, the magnitude relation of n pieces of independent sources of evidence can be calculated as:
where
MR(m i ) = 1. Apparently, the magnitude relation of n pieces of independent sources of evidence can be considered as the weights to represent the relative importance of them in the process of evidence fusion.
B. HOW TO COMBINE THE N PIECES OF INDEPENDENT SOURCES OF EVIDENCE?
In this section, a novel rule of evidence combination is proposed for multiple pieces of independent sources of evidence. The main idea of the proposed approach is that the importance of each evidence body may be different, which can denoted by the developed magnitude relation in Def. 13 . If a body of evidence has the larger magnitude value, its reliability is high and this evidence has more effect on the final combination results; conversely, if a piece of evidence is always conflicting with other evidence with high degree, its credibility degree is low and this evidence should have less effect on the final combination results. 
where n is the number of independent sources of evidence, m i denotes ith evidence body, and MR(m i ) represents magnitude value of m i .
For n pieces of evidence, one can employ the classical Dempster's rule to combine the weighted average of the mass functions n − 1 times, which is the same as Murphy's approach [54] .
C. NUMERICAL EXAMPLE
In this section, a fictitious example is conducted to illustrate the effectiveness of the proposed combination rule. In a multisensor-based automatic target recognition system, assume that there are three objects A, B, C, and the real target is A, so the frame of discernment (FOD) can be denoted by = {A, B, C}. There are five different sensors to gather information, the collected five evidence bodies are listed in Table 1 . Observe the sensor reports can be found, the second one S 2 is abnormal, because the evidence collected with high conflicts, so evidence fusion in this case may lead to mistakes in decision making. To address this issue, so many modified combination rules, that are capable of dealing with partial conflicts in some cases, are proposed in order to improve the accuracy and efficiency of data fusion. To highlight the superiority of the proposed approach, several classical methods are employed as the comparison to demonstrate the novel rule is more reasonable and efficient in managing and handling evidence conflicts, and the specific process and analysis are as follows. Three methods will be selected to compare with our developed rule, they are classical Dempster's rule, Murphy's approach and the strategy of Deng et al., respectively. Whenever a sensor collects a piece of evidence, the fusion will take place once using the four selected rules, so for five pieces of evidence, the fusion will occur four times. With regard to the proposed combination rule, firstly, the evidential reliability indicators of the five pieces of evidence will be calculated based on Def. 5 and results are give in Table 2 ; second, the magnitude relation (MR) among different evidence are obtained to determine the relative importance of multiple pieces of evidence; thirdly, the weighted average of the evidence (WAE) of each fusion can be calculated by Eq. (24), which will be combined n − 1 times to get the final result. Table 3 and Fig. 5 illustrate the results by using different combination rules. 
, respectively, which can also be taken as the weights of evidence bodies.
FIGURE 5.
Results of the numerical example. Here, the performance of different methods is expressed in two ways, histogram and line chart, respectively. We set 0.5 as the threshold of target recognition. Apparently, Dempster's rule is completely ineffective throughout the experiment. On the left, when only three pieces of evidence arrive, our method can identify the target accurately, but no other approach works. As the number of evidence increases, our method is able to identify target with a higher probability. On the right, above the threshold, the superiority of our approach is better reflected reasonably.
As Table 3 shows, the fusion result can be seen when each piece of evidence is collected, and it can be observed that when the 2th evidence (interference information) arrives, the results of all the methods support the goal is ''A''. But as the evidence continues to increase, Dempster's rule has never been able to identify the correct target, that is, this method fails to deal with evidence with high conflicts. The other three approaches can identify ultimately what the exact system target is. But it is worth noting that the fusion rules of Murphy and Deng et al. still can not obtain the correct results until the 4th evidence arrives, which means that when the system does not collect enough information, these two methods will not be able to make the right decisions, but our proposed method works in this case. In addition, as the number of evidence increases, our method is able to identify target with a higher probability, so the convergence of the proposed method is better than others. The main reason to explain the phenomenon mentioned above is that, the weight of the ''bad'' evidence is decreased based on its reliability measure using our proposed evidential reliability indicators. So its influence on the final fusion result is reduced.
V. APPLICATIONS IN CLASSIFICATION WITH THE EVIDENTIAL RELIABILITY INDICATOR-BASED FUSION RULE
Some experiments are conducted in this section that can demonstrate the presented approach and highlight its effectiveness by finishing some pattern classification tasks and comparing with several classical evidence combination rules. The experimental process for applications in classification will be elaborated below.
A. DATA SETS
Data sets employed in this paper are from the UCI repository of machine learning databases (http://archive.ics.uci.edu/ml/ dataset). As noted, data obtained from UCI repository cannot be directly applied to the proposed method, so conversion of data type are needed firstly. For determining basic probability assignment, a number of methods are developed, and the approach proposed by Kang et al. [56] based on interval numbers is employed to determine BPA in this paper. The data sets used in this chapter are briefly described below:
(i) Iris dataset: this is maybe the best famous database used for pattern recognition. There are 3 classes (Setosa, Versicolour and Virginica) with 50 instances each in this dataset, and each class represents a type of iris plant. It contains 4 attributes, namely sepal length, sepal width, petal length and petal width. (ii) Wine recognition data: these data are a chemical analysis of wine that come from different cultivars in the same region in Italy. The analysis determined the quantities of 13 constituents found in each of the three types of wines. So this database contains 3 categories with 59, 71 and 48 instances respectively, and 13 attributes whose introduction are omitted here. (iii) Wheat seeds data: this dataset comprises kernels belonging to three different varieties of wheat: Kama, Rosa and Canadian, 70 elements each, randomly selected for the experiment. To construct the data, seven geometric parameters of wheat kernels were measured, and all of these parameters were real-valued continuous. The specific information is omitted here. (iv) Statlog (Heart) data: this database contains two classes (absence or presence of heart disease) with 150 and 120 instances, respectively, and there are 13 attributes, in which seven are real type and six are categorical types. A summary is given in Table 4 for these datasets that have good characteristics in the number of attributes, types of attributes and number of instances. 
B. EXPERIMENTS AND ANALYSES
Several experiments are conducted in this section based on the four datasets introduced above by comparing three classical fusion rules for BPA. For each dataset, we assume that it has n classes and m attributes, and there are N i instances for class C i (i = 1, . . . , n). The BPA representation of each instance would be generated firstly based on the training set, which will be determined by a proportion of the instances using the method introduced in Sec. V-A. With regard to instance N i under class C i , each attribute it corresponds to can be considered as an information source from different perspectives, so that each instance has m pieces of evidence which can be denoted by BPA. To compare the performance of different approaches, the m BPAs would be combined by four fusion rules, including the proposed method and other classical approaches. When the fused BPA of each instance is obtained, it would be transformed to pignistic probability based on Eq. (7) . If the probability result agrees with its original class, then the instance has the correct and reasonable classification. For each test instance, the operation would be repeated once using different methods, so that the recognition rate of different methods can be counted to compare their effectiveness. The specific experimental process is as follows:
(1) the first experiment is conducted based on the method described above by using Iris dataset. During the experiment, the percentage of the selected training set increases from 50% to 100%. The classification accuracy of the average of three classes are calculated based on four fusion methods. It is obvious that our method outperforms the other approaches from Fig. 6(d) , but all the rules have high recognition rate and no discernible distinction. Therefore, to demonstrate the superiority of the proposed method better, the pignistic probability results of each class are shown in Fig. 6(a-c) . Apparently, our method can identify the correct category with a higher probability compared with other approaches, which can also been considered as an indicator to determine the superiority of a fusion rule, because it can guarantee effective combination in some extreme cases, as shown in Fig. 6 (c).
FIGURE 6.
Experimental results of classification by Iris dataset. Here, a class label is constructed using the final BPA of each test instance under each class, then the pignistic probability can be transformed by Eq. (7) . If the probability result agrees with its original class, then classification is correct and reasonable. a, probability result of class Setosa, it is obvious that our method can identify the correct category with a higher probability compared with other approaches. b, probability result of class Versicolour, as shown in Fig.6(b) , our method is still better than the other rules, but not as obvious as a. c, probability result of class Virginica, it is similar to b, while as noted, for some instances, the probability results can reach below 0.5 that fail to recognize the correct class using other methods, but for the proposed rule, it still can identify the correct category in these cases. d, here, classification accuracy for the average of three classes are given with the training set percentage changing from 50% to 100%. Apparently, our method outperforms the other approaches almost throughout the process.
(2) the second experiment is conducted based on Heart dataset. The classification accuracy of each class and their average is obtained using the four combination rules with the training set percentage changing from 50% to 100%. The results and analyses are shown in Fig. 7 . It is not hard to observe our method gives a more perfect classification result compared with other approaches. Experimental results of classification by Heart dataset with training set percentage changing from 50% to 100%. a, classification accuracy for absence of heart disease, as shown in Fig.7(a) , our rule performs better than the other methods, and the advantage is obvious. b, classification accuracy for presence of heart disease, Dempster's rule preforms similarly to our method, but the overall effect is slightly worse than our method except for a few points. On average, the recognition rate of our approach is above 90%, while the other methods are below 72%.
(3) the third experiment is conducted based on Wine dataset. The classification accuracies of three classes and their average is determined by the four combination rules with the training set percentage changing from 5% to 100%. The proposed approach shows a distinct advantage for individual classification in Fig. 8(a) and (c) . While the situation changes in Fig. 8(b) , especially in the latter half of stages, Murphy's rule outperforms all the approaches and our method is at a general level. However, our method shows an absolute advantage for the average recognition rate of the three classes compared with other approaches, and the effect is obvious. Fig.8(a) , our rule performs better than the other methods, and the advantage is obvious. b, classification accuracy for class 2, as shown in Fig.8(b) , Murphy's approach shows unparalleled superiority over the rules of Dempster and Deng et al. when the training percentage exceeds 60%, and our method is generally present here. c, classification accuracy for class 3, in contrast to b, Murphy's method performed the worst with the recognition rate of 0 at the most of stages, that is, almost completely ineffective. While as a comparison, our approach is more advantageous than the rules of Dempster and Deng et al.. d, classification accuracy for the average of three classes, apparently, our method outperforms the other approaches from begin to end, that is, the effectiveness of the proposed method can be validated here. VOLUME 6, 2018 FIGURE 9. Experimental results of classification by Seeds dataset with training set percentage changing from 60% to 100%. a, classification accuracy for class Kama, at some stages, our method is slightly inferior to the rules of Murphy and Dempster. Specifically, Dempster's method is slightly higher than the other methods in part I, and the recognition rate of Murphy's method improves and surpasses the proposed method in part II. Except for the above two cases, our method shows obvious advantages in most of the period. b, classification accuracy for class Rosa, in the first 2/3 stages, the four methods perform the same, and the Dempster rules in the area identified are superior to other approaches. c, classification accuracy for class Canadian, similar to b, except for the last few points where our method is a bit weaker than the other methods, and at the most of stages, the proposed method performs exceptionally well. d, classification accuracy for the average of three classes, Dempster's rule performs better than the other methods in the identified area, and beyond that, our approach has the obvious advantage. from 60% to 100%. And the results and analyses are shown in Fig. 9 . Generally speaking, the proposed method preforms better than the other rules, both in the classification of individual category and at their average, except for several special points where our method is slightly worse than Murphy's rule. In summary, the superiority of the proposed method can be illustrated from the overall experimental results.
In addition, to demonstrate the experimental results more intuitively and clearly, the percentage of instances with correct classification by Dempster rule's, Murphys method, Deng et al. and our approach are shown in Table 5 based on the four datasets, Wine, Seeds, Iris and Heart, respectively. This table is generated by the experimental results of classification based on all the datasets with training set percentage changing from 60% to 100%, which can highlight the contrast effect of all methods more obviously and show the superiority of the proposed method more comprehensively.
VI. CONCLUSION
In information fusion, D-S theory has been widely employed because of its advantages in dealing with uncertain information. However, as its applications continue to increase, some drawbacks have emerged gradually. For example, with regard to a group of independent sources of evidence that are highly conflicting with each other, how to combine them effectively to avoid incorrect results have become urgent problems to be solved. To address this issue, in this paper, an evidential reliability indicator is put forward originally to measure the reliability of evidence bodies based on belief entropy, and its reasonability is verified by some experiments and analyses. In addition, to further handle evidence bodies with high conflict, a new fusion rule is defined based on the proposed evidential reliability indicator. And it has been proved more effective than some classical rules by some numerical examples. To highlight the superiority of the developed rule, some applications of pattern classification are conducted based on several published datasets. Experimental results illustrate that the new rule presented in this paper has higher classification accuracy and discrimination compared with other classical approaches. Without doubt, there still remains some issues to be solved in future research. Below are summaries of several items needed to pay attention.
Firstly, the positive ideal BPA + is determined, in this paper, as the single element that has all the belief of a mass function. One of the cases, however, is that there is no single element in an evidence body, in which how to generate the positive ideal BPA + . The first consideration on this issue is how to do this when there are n pieces of evidence in the system. The second one is that if there are two or more single elements in an evidence with the same belief, which one should be employ to determine positive ideal BPA. Would this selection has an impact on the evidential reliability indicator. Finally, the classification applications in this paper focus on highlighting the effectiveness of the developed fusion rule and its complete framework needs to be increasingly perfected in further research.
In summary, although there exist some shortcomings at present, the presented rule is still an effective approach for evidence combination. Because it pioneers the idea of reliability indicator for evidence, which can also be consider as a scoring function of evidence body in D-S theory. Then the fusion rule system is established according to this indicator that is verified to handle evidence bodies with high conflict more effectively than other classical methods by some numerical examples and real applications. In future research, some existing issues would be improved and perfected gradually.
