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Abstract
We prove a Critical Point Theorem for C1 functionals on the unit sphere of a separable Hilbert
space H which improves a previous result of ours. This is applied in nonlinear eigenvalue theory
to study the effect of suitably restricted homogeneous perturbations upon the discrete spectrum of a
bounded self-adjoint operator in H .
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1. Introduction
Let H be a real, infinite-dimensional Hilbert space. In this note, T will denote a (fixed)
bounded self-adjoint operator in H ; σ(T ) will denote its spectrum and σe(T ) its essential
spectrum, that is,
σe(T ) =
{
λ ∈ σ(T ): T − λI is not Fredholm}. (1.1)
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the subspace of compact self-adjoint operators. It is well known (see, e.g., [6, Chapter I,
Theorem 4.1]) that if B ∈K(H), then σe(T + B) = σe(T ).
Consider now the discrete spectrum σd(T ) ≡ σ(T ) \σe(T ) of T : it consists precisely—
when is nonempty—of the isolated eigenvalues of finite multiplicity of T (see, e.g., [6,
Chapter IX, Theorem 1.6]). Also σd(T ) does enjoy some partial stability under perturba-
tions from K(H): indeed if T has k eigenvalues λ1  · · ·  λk (counting multiplicities)
“above σe(T ),” i.e., such that λk > Me(T ) ≡ supσe(T ), then for ‖B‖ small, B ∈ K(H),
also T +B has at least k eigenvalues above σe(T +B) = σe(T ); here ‖.‖ denotes the usual
norm in L(H). This can be easily demonstrated on using the minimax characterization of
the eigenvalues above (or below) σe(T ). Indeed (see, e.g., [6, Chapter XI, Theorem 1.2])
for any integer n 0 let
Un = {V ⊂ H : V subspace of dimension  n}, (1.2)
and for n 1 set
cn(T ) = inf
V∈Un−1
sup
u∈S∩V ⊥
(T u,u), (1.3)
where S = {u ∈ H : ‖u‖ = 1} and V ⊥ is the subspace orthogonal to V ; (u, v) denotes
the scalar product of u,v ∈ H and ‖u‖ the corresponding norm. Then c1(T )  c2(T ) 
· · ·  cn(T )  · · · Me(T ), and if cn(T ) > Me(T ), T has n eigenvalues above σe(T ):
precisely, ci(T ) = λ+i for i = 1, . . . , n where (λ+i ) denotes the (possibly finite) sequence
of all such eigenvalues, arranged in decreasing order and counting multiplicities. A similar
description holds for the eigenvalues of T below σe(T ). Thus let λ1  · · · λk > Me(T );
given B ∈K(H), we have
(T u,u) − ‖B‖ ((T + B)u,u) (T u,u) + ‖B‖
for all u ∈ S, whence it follows immediately that
λk − ‖B‖ ck(T + B) λk + ‖B‖.
Assuming that ‖B‖ < λk −Me(T ), this implies by the aforementioned criterion that T +B
has k eigenvalues μ+i = ci(T +B) > Me(T ) with |μ+i − λ+i | ‖B‖ for each i = 1, . . . , k.
It is natural to ask whether this stability property of the eigenvalues of T can be extended
to nonlinear perturbations of T . Obviously one needs at least to say what is an eigenvalue
for a nonlinear operator, and among the many possible definitions (see [1, Chapter 10]) we
select the most obvious one:
Definition 1. Let F :H → H with F(0) = 0. λ0 ∈ R is said to be an eigenvalue of F
if there exists u0 ∈ H , u0 	= 0 such that F(u0) = λ0u0; in this case u0 is said to be an
eigenvector associated with λ0.
While this definition has little meaning in general, it is certainly sensible for the class
of positively homogeneous operators, i.e. those F :H → H such that F(tu) = tF (u) for
t > 0 and all u ∈ H ; indeed for such an F , if u0 is an eigenvector corresponding to λ0,
then so does every point on the ray {tu0: t > 0}. We shall thus restrict our attention to such
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continuous and compact); then in particular F maps bounded sets onto bounded sets and
we put (as for operators in L(H))
‖F‖ = sup
‖u‖=1
∥∥F(u)∥∥= sup
u 	=0
‖F(u)‖
‖u‖ , (1.4)
where the last equality follows by homogeneity. Finally, we demand on F that it be a
gradient operator, i.e. F = ∇f for some C1 functional f defined on H (see Section 2);
this requirement is equivalent to self-adjointness if F is linear (see, e.g., [2, Chapter 2,
Section 2.5]) and converts the problem of finding the eigenvalues of F to that of finding
the critical values on S of its “pseudo-quadratic form” (F (u),u) (see Section 3). Let us
finally set for notational convenience
F(H) = {F :H → H : F(0) = 0, F is completely continuous,
gradient and positively homogeneous}.
In [4] we have essentially proved the following “nonlinear stability” result—w.r.t. per-
turbations in F(H)—for a single eigenvalue in the discrete spectrum of T .
Theorem 1. Let λ0 be an eigenvalue of T with λ0 > Me(T ) and let d(λ0) ≡ dist(λ0,
σ (T ) \ {λ0}) be its isolation distance in σ(T ). If N ∈ F(H) has norm ‖N‖ < d(λ0)/2,
then T + N has an eigenvalue λˆ with |λˆ − λ0| < ‖N‖ (so that in particular λˆ > Me(T )).
We remark that the last statement in Theorem 1 follows by the obvious inequal-
ity d(λ0)  λ0 − Me(T ), implying (from |λˆ − λ0| < ‖N‖) that λˆ > λ0 − d(λ0)/2 >
λ0 − d(λ0)  Me(T ). The words “essentially proved” refer to the fact that the above
result is stated and proved in [4] for the special case that T itself be compact; so that
it refers to any nonzero eigenvalue of such a T , since σe(T ) = {0} in this case. Re-
peated application of Theorem 1 evidently implies that if T has k distinct eigenvalues
λ1 > · · · > λk > Me(T ), then for N ∈F(H), ‖N‖ small, also T + N has k distinct eigen-
values λˆ1 > · · · > λˆk > Me(T ), and moreover |λˆi − λi | ‖N‖ for all i = 1, . . . , k. One of
the purposes of the present paper is to make precise the statement “for ‖N‖ small.” That
is: what is the size allowed for ‖N‖ in order that the above perturbation result hold true?
A straightforward use of Theorem 1 would yield the condition ‖N‖ < dˆ/2 with
dˆ = min
i=1,...,k d(λi) = min{λ1 − λ2, . . . , λk−1 − λk,λk − ν},
where ν is the nearest point to the left of λk in σ(T ) (that is, either ν = λk+1, the next
neighbour to λk in the decreasing sequence of the eigenvalues > Me(T ), or ν = Me(T )).
It is our aim to improve the size allowed for ‖N‖ replacing dˆ with a larger constant, which
should also be entirely computable by the sole knowledge of λ1, . . . , λk . We are able to do
that under the further assumption that H be a separable Hilbert space.
Theorem 2. Suppose that H is separable and that T has k eigenvalues λ1 > · · · > λk >
Me(T ). Put η = min{d/2, λk − Me(T )}, where
d = min{λ1 − λ2, . . . , λk−1 − λk}.
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and moreover |λˆi − λi | ‖N‖ for all i = 1, . . . , k.
Remark 1.1. We have dˆ = min{d,λk − ν}; since 0 < λk − ν  λk −Me(T ), it follows that
dˆ/2 η and that strict inequality occurs if and only if dˆ = λk − ν; that is, if and only if
λk − ν < λi − λi+1 (i = 1, . . . , k − 1). (1.5)
When (1.5) is satisfied, we have a proper improvement of the results in [4]. This happens
for instance if (ν > Me(T ) and) the sequence λi −λi+1, i = 1, . . . , k is decreasing. It would
be interesting to know of classes of operators having this property.
This paper is organized as follows. Section 2 is devoted to prove a Critical Point The-
orem for C1 functionals, Theorem 5, which improves in part a previous result of ours [3].
Theorem 5 relies on Minimax Methods (see, e.g., [5,8–10]): we obtain two critical values
on the unit sphere S of the relevant functional f from the formula
sup
A∈A
inf
u∈Af (u) (1.6)
by a suitable choice of classesA of compact subsets of S (see (2.2) and (2.7) for the precise
formulation of these classes).
Theorem 5 is in fact a constrained version on S of P. Rabinowitz’ renowned Saddle Point
Theorem [9, Chapter 4], and the other purpose of the present paper is precisely to obtain
such a constrained version in a form adequate for applications to nonlinear eigenvalue
problems such as those discussed above. The main difficulty stems from the need of finding
a class of maps of B ≡ {u ∈ H : ‖u‖  1} into S invariant under deformations of S and
having additional properties concerning their behaviour on linear subspaces of H . We do
this in a rudimentary way by first reducing the problem to l2 (here we need separability
of H ) and then using an explicitly known retraction [2, p. 244] of B onto S which does
possess the required properties: see Lemma 1. We hope to be able in the future to refine
this construction and to eventually drop the requirement of separability.
In Section 3, we apply Theorem 5 to the functional Q(u) = (T u,u) + (N(u),u) with
N ∈ F(H), which we see as a perturbation of the quadratic form Q0(u) = (T u,u) of T .
We take advantage of the properties of σe(T ) to ensure that Q satisfies the Palais–Smale
condition. The existence of the perturbed eigenvalues for T + N as well as the estimates
on them stated in Theorem 2 above are a direct consequence of the results in Section 2.
2. Saddle points on the sphere
Let f be a C1 functional on H , and let fS denote the restriction of f to the unit sphere S
of H . A critical point of fS is a point x ∈ S such that f ′S(x) = 0, and a critical value of fS
is the image through f of a critical point. fS is said to satisfy the Palais–Smale condition
at c ∈ R ((PS)c for short) if any sequence (xn) ⊂ S such that f (xn) → c and f ′S(xn) → 0
contains a convergent subsequence. We say that fS satisfies (PS) on an interval I if it
satisfies (PS)c for each c ∈ I .
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all x ∈ S. The following statement is a special case of more general results in, for instance,
[8–10].
Theorem 3 (Deformation Theorem). Let f ∈ C1(H ;R), let c ∈ R and suppose that f
satisfies (PS)c . Then given 0 > 0, there exists : 0 <  < 0 and a deformation U of S
such that:
(a) f (U(t, x)) f (x) for all t ∈ [0,1] and all x ∈ S;
(b) if c is not a critical value of fS and x ∈ S, then f (x)  c −  implies f (U(1, x)) 
c + ;
(c) if x ∈ S and |f (x) − c| 0, then U(t, x) = x for all t ∈ [0,1].
In [3] (see also [4]) we have proved the following result.
Theorem 4. Let f ∈ C1(H ;R) and suppose that H = V ⊕ W (topological direct sum)
with dimV < ∞. Assume that there exist constants α < β so that{
f (u) β, u ∈ S ∩ V,
f (u) α, u ∈ S ∩ W.
Then if fS satisfies (PS) in [β,∞), it has a critical value c with c β . Furthermore, if V0
is a nontrivial subspace of V and f (u) γ on S ∩ (V0 ⊕ W), then
β  c γ. (2.1)
We add for completeness that c is defined as
c = sup
A∈A
inf
u∈Af (u), (2.2)
where
A= {A ⊂ S \ W : A compact, noncontractible in S \ W }.
Theorem 4 is an adaptation of Krasnoselskii Bifurcation Theorem for gradient mappings
[7, Chapter VI, Theorem 2.2]. For convenience, we refer to it as to a “Constrained Saddle
Point Theorem” for its resemblance with the (free) Saddle Point Theorem of Rabinowitz
([9, Theorem 4.6]; see also, for instance, [5,8,10]). However, this resemblance is more
formal than anything else, because Rabinowitz’ Theorem would rather suggest—under
the assumptions of our Theorem 4—that fS possesses a critical value  α (note our use
of “supinf” instead of the “infsup” employed in [9]). To gain such a proper constrained
version of Rabinowitz’ Theorem, we first prove a technical lemma. Recall that a retraction
of the unit ball B = {x ∈ H : ‖x‖ 1} onto S is a continuous mapping R :B → S such that
R(x) = x if x ∈ S.
Lemma 1. Let H be an infinite-dimensional, separable Hilbert space and suppose that H
is the orthogonal sum H = V ⊕ W of the subspaces V and W with dimV < ∞. Also let
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onto S such that
R(B ∩ V ) ⊂ S ∩ (V ⊕ W0). (2.3)
Proof. Choose an orthonormal basis—say (e1, . . . , en)—of V , and extend it to an ortho-
normal basis—say (e1, . . . , em), m > n, of V ⊕ W0. Then extend (ek)m1 to an orthonor-
mal basis (ek)∞1 of H , and identify H with l2 (the space of sequences x = (xk)∞1 with
‖x‖2 =∑∞1 x2k < ∞) through the isometry x → (xk)∞1 if x =∑∞1 xkek .
Consider the map F :B → S defined by
F(x) = (
√
1 − ‖x‖2, x1, x2, . . .
)
for x = (xk)∞1 with ‖x‖  1. It is well known (e.g., [2, p. 244]) and can be easily ver-
ified that F is a continuous mapping having no fixed points. Moreover, if x = (x1, . . . ,
xn,0, . . .) ∈ V , then F(x) = (
√
1 − ‖x‖2, x1, . . . , xn,0, . . .) ∈ V ⊕ en+1. Therefore we
have
F(B ∩ V ) ⊂ S ∩ (V ⊕ W0) (2.4)
if dimW0 = 1. However, replacing F with its iterate Fj = F ◦· · ·◦F , j = m−n = dimW0,
we can easily check that a continuous, fixed point free map of B into S satisfying (2.4) does
exist in the general case.
Now let R be the retraction of B onto S associated with F as in [2, p. 244] and defined
as follows:
R(x) = x + t(F(x) − x) (x ∈ B), (2.5)
where t = t (x) is the unique number t  0 such that x + t (F (x)− x) ∈ S. (Geometrically,
R(x) is obtained as follows: given x ∈ B , consider the line L through x and F(x) and let
R(x) be the intersection of L with S which is distinct from F(x)—and so equal to x if
x ∈ S.)
Using (2.4) and (2.5), we then have
x ∈ B ∩ V ⇒ F(x) ∈ S ∩ (V ⊕ W0) ⇒ R(x) ∈ S ∩ (V ⊕ W0),
which shows (2.3) and ends the proof of the lemma. 
Theorem 5. Let the assumptions of Theorem 4 be satisfied and suppose in addition that H
is a separable Hilbert space and that H is the orthogonal sum of the subspaces V and W .
Let moreover W0 be a nontrivial finite-dimensional subspace of W , let θ be such that
f (u) θ on S ∩ (V ⊕W0) and suppose that fS satisfies (PS) in [θ,∞). Then, in addition
to the critical value c defined in (2.2), fS has a second critical value d which satisfies
θ  d  α. (2.6)
Proof. We follow the pattern of proof of Rabinowitz’ Theorem [9, Theorem 4.6], replacing
maps of B ∩ V into H with retractions of B onto S. The really new point is that, by virtue
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of Theorem 2. Thus set
d = sup
γ∈Γ
inf
u∈B∩V f
(
γ (u)
)
, (2.7)
where
Γ = {γ :B ∩ V → S: γ continuous, γ (u) = u, ∀u ∈ S ∩ V }.
Observe that Γ is nonempty because dimH = ∞ by assumption. To show that d is a
critical value of fS having the stated properties, we first note that d  α. Indeed, given any
γ ∈ Γ we have γ (B ∩ V ) ∩ W 	= ∅: this is easily proved by using the topological degree,
see, e.g., [9] or [5]. Thus, there exists a z ∈ γ (B ∩ V ) ∩ (S ∩ W) and therefore
inf
B∩V f
(
γ (x)
)
 f (z) sup
S∩W
f (u) α. (2.8)
Since this holds for any γ ∈ Γ , the conclusion follows.
Let now W0 and θ be as in the statement and let γ0 ∈ Γ be such that γ0(B ∩ V ) ⊂
S ∩ (V ⊕ W0); the existence of such a map is proved by Lemma 1. Then,
d  inf
B∩V f
(
γ0(x)
)= inf
γ0(B∩V )
f (u) inf
S∩(V⊕W0)
f (u) θ.
Finally, suppose by way of contradiction that d is not a critical value of f on S. Then
by the Deformation Theorem, Theorem 3, there exists an  with 0 <  < β − α ≡ 0 and a
mapping U : [0,1] × S → S having the properties (a)–(c) listed in that theorem. We claim
that if x ∈ S ∩ V , then U(t, x) = x for all t ∈ [0,1]. Indeed since d  α as shown above,
we have
x ∈ S ∩ V ⇒ f (x) − d  β − d  β − α = 0, (2.9)
and thus the assertion follows by the property (c).
Now let γ ∈ Γ be such that f (γ(x)) > d −  for all x ∈ B ∩ V . Then by property (b),
f
(
U
(
1, γ(x)
))
 d + , ∀x ∈ B ∩ V. (2.10)
Let h(x) ≡ U(1, γ(x)) for x ∈ B ∩ V ; we claim that h ∈ Γ . Indeed h is continuous
and for x ∈ S ∩ V we have γ(x) = x and therefore U(1, γ(x)) = U(1, x) = x as noted
above. Thus h(x) = x for x ∈ S ∩V , so that h ∈ Γ . We thus have, by the definition (2.7)
of d and by (2.10),
d  inf
B∩V f
(
h(x)
)
 d + ,
a contradiction which completes the proof of Theorem 5. 
Remark 2.1. Using the Deformation Theorem one can check that, in order to draw the
conclusions of Theorem 5, it is enough that fS satisfy (PS) at level c and at level d . The
requirement that fS satisfy (PS) in [θ,∞)—which guarantees this due to the estimates
(2.1) and (2.6)—is motivated by its simplicity in the statement of Theorem 5 and in view
of our application (see the proof of Theorem 6), but is otherwise unnecessarily strong.
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If F :H → H is gradient operator, F = ∇f —that is, (F (u), v) = f ′(u)v for all u,v ∈
H—then the norm-one eigenvectors of F are just the critical points of fS . Indeed, for
u0 ∈ S, f ′S(u0) is the restriction of f ′(u0) to Tu0(S), where Tu0(S) = {v ∈ H : (u0, v) = 0}
is the tangent space to S at u0. Therefore for v ∈ Tu0(S),
f ′S(u0)v = f ′(u0)
[
v − (u0, v)u0
]= (F(u0), v)− (F(u0), u0)(u0, v)
≡ (∇fS(u0), v)
with
∇fS(u0) = F(u0) −
(
F(u0), u0
)
u0. (3.1)
Thus f ′S(u0) = 0 if and only if F(u0) = λ0u0—as claimed—with λ0 = (F (u0), u0).
Suppose in addition that F is continuous and positively homogeneous. Then (see, e.g.,
[2, Chapter 2, Section 2.5]),
f (u) =
1∫
0
(
F(tu),u
)
dt = 1
2
(
F(u),u
); (3.2)
in this case, it is therefore equivalent to look for critical points of the restriction QS to S of
the “pseudo-quadratic form” Q of F defined by
Q(u) = (F(u),u) (u ∈ H). (3.3)
Moreover, the eigenvalue corresponding to the eigenvector/critical point u0 is λ0 =
Q(u0); and we conclude that if F :H → H is gradient, continuous and positively ho-
mogeneous, then the eigenvalues of F are precisely the critical values of QS , as stated
in the Introduction. This generalizes a well-known property of linear bounded self-adjoint
operators and provides a useful tool in nonlinear eigenvalue theory.
Let us now concentrate on the special case considered in the Introduction, that is, F =
T +N with T :H → H bounded self-adjoint and N ∈F(H). From the above remarks, we
need look for critical values of the restriction QS to S of the functional
Q(u) = (T u,u) + (N(u),u)≡ Q0(u) + (N(u),u) (3.4)
and to that purpose we shall employ Theorem 5. Let us first check the Palais–Smale con-
dition.
Lemma 2. With F and N as above, QS satisfies (PS)c for each c /∈ σe(T ).
Proof. Let (un) ⊂ S be such that Q(un) → c and Q′S(un) → 0 or equivalently (see (3.1))
F(un) − Q(un)un → 0. (3.5)
Rewrite (3.5) as
F(un) − cun −
[
Q(un)un − cun
]→ 0,
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T un + N(un) − cun → 0. (3.6)
By compactness of N we can assume, passing if necessary to a subsequence, that N(un)
converges to some z ∈ H . Thus by (3.6), T un−cun → −z. Now if c /∈ σe(T ), by definition
T − cI is a Fredholm operator and therefore (see, e.g., [6, Chapter I, Proposition 4.5 and
Theorem 4.6]) (un) contains a convergent subsequence, as required. 
Remark 3.1. The relation between σe(T ) (for a bounded or unbounded self-adjoint op-
erator T ) and the Palais–Smale condition of its quadratic form Q0 has been thoroughly
investigated in [11]. In particular, when N is linear, Lemma 2 above is a special case of
Theorem 5.1 in [11], since σe(T + N) = σe(T ) in this case.
In order to prove Theorem 2 it is convenient to use, rather than ‖N‖ (as defined in (1.4)),
the more accurate quantities p(N) and q(N) defined by
p(N) = inf‖u‖=1
(
N(u),u
)
, q(N) = sup
‖u‖=1
(
N(u),u
)
. (3.7)
Moreover, due to the inequalities −‖N‖ p(N) q(N) ‖N‖, it is clear that Theo-
rem 2 is implied by the following statement.
Theorem 6. Suppose that H is separable and that T has k eigenvalues λ1 > · · · > λk >
Me(T ). Let N ∈F(H) be such that
q(N) − p(N) < min{λ1 − λ2, . . . , λk−1 − λk}, (3.8)
Me(T ) < λk + p(N). (3.9)
Then T + N has k eigenvalues λˆ1 > · · · > λˆk > Me(T ), and moreover,
λi + p(N) λˆi  λi + q(N) (i = 1, . . . , k). (3.10)
Proof. We deal with the case that k > 2 (if k = 2 the proof is easier). Moreover, inspecting
the arguments in [4], it is not hard to check that the existence and estimates for the first k−2
nonlinear eigenvalues λˆi follows directly from Theorem 4 without resorting to Theorem 5.
As for λˆk−1 and λˆk , we apply the latter theorem with f = Q as defined in (3.4) and:
(i) V the (orthogonal) sum of the eigenspaces corresponding to all eigenvalues λ of T
with λ λk−1;
(ii) W = V ⊥, the orthogonal complement to V in H ;
(iii) V0 and W0 the eigenspaces corresponding to λk−1 and λk , respectively.
We have Q0(u) = λk−1 for u ∈ S ∩ V0, Q0(u) = λk for u ∈ S ∩ W0 and{
Q0(u) λk−1, u ∈ S ∩ V,
Q0(u) λk, u ∈ S ∩ W, (3.11)
whereas by the definition (3.7) of p ≡ p(N), q ≡ q(N) we have{
Q(u) λk−1 + p ≡ β, u ∈ S ∩ V, (3.12)
Q(u) λk + q ≡ α, u ∈ S ∩ W.
332 R. Chiappinelli / J. Math. Anal. Appl. 318 (2006) 323–332Since λk−1 + p > λk + q by virtue of the assumption (3.8), we see that the condition
β > α of Theorem 5 is satisfied. Moreover, we have{
Q(u) λk−1 + q ≡ γ, u ∈ S ∩ (V0 ⊕ W),
Q(u) λk + p ≡ θ, u ∈ S ∩ (V ⊕ W0). (3.13)
Finally by (3.9), θ > Me(T ) and therefore—by virtue of Lemma 2—QS satisfies (PS)
in [θ,∞). The existence of λˆk−1, λˆk and the estimates (3.10) for them now follow from
Theorem 5. 
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