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Abstract
An optimal control problem for the linear wave equation with control cost chosen as the BV
semi-norm in time is analyzed. This formulation enhances piecewise constant optimal controls
and penalizes the number of jumps. Existence of optimal solutions and necessary optimality con-
ditions are derived. With numerical realisation in mind, the regularization by H1 functionals is
investigated, and the asymptotic behavior as this regularization tends to zero is analyzed. For
the H1´regularized problems the semi-smooth Newton algorithm can be used to solve the first
order optimality conditions with super-linear convergence rate. Examples are constructed which
show that the distributional derivative of an optimal control can be a mix of absolutely contin-
uous measures with respect to the Lebesgue measure, a countable linear combination of Dirac
measures, and Cantor measures. Numerical results illustrate and support the analytical results.
text
AMS subject classifications. 26A45, 35L05, 35L10, 49J15, 49J20, 49J52, 49K20.
Key words. Wave equation, optimal control problems, sparsity, non-smooth analysis, functions
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1 Introduction
We investigate the following optimal control problem for the wave equation with homogeneous
Dirichlet boundary condition:
pP q
$’’’’’’’’’&’’’’’’’’’%
min
uPBV p0,T qm
1
2}yu ´ yd}2L2pΩT q `
mř
j“1
αj}Dtuj}MpIq “: Jpy, uq
subject to pWq
$’’’&’’’%
Bttyu ´4yu “
mř
j“1
ujgj in p0, T q ˆ Ω
yu “ 0 on p0, T q ˆ BΩ
pyu, Btyuq “ py0, y1q in t0u ˆ Ω,
where Ω Ă Rn, with n P t1, 2, 3u, is a bounded open domain with Lipschitz boundary Γ :“ BΩ,
T P p0,8q, and yd P L2pp0, T q ˆ Ωq. The temporally dependent controls u are chosen as u “
pu1, ..., umq P BV p0, T qm, and BV p0, T qm is endowed with the norm }u}BV pIqm “
mř
j“1
}uj}L1pIq `
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2 THE WAVE EQUATION AND BV FUNCTIONS IN TIME 2
}Dtuj}MpIq, where I :“ p0, T q. Here MpIq denotes the space of Borel measures, endowed with the
total variation norm } ¨ }MpIq . Further let pgjqmj Ă L8pΩq r t0u with pairwise disjoint supports
wj :“ supppgjq, and αj ą 0. The initial data are chosen as py0, y1q P H10 pΩq ˆ L2pΩq and we
abbreviate H :“ L2pΩq, V :“ H10 pΩq, with V ˚ :“ H´1pΩq. Finally we set ΩT :“ p0, T q ˆ Ω.
In problem pP q, we focus our attention on sparse optimal controls in the sense that they are
piecewise constant. In particular, using the total variation of a BV-function in the cost functional J ,
enhances sparsity in the derivative of the optimal control. For a piecewise constant optimal control
of pP q the jumps are located in the position of these Dirac measures, see for example [9]. This type
of sparsity property is reflected in the necessary and sufficient first-order optimality condition. As
far as the authors know, the L1-norm is one of the first discussed sparsity enhancing cost terms in
the context of partial differential equations. A detailed discussion on the history of sparsity in op-
timal control of partial differential equations can be found in e.g. [2]. Furthermore, sparsity results
for optimal control problems with linear partial differential equations are considered in several
works. References were specified for example in [3] where the authors emphasize the papers [4],
[5], [6], [7], [8], [11], [12], [16], and [17]. In image reconstruction,BV -functions are well investigated
but modeling aspects are different compared to optimal control with partial differential equations.
In mathematical image analysis the use of BV-functionals is motivated by their ability to preserve
natural edges and corners in the image. An introduction to image reconstruction aspects can be
found in [10].
For the purpose of numerical realization we rely on regularized problems by using the H1
semi-norm. This enables us to approximate the BV optimal control of pP q by the H1 controls in
the strict-BV sense. The main purpose of this regularization is to use the semi-smooth Newton
algorithm for which we present super-linear convergence results. In particular, one is able to show
that the regularized problem permits a point-wise formula for the derivative of the H1 controls.
This property is used for the well-posedness result of the Newton algorithm.
Let us briefly outline the following sections. In section 2 we gather the necessary prerequisites
on the wave equation and on one-dimensional BV -functions which will be needed later on in this
paper. Section 3 is dedicated to the analysis of the optimal control problem and sparsity properties
of the optimal controls. Section 4 is devoted to the regularized problem pP 1γ q, the corresponding
convergence results for the optimal controls of pP 1γ q as γ Ñ 0, and the first-order optimality condi-
tions of pP 1γ q.
Furthermore, the semi-smooth Newton algorithm and its super-linear convergence are pre-
sented. The algorithm is embedded into a path following algorithm to approximate the original
unregularized problem. In section 5, we construct test cases for problem pP q in such a manner that
exact analytic solutions for pP q can be found. The construction steps can be used to build all types
of distributional derivatives for the optimal controls Dtuj . This means that Dtuj can be a mix of
absolutely continuous measures with respect to the Lebesgue measure, a countable linear combi-
nation of Dirac measures, and Cantor measures, see for example [1, p. 184]. The first numerical
example refers to an optimal control that has finitely many jumps. In the second example, we con-
struct an optimal control which can be characterized as a Cantor function. In the last section 6 we
remark that our results can be extended to several other linear second-order hyperbolic equations.
2 The Wave Equation and BV Functions in Time
2.1 Preliminaries on the Wave Equation
Since in this work non-smooth data are used for the wave equation, we directly introduce the weak
solution of the wave equation (see e.g. [24]). In particular yu is understood as the weak solution of
the wave equation pWq in problem pP q. Furthermore, we present in this section standard regularity
results, and an energy estimation for the weak solution of the wave equation.
Definition 2.1. ([18, Chap.IV, Sec.4]) We call y P Cpr0, T s;V q with Bty P Cpr0, T s;Hq a weak solu-
tion of pWqwith forcing f P L1p0, T ;Hq, displacement y0 P V , and velocity y1 P H if y|t“0 “ y0
´ ş
I
xBty, BtηyH dt` x5y,5ηyL2pΩT q “ xy1, η|t“0yH `
ş
I
xf, ηyH dt (1)
for every η P L1pI;V q such that Btη P L1pI;Hq, η|t“T “ 0.
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Theorem 2.1 ([24]). For each pf, y0, y1q P L1p0, T ;Hq ˆ V ˆ H there exists a unique weak solution
y “ ypf, y0, y1q P Cpr0, T s;V q X C1pr0, T s;Hq of pWq.
The mapping pf, y0, y1q ÞÑ ypf, y0, y1q is linear and continuous from L1p0, T ;Hq ˆ V ˆ H into
Cpr0, T s;V q X C1pr0, T s;Hq.
In particular, there exists a constant c ą 0 such that for all pf, y0, y1q P L1pI;Hq ˆ V ˆH the unique
weak solution y “ ypf, y0, y1q satisfies
}y}CpI;V q ` }Bty}CpI;Hq ď c
`}f}L1pI;Hq ` }y0}V ` }y1}L2˘ (2)
For the proof we refer to [24, Proposition 1.1].
Definition 2.2. Let us define the following continuous linear operators
L : L2pΩT q Ñ L2pΩT q
f ÞÑ ypf, 0, 0q and
Q : V ˆH Ñ L2pΩT q
py0, y1q ÞÑ yp0, y0, y1q
Furthermore, we define the continuous affine linear solution operator S˜:
S˜ : L2pIqm Ñ L2pΩT q
u ÞÑ Lpugq `Qpy0, y1q with ug “
mř
j“1
ujgj . (3)
Lemma 2.1. The action of the adjoint operator L˚ is given by
L˚ : L2pΩT q Ñ L2pΩT q
w ÞÑ p
(4)
with ppt, xq “ ypwpT ´ ¨q, 0, 0qpT ´ t, xq.
2.2 Preliminaries on BV Functions in Time
Concerning BV-functions in one scalar variable we refer to [1]. In this section we only recall a few
facts which we frequently refer to:
A sequence pukq Ă BV pIq is said to converge weakly* in BV pIq to u if pukq converges to u in L1pIq,
and the measures pDukq converge weakly* in the measure space MpIq to Du, i.e. lim
kÑ8
Tş
0
ϕDuk “
Tş
0
ϕDu for every ϕ P C0pIq.
For all bounded sequences pukqk Ă BV pIq there exists a weakly* convergent sub-sequence with
limit u P BV pIq.
A weakly*-converging sequence pukqk inBV pIqwith limit u is also strongly converging inLppIq
for 1 ď p ă 8 to u.
The total variation functional }Dt ¨ }MpIq : L1pIq Ñ R :“ R Y t8u is convex and lower semi-
continuous with respect to L1pIq´convergence [1, Proposition 3.6].
A sequence pukq Ă BV pIq is said to converge strictly in BV pIq to u if pukq converges strongly in
L1pIq and }Dtuk}MpIq kÑ8ÝÝÝÑ }Dtu}MpIq. Strictly converging sequences in BV pIq are also weakly*
converging in BV pIq, see [1, p. 126].
The following BV-Poincaré inequality holds:
Lemma 2.2 ([1], page 152). There exists c ą 0 such that for all u P BV pIq and 1 ď σ ď 8 we have
}u´ a}LσpIq ď c}Dtu}MpIq, with a :“ 1T
ş
I
udx.
Lemma 2.3. For eachm P Ną0 the map uÑ pDtu, up0qq is an isomorphism fromBV pIqm toMpIqmˆRm
with inverse pv, cq Ñ ş
r0,tq
dv ` c. A similar result holds for H1pIqm and L2pIqm ˆ Rm.
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3 Analysis of the Optimal Control Problem (P)
In the following we show the existence of a unique solution of pP q. Furthermore, we will introduce
a problem pP˜ q which is equivalent to pP q, for which the first-order optimality conditions are de-
rived. These optimality conditions will be used to present sparsity results for the optimal control
of pP q.
Theorem 3.1. Problem pP q has a unique solution u P BV pIqm.
Proof. Utilizing the fact that the forward mapping is continuous from L2pIqm to L2pΩT q, the proof
can be carried out along the lines of [9, Theorem 3.1].
3.1 Equivalent Problem pP˜ q
Consider the following linear and continuous operator:
B : MpIqm ˆ Rm Ñ L2pΩT q
pv, cq ÞÑ
mř
j“1
˜ ş
r0,tq
dvj ` cj
¸
gj
(5)
Using the identification ofBV pIqwithMpIqˆR, see Lemma 2.3, and the fact thatBV pIq embeds
into L2pIqwe can rewrite pP q as the equivalent problem:
pP˜ q
$’&’% minv PMpIqmc P Rm
1
2}S˜pv, cq ´ yd}2L2pΩT q `
mř
j“1
αj}vj}MpIq “: J˜pv, cq,
where we have to modify the control to state operator S˜ to
S : MpIqm ˆ Rm ÝÑ L2pΩT q
pv, cq ÞÑ LpBpv, cqq `Qpy0, y1q
3.2 First-Order Optimality Condition for pP˜ q
In this section the necessary and sufficient first-order optimality conditions for pP˜ q are presented.
Furthermore, we show sparsity results for the optimal control of pP˜ q respectively pP q. Let us begin
with the following theorem:
Theorem 3.2. The element pÝÑv ,ÝÑc q PMpIqm ˆ Rm, is an optimal control for pP˜ q if
´
ˆ
p1psq
p1p0q
˙
:“ ´
¨˚
˚˝˚
Tş
s
ş
Ω
L˚
`
S
`ÝÑv ,ÝÑc ˘´ yd˘ÝÑg dxdt
ş
ΩT
L˚
`
S
`ÝÑv ,ÝÑc ˘´ yd˘ÝÑg dxdt
‹˛‹‹‚P
ˆ`
αiB}ÝÑv i}MpIq
˘m
i“1
0Rm
˙
(6)
where p1 P C2pr0, T sqm. This first-order optimality condition is equivalent to: For all i “ 1, ...,m and
v PMpIq it holds that
xv ´ÝÑv i,´p1,iyMpIq,C0pIq ď αi}v}MpIq ´ αi}ÝÑv i}MpIq and p1p0q “ 0Rm .
Proof. The proof can be found in the appendix.
Lemma 3.1. Let pÝÑv ,ÝÑc q PMpIqmˆRm be an optimal control for pP˜ q. Then we have for all i “ 1, ¨ ¨ ¨ ,m
and p1 “ pp1,iqmi“1 given in (6):
a) }p1,i}C0pIq ď αi
b)
ş
I
´p1,iαi dvi “
ş
I
d|ÝÑv i| “ }ÝÑv i}MpIq
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c) supppÝÑv ˘i q Ď tt P I|p1,iptq “ ¯αiu
The proof is analogous to the one of [9, Proposition 2.4]. The following corollary which is similar
to a result in [9] exhibits an important structural property of the solution uα,j as a function of αj .
Corollary 3.1. There exists Mj ą 0 such that the j-th component uα,j of the optimal control uα of pP q is
constant in BV pIqm for all αj ąMj .
Proof. Let y0, yα be the solutions of the state equation associated to the controls u “ 0 respectively
uα. Furthermore, let us define pα :“ Lpyα ´ ydq. From the optimality of uα we get
1
2}yα ´ yd}2L2pΩT q ď Jpuαq ď Jp0q “ 12}y0 ´ yd}2L2pΩT q.
This implies that }yα ´ yd}L2pΩT q ď }y0 ´ yd}L2pΩT q. From the adjoint state equation we obtain
}pα}L8pI;Hq “ c1}pα}CpI;V q ď c1c2}yα ´ yd}L1pI;Hq
ď c1c2c3}yα ´ yd}L2pΩT q ď c1c2c3}y0 ´ yd}L2pΩT q.
The constant c1 is defined with respect to the embedding L8pI;V q ãÑ L8pI;Hq, c2 is depending on
the embedding constant in (2), and c3 is the embedding constant of L2pΩT q “ L2pI;Hq ãÑ L1pI;Hq.
From the adjoint p1, and the above estimation we get for all t P r0, T s
|p1,jptq| ď T }pα}L8pI;Hq}gj}L2pwjq ď Tc1c2c3}gj}L2pwjq}y0 ´ yd}L2pΩT q “: Mj
where the first inequality follows from
|p1,jptq| ď
Tş
t
}pα}L2pwjq}gj}L2pwjqds ď T }pα}L8pI;Hq}gj}L2pwjq.
The support relation in Lemma 3.1 now implies that Dtuα,j ” 0 if αj ąMj .
Corollary 3.2. Let u P BV pIqm be the optimal control of pP q. Assume for some i P t1, ¨ ¨ ¨ ,mu that the
measures Dtu`i and Dtu
´
i are not trivial. Then we have
distpsupppDtu`i q, supppDtu´i qq :“ min
x˘PsupppDtu˘i q
|x` ´ x´| ą 0.
Proof. W.l.o.g. let us consider m “ 1. Assume that distpsupppDtu`q, supppDtu´qq “ 0. Then there
exists a sequence ptnqn P supppDtu`q Ă I such that p1ptnq “ ´α and distpttnu, supppDtu´qq Ñ 0.
Hence, there exists a sub-sequence pttkqk which converges to some t˜with distptt˜u, supppDtu´qq “ 0.
Furthermore, there exists a sequence pτnqn P supppDtu´q Ă I such that p1pτnq “ α and τn Ñ t˜. By
the continuity of p1 we have ´α “ lim lim
kÑ8 pptnkq “ limnÑ8 ppτnq “ α which is a contradiction to
α ą 0.
Remark 3.1. If the set of points in which p1,iptq P t˘αiu, is finite, we have by Lemma 3.1 c) that
Dtui is a combination of Dirac measures centered at those points (not necessarily in all of these
points). In particular, we obtain that the optimal control uj of pP q is piecewise constant in r0, T s
with jumps in supppDtuiq. This remark can also be found in [9, Remark 3.5]. Later we will construct
an analytically exactly solvable example for our problem pP q, which allows us tho show that the
derivatives of the optimal controls can either be of Cantor or Dirac kind or alternatively absolutely
continuous with respect to the Lebesgue measure. In particular, the derivatives of the optimal
controls need not to be sparse. For further information about these characterizations of measures,
see for example [1] on page 184.
4 Regularization
For numerical realization we aim at applying a semi-smooth Newton method. For this purpose
we regularize problem pP q. We then analyze the asymptotic behavior of the optimal controls of
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the regularized problem as well as the first-order optimality condition of the regularized problem.
Finally, we will present convergence results for the semi-smooth Newton algorithm.
In the following, let us consider the regularized optimal control problem:
pP 1γ q
$’’’’&’’’’% minuPH1pIqm
»————–
1
2}yu ´ yd}2L2pΩT q `
mř
j“1
αj}Btuj}L1pIq
`γ2
mř
j“1
}Btuj}2L2pIq ` κpγq2 }up0q}2Rm
fiffiffiffiffifl “: J1γ py, uq subject to pWq
with γ ą 0, κpγq “ cκ ¨ f˜pγq, cκ ě 0, monotonously increasing, f˜ P C1pr0,8qq, f˜p0q “ 0, and
supppf˜q “ r0,8q. Note that for each u P H1pIq the value up0q is well defined, because H1pIq
embeds continuously into CpIq. The total variation cost term in pP q can be identified with the cost
term
mř
j“1
αj}Bt ¨ }L1pIq for H1pIqm functions in pP 1γ q since now u P H1pΩq. The symbol Bt represents
the weak derivative.
4.1 Asymptotic behavior as γ Ñ 0`
In this section we show that the unique solution of pP q can be approximated by the unique solu-
tions of the problems pP 1γ q as γ Ñ 0.
In terms of the reduced costs J , problem pP q can be expressed as
pP q
"
min
uPBV pIqm
1
2}S˜puq ´ yd}2L2pΩT q `
mř
j“1
αj}Dtuj}MpIq “: Jpuq .
Analogously, we have
pP 1γ q
"
min
uPH1pIqm
1
2}S˜puq ´ yd}2L2pΩT q `
mř
j“1
αj}Btuj}L1pIq ` γ2
mř
j“1
}Btuj}2L2pIq ` κpγq2 }up0q}2Rm “: J1γ puq
The following result follows with standard techniques.
Theorem 4.1. For every γ ą 0 problem pP 1γ q has a unique solution uγ P H1pIqm.
Let us denote the unique optimal controls of pP q and pP 1γ q by u and uγ . To argue the BV-weak*
and strict convergence of uγ to u we use concepts from [22] and [9].
Definition 4.1. The value function is defined as
V : r0,8q Ñ R, γ ÞÑ Vpγq :“ J1γ puγq, where uγ “ arg min
uPH1pIqm
J1γ puq.
Lemma 4.1. The value function V maps r0,8q into rJpuq,8q and Vp0q :“ Jpuq. It is (locally) Lipschitz-
continuous, monotonically increasing, concave, and a.e. differentiable in p0,8q with
Vpγq1 “ 12
mř
i“1
}Btuγ,i}2L2pIq if κ “ 0, or
Vpγq1 “ 12
mř
i“1
}Btuγ,i}2L2pIq ` κ
1pγq
2 }uγp0q}2Rm if κ ‰ 0.
Proof. Utilizing the fact, that κ P C1pr0,8qq and κp0q “ 0, the proof can be carried out along the
line of [22, Proposition 2.26].
The following theorem can be found in the context of measure valued controls in [22, Proposi-
tion 2.27, Corollary 2.29], and for BV´controls in [14, Section 6].
Theorem 4.2. The value function V is continuous in 0, and we have 0 ď J1γ puγq´Jpuq ď γ}V1}L8p0,clocq
for every cloc ą 0, and γ P p0, clocq.
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Proof. Let  ą 0. The space C8pIqm is dense in BV pIqm with respect to the metric dBV : pφ1, φ2q ÞÑ
}φ1´φ2}L2pIqm `|}Dtφ1}MpIqm ´}Dtφ2}MpIqm | in BV pIqm. Hence, we can find a sequence punqn Ă
C8pIqm Ă H1pIqm such that dBV pun, uq nÑ8ÝÝÝÑ 0 with u as the solution of pP q. Due to the continuity
of S˜, we have that J is continuous with respect to the metric dBV . The continuity of J implies then,
that there exists N P N such that |Jpuq ´ Jpunq| ď  for all n ě N . Thus we have for all γ ą 0:
Vp0q “ Jpuq ď Jpuγq ` γ2
mÿ
i“1
}Btuγ}2L2pIqm “ Jγpuγq ď Jγpunq
“ Jpunq ` γ2
mÿ
i“1
}Btun}2L2pIqm `
κpγq
2 }unp0q}
2
Rm ď Jpuq ` ` γ2
mÿ
i“1
}Btun}2L2pIqm `
κpγq
2 }unp0q}
2
Rm
“ Vp0q ` ` γ2
mÿ
i“1
}Btun}2L2pIqm `
κpγq
2 }unp0q}
2
Rm .
(7)
Because  is arbitrary and
mÿ
i“1
}Btun}2L2pIqm , and }unp0q}2Rm are bounded, this implies that Vp0q
“ lim inf
γÑ0 Vpγq “ lim supγÑ0 Vpγq. Using that Vpγq “
γş
0
V1ptqdt ` Vp0q holds, we have for all cloc ą 0,
and γ ď cloc:
0 ď J1γ puγq ´ Jpuq “ Vpγq ´Vp0q “
γş
0
V1ptqdt ď γ}V1}L8p0,clocq
where we used that V is (locally) Lipschitz-continuous, monotonously increasing (which implies
that V1 ě 0 a.e.), concave (which implies an a.e. decreasing derivative), and thus V1 P L8p0, clocq.
Theorem 4.3. The unique optimal controls uγ of pP 1γ q converge weakly* in BV pIqm to the optimal control
u of pP q.
Proof. Let pγnq be an arbitrary null sequence in R`. In the following we show that the solutions
puγnq8n“1 of the problems pP 1γnq8n“1 are bounded in BV pIqm, with a proof which is similar to the
one in [9]:
Because of the continuity of Vpγq on r0,8q we have that pVpγnqq8n“1 is bounded in R. Thus,
we get that }Btuγn}L1pIqm “ }Dtuγn}MpIqm is bounded. Next, we have to prove that }uγn}L1pIqm is
bounded, which is required to show that puγnq8n“1 is bounded in BV pIqm. Consider the decompo-
sition uγn “ aγn ` uˆγn where
aγn “ paγn,1, ..., aγn,mq , uˆγn “ puˆγn,1, ..., uˆγn,mq
aγn “ 1T
Tş
0
uγnptqdt P Rm, uˆγn “ uγn ´ aγn .
(8)
At first we argue that puγnqn is bounded in BV pIqm. Note that }S˜puγnq ´ yd}2L2pΩT q is bounded,
because pvpγnqqn is bounded. Thus, we get that S˜puγnq is bounded in L2pΩT q. By (2), we have that
S˜puˆγnq is bounded in L2pΩT q as well, in fact
}S˜puˆγnq}L2pΩT q ď c}S˜puˆγnq}CpI,V q ď c1p}uˆγn}L1pIqm ` c2q ď c3p}Dtuγn}MpIqm ` c2q (9)
where we used the BV-Poincaré inequality in the last estimate.
Now define zn “ yn ´ yˆn “ LpaγnÝÑg q with yn “ S˜puγnq, and yˆn “ S˜puˆγnq. The sequence zn is
bounded in L2pΩT q.
To argue that paγnqn is bounded we argue by contradiction, and assume that (for a subsequence,
denoted by the same index) p˜n :“ max1ďjďm |aγn,j |
nÑ8ÝÝÝÑ 8. Let us introduce ξn “ 1p˜n zn “ Lp 1p˜n aγnÝÑg q.
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Since
}ξn}L2pΩT q “ } 1p˜n zn}L2pΩT q “ 1p˜n }zn}L2pΩT q ďlomon
zn bdd in L2pΩT q
1
p˜n
c
nÑ8ÝÝÝÑ 0,
(10)
we have that ξn
L2pΩT qÝÝÝÝÝÑ 0. Furthermore, we have
} 1p˜n aγnÝÑg }L2pΩT q “
?
T } 1p˜n aγnÝÑg }L2pΩq “lomon
Disj. supppgiq
?
T
mř
i“1
|aγn,i|
p˜n
}gi}L2pwiq, (11)
which does not converge to 0 for n Ñ 8 since p˜n Ñ 8. This is a contradiction to (10) by the
injectivity of the L operator. Thus we get that paγnqn is a bounded sequence in Rm and hence
puγnq8n“1 is bounded in BV pIqm. Here we use that there exists a constant CT such that }u} :“
|a|`}Dtu}Mp0,T qm ď maxp1, T q}u}BV p0,T qm ď CT }u} for all u P BV p0, T qm and a “ 1T
Tş
0
uptqdt P Rm,
use [1, Theorem 3.44]. Considering that bounded sequences in BV pIqm are weak* compact, we
obtain by [1, Theorem 3.23] that there exists a sub-sequence puγnk qk, which converges weakly*
to a function u˜ P BV pIqm. The weak* convergence implies that uγnk converges in L2pIqm to u˜,
and Dtuγnk converges in the weak* topology of MpIqm to Dtu˜. Hence, by the weak* lower semi-
continuity of } ¨ }MpIqm we get
lim inf
kÑ8
mř
i“1
αi}Dtuγnk ,i}MpIq ě
mř
i“1
αi}Dtu˜i}MpIq. (12)
Furthermore, the continuity of S implies that
lim
kÑ8 }S˜puγnk q ´ yd}
2
L2pΩT q “ }S˜pu˜q ´ yd}2L2pΩT q. (13)
Because }Btuγnk ,i}L2pIq, and }uγnk ,ip0q}Rm are bounded sequences, we have
lim
kÑ8
γnk
2
mř
i“1
}Btuγnk ,i}2L2pIq “ 0 and for κ ‰ 0 limkÑ8
κpγnk q
2 }uγnk p0q}2Rm “ 0. (14)
Estimates (12) - (14) and Theorem 4.2 imply that
Vp0q “ lim
γnkÑ0`
$’’’&’’’%
1
2}S˜puγnk q ´ yd}2L2pΩT q `
mř
i“1
αi}Btuγnk ,i}MpIq
`γnk2
mř
i“1
}Btuγnk ,i}2L2pIq `
κpγnk q
2 }uγnk p0q}2Rm
,///.///-
ě 12}S˜pu˜q ´ yd}2L2pΩT q `
mř
i“1
αi}Dtu˜i}MpIq “ Jpu˜q.
By uniqueness of the optimal control of pP q we get that u˜ is equal to the optimal control u of
pP q. Thus, the unique solutions uγnk of pP 1γnk q converge BV pIqm-weak* to the optimal control u ofpP q.
Corollary 4.1. The unique optimal controls uγ of pP 1γ q converge strictly in BV pIqm to the optimal control
u of pP q.
Proof. Due to the weak* convergence by Theorem 4.3 we get that uγ converges in L1pIqm to the
optimal control u. Using that S˜puγq Ñ S˜puq in L2pΩT q, Theorem 4.2 implies that the total variations
of uγ converge to the total variation of u.
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4.2 Equivalent Regularized Optimal Control Problem to pP 1γ q
In this section we introduce an equivalent problem pP˜γq to pP 1γ q. The latter will be solved by a semi-
smooth Newton method. In the remaining part of the paper we restrict the operator B defined in
(5) to L2pIqm ˆ Rm. Its adjoint has the form
B˚ : L2pΩT q Ñ L2pIqm ˆ Rm, ϕ ÞÑ
¨˚
˚˝˚şΩ
Tş¨ ÝÑg ϕ
ş
ΩT
ÝÑg ϕ
‹˛‹‹‚psq
Analogously we henceforth restrict S toL2pIqmˆRm. The isomorphism in Lemma 2.3 translates
pP 1γ q into the following equivalent form:
pP˜γq
$’’’’&’’’’% minpv,cqPL2pIqmˆRm
$’’’’&’’’’%
1
2}Spv, cq ´ yd}2L2pΩT q `
mř
j“1
αj}vj}L1pIq
`γ2
mř
j“1
}vj}2L2pIq ` κpγq2 }c}2Rm
,////.////- “: J˜γpv, cq
4.3 Regularization - First-Order Optimality Condition
In this section we present the first-order optimality conditions for pP˜γq. We will use a prox-operator
approach to represent implicitly the distributional derivative of the BV-optimal control of pP qwith
respect to the adjoint. This allows to replace the sub-differential in the first-order optimality condi-
tions of pP˜γq. Finally we compare the sparsity results of pP˜γq and pP˜ q, and show the convergence
of the adjoints of pP˜γq to the adjoint of pP˜ q for γ Ñ8.
Lemma 4.2. Let pÝÑv ,ÝÑc q P L2pIqm ˆ Rm be the optimal control of pP˜γq. We have the following necessary
and sufficient optimality conditions for pP˜γq:
p1q ÝÑv psq “
¨˚
˚˝˚˚max
˜
0,´ 1γ
ş
Ω
Tş
s
L˚pSpÝÑv ,ÝÑc q ´ ydqgidtdx´ αiγ
¸
`
`min
˜
0,´ 1γ
ş
Ω
Tş
s
L˚pSpÝÑv ,ÝÑc q ´ ydqgidtdx` αiγ
¸‹˛‹‹‹‚
m
i“1
P L2pIqm
p2q ´ şΩT L˚pSpÝÑv ,ÝÑc q ´ ydqÝÑg dtdx´ κpγqÝÑc “ 0Rm P Rm
Proof. Since this proof is standard, we have deferred it to the appendix.
In the appendix it is also shown that
Proxγř
i
αi}¨}L1pIq
˜
´ 1γ
ş
Ω
Tş
s
L˚pSpÝÑv ,ÝÑc q ´ ydqÝÑg dtdx
¸
(15)
is equal to the right hand side of equation (1) in Lemma 4.2.
Due to the regularity of the adjoint wave equation, we have that the optimal control ÝÑv is at
least Lipschitz continuous.
Proposition 4.1. Let pÝÑv ,ÝÑc q P L2pIqm ˆ Rm be the optimal control of pP˜γq. Then we have for a.a. s P I
and i “ 1, ...,m:
ÝÑv ipsq “
$’’’’&’’’’%
0 , |ψγ,ipsq| ă αi
´ 1γψγ,ipsq ` αiγ , ψγ,ipsq ě αi
´ 1γψγ,ipsq ´ αiγ , ψγ,ipsq ď ´αi
(16)
with ψγpsq “
ş
Ω
Tş
s
L˚pSpÝÑv ,ÝÑc q ´ ydqÝÑg dtdx, and ψγ,ipsq “
ş
Ω
Tş
s
L˚pSpÝÑv ,ÝÑc q ´ ydqgidtdx.
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One can compare the sparsity structure of the optimal controls associated to pP˜γq to the sparsity
for the optimal control of pP˜ q. The optimal measures ÝÑv i in pP˜ q, see Lemma 3.1, are not supported,
where |p1,iptq| ă αi, while the optimal measures for pP˜γq are not supported, where |ψγ,iptq| ă αi
holds.
We next address the convergence of the adjoints ψγ of pP˜γq to the adjoint p1 of pP˜ q, which is
defined in Theorem 3.2.
Proposition 4.2. For 0 ă γ Ñ 0 we find ψγ H
2pIqmÝÝÝÝÝÑ p1. Furthermore, we have for κ “ 0,A
´ψγ,iαi ,ÝÑv γ,i
E
C0pIq,MpIq
γÑ0ÝÝÝÑ
A
´p1,iαi ,ÝÑv i
E
C0pIq,MpIq
“ }ÝÑv i}MpIq, (17)
and for κ ą 0, ş
I
´ψγ,iαi dÝÑv γ,ipsq
γÑ0ÝÝÝÑ
A
´p1,iαi ,ÝÑv i
E
C0pIq,MpIq
“ }ÝÑv i}MpIq, (18)
for i “ 1, ¨ ¨ ¨ ,m, where pÝÑv ,ÝÑc q PMpIqm ˆ Rm is the solution to pP˜ q, and pÝÑv γ ,ÝÑc γq P L2pIqm ˆ Rm is
the solution to pP˜γq.
Due to Theorem 4.3 we know that ÝÑv γ , the derivative of the optimal control uγ of pP 1γ q, con-
verges weakly* to ÝÑv in MpIqm, the distributional derivative of the optimal control u of pP q. Fur-
thermore, recall that
A
´p1,iαi ,ÝÑv i
E
C0pIq,MpIq
“ }ÝÑv i}MpIq holds due to Lemma 3.1.
Proof. We first show that }ψγ,i ´ p1,i}H2pIq γÑ0ÝÝÝÑ 0, for i “ 1, ¨ ¨ ¨ ,m, holds. By regularity results of
the wave equation we have that p1,i and ψγ,i are elements of H2pIq. Furthermore, using Theorem
4.3 in the last inequality of the following computation we find
}Btψγ,i ´ Btp1,i}2L2pIq “
››››ş
Ω
L˚pLppuγ ´ uq ¨ ÝÑg qqgidx
››››2
L2pIq
ď
Tş
0
ˆş
Ω
|L˚pLppuγ ´ uq ¨ ÝÑg qq| ¨ |gi|dx
˙2
dt
ď
Tş
0
p}L˚pLppuγ ´ uq ¨ ÝÑg qq}H ¨ }gi}Hq2 dt “ c}L˚pLppuγ ´ uq ¨ ÝÑg qq}2L2pI;Hq
ď c}L˚pLppuγ ´ uq ¨ ÝÑg qq}2CpI;Hq ďlomon
p2q
c}puγ ´ÝÑu q ¨ ÝÑg }2L1pI;Hq ď c}uγ ´ u}2L1pIq γÑ0ÝÝÝÑlomon
uγ
BV,w˚ÝÝÝÝÑ u
0.
Since ψγ,i ´ p1,i P H1pIqwith pψγ,i ´ p1,iqpT q “ 0 this implies that }ψγ,i ´ p1,i}H1pIq γÑ0ÝÝÝÑ 0. Let us
show that }Bttψγ,i ´ Bttp1,i}L2pIq γÑ0ÝÝÝÑ 0 holds as well. For this purpose, utilizing the dominated
convergence theorem and Theorem 4.3 we obtain
}Bttψγ,i ´ Bttp1,i}2L2pIq “
››››Bt ş
Ω
L˚pLppuγ ´ uq ¨ ÝÑg qqgidx
››››2
L2pIq
“
Tş
0
ˆş
Ω
BtL˚pLppuγ ´ uq ¨ ÝÑg qqgidx
˙2
dt ď
Tş
0
ˆş
Ω
|BtL˚pLppuγ ´ uq ¨ ÝÑg qq| ¨ |gi|dx
˙2
dt
ď
Tş
0
p}BtL˚pLppuγ ´ uq ¨ ÝÑg qq}H ¨ }gi}Hq2 dt “ c}BtL˚pLppuγ ´ uq ¨ ÝÑg qq}2L2pI;Hq
ď c}BtL˚pLppuγ ´ uq ¨ ÝÑg qq}2CpI;Hq ďlomon
p2q
c}puγ ´ uq ¨ ÝÑg }2L1pI;Hq ď c}uγ ´ u}2L1pIqm γÑ0ÝÝÝÑ 0.
Consider now the case κ “ 0: To verify (17) let us note that ψγ,i P H10 pIq since κ “ 0. Because
H2pIq continuously embeds into C0pIq, and ψγ,i, p1,i P C0pIqwe have }ψγ,i ´ p1,i}C0pIq γÑ0ÝÝÝÑ 0, for
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i “ 1, ¨ ¨ ¨ ,m. Utilizing the weak* convergence of ÝÑv γ,i w
˚,MpIqÝÝÝÝÝÝÑ ÝÑv i and the strong convergence
ψγ,i
C0pIqÝÝÝÑ p1,i, for i “ 1, ¨ ¨ ¨ ,m, we achieve the desired result.
We turn to verify (18). Since κ ‰ 0 we do not have that ψγ,i P H10 pIq. Consider the following
function ϕptq “ cosp piT tq1r0,T2 qptq, which satisfies ϕp0q “ 1, ϕptq “ 0, for t ě
T
2 , ϕ P CpIq and thusş
I
ψγ,idÝÑv γ,i “ xψγ,i ` κpγqcγ,iϕ,ÝÑv γ,iyC0,MpIq ´
ş
I
κpγqÝÑc γ,iϕdÝÑv γ,i. (19)
Furthermore, we have by the convergence of ψγ,i
H2pIqÝÝÝÝÑ
γÑ0 p1,i, for i “ 1, ¨ ¨ ¨ ,m, and by the em-
bedding H2pIq ãÑ CpIq that ψγ,i CpIqÝÝÝÑ
γÑ0 p1,i. Due to weak* convergence uγ
w˚ÝÝÝÝÝÑ
BV pIqm
u, we have
that puγqγ is bounded in BV pIqm for γ Ñ 0. By the isomorphism in Lemma 2.3 we get that
pDtuγ , uγp0qq “ pÝÑv γ ,ÝÑc γq is bounded in MpIqm ˆ Rm as well. Given the boundedness of |ÝÑc γ,i|
it holds that }κpγqÝÑc γ,iϕ}8 ď κpγq|ÝÑc γ,i|}ϕ}8 γÑ0ÝÝÝÑ 0. Summing up, we have ψγ,i CpIqÝÝÝÑ
γÑ0 p1,i and
κpγqÝÑc γ,iϕ CpIqÝÝÝÑ
γÑ0 0, which implies ψγ,i ` κpγq
ÝÑc γ,iϕ C0pIqÝÝÝÑ
γÑ0 p1,i. Together with weak* convergence
in MpIq of ÝÑv γ,i to ÝÑv i, we get
xψγ,i ` κpγqÝÑc γ,iϕ,ÝÑv γ,iyC0,MpIq
γÑ0ÝÝÝÑ xp1,i,ÝÑv iyC0pIq,MpIq . (20)
Due to the boundedness of pÝÑv γqγ in MpIqm and pÝÑc γqγ in Rm, for γ Ñ 0, we getˇˇˇˇş
I
κpγqÝÑc γ,iϕdÝÑv γ,i
ˇˇˇˇ
ď ş
I
|κpγqÝÑc γ,iϕ|dÝÑv γ,i ďlomon
|ϕ|ď1
κpγq|ÝÑc γ,i|}ÝÑv γ,i}MpIq γÑ0ÝÝÝÑ 0. (21)
Finally, we consider (20), and (21) in (19) and get (18).
4.4 Regularization - Semi-smooth Newton Method
In this section, we discuss the semi-smooth Newton method which is used to construct a sequence
in L2pΩqm ˆ Rm that solves the first-order condition (1), (2) in Lemma 4.2 in the limit. Later in
section 5 a BV-path following algorithm is presented which uses these method, see Algorithm 1.
At first, let us introduce
Fγ : L2pIqm ˆ Rm Ñ L2pIqm ˆ Rm, Fγpv, cq :“
¨˝
v ´ Proxγř
i
αi}¨}L1pIqp´
1
γ p˜ipv, cqq
κpγq
γ c` 1γ p˜ipv, cqp0q
‚˛
where
Proxγř
i
αi}¨}L1pIqp´
1
γ p˜ipv, cqq “
¨˝
max
´
0,´ 1γ p˜iipv, cq ´ αiγ
¯
`
`min
´
0,´ 1γ p˜iipv, cq ` αiγ
¯‚˛m
i“1
P L2pIqm,
p˜ipv, cqpsq “ ş
Ω
Tş
s
L˚pSpv, cq ´ ydqÝÑg dtdx P L2pIqm,
(22)
and observe that FγpÝÑv ,ÝÑc q “ 0 is equivalent to (1), (2) in Lemma 4.2.
Consider the following definition of [21, p. 120 et seq.]:
Definition 4.2. LetG : X Ñ Y be a continuous operator, between Banach spacesX and Y . Further,
let us consider a set-valued mapping BG : X Ñ LpX,Y q with non-empty images. We call BG a
generalized differential. We define the operator G to be BG-semi-smooth or simply semi-smooth in
x˚, if
sup
MPBGpx˚`dq
}Gpx˚ ` dq ´Gpx˚q ´Md}Y “ op}d}Xq for }d}X Ñ 0
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We recall the following theorem from [15, Theorem 1.1]:
Theorem 4.4. Suppose that x˚ is a solution of the equation Gpx˚q “ 0 and that G is BG-semi-smooth
in a neighborhood U in X containing x˚. If the set BGpxq contains only non-singular mapping and if
t}M´1} |M P BGpxqu is bounded for all x P U , then the Newton iteration
xk`1 “ xk ´M´1Gpxkq, for any M P BGpxkq (23)
converges super linearly to x˚, provided that }x0 ´ x˚} is sufficiently small.
Remark 4.1. Let us note that [15, Theorem 1.1] is actually more general. The authors are using the
slant differentiability which is a weaker concept than the semi-smoothness, see [15, p. 868].
In the following, we prove that all conditions needed for Theorem 4.4 hold for G “ Fγ and
κ ‰ 0 with x˚ “ pÝÑv ,ÝÑc q and X “ Y “ L2pIqm ˆ Rm. If the initial value x0 is sufficiently close to
x˚ this guarantees that the sequence pxkqkPN in (23) converges super linearly in L2pIqm ˆRm to x˚
with respect to Fγ .
Definition 4.3. Define the following operators for pÝÑh ,ÝÑk q P L2pIqm ˆ Rm:
pB˚L˚LBq1p¨,ÝÑk q : L2pIqm Ñ L2pIqm, by ÝÑh ÞÑ
Tş¨ ş
Ω
L˚pLpBpÝÑh ,ÝÑk qqqÝÑg dtdx
pB˚L˚LBq2pÝÑh , ¨q : Rm Ñ Rm, by ÝÑk ÞÑ
ş
ΩT
L˚pLpBpÝÑh ,ÝÑk qqqÝÑg dtdx.
Furthermore, we write for i “ 1, ¨ ¨ ¨ ,m:
pB˚L˚LBq1,ipÝÑh ,ÝÑk q “
ş
Ω
Tş
s
L˚pLpBpÝÑh ,ÝÑk qqqgidtdx P L2pIq,
pB˚L˚LBq2,ipÝÑh ,ÝÑk q “
ş
ΩT
L˚pLpBpÝÑh ,ÝÑk qqqgidtdx P R.
For any function Υ : X Ñ Y , with X and Y Banach spaces, we denote by DΥpxqpzq the direc-
tional derivative of Υ in x in direction z.
Let us recall that the point-wise maximum and minimum operation from Lp to L2 are semi-
smooth if p ą 2 (Norm gap), and a Newton derivative in f P LppIq in direction h P LppIq is given
by $&% 1p0,8qpfqphq|hPL
ppIq for max,
1p´8,0qpfqphq|hPLppIq for min .
Hence, we get for m˜ax{m˜in : LppIqm Ñ L2pIqm, m˜axpÝÑf q :“ pmaxpfiqqi“1,...,m respectively m˜inpÝÑf q
:“ pminpfiqqi“1,...,m, the following Newton derivative in ÝÑf P LppIqm in direction ÝÑh P LppIqm:
Dm˜ax{m˜inpÝÑf qpÝÑh q “
¨˚
˚˚˚˚
˚˝
1J pf1q 0 ... ... 0
0 1J pf2q 0 ... 0
0 0 . ... .
. . . ... .
. . . 1J pfm´1q 0
0 0 ... 0 1J pfmq
‹˛‹‹‹‹‹‚
¨˚
˚˚˚˚
˚˝
h1
.
.
.
hm´1
hm
‹˛‹‹‹‹‹‚
:“ 1J pÝÑf qpÝÑh q :“ diagpp1J fiqiqÝÑh
for J “ p0,8q in case of max and p´8, 0q in case of min. The matrix 1J pÝÑf q has only values equal
to 1 or 0 on its diagonal.
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Lemma 4.3. The first derivative of Fγ in pv, cq P L2pIqm ˆ Rm has the following form:
DFγpv, cq “
˜
idL2pIqm 0
0 κpγqγ idRm
¸
` 1γ
ˆ
diag 0
0 idRm
˙
B˚L˚LB
“
¨˚
˝idL2pIqm ` 1γdiag ¨ pB˚L˚LBq1p¨, 0q 1γdiag ¨ pB˚L˚LBq1p0, ¨q
1
γ pB˚L˚LBq2p¨, 0q κpγqγ idRm ` 1γ pB˚L˚LBq2p0, ¨q
‹˛‚
with
diag :“
´
1p0,8q
´
´ 1γ p˜ipv, cq ´
ÝÑα
γ
¯
` 1p´8,0q
´
´ 1γ p˜ipv, cq `
ÝÑα
γ
¯¯
. (24)
In particular, we have for pÝÑh ,ÝÑk q P L2pIqm ˆ Rm:
DFγpv, cq
ˆÝÑ
hÝÑ
k
˙
psq “
¨˚
˚˝˚˚ÝÑh psq ` diag ¨
˜
1
γ
ş
Ω
Tş
s
L˚pLpBpÝÑh ,ÝÑk qqqÝÑg dtdx
¸
κpγq
γ
ÝÑ
k ` 1γ
ş
ΩT
L˚pLpBpÝÑh ,ÝÑk qqqÝÑg dtdx
‹˛‹‹‹‚. (25)
Furthermore, the function Fγ with DFγpv, cq as generalized derivative is semi-smooth for all pv, cq P
L2pIqm ˆ Rm.
Proof. Lemma 4.3 is a consequence of the semi-smoothness of max {min from Lp to Lq with p ą
q ě 1.
Let us write diag for diagpsq :“ diagpX1psq, ¨ ¨ ¨ , Xmpsqq with Xi : I Ñ t0, 1u. The maps Xi are
BpIq´2t0,1u-measurable. Hence, we can define the measurable sets I0,i :“ ts P I|Xipsq “ 0u, I1,i :“
ts P I|Xipsq “ 1u.
Lemma 4.4. The linear continuous operator
B˚L˚LB : L2pIqm ˆ Rm Ñ L2pIqm ˆ Rm
is a self-adjoint non-negative and injective operator with spectrum inside r0, }B˚L˚LB}s.
Furthermore, G :“ pxLgi, LgjyL2pΩT qqmi,j“1 is invertible and we have for all h P L2pIqm that the
continuous affine linear operator pB˚L˚LBq2ph, ¨q is bijective with
pB˚L˚LBq2ph, kq “ φô k “ G´1pφ´ pB˚L˚LBq2ph, 0qq. (26)
Proof. The non-negativity and injectivity can be seen by the strict inequality,
xB˚L˚LBφ, φyL2pIqmˆRm “ xLBφ,LBφyL2pΩT q ą 0 for φ ‰ 0.
The strictness is a consequence of the uniqueness of solutions of the wave equation defined by L.
The claim on the spectrum follows from selfadjointness and the fact that the spectral radius is
}B˚L˚LB}, see [23, Theorem VI.6].
Let us now show that G is invertible. Given the linear independence of pgiqmi“1 in L2pΩT q we
get that pLpgiqqmi“1 is linearly independent in L2pΩT q by the uniqueness of solutions of the wave
equation. Further, introduce xλ, µyL “ xLpλ ¨ÝÑg q, Lpµ ¨ÝÑg qyL2pΩT q “ x
mř
i“1
λiLpgiq,
mř
j“1
µjLpgjqyL2pΩT q.
This is an inner product in Rm. Hence, the Gram-Schmidt Matrix G “ pxei, ejyLqmi,j“1 P Rmˆm is
invertible.
To verify (26) let us derive that
pB˚L˚LBq2p0, kq “
`xL˚Lpk ¨ ÝÑg q, giyL2pΩT q˘mi“1 “
¨˝C
mř
j“1
kjLpgjq, Lpgiq
G
L2pΩT q
‚˛m
i“1
“ Gpcq.
Then φ “ pB˚L˚LBq2ph, 0q ` pB˚L˚LBq2p0, kq can be equivalently expressed by Gpkq
“ pB˚L˚LBq2p0, kq “ φ´ pB˚L˚LBq2ph, 0q and (26) follows.
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In the following we present the injectivity results for the Newton derivativeDFγpv, cq. The final
surjectivity results and uniform boundedness of DFγpv, cq´1 with respect to γ Ñ 0 and κ ą 0 can
be found in section 4.5. Combined, these results will allow us to conclude, that the super linear
convergence of Theorem 4.4 holds for our control problem at least in the case κ ‰ 0.
Theorem 4.5. If γ ą 0, αi ą 0, i “ 1, ¨ ¨ ¨ ,m, and pv, cq P L2pIqmˆRm, the Newton derivativeDFγpv, cq
is injective.
Proof. Case κ “ 0: Let 0 ‰ ph, kq P L2pIqm ˆ Rm and assume that DFγpv, cqph, kq “ 0. By the first
line of DFγpv, cqph, kq, see Lemma 4.3, we then have
hi `Xi
´
1
γ pB˚L˚LBq1iph, kq
¯
“ 0 (27)
for all i “ 1, ¨ ¨ ¨ ,m. In the set I0,i it holds that 0 “ hi and in I1,i we have´γhi “ pB˚L˚LBq1iph, kq.
Furthermore, by the second row of DFγpv, cqph, kq, see Lemma 4.3, we have pB˚L˚LBq2ph, kq “ 0.
Thus, we get by the positivity of B˚L˚LB and (27)
0 ď
B
B˚L˚LBph, kq,
ˆ
h
k
˙F
L2pIqmˆRm
“ ´γ
mř
i“1
ş
I1,i
h2i dt. (28)
This implies that h “ 0 for all i. For h “ 0, we have that 0 “ pB˚L˚LBq2p0, kq based on the second
row of DFγpv, cqph, kq. Because pB˚L˚LBq2p0, ¨q is invertible, the kernel is 0 and thus k “ 0, which
is a contradiction. Hence DFγpv, cq is injective.
Case κ ą 0: Let ph, kq ‰ 0 P L2pIqm ˆ Rm and assume that DFγ,κpv, cqph, kq “ 0. By the first
row of DFγpv, cqph, kq, see Lemma 4.3, we then have
hi `Xi
´
1
γ pB˚L˚LBq1iph, kq
¯
“ 0 (29)
for all i “ 1, ¨ ¨ ¨ ,m. In the set I0,i we have 0 “ hi, and in I1,i we have ´γhi “ pB˚L˚LBq1iph, kq.
By the second row of DFγpv, cqph, kq, see Lemma 4.3, we have ´κpγqγ k “ pB˚L˚LBq2ph, kq. Thus,
we get by the positivity of B˚L˚LB:
0 ď
B
B˚L˚LBph, kq,
ˆ
h
k
˙F
L2pIqmˆRm
“ ´γ
mř
i“1
ş
I1,i
h2i dt´ κpγqγ }k}2Rm ălomon
ph,kq‰0
0, (30)
which is a contradiction. Hence DFγpv, cq is injective.
4.5 Surjectivity Results for the Newton Derivative DFγ
In this section we present surjectivity results for the Newton derivative DFγ,κpv, cq as well as uni-
form boundedness of the operator family tDFγpv, cq´1upv,cqPL2pIqmˆRm .
Theorem 4.6. text
For γ, κpγq, and αi, i “ 1, ¨ ¨ ¨ ,m, all positive, the Newton derivative DFγpv, cq is surjective for each
pv, cq P L2pIqm ˆ Rm. Furthermore, the operator family tDFγpv, cq´1upv,cqPL2pIqmˆRm is uniformly
bounded for each fixed κ ą 0 in LpL2pIqm ˆ Rmq.
Proof. text
(i) Surjectivity: In the following consider pv, cq and pφ1, φ2q P L2pIqm ˆ Rm. We have to show
that there exists a ph, kq P L2pIqm ˆ Rm such that
DFγpv, cq
ˆ
h
k
˙
“
ˆ
φ1
φ2
˙
. (31)
In view of (31) and (25) we have hi “ φ1,i for i “ 1, ¨ ¨ ¨ ,m in I0,i. This implies that hi “ φ1,i1I0,i `
h˜i1I1,i for some h˜i, i “ 1, ¨ ¨ ¨ ,m. If it holds that |I1,i| “ 0, for all i “ 1, ¨ ¨ ¨ ,m, we get that hi “ φ1,i
and by (31) we have
φ2 ´ 1γ pB˚L˚LBq2pφ1, 0q “ κpγqγ k ` pB˚L˚LBq2p0, kq “: W˜ pkqwith W˜ P Rmˆm. (32)
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Since, k ÞÑ pB˚L˚LBq2p0, kq is self-adjoint and positive definite from Rm to itself, there exists
k P Rm which solves (32).
Next, w.l.o.g. let |I1,i|, ¨ ¨ ¨ , |I1,n˜| ą 0 and |I1,n˜`1|, ¨ ¨ ¨ , |I1,m| “ 0 with n˜ ą 0. By (31), in I1,i,
i “ 1, ¨ ¨ ¨ , n˜, we require
φ1,i “ h˜i1I1,i ` 1γ pB˚L˚LBq1,iph, kq
ô
φ1,i1I1,i ´ 1γ pB˚L˚LBq1,ip
`
φ1,i1I0,i
˘m
i“1 , 0q1I1,i “ h˜i1I1,i ` 1γ pB˚L˚LBq1,ipph˜i1I1,iqmi“1, kq1I1,i .
(33)
where in the last step we used hi “ φ1,i1I1,i ` h˜i1I0,i . Note that h˜i “ 0 for i ą n˜ holds. By the
second equation in (31) we have to fulfill the equation
φ2 ´ 1γ pB˚L˚LBq2ppφ1,i1I1,iqmi“1, 0q “ κpγqγ k ` 1γ pB˚L˚LBq2ppph˜1I1,iqn˜i“1, 0m´n˜q, kq. (34)
with |I0,i| “ |I| for i “ n˜` 1, ¨ ¨ ¨ ,m. We will use the solution of (33) and (34) to obtain the solution
for (31). Let us consider in the following the linear continuous and self-adjoint operator
W1 “
¨˚
˚˝id n˜śi“1L2pI1,iq 0
0 κpγqγ idRm
‹˛‹‚` 1γ
¨˝”
B˚L˚LB1p
`p¨1I1,i˘n˜i“1 , 0m´n˜q, ¨qın˜i“1
B˚L˚LB2p
`p¨1I1,i˘n˜i“1 , 0m´n˜q, ¨q ‚˛looooooooooooooooooooooooooomooooooooooooooooooooooooooon
:“W2
P L
ˆ
n˜ś
i“1
L2pI1,iq ˆ Rm,
n˜ś
i“1
L2pI1,iq ˆ Rm
˙
resulting in
W1
ˆ
a
b
˙
“
˜
a
κpγq
γ b
¸
` 1γ
¨˝”
B˚L˚LB1p
`pai1I1,i˘n˜i“1 , 0m´n˜q, bqın˜i“1
B˚L˚LB2p
`pai1I1,i˘n˜i“1 , 0m´n˜q, bq ‚˛
Since W2 is non-negative, we conclude that W1 is positive definite and hence invertible. This im-
plies that there exists a ph˜, kq P
n˜ś
i“1
L2pI1,iq ˆ Rm such that (33) and (34) holds true. Defining
hi “ φ1,i1I0,i ` h˜i1I1,i , for i “ 1, ¨ ¨ ¨ , n˜, and hi “ φ1,i with h˜i “ 0, for i “ n˜` 1, ¨ ¨ ¨ ,m provides the
desired solution ph, kq P L2pIqm ˆ Rm for (31): In fact, for i “ n˜ ` 1, ¨ ¨ ¨ ,m we have hi “ φ1,i a.e.
in I . In I0,i, i “ 1, ¨ ¨ ¨ ,m, holds hi “ φ1,i. Furthermore, we have in I1,i
hi ` 1γ pB˚L˚LBq1,iph, kq “
#
h˜i1I1,i ` 1γ pB˚L˚LBq1,ip
`
φ1,i1I0,i
˘m
i“1 , 0q1I1,i
` 1γ pB˚L˚LBq1,ipph˜i1I1,iqmi“1, kq1I1,i
+
“lomon
p33q
φ1,i1I1,i
for i “ 1, ¨ ¨ ¨ , n˜. With (34) we finally have (31). Hence, we have proved the surjectivity ofDFγpv, cq.
(i) Boundedness: Let us now show that the operator family tDFγpv, cq´1uv,c is uniformly bounded
for fixed κ ą 0. Let us consider pφ1, φ2qT P L2pIqm ˆ Rm. By the surjectivity and injectivity of
DFγpv, cq, there exists a unique ph, kq P L2pIqm ˆ Rm with hi “ φ11I1,i ` h˜1I1,i , as we used above,
such that ˆ
ψ1
ψ2
˙
“
˜`
h˜i1I1i
˘m
i“1
κpγq
γ k
¸
` 1γ
˜`
B˚L˚LB1ipph˜j1I1j qmj“1, kq ¨ 1I1i
˘m
i“1
B˚L˚LB2pph˜j1I1j qmj“1, kq
¸
(35)
with ψ1 :“
´
φ1i1I1i ´ 1γB˚L˚LB1ippφ1j1I0j qmj“1, 0q ¨ 1I1i
¯m
i“1
and ψ2
:“ φ2´ 1γB˚L˚LB2ppφ1j1I0j qmj“1, 0q, compare (33), and (34). Similarly as before, assume at first that
|I1,1|, ¨ ¨ ¨ , |I1,m| “ 0. We have h “ φ1 and
ψ2 “ κpγqγ k ´ 1γB˚L˚LB2p0, kq “ W˜ pkq (36)
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by (31), (32). Recall that W˜ is a self-adjoint, and positive definite. Using W˜´1 on both sides of (36)
gives us the following:
}k}Rm “ }W˜´1pψ2q} ďlomon
p˚q
}W˜´1}
”
}φ2}Rm ` 1γ }B˚L˚LB}}pφ1, 0q}L2pIqmˆRm
ı
ď 2}W˜´1}max
´
1, 1γ |B˚L˚LB}
¯
}pφ1, φ2q}L2pIqmˆRm
(37)
where in p˚qwe used that }pB˚L˚LBq2ppφ1j1I0j qmj“1, 0q}Rm ď }B˚L˚LBppφ1j1I0j qmj“1, 0q}L2pIqmˆRm .
Note that W˜ is independent of pv, cq, ph, kq, and pφ1, φ2q. Furthermore, we have the following:››››ˆhk
˙››››2
L2pIqmˆRm
“lomon
h“φ1
Bˆ
φ1
k
˙
,
ˆ
φ1
k
˙F
L2pIqmˆRm
ď }pφ1, φ2q}2L2pIqmˆRm ` }k}2Rm
ďlomon
p37q
}pφ1, φ2q}2L2pIqmˆRm ` 4}W˜´1}2 maxp1, 1γ }B˚L˚LB}q2}pφ1, φ2q}2L2pIqmˆRm
ď ˜˜c}pφ1, φ2q}2L2pIqmˆRm
with ˜˜c ą 0 independent of pv, cq, ph, kq, and pφ1, φ2q. Hence, we have
}DFγpv, cq´1} “ sup$&% }pφ1, φ2q}L2pIqmˆRm ď 1pφ1, φ2qT “ DFγpv, cqph, kq
,.-
}ph, kq}L2pIqmˆRm ď ˜˜c ă 8.
Next assume again that |I1,1|, ¨ ¨ ¨ , |I1,n˜| ą 0, and |I1,n˜`1|, ¨ ¨ ¨ , |I1,m| “ 0 with n˜ ą 0. Let us define
˜˜h :“ `h˜j1I1j˘mj“1 P L2pIqm, N :“ t1, ¨ ¨ ¨ , n˜u, śN :“ n˜śi“1L2pI1,iq, and h˜N :“ `h˜j1I1j˘n˜j“1 P śN . We
have hi “ φ1,i for all i “ n˜` 1, ¨ ¨ ¨ ,m and
ψ2 “ κpγqγ k ´ 1γB˚L˚LB2p˜˜h, kq. (38)
By (35) we have
Bˆpψ1iqiPN
ψ2
˙
,
ˆ
h˜N
k
˙F
ś
N
ˆRm
“
$’’’’’’’’’&’’’’’’’’’%
C˜
h˜N
κpγq
γ k
¸
,
ˆ
h˜N
k
˙G
ś
N
ˆRm
` 1γ
C˜´
B˚L˚LB1ip˜˜h, kq1I1i
¯
iPN
pB˚L˚LBq2p˜˜h, kq
¸
,
ˆ
h˜N
k
˙G
ś
N
ˆRm
,/////////./////////-
. (39)
This equation implies the following:
}pψ1, ψ2q}L2pIqmˆRm}ph˜N , kq}ś
N
ˆRm ě } ppψ1iqiPN , ψ2q }ś
N
ˆRm}ph˜N , kq}ś
N
ˆRm
ě
Bˆpψ1iqiPN
ψ2
˙
,
ˆ
h˜N
k
˙F
ś
N
ˆRm
ělomon
p39q
$’’’’’’’&’’’’’’’%
min
´
1, κpγqγ
¯
}ph˜N , kq}2ś
N
ˆRm
` 1γ
C˜´
B˚L˚LB1ip˜˜h, kq1I1i
¯
iPN
pB˚L˚LBq2p˜˜h, kq
¸
,
ˆ
h˜N
k
˙G
ś
N
ˆRm
,///////.///////-
ělomon
p˚˚q
min
´
1, κpγqγ
¯
}ph˜N , kq}2ś
N
ˆRm
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where (**) follows by the non-negativity of B˚L˚LB, i.e.
1
γ
C˜´
B˚L˚LB1ip˜˜h, kq1I1i
¯
iPN
pB˚L˚LBq2p˜˜h, kq
¸
,
ˆ
h˜N
k
˙G
ś
N
ˆRm
“ 1γ
B
B˚L˚LBp˜˜h, kq,
ˆ˜˜h
k
˙F
L2pIqmˆRm
ě 0,
where we used that ˜˜hj “ h˜j1I1,j “ h˜N ,j for j “ 1, ¨ ¨ ¨ , n˜ and ˜˜hj “ 0 for j ą n˜. Hence, we have
1
min
´
1,κpγqγ
¯}pψ1, ψ2q}L2pIqmˆRm ě }ph˜N , kq}ś
N
ˆRm . (40)
Finally, we have by (40) and the definition of ψi
}ph, kq}2L2pIqmˆRm “ }ppφ1j1I0j qmi“1 ` ˜˜h, kq}2L2pIqmˆRm
“
Bˆpφ1j1I0j qmi“1 ` ˜˜h
k
˙
,
ˆpφ1j1I0j qmi“1 ` ˜˜h
k
˙F
L2pIqmˆRm
“lomon
1I1i ¨1I0i“0
}pφ1j1I0j qmi“1}2L2pIqm ` }p˜˜h, kq}2L2pIqmˆRm ď }pφ1, φ2q}2L2pIqmˆRm ` }ph˜N , kq}2ś
N
ˆRm
ďlomon
p40q
}pφ1, φ2q}2L2pIqmˆRm ` 1min´1,κpγqγ ¯2 }pψ1, ψ2q}2L2pIqmˆRm ď ˜˜c2}pφ1, φ2q}2L2pIqmˆRm
where ˜˜c ą 0 is some constant independent of pv, cq, and ph, kq. This finally concludes the bounded-
ness of }DFγpv, cq´1} ď ˜˜c.
As a consequence of Theorem 4.4 - 4.6 we have the following result.
Corollary 4.2. If γ, κpγq, and i P t1, ¨ ¨ ¨ ,mu are all positive, then the semi-smooth Newton algorithm
pvk`1, ck`1q “ pvk, ckq ´DFγpvk, ckq´1Fγpvk, ckq, (41)
converges super-linearly to the optimal solution pÝÑv ,ÝÑc q of pP˜γq, provided that
}pv0, c0q ´ pÝÑv ,ÝÑc q}L2pIqmˆRm is sufficiently small.
5 Numerics and Examples
In the following sections we present numerical results which illustrate the effect of BV cost on the
optimal controls. For the discretization of pWqwe used the 3-level finite element method presented
in [24]. In particular, we used the Crank-Nicholson method with linear continuous finite elements
in time (Sτ ) and space (Sh). The resulting discrete solution of pWq is an element in the tensor space
Sτ b Sh.
We discretized the control pv, cq P L2pIqm ˆ Rm in pP˜γq by Sτ elements. Furthermore, we used
the trapezoidal rule to evaluate all time-depending integrals in problem pP˜γq. The trapezoidal rule
guarantees that the function inside the prox operator (see (15)) attains its maximum and minimum
in the time nodes we considered for Sτ . We used the mass matrix for the space depending integral
in pP˜γqwith respect to the finite elements in Sh. Further details can be found in [13].
In the following sections, we construct two test cases in such a manner that exact analytic solu-
tions for pP q, respectively pP˜ q, become available. We use Algorithm 1, which is a BV-path following
algorithm, to approximate numerically the solutions of those examples. The solution of the linear
system in Algorithm 1 is approximated by a Krylov iterative method.
A similar path following algorithm is used in the semi-linear parabolic case in [9]. A special
aspect about the semi-smooth Newton method inside the BV-Path-Following algorithm compared
to the one in [9] is that we consider the derivative and an additional constant as control instead of
a BV function. Besides, we have an additional term κpγqγ c, which allows us to obtain super-linear
convergence for the semi-smooth Newton algorithm for κ ‰ 0, see section 4.4 and 4.5.
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Algorithm 1: BV-path following algorithm.
Input: pv0, c0q P L2pIqm ˆ Rm, γ0 ą 0, TOLγ ą 0, TOLN ą 0, k “ 0 and ν P p0, 1q
while γk ą TOLγ do
Set i “ 0, pvik, cikq “ pvk, ckq
while }Fγkpvik, cikq}L2pIqmˆRm ą TOLN do
Solve DFγkpvik, cikqpδv, δcq “ ´Fγkpvk, ckq, set pvi`1k`1, ci`1k`1q “ pvik, cikq ` pδv, δcq;
i “ i` 1.
Define pvk`1, ck`1q “ pvik, cikq and γk`1 “ νγk; set k “ k ` 1.
5.1 Construction of Test Examples
This example is constructed in such a way that for the optimal adjoint state a wide range of different
sets tt P I||p1ptq| “ αu are possible. For the construction of test examples we consider Ω Ă Rd,
d P t1, 2, 3u, I “ p0, T q with T ă 8, m P Ną0, αi ą 0, and gi P L8pΩq r t0u with disjoint supports
supppgiq “ wi for i “ 1, ¨ ¨ ¨ ,m.
Adjoint State: Choose a function f P H2pΩq X V with ş
Ω
f ¨ gidx ‰ 0 for all i “ 1, ¨ ¨ ¨ ,m.
Furthermore, let h P H2pIq such that hpT q “ 0, BthpT q “ 0,
Tş
0
hpsqds “ 0, p˜iptq :“
şT
t
hpsqds P
r´ αi|βi| , αi|βi| s, with βi :“
ş
Ω
fpxqgipxqdx. Define the function ϕpt, xq :“ hptq ¨ fpxq. The properties
of h and f imply that ϕpT q “ BtϕpT q “ 0, and ϕ|BΩ “ 0. Applying Btt ´ 4 to ϕpt, xq implies
pBtt ´4qϕ “ f ¨ Btth´ h ¨4f a.e. in ΩT . Furthermore, we have
p1,iptq :“
Tş
t
ş
Ω
ϕps, xqgipxqdxds “
Tş
t
hpsqds ş
Ω
fpxqgipxqdx “ βi ¨ p˜iptq,
with }p1,i}8 ď αi, and p1,i P C0pIq, for i “ 1, ¨ ¨ ¨ ,m.
Control: Let us consider now arbitrary positive measures µ`i , µ
´
i PMpIqwith support supppµ˘i qĂ tp1,i “ ¯αiu and define dDtu1,iptq :“ ´ αip1,iptq pµ`i `µ´i q. Due to the continuity of p1,i the support
of µ`i is disjoint from the support of µ
´
i . The measure Dtu1,i is a positive measure on tp1,i “ ´αiu
and a negative measure on tp1,i “ `αiu. On the support of µ˘i we have | αip1,ipsq | “ 1. This gives us
Tş
0
´p1,ipsqαi dDtu1,ipsq “
Tş
0
dµ`i psq `
Tş
0
dµ´i psq
“lomon
positive µ˘
i
}µ`i ` µ´i }MpIq “lomon
| αi
p1,ipsq |“1
›››´ αip1,ipsq pµ`i ` µ´i q›››MpIq “ }Dtu1,i}MpIq.
Let us define u1,i :“ u1,i ` ci with u1,iptq “
şt
0 dDtu1,ipsq and ci P R.
State and Desired State: Furthermore, let us fix the desired state according to yd “ S˜puq ´ pf ¨
Btth ´ h ¨4fq, and some displacement and velocity functions py0, y1q P V ˆ H . For the resulting
problem pP q the function u is the optimal control.
5.2 Finitely Many Jumps Example
This example is constructed in such a way that the set tt P I||p1ptq| “ αu consists of finitely many
active points. A similar construction steps can also be found in [9, Example 1]. Let β ą 0, l P Ną0,
d P t1, 2, 3u, Ω “ p´1, 1qd, I “ p0, 2q, and define
gpxq “ 1r´0.5,0.5sdpxq “
śd
i“1 1r´0.5,0.5spxiq.
Define the function ϕpt, xq by β sinplpitq sinplpi2 tq
śd
i“1 cosppi2xiq. Then ϕ has the property ϕ|BΩ ” 0,
ϕp2q “ 0, and
Btϕ|t“2pt, xq “ β
`
lpi cosplpitq sinplpi2 tq ` lpi2 sinplpitq cosplpi2 tq
˘śd
i“1 cosppi2xiq|t“2 “ 0.
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Using the wave operator Btt ´4 on ϕpt, xq gives us:
pBtt ´4qϕpt, xq “
´
dpi2
4 ´ 5l
2pi2
4
¯
ϕ` βpl2pi2q cosplpitq cosplpi2 tq
śd
i“1 cosppi2xiq.
By an elementary computation we find
p1ptq :“
2ş
t
ş
Ω
ϕpt, xqgpxqdxdt “ 4β3pil
´
´sin ` l2pit˘3¯´ 2?2pi ¯d .
It holds that p1p0q “ p1p2q “ 0, and p1 P C0pIq with }p1}C0pIq “ 4β3pil
´
2
?
2
pi
¯d
. To have equal-
ity }p1}C0pIq “ α at the optimum, we have to chose β “ α 3pil4
´
2
?
2
pi
¯´d
. Furthermore, we have
tt P I |p1ptq “ ˘αu “
 1`2n
l |n P t0, ¨ ¨ ¨ , l ´ 1u
( Ă I. The following equalities hold
´α
l´1ř
n“0
cn
´
´ sin `pi 2n`12 ˘3¯ “ 2ş
0
´p1ptqdDtu1 “ }p1}C0pIq}Dtu1}MpIq “ α}Dtu1}MpIq “ α
l´1ř
n“0
|cn|
(42)
for cn “ sign
`
sin
`
pi 2n`12
˘˘
or 0. Consider an arbitrary c P R, and define u :“ u1 ` c with u1ptq “
tş
0
l´1ř
n“0
cndδ 1`2n
l
“
l´1ř
n“0
cn1r 1`2nl ,2sptq.Now determine the desired state as yd :“ S˜puq´pBtt´4qϕpt, xq
with arbitrary py0, y1q P V ˆH . For the resulting problem pP q the function u is the optimal control.
The corresponding cost functional has the value
Jpuq “ 12}S˜puq ´ yd}2L2pΩT q ` α}Dtu}MpIq “ 12}pBtt ´4qϕ}2L2pΩT q ` α
l´1ř
n“0
|cn|
“ β24
´
dpi2
4 ´ 5l
2pi2
4
¯2 ` β2l4pi44 ` α l´1ř
n“0
|cn|
where the last equality follows from an elementary computation.
We now turn to discuss numerical results. We considered dimension d “ 2, and the number of
Diracs l “ 3. For the desired state yd :“ S˜puq´pBtt´4qϕpt, xqwe used py0, y1q “ p0, 0q. The optimal
constant is fixed by c “ 0. The BV-path following algorithm starts with γ0 “ 1, pv0, c0q “ p0, 0q, and
we iterate according to γk`1 “ 0.1γk. We stopped the BV-path following algorithm when γk “ 10´8
was reached. The function κ is defined as κpγq “ γ4.
In the Figures 1 and 2 we depict the optimal control for two different choices of d.o.f. On the
right hand side of each Figure 1 and 2, we see the function p1,approx :“ ψ1 which appear in the
prox operator (15). As suggested by (16) we obtain Btuapprox “ 0 whenever |p1,approx| ă α for the
derivative of the approximated optimal control.
In the upper left sub-figure in Figure 1 - 2 the red curve depicts the approximated derivative
of the approximated optimal control uapprox. The blue pin line represents the exact Dirac measures
approximated according to the mesh, i.e. for a P R the Dirac measure a ¨ δt is approximated by a
pin in the position t with pin height of aτ with τ the uniform distance between two time nodes. In
the lower sub-figure in Figure 1 - 2 we see the exact optimal control u in blue, L2-projected on Vh,
and the approximated optimal control uapprox in red.
We stopped the semi-smooth Newton algorithm as soon as }Fγkpukq}L2pIqmˆRm ď 10´6 “:
TOLN . In Figure 3 we show the }Fγkpukq}L2pIqmˆRm -error for different γ values which where used
in the in Algorithm 1. In Figure 3, we see the errors which correspond 2049 d.o.f. in time. In the
last figure on the right we see the error corresponding to Figure 2. As expected, all figures show
the super-linearity of the }Fγkpukq}L2pIqmˆRm -error.
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Figure 1
Figure 2
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Figure 3
5.3 Cantor Function or Devil’s Staircase Example
Here we construct functions p1,i P C0pIq which enable us to use all three classes of measures for
the distributional derivative of a BV function in time. This means absolutely continuous measures
with respect to the Lebesgue measure, countable linear combinations of Dirac measures, and Can-
tor measures. For further information about these measure characterisation see for example [1, p.
184]. Finally we will use p1,i to create a Cantor-like optimal control.
Let 0 ă a1 ă b1 ă a2 ă b2 ă T . Then for all closed non-trivial intervals Ii Ď pai, biq, i “ 1, 2,
there exists p˜ P C8c pIq such that |p˜| ď 1 with
p˜ “
$’’’’&’’’’%
“ 0 in p0, T qr ppa1, b1q Y pa2, b2qq
ě 0 in pa1, b1q
ď 0 in pa2, b2q
1 in I1
´1 in I2
. (43)
In the following we denote by PC the set tt P I|p˜ptq “ ˘1u “ I1 Y I2. Let us now fix T, ai, bi
such that the assumptions above (43) hold. We set h “ Btp˜, with p˜ as defined in (43). Then it holds
that hpT q “ BthpT q “ 0 and
Tş
0
hptqdt “ p˜pT q ´ p˜p0q “ 0 due to the compact support of p˜ inside I .
Consider Ω, d, m, gi, f such that the assumptions in section 5.1 "Construction of Test Examples" are
fulfilled, and define ϕpt, xq :“ hptq ¨ fpxq. It holds that
p1,iptq :“
Tş
t
ş
Ω
ϕpt, xq ¨ gipxqdxdt “
Tş
t
hptqdt ¨
ż
Ω
fpxqgipxqdxlooooooomooooooon
:“z˜i‰0
“ pp˜pT q ´ p˜ptqq ¨ z˜i “ ´p˜ptq ¨ z˜i.
Under these circumstances, we define αi :“ |z˜i|. Now, we consider positive measures µ˘i P MpIq
with support supppµ˘i q Ă tp1,i “ ¯αiu, and define dDtu1,iptq :“ ´ αip1,iptq pµ`i ` µ´i q. Following the
instructions in section 5.1 "Construction of Test Examples" an optimal control ÝÑu . The measures µ˘i
can be of the types described above.
Our next aim is to construct an optimal control which has a Cantor-like shape. Hence, de-
note by Cptq the Cantor function on r0, 1s (see [1, Example 3.34]). Define the function C`pxq “
C
ˆ
x´PC`
left
2d`
˙
, with d` “ |I1|, PC`left “ minxPI1 x, on the domain pa1, b1q. Additionally, let us
define C´pxq “ C
ˆ
PC´
right
´x
2d´
˙
, with d´ “ |I2|, PC`right “ maxxPI2 x, on the domain pa2, b2q.
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Accordingly we define the continuous function
uiptq :“
tş
0
dpµ`i psq ` µ´i q :“
$’’’’’’’’&’’’’’’’’%
C`pxq , on I1
1
2 , on rPC`left, PC´rightsr PC
C´pxq , on I2
0 else.
Figure 4: In this figure we see one possible shape for ui.
Let us define ui “ c˜i ¨ uiptq ` ci with ci P R and c˜i ą 0. The distributional derivative of ui
has a positive part in I1 and a negative part in I2. The measure Dtui is a Cantor measure with
support in PC whereDtu`i is supported in I1 andDtu
´
i in I2. Following the instructions in section
5.1 "Construction of Test Examples" gives us an optimal control ÝÑu . Similarly as above, one can
construct functions p˜i, for i “ 1, ¨ ¨ ¨ ,m, such that each of them has finitely many plateaus with
different signs.
In our numerical experiment we considered the following parameters:
a) Ω “ r´2, 2s2, T “ 5, m “ 1,
b) gpxq :“ 10 ¨ 1r´ 12 , 12 s2pxq,
c) p˜ptq :“ ϕ˜˚p1r 12 ,2s`1r3,4.5sqptq, with ϕ˜pxq :“ c˜e
´1
1´p˜´1xq2 ¨1p´˜,˜qpxq, ˜ “ 0.28, c˜ :“
ş
R ϕ˜pxqdx,
d) fpx, yq :“ ϕ1pxq ¨ ϕ2pyqwith ϕipxq :“ exp
´
´ 11´x2
¯
1r´1,1spxq P C8c pΩq, for i “ 1, 2,
e) and the optimal control we want to approximate
uptq :“ 10 ¨ Cp t´0.82p2.14´0.8q q1r0.8,2.14sptq ` 5 ¨ 1rp2.14,2.85qsptq ` 10 ¨ Cp 4.2´t2p4.2´2.85q q ¨ 1r2.85,4.2sptq.
In Figures 5 and 6 we depict the numerical optimal control for two different choices of d.o.f. In
the upper left sub-figure the red curve which is the approximated derivative of the approximated
optimal control uapprox. The blue curve represents an approximation to the derivative of u by finite
differences.
The BV-path following algorithm starts with γ0 “ 1, pv0, c0q “ p0, 0q, and we iterate according
to γk`1 “ 0.5γk. We stopped the BV-path following algorithm when γk “ 3.8 ¨ 10´6 was reached.
The function κ is defined by κpγq “ 0. We used }Fγkpukq}L2pIqmˆRm ď 0.5 ¨ 10´4 as the stopping
criterion for the semi-smooth Newton algorithm.
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Figure 5
Figure 6
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6 Remarks
All results we present in this paper can be shown similarly for the following modifications of the
homogeneous boundary conditions in pWq:
y “ φD on p0, T q ˆ BΩ,
aN
By
Bη ` aDy “ φN on p0, T q ˆ BΩ,
with aD P R, and aN ‰ 0. The definition of the solution term in these cases can be found in [20],
[19]. More detailed discussion can be found in [13].
7 Appendix
The following proof of Theorem 3.2 is adapted from the proof of [9, Theorem 3.3].
Proof. Let us define the linear continuous operators
Pi : MpIqm Ñ MpIq
v ÞÑ vi
,
D : MpIqm ˆ Rm Ñ MpIqm
pv, cq ÞÑ v
for i “ 1, ¨ ¨ ¨ ,m. By the convexity of pP˜ q we have that ÝÑu “ pÝÑv ,ÝÑc q P MpIqm ˆ Rm is an optimal
control of pP˜ q if
0 P B
˜
1
2}Sp
ÝÑu q ´ yd}2L2pΩT q `
mÿ
j“1
αj}vj}MpIq
¸
Ď pMpIqm ˆ Rmq˚. (44)
Defining F pÝÑu q :“ 12}SpÝÑu q ´ yd}2L2pΩT q we have for 0 ă τ˜ ă 1, and u “ pv, cq PMpIqm ˆ Rm:
0 ď JpÝÑu `τ˜pu´ÝÑu qq´JpÝÑu qτ˜ “ F p
ÝÑu `τ˜pu´ÝÑu qq´F pÝÑu q
τ˜ `
mř
j“1
αj
}PjpÝÑv `τ˜pv´ÝÑv qq}MpIq´}PjpÝÑv q}MpIq
τ˜
ďlomon
convexity
F pÝÑu `τ˜pu´ÝÑu qq´F pÝÑu q
τ˜ `
mř
j“1
αj
p1´τ˜q}PjpÝÑv q}MpIq`τ˜}Pjpvq}MpIq´}PjpÝÑv q}MpIq
τ˜
τ˜Ñ0ÝÝÝÑ DFÝÑu pu´ÝÑu q `
mř
j“1
αj}Pj ˝ Dpuq}MpIq ´
mř
j“1
αj}Pj ˝ DpÝÑu q}MpIq
(45)
with DFÝÑu the Gateaux derivative of F in ÝÑu . It has the following form:
DFÝÑu :“
ˆ
p1psq
p1p0q
˙
:“
¨˚
˚˝˚
Tş
s
ş
Ω
L˚
`
S
`ÝÑu ˘´ yd˘ÝÑg dxdt
ş
ΩT
L˚
`
S
`ÝÑu ˘´ yd˘ÝÑg dxdt
‹˛‹‹‚ (46)
Hence, (45) implies that
0 P DFÝÑu ` B
˜
mÿ
j“1
αj}PjpDpÝÑu qq}MpIq
¸
. (47)
Using standard techniques for the sub differential of a convex functional and (47), this implies that:
´
ˆ
p1psq
p1p0q
˙
P
ˆ`
αiB}vi}MpIq
˘m
i“1
0Rm .
˙
(48)
which is equivalent to the following: For all i “ 1, ...,m and v PMpIq it holds that
xv ´ vi,´p1,iyMpIq,C0pIq ď αi}v}MpIq ´ αi}vi}MpIq and we have p1p0q “ 0Rm .
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Note that the regularity of L˚pSpÝÑu q ´ ydq P CpI;L2pΩqq, p1p0q “ 0Rm , and the definition of p1
imply that p1 P C0pIq and thus DÝÑu F pu´ÝÑu q is an element of pMpIqm ˆ Rmq˚.
In the following we prove Lemma 4.2:
Proof. Firstly, let us present the optimality conditions of pP˜γq: The control pÝÑv ,ÝÑc q P L2pIqm ˆ Rm
is optimal for pP˜γq if¨˚
˚˝˚ ´ şΩ
Tş
s
L˚pSpÝÑv ,ÝÑc q ´ ydqÝÑg dtdx´ γÝÑv
´ ş
ΩT
L˚pSpÝÑv ,ÝÑc q ´ ydqÝÑg dtdx´ κpγqÝÑc
‹˛‹‹‚P
¨˝pαiB `}ÝÑv i}L1pIq˘mi“1
0Rm
‚˛. (49)
Consider now ÝÑu :“ pÝÑv ,ÝÑc q P L2pIqm ˆ Rm and the following function
Proxγř
i
αi}¨}L1pIqp
ÝÑp q “ arg min
vPL2pIqm
ˆ
mř
i“1
αi}vi}L1pIq ` γ2
řm
i“1 }vi ´ pi}2L2pIq
˙
for ÝÑp P L2pIqm (50)
which we also call the Prox problem. Our aim is to calculate the first-order optimality conditions
for this problem, and to find an explicit representation for ÝÑv pÝÑp q :“ Proxγř
i
αi}¨}L1pIqp
ÝÑp q. For the
sub-differential of the non-smooth term we obtain
B
ˆ
mř
i“1
αi}Pip¨q}L1pIqm
˙
“
mř
i“1
αiPi˚ B}Pip¨q}L1pIq Ď L2pIqm with the domain L2pIq for the function
αi} ¨ }L1pIq. Thus, we have the following first-order optimality conditions for Proxγř
i
αi}¨}L1pIqp
ÝÑp q:
γpÝÑp ´ ÝÑv q P pαiB}PipÝÑv q}L1pIqqmi“1. For (50) this means that ÝÑv P L2pIqm is optimal if and only if
γ
αi
ppi ´ viq P B}vi}L1pIq for all i “ 1, ...,m, and ÝÑp P L2pIqm.
Next, let us show that our optimal control can be explicitly written as
ÝÑv “
´
maxp0, pi ´ αiγ q `minp0, pi ` αiγ q
¯m
i“1
Ă L2pIqm (51)
We can proceed coordinate wise. By the definition of the sub-differential we have the equivalent
inequality condition
@
γ
α pp´ vq, v ´ v
D
L2
ď }v}L1 ´ }v}L1 for all v P L2pIq. By a standard Lebesgue
point argument v is an optimal control if and only if
pv ´ vq γα pp´ vq ď |v| ´ |v| holds for all v P L2pIq a.e. in I
This can also be expressed as
vpxq “
$&%
0 , |ppxq| ă αγ
ppxq ` αγ , ppxq ď ´αγ
ppxq ´ αγ , ppxq ě αγ
or equivalently as vpxq “ max
´
0, ppxq ´ αγ
¯
`min
´
0, ppxq ` αγ
¯
. Now, we can state the following
equivalent first-order optimality conditions for the Prox-problem: For ÝÑp P L2pIqm, ÝÑv P L2pIqm is
optimal if and only if
γ
αi
ppi ´ viq P B}vi}L1pIq for all i “ 1, ...,m
ô
ÝÑv “
´
maxp0, pi ´ αiγ q `minp0, pi ` αiγ q
¯m
i“1
P L2pIqm.
Recall thatÝÑu “ pÝÑv ,ÝÑc q P L2pIqmˆRm is the optimal control for pP˜γq if and only if for all i “ 1, ...,m
we have
´γvi ´
ş
Ω
Tş
s
L˚pSÝÑu ´ ydqgidtdx P αiB}vi}L1pIq (52)
´ şΩT L˚pSÝÑu ´ ydqÝÑg dtdx´ κpγqÝÑc “ 0Rm . (53)
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Returning to pP˜γq, define ÝÑp as
ÝÑp :“ ÝÑv ´ 1γ
˜ş
Ω
Tş
s
L˚pSpÝÑu q ´ ydqÝÑg dtdx` γÝÑv
¸
“ ´ 1γ
ş
Ω
Tş
s
L˚pSpÝÑu q ´ ydqÝÑg dtdx
which implies the equation:
γpÝÑp ´ÝÑv q “ ´γÝÑv ´ ş
Ω
Tş
s
L˚pSpÝÑu q ´ ydqÝÑg dtdx “
 
first line of the left hand side in (49).
(
Thus, the first-order optimality system of the Prox problem is equal to the first line of the first-order
optimality system of pP˜γq in (49). Note that we have for ÝÑv
ÝÑv “ Proxγř
i
αi}¨}L1pIqp
ÝÑp q “ Proxγř
i
αi}¨}L1pIq
˜
´ 1γ
ş
Ω
Tş
s
L˚pSpÝÑu q ´ ydqÝÑg dtdx
¸
.
Now, we can use the min-max formula in (51) for Proxγř
i
αi}¨}L1pIqp
ÝÑp q to rewrite (52). This implies,
the equivalent first-order optimality system we had to prove.
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