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1 序論
私たちは生活の中で，テレビやラジオから流れてくる音楽や店内 BGMのように無意識のうちに音楽を聞
くこともあれば，CDやインターネットによる楽曲配信，コンサートなど，自らすすんで音楽を聞くこともあ
る．総務省の平成 23年社会生活基本調査 [1]によると，1年間のうちに趣味や娯楽を行った 9677万人のうち，
8.6%(832万人)が音楽会などによるクラシック音楽の鑑賞，12.4%(1200万人)が音楽会などによるポピュラー
音楽・歌謡曲の鑑賞，47.5%(4597万人)がCD・テープ・レコードなどによる音楽鑑賞を行っており，音楽鑑賞
を行っている人の割合に比べると少ない割合ではあるが，趣味や娯楽として楽器を演奏する人は 9.6%(929万
人)である．このように音楽は私たちにとって身近なものであり，音楽心理学や医学の分野では，人が音楽を
聞いたときに感情や情動，生理的な変化を引き起こすことが示されている [2]．心理学や医学においては古くか
ら音楽が研究対象となってきたが，コンピュータの発展により 1960年代後半からコンピュータで音楽を扱う
機会が増え，工学の分野でも音楽を対象にした研究が増えてきている [3]．前述のように音楽は人間の感情に深
く関係することから，工学分野での研究においても人間の感情や情動のような感性を考慮した研究が行われて
いる [4, 5, 6, 7, 8]．これらの研究では人間が音楽を聞いたときの感性に注目したものであったが，一方で，既
存の演奏から「人間らしさ」を抽出する研究も行われており，二人の演奏家による演奏の物理量から演奏家ご
との表現の違いが分析されている [9]．
これまで行われてきた研究の多くは，人間が音楽を聞いたときの感性に注目した研究である．一方で，音楽
の演奏と人間の感性に関する研究では，演奏のテンポや音量といった演奏の特徴から，演奏によってどのよう
な感情や印象が表現されるかについての定性的な分析 [10]や，前述した演奏の物理量から人間らしい演奏の特
徴抽出と分析 [9]が行われている．このような演奏と感性に関する研究は，音楽を聞いたときの感性に関する
研究に比べて，多くは行われていない．演奏と人間の感性の関係を考えたとき，演奏の対象となる楽曲自体が，
調性や拍子，音程，コード進行といった感情や印象を表す要素を持っていることに加え，演奏の際には演奏者
が表現したい感情や印象といった感性も反映される．そのため，演奏と感性の関係は，楽曲や演奏者によって
多様であると言え，定量的に扱うことは難しいと考えられる．このことから，本論文では，演奏と演奏によっ
て表される印象の関係を定量化し，その関係を説明可能な形で表した感性モデルの構築を目指す．構築する感
性モデルを，演奏表情と呼ばれる，ある印象を表すためにテンポや音量などを変化させた演奏の生成に用いる
ことで，感性モデルの妥当性を検証する．さらに，本論文では感性モデルを用いて，音楽表現と呼ばれる，演
奏による印象や感情の表現を学習するための支援システムを提案，実装し，被験者実験により，感性モデルの
応用の可能性を検討する．
本論文ではまず，演奏表情と印象の関係を定量的に扱うために，演奏表情をパラメータで表現する．そして，
演奏表情のパラメータ値をランダムに設定して生成した演奏表情を SD(Semantic Differential)法で評価する被
験者実験を行い，その結果を因子分析して演奏表情と印象の感性モデルである感性空間を構築する．さらに，
感性空間上の座標値と演奏表情のパラメータ値をファジィルールで対応付けることで，演奏表情と印象の関係
を説明可能な状態とする．
次に，構築した感性空間とファジィルールを用いて，「明るい」「元気な」といった形容詞・形容動詞で表現さ
れる印象を反映する演奏表情の生成手法を提案し，被験者実験によって妥当性を検証する．提案する演奏表情
生成手法では，演奏表情で表現したい印象が形容詞・形容動詞で入力されることから，形容詞・形容動詞が感
性空間上のどこに位置するのかを推定し，推定された座標値からファジィ推論によって演奏表情のパラメータ
値を決定し，印象を反映する演奏表情を生成する．感性空間とファジィルールの妥当性を検証する被験者実験
では，提案する演奏表情生成手法を実装したシステムを用いて，実際に印象を反映した演奏表情を生成し，印
象が反映されているかを被験者に評価してもらうことで，感性空間とファジィルールが演奏表情と印象の関係
を適切に表した感性モデルであるかを検証する．
また，人間が楽曲を演奏することを考えたとき，同じ言葉で表される印象であっても，その印象を表現する
演奏表情は演奏者によって異なる [9]ことから，演奏表情に個人の感性を反映させるための修正手法を考える．
本論文では，構築した感性空間上で演奏表情に対する印象を説明可能にするために，感性空間やファジィルー
ルの個人特化は行わず，感性空間上で演奏表情の座標値を変更することで，個人の感性を反映させた演奏表情
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に修正する．演奏表情の修正手法に関しても，生成手法と同様の被験者実験を行い，修正することで演奏表情
に印象が反映されているかを被験者に評価してもらう．さらに，演奏表情の修正過程において座標値が感性空
間上でどのように遷移したかを分析し，演奏表情が感性空間を用いて説明可能であるかを検証する．
最後に，構築した感性モデルによって表される演奏表情と印象の関係が説明可能であることの有用性を音楽
表現の学習支援に応用することで示す．本論文では音楽表現学習支援システムを構築し，演奏表情生成手法に
よって生成された演奏表情を練習の手本として，手本に反映されている印象を表す形容詞・形容動詞とともに
学習者へ提示する．学習者は手本を参考に演奏表情の練習を行い，システムは学習者が演奏した演奏表情をパ
ラメータ化し，手本となる演奏表情との比較や，感性空間上において学習者の演奏表情があると思われる範囲
を推定する．それらから学習者の演奏表情の良い点，改善のためのアドバイスを文章で提示することで，音楽
表現の学習支援を行う．被験者実験として，音楽表現学習支援システムを用いた演奏表情の練習を行い，演奏
表情の学習に効果があるかを検証する．
上述した演奏表情について，これまで，人間らしい演奏を生成することを目的とした研究が行われている．
鈴木ら [11]の事例ベース推論による生成では，事例として様々な長さの参考演奏を保持し，演奏表情を付与す
る楽曲と類似する事例について，重み付けと演奏表情の変化を分析し，複数の事例を合成することで演奏表情
を生成している．Teramuraら [12]の手法では，ガウシアンプロセス回帰を用いて，演奏表情が付与された楽
曲の特徴と，演奏表情の物理量を学習させることで演奏表情を生成しており，また，Flossmannら [13]の確率
ネットワークによる生成手法では，教師データとなる演奏表情と，演奏表情が付与された楽曲の特徴をそれぞ
れ抽出し，楽曲の特徴と演奏表情の特徴について確率ネットワークとガウス分布によりモデル化している．そ
して，演奏表情を付与したい楽曲の楽譜情報から初期値となるテンポと音量を設定し，対象楽曲から抽出され
た特徴から演奏表情の特徴を求め，テンポと音量の初期値と合成することで演奏表情を生成する．Tanjiらの
[14]の対話型進化計算と遺伝的プログラミングによる手法では，演奏表情をユーザに評価してもらい，その評
価からガウシアンプロセス回帰により適合度予測モデルを構築し，遺伝的プログラミングによって適合度関数
と予測モデルから，ユーザ評価が高くなるであろう演奏表情を生成する．Hashidaら [15]の手法では，演奏表
情を付与したい楽曲のグループ構造，楽曲の中で目立って聞こえる部分，グループの中で最も重要となる 1音
がユーザにより与えられ，予め用意されている演奏ルールを適用することで，演奏表情の生成を行う．
本論文の構成は以下の通りである．まず，本論文で扱う演奏表情の要素とパラメータ表現について 2章で述
べる．次に，形容詞・形容動詞で表される印象と演奏表情の関係を表す感性空間とファジィルールの構築と，
構築した感性空間，ファジィルールにより印象を反映する演奏表情を生成する手法について 3章で述べる．言
葉で表される印象から演奏表情パラメータを求めるために用いる感性空間とファジィルールは一般的な感性に
もとづいたものであるため，演奏表情に反映される印象は一般的なものであり，個々人が思い描く印象を反映
できない可能性がある．そのため，ユーザの評価を取り入れて対話をすることで演奏表情を修正する手法につ
いて 4章で述べる．そして，4章までで述べた手法を学習支援に応用することを考え，生成された演奏表情と，
その生成の過程で用いられた情報を用いた音楽表現の学習支援システムについて 5章で述べる．最後に 6章で
本論文をまとめ，今後の展望について述べる．
2 演奏表情の構成要素とパラメータ
2章では，本論文で扱う演奏表情の定義について述べる．演奏表情とは，ある印象や感情を表すためにテン
ポや音量などを変化させた演奏のことを指す．本論文では，ピアノの演奏による演奏表情を扱う．文献 [10]に
よると，音楽演奏の印象に影響する要素の中で，演奏者自身が演奏の際に変化させることができる要素はテン
ポ，音量，音の長さであると言われている．そのため，本論文では，テンポ，音量，音の長さの 3つを演奏表
情の要素と定義する．演奏表情の要素はそれぞれ表 1に示すパラメータで表現する．
演奏表情を付与する対象となる楽曲は，右手でメロディ，左手で伴奏を演奏する形式の楽曲に限定し，楽曲
のフレーズと呼ばれる一部分に演奏表情が付与されるものとする．本論文で用いる演奏表情パラメータは楽曲
のフレーズ全体に対するパラメータである．そのため，パラメータ TempoV ar，V elocityV ar，LengthSign
は対象となる楽曲のフレーズ全体に反映され，フレーズの一部分のみ音量をだんだん大きくする，というよう
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表 1: 演奏表情のパラメータ
要素 パラメータ 値 意味
テンポ
TempoBase [40, 208] 演奏全体の基準となるテンポ
TempoRange [0.0, 0.6] テンポの変化幅
TempoV ar constant, decrease, increase テンポの変化の仕方を示すフラグ
音量
V elocityBase [16, 127] 演奏全体の基準となる音量
V elocityRange [0.0, 0.7] 音量の変化幅
V elocityV ar constant, decrease, increase 音量の変化の仕方を示すフラグ
音の長さ
LengthSign -1，0，1 音を長く演奏するか短く演奏するかを示す
LengthBase [1.5, 10.0] 楽譜からどれだけ短く・長くなるかを示す
LengthRange 0 音の長さの変化幅
LengthV ar constant 音の長さの変化の仕方を示すフラグ
な部分的な変化は扱わない．また，音の長さの変化幅を表すパラメータ LengthRange，音の長さの変化の仕
方を表すパラメータ LengthV arは，実際の演奏を考えたときに，1音ごとの音の長さを厳密に意識して演奏
することは難しいと考えられる．このことから，本論文では，LengthRangeと LengthV arは表 1に示すよう
に定数として扱い，音の長さについては 1音ごとの制御は行わないものとする．
楽曲のフレーズ中のメロディの音符数を nとしたとき，テンポ，音量，音の長さはそれぞれベクトル !T =
(t1, t2, · · · , tn)，!V = (v1, v2, · · · , vn)，!L = (l1, l2, · · · , ln)で表され，ti，vi，li はそれぞれメロディの i番目の
音符のテンポ，音量，音の長さを示す．
3 ユーザの印象を反映した演奏表情の生成
印象と印象を表す演奏表情の関係をモデル化し，言葉で表される印象を反映する演奏表情を生成する手法に
用いることで，モデルの妥当性を検証する．3章では，印象と演奏表情の関係を感性空間とファジィルールに
よって一般化し，それらを用いて，形容詞・形容動詞で表される印象が入力されると，その印象を反映した演
奏表情を生成する手法を提案する．そして，被験者実験を行い，本論文で構築した感性空間とファジィルール
によって，印象を反映する演奏表情が生成できるかを検証することで，印象と演奏表情の関係を表す感性空間
とファジィルールの妥当性を述べる．
3.1 生成手法の概要
図 1に本論文で述べる演奏表情生成手法の概要を示す．ユーザは演奏表情を付与したい楽曲フレーズと，演
奏表情で表現したい印象を「激しい」「元気な」などの形容詞または形容動詞で入力する．楽曲フレーズは，楽
譜表記フォーマットであるMusicXML[16]形式で入力される．入力されたMusicXMLに記述されている強弱
記号や速度記号などの指示記号の情報は，本論文では考慮しない．また，印象を表現する形容詞・形容動詞を
本論文ではイメージ語と呼ぶ．イメージ語は形容詞・形容動詞の形であれば，自由に入力できるものとする．
イメージ語の感性空間 (以後，単に感性空間と呼ぶ)上の座標値を後述するイメージ推定処理で求め，座標値か
ら演奏表情パラメータをファジィ推論により決定する．求められた演奏表情パラメータと楽曲フレーズから演
奏表情をMIDI形式の音楽データとして作成し，ユーザに提示する．
3.2 感性空間の構築
ユーザによって入力されるイメージ語と 2章で述べた演奏表情パラメータの関係を表す感性空間について述
べる．本論文では，演奏表情が人に与える印象の因子構造を被験者実験により求め，感性空間を構築する．実
験では，実験のために生成した演奏表情を被験者へ提示し，その演奏表情から与えられる印象について 5段階
SD法で評価してもらう．被験者から得られた評価を因子分析し，因子を抽出する．本論文では，抽出された
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図 1: 演奏表情生成手法の概要
第 1因子を「活動性因子」，第 2因子を「気品因子」と名付け，[−1.0, 1.0]の範囲で改めて定義し，この 2因
子を軸とした 2次元空間を演奏表情の生成に用いる感性空間とする．
3.3 イメージ推定
感性空間上でのイメージ語の座標値を求めるために，イメージ推定処理を行う．イメージ推定処理では共立
共起表現と印象因子による印象推定の方法 [17, 18]を用いる．イメージ語の座標値を本論文では印象値と呼ぶ．
イメージ推定処理ではまず，入力されたイメージ語と感性空間の因子を構成する形容詞対で共立共起表現を
作成する．共立共起表現とは二つの形容詞または形容動詞をつなげて用いる表現のことである．例えば，イメー
ジ語が「明るい」，形容詞対が「粗野な – 優雅な」の場合，共立共起表現は，
F1：「粗野で明るい」 OR 「明るくて粗野な」
F2：「優雅で明るい」 OR 「明るくて優雅な」
となる．作成された共立共起表現をキーワードとしてWeb検索を行い，検索件数からイメージ語と感性空間
を構成する因子に含まれる形容詞の印象との類似度を求める．これを因子に含まれる形容詞対全てに対して行
い，イメージ語の因子に対する印象値を求める．
3.4 ファジィ推論による演奏表情パラメータの決定
イメージ推定処理で得られた印象値からファジィ推論を行い，演奏表情パラメータ値を求める．
演奏表情パラメータ値の推論に用いるファジィルールは，前件部を活動性因子と気品因子に対するイメージ
語の印象値，後件部を演奏表情パラメータ値とした，以下に示すような形とする．
if “活動性因子の印象値 aA is LI” and “気品因子の印象値 aC is VIE”
then “基準テンポ TempoBase is Allegro”
テンポ，音量の変化方法を示すパラメータ，演奏時に音を長くするか短くするかを示すパラメータである
TempoV ar，V elocityV ar，LengthSignを推論するファジィルールは演奏表情とイメージの定性的な関係 [10]
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から作成する．その他のパラメータを推論するルールは，重回帰分析の説明変数を感性空間を構築する際に被
験者に提示した演奏表情の因子得点，目的変数を各演奏表情パラメータとして，重相関係数をもとに作成する．
定義したファジィルールにより推論される演奏表情パラメータ値が感性空間上でどのように分布するかを分
析したところ，文献 [10]で述べられている演奏と印象の関係に近い特徴が表れていることがわかった．このた
め，構築した感性空間とファジィルールは演奏表情と印象の関係を適切に表していることがわかる．
3.5 被験者実験
本論文で述べた演奏表情生成手法の有効性を検証するために，二つの被験者実験を行う．
一つ目の実験では，実験者が用意したイメージ語と楽曲を被験者がそれぞれ選択し，生成手法を実装したシ
ステムを用いて演奏表情を生成する．その後，生成された演奏表情に入力したイメージ語が反映されているか
どうかについて，アンケートにより評価を行う．実験の被験者は 19歳から 25歳の男女 20名である．実験の
結果，演奏表情全体，演奏表情の各要素について，入力したイメージ語をほぼ反映できることがわかった．一
方で，生成された演奏表情に対して否定的な評価をしている被験者もいた．本手法で用いている感性空間は多
くの被験者のデータから構築されており，ファジィルールは重回帰分析により求められた演奏表情の要素とイ
メージの関係にもとづいて求められている．そのため，感性空間とファジィルールは形容詞，形容動詞で表さ
れる印象に対するユーザ自身の主観を必ずしも反映できるとは限らないと言える．したがって，生成された演
奏表情について全ての被験者が肯定的な評価をするとは限らないと考えられる．
もう一つの実験では提案手法で用いている感性空間とファジィルールの印象表現能力を検証するために，一
つ目と同様の実験をクラシック，ポップス，ジャズ，演歌の四つの音楽ジャンルの楽曲を用いて行う．被験者
は 19歳から 29歳の男女 15名である．四つの音楽ジャンルの楽曲を用いた実験の結果，いずれのジャンルの楽
曲を対象とした場合でも印象を反映した演奏表情を生成できることがわかった．本論文では，感性空間とファ
ジィルールはクラシックの楽曲を対象にした演奏表情から構築されており，実験の結果から，提案した演奏表
情生成手法はクラシックの楽曲だけでなく，ジャズ，ポップス，演歌といったクラシック以外の音楽ジャンル
の楽曲に対しても適用可能であると言える．
3.6 まとめ
3章では，印象と演奏表情の関係のモデル化として，感性空間の構築とファジィルールの作成を行い，それ
らを用いた演奏表情生成の手法を提案した．そして，被験者実験によって，感性空間とファジィルールを用い
て印象を反映する演奏表情が生成できるかの検証を行った．感性空間の構築とファジィルールの作成のために，
SD法による演奏表情の印象評価実験を行い，因子分析の結果から 2次元の感性空間を構築した．そして，この
実験と因子分析の結果を用いて，感性空間の座標値から演奏表情パラメータを推論するためのファジィルール
を作成した．作成したファジィルールにより，感性空間上でパラメータがどのような分布となるかを調べたと
ころ，文献 [10]で述べられている演奏と印象の関係と同様の特徴が見られ，また，感性空間とファジィルール
を用いた演奏表情生成手法についての被験者実験の結果から，形容詞，形容動詞で表される印象を演奏表情に
反映できることもわかった．このことから，構築した感性空間とファジィルールは印象と演奏表情の関係を適
切にあらわしていると言える．一方で，被験者実験の結果から，提案した演奏表情生成手法では個々人の感性
を反映した演奏表情は生成できないこともわかった．これは，感性空間とファジィルールがあくまで一般的な
関係を表しているためであり，全ての人が満足できる演奏表情と印象の関係を表せるとは限らないと言える．
4 対話による修正を取り入れた演奏表情の生成
3章で述べた感性空間とファジィルールは印象と演奏表情の関係を適切に表したモデルであることが，感性
空間上での演奏表情パラメータの分布と被験者実験の結果からわかったが，感性空間とファジィルールはあく
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まで一般的な関係を表したにすぎない．そのため，それらを用いて実装した演奏表情生成手法では，全ての人
が満足する演奏表情を生成することはできないこともわかった．4章では，感性空間上で個々人による演奏表
情とそれが表す印象を説明可能にすることを考慮した演奏表情生成の修正手法を提案する．そして，提案した
修正手法が個々人の感性を反映した演奏表情を生成することができるか，感性空間上で個々人の感性の違いが
どのように現れるかを被験者実験により確認する．
4.1 修正手法の概要
3章で述べた演奏表情生成手法によって生成，提示された演奏表情にユーザが満足できなかった場合，演奏
表情の修正を行う．演奏表情の修正の流れを図 2に示す．ユーザは提示された演奏表情に満足できない場合に，
どのくらい演奏表情の印象を修正したいかを「少し元気な」「だいぶ激しくない」というように，程度を表す
副詞と，はじめに入力したイメージ語の肯定形もしくは否定形を組み合わせて入力する．修正時に用いる副詞
は，修正前の演奏表情から相対的に表現されることを考慮し，本論文では「少し」「もっと」「だいぶ」の三つ
の副詞を用いる．
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図 2: 修正を含めた演奏表情生成の概要
4.2 演奏表情の比較実験
演奏表情の修正手法を検討するために，感性空間上で印象値が異なる 2つの演奏表情の印象を相対的に評価
する比較実験を行う．
比較実験では，イメージ語を反映した演奏表情 Aと，演奏表情 Aとは異なる印象値から生成した演奏表情
Bの 2つの演奏表情を被験者に提示し，演奏表情 Aの印象に対して演奏表情 Bの印象はどのくらい差がある
と感じるかを図 3に示す尺度を用いて評価する．例えば，イメージ語「明るい」が反映されている演奏表情 A
と，異なる印象値から生成された演奏表情 Bを比較し，Bが Aより明るいと感じるか，明るくないと感じる
かを評価する．23語のイメージ語を反映させた演奏表情 Aを用意し，イメージ語 1語につき，演奏表情 Bを
40曲用意する．演奏表情 Bを生成するための印象値はランダムに決定される．比較実験の被験者は 20代の大
学生，大学院生 7名である．
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図 3: 比較実験の評価尺度
本論文では，感性空間の各因子に対応するファジィ集合が定義されている．演奏表情 Aと演奏表情 Bの印
象値が，各因子のどのファジィ集合に属するかを求め，副詞ごとに二つの演奏表情の印象値が属するファジィ
集合間の距離の割合を算出する．その結果，評価値の副詞の程度が大きくなるにつれて，演奏表情 Bの印象値
は，演奏表情 Aの印象値が属する集合から離れた集合に属している割合が増え，演奏表情 Aの集合に近い集
合に属している割合が減少していることがわかった．このことから，2つの演奏表情の印象値の距離が大きく
なると，演奏表情が与える印象の程度の差も大きくなると考えられる．一方で，演奏表情 Aの印象値から見た
演奏表情 Bの印象値の方向と印象の感じ方には共通性が見られないこともわかった．
4.3 演奏表情の修正
修正指示語の程度副詞に応じて，感性空間上で印象がどの程度離れているかは修正前の演奏表情の印象値か
ら求められるが，ユーザが望む演奏表情が感性空間上でどの方向にあるかを推測することは難しいことが比較
実験の結果からわかった．そのため，ユーザが望む演奏表情に修正するためには，修正した演奏表情が満足で
きるものであるかどうかをユーザが評価する必要がある．本論文では，比較実験の結果より，演奏表情の印象
値と程度副詞に関連が見られることから，ユーザから入力された修正指示語の程度副詞を演奏表情の修正に取
り入れることを考える．また，ユーザが満足する演奏表情の印象値が感性空間上のどの方向にあるかはイメー
ジ語によることと，2章で述べた演奏表情生成手法ではイメージ語は形容詞または形容動詞であれば自由に入
力できることから，演奏表情に対するユーザからの評価を取り入れることで，どのようなイメージ語が入力さ
れた場合にも対応できると考えられる．
感性空間上でユーザの評価にもとづいて演奏表情の修正を行うために，本論文では群知能の一種で，評価関
数を人間の評価に置き換えた Interactive Particle Swarm Optimization [19](以下，IPSOとする)を用いる．
IPSOでは，位置と速度を持つ個体群が解空間を移動し，最適な位置を探索する．各個体が持つ位置と速度
は式 (1)，式 (2)で計算される．
xj(t+ 1) = xj(t) + vj(t) (1)
vj(t+ 1) = w(t)vj(t) + c1r1(pj(t)− xj(t)) + c2r2(g(t)− xj(t)) (2)
xj は個体 jの位置，vj はその速度を表す．式 (2)の pj は個体 jが t世代目までで最もよい評価を得た位置，
gは個体群の中で最もよい評価を得た位置である．r1と r2はそれぞれ [0.0, 1.0]の乱数，wは慣性係数である．
c1，c2 は学習係数であり，c1 は各個体が最もよい評価を得た位置に近づく重み，c2 は個体群の中で最もよい
評価を得た位置に近づく重みを表す．本論文では，ユーザが入力する修正指示語や，ユーザによる演奏表情の
評価を w，c1，c2と対応付ける．また，IPSOにおける個体が演奏表情に対応し，個体の位置 xj が演奏表情 j
の印象値を表す．
任意に決められるパラメータ w，c1，c2 のうち，慣性係数 wを以下のように演奏表情ごとに設定する．
wj(t) = |(hj(t)− lj(t))× adv| (3)
ここで，hj，lj はそれぞれ，t世代目の演奏表情 jの探索範囲の上限値と下限値であり，以下の式で表される．
hj(t) =
(
hAj(t)
hCj(t)
)
(4)
lj(t) =
(
lAj(t)
lCj(t)
)
(5)
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hAj(t)，lAj(t)は活動性因子における演奏表情 jの探索範囲の上限値と下限値を示し，hCj(t)，lCj(t)は気品因
子における演奏表情 j の探索範囲の上限値と下限値を示す．また，advはユーザが入力する修正指示語の副詞
に対応した値であり，4.2節の比較実験の結果より，「少し」の場合は 0.25，「もっと」の場合は 0.5，「だいぶ」の
場合は 0.75とする．
式 (2)の学習係数 c1，c2 は以下のように設定する．
c2 =
1
1 + e−(EvalP (t)−5)
(6)
c1 = 1.0− c2 (7)
c1 と c2 の値は 1.0前後が適切であることが経験則から言われていることから，式 (6)，式 (7)から求められ
た c1，c2 を [0.5, 1.5]の範囲の値に変換する．式 (6)の変数 EvalP (t)は，t世代目において，ユーザから肯定
的な評価を得た演奏表情の数を表す．
次に，ユーザが演奏表情を修正する手順について述べる．ユーザは生成した演奏表情に満足できない場合，
程度副詞「少し」「もっと」「だいぶ」と肯定形もしくは否定形のイメージ語を組み合わせた修正指示語を入力
する．本論文で述べる修正手法では，演奏表情の 1回目の修正と 2回目以降の修正で手順が異なる．
(1) 1回目の修正
あらかじめ，感性空間を 25個の領域に分割しておく．比較実験の結果から，程度副詞が大きくなると修正
前の演奏表情の印象値から遠い領域に修正後の演奏表情の印象値があると考えられるため，入力された修正指
示語の副詞が「少し」の場合には修正前の演奏表情の印象値の隣の領域，「もっと」の場合には 2つ隣の領域，
「だいぶ」の場合には 3つ隣の領域が修正後の演奏表情の印象値がある領域であると仮定する．そして，修正
指示語の副詞に対応する各領域内でランダムに印象値を決定する．これを修正した演奏表情の印象値とし，位
置 xとする．また，演奏表情の速度 vは 0.0とする．求められた印象値から演奏表情が生成され，修正した演
奏表情としてユーザへ提示される．修正された演奏表情に対して，ユーザは印象を反映しているかを「-1:反映
していない」「0:どちらでもない」「+1:やや反映している」「+2:反映している」の 4段階で評価する．
そして，修正した演奏表情の中で最も印象を反映しているものをベスト演奏表情として選択する．修正され
た演奏表情について満足できない場合には，再び修正指示語を入力する．
(2) 2回目以降の修正
前世代の演奏表情に対するユーザの評価と，入力された修正指示語から，式 (1)から式 (7)を用いて演奏表
情の位置 xj と速度 vj を更新し，演奏表情を修正する．
以上の手順をユーザが満足できる演奏表情が生成されるまで繰り返す．
4.4 被験者実験
提案した修正手法を取り入れた演奏表情生成手法の有効性を検証するために被験者実験を行う．実験では，
演奏表情生成システムを用いて，被験者が実際に演奏表情を生成し，評価する．被験者は実験者が用意した楽
曲 4曲について，演奏表情に反映させたいイメージ語を自由に入力する．そして，満足する演奏表情が生成さ
れるまで演奏表情の修正を繰り返す．ただし，修正の上限回数は 10回とし，10回目の修正によって演奏表情
が生成された時点で実験終了とする．完成した演奏表情について，イメージ語が反映されているか，修正を繰
り返すことでイメージ語が反映されていくように感じたかを 7段階で評価する．実験の被験者は 20代の大学
生，大学院生 12名である．
実験の結果，修正を経て生成された 45曲のうち 39曲について，被験者から印象を反映しているという評価
を得ていることから，修正を含めた演奏表情生成手法により生成された演奏表情に各被験者が入力したイメー
ジ語が十分に反映されていることがわかった．また，演奏表情を修正することで入力したイメージ語に近づい
たと感じたという評価を得ていることから，本論文で述べた手法により演奏表情を生成する過程で，演奏表情
が入力したイメージ語に近づいていくことを被験者が知覚できていると言える．
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実験で生成された演奏表情の印象値について，感性空間上での遷移を分析したところ，修正を行うごとによ
い評価が得られた演奏表情の周辺に印象値が集まっている様子が観察された．このことから，修正によって被
験者が入力した印象を反映する演奏表情に収束していることがわかった．また，異なる被験者で，入力された
イメージ語が同じであった演奏表情の印象値に注目したところ，同じイメージ語であっても演奏表情の印象値
に差が見られたことから，演奏表情に同じ印象を反映させたとしても被験者によって印象値が異なることがわ
かった．
4.5 まとめ
本論文では，個々人による演奏表情とそれが表す印象の違いを説明可能にすることを考慮し，感性空間上で
演奏表情の印象値を変えることで演奏表情を修正する手法を提案した．修正手法を実装したシステムを用いた
被験者実験の結果から，被験者がシステムと対話して感性空間上で演奏表情を修正していくことで，被験者そ
れぞれが思い描く演奏表情を生成できることがわかった．さらに，演奏表情の修正の過程で，被験者自身が修
正によって演奏表情に印象が反映されていくことを知覚していることもわかった．このことから，感性空間や
ファジィルールを個人に特化させずとも，個々人の感性を演奏表情に十分に反映できると言える．また，各被験
者の演奏表情生成の過程を分析したところ，感性空間上で演奏表情の印象値が収束すること，同じ印象を反映
させた演奏表情を生成した場合に，被験者によって満足する演奏表情の印象値は異なっていたことがわかった．
5 演奏表情生成手法を応用した音楽表現学習支援
印象と演奏表情の関係を表す感性空間とファジィルール，感性空間上での演奏表情の修正手法で得られた知
見を音楽表現の学習に応用することを考える．音楽表現とは，演奏のテンポや音量などの変化によってある印
象を表現することを指す．5章では，ピアノ演奏における音楽表現学習支援システムを構築し，すでに定義さ
れている感性空間の活動性因子，気品因子や演奏表情パラメータのファジィ集合，演奏表情パラメータ値を推
論するファジィルール，言葉で表された印象を反映する演奏表情生成の過程で得られる感性空間上での演奏表
情の印象値の遷移と人間からの評価を用いて，音楽表現の学習支援が可能であるかを考える．
5.1 音楽表現学習支援システムの概要
本論文で述べる音楽表現学習支援システムの対象となる学習者は，ピアノ演奏の初学者を想定している．学
習支援の流れを図 4に示す．支援システムは，演奏表情生成手法によって生成された演奏表情をイメージ語と
ともに学習者へ提示する．ここで提示される演奏表情を本論文では手本表情と呼ぶ．学習者は提示された手本
表情を聞き，練習を行って，演奏を記録する．学習者の演奏は電子ピアノによってMIDI形式で記録される．
支援システムは記録された学習者の演奏から，演奏表情パラメータを求める．そして，学習者の演奏表情パラ
メータと手本表情の演奏表情パラメータの比較と，感性空間上において学習者の演奏表情があると思われる範
囲の推定を行い，学習者の演奏のよかった点，改善のためのアドバイスを文章で提示する．学習者は提示され
た手本表情とよかった点，アドバイスにもとづいて演奏表情の練習を続ける．
5.2 ユーザ演奏の評価とアドバイス生成
提案する音楽表現学習支援システムは学習者の演奏から演奏表情パラメータを算出し，手本表情の演奏表情
パラメータと比較することで学習者の演奏が手本に近いかどうかを判断する．算出する演奏表情パラメータは
2章で述べたパラメータのうち，テンポに関するパラメータである TempoBase，TempoV ar，TempoRange，
音量に関するパラメータである V elocityBase，V elocityV ar，V elocityRange，音の長さに関するパラメータ
である LengthSign，LengthBaseの 8つとする．算出された演奏表情パラメータ値が手本表情のパラメータ
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図 4: 音楽表現学習支援の流れ
値と同じファジィ集合に属していた場合，手本表情に一致していると判断する．パラメータ値の比較後，学習
者の演奏表情のよかった点と演奏表情の要素についての改善点をテキストで提示する．
また，学習者の演奏から算出した演奏表情パラメータ値から，感性空間において学習者の演奏があると思われ
る範囲を推定し，感性空間上における手本表情の座標と，手本表情が生成されるまでの感性空間上での演奏表
情群の評価と遷移の情報を利用して，学習者の演奏には印象がどのくらい反映されているのか，演奏表情パラ
メータを比較して提示されたアドバイス通りに演奏すると印象がどのくらい変化するかもテキストで提示する．
5.3 被験者実験
演奏表情生成手法を応用した音楽表現学習支援システムの有効性について，被験者実験により検証する．
本実験の被験者は大学生，大学院生の男女 7名であり，いずれの被験者も過去にピアノを演奏していた経験
がある．実験では，実験者が演奏表情生成システムを用いて生成した演奏表情 2曲を手本表情とし，被験者は
電子ピアノと学習支援システムを用いて，音楽表現の練習を行う．音楽表現の練習は，支援システムから手本
の演奏表情に反映されたイメージ語が被験者の演奏にも反映されていると判断されるか，もしくは，支援シス
テムによる評価が 10回行われるまで続ける．練習後に被験者はアンケートに回答する．手本として用いる楽
曲は，エリック・サティ作曲のグノシエンヌ第 1番，L.v.ベートーヴェン作曲のエコセーズ ト長調 WoO.23の
2曲であり，それぞれ楽曲中の 1フレーズから 2フレーズを練習の対象とする．グノシエンヌには「かたい」，
エコセーズには「軽やかな」印象を反映させる．
いずれの被験者も学習支援システムから被験者自身の演奏に印象が反映されているという判定はされなかっ
たものの，アンケート結果から，アドバイスが提示されることにより音楽表現の練習に役に立った，手本に近
い演奏ができるようになったと感じたという評価を得た．また，アンケート回答より，「一人で練習する際に自
分の演奏を客観的に評価してくれるのは嬉しい」「自分では気付かなかった音量やテンポの変化を指摘してく
れるので練習しやすい」というコメントが得られた．さらに，手本表情と被験者の演奏表情のパラメータの比
較に注目すると，提示されたアドバイスに対して，被験者の演奏が手本表情のパラメータに近づいていること
が観察できた．このことから，ピアノ学習者にとって，構築した音楽表現学習支援システムは有効に働いてい
ると考えられる．一方で，「提示されるアドバイスがわかりにくいことがある」「演奏をどのくらい変化させる
とちょうど良い演奏になるかの判断が難しかった」という回答も見られた．そのため，ユーザに提示するアド
バイス文を改善することで，さらに適切な学習支援を行うことができると考えられる．
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5.4 まとめ
5章では，ピアノ演奏における音楽表現学習支援システムを構築して，音楽表現の学習支援が可能であるかを
被験者実験により検証した．実装した音楽表現学習支援システムを用いた被験者実験の結果より，学習支援シ
ステムによって音楽表現の学習に効果が見られること，また，被験者もその効果を体感していることがわかっ
た．実装した学習支援システムは学習者自身が気付きにくい点を言葉で指摘できること，印象を反映するため
にどのような演奏をしたらよいのかが文章化されていることから，一人で演奏の練習をする際に特に有用であ
ると考えられる．一方で，学習支援システムが提示するアドバイステキストがわかりにくいと評価されること
もあった．これは，学習支援システムが手本表情と学習者の演奏表情の比較から評価を行っており，学習者の
演奏表情が前回に比べてどのくらい良くなったか，悪くなったかには注目していないことから，被験者が適切
な演奏をつかめなかったことが原因として考えられる．そのため，より効果的な学習支援を行うためには，学
習者の演奏表情同士の比較も必要であると考えられる．
6 結論
6.1 まとめ
演奏と人間の感性の関係は，演奏の対象となる楽曲が調性や拍子，音程，コード進行といった感情や印象を
表す要素を持っていることに加え，演奏の際には演奏者が表現したい感情や印象といった感性も反映されるこ
とから，楽曲や演奏者によって多様である．そのため，演奏と人間の感性を定量的に扱うことは難しいと考え
られる．そこで，本論文では音楽の演奏と演奏によって表される印象に注目し，印象とそれを表現する演奏表
情の関係を定量的，かつ，説明可能であるモデルの構築を目的として，印象と演奏表情の関係を表す感性モデ
ルの構築と妥当性の検証を被験者実験により行った．
まず，3章では，演奏表情が表す印象と演奏表情パラメータの関係を表す感性空間とファジィルールを構築
し，感性空間とファジィルールが印象と演奏表情の関係を表すことができているかを形容詞・形容動詞で表さ
れる印象を反映する演奏表情の生成手法を提案し，被験者実験を行うことで検証した．被験者実験の結果，提
案した手法によって演奏表情に印象を反映できたことから，用いている感性空間とファジィルールが演奏表情
と印象の関係を表せていることがわかった．また，クラシック，ジャズ，ポップス，演歌の 4つの音楽ジャンル
の楽曲を演奏表情を付与する対象とした被験者実験を行い，提案手法により各音楽ジャンルの楽曲について印
象を反映した演奏表情を生成できるかの検証を行ったところ，クラシック曲を用いて構築した感性空間とファ
ジィルールが，音楽ジャンルに関係なく印象を反映できることがわかった．
4章では，感性空間上で個々人による演奏表情とそれが表す印象を説明可能にすることを考慮し，個々人の
印象を反映し，満足できる演奏表情を生成するための演奏表情の修正手法を提案した．ある印象を表す演奏表
情が人によって違うことを説明可能にするために本論文では感性空間，ファジィルールを個人に特化させず，
感性空間上で演奏表情の印象値を変えることで演奏表情を修正する．被験者実験の結果より，感性空間やファ
ジィルールを個人に特化させることなく個々人の感性を演奏表情に反映できること，感性空間上で被験者が入
力した印象を反映する演奏表情に収束することがわかった．また，同じ印象を反映させた演奏表情でも，被験
者によって満足する演奏表情の印象値は異なることもわかった．
そして，5章では，構築した感性モデルによって表される印象と演奏表情の関係を言葉で説明できることの
有用性を示すために，3章と 4章で述べた演奏表情生成手法によって生成された演奏表情や，演奏表情生成の
過程で得られた情報を学習支援に応用し，実装した音楽表現学習支援システムを用いた被験者実験を行った．
実験として，過去にピアノ演奏の経験がある被験者に音楽表現学習支援システムを用いて，音楽表現の練習を
行ってもらったところ，目標とする印象を反映する演奏表情に自分の演奏を近づけることができたという評価
を得た．また，被験者の演奏の演奏表情パラメータが練習を重ねることでアドバイス通りに変化していること，
手本表情に近づいていることも確認できた．被験者実験の結果から，印象と演奏表情の関係が言葉で説明され
ることにより，学習者が印象と演奏の対応付けを理解，学習できることがわかった．このことから，本論文で
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構築した感性空間とファジィルール，それらを用いた演奏表情生成における知見が音楽表現の学習への応用に
期待できると言える．
以上より，本論文の目的である演奏表情と印象の関係を表す感性モデルとして，感性空間とファジィルール
で一般的なモデルを構築することができた．さらに，本論文で構築した感性空間とファジィルールは，演奏表
情を付与する対象となる楽曲の音楽ジャンルに影響されにくいモデルであることが被験者実験の結果から示す
ことができた．また，感性空間上でユーザの評価を取り入れながら演奏表情を修正する手法を通して，演奏表
情に対する印象を感性空間を用いることで説明することができることもわかった．そして，演奏表情と印象の
関係を言葉で表せることが，音楽に対する感性の学習支援へ応用できることを示した．
6.2 今後の展望
今後の課題として，以下の 2点が考えられる．本論文で演奏表情と印象の関係を表すモデルとして感性空間
とファジィルールの構築を行ったが，同様の構築方法が音楽以外の対象にも用いることが可能であるかの検討
が課題のひとつである．人間の感性に影響を与える，または，感情や印象を表す要因や特徴の関係を定量的に，
かつ，説明が可能なモデルを構築することで，感性を取り入れた生成システムや推薦システムに適用できると
考えられる．もう一つは，感性モデルとその知見を学習や教育へどのように応用することでより効果を発揮で
きるかの検討があげられる．本論文では，構築した音楽表現学習支援システムについて被験者から良い評価を
得た反面，提示されるアドバイスがもっとわかりやすくなるとよい，システムの評価が厳しいように感じると
いう意見もあった．よって，より効果的に知見を活かす方法を検討する必要があると考えられる．
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