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要旨 
 
 
本論文は，多次元データの格納と処理に関して，効率的にデータを記憶し扱うため
の方式について提案と評価を行う．企業・組織の活動あるいは科学技術の分野におい
て，種々のデータをデータベースに蓄積し分析することは重要である．これらのデー
タベースが蓄積するデータはほとんどが複数の属性値からなる多次元データである
が，一般にこれらのデータは膨大であり，その分析処理には多大な時間がかかる．ま
た，このようにデータベースシステムに蓄積される多次元データとは別に，近年では
ネットワーク上をリアルタイムで流れる大量のデータストリームから必要なデータ
のみを抽出し分析を行うことも注目されており，多次元データの分析要求はますます
高まっている． 
企業・組織における大規模なデータベースを多角的に分析し，そこから得られる知
識を基に意思決定支援に用いるための処理方式として，OLAP（On-Line Analytical 
Processing：オンライン分析処理）がある．その一種である MOLAP（Multidimensional 
OLAP：多次元オンライン分析処理）は，バックグラウンドに分析用の多次元データ
ベースを保有する．しかし，多次元データを記憶するための多次元配列は通常，非常
に疎な状態となる．また多次元配列は，配列要素を属性値の順にシーケンシャルアク
セスするのに費やす時間が，配列要素をアクセスする次元に依存する，という問題（次
元依存性）を引き起こす．次元依存性は，二次記憶上に配列次元の順に多次元データ
を整列させることによって引き起こされ，多次元データ間の論理的近傍性が失われる．
この問題は配列全体をより小さな超立方体形の部分配列「チャンク」に分割すること
で緩和できる．しかしチャンクも疎であるため，圧縮することが望まれる． 
本論文は複数の圧縮チャンクをページバッファにまとめるコンテナ化の方式を提
案している．しかし，圧縮チャンクをページバッファに単純に詰め込んだだけでは，
さらなる次元依存性が発生する可能性がある．また，各次元のカージナリティ（属性
値数）の差異も次元依存性の原因となり，大きなカージナリティをもつ次元に沿うス
ライス検索は多大な時間を費やす．スライス検索は一種の範囲検索であり，チャンク
の論理的近傍性が記憶装置上の物理的配置においても保証されることが求められる． 
本論文はこれら 2 つの次元依存性の問題を「拡張チャンク」の概念を導入すること
で緩和する．拡張チャンクは二次記憶上の多次元データの論理的近傍性を保持し，次
 
 
ii 
元依存性を緩和する．さらに，拡張チャンクはチャンクのデータ密度が非常に低く一
様に分散していない通常の状況に柔軟に適用できる．本論文は拡張チャンクの概念と
Z 曲線のような空間充填曲線を用いて，多次元配列に対するいくつかの二次記憶上の
記憶方式を提案する．空間充填曲線もまたチャンク集合の論理的近傍性を確保できる
が，一次元の記憶装置上に物理的に配置するためには疎配列性を回避する必要がある．
評価では，提案方式が次元依存性を緩和し，かつ良好な検索性能を発揮することを示
した． 
また近年，データストリームのデータ分析処理に関する研究が注目されている．デ
ータストリームは，例えば株価情報や交通管制情報といった情報源からリアルタイム
で送信されるデータの流れである．データストリームのデータは単一の情報のみでな
く複数のデータの組（タプル）であることが多く，特にタプルストリームと呼ばれる．
タプルストリームデータは一般に膨大な量であり，かつ継続的に流される．大規模デ
ータベースを分析する方式には MOLAP があり，多次元配列を用いた多次元データベ
ースによる高速なアクセスが可能である．しかし，タプルストリームデータは継続的
に送信されるため，通常の固定配列では属性値の動的な割り当てに対処できない．一
方，多次元分析・マイニングのためにデータキューブが用いられるが，これはタプル
の任意の属性の組み合わせについて分析対象のファクトデータを集約したキューボ
イドの集合である．データキューブ構築には膨大な集約計算の時間を必要とするため，
種々の視点からのオンライン分析のために通常，データキューブ中の全てのキューボ
イドは事前に集約計算される． 
本論文は大規模かつ継続的に送信されるタプルストリームデータを処理する方式
として，筆者等が提案する経歴・オフセット法と呼ぶ多次元データのエンコード方式
を利用し，タプルストリームデータを効率的に送受信して処理する方式を提案し，通
信量を評価する．提案システムでは，データ発生源から送信されるタプルデータを直
接受信するサーバはベースキューボイドを構築しながら，それをタプルストリームと
して下位のサイトに送信する．下位サイトは受信したタプルデータを集約して，上位
キューボイドより 1 次元低いキューボイドを構築しながら，それをタプルストリーム
としてさらに下位のサイトに送信する．提案方式では，各キューボイドは上位サイト
と同じ次元数のデコード用データ構造と，当該キューボイド用のデータ構造をもつ．
その際，属性値情報など共有できるデータ構造の部分については共有し，記憶コスト
を抑えるようにしている．本論文では提案するタプルストリームの処理方法，および
データキューブの分散構築について述べたあとで通信量を評価し，属性の値が重複す
る率が大きいほど，提案方式が非エンコード方式に比べて通信量が低くなることを示
している． 
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第 1 章 
 
序論 
 
 
1.1 背景 
 企業・組織の活動や，科学技術の研究などにおいて，データベースに記憶されたデータ
の分析は必要不可欠となっている．これらのデータベースに蓄積されるデータは通常，単
一のデータではなく，複数の単純型データの組からなる多次元データである．多次元デー
タを分析することは，企業・組織における意思決定支援，あるいは科学データベースにお
ける知識の発見などのために必要である．しかし，これらのデータベースに蓄積されるデ
ータ量は一般に大規模であり，分析処理に多大な時間消費を要する．また，近年では静的
なデータベースに限らず，ネットワーク上にリアルタイムでデータを送出するデータスト
リームのデータを分析する研究が行われており，多次元データの分析はこれまで以上に重
要性を増している． 
 企業・組織におけるデータベースのデータを分析し，意思決定支援に利用するためのシ
ステムとして，OLAP(On-Line Analytical Processing：オンライン分析処理)システムが知ら
れている．その一種として MOLAP(Multidimensional OLAP：多次元オンライン分析処理)
があり，フロントエンドのデータベースから定期的にデータをバックエンドの多次元デー
タベースにダンプし，分析する．多次元データベースは多次元配列によって構成されるが，
配列の記憶領域が二次記憶上において連続して確保されるため，確保した方向に沿わない
検索では応答時間が増大するという問題がある． 
 一方，近年ではネットワーク上にリアルタイムで絶えず送出されるデータを分析するた
めの研究が盛んに行われている．そのような情報源はデータストリームと呼ばれており，
多次元データ（タプル）を送出するデータストリームをタプルストリームと呼ぶ．タプル
ストリームから流される多次元データを分析する方法としても MOLAP の応用が考えら
れるが，リアルタイムで送出されるタプルデータに対して属性値を絶えず取り込む必要が
あり，動的なデータベースの成長が不可欠である．しかし，従来の MOLAP の多次元デー
タベースに用いられているような固定配列では，そのような動的な拡張は不可能である． 
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 本論文では，多次元データの扱いに関して，MOLAP における多次元データの格納方式
と，タプルストリームにおける多次元データの分析処理方式について提案し，評価する． 
 本論文の残りの構成は次の通りである．第 2 章で OLAP とデータキューブについて述
べ，第 3 章～第 7 章で MOLAP における多次元データの扱い，第 8 章～第 10 章でタプル
ストリームにおける多次元データの処理方式について述べる．第 11 章において，本論文
を結論付ける． 
 
1.2 多次元データの格納方式 
 現在，企業・組織における意思決定支援のためのシステムとして，OLAP システムが注
目されている．OLAP システムは，企業・組織の集計データを格納したデータウェアハウ
スと呼ばれるデータベースを利用し，データの分析処理をオンラインで支援する．OLAP
システムには，ユーザが興味を持ったデータの切り口（スライス）に対し，あらかじめそ
の内容を予測できないような，複雑な問い合わせ処理を行うことが要求される．さらに
OLAP システムは，このようなユーザの恣意的な問い合わせに対して，ユーザの思考を妨
げない時間内で返答する必要がある． 
 OLAP システムの一種である MOLAP( Multidimensional OLAP )システムは，検索専用の
多次元データベースを用いて検索処理を行うシステムであり，多次元配列を用いた高速な
検索処理が可能である．しかし，多次元配列領域は記憶領域上に線形に確保されるが，デ
ータの存在しない配列要素も多数存在するという疎配列問題がある．また，多次元配列を，
領域を確保した順に二次記憶に格納すると，二次記憶のページサイズの関係で，検索の方
向により応答時間に大きな差が生じる．このような応答時間のばらつきは次元依存性と呼
び，あらかじめ予測できない問い合わせの処理が要求される OLAP システムでは問題で
ある． 
 [1]では，MOLAP における以上の問題に対し，多次元配列をチャンクと呼ばれる単位に
分割するとともに，そのチャンクを圧縮し，圧縮チャンクをまとめるコンテナ化の処理を
行うことで解決を図っている．ところが，MOLAP においては多次元配列が低充填率とな
る場合がほとんどである．この状況下では，[1]で提案されているコンテナ化方式の動作
が不安定となり，検索処理で利用するのに十分な結果を出せないことが分かっている． 
 本論文では，低充填率の多次元配列において安定したデータ圧縮を行うことのできるコ
ンテナ化方式について提案し，評価を行う．本論文では空間充填曲線の一種である Z 順
序化をコンテナ化方式に採用し，種々の改良を加えた上で，これらのコンテナ化方式の有
効性について，シミュレータ上での評価を行った．また，拡張チャンクについては，Z 順
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序化の概念を導入し，新たなコンテナ化方式として提案・評価した． 
 本論文では，まず第 3 章で研究対象となる MOLAP の概要と問題点を示す．第 4 章では
第 3 章で示した問題点を解決するための基本的な手法（チャンク化，コンテナ化）につい
て述べる．第 5 章で基本的なコンテナ化方式の提案を示し，第 6 章でその改良案を提案す
る．第 7 章にて，提案したコンテナ化に対する評価を示す． 
 
1.3 タプルストリームからのデータキューブの構築 
 近年，ネットワーク上にリアルタイムでデータを送出するデータストリームからデ
ータを取得し，分析することに注目が集まっている．データストリームは，ネットワ
ーク上にリアルタイムで絶えず送出されるデータの流れである．その一種であるタプ
ルストリームは，単純型データの組であるタプル（多次元データ）を送出する． 
 大規模データベースを分析する方式として MOLAP がある．MOLAP では多次元配
列によって分析用の多次元データベースを構築しており，関係データベースを用いる
よりも高速なアクセスが可能である．しかし，上述のタプルストリームデータは継続
的に送信されるため，通常の各次元サイズが固定である配列では次元のサイズを超え
てタプルを格納する場合に配列全体の再構成が必要となり，実際上タプルストリーム
を格納することは不可能である． 
 多次元分析やデータマイニングに用いられるツールとして，データキューブが挙げ
られる．データキューブは，タプルの任意の属性の組み合わせについて分析対象のフ
ァクトデータを集約したキューボイドの集合である．データキューブの構築には膨大
な集約計算の時間を必要とするため，種々の視点からのオンライン分析を可能とする
ために通常データキューブ中の全てのキューボイドは事前に集約計算が行われる．デ
ータキューブのうち，元の n 次元タプルについての集合をベースキューボイドと呼
び，ファクトデータを選択次元で集約した部分タプルの集合をキューボイドと呼ぶ． 
 提案方式では，筆者等が提案している多次元データのエンコード法である経歴・オ
フセット法による実装方式を用いることにより，効率よくタプルストリームを処理す
る．データ発生源から送信されるタプルデータを直接受信するサーバはベースキュー
ボイドを構築しながら，それをタプルストリームとして下位のサイトに送信する．下
位のサイトは受信したタプルデータを集約して，上位のキューボイドより 1 次元低い
キューボイドを構築しながら，それをタプルストリームとしてさらに下位のサイトに
送信する．提案方式では，各キューボイドは上位サイトと同じ次元数のデコード用デ
ータ構造と，当該キューボイド用のデータ構造をもつ．その際，属性値情報など共有
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できるデータ構造の部分については共有し，記憶コストを抑えるようにしている．ま
た提案方式では MOLAP 操作をデータキューブのあるバージョンについて処理する
一方で，各サイトにおいてリアルタイムでキューボイドを構築する．キューボイドの
構築処理を行っている間は，データキューブが確定した状態ではなく，そのままでは
クライアントの問い合わせを受けることができない．提案方式では最上位ノードから
確定フラグを送出し，それらを受け取ったキューボイドが順次，現在のキューボイド
を確定する．最下位のキューボイドが確定フラグを受け取った時点ですべてのキュー
ボイド，つまりデータキューブ全体が確定したこととなり，クライアントからの
MOLAP 操作を受け付けることができる．確定したキューボイドは日付を ID とする
バージョン番号で管理される． 
 本論文では第 8 章で提案するタプルストリームの処理方法を，および第 9 章でデー
タキューブの分散構築について述べたあとで，第 10 章で通信量を評価する． 
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第 2 章 
 
OLAP とデータキューブ 
 
 
 現在，企業・組織で利用されている情報システムは，利用目的別に以下の 3 つに分
類できる． 
１． 基幹系システム 
…企業の受注活動，生産活動などの基本的な業務処理を行うシステム（OLTP な
ど） 
２． 情報系システム 
…企業における意思決定支援のために，データや各種情報，あるいは分析処理
を提供する事を目的としたシステム（データウェアハウスなど） 
３． コミュニケーションシステム 
…情報の伝達，共有を目的としたシステム（電子メール，グループウェアなど） 
 
このうち，企業・組織での意思決定支援システムとして重要視されているものが，情
報系システムである，各種の履歴データ・集計データを蓄積するデータウェアハウス
と，そのデータを利用して多次元の分析処理を行う OLAP システムである． 
 
2.1 OLAP 
2.1.1 概要 
企業・組織のデータを分析し意思決定支援に用いるための処理として，OLAP があ
る．OLAP（On-Line Analytical Processing：オンライン分析処理）は，データウェアハ
ウス（2.2 節）と呼ばれる専用のデータベースを用いて，データベースに格納された
大量のデータを多角的に分析する処理である．OLAP の概念を利用したシステムが
OLAP システムであり，フロントエンドで動作する基幹系システムに対して，バック
グランドで動作する． 
従来の OLTP（On-Line Transaction System：オンライントランザクション処理）では，
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あらかじめ処理の内容が分かっている定型的な処理内容を対象として，個々のトラン
ザクションを高速に処理することが要求されている．これに対し，OLAP システムは
そのような定型的な処理ではなく，ユーザが興味を引いた，気まぐれで ad hoc（場当
たり的）な問い合わせに応答する必要があり，かつユーザの思考を妨げない応答速度
が要求される． 
 
2.1.1 OLAP の操作 
 OLAP における基本操作には，以下の 4 つが挙げられる． 
1) dicing（ダイス） 
2) slicing（スライス） 
3) roll-up（ロールアップ） 
4) drill-down（ドリルダウン） 
 
 特に用いられるのが 1)と 2)である．1)の dicing は，データの格納されているデータ
キューブ（2.3 節）で注目する視点を変える操作である．2)の slicing は多次元キュー
ブから超平面を取り出す検索操作であり，その切り口からデータ分析を行う（図
2.1）．その操作から slicing は一種の範囲検索といえ，隣接した要素が指定されやすい
という性質をもつ．このほか，3)の roll-up は分析データを集約する操作であり，4)の
drill-down は詳細化する操作である． 
 
2.1.2 OLAP の分類 
 OLAP はアーキテクチャ別に，ROLAP (Relational OLAP)と MOLAP(Multidimensional 
OLAP)の 2 種類に分類される．ROLAP は分析用のデータベースに関係データベース
を用いる方式である．一方，MOLAP は分析用のデータベースに多次元配列を用いた
多次元データベースを使用する方式である．エンドユーザから見た論理的な多次元ビ
ューは両者とも同じであるが，双方のアーキテクチャの違いから，応答と柔軟性に差
がある．本論文では，後者の MOLAP を研究対象とする． 
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xz 平面スライス 
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図 2.1 スライス 
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2.2 データウェアハウス 
OLAP ではデータウェアハウス(data warehouse）を利用して分析処理を行う．デー
タウェアハウスとは，「意思決定のために，サブジェクトごとに編成され，統合化さ
れた時系列で，更新のないデータの集まり」[28]と定義されている．具体的には，OLTP
システムから抽出される企業・組織のデータを，様々な軸（各データの項目）につい
て集計した，集計値をもつデータベースである．従来のデータベースとデータ構造が
異なるわけではないが，その概念を他と区別するためにこのような呼び名が用いられ
る． 
データウェアハウスが扱うデータは，基幹系システムのデータを時系列で取り込ん
でいったものであり，データの蓄積期間は年単位などの長期間に及ぶ．定義にあるよ
うに，データウェアハウスでは一度取り込まれたデータに対して新たな要素を加えた
りデータ改変を行ったりするような更新処理が行われることはない． 
 
2.3 データキューブ 
2.3.1 概要 
 データキューブ[5,6,7]は多次元分析や多次元データマイニングなどのデータウェア
ハウスにおける主要な機能において，ベースキューボイドデータを種々の視点から分
析・マイニングするために不可欠である． 
 複数の単純型データのタプルからなるデータを一般的に多次元データという．ファ
クトデータが付随する n 次元データ集合 S の任意の次元の組み合わせについて，ファ
クトデータを集約して得られる 2n-1 個の多次元データセットの集合を Sdcとすると，S
をベースキューボイド，sSdc を S をベースキューボイドとするキューボイドという． 
 図 2.2 に，3 次元キューボイドの例を示す．ここでは，Store, Item, Manufacturer の 3
つの属性とファクトデータ Sales が付随する 3 次元タプルデータからデータキューブ
を構築する．元の 3 次元データからなるベースキューボイドを頂点に，そこから 2 つ
の属性を選択し集約して得られる 2 次元キューボイド，1 つの属性を選択し集約して
得られる 1 次元キューボイド，そしてすべてのタプルを集約して得られる 0 次元キュ
ーボイド（apex キューボイド）で，データキューブが構成される． 
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2.3.2 データキューブ演算 
 ベースキューボイドからデータキューブを構築する演算をデータキューブ演算[3]
という．以下に，データキューブを構築するための SQL 文の一例[4]を示す．この SQL
文では，表 2.1 のテーブル RetailShop からデータキューブを構築する演算を指示して
いる． 
 
表 2.1 テーブル RetailShop 
Store Item Manufacturer Sales per day(yen) 
Fukui pencil A 315 
Osaka note B 1580 
Tokyo paper C 840 
Fukui pencil A 735 
 
SELECT  Store, Item, Manufacturer 
FROM  RetailShop 
GROUP BY CUBE Store, Item, Manufacturer; 
 
0-D (apex)キューボイド 
Store,Item,Manufacturer 
Store,Item Store,Manufacturer Item,Manufacturer 
Store Item Manufacturer 
φ 
3-D (base)キューボイド 
2-D キューボイド 
1-D キューボイド 
図 2.2  3 次元データキューブ 
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しかし，データキューブ演算は計算インテンシブ・データインテンシブな演算であ
る．実際，CUBE 演算は通常の GROUP BY 演算を複数回呼び出すことによって具体
化され，GROUP BY のオーバーロードな演算とみることができる[3]．また，対象と
するタプルの属性数（次元数）が大きいほど，より多くのデータキューブ演算を必要
とする．よって，これらの機能をオンラインでサポートするために，通常は事前計算
によってデータキューブが構築される． 
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第 3 章 
 
MOLAP と解決すべき問題 
 
 
3.1 序言 
 前章では，企業・組織での意思決定支援システムとして重要視されている，データ
ウェアハウスと，そのデータを利用して多次元の分析処理を行う OLAP システムにつ
いて述べた．OLAP には 2.1.3 節の通り ROLAP，MOLAP といった種類があるが，な
かでも分析用データベースに多次元データベースを採用した MOLAP は，多次元配列
を用いた高速なアクセスが可能であり，アドホックなユーザの問い合わせを受け付け
る OLAP システムに最適である．しかし，MOLAP においては多次元配列を用いるこ
とによるいくつかの問題点がある．本章では MOLAP とその問題点について述べる． 
 
3.2 MOLAP 
 MOLAP（Multidimensional OLAP：多次元オンライン分析処理）は OLAP の一種で
ある．MOLAP システムでは，図 3.1 に示すように，フロントエンドで動作する関係
データベースのデータを一度，バックエンドの多次元データベース（多次元配列で構
成）にダンプして，その多次元データベースに対し分析処理を行う．配列を利用する
ため，アクセス速度が速く，高速に処理を行うことが可能である． 
 多次元データベース上では，多次元配列の各次元にデータ項目（カラム column）
を配し，各次元方向上に属性の項目を配することで，関係テーブルの各レコードを配
列上の座標で示すことができる．また，集計値のあるテーブルに対応する配列要素に
は集計値（ファクトデータ fact data またはメジャー値 measure value）を格納する．つ
まり，関係テーブルの 1 レコードは，多次元配列での 1 要素に対応することになる． 
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MOLAP でのデータベース表現の例を図 3.2 に示す．この例では，表 2.1 に示す関係
テーブルを多次元データベースで表している．関係テーブルにはカラムとして「商品
名」，「製造元」，「色」，そして集計値の「販売台数」がある． 
まず多次元配列には，集計値を除く各カラムを図 3.2 のように各次元に割り当て
る．また，それぞれのカラムが割り当てられた次元上には，属性の項目が配される．例
えば，「商品名」の次元上には，テレビ，プラズマテレビ，液晶テレビ，携帯用液晶
テレビ，デジタルカメラ，DVD プレーヤーの各属性が割り当てられる． 
以上の割り当てを行った多次元配列に対し，次は各レコード情報を格納してい
く．表 3.1 の各レコード情報は，多次元配列上で対応する配列要素の座標位置で表さ
れ，配列要素には要素値として集計値の「販売台数」が格納される．例えば表 3.1 の 
｛ テレビ，S 社，黒，2300 ｝ 
というレコードは，図 3.2 の多次元配列において 
（ テレビ，S 社，黒 ） 
で表される座標位置に要素値 2300 を格納する配列要素に対応付けられる． 
 なお，MOLAP では通常のデータベースのような頻繁な更新処理は行わず，ある一
定の期間（１ヶ月，１年など）における集計データを用いて分析処理を行う．このよ
うに，特定のタイミングでデータベースから取り出したデータをスナップショット
（snap shot）と呼び，MOLAP ではこのスナップショットを対象として分析処理を実
行する． 
 
多次元データベース 
（バックエンド） 
関係データベース 
（フロントエンド） 
更新 
挿入 
削除 
ダンプ 
図3.1 MOLAP 
ユーザ 
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表 3.１ 集計値を持った関係テーブル 
  ・ある電気店の 1 ヶ月の販売状況 
商品名 製造元 色 販売台数 
テレビ S 社 黒 2300 
テレビ M 社 黒 1000 
テレビ M 社 灰 1200 
プラズマテレビ S 社 灰 200 
液晶テレビ S 社 白 900 
液晶テレビ W 社 灰 700 
携帯用液晶テレビ S 社 灰 1200 
携帯用液晶テレビ Q 社 白 1500 
デジタルカメラ M 社 灰 500 
デジタルカメラ M 社 黒 300 
デジタルカメラ N 社 白 1000 
DVD プレーヤー N 社 黒 1000 
DVD プレーヤー Q 社 灰 950 
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3.3  MOLAP における問題 
MOLAP では多次元配列によって構成される多次元データベースを用いて分析処理
を行う．しかしそれにより以下の問題が生じる． 
 
3.3.1 疎配列問題 
 関係テーブルを多次元データにダンプする場合，MOLAP では配列の各添え字にカ
ラムを対応付け，レコードと対応する位置の配列要素に集計値などのファクトデータ
を格納する．これにより，検索を行う際には，データを配列要素の位置（座標）によ
って指定することができ，配列の特性を生かした高速なアクセスが期待できる． 
 しかし，一般にこの方法でデータベースを構成する場合，すべての配列要素がデー
タで満たされる状態（密配列：dense array）であることは少なく，図 3.2 のように多
次元配列上のほとんどの要素が空の状態（疎な状態）となる．このような状態の配列
を疎配列（sparse array）と呼ぶ．一般に配列の領域は，メモリ上に連続領域として確
保される．MOLAP での多次元配列は二次記憶上に確保されるが，空の部分も含めた
連続領域として確保されるため，データのない余分な領域が占有されるという状態が
生じる．これはデータベース領域の増大とディスク領域の圧迫につながってしま
Ｓ
社
 
Ｑ
社
 
Ｍ
社
 
Ｎ
社
 
Ｗ
社
 
テレビ 
プラズマテレビ 
液晶テレビ 
携帯用液晶テレビ 
デジタルカメラ 
DVD プレーヤー 
灰 
図 3.2 MOLAP における多次元データベース 
黒 
白 
各要素値：販売台数 
商品名 
製造元 
色 
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う．このような疎配列問題は，配列の次元数（カラム数）や次元長（各属性の値の数）
が増すほど深刻になる傾向にある． 
 
3.3.2 次元依存性 
通常，配列領域を確保する場合，メモリ上には配列のアドレス関数によって連続に
確保される．これは多次元配列を二次記憶上に形成する MOLAP においても同様であ
る．この場合，配列要素を格納した方向に沿った検索において十分なアクセス速度が
あっても，それに沿わないような検索においてはアクセス速度が極端に低下する恐れ
がある．つまり，検索する次元によってアクセス速度に差が生じるという問題が起こ
る．これを次元依存性（dimension dependency）と呼ぶ． 
例として，図 3.3 のような各次元長 8 の 3 次元配列を考える．ここで，二次記憶上
の 1 ページには配列要素が 8 個格納できると仮定する．このとき，配列要素を格納し
た方向に沿うスライス処理では 8 回のページ読み込みで済む．しかし，これに直交す
る方向へのスライス処理では，64 回，つまりすべてのページに対する読み込みを必要
とする．MOLAP において，このような次元依存性の問題は重大である．OLAP の目
的は，対話的な多次元分析環境の提供にあり，ユーザのいかなる検索要求・分析視点
に対しても応答時間が一定であることが望ましい．スライス処理のようなユーザの分
析要求はあらかじめ特定することが不可能であり，分析視点によって応答に差が生じ
る事は好ましいことでない． 
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← 配列要素を格納した 
  方向に沿ったスライス 
…8 回のページ読み込み 
↑ 配列要素を格納した 
  方向に垂直なスライス 
…64 回のページ読み込み 
多次元配列（8×8×8） 
図 3.3 次元依存性 
←二次記憶の 1 ページ 
（配列要素が 8 個入ると仮定） 
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3.4 結言 
MOLAP は，多次元配列で構成される多次元データベースを基に高速な分析処理を
行う．しかし多次元配列でデータベースを構成するために，多次元配列のほとんどの
要素が空の状態である疎配列問題が生じる．また，多次元配列がメモリ上では連続領
域に線形に確保されるため，アクセスする次元によっては応答時間が増大する次元依
存性の問題がある． 
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第 4 章 
 
チャンク圧縮とコンテナ化 
 
 
4.1 序言 
 前章では，MOLAP の概要と，MOLAP で使用される多次元データベースにおける
疎配列問題と次元依存性を示した．これらの問題を解決する方法として，「チャンク」
という単位で多次元配列を分割し，それを圧縮・コンテナ化する方法がある．本章で
はチャンクの概念ならびにチャンク圧縮，コンテナ化について述べる． 
 
4.2 チャンクの概念 
 チャンク（chunk）は「元の多次元配列の部分配列」と定義される．n 次元配列のチ
ャンクはまた n 次元配列であり，連続した記憶領域を占める．多次元配列をチャンク
単位に論理的に分割することで，スライス面の取り出しに必要なディスクアクセス回
数（検索速度）が，スライスする次元方向に関係なく平均化され，よって次元依存性
を抑制することができる． 
 実際に二次記憶上で多次元配列を構築する場合は，チャンクの大きさを適当な記憶
容量に制限する．例えば[49]では，配列要素すべてに有効データが入っていると仮定
した上で，チャンクサイズを二次記憶上の 1 ページ（本論文では 8192[Byte]）に制限
している．ページは主記憶と二次記憶の間のデータ転送の単位であるため，二次記憶
の 1 ページに規定する事で１回の二次記憶からのページフェッチにより 1つのチャン
クを主記憶上に読み込むことができる． 
 
 例として図 4.1 を示す．この図では，前章の図 3.3 で示した多次元配列を，各次元
長 2 のチャンクに分割した結果を表している．図 3.3 では二次記憶上の 1 ページに配
列要素が 8 つ入るため，図 4.1 のチャンクにおいてもその制限内でサイズ（ここでは
各次元長 2，つまり１チャンク当たりの配列要素数が 2×2×2 = 8つ）を規定している．チ
ャンクの導入により，図 4.1 ではどの方向に対するスライス処理についても，ページ
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読み込み数が 16 回となる．よって，チャンクの導入により次元依存性の問題が解消
される． 
 
 
 
↑配列要素を格納した方向に
垂直なスライス 
…16 回の読み込み 
←配列要素を格納した方向に沿ったスライス 
…16 回の読み込み 
←チャンク（二次記憶の 1 ページ以内） 
図 4.1 チャンク 
多次元配列（8×8×8） 
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4.3 チャンク圧縮 
 MOLAP で使用する多次元データベースは一般に疎配列であるため，空の配列要素
が多数存在し，記憶領域を占有する．チャンクに分割した時もこの問題は解消されな
い．疎配列問題を解決するためには，チャンク単位の圧縮を行い，データベースサイ
ズの低減化を図る必要がある． 
 チャンク圧縮（chunk compression）とは，チャンク内の有効な（データのある）配
列要素のみを二次記憶上の物理ページに格納する処理である．この処理を行うと，チ
ャンクは 1 ページ以下に圧縮される．言い換えると，チャンクは論理的な分割単位で
あるが，チャンク圧縮によりその物理的な大きさは 1 ページ以下となる．チャンクの
圧縮の方法については様々なアルゴリズムが考えられているが，[1]では以下の 2 種類
の圧縮方法が提案されている．この他に圧縮をしない場合（無圧縮）もあるが，これ
はチャンクが密であり圧縮しても物理サイズがあまり小さくならない場合に適用さ
れる．これらの圧縮方法は，各チャンクの充填率により適用する方法を変えるように
し，多次元配列全体で最適な圧縮が行えるようにする（図 4.4）． 
各圧縮の方法は次の通りである．図 4.3 に概要を示す． 
 
・ チャンクオフセット圧縮 
チャンクオフセット圧縮は，チャンク内の配列要素の実データとそのチャンク
内オフセットを組としてチャンクを表現することにより，チャンクを圧縮する方
法である．チャンク内オフセットとは，チャンク内の各配列要素を特定する番号
であり，以下の計算式から導かれる．n 次元の配列において，第 i 次元（ i =1,…,n ）
の次元長を siとすると，配列座標 { x1, x2, … , xi , … , xn } の配列要素に対するオフ
セット offset は 
offset  =  sn-1・sn-2・…・s1・xn + … + si⁻1・si-2・…・s1・xi + … +s1・x2 + x1 
   から求められる． 
図 4.2 に例を示す．上の式より，チャンク内の各配列要素には図のようなオフセ
ットが与えられる．実データが格納されている有効な配列要素を灰色で表すと，
太字で示した各番号が保持すべきチャンク内オフセットである． 
無圧縮に比べ，チャンク内オフセットを保持する必要があるが，チャンクの大
きさが予め決められているため，オフセット値自体を表現するためのビット長は
それほど大きくはならない． 
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・ Bitmap 圧縮 
Bitmap 圧縮は，チャンク内の全配列要素についてデータの有無を表す Bitmap
とその実データによりチャンクを表現することでチャンクを圧縮する方法であ
る．それぞれの Bitmap は，チャンクの第一次元方向上の配列要素について，デー
タが存在する場合をビット 1，存在しない場合をビット 0 として記録する．この
方式では，チャンク内オフセットの大きい配列要素ほど数多くのビットを数える
必要がある．これに対処するため，各 Bitmap は 1 のビットが立っている数を集計
値として保持している．メタデータである Bitmap が必要となる分，格納データの
少ない場合には不向きであるが，高い充填率の場合であっても Bitmap を付加する
分記憶容量を消費するため，中程度の充填率が適している． 
 
圧縮方法はチャンク内の充填率によって向き不向きがある．動作環境あるいは扱う
データの次元数によって適切となる充填率が異なるためはっきりとした基準は示せ
ないが，低充填率の場合はチャンクオフセット圧縮，中程度の充填率では Bitmap 圧
縮，高充填率の場合は無圧縮が有利となっている． 
 
その他のチャンク圧縮法として，例えば BESS（Bit-Encoded Sparse Storage）[17]が
挙げられる．BESS は，チャンク内の有効な実データとデータのある座標位置をビッ
ト表現した値を組として保持することで，チャンクを圧縮する方法である．圧縮の仕
方から，チャンクオフセット圧縮に類似していることがいえる．また，LZW などの
圧縮方法もあるが，これは圧縮の他に解凍を必要とするため，解凍時の時間が余分に
必要となる．この点から，実際の検索で用いることを念頭に入れると，解凍作業を必
要としない圧縮方式のほうが望ましいと考えられる． 
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4.4 コンテナ化 
 チャンクが疎な場合，圧縮を行ったチャンクのサイズは二次記憶上の 1 ページ以内
に抑えられる．この圧縮したチャンクは，図 4.5 に示すように，1 ページ以内に複数
まとめて格納する事が可能である．このように，圧縮チャンクを複数まとめて格納す
るための二次記憶上の 1 ページを，チャンクコンテナ（chunk container；以降，コン
テナ）と呼び，コンテナに圧縮チャンクを詰め込む処理をコンテナ化（containerization）
と呼ぶ．コンテナ化によって複数の圧縮チャンクを1つのコンテナにまとめることで，
メモリ効率を向上することができる．また，1 回のページ読み込みで複数のチャンク
を読み込むことができ，アクセス速度を向上することができる． 
 しかし，チャンクはコンテナ内に線形に格納されるため，コンテナ化におけるチャ
ンクの選択方法によっては，新たな次元依存性を生じるという問題がある．例えば，
次章で述べる S-order は，チャンクをあらかじめ定められた方向に沿って選択しコン
テナ化するため，次元順についての次元依存性が発生する．よって，コンテナ化を導
入するに当たっては，コンテナ化に起因する新たな次元依存性を抑えたアルゴリズム
  
  
  
  
  
  
 
 
 
 
 
 
 
 
  
  
  
チャンクオフセット圧縮 
Bitmap圧縮 
無圧縮チャンク 
（密な部分配列） 
図 4.4  チャンク圧縮の方式選択 
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を考案する必要がある．つまり，この問題を回避するためには，コンテナを構成する
際に特定の方向性を持たないようチャンクを選択する必要がある．また，OLAP にお
けるスライス処理では隣接したチャンク内の配列要素を必要とするため，各チャンク
の近傍性（proximity）を考慮することも求められる．加えて，コンテナの充填率をな
るべく 100%に近づけることも重要である．コンテナ化は言い換えれば圧縮チャンク
の圧縮になり，各コンテナの充填率が 100%に近いほどコンテナへの圧縮の度合いが
高くなり，全体のコンテナ数は減少し，検索におけるコンテナの読み込み数が減少す
る． 
 
 
 
4.5 結言 
 本章では，MOLAP における次元依存性と疎配列問題を解消するための方式として，
チャンクの概念とコンテナ化を提案した．チャンク化により，各次元におけるアクセ
ス回数が平均化され，次元依存性が緩和される．また，有効要素の少ないチャンクを
圧縮してコンテナ化することにより，検索におけるページ読み込み回数を低減させる
ことが可能である．ただし，コンテナ化においては圧縮チャンクの格納順序を考慮す
る必要がある． 
 コンテナ化アルゴリズムに求められる条件は以下の通りである． 
・ コンテナへの圧縮（複数の圧縮チャンクの格納）を高めることにより疎配列性を
考慮する 
・ 特定の方向性を持たないチャンクの選択方法を適用する 
・ チャンクの近傍性を考慮する 
 
1 
2 
3 
圧
縮 
圧
縮 
圧
縮 
コンテナ化  
1 
2 
3 
圧縮チャンク チャンクコンテナ 
1ページ 1ページ 
図 4.5  チャンク圧縮とコンテナ化 
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第 5 章 
 
コンテナ化の方式 
 
 
5.1 序言 
本章では，前章で述べたコンテナ化における問題点を考慮した上で，チャンクを選
択しコンテナに格納するためのいくつかのコンテナ化の方式を提案する．以下提案す
るコンテナ化方式においては，いずれもコンテナバッファとして 1 ページ分の主記憶
上の記憶領域を確保し使用する．コンテナ化では，アルゴリズムにしたがってチャン
クを選択し，それをまずコンテナバッファに格納していく．コンテナバッファにそれ
以上チャンクが格納できないならば，バッファの内容を1つのコンテナとして確定し，
二次記憶上のコンテナファイルに書き込む．こうした一連の操作を，多次元配列上の
すべてのチャンクがコンテナファイルに書き込まれるまで繰り返す． 
 
5.2 Static Order 
 Static Order（S-order）は，row-wise order や column-wise order など通常での配列での
ように，チャンクをあらかじめ固定された順序にしたがって線形に，順次コンテナバ
ッファに格納する．コンテナバッファにそれ以上チャンクが格納できなければ，バッ
ファの内容を二次記憶上のコンテナファイルに出力する．この処理を，すべてのチャ
ンクがコンテナ化されるまで繰り返し行う．非常に単純な方式であるが，一方でこの
方法はコンテナ化における次元依存性の解消を考慮していない．本論文では，S-order
をその他のコンテナ化方式との比較対象とする． 
 
z 
y 
ｘ 
コンテナ化方向 
図 5.1 Static Order 
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5.3 拡張チャンク 
5.3.1 拡張チャンクの概念 
 4.1 節で定義したように，チャンクのサイズは二次記憶上の 1 ページ以内に限定さ
れた固定のものである．しかしチャンクの充填率が極端に低い場合，コンテナ化方式
によっては不安定な結果を返す場合がある．例えば，[1]で提案されている rect や
D-order といったコンテナ化方式を低充填率の多次元配列に適用した場合，基点周辺
で形成したコンテナが広範囲のチャンクを含めるため，配列領域の端に小さなコンテ
ナが多数形成される．これはコンテナ数の増大を招き，コンテナの読み込み数を増加
させる要因となる． 
 そこで，筆者等はチャンクのサイズを固定せず，拡大を許したチャンクを提案して
いる．この拡大を許したチャンクを「拡張チャンク」と呼ぶことにする．なお，この
拡張チャンクを用いたコンテナ化においては，これまでのチャンクを「基本チャンク」
と呼んで区別する． 
 拡張チャンクと基本チャンクの定義，特性を以下に示す． 
z 基本チャンク 
・ 元の多次元配列と同じ次元数であり，かつ各次元長サイズが等しい部分配列 
・ チャンクの大きさは，範囲内の要素数が二次記憶上の 1 ページ以内 
z 拡張チャンク 
・ 元の多次元配列と同じ次元数であり，かつ各次元長サイズが等しい部分配列 
・ チャンクの大きさは，範囲内の有効要素数が二次記憶上の 1 ページ以内 
・ 各次元長は基本チャンクの 2n（n を拡張チャンクのサイズを示す rank 値と呼
ぶ） 
 
5.3.2 拡張チャンクを用いたコンテナ化 
 拡張チャンクを用いたコンテナ化方式では 
1) rank 値決定処理 
2) 結合処理 
の 2 段階の処理を行う．それぞれの処理内容は，次の通りである． 
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１）rank 値決定処理 
 多次元チャンク配列（rank 0 の拡張チャンク群）について，可能な限り大きい rank
（範囲内の充填率が 100%を超えない最大の rank）の拡張チャンクを形成する． 
 処理は rank 0 の初期状態から，多次元チャンク配列の持ち得る最大の rank M まで，
チャンク配列全体に対して行う．ここで，多次元チャンク配列の持ち得る最大 rank
値 M は 
 yp M d2* （p：基本チャンクの次元長，y：多次元配列で最小の次元長） 
を満たす M，つまり 
 pyM 22 loglog d  
から求められる． 
 
一回の rank 値決定処理は次の手順にしたがって行う（図 5.2）． 
1. まず，基点となる拡張チャンクを選択し，その周辺にある同一 rank の拡張チャン
クを拡張対象とする． 
2. 次に，拡張対象範囲について充填率の合計を調べ，それが 100%以下なら，基点
拡張チャンクの rank を上げ，周辺の対象拡張チャンクを含める．一方，拡張対象
範囲内の充填率の合計が 100%を超えるのであれば，その範囲内にあるすべての
拡張チャンクについて，rank 値を現在の rank 値に確定する． 
3. 以上 1，2 の処理を配列全体に対して行う． 
4. 一回の rank 値決定処理が済んだ後，検査 rank を 1 つ上げ，同様の処理を行う． 
 
2）結合処理 
 前述の処理で確定した拡張チャンクの集合を，チャンク配列座標で(0,0,…,0)の基点
から始めて，拡張チャンク同士を結合（コンテナ化）する．処理手順は以下の通りで
ある． 
1. まず，基点となる拡張チャンクを選択し，それを基点拡張チャンクとする． 
2. 次に，優先次元を割り振って，その周辺にある拡張チャンクを結合対象とし，優
先次元に従い結合処理を行う．この時，基点拡張チャンクと結合対象拡張チャン
クの充填率を確認し，その合計が 100%以下なら結合し，100%超過なら結合を行
わない． 
3. 以上 1，2 の処理を，配列全体について行い，最終のコンテナを決定する． 
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 図 5.3 にコンテナ化の処理の例を示す．この図では，上段に rank 値決定処理，下段
に結合処理の一部を示している． 
 まず rank 値決定処理では，rank0（基本チャンク）の初期状態から，rank1，rank2，…
の順に検査 rank を上げ，拡張処理を行っていく．この例では rank3 が配列の取り得る
最大の rank 値であり，rank 値決定処理においてもその値まで検査を行う．ただし，
配列の充填率が非常に低くない限りは，最大 rank より下の rank で済む場合がほとん
どである． 
 rank 値決定処理が終了した後は，結合処理を行う．結合処理では最初に配列の基点
（0,0）にある拡張チャンクを結合基点に選択する．その後優先次元を指定し，それに
従って基点チャンクとの結合処理を行う．このとき，結合対象は基点拡張チャンクに
接する拡張チャンクとし，近傍性を考慮する．また，優先次元によって S-order のよ
うなコンテナの方向性を抑えるようにしている．基点周辺との結合処理が終了した
ら，コンテナを確定し，次の基点を元の配列の次元順に選択する．  
 
 
 
図 5.2 拡張チャンクの形成 
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5.4 Z 順序化 
 Z 順序化（Z-ordering）[24]は，空間充填曲線（space-filling curve）[42]の一種であり，
Z 順序化で用いられる Z 曲線は自己相似性をもった曲線である．本章では，この Z 順
序化を用いたコンテナ化の方式について述べる． 
 
5.4.1 概要 
Z 順序化は，任意の次元方向の近傍データを線形に順序付ける順序化の方式であり，
Z 曲線を用いて多次元配列の各要素を”Z”の順序に順序付ける．本論文では Z 順序化
をチャンクの選択に用いる． 
rank1 への拡張処理 
rank 値決定処理 
コンテナの確定 
→次の基点拡張チャンク指定 
基点選択と結合処理 
rank0（初期状態） 
図 5.3  拡張チャンクを用いたコンテナ化 
rank2 への拡張処理 
基点拡張チャンク 
結合対象拡張チャンク 
結合不可拡張チャンク 
コンテナ 
第一次元 
第
二
次
元
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コンテナ化においては，チャンクを Z 曲線によって選択し，順次コンテナバッファ
に格納していく（図 5.6）．バッファにそれ以上チャンクを格納できなければ，Static 
Order と同様に，二次記憶上のコンテナファイルに出力する．なお，Z 順序化は 2 次
元でのみ規定されるわけではなく，図 5.7 に示すように 3 次元以上での順序付けも規
定できる． 
Z 順序化の特徴は，Z 曲線による近傍性の確保，方向性の低さが挙げられる．Z 曲
線で指定されるチャンクは図 5.6 にあるように，隣接した部分で連続して選択される
ようになっており，その点で近傍性が確保されているといえる．また，Z 順序化は
S-order のようにある定まった方向に偏って順序付けるわけではなく，その方向は“Z”
で示される順に絶えず変化しており，方向性が低い．これらの特徴は，次元依存性の
解消につながり，スライス検索が頻繁に行われる MOLAP では有利に働くことが期待
できる．しかし，コンテナの充填率を優先するこの方式では，Z 曲線によって離れた
部分のチャンクを同一コンテナに格納する可能性があり，検索時のコンテナ読み込み
数の増加につながる恐れがある． 
 この問題を解消する方法として，次節のレベル分割方式を提案する． 
 
 
Z 曲線（2*2） 
図 5.6  Z 順序化 
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5.4.2 レベル分割型 Z 順序化 
 Z 順序化において，Z 曲線による「レベル（level）」の規定を行う．最小の Z 曲線で
指定できる領域をレベル 0，その 2 倍の領域をレベル 1，さらにその 2 倍の領域をレ
ベル 2，…と呼ぶ．また，レベルにより分割される各領域を，そのレベルの Z 領域（Z 
region）という．レベルの規定により，Z 領域は以下のように定義できる． 
 
○ Z 順序化の Z 領域 
１） 元の多次元配列と同じ次元数であり，かつ各次元長が等しい部分チャンク配列
領域 
２） 各次元長は，チャンクの 2lv+1（lv は Z 順序化におけるレベル） 
 
レベル分割型 Z 順序化（leveled Z-ordering）によるコンテナ化では，Z 領域をコン
テナ化の単位とする．つまり，事前に指定したレベルに従い，Z 領域内のチャンクを
Z 曲線で指定し，コンテナバッファに格納していく．1 つの Z 領域について処理が終
了したなら，その時点でコンテナバッファが満杯でなくとも，コンテナバッファの内
容をコンテナファイルに出力し，次の Z 領域ではチャンクを新たなコンテナバッファ
に格納していく． 
 レベル分割で注意すべき点は，指定するレベルによってコンテナ数が変動する点で
ある．レベルが小さい場合は各次元方向でのコンテナ数が一定となりやすく，よって
コンテナの読み込み数が一定となる．しかし低充填率のコンテナが大量に発生し，コ
第 3 次元 
6 
4 
7 
5 
2 
0 
3 
1 
第 2 次元 
第 1 次元 
図 5.7  3 次元における Z 順序化 
3 次元配列（2*2*2） 
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ンテナ数が大幅に増加する恐れがある．一方，レベルが大きい場合は低充填率のコン
テナが発生する割合が減る．だが，各次元方向でのコンテナ数がばらつくため，コン
テナの読み込み数は各次元で変動することになる．したがってレベル分割型 Z 順序化
を適用する場合は，多次元配列の充填率から最適なレベルを指定し，コンテナ化する
必要がある． 
 
 
 
 
レベル 0 
図 5.9  レベル分割型 Z 順序化 
レベル 1 レベル 2 
図 5.8  Z 順序化のレベル 
レベル０ 
レベル１ 
レベル２ 
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5.5 結言 
本章では，チャンクを選択しコンテナに格納するためのいくつかのコンテナ化の方
式を提案した． この中で，拡張チャンクはチャンクの充填率に応じた柔軟なコンテ
ナ化が行える．また，Z 順序化は空間充填曲線の一種である Z 曲線を利用することで，
近傍性の確保および特定次元方向への依存性の低減を図ることが可能である． 
 
 34
第 6 章 
 
コンテナの集積度・近傍性を重視した
コンテナ化の方式 
 
 
6.1 序言 
 前章ではいくつかのコンテナ化方式について提案を行った．ただし，これらの方式
のうち拡張チャンクと Z 順序化については，ともに各次元のコンテナ化範囲の指定基
準に 2 のべき乗を採用している．よってこれらの方式では，多次元配列の次元長が 2
のべき乗でない場合，あるいは各次元長が異なる多次元配列においては不利となる可
能性が高い． 
 また，レベル分割型 Z 順序化においては，あらかじめ設定したレベルに従いチャン
ク配列を分割しコンテナ化するが，レベルが大きい場合は各 Z 領域の隅（端部分）に
低充填率のコンテナが形成される問題がある． 
 さらに，拡張チャンクを除くコンテナ化方式（Z 順序化など）は，データ密度の分
布状況を考慮していないため，データ分布が一様でない一般の多次元配列においてコ
ンテナ化の性能が低下する可能性がある． 
 本章では，これらの問題を解決するためのコンテナ化方式として，相似形を用いた
コンテナ化方式と拡張型 Z 順序化について提案する．ここで提案する方式は主に Z
順序化の改変型であるが，Z 順序化のもつ近傍性の特性を保つ一方，コンテナ化で形
成するコンテナの充填率を挙げることの双方を考慮している． 
 
6.2 相似形を用いたコンテナ化の方式 
6.2.1 相似形分割 
前章で紹介したコンテナ化方式のうち，拡張チャンクと Z 順序化はいずれも 2 のべ
き乗の範囲をコンテナ化の単位としていることから，各次元のチャンク数が 2 のべき
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乗である場合に最も効果を発揮できる．しかし，奇数個のチャンク数である次元があ
った場合や，各次元長が等しくない一般の多次元配列においては，その特性が失われ
コンテナ化の結果を悪化させる．例えば，拡張チャンクでは配列範囲の端に拡張また
は結合されないチャンクが残り，コンテナ総数を増加させてしまう．また，Z 順序化
では一部 S-order に似たようなチャンクの選択方法となってしまうため，次元依存性
が発生する．一般に，多次元配列の各次元長は 2 のべき乗でない場合が多く，等次元
長でもない．各次元の次元長は，対応する属性のカージナリティ（属性値の数の大小）
によって異なるためである． 
 このようなコンテナ化結果の悪化を避けるため，本研究では相似形分割（similar 
partitioning）を新たに提案し導入した．相似形は，元の多次元配列を適当な倍率で（各
辺の比を保つように）縮小したものである．この定義から，相似形をコンテナの単位
とすると各次元方向での数が等しくなる．このサイズを二次記憶上の 1 ページ以下に
なるよう設定することで，コンテナ化の基準として扱うことが可能である．なお，相
似形のサイズは二次記憶上の 1 ページ以下であれば良く，必ずしも 1 ページちょうど
を取る必要はない．これは，相似形を拡張チャンクの rank の単位として利用する際に，
1 ページちょうどを単位とするより，1 ページより小さいサイズを単位とした方が柔
軟に拡張処理を行えるからである． 
 相似形の各次元長は，元の多次元配列の各次元長が分かれば，手入力による指定が
可能である．だが，一般に MOLAP で利用する場合には，次元数が多くなる場合が考
えられ，手入力による指定がわずらわしくなる．したがって，実用的には計算によっ
て相似形を指定する方法が良い．手法としては，以下のような手順をとる． 
1. 多次元チャンク配列の各次元長｛d0,d1,…,dn｝について，その最大公約数 G を求
める． 
2. 多次元チャンク配列の各次元長｛d0,d1,…,dn｝を G で割り，相似形の各次元長
｛s0,s1,…,sn｝を求める． 
3. もし，算出された相似形の形状について，領域内のチャンクが一様分布であると
仮定したときの合計充填率が 100%未満である場合は，そのサイズを拡大する．拡
大した結果｛s0’,s1’,…,sn’｝が合計充填率 100%以下であれば相似形をそのサイズ
に確定し，100%超であれば元のサイズ｛s0,s1,…,sn｝に確定する． 
 
ただし，多次元チャンク配列の各次元長の中に素数がある場合は，計算で完全な相似
形を求めることは難しく，大半において近似の相似形を求めることになる． 
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 例として，図 6.1 のような各次元長が { 6, 4, 5 }の 3 次元チャンク配列を相似形で分
割することを考える．図のチャンク配列は各辺のチャンク数がそれぞれ 6，4，5 とな
っている．最小の相似形は，これらの次元長を，それらの最大公約数で割ることによ
り得ることができる．だが，この例では最大公約数が 1 となり，相似形を求めること
はできない．そこで，次元長のうち奇数である次元長（ここでは第 3 次元の 5）を 1
減らし，すべて偶数次元長の配列 { 6, 4, 4 } と仮定して相似形を求める．すると求め
られる最大公約数は 2 となり，近似の相似形として { 3, 2, 2 } が設定される．相似形
のコンテナ化アルゴリズムにおいては，この設定された相似形を基に，チャンクを選
択し，コンテナに格納していく． 
 この例では，奇数次元長を 1 デクリメントして近似の相似形を求めた．反対に 1 イ
ンクリメントしても近似の相似形を求めることは可能である．どちらの近似の相似形
を使用してもよいが，次節で説明する拡張チャンクのように，rank の単位として扱う
場合は，より拡張してコンテナ充填率を上げる面で，相似形の範囲を小さく取るほう
がよいと考えられる．反対に，Z 順序化の低レベルでの分割処理では，範囲が小さい
と各コンテナの充填率が下がるので，範囲を大きく取るほうが有利であると考えられ
る．ただし，レベルが高い場合はコンテナ化範囲が広くなるので，範囲内で数多くの
コンテナによる分割を避ける上では相似形の範囲を狭めたほうが有利であると考え
られる． 
 
 
 
 次節では，相似形（または近似の相似形）を用いたコンテナ化方式の改善について
述べる． 
チャンク配列（6×4×5） 相似形（3×2×2）による分割 
図 6.1 相似形・近似の相似形 
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6.2.2 相似形拡張チャンク 
拡張チャンクでは，相似形を rank の単位とする変更を行った．これにより，拡張チャ
ンクの定義を以下のように変更した． 
z 相似形拡張チャンク 
・ 元の多次元配列と同じ次元数の部分配列 
・ チャンクの大きさは，範囲内の有効要素数が二次記憶上の 1 ページ以内 
・ 各次元長は基本チャンクの 2m－1（m を相似形拡張チャンクのサイズを示す rank 値
とする．また，m=0 のときは基本チャンクそのものとする） 
 
この定義において，rank 値の定義は，元の拡張チャンクの rank 値の定義と異なり，rank
値 m の場合に m－1 の乗数を相似形拡張チャンクのサイズとするよう変更している．これ
は，チャンクが高充填率の場合に，相似形範囲内での充填率が 100%を超える可能性があ
るためであり，m=0 を基本チャンクとすることにより，その問題を回避している． 
 相似形拡張チャンクを用いたコンテナ化方式については，相似形単位で拡張を行うほか
は，4.2 節で述べた処理方法と変わりない． 
 
6.2.3 相似形 Z 順序化 
 Z 順序化の変更においては，相似形をレベルの単位として Z 順序化で指定し，その範囲
内のチャンクを通常の Z 順序化で指定する方式とした．Z 順序化を相似形範囲内でも用い
る事で，相似形導入によるコンテナ化結果の悪化（相似形範囲内での方向性による次元依
存性の発生など）を防いでいる． 
 ただし，相似形が極端に小さい場合は，範囲内で Z 曲線を描けず，S-order に似たチャ
ンクの選択になる可能性がある．また，場合によっては相似形を用いない元の方式に比べ
てコンテナ総数が大幅に増加する可能性がある．そこで，相似形 Z 順序化については，
相似形の各次元長が 3 以下か（範囲が小さくないか），相似形範囲内の充填率が 100%未
満か，また範囲を調整するに当たって，新しい範囲の充填率が 100%を超えないかを調べ，
調整可能なら各辺を 2 倍に拡大して各辺の比を変えないように調整している．なお，この
ように大きさを調整した相似形を，特に調整形と呼ぶことにする．相似形の範囲が広い場
合については，調整処理を行うとかえって範囲内の充填率が大きくなり，範囲内でコンテ
ナが分割されるため，調整処理を行わないようにする． 
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6.3 拡張型 Z 順序化 
 拡張型 Z 順序化（extended Z-ordering）は，レベル分割型 Z 順序化で用いるレベル
の決定に拡張チャンクの概念を応用したもので，多次元配列のデータ分布が一様でな
く，偏りがある場合でのコンテナ化を考慮している． 
拡張型 Z 順序化においては，多次元チャンク配列各部の Z 領域を以下の条件で決定
する（図 6.4）．ここにおいて，各条件は拡張チャンクと対比させる形式で示す． 
 
○ 拡張型 Z 順序化の Z 領域 
１） 元の多次元配列と同じ次元数であり，かつ各次元長が等しい部分チャンク配
列領域 
２） 形成される Z 領域の大きさは，範囲内の有効要素数が二次記憶上の 1 ページ
以上 
３） 各次元長は，チャンクの 2lv+1（lv は Z 順序化におけるレベル） 
 
２）の条件から，Z 領域において生成されるコンテナ数は 1 以上となる．生成され
るコンテナ数が 2 以上となる場合，Z 領域内の最終のチャンク集合（端部分）は，合
計充填率が 100%未満の低充填率のコンテナとなる可能性が高い．つまりチャンク配
図 6.2 相似形 Z 順序化 
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5 
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列全体で低充填率のコンテナが多数生成されることになるため，本方式においては，
この余り部分をコンテナ化処理の最後にチャンク配列全体に対する Z 順序化によっ
てまとめてコンテナ化（端部処理）し，コンテナ数の低減化を行う． 
端部処理が必要となるにも関わらずこのような条件を付けた理由は，生成されるコ
ンテナの充填率が挙げられる．本方式の元となる拡張チャンクにおいては，２）に当
たる条件は「拡張チャンクの大きさは範囲内の有効要素数が二次記憶上の 1 ページ以
内」としている．しかし，拡張チャンクの大きさは 2 のべき乗で指定しているため，
rank 値（＝乗数）が 1 つ異なるだけでも範囲が大きく異なることになる．また，た
とえ拡張チャンクの充填率が 100%をわずかに超える場合であっても，条件により 1
つ下の rank を取らざるを得ず，よって低充填率のコンテナが生成されることになる．
拡張チャンクではこの問題を，隣接する拡張チャンクとの結合を行うことによって充
填率の高いコンテナの生成を試みているが，いびつな形状のコンテナが生成される要
因にもなり，コンテナの平均読み込み数の標準偏差（各次元でのコンテナ数のばらつ
き）の点で良好な結果が期待できない．これに対して，本方式ではあえて Z 領域の充
填率が 100%以上となるように条件設定することで，より高い充填率のコンテナを生
成しやすくしている． 
以下に，拡張型 Z 順序化のコンテナ化手順を示す．ここにおいて，Z 順序化におけ
るレベル（level）は，拡張チャンクの rank に用語を統一する．これは，両者がいずれ
も2のべき乗を規定する値であること，また定義上（初期状態において rankでは rank=0
となる一方，レベル表記では level=(-1)となる）から両者を統一したほうが分かりやす
いためである．Z 順序化のレベル level と rank の間には level = rank + 1 の関係がある． 
 
○ 拡張型 Z 順序化のコンテナ化手順 
１． 初期状態として，多次元チャンク配列の rank を 0，拡張検査 rank を 1（Z 順序
化の level では level 0 に対応）とする．また，rank の基点設定を多次元チャン
ク配列の基点（0,0,…,0）から始めることとする． 
２． チャンク配列において，rank 領域の基点となるチャンクを設定する．指定する
基点は Z 曲線にしたがい移動する． 
３． 設定した基点から拡張検査 rank で指定される領域内にあるチャンクの合計充填
率を検査する． 
４． ３の検査について， 
A） 検査 rank 領域内の合計充填率が 100%未満であれば，検査 rank の範囲内にあ
るチャンクの rank 情報を更新する． 
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B） 検査 rank 領域内の合計充填率が 100%以上であれば，検査 rank の範囲内でコ
ンテナ化を実行する．コンテナ化において，領域の端部分に 100%未満のチャ
ンク群が余る場合は，端部分のコンテナ化は行わずそのままにしておく． 
５． ２～４の処理を，チャンク配列全体に対して行う． 
６． １つの rank についてチャンク配列全体への検査が終了したら，拡張検査 rank を
1 つ上げ，チャンク配列の基点（0,0,…,0）から繰り返す．これを，チャンク配
列における拡張処理が行われなくなるか，チャンク配列の取り得る最大 rank ま
で繰り返す． 
７． 拡張・コンテナ化処理が終了した後で，まだコンテナ化されていないチャンク
（余り部分のチャンクなど）があれば，それらをチャンク配列の基点（0,0,…,0）
から Z 順序化の要領でコンテナ化する． 
 
 この処理手順において，拡張・コンテナ化処理と余り部分のコンテナ化処理とは分
離している．拡張処理においてコンテナが確定する都度，余り部分のチャンクもコン
テナ化することは可能であるが，コンテナを確定する条件から，個々のコンテナ化領
域が互いに隣接しない可能性がある．つまり，この時点で余り部分のチャンクも専用
のコンテナバッファに順次格納していくと，余り部分のコンテナ内で近傍性が保たれ
ない恐れがある．よって，より近傍性を高めるために，余り部分のチャンクは拡張処
理とは別のコンテナ化処理として実行する． 
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具体的な実行の流れを示すため，図 6.4 を用いて説明する．ここでは，1 つの次元
長が 16 チャンク分の 2 次元チャンク配列を仮定する．処理の流れは図 6.4(a)，(b)に示
す． 
 まず，初期状態（図 6.4 の 1）において各チャンクの rank を rank = 0 とおく．この
状態から rank1 への拡張（図 6.4 の 2）を行う．拡張処理では，拡張 rank で規定され
るサイズを持つ Z 領域において，領域内の各チャンクの充填率を検査し，それらの合
計が 100%未満であれば検査した rank のサイズをもつ Z 領域として拡張する．ここで，
rank = 0 → 1 への拡張時においては，もし rank アップの処理が行えない部分（rank0
のチャンクの集合）があったとしても，コンテナ化などの処理は行わないこととす
る．これは，後の処理においてなるべくまとまって（隣接して）コンテナ化が行える
ようにするためであり，拡張チャンクにおける端部分での低充填率コンテナの生成を
抑制することも考慮している．以上の手順で rank = 1 への拡張作業がチャンク配列全
体について終了したら，引き続き rank = 2 への拡張処理を行う． 
 rank = 2 への拡張処理例を図 6.4 の 3 に示す．ここで，rank=2 への拡張が行えない
部分（図中の網掛け部分），つまり検査 rank での領域内（4×4）の合計充填率が 100%
以上となる部分が生じたとする．この場合は，該当する各領域内において，Z 順序化
図 6.3 拡張チャンクの形成 
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に従ったコンテナ化の処理を行う（図 6.4 の 4）．コンテナ化はレベル分割型 Z 順序化
の要領で領域内を超えない範囲で行うが，前述のコンテナ化手順にあるように，もし
範囲内の最終のチャンク集合の合計充填率が 100%未満（余り部分）である場合は，そ
の部分はこの時点でコンテナに格納しない．これは，レベル分割型 Z 順序化における，
端部分の低充填率コンテナの生成を避けるためである．以上の流れで rank = 2 での拡
張・コンテナ化処理が終了したら，続いて rank = 3 への拡張処理を行う． 
 rank = 3 への拡張処理例を図 6.4 の 5 に示す．この例では，rank 拡張処理がこれ以
上行えなくなった場合を示している．検査 rank で示される領域（8×8）において充填
率 100%以上となる部分は，図のチャンク配列では 4 隅にでき，チャンク配列全体に
及ぶ．しかし，これでは先にコンテナ化した部分と混在しやすい部分があるため，各
検査 rank 領域の基点（例では 8×8 の領域で分割したとき，その左上にあるチャンク）
がまだコンテナ化されていない領域について，コンテナ化を行う．これによって，先
にコンテナ化された部分との混在が少なくなり，よりまとまった（隣接した）状態で
のコンテナが生成されやすくなる（図 6.4 の 6）． 
 rank 拡張処理が行えなくなった場合は，コンテナ化されていないチャンクが残って
いるかどうかの検査をチャンク配列全体に対して行う（図 6.4 の 7）．この例ではコン
テナ化されずに残ったチャンクがあるため，直ちにこれらを Z 順序化でコンテナ化す
る．この時のコンテナ化はチャンク配列全体に対する Z 順序化により，残った部分の
チャンクを Z 曲線の順序で順次コンテナ化していく．この方法は，低充填率のコンテ
ナの生成をなるべく抑えるという点で採用している．以上の処理を経て，最終のコン
テナを得る事ができる．なお，rank 拡張処理後の検査ですべてのチャンクがコンテナ
化されていた場合は，そのままコンテナ化処理を終了する． 
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図 6.4 (a)  拡張型 Z 順序化（前半） 
3. rank2 への拡張処理 4. 指定範囲のコンテナ化 
充填率 100%以上の Z 領域 
2. rank1 への拡張処理 1. rank0（初期状態） 
第
２
次
元
 
第１次元 
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6.4 関連研究 
多次元データの効率的な実装方法に関しては，非常に多くの研究がある．高次元デ
ータを分割し管理する手法としては，例えば Pyramid technique[15]やΓパーティショ
ン・Θ パーティション[16]がある．また，これらの手法を改良した方式として，Γ パ
ーティションとKDB-Tree[35]を組み合わせたGammaSLK[37]と呼ばれる 3種類の高次
元データ特化の分割手法が提案されている．これらは領域保管の能力を提供するとい
う観点において本論文が提案するコンテナ化アルゴリズムに類似している．しかしこ
れらは固定的な分割方式であり，本論文の拡張チャンクや拡張型 Z 順序化のような多
コンテナ化済み領域 
（カラー部分） 
7. 余り部分のコンテナ化→コンテナ確定 
6. 指定範囲のコンテナ化 5. rank3 への拡張（→無し） 
コンテナ化対象 Z 領域 
拡張済み Z 領域 
図 6.4 (b)  拡張型 Z 順序化（後半） 
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次元空間内の各部のデータ密度の分布状況に応じた柔軟な分割が行えず，極端に疎な
配列において非常に偏ったデータに対してより適合する傾向があり，最適な性能が期
待されるケースが限られる．[38]においては GammaSLK の 3 種類の手法を使い分ける
ことでデータの偏り方に応じた最適な分割を試みている．本論文の提案する方式は，
データの偏り方に依存しない多次元データの分割・管理（コンテナ化）を目指すもの
であり，データ密度の偏りに対して柔軟な扱いを行うことができる．また，多次元空
間の索引付けの方式として[34]や[40]がある．[34]は B-Tree を改良した UB-Tree
（Universal B-Tree）を用いてデータ空間を分割し管理するものである．2 のべき乗を
分割の基本としている点で，本論文における拡張チャンクや Z 順序化に類似してい
る．また，分割管理する各領域は主記憶や二次記憶上の 1 ページを単位としており，
チャンク化やコンテナ化にも類似した点がある．ただし，次元依存性への対処が必要
な多次元データベースへの適用は特に考慮されていない．[40]は線形ハッシュ[41]の
一般化として Z 順序を空間における分割と順序付けに用いており，Z 順序によって分
割データの近傍性の確保を図っている．またデータ密度に応じて分割サイズの度合い
も変化させているが，一定方向を向いた長方形に分割される場合があり，次元依存性
が発生する可能性がある． 
高次元かつ疎なデータ集合を扱う圧縮方法として BESS[17]がある．BESS は多次元
配列上をチャンク単位に分割した上で，疎なチャンクをデータとビット変換した座標
値の組に圧縮するもので，チャンクオフセット圧縮より性能が優れている．ただし，
我々の研究では圧縮チャンクをコンテナ化することによりディスクアクセス回数等
を改善することを目的の一つとしており，チャンクレベルのみの改善を上回る性能向
上を目指している．また，これらの研究では圧縮により生じる次元依存性の問題を考
慮しておらず，特定次元の方向に依存しない圧縮方法（コンテナ化）を提案する我々
の研究と異なる． 
チャンク化[11]や，Z 順序化[14]などの空間充填曲線は，本論文で検証した次元依存
性の問題を避けるために効果的な方法として知られており，科学計算への応用を研究
した[9]などのように基本的な空間分割手法として用いた研究も多々あるが，データ密
度の分布が低充填率であり一様に分布していない一般の状況における問題を扱った
研究は見当たらない． 
[29]と[30]は次元依存性の回避を目標としているが，本論文の提案する手法とは異
なるアプローチをもつ．これらのアプローチはディスクドライブのハードウェア特性
による．[29]は複数の効率的なアクセスパスを，論理的に近接するデータを近接する
ディスク位置に位置づける代わりに，近接していないディスクブロックのフェッチに
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向ける adjacency model について述べている．また Multimap[30]は，ディスク特性[29]
を応用したデータのマッピング技法である．ディスクの回転待ち時間を浪費すること
なく，ディスクトラック上の隣接するデータブロックを最低限の時間でアクセスする
ことが可能となるようデータの配置を行っている．このため，この研究においてはデ
ィスク上のデータの配置調整やデータの分布状況に応じたマッピングの適用変更の
必要性があり，かつデータ配列の疎配列性は考慮されていないという点で適用可能性
と汎用性に問題がある．我々の研究ではこのようなディスクの物理的な特性に依存せ
ず，多次元配列を論理的な単位であるチャンクに分割し，有効要素のみの圧縮チャン
クを二次記憶上の 1 ページ以内に格納するという方式であり，より高い適用可能性と
汎用性を有する． 
空間充填曲線については，元々の性質である順序付け・線形化に着目した研究
[42,43,44,47]から応用研究[18,45,46]まで幅広く用いられている．このうち[45]は 2 次元
空間におけるデータを1次元にマッピングするための方式として種々の空間充填曲線
あるいはそれらのハイブリッドを用いているが，2 次元正方領域に対してのマッピン
グのみであり，多次元での扱いには言及していない．一方，[46]は Hilbert 曲線につい
て 3 次元以上のマッピング方法について提案しているが，本論文で用いている Z 曲線
に比べて複雑である．本論文の Z 順序化あるいは拡張型 Z 順序化は，より単純な指定
方法でチャンクのコンテナ化を行える．空間充填曲線を用いたデータウェアハウスの
研究例としては，[18]で提案・評価されている Hilbert Space Compression Scheme があ
る．これは空間充填曲線の一種である Hilbert 曲線を利用してタプルデータ（多次元
データ）を圧縮し，二次記憶上の 1 ページに格納していく方法である．この点では本
論文における圧縮チャンクのコンテナ化方式に類似している．[18]の方式では，論理
多次元空間上のデータ位置は Hilbert 曲線によって番号付けられた 2 点間の番号差で
表しており，これをビット表現にしたのち，対応するファクトデータと組にして二次
記憶上の 1 ページに格納していく．ただし，この圧縮方式はデータ位置番号の差分に
よって各データの位置を表現しているため，問い合わせ時に各位置を計算する解凍処
理が必要である．よって[18]では問い合わせ時間が無圧縮時の 3～4 倍掛かることが示
されており，次元数とともに増大する問題がある．我々の方式では，圧縮とはいえ実
データとその多次元配列上の位置を保持するため，一般に言う解凍作業は必要とせ
ず，そのまま問い合わせに対する検索を可能としている． 
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6.5 結言 
 本章では，拡張チャンクと Z 順序化のコンテナ化を一般の多次元配列に適用するた
めの相似形と，データ分布の偏りを考慮したコンテナ化方式について提案を行った． 
 相似形は，2 のべき乗でコンテナ化範囲を規定する拡張チャンクと Z 順序化の動作
を，2 のべき乗に沿わない一般の多次元配列にも適用できるよう，コンテナ化の対象
となる多次元配列のサイズ比を元にしてコンテナ化の単位を規定するものである．相
似形の導入により，一般の多次元配列の形状に対して拡張チャンクと Z 順序化のより
柔軟なコンテナ化が可能となった． 
 データ分布の偏りを考慮したコンテナ化方式については，前章で提案した拡張チャ
ンクを用いた方式も当てはまるが，スライス処理で重要となるコンテナの近傍性が考
慮されていない．拡張チャンクと Z 順序化を組み合わせることで，データ分布に柔軟
なコンテナ化，かつ各コンテナの近傍性を確保したコンテナ化が可能となった． 
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第 7 章 
 
提案コンテナ化方式の評価 
 
 
7.1 序言 
 本章では，5 章・6 章（特に 6 章）で提案したチャンクのコンテナ化方式のうち，
S-order，Z 順序化，拡張型 Z 順序化についてシミュレータ上での評価を示す．シミュ
レーションによる評価においては，多次元チャンク配列内における各チャンクの充填
率を数値で扱い，コンテナ化のシミュレーションを行う．よって本論文においてチャ
ンクの圧縮方法は問わない． 
 評価は低充填率の場合についてのみ行う．これは，3.2 節で示すように MOLAP で
用いられる多次元データベースが一般に低充填率であるため，これを想定してコンテ
ナ化方式の評価を行う．また，多次元配列の次元長についてはそれぞれが異なる場合
についての評価を中心に行い，相似形の効果を評価する． 
 7.2 節ではチャンク配列のデータ分布が一様な場合の評価を示し，基本的なコンテ
ナ化方式の性能を測る．7.3 節では，特定の次元においてデータ分布に偏りを与えた
場合の評価を示し，より一般的な状況についてのコンテナ化の性能をみる． 
 
7.2 一様分布の場合 
 本節は，多次元配列のデータ分布が一様である場合についてのコンテナ化方式の性能評
価を示す．また本節における評価では，チャンク配列の次元長が等しい場合・異なる場合
について評価を行った．チャンク配列の次元長について，次元長が等しい場合はコンテナ
化方式の基本的な性能を測るために用いた．また，次元長が異なる場合は，より一般的な
多次元配列を想定しており，相似形の評価を目的として用いた． 
チャンク充填率の条件として，ここでは特に低充填率の場合について評価を行う．これ
は，MOLAP で用いられる多次元配列が一般的に疎配列であるため，よりデータの少ない
状態（低充填率）での計測を行った． 
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7.2.1 評価条件・評価内容 
・ 評価対象のチャンク配列の次元数は 5次元とする．各次元長は以下のように設定する． 
¾ 各次元長が等しい場合：各次元長が 32 
¾ 次元長が異なる場合 ：各次元長が｛32, 16, 32, 64, 32｝ 
なお，いずれの場合においてもチャンク総数は 33,554,432 となる． 
・ 次元長が異なるケースにおいては，相似形を適用した場合の評価も行う．相似形の各
次元長は{2,1,2,4,2}である． 
・ チャンク配列のデータ分布は一様分布とする． 
・ 基本チャンクの充填率は 0.01～0.1% を 0.01%刻みで変化させる． 
 
また，測定・評価する内容は 
・コンテナ総数 
・4 次元スライスにおけるコンテナの平均読み込み数 
・4 次元スライスにおけるコンテナの平均読み込み数の標準偏差 
である． 
 
 コンテナ総数は，各節において対象となるチャンク配列が異なるが，同一のチャンク配
列での評価においては，各コンテナ化方式によるコンテナへの圧縮度を表す． 
 スライス検索による評価では，4 次元スライスによる評価を行う．5 次元配列における
4 次元スライスは，1 つの次元を固定し，その他の次元を可変とした場合にできる 4 次元
の超平面である．コンテナの平均読み込み数は，この 4 次元超平面をとった場合に，超平
面上にあるコンテナ数の平均をとったものである．平均が高いほど，1 回のコンテナ読み
込みで得られるコンテナが増え，検索時間が増大する．よって，性能が良いコンテナ化方
式を目指すには，このコンテナ平均読み込み数が低いことが求められる． 
 平均読み込み数の標準偏差は，スライス時の読み込み数のばらつきを表す．ばらつきが
低い場合はどの部分においても一定のコンテナ数で読み込むことができることを表すた
め，特定の次元に偏らない，次元依存性のないコンテナ方式であると考えられる． 
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7.2.2 結果 
7.2.2.1  コンテナ化方式の基本性能 
 図 7.1 に，チャンク充填率に対する各コンテナ化方式のコンテナ総数を示す．結果
から，いずれの方式も同様のコンテナ総数で推移していることが分かる．これは，い
ずれの方式もコンテナの充填率を高めるように（コンテナ総数が少なくなるように）
コンテナ化を行うようにしているためである． 
 図 7.2 は，4 次元スライスにおける各コンテナ化方式のコンテナ平均読み込み数を
示す．S-order については，チャンク充填率が増すにつれて他の方式よりも大幅にコン
テナ平均読み込み数が増大していることがわかる．これは，S-order が一定の次元方向
に沿ってコンテナ化を行うためである．すなわち，コンテナ化を行った次元方向に沿
うスライス検索では少ないコンテナ読み込み数で済むが，それに沿わない次元方向の
スライス検索ではコンテナ読み込み数が増加する．よって，次元依存性が発生する．一
方，Z 順序化と拡張型 Z 順序化については，いずれも S-order に比べて低く推移して
いることが分かる．特に，拡張型 Z 順序化は Z 順序化よりもより低い値で推移してい
る． 
 図 7.3 は 4 次元スライスにおける各コンテナ方式のコンテナ平均読み込み数の標準
偏差を示す．図から明らかな通り，S-order の標準偏差はチャンク充填率の増加に対し
て他の方式よりもはるかに急激に増大していることが分かる．これは，前述の通り
S-order がある一定次元方向に沿ってコンテナ化を行っているためであり，次元依存性
が発生している．図 7.4 は図 7.3 から S-order の結果を除外したものである．Z 順序化
と拡張型 Z 順序化を比較すると，拡張型 Z 順序化のほうがより低い標準偏差を示して
いることがわかる．これは，拡張型 Z 順序化が拡張チャンクの概念に基づいて，近傍
性を確保したコンテナ化範囲の決定とコンテナ化を行うためである．また，Z 順序化
でも Z 領域において近傍性の確保を行えるが，拡張型 Z 順序化と異なり，充填率を考
慮していないため，異なる Z 領域にあるチャンクを同一のコンテナに格納し，コンテ
ナの読み込み数を増加させる可能性がある． 
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図 7.1 コンテナ総数（一様分布，等次元長） 
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図 7.2 4 次元スライスにおけるコンテナ平均読み込み数（一様分布，等次元長） 
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図 7.3 4 次元スライスにおけるコンテナ平均読み込み数の標準偏差 
（一様分布，等次元長） 
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図 7.4 4 次元スライスにおけるコンテナ平均読み込み数の標準偏差 
（一様分布，等次元長，S-order 除く） 
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7.2.2.2  相似形の効果 
 図 7.5 はコンテナ総数を示す．等次元長の場合と同じく，いずれのコンテナ化方式
においても同様のコンテナ総数で推移していることが分かる．この理由は，図 7.1 で
の場合と同様である．また，相似形の有無における違いは観測されなかった． 
 図 7.6 は 4 次元スライスにおけるコンテナ平均読み込み数を示す．図 7.2 と同様，
S-order が高い推移を示している一方で，他の方式については低い推移を示してい
る．また，相似形の有無について結果をみると，相似形を用いた方式のほうが，相似
形を用いない方式よりもわずかに高い推移を示している．ただし，チャンク充填率
0.1%の場合においては，拡張型 Z 順序化について相似形の有無に関わらず Z 順序化
よりも結果が低くなっている（コンテナの読み込み回数が少なくなっている）ことが
わかる．これは，（基本）チャンク充填率が 0.1%の場合に，拡張型 Z 順序化のコンテナ
化範囲の基準となる拡張チャンクが取ることのできる rank 値が rank2（（22）5 = 1024，合
計充填率 = 102.4%）から rank1（（21）5 = 32，合計充填率 = 3.2%）へ減少するためである．こ
の rank 値の減少は本研究で「rank 落ち」と呼んでおり，拡張チャンクでは特定の基本チ
ャンク充填率で発生する．拡張型 Z 順序化ではコンテナ化範囲の合計充填率が 100%を越
えたときにコンテナ化を行うが，この場合は充填率のためにコンテナ化範囲が狭まるた
め，範囲内でコンテナに収まるチャンクが増える（余りとしてコンテナ化されるチャンク
が少なくなる）ためであると考えられる． 
 図 7.7 は 4 次元スライスにおけるコンテナ化平均読み込み数の標準偏差を示す．図
7.3 と同じく，S-order の結果がチャンク充填率の増加に対して急激に増加している一
方で，その他の方式の結果は低い推移を示している．図 7.8 に S-order を除外した結果
を示す．すると，ほとんどの場合において拡張型 Z 順序化のほうが Z 順序化よりもよ
り低い推移を示していることがわかる．また，相似形を用いた方式のほうが，相似形
を用いない方式よりも 1/2～1/4 の値となっていることがわかる．これは，相似形によ
る分割が各次元におけるコンテナ数を平均化するためであり，よって次元依存性が緩
和される．一方，チャンク充填率が 0.1%の場合において，拡張型 Z 順序化では標準
偏差が増加している． 
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図 7.5 コンテナ総数（一様分布，異なる次元長） 
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図 7.6 4 次元スライスにおけるコンテナ平均読み込み数（一様分布，異なる次元長） 
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図 7.7 4 次元スライスにおけるコンテナ平均読み込み数の標準偏差 
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図 7.8 4 次元スライスにおけるコンテナ平均読み込み数の標準偏差 
（一様分布，異なる次元長，S-order 除く） 
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7.3 特定次元にデータ分布の偏りがある場合 
 ここでは，多次元配列に分布がある場合についてのコンテナ化方式の性能評価を示
す．これは，一般の多次元データベースにおけるデータ分布を想定して設定した実験であ
り，コンテナ化方式のうち，データ分布を考慮した方式の有効性を評価するものである．実
験で用いたデータ分布は，実際によく見かけられるデータ分布として，正規分布と指数分
布を採用した． 
 本実験で用いたデータ分布は，1 つの次元に偏りを与え，他の 4 つの次元は一様分布を
もつ．データ分布に偏りのある次元については，チャンク充填率が次元上の位置に合わせ
て正規分布状あるいは指数分布状に変化するように設定し，チャンクの平均充填率が他の
4 つの次元における一様分布と同じであるように設定する． 
 
7.3.1 評価条件・評価内容 
・ 評価対象のチャンク配列の次元数は 5 次元とし，各次元長は｛32, 16, 32, 64, 32｝とす
る．なお，チャンク総数は 33,554,432 となる． 
・ 相似形の各次元長は{2,1,2,4,2}である． 
・ チャンク配列のデータ分布は上述の通り，第 5 次元に正規分布あるいは指数分布の偏
りがあるデータ分布をもち，他の次元を一様分布とする． 
・ 基本チャンクの充填率は 0.01～0.1% を 0.01%刻みで変化させる． 
 
また，測定・評価する内容は 
・コンテナ総数 
・4 次元スライスにおけるコンテナの平均読み込み数 
・4 次元スライスにおけるコンテナの平均読み込み数の標準偏差 
である． 
 
7.3.2 正規分布 
 図 7.9 に各コンテナ化方式によるコンテナ総数を示す．グラフより，各方式におけ
る大きな差異は表れていない．これは，いずれの方式もコンテナの充填率を上げるよ
うにコンテナ化を行うためである． 
 図 7.10 は 4 次元スライス時のコンテナの平均読み込み数を示す．S-order はチャン
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ク充填率が増すにつれて急速に増加している．これは，S-order がひとつの次元に沿っ
てコンテナ化を行っており，コンテナ化の方向に沿う次元のスライスでは少ないコン
テナ読み込み数で済むものの，コンテナ化の方向に沿わない次元のスライスでは多く
のコンテナ読み込みが必要となるためである．一方，拡張型 Z 順序化におけるコンテ
ナ平均読み込み数は，他の方式よりも少ないことが分かる．これは，拡張型 Z 順序化
が一様でないデータ分布に対して柔軟に適用できるためである．拡張型 Z 順序化で
は，詰め込むチャンクの充填率に従って，それぞれの拡張チャンクのサイズが単一の
ディスクページサイズに収まるように決定される．Z 順序化の結果においては，拡張
型 Z 順序化よりも若干高い傾向にある．これは，Z 順序化がコンテナの充填率を上げ
るようにコンテナ化を行うため，異なる Z 領域にあるチャンクを同一のコンテナに詰
め込むためであり，，スライス検索におけるコンテナ読み込み数を増大させる結果に
つながる． 
 図 7.11 は 4 次元スライス時のコンテナの平均読み込み数の標準偏差を示す．S-order
ではチャンク充填率が増すにつれて急激に標準偏差が上昇しており，次元依存性が発
生していることが分かる． 
 図 7.12 は図 7.11 から S-order を除いた結果を示している．Z 順序化においては，論
理的に遠く離れているいくつかのチャンクが同一のコンテナに格納されている．さら
に，Z 順序化はチャンク充填率を考慮していない．これら 2 つの要因は，コンテナに
格納するチャンク集合の形状を歪ませ，その結果，次元依存性を発生させる．一方，
拡張型 Z 順序化は最も低い値で推移している．本方式は，チャンク充填率を考慮した
論理拡張チャンクの適切なサイズを決定できる．これは，各次元に沿うコンテナ数の
平均化につながる．また，高充填率のコンテナを確保し，かつチャンクの近傍性を確
保することができる．結論として，チャンクの充填率が一様に分布していない一般の
状況において，拡張型 Z 順序化はスライス検索におけるコンテナの平均検索時間（コ
ンテナの平均読み込み数）と次元依存性（標準偏差）の点で他の方式より優れており，
推奨される． 
 ここで，6 章で述べた相似形の効果についての評価を行う．なお S-order については
相似形を適用しておらず，評価対象から外す．コンテナの平均読み込み数（図 7.10）
において，3 つの相似形を用いない方式は，それぞれの対応する相似形を用いた方式
よりもわずかに低い推移を示している．一方，コンテナ平均読み込み数の標準偏差（図
7.12）では，3 つの相似形を用いた方式のほうが，それぞれの対応する相似形を用い
ない方式よりも低い推移を示している．特に，相似形を用いた拡張型 Z 順序化は，相
似形を用いない方式よりも著しく優れている．相似形を用いたチャンク配列の分割が
 58
各次元におけるコンテナ数を平均化するため，次元依存性が緩和される．加えて，拡
張型 Z 順序化のチャンク充填率の分布に対する適用性も各次元におけるコンテナ数
の平均化に寄与している． 
 評価の結果から，相似形で分割したチャンク配列に用いる拡張型 Z 順序化は，フロ
ントエンドのOLTPデータベースのテーブルにおける各カラムのカージナリティが互
いに異なる一般的な状況において次元依存性を緩和するのに最適であると結論づけ
られる． 
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図 7.9 コンテナ総数（正規分布） 
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図 7.10  4 次元スライスにおけるコンテナ平均読み込み数（正規分布） 
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図 7.11  4 次元スライスにおけるコンテナ平均読み込み数の標準偏差（正規分布） 
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図 7.12  4 次元スライスにおけるコンテナ平均読み込み数の標準偏差 
（正規分布，S-order 除く） 
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7.3.3 指数分布 
 本節では，前節に対して指数分布を用いた場合のコンテナ化方式の性能評価を示
す．これは，本論文の提案した拡張型 Z 順序化が他のデータ分布においても良好なコ
ンテナ化を行えるかの適用性を評価するためである． 
 
 図 7.13 は，指数分布における各コンテナ化方式のコンテナ総数を示す．図 7.9 と同
様に，いずれの方式もコンテナの充填率を上げるようにコンテナ化を行うため，各方
式における大きな差異は表れなかった． 
 図 7.14 は，指数分布における 4 次元スライス時のコンテナの平均読み込み数を示
す．図 7.10 と同様に， S-order ではチャンク充填率が増すにつれて急速に増加してい
る一方で，拡張型 Z 順序化におけるコンテナ平均読み込み数は，他の方式よりも少な
いことが分かる．これは，拡張型 Z 順序化が一様でないデータ分布に対して柔軟に適
用できるためであるが，指数分布においても効果が発揮できていることが分かる． 
 図 7.15 は，指数分布におけるコンテナの平均読み込み数の標準偏差を示す．図 7.11
と同様，S-order では一定方向に沿ってコンテナ化するという方針によって次元依存性
が発生しており，その他の方式は低い推移を示している．図 7.16 は図 7.15 から S-order
を除いた結果である．図 7.12 と異なり，相似形を用いない結果と用いた結果の差は縮
まっているものの，全体の傾向は正規分布の場合と変わらない．つまり，Z 順序化と
拡張型 Z 順序化の中では拡張型 Z 順序化が，相似形の有無を含めると相似形を用いた
拡張型 Z 順序化が，最も低い標準偏差を示しており，各次元におけるコンテナ読み込
み数のばらつきが抑えられることが分かる． 
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図 7.13 コンテナ総数（指数分布） 
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図 7.14  4 次元スライスにおけるコンテナ平均読み込み数（指数分布） 
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図 7.15  4 次元スライスにおけるコンテナ平均読み込み数の標準偏差（指数分布） 
 
0.00
500.00
1000.00
1500.00
2000.00
2500.00
3000.00
3500.00
0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10
チャンク充填率 [%]
標
準
偏
差
Z順序化 Z順序化（相似） 拡張型Z順序化 拡張型Z順序化（相似）
 
図 7.16  4 次元スライスにおけるコンテナ平均読み込み数の標準偏差 
（指数分布，S-order 除く） 
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7.4 結言 
 本章では，提案したチャンク配列のコンテナ化方式に対する評価を示した． 
 評価結果より，特にデータ分布の偏りがある場合において，本論文で提案した拡張
型 Z 順序化が優れた性能を示していることが示された．また多次元配列の次元数が異
なる場合においては，相似形の適用によって各次元におけるコンテナ数が平均化さ
れ，コンテナ化の性能を改善することが示された．したがって，フロントエンドの
OLTP データベースのテーブルにおける各カラムのカージナリティが互いに異なり，
データ分布も一様でない一般的な状況において，相似形を用いた拡張型 Z 順序化が次
元依存性を緩和するのに最適であると結論づけられる． 
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第 8 章 
 
タプルストリームとその集約方式 
 
 
8.1 序言 
 近年，データストリーム[51]のデータを分析することに関して注目が集まっており，
研究が盛んに行われている．この章では，データストリームの一種であるタプルスト
リームの概要を示し，それを処理するための方式として経歴・オフセット法を用いた
タプルストリーム処理方式を提案する． 
本章では，多次元データとしてのタプルのストリームを受信して，付随するファク
トデータを効率よく集約する方式を提案する．タプルサーバノードはデータ発生源か
ら送信されるタプルデータを直接受信し，それをタプルストリームとしてネットワー
ク上のクライアントノードの集合に送信する．クライアントノードは受信したタプル
より必要な次元データをフィルタリングして，タプルに付随するファクトデータをそ
れらの次元データについて集約しながらファクトテーブルを内部に構築する．本方式
では，筆者等が提案している多次元データのエンコード方式である経歴・オフセット
法による実装方式 HOMD[19,20]を用いることにより，効率よくタプルストリームを処
理し，クライアントノードにおいて，ファクトテーブルを拡張可能な多次元配列とし
て構成する．即時性の要求を満たすために，タプルサーバノードではデータ発生源か
らのタプルデータを圧縮エンコードすることにより，データストリームとして，効率
よく転送を行う．クライアントノードでは，それを効率よくデコードし，集約演算を
行う．この多次元配列は多次元分析処理（MOLAP）に使用されるが，従来の固定サ
イズの配列を用いる方法とは異なり，タプルストリームからの受信量に応じて，必要
十分なメモリ量でファクトテーブルを構成できる． 
 
8.2 タプルストリーム 
複数の単純型データのタプルからなるデータを一般的に多次元データという．情報
発生源から生成され，ネットワーク上にデータストリームとして送出されるデータは
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単一データのみではなく，このような多次元データであることが多くなっている．例
えば，小売店の商品売上データ，株価データ，交通センサデータ[52]などは，通常，
ファクトデータと呼ばれる値のデータがそれを規定する多次元の属性値からなるタ
プルデータとともに送出される．このようなデータの受け手のクライアントノード
は，タプルデータの属性をタプルストリームから選択的に受け取り，付随するファク
トデータを分析やマイニングを目的として選択した属性の組み合わせごとに集約す
る． 
 
8.3 動的な多次元データの格納 
 従来の関係テーブルにおいて，それぞれのタプルは入力順序で二次記憶上に格納さ
れる．この順序付けにはいくつかの欠点がある． 
(1) 異なるタプルがもつ同じカラム値は複数回格納しなければならず，データベース
の記憶容量が急増する要因となる．この問題は血液型や性別のようなカテゴリ
型データの場合に発生しやすい． 
(2) 特定のカラム値のタプルの検索処理において，いくつかの索引が用意されている
にも関わらず，テーブル上のレコードを主記憶上にシーケンシャルに読み込み，
カラム値を検査する必要がある．結果として，テーブル全体を主記憶にフェッ
チする必要があり，検索時間が長くなる傾向にある． 
 
多次元配列を用いた実装方式は，上記（2）の問題を解決し，検索はシーケンシャル
で行わずに実行できる．関係テーブルの各カラムは，該当する配列の別々の次元にマ
ッピングされる．それにも関わらず，このような実装は以下のさらなる問題を引き起
こす． 
(3) 配列を格納するための従来の方法は，配列の動的な拡張を支援していない．よっ
て，格納する次元のサイズがオーバフローするなら，新たなカラム値を追加す
ることは不可能である． 
(4) 通常の場合，実装される多次元配列は有効データが少なく，非常に疎である． 
 
我々の用いる拡張可能配列の概念は，上記（3）の問題を解決する．これは，[57][58]
のインデックス配列モデルを基にしている． 
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8.3.1 拡張可能配列 
 n 次元の拡張可能配列 A は，経歴値カウンタ h と，それぞれの拡張可能次元 i（i = 
1,…,n）に対する 3 種類の補助テーブルをもつ．図 8.1 に例を示す．これらの補助テー
ブルは，経歴値テーブル Hi，アドレステーブル Li，係数テーブル Ci である．経歴値
テーブルは拡張経歴を記憶する．A のサイズが {s1, s2, …, sn} であり拡張次元が i で
ある場合，サイズが { s1, s2, …, si-1, si+1,…, sn-1, sn } である n-1 次元の部分配列 S を形
成する，隣接するメモリ領域が動的に割り当てられる．その後，現在の経歴値カウン
タの値が 1 繰り上げられ，それが Hiに記憶され，S の最初のアドレスもまた Li に保
持される．h が単調増加するため，Hiは順序付けられた経歴値の集合である．拡張部
分配列がその経歴値と一対一で一致するため，部分配列はその経歴値によって固有に
識別されることに注意せよ． 
 よく知られているように，サイズが {s1, s2, …, sn-1} の n-1 次元固定サイズ配列の配
列要素（i1, i2, …, in-1）は，以下のようなアドレス関数を用いて割り当てられる． 
f(i1, ..., in-1) = s2s3 ...sn-1i1+s3s4 ...sn-1i2+ ...+sn-1in-2+in-1        (1) 
 
(s2s3...sn-1, s3s4...sn-1, ..., sn-1) を係数ベクトル（coefficient vector）と呼ぶ．このような係
数ベクトルは配列拡張時に計算され，係数テーブルで保持される．n が 3 以下であれ
ば，係数テーブルは不要である．これら 3 つの補助テーブルを用いて，配列要素（i1, 
i2, …, in）のアドレスは以下のように計算できる． 
(a) H1[i１]，H2[i2]，…, Hn[in]を比較する．最も大きい経歴値が Hk[ik]であれば，次
元 k に沿って拡張された経歴値 Hk[ik]と一致する部分配列が，目的の要素を
含んでいる． 
(b) Ck[ik]の係数ベクトルを用いて，部分配列の要素（i1, i2, …, in）のオフセット
を(1)のアドレス関数に従って計算する． 
(c) Lk[ik] + ＜(b)のオフセット＞が要素のアドレスとなる． 
 
 例として，図 8.1 の要素(2, 2)のアドレスを考える．経歴値 H1[2]と H2[2]を比較する
と，H1[2] = 3 ＞ H2[2] = 4 であるから，この要素が経歴値 4 の部分配列に含まれ，そ
の先頭アドレスが H2[2]=56 であることが分かる．S の最初のアドレスから(2, 2)のオフ
セットは 2 であり，要素のアドレスは 56 + 2 = 58 と決定される．このように補助テー
ブルのわずかな記憶コストの増加のみで，シンプルな方法で動的に拡張が可能な配列の要
素のアドレス計算が可能であることは注目に値する． 
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 関係テーブルの各属性を従来の多次元配列の各次元に，属性値を配列の添字に対応
付けることによって，関係テーブルのタプルを配列要素の位置で表現することができ
る．拡張可能配列を用いれば，関係テーブルに対して，動的なタプルの追加に対応す
ることができる．図 8.2 に，拡張可能配列を用いた関係テーブルの表現例を示す． 
 
 
 
図 8.2 拡張可能配列を用いた関係テーブルの実装 
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8.3.2 経歴・オフセット法 
8.3.1 節で述べたように，多次元配列を用いて関係テーブルを表現することは可能
であるが，通常，関係テーブルのタプルに対応しない配列要素が多く存在してしまう
ため，多数の使用しない配列要素をメモリ上に確保しなければならないという過疎性
の問題がある．そこで，存在するタプルに対応しない無駄な配列要素を保持しないた
めに，有効な配列要素が属する部分配列の経歴値とその部分配列内のオフセットを配
列要素の位置情報として保持する．この位置情報は対応するタプルそのものを表すこ
とになる．このような多次元データセットのエンコーディングの方法を，経歴･オフ
セット法 (history-offset encoding) と呼ぶ．この方法では，配列の次元数 n に依存する
ことなく，小さな固定長で n 次元タプルを表現することができる．図 8.3 に，経歴･
オフセット法を用いた図 8.2 の関係テーブルの実装を示す． 
図 8.3 では，関係テーブルの属性値から配列の添字に高速に変換できるよう，配列
の各次元において添字変換用の B+木（CVT：key-subscript ConVersion Tree と呼ぶ）を
利用している．また，経歴値とオフセットの対を B+木（RDT：Real Data Tree と呼ぶ）
を用いて管理している．このように，経歴･オフセット法を用いて多次元データを実
装するための方式および，そのデータ構造を HOMD (History-Offset implementation for 
Multidimensional Datasets) と呼んでいる． 
HOMD は，関係テーブル R から生成される n 次元拡張可能配列 A と，マッピング
の集合 M の組（M, A）である．M における各 mi（1 ≦ i ≦ n ）は，関係テーブル
R の i 番目のカラム値を拡張可能配列 A の次元 i の添え字にマッピングする．A は論
理拡張可能配列（logical extendible array）と呼ばれる．mi は，CVT（key subscript 
ConVersion Tree）と呼ばれる添字変換用の B+-Tree を用いて実装され，A は RDT（Real 
Data Tree）と呼ばれる B+-Tree と n 個の HOMD テーブルを用いて実装される．HOMD
テーブルは，拡張可能配列における 3 つの補助テーブルの拡張である． 
 
定義 1 CVT： 
n 個のカラムから成る関係テーブルの k 番目のカラムに対する CVTkは，キー値と
して区別できるカラム値 vとそれに関連付けられた論理可能配列Aの k番目の次元の
配列添字 i をもつ B+-Tree の構造として定義される．よって B+-Tree のシーケンスセッ
トのエントリは（v, i）の組である．添字 i は，次に定義する HOMD テーブルで一致
するエントリを参照する． 
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定義 2 HOMD テーブル： 
HOMD テーブル（HOMD Table：HT）は，8.3.2 節で説明した補助テーブルに相当
する．これは経歴値テーブルと係数テーブルを含んでいる．アドレステーブルは
HOMD の物理実装において冗長であることに注意されたい． 
定義 3 RDT： 
拡張可能配列におけるすべての有効要素に対する＜経歴値，オフセット＞の組は，
RDT と呼ばれる B+-Tree のキーとして格納される．ここで，有効要素は関係テーブル
におけるタプルに相当する配列要素である．B+-Tree の一部は各レコードに関連付け
られたファクトデータである． 
RDT は HT とともに，物理記憶領域上に論理拡張可能配列を実装することに注意さ
れたい．＜経歴値，オフセット＞のキーは固定サイズの記憶領域を占め，経歴値はオ
フセット値に優先して整列される．したがって，キーはそれらの経歴値の順序で整列
され，同じ経歴値をもつキーは RDT のシーケンスセットに連続して整列される．有
効要素のみ RDT に記憶されるため，8.3 節で議論した問題（4）が解決することに注
意されたい． 
定義 4 HOMD： 
n カラムの関係テーブルに対し，その HOMD は n 個の CVT と n 個の HT，および
RDT の集合によって実装される． 
 
 
図 8.3 HOMD による関係テーブルの実装 
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8.4 タプルストリームの処理方式 
この節では，前節の経歴・オフセット法を用いたタプルストリームの処理方式の概
要を説明する．以下，タプルデータの次元を n 次元(n≧1)とする． 
 
8.4.1 タプルエンコーダとしてのタプルサーバ 
タプルサーバノードでは，データ発生源から受信したタプルを取り込んで＜経歴
値，オフセット＞の対にエンコードするためのデータ構造を形成する．このデータ構
造は 8.3.2 節で説明した HOMD 構造のうち，各次元の CVT および HT 中の経歴値テ
ーブルおよび係数テーブルである．タプル集合そのものを格納する RDT や HT 中の
属性値テーブルはエンコード時には不要であるので保有する必要はない．これらのデ
ータ構造(以後，エンコード用データ構造と言う)を構成していくと同時に，エンコー
ドした＜経歴値，オフセット＞および付随するファクトデータをネットワークに送出
する． 
 
8.4.2 送受信データの形式 
タプルサーバノードからクライアントノードへ送信するデータは以下の 4 種類であ
る．   
(a) メタ情報：次元数，属性値の型など，送受信するタプルを定義するスキーマ
情報．最初に一度だけ送信される． 
(b) デコードデータ：タプルの属性値とその次元番号の組．新たな属性値が出現
した場合のみ送信する． 
(c) タプルデータ：経歴・オフセット法によりエンコードされた＜経歴値・オフ
セット＞対． 
(d) ファクトデータ：タプルに付随する集約対象となるデータ．タプルと組にし
て送信し，クライアントノードで管理される HOMD で集約される． 
 
図 8.4 に，送信パケットの例を示す．なお，図は連続した 1 つのパケットを表す． 
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8.4.3 送信処理 
 この節では，タプルサーバでのストリーム処理およびクライアントノードへのデー
タの送信処理の手順について説明する．説明において，8.4.2 節の送受信データの記号
を用いる． 
 
処理手順 
1) タプルストリームの初期処理として，タプル発生源からメタデータ（a）を受
信する．タプルサーバのエンコード用データ構造をメタデータによって定義
する．初期化の後で，メタデータを送信パケットに詰め込む． 
2) タプル発生源から受信したタプルデータの各属性値を抽出する．属性値は対
応する CVT で検索される．もし CVT に登録がなければ，その属性値を新た
に CVT に挿入し，経歴値カウンタをインクリメントして，その経歴値を対
応する経歴値テーブルに記憶する．これは，論理拡張可能配列を対応するひ
とつの次元に沿って拡張する．同時に，デコードデータ（b）をパケットに
詰め込む．属性値が CVT にすでに登録されている場合を含み，データ値は
次元の添字の値で決定される． 
3) タプルから変換された n 次元座標を，保持するエンコード用データ構造を用
いて＜経歴値，オフセット＞対（タプルデータ（c））にエンコードする．そ
の後，タプルデータと関連付けられるファクトデータ（d）をパケットに詰
め込む． 
4) パケットが満杯かそれに近い状態となったならば，ネットワーク上に送出す
る．2）へ戻り，処理を繰り返す． 
 
315 
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デコードデータ 
offset history 
 タプルデータ 
ファクトデータ 
1-Fukui 3-A 
 offset history 98 3-B 
… 
図 8.4 送信パケットの例 
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8.4.4 受信・集約処理 
 クライアントノードにおいては，クライアントが選択した属性（次元）についての
HOMD 構造のほかに，タプルサーバから送信されるエンコードデータをデコードす
るための HOMD 構造が必要となる．以下で，クライアントノードにおけるデコード
用のデータ構造とエンコード・集約用のデータ構造について説明する．説明におい
て，8.4.2 節の送受信データの記号を用いる． 
 クライアントノードでは，受信した n 次元のエンコードタプルから選択した次元の
属性値をフィルタリングするためのデコード用データ構造 DDnと，クライアントノー
ドが選択した次元に対する HOMD 構造 HDn-1を保持する．DDnは選択した次元につい
ての HT をもち，拡張経歴値と係数ベクトルを保持する．これらの構造はクライアン
トノードが受信したデコードデータ（b）を用いて構築される．DDn を用いてタプル
データ（c）を n 次元座標にデコードすることができ，クライアントが選択した次元
について配列添字を抽出することができる．これらの抽出した添字は，HDn-1 で選択
した次元についての ＜経歴値，オフセット＞ 対に再エンコードし，関連付けられた
ファクトデータ（d）とともに RDT へ挿入する．この時，すでに ＜経歴値，オフセ
ット＞ 対が登録してあるならば，登録されているデータとファクトデータを集約す
る． 
 表 8.1 に，タプル発生源から送信されるタプルデータの例を示す．タプルデータは
Store, Item, Manufacturer の 3 つの属性をもち，各タプルにファクトデータ”sales per 
day”が関連付けられる． 
 図 8.5 はクライアントノードにおけるデコード・エンコード用のデータ構造の例で
ある．クライアントは 3 次元（Store, Item, Manufacturer）のデコード用データ構造 DD3
に加え，自身がもつべき 2 次元（Store, Item）の HOMD データ構造 HD2をもつ．図
8.5 において，緑で示した部分は物理領域を占める．白で示したその他の部分は論理
構造であり，物理的にはデコード用データ構造のものと共有する． 
 クライアントノードにおいて，まずタプルに対するメタデータ（a）をタプルサー
バから受信する．メタデータにより，3 次元のデコード用データ構造（図 8.5 上）と，
集約のための 2 次元 HOMD 構造（図 8.5 下）の HT と RDT が定義され，初期化され
る．これらの HT と RDT は，デコード用構造で選択された次元の CVT とともに，集
約のための完全な 2 次元 HOMD 構造を形成する． 
 初期化の後，受信パケットのデコードデータ（b）は該当する次元の CVT と HT に
挿入され，論理拡張可能配列はその次元に沿って拡張する．タプルデータ（＜経歴値，
 74
オフセット＞対（c））はデコードし，Store と Item の次元に対する添字を 2 次元座標
の形成のために抽出する．2 次元 HOMD の各次元の係数ベクトルは計算し，該当す
る HT に登録する．また 2 次元座標は 2 次元 HOMD の＜経歴値，オフセット＞対に
エンコードする．エンコードした＜経歴値，オフセット＞対とそのファクトデータは，
2 次元 HOMD で挿入または集約する． 
 
表 8.1 売上表 
Store Item Manufacturer Sales per day 
Fukui pencil A 315 
Osaka note B 1580 
Tokyo paper C 840 
Fukui pencil A 735 
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図 8.5 クライアントノードにおける受信・集約処理 
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8.5 関連研究 
 データストリームを扱うデータベースの研究開発は多々行われている
（[54,55,56,57,58,61,62]）．これらのストリームデータベースは，ほとんどが関係デー
タベースを基礎とした問い合わせ処理について研究が行われている．一方，本論文で
提案しているストリーム処理方式は多次元データベース，とりわけ，経歴・オフセッ
ト法を基にした動的に拡張可能なタプル処理システムを用いている．研究が行われて
いるそれらのストリームデータベースは，多くが問い合わせ処理に関して時間上の境
界（time bound）を必要とする．例えば，入力ストリームのタイムスタンプやいくつ
かの問い合わせのプロパティが[55]で用いられており，あるいはスライディングウィ
ンドウ（sliding window）と呼ばれる入力ストリームに対する時間上の区切りが[59]な
どで用いられている．本論文のシステムにおいて，タプルサーバと各クライアントノ
ードは継続してタプルを処理するようになっており，問い合わせは各キューボイドが
記憶している HOMD で処理される．[60]では frequency-based load shedding が研究され
ている．この研究ではデータストリームのタプルの頻出度（frequency）に応じてスト
リームを処理するものである．すなわち，高い頻出度をもつデータ要素は低い頻出度
のものよりもより重要であるという考えを基にしており，頻出度の高い要素のみを実
時間で処理し，その他は除かれる．このシステムにおいて，各属性は辞書順木
（lexicographic tree）である T-tree を用いて保持する．この木において，各ノードは属
性値とその属性値の頻出回数を記憶する．本論文のシステムにおいては，タプル発生
源で生成されるすべてのタプルはタプルサーバでエンコードされ，それから各クライ
アントノードへ送出される．各クライアントノードは選択された次元についてのみ処
理を行う．各属性値は，タプルサーバの CVT で見つけられなければクライアントノ
ードへ一度のみ送信され，よって通信コストを抑制している． 
 データキューブの確定処理に関連して，関係データベースを基礎としたデータスト
リームのアーカイブ化に関する研究[50]がある．本論文のデータキューブ確定処理は
ある意味では日付を ID としたアーカイブを作成しているといえる．[50]では，著者等
が製作したデータストリーム処理システムにおいて，バックエンドの分析用データベ
ースへのアーカイブ化における遅延がリアルタイム処理性能に影響を与えるとして，
高速なアーカイブ化の提案と実装を行っている．これはストリーム処理システムとア
ーカイブオペレータが直結しているために遅延が影響しており，ストリームの処理結
果出力部とアーカイブ機構を分けた非同期式と，出力部に確実にデータをアーカイブ
するためのバッファを設けたアーカイブバッファ同期式の 2 つの方式を提案してい
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る．本論文の提案方式は前者に近いといえる．本論文ではデータキューブ構築におけ
る通信の欠損は考慮していないため，[50]における後者のようなデータ保証の方式に
関しては検討の余地がある． 
 
8.6 結言 
 本章では，タプルストリームの概要を説明し，その処理方式について提案を行っ
た．データストリームの一種であるタプルストリームは，複数のデータの組と付随す
るファクトデータからなるタプルを送信する情報源であり，半永久的にデータを送信
し続ける．タプルストリームデータを対象とした分析処理の候補としては MOLAP で
用いられる多次元データベースが高速な分析に適しているが，多次元データベースを
構成する多次元配列は通常，固定配列であり，絶えず膨大な量のデータを送出するデ
ータストリームに対して動的な拡張が行えない． 
 本論文で提案するタプルストリーム処理方式では，拡張可能配列の概念と経歴・オ
フセット法を用いることによって，タプルストリームにおける分析データベース構築
時の動的拡張の問題を解決する．提案方式では，ストリーム発生源から送信されるタ
プルをタプルサーバで受信し，サーバノードが管理する HOMD に，属性が対応する
次元の CVT に新たな属性値を登録する（属性値の動的な格納）．また，タプルは経歴
・オフセット法にしたがって圧縮エンコードし，各クライアントノードに送信す
る．各クライアントは受信したデータを基に一度デコード用構造を更新したあと，自
身の選択した属性（次元）に基づく HOMD 構造を更新する．HOMD を用いることで，
タプルサーバが送信するデータについて，タプルデータ（経歴値・オフセット対）の
ほかに属性値は新たに出現したもののみを送信するだけで済み，よって通信データ量
を削減できる． 
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第 9 章 
 
タプルストリームからのデータキュー
ブの構築 
 
 
9.1 序言 
前章では，タプルストリームを効率よく処理するための処理方式について提案を行
った．本章では，前章のシステムを発展させ，多次元分析におけるデータキューブの
構築を実現するためのシステムを提案する．データキューブは 2.3 節で述べたように，
意思決定支援を行うための OLAP システムにおいて，種々の視点から多次元分析を行
うために必要不可欠である．しかし，通常のデータキューブ構築は，フロントエンド
の OLTP データベースから周期的にデータをバッチ的に取得して構築するのに対し，
タプルストリームでは絶えずデータが送出されている状態にあり，データキューブの
構築方式を考慮する必要がある． 
9.2 節では提案するデータキューブの構築方式の概要を示す．9.3 節は提案方式にお
けるデータキューブの確定処理について述べ，9.4 節はクライアントの問い合わせに
対する応答処理について述べる．また，9.5 節にデータキューブに関連する研究につ
いて述べ，9.6 節で本章を結論付ける． 
 
9.2 概要 
本論文の提案するデータキューブの構築システムは，各キューボイドを維持管理す
る複数のサーバノードから構成される．データキューブの各キューボイドはネットワ
ーク上の各サーバノードに分散して構築される． 
また，これらのサーバノードとは別に，データキューブに問い合わせを行うクライ
アントノードがある．クライアントノードの問い合わせに対する処理については，9.4
節で述べる． 
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9.2.1 送信処理 
本節では，ベースキューボイドノードにおける構築処理と送信処理を例に説明す
る．n 次元ベースキューボイドを維持管理する最上位サーバノードは，データ発生源
からタプルストリームを受信し，以下のように処理を行う． 
 
1. タプルストリーム処理の初期処理として，タプルストリーム発生源からメタデー
タ（8.5 節(a)）を受信する．ベースキューボイドを構成するデータ構造は，メタデ
ータによって定義される．初期化ののち，メタデータを送信パケットに詰め込む． 
2. タプルストリーム発生源から各属性値を受信する．それぞれの属性値は対応する
CVT に存在するかどうか検索する．もし見つからなければ，受信した属性値を新
たに CVT に挿入し，経歴値カウンタを 1 インクリメントする．また，カウント値
は対応する経歴値テーブルに記憶する．これらの処理は論理拡張可能配列を対応
する次元に沿って 1 つ拡張させる．同時に，デコードデータ（8.3 節(b)）を送信
パケットに詰め込む．一方，属性値が CVT にすでに存在しているならば，対応す
る次元における配列添字が決定する． 
3. タプルデータから変換される n 次元座標は，ベースキューボイドの保持するデー
タ構造によって＜経歴値，オフセット＞対にエンコードし（8.3 節(c)），付随する
ファクトデータ（8.3 節(d)）とともに RDT に挿入する．すでに対応する＜経歴値，
オフセット＞対が RDT に存在する場合は，集約を行う．その後，タプルデータと
ファクトデータを送信パケットに詰め込む（ファクトデータは集約後のものでは
なく，タプルストリーム発生源から受信した集約前のものを詰め込む）． 
4. 送信パケットが満杯かあるいはそれに近い状態になった場合は，下位（n-1 次元）
キューボイドへ送信する．以下，手順 2.から繰り返す． 
 
最上位ノード以外の他の下位ノードにおける処理については，次節で述べる． 
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9.2.2 受信・集約処理 
当該キューボイドの次元数を n-1 とすると，各キューボイドノードは n 次元のデコ
ード用データ構造 DDnと HOMD データ構造 HDn-1の 2 つの構造を保持する．DDnは
上位ノードからのデータを受信した際，デコードするために使用する．DDnは n 次元
HOMD における経歴値テーブルや係数テーブルを含む n 個の HT を保持するが，CVT
やRDTはもたない．HDn-1は当該キューボイドが本来もつべきデータ構造であり，CVT
および RDT をもつ． 
以下に，キューボイドノードにおける受信・集約処理の手順を示す．なお，図 9.1
に受信・集約処理の流れを示す． 
 
1. 初回に上位から受信したパケットに含まれるメタデータ（8.5 節(a)）から，当該
キューボイドのデータ構造の定義と初期化を行う．キューボイドノードでは，デ
コード用データ構造 DDn と HOMD データ構造 HDn-1 の 2 つを定義し初期化す
る．初期化ののち，メタデータを送信パケットに詰め込む． 
2. 上位ノードからパケットを受信する（2 回目以降）． 
3. パケット内の次のデータが，次元番号 k・属性値 v のデコードデータであるなら
ば，DDnは次元 k に沿って 1 つ拡張が起こり，HTkにおける対応するスロットを
設定する．その後，v が HDn-1のもつ CVT に挿入され，次元 k に沿って 1 つ拡張
が起こる．なお，デコードデータの次元番号 k が集約次元であるならば，HDn-1
において CVT の設定，および次元拡張は行わない．その後，HDn-1に対するデコ
ードデータを送信パケットに詰め込む． 
4. パケット内の次のデータが，n 次元タプルデータ（＜経歴値，オフセット＞対）
とファクトデータであるならば，以下のように処理を行う．タプルデータについ
ては，HDn-1に対応する＜経歴値，オフセット＞対へ再計算し，ファクトデータと
ともに HDn-1の保持する RDT へ挿入する．すでに対応する＜経歴値，オフセット
＞対が RDT に存在する場合は，集約を行う．その後，HDn-1に対するタプルデー
タと受信したファクトデータを送信パケットに詰め込む（ファクトデータは集約
後のものではなく，上位ノードから受信した集約前のものを詰め込む）． 
5. 送信パケットが満杯かあるいはそれに近い状態になった場合は，下位（n-2 次元）
キューボイドへ送信する．手順 2.から繰り返す． 
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図 9.1 キューボイドノードにおける受信・集約処理（図 8.5 を再掲） 
 
1580
(<0, 0>, 1050) (<2, 1>, 1580) (<4, 2>,840)
RDT
840
1050
デコード用データ構造
315
735
1580
840
集約
経歴値テーブル
係数テーブル
pencil
note
paperIte
m
4
2
0
TokyoOsaka Fukui
Store
310
HD2
DD3
HOMDデータ構造
 82
9.3 データキューブの確定処理 
本方式ではデータキューブの各キューボイドを構築している間，キューボイド全体
は確定した状態ではない．よって，確定フラグを最上位キューボイドから下位キュー
ボイドへ送信することにより，データキューブを確定する処理を行っている． 
図 9.2 にタプルストリーム処理の流れを示す．前節で述べたように，上位ノードか
らタプルを受信する各ノードは，各タプルに関連付けられたファクトデータを集約
し，集約したファクトデータとともに自身のキューボイドの RDT を更新する．更新
の後，キューボイドノードは下位ノードへの送信に必要なデータをパケットに詰め込
む．パケットが満杯になったならば，パケットを下位ノードに送信する．これらの処
理は他のキューボイドノードとは非同期的に実行される．よって，分散構築されたデ
ータキューブの処理においては，全体として一貫した状態にない． 
ここでは，一貫したデータキューブを提供するための分散キューボイドの集合の確
定処理方法について提案する．この方式によって，各キューボイドノードは，ネット
ワーク上のクライアントノードからのデータキューブに対するMOLAP操作に応答す
る一方で，実時間上で自身のキューボイドに受信したタプルを反映することが可能で
ある． 
通常の MOLAP 環境において，オンライン分析処理におけるタプルデータはフロン
トエンドの OLTP データベースから周期的（週ごと，月ごとなど）に受信し，バック
エンドの多次元データベースにおいて MOLAP 処理に用いられる（3 章）．我々の分散
データキューブ構築のフレームワークでは，データキューブを確定する各周期時間に
おいて，確定処理の目印となる確定フラグ（validated flag）をベースキューボイドの
送信パケットの最後尾に加え，下位ノードへ送信する．同時に，ベースキューボイド
ノードにおける現在の HOMD データ構造をバックグラウンドで二次記憶上にバルク
コピーする．上位ノードから送信された確定フラグは，最下位キューボイドノード
（apex キューボイドノード）がフラグを受信するまで，下位ノードへ伝播される．ベ
ースキューボイドノードでのように，他のキューボイドノードもまた確定フラグを受
信した際にそれぞれの現在の HOMD データ構造を二次記憶上にバルクコピーする． 
確定したキューボイドの各コピーは，確定日を含むバージョン番号を ID として管
理される．すなわち，同じバージョン ID をもつキューボイドの集合は，確定日にお
ける確定データキューブを形成する． 
各キューボイドノードは，そのキューボイドが確定した後に，クライアントノードから
の MOLAP 操作要求を処理することができる．また，キューボイドノードが確定フラグを
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受信する間，ベースキューボイドから当該キューボイドへのパス上の同一バージョン ID
のキューボイドすべてが確定したといえるので，それらのキューボイドノードもまた
MOLAP 操作要求を受け付けることができる．しかし，他のパス上のキューボイドノード
はすでに確定したかどうかは分からない．この場合，各クライアントノードからデータキ
ューブ全体に対しドリルダウンやロールアップ（2.1.2 節）といった MOLAP 操作を与え
ることによって，以下のような手法を適用する． 
 
 
 
図 9.2 タプルストリームの処理とデータキューブの確定処理 
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バージョン ID とともに要求を直接，当該キューボイドに送信する．要求を処理する
キューボイドノードがすでに確定しているならば，要求を処理し，クライアントに結
果を送信する．一方で，クライアントはすべてのキューボイドが確定した後でデータ
キューブ全体に MOLAP 操作を要求することもできる．これは，apex キューボイドノ
ードを通じて，データキューブがすでに確定しているかどうかを，要求されたデータ
キューブのバージョンの状態を問い合わせることができる．データキューブのバージ
ョン情報に加えて，apex キューボイドノードはネットワーク上のノードへの各キュー
ボイドの割り当て情報も維持する． 
クライアントは，apex キューボイドノードに問い合わせることによってアクセスし
たいキューボイドを含むノードを知ることができる． 
 各キューボイドノードにおいて，上位キューボイドノードから受信する 8.5 節の 4
種類のデータと確定フラグは，MOLAP 操作要求をバックグラウンドジョブとして処
理する一方で，リアルタイムにフォアグラウンド上で処理する．これら 2 つの種類の
処理は，並列に処理することが望ましい． 
 
9.4 クライアントへの応答処理 
前節に示したように，ストリーム処理システムがデータキューブの構築処理，確定
処理を行う一方で，クライアントは問い合わせる各キューボイドが確定しているかど
うかを判断することができない． 
クライアントは要求対象となるキューボイドのノードと，問い合わせるキューボイ
ドのバージョン番号（9.3 節より，日付）によってデータキューブに問い合わせ要求
を送信する．問い合わせた当該キューボイドが確定済みであるならば，データキュー
ブは要求に応答し，処理を行ってクライアントに結果を返す．一方，当該キューボイ
ドが未確定であるならば，クライアントの指定に応じて以下のように処理を行う． 
 
a) クライアントに直ちにエラーを返す（非同期処理） 
b) 当該キューボイドが確定するまで待ち状態に入り，確定後に要求を処理する（同
期処理） 
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図 9.3 クライアントへの応答処理 
 
9.5 関連研究 
OLAP などにおける従来のデータキューブについての研究は，[53, 63, 64]などのよ
うに盛んに行われている．一方で，データストリームの処理方式に関してデータキュ
ーブを採用する研究は少ない． 
センサネットワークに関しては，例えば[67, 68]などのように 1 つのセンサデータの
集約を扱ったものがあるが，[65, 66]は複数のセンサからなる集合について，分散型の
データキューブの構築を提案している．これらはいずれも Prefix Sum にしたがって集
約を行う Prefix Sum Data Cube を研究対象としているが，複数の単一センサデータを
集約するセンサネットワーク特化のデータキューブであり，データキューブの分散構
築の点を除くと，複数の属性値とファクトデータからなるタプルを扱う本論文の研究
とは異なる． 
Stream Cube [69]は，データストリームのデータを対象に分析を行うためのデータキ
ューブの構築方式について提案を行っている．8 章でも述べたとおり，データストリ
ームは時間の制限なく絶えず大量のデータを送出しているため，従来のデータキュー
ブのようにすべての属性の組み合わせに対してのキューボイドの構築処理が煩雑と
なる場合がある．Stream Cube ではこのような問題に対し，時間とデータ分析の点か
ら以下の提案を行っている．提案方式では titled time window と呼ばれる時間軸上の区
切りを規定し，それに基づいてデータストリームのスナップショットをとることで，
従来のデータキューブ構築と同様の手順をとっている．これらのスナップショットは
ABC 
AB AC BC 
A B C 
φ 
 
要求対象のノード 
＋ 
キューボイドのバージョン番号 
クライアント 
 
当該キューボイドからの応答
データキューブ
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そのタイムスタンプによって区別される．また，データキューブの構築に関しては，
データ分析の観点から critical layer と呼ばれる 2 つの layer を規定している．ユーザが
調査したいとする最低限興味ある階層を m-layer (minimal interest layer)，ユーザがチェ
ックし例外を見つけるなどの意思決定する階層を o-layer (observation layer) と定義
し，m-layer のキューボイドを事実上のベースキューボイドとして，m-layer と o-layer
間について部分的なデータキューブを構築する．m-layer と o-layer の間における部分
的なデータキューブの構築については，iceberg cubing [70] を基にした popular path 
approach により，集約値が一定基準を超える（すなわち，興味が集まっている）パス
上のキューボイドのみ構築する．これにより，データキューブを構築するサーバの負
荷を軽減し，かつ問い合わせに応答可能なデータキューブの構築を可能としてい
る．ただし，Stream Cube は我々の提案方式のように各キューボイドを複数のサイト
ノードに分散して配置することはされていない．また，m-layer と o-layer の popular path
上以外の問い合わせはカバーしておらず，頻出度の少ない特異な情報の抽出・分析に
は適していない． 
 
9.6 結言 
 本章では，前章で示したタプルストリームの処理方式を多次元分析のためのデータ
キューブ構築に応用するための方法について提案を行った．本論文で提案するタプル
ストリーム処理方式では，拡張可能配列と経歴・オフセット法を用いることによっ
て，タプルストリームに対する分析データベースの動的拡張の問題を解決してい
る．また，データキューブの分散構築においては，各キューボイドノード間の通信デ
ータ量を抑えるため，経歴・オフセット法に基づいたタプルの圧縮エンコードを行っ
ている．各キューボイドの構築は HOMD 構造を用いて行われており，受信データを
デコードするためのデコード用データ構造と当該キューボイドの HOMD 構造をも
つ．HOMD における位置情報はタプルデータ（＜経歴値，オフセット＞対）をデコ
ードすることで知ることができ，属性値は新たに出現したもののみデコードデータと
して送信する．これにより，通信データ量を抑制している． 
 通常のデータキューブ構築と異なり，タプルストリーム発生源からタプルを受信し
ている間は，データキューブは確定した状態ではない．よって提案方式では，最上位
のベースキューボイドノードから下位ノードに向けて確定フラグを送信することに
より，各キューボイドを確定させる．確定したキューボイドは日付を ID とするバー
ジョンによって管理することができ，クライアントは問い合わせ時に対象となるキュ
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ーボイドノードとバージョン番号と問い合わせることで，MOLAP 操作を実行でき
る．一方のシステム側では，確定フラグによる確定処理を行うことで，構築処理と並
行して問い合わせを受けることができる．ただし，クライアント側は問い合わせを行
った当該キューボイドが確定しているかは分からないため，問い合わせた当該キュー
ボイドが確定済みなら処理を受け，確定していなければクライアントの指定に応じ
て，エラーを返すか，確定するまで待ち状態に入る． 
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第 10 章 
 
提案データキューブ構築方式の評価 
 
 
10.1 序言 
 本章では，8 章・9 章（特に 9 章）で提案したタプルストリームからのデータキュ
ーブの構築方式について，通信コストの評価を示す．ここでは，タプルを経歴・オフ
セット方式に基づいて圧縮エンコードする提案方式と，タプルを圧縮エンコードせず
そのまま用いる方式の 2 つに対して，データキューブ構築にかかる通信コストについ
ての評価モデルを示し，それに基づいた解析評価を行う．10.2 節では解析評価の対象
と評価項目，および通信コスト算出のためのコストモデルを示す．10.3 節では，10.2
節のコストモデルに基づいて通信コストの解析評価を行う． 
 
10.2 解析評価 
 本節では，データキューブ全体において必要な通信コストを解析的に評価する．こ
こでは，以下の 2 つの方式について評価・比較する． 
(1) 経歴・オフセット法によってエンコードしたタプルを送受信する方式（提案方
式） 
(2) エンコードなしにそのままタプルを送受信する方式（非エンコード方式） 
 
これら 2 つの方式について，以下 2 つの項目を評価する． 
(a) パケット総数： データキューブ全体を流れるパケットの総数．評価において
は，属性値の重複率を変化させた場合のパケット総数の変化をみる．ここで，
重複率は「各属性について受信する属性値総数に対し，2 度以上同じ属性値が
出る割合」を示す．受信する属性値の総数に対し，すべての属性がただ 1 回の
み出現する場合の重複率は 0%，総数のうち半分の属性値がすでに 1 度出てい
る場合の重複率は 50%となる． 
(b) 平衡重複率： 提案方式のパケット総数と非エンコード方式のパケット総数が
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等しくなる場合の重複率． 
 
 なお，評価においてはひとつのサーバノードはただ一つのキューボイドのみ維持管
理するものとする． 
 
10.2.1 評価モデル 
 解析評価を示す前に，本節で通信コストを算出するためのコストモデルを示す．は
じめに，我々は以下のように基本となるパラメータを設定する．このうち，いくつか
は 8.5 節の送受信データを含んでいる． 
 
・ タプルの次元数：  n = 5 
・ 次元番号を格納するサイズ：  d = 1 [byte] 
・ 属性値のサイズ： l = 8，20 [byte] 
（簡単化のため，我々はタプルの各属性値のサイズは同じであると仮定する．） 
・ デコードデータサイズ：  d + l = 9 [byte]  
・ タプルデータサイズ（経歴値・オフセット対）： e_ts =  8 [byte] 
・ ファクトデータサイズ：  fs = 4 [byte] 
・ 送受信パケットサイズ： ps = 8192 [byte] 
・ タプルストリーム発生源から送出されるタプルの総数： N = 1,000,000 
・ 属性値の重複率： df  （変数） 
重複率は以下のように定義される． 
1 – (固有の属性値の数) / N 
※すべての属性のカージナリティ（属性値の種類の大小）は同じであると仮定す
る． 
※8.5 節のメタデータは，タプルストリーム発生源からベースキューボイドノード
へ一度のみ送出される．これらは無視できるほど小さいため，コストには含めな
い． 
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10.2.1.1  通信コスト 
○ 非エンコード方式 
 非エンコード方式において，タプルデータサイズ ts は 
ts = l * n 
S1を単一のタプルと付属するファクトデータのサイズとすると 
S1 = ts + fs 
よって，送受信パケットの総数 NP1は 
NP1 = N * S1 / ps 
と表される． 
 
○ 提案方式 
 一方，本論文の提案方式では，単一タプルに対して 8.5 節に示す送受信データに相
当する平均サイズを見積もる．単一タプルに含まれるデコードデータの和の平均サイ
ズは，以下のように表される． 
(d+l) * n * (1- df ) 
S2を単一のタプルと付属するファクトデータのサイズとすると 
S2  =  (d+l) * n * (1- df ) +e_ts + fs 
したがって，送受信パケットの総数 NP2は 
NP2 = N * S2 / ps 
と表される． 
 
○ データキューブ全体に対するコストモデル 
 データキューブにおいて，キューボイドの総数は 2n,であり，i 次元キューボイドの
数は in C で表される．よって，5 次元キューボイドの場合， 
・ 5-D（ベース）キューボイドの数 = 1 
・ 4-D キューボイドの数  = 5 
・ 3-D キューボイドの数  = 10 
・ 2-D キューボイドの数  = 10 
・ 1-D キューボイドの数  = 5 
・ 0-D (apex) キューボイドの数 = 1 
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i 次元キューボイドから i-1 次元キューボイドへ送信されるタプルの次元数は i であ
る．すなわち，非エンコード方式における i 次元キューボイドのタプルデータサイズ
は 
l * i 
 
 一方，デコードデータは，その属性値が CVT で見つからなかった場合のみ下位ノ
ードへ送信されるため，すなわち，重複率が高い場合は提案方式の通信コストが低く
なると考えられる．提案方式において，i 次元キューボイドノードから送信されるデ
コードデータのサイズは以下のように表される． 
(d + l) * i * (1 - df) 
 
したがって，非エンコード方式と提案方式それぞれにおける，データキューブ全体を
構築するために必要な送受信パケットの総数は，以下のように導出される．ここで，
NPn は非エンコード方式に対するパケット総数，NPh は提案方式に対するパケット総
数を表す． 
NPn = N * (l *n + fs) / ps * 1nnC  + N * (l *(n - 1) + fs) / ps * 2nnC   
+ L  + N * (l *2 + fs) / ps * 1Cn  + N * (l + fs) / ps 
= ¦  ni in CpsfsilN1 1}*}/)*({{ 　                                       (10.1) 
 
NPh = N * {(d + l) * n * (1 - df) + e_ts + fs} / ps * 1nnC  
 + N * {(d + l) * (n-1) * (1 - df) + e_ts + fs} / ps * 2nnC  
 L  + N * {(d + l) * (1 - df) + e_ts + fs} / ps 
 = ¦  ni in CpsfstsedfldiN1 1}*}/)_)1)((*({{ 　    (10.2) 
 
解析評価では，上記の(10.1)式と(10.2)式を用いて通信コストの評価を行う． 
 
10.2.1.2  平衡重複率 
 平衡重複率 df0 は，NPh = NPn であるときの重複率であるから， 
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¦  ni in CpsfstsedfldiN1 10 }*}/)_)1)((*({{ 　   = ¦  ni in CpsfsilN1 1}*}/)*({{ 　  
よって， df0 は以下のように導出される． 
¦
¦
 
 

 n
i in
n
i in
Cild
Ctseid
df
1 1
1 1
0
*)(
)*_*(
 
 
10.2.2 通信コストの評価 
10.2.2.1  通信コスト 
 図 10.1 は，10.2.1 節で示したパラメータを用いて，データキューブ全体におけるパ
ケット総数を解析評価した結果を示す． 
 非エンコード方式において，パケット総数は属性サイズ l に関わらず一定であるこ
とが分かる．一方，提案方式においては，パケット総数は各属性の重複率が増加する
につれて減少していることが分かる．これは提案方式において，重複率の増加によっ
て送信すべきデコードデータの数が減少しているためである．提案方式においては，
属性値は新たに出現したもののみを上位ノードから下位ノードへ送信しており，よっ
て固有の属性値の数が少ない，高い重複率になるほど送信するデコードデータ数は減
少する．属性値サイズが l =8 [byte]の場合，提案方式のパケット総数は重複率が 37.1%
を超えたとき，非エンコード方式よりも低くなる．一方，属性値サイズが l =20 [byte]
の場合，提案方式のパケット総数は重複率が 15.9%を超えたとき，非エンコード方式
よりも低くなる．すなわち，扱う属性値サイズが増えるほど，提案方式の通信コスト
は非エンコード方式よりも低くなるということがいえる． 
 なお，属性値サイズが l =8 [byte] の場合の重複率 37.1%，および l =20 [byte] の場
合の重複率 15.9%をそれぞれ平衡重複率（critical duplicate factor）と呼ぶ．これらの重
複率では提案方式と非エンコード方式のパケット総数が等しくなり，これ以上では提
案方式が非エンコード方式よりもパケット総数が低くなる．次節ではタプルの属性値
サイズと次元数に対する平衡重複率の変化を評価する． 
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図 10.1 重複率に対する通信コスト 
 
10.2.2.2  平衡重複率 
 図 10.2 は，属性値サイズに対する平衡重複率の変化を示す．グラフにおいて，より
大きい属性値サイズに対して，より小さい平衡重複率となっていることが分かる．特
に，属性値サイズが 1～20[byte] の区間においては，平衡重複率は指数関数的に急激
に減少している． 
 図 10.3 は，タプルの次元数に対する平衡重複率の変化を示す．ここでは，各属性値
サイズは 8[byte] に設定している．このグラフにおいても，図 10.2 と同様に，大きい
次元数に対して，より小さい平衡重複率となっていることが分かる． 
 まとめとして，データキューブ構築に必要な通信コストについては，本論文が提案
した経歴・オフセット法によるタプル圧縮エンコードを用いた方式は，タプルを圧縮
せずに用いる非エンコード方式よりも低いことがいえる．特に，重複率がより高く（図
10.1），属性値サイズがより大きく（図 10.2），次元数がより大きい（図 10.3）場合に
その効果が顕著に表れることが分かる． 
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図 10.2 属性値サイズに対する平衡重複率 
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図 10.3 次元数に対する平衡重複率（属性値サイズ 8[byte]） 
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10.3 結言 
 本章では，提案したデータキューブの構築方式に対する評価を示した．解析評価よ
り，タプルストリーム発生源から送出されるタプルを圧縮せずにデータキューブ構築
に用いる方式（非エンコード方式）に比べ，経歴・オフセット方式を用いた圧縮エン
コードによってタプルを圧縮した方式（提案方式）のほうが，データキューブ構築に
かかる通信コストが少ないことが示された．これは，タプルの各属性の重複率や属性
値サイズが大きいほど，提案方式の通信コストが減少することも示された． 
 提案方式が非エンコード方式に比べて通信コストが低くなる場合の関係を示す平
衡重複率は，タプルの属性値サイズおよび次元数が大きいほど減少する傾向にあるこ
とが示された．特に，属性値サイズについては指数関数的に平衡重複率が減少するこ
とが示され，新たに出現した属性値のみをノード間で送受信する提案方式の効果が示
された． 
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第 11 章 
 
結論 
 
 
 本論文では，多次元データの格納と処理に関して，MOLAP で用いられる多次元データ
ベース，およびタプルストリームに対するデータキューブの構築方式を提案し，評価を行
った． 
 本論文ではまず，MOLAP で用いられる多次元データベースでの疎配列問題と次元
依存性を解消するためのコンテナ化方式を提案・実現し，その評価を行った．評価で
は，一般的に MOLAP で使用される多次元データベースが低充填率であることを考慮
し，主に低充填率の場合を対象として，チャンク配列の次元長，データの分布状況を
変えながら実験・評価を行った．この結果，拡張型 Z 順序化によるコンテナ化方式の
有用性と，相似形によるコンテナ化方式の改善を確認することができた． 
 次元長の異なる多次元配列に対しては，元々のコンテナ化方式を用いるよりも，相
似形を用いる事で，より良いコンテナ化を行えることが確認できた．この方法は，各
属性のカージナリティが異なる一般の多次元配列に対するコンテナ化において，非常
に有効であると考えられる． 
 拡張型 Z 順序化は，Z 順序化のコンテナ化の手法と，筆者等が提案している拡張チ
ャンクの概念を融合したコンテナ化方式として新たに提案した．評価の結果，低充填
率のかつデータ分布に偏りがある場合において，スライス時のコンテナの平均読み込
み数やその標準偏差の点で，他のコンテナ化方式よりも優れていることが示され
た．これは，拡張チャンクにおけるコンテナ化範囲の設定の緩和や，データ分布に応
じたコンテナ化範囲の柔軟な設定が，結果に反映されたと考えられる．またチャンク
配列の次元長が異なる場合では相似形との組み合わせにより性能を維持・改善する
ことができることを実証した．結果として，相似形を用いた拡張型 Z 順序化は，デー
タ分布が一様でなく，各カラムのカージナリティ（多次元配列における各次元長）が
異なる一般の状況において，優れたコンテナ化の性能を示すことが結論付けられる． 
 タプルストリームの処理方式では，経歴・オフセット法とその実装方式（HOMD）
により，タプルストリーム処理に対して動的に成長する構造を提案した．また，HOMD
構造を用いることにより，タプルサーバからクライアントノードへは圧縮エンコード
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したタプルデータ（＜経歴値，オフセット＞対）とファクトデータのほかには新たな
属性値のみデコードデータとして送信すればよく，よって通信量の抑制につなが
る．データキューブの構築方式については，このタプルストリームの処理方式を応用
し，各キューボイドノードに HOMD 構造をもたせることで，ほぼ同様の処理を提案
できた．各キューボイドノードでは，上位ノードからの圧縮エンコードデータをデコ
ードするための上位ノードと同じ次元数のデコード用構造と，当該キューボイドの
HOMD 構造の 2 つの構造からなり，共有できる部分は共有することで記憶容量の抑
制につなげた．また，データキューブの処理方式に関しては確定処理についての提案
を行い，ベースキューボイドから定期的に確定フラグを下位ノードへ送信することで
確定処理を行い，確定したキューボイドは日付を ID とするバージョンで管理するこ
とを提案した．また，確定キューボイドを構築中のキューボイドと別管理することで，
構築処理の一方でクライアントの処理要求に応答することができることを提案した． 
 本方式についてはコストモデルを示した上で解析評価を行った．通信コストについ
て評価を行った結果，圧縮をせずにタプルストリーム発生源からのタプルをそのまま
扱う方式よりも，本論文の提案した経歴・オフセット方式によるタプル圧縮エンコー
ドを行った方式のほうが，データキューブ構築にかかる通信コストが少ないことが分
かった．また，この効果はタプルの各属性値の重複率，タプルの属性値サイズ，およ
びタプルの次元数が大きいほど顕著になることが示された．結果として，経歴・オフ
セット法を用いたデータキューブの構築方式は，タプルの圧縮エンコード，および属
性値について新たなもののみを送信するといったことから，単にタプルを送信する方
法よりも通信データ量を抑制できることが結論付けられる． 
 今後の課題としては，コンテナ化方式と提案したデータキューブの構築方式それぞ
れについて以下の点が挙げられる．コンテナ化方式については，実システムでの各方
式の実装と評価が挙げられる．本論文ではシミュレータでの実験・評価を重ねてきた
が，例えばコンテナ化ファイルの二次記憶コストや生成時間コストは，実際にコンテ
ナ化システムを実装しなければ計測できない要素である．一方，データキューブの構
築については，システムの実装と，解析評価で示した通信コストのほか，記憶コスト
や集約コストなどの評価が挙げられる．また，9.2 節で提案したデータキューブのバ
ージョン管理について，記憶コストを抑えた効率的な管理方法についての考案，およ
び実装が挙げられる．バージョンごとの各キューボイドの管理については，確定処理
の行った時点での記憶内容すべてでなく，前回との差分を保存することで記憶コスト
を抑制することが考えられる． 
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