Abstract: All gradiometers currently operating for exploration in the field are based on Lockheed Martin's GGI gradiometer.
Gradients discussed in this paper
Gradients are denoted by the familiar symmetric tensor
The gradient U is invariant under a rotation in the horizontal plane. Two other commonly used invariants are * E-mail: manik@rice.edu Differential Curvature and Horizontal Gradient. The Differential Curvature has a magnitude R, and an azimuth λ. These two quantities are obtained from the gradient components as follows:
Thus
and λ = 1 2 tan
On maps R is represented graphically by a line oriented along the azimuth λ and with a length proportional to the magnitude of R. Note that λ is measured in a clockwise sense from the positive direction and that the azimuth line should have no arrowhead. It could be pointing either way. R has also a very interesting physical significance. The equipotential surface representing U is, in general, curved. At any point the curvature can be represented in the limit by the apexes of two circles lying in orthogonal planes. One of these circles represents the maximum radius of curvature Υ max and the other the minimum radius of curvature Υ min . It can be shown that R = U
, hence the terminology "Differential Curvature". The tangent to the Υ max circle at its apex and lying in the plane of the circle is along the azimuth designated by λ. The Horizontal Gradient has a magnitude H and an azimuth φ given by
On maps His represented graphically by a line oriented along the azimuth φ and with a length proportional to the magnitude of H. The azimuth φ is measured clockwise from the positive direction and the arrowhead is along the direction of increasing (or decreasing) gravity (U ). The conventions described above for displaying R and H are used in this paper.
GGI Gradiometer
All gradiometers currently in use (in geophysical exploration) are based on the Gravity Gradiometer Instrument (GGI) originally designed by Bell Aerospace/Textron [1] , and at present being manufactured and marketed by Lockheed Martin Corporation [2] . The GGI instrument consists of two pairs of carefully matched accelerometers positioned on a rotating circular plate. The sensitive axes of the accelerometers (which are of the pendulous Force Balance type) are along directions shown in Figure 1 . By having the input axes of oppositely positioned accelerometers point in opposite directions, the linear accelerations of the plate cancel out. The signals from these accelerometers can then be summed to yield gravity gradients in the plane of the plate. Even with accurately matched accelerometers, the errors due to imperfect matching have to be reduced by a factor approaching 100,000 to obtain the accuracy required for gradient measurements. On the rotating plate the signal due to imperfections in matching opposite pairs of accelerometers modulates at the plate rotation rate and can be separated from the signal associated with gravity gradients, which is modulated at twice the rotation rate. Additional electronic wizardry is required to bring the accuracy of the gradiometer to the required level.
(If the opposing pairs of the accelerometers are, say, 50 cm apart, an 1 E.U. gradient implies a difference in the gravity component at the two accelerometers to be .05 microgals). The GGI gradiometer measures the gradient components in the plane of the rotating plate. In the following we evaluate these components for the special case when the plate lies in a horizontal plane (Figure 1) . At A1 the acceleration in the direction is:
In the direction it is:
where the time is measured from a reference point (not shown in Figure 1 ) and ω is the angular velocity of the plate. The acceleration experienced by A1 along its sensitive axis is:
which equals:
Adding signals from A1 and A2, we obtain:
Demodulating the signal at sin 2ω yields:
The time average of the demodulated signal over the period 2π will yield a signal proportional to U − U . The second pair of accelerometers A3 andA4 have a similar summed output, but demodulating the A3 + A4 signal atcos 2ω yields:
The time average over the period 2π yields a signal proportional to 2U . The signal proportional to U − U is known as the 'in line' signal and the signal proportional to 2U is known as the 'cross line' signal. Thus the GGI instrument measures the two components of the Differential Curvature in the configuration described above. It does not measure any of the individual components of the gradient tensor other than U . Hofmeyer and Affleck [2] describe a variation of the arrangement described above. The signal from A3 + A4 is added to the signal from A1 + A2 with proper respect to sign so that the signal is doubled. A second set of accelerometers termed the B set is placed on the same rotating plate but at an azimuth difference of 45 degrees from the A set. As for the A set, the signal B1 + B2 is combined with the signal B3+B4 to get a summed output:
Demodulating this at cos 2ω , we get:
Adding this signal to the signal from the A set of accelerometers demodulated at sin 2ω , we get:
Demodulating the summed signal from the B at sin 2Ω , we get: 
Method for non linear inversion
Let the function A represent gravity gradients (or gravity) caused by a body that consists of model parameters and let there be a total of observation points. A is related non linearly to the unknown model parameters. The purpose of the inversion is to determine the model parameters. Let B be the initial estimate for the model parameters. Let at the th observation point the difference between the theoretical response of the (initially assumed) model parameters and the observed value be . It is customary to linearize the problem by expanding A by Taylor series and retaining the first term to obtain an expression for as follows:
being the error in the th model parameter and the summation is carried over all parameters. The above equations is often represented in matrix notation as
A being a Jacobian matrix whose x elements are the partial derivatives of the function A with respect to the model parameters B; x is the column matrix of elements that represent the errors in the respective model parameters and u is a column matrix of elements that represent the difference between the observed values at the observation points and the values calculated from the initial parameters. The purpose of the inversion, of course, is to determine the correct value of x. The solution to equation 22 is well known. When > , a least squares solution gives an approximate solution to x in the following form
T being the matrix transform and the superscript −1 the matrix inverse. The model parameters are modified by the determined quantity x. The process is repeated through several iterations until the sum of the squares of the differences 2 attains a pre-specified low value or a specified number of iterations have been exceeded. For the inversion of gradient data we choose a model consisting of vertical rectangular prisms. The area of cross section, the initial positions of the top and bottom and the density can be chosen individually for each prism. The density need not be constant and can be defined by a function, which varies with depth. The lateral extent of the body is constrained by choosing prisms that lie within a chosen area. In a single inversion either the tops or the bottoms of the prisms are kept fixed. If the tops are fixed then the inversion determines the positions of the bottoms; if the bottoms are fixed the inversion determines the positions of the prism tops. Successive inversions can be performed that allow both the tops and the bottoms of the prisms to be adjusted. To illustrate our method let U be the gradient to be inverted. Let U ( ) be the contribution of the th prism to the gradient at the th observation point and let S ( ) be the contribution of a lamina coinciding with the top (or bottom) of the th prism at the th observation point. The choice of top or bottom depends on whether the adjustment is being made by varying the top or the bottom of the prism. Further, if O ( ) is the observed value of the U gradient at the th point, it follows that:
The summation above is carried over the model parameters. We can replace
∂A ∂B
by S ( ), and making the appropriate substitutions in equation 21, we have: 
For each of the observation points there is one such equation. The left hand sides of these equations are equivalent to A · x in equation 22 and constitute the product of the Jacobian A with x terms and the column matrix x with terms. The right hand side of equation 24 is equivalent to the column matrix u in equation 22 with terms. Successive iterations carried out to solve equation 23 yield increasingly smaller values of u and correspondingly revised values of x and thus the revised values of the model parameters which constitutes the inversion process. The least squares minimization for solving equation 23 is carried out by the method suggested by Paige and Saunders [3] . As a demonstration of this inversion method, we invert separately, each of the gradients caused by the irregularly shaped body. This body is shown in Figure 2 and the gradients are shown in Figure 3 . We note, incidentally, that only U appears to conform directly to the irregularly shaped body in Figure 2 and while U andU have some correlation with the peak of the body, the other gradients not only do not seem to have any obvious correlation with the geometry of the body, their values extend considerably beyond the horizontal extent of the body. The observed values of the gradients were assumed to be at the corners of a 1/2 x 1/2 grid extending from 0 to 10 units along each axis. Thus there are 21 x 21 = 441 observation points, that is, = 441. To invert the gradients, a starting model has to be chosen. Although the method does not require the depths to the top and bottom to have constant values, we did choose constant values of 1 and 2.2 units respectively. Again, although, the rectangular prisms are not required to have constant areas of cross section, we did choose cross sections of ½ x ½ units and these prisms occupied the space between 1 to 8 units along one axis and between 0 and 9 units along the other axis. Thus there are 14 x 18 = 252 prisms, that is, = 252. A constant value of 1.0 / 3 was chosen for the density. Finally we had to decide whether to keep the top of the model fixed and adjust the bottom, or to keep the bottom fixed and adjust the top. We chose the latter. At first sight it might appear that too many constraints are being used to force the inversion towards the right solution. In view of the non uniqueness of the situation it is indeed necessary to have as many constraints as possible and, if deemed necessary, to seek solutions for different sets of constraints. One can then choose between the different sets of solutions on the basis of which solution yields the best fit to the observed values or by invoking other external constraints.
The least squares minimization was carried through 100 iterations (a number that was arbitrarily chosen) for inverting each of the gradients. The results can be seen in Figure 4 and the residuals, also termed misfits (the difference between the calculated gradients for the final model and the observed values) in Figure 5 . In Figure 6 we can see how the values of the sum of the squares of the residual u for each gradient decrease with increasing number of iterations.
Several observations regarding the results can be made.
In the synthetic noise free situation the inversion of any gradient yields an adequate result (by comparison with the body in Figure 2 ). The negative slope of the value of the residuals vs the number of iterations suggests that the Figure 4 and these gradients are then subtracted from the original gradients used for the inversion to obtain the 'misfits' in each case. The misfits are plotted. The standard deviation in all cases less than 0.26 E.U.
residuals will decrease further with increasing number of iterations. However, for a number of synthetic as well as real examples we have found that 100 iterations are quite adequate.
In a noise free situation with an adequate number of observation points, and with a model that has enough detail, any of the gradients can be inverted to obtain the exact solution. Figure 4 shows that the inversion method achieves that result. Before discussing the question of which of the gradients or which combination of gradients should be used in dealing with real data, we first see how the present method of inversion can be extended to joint inversion of gradient (and gravity) data. The presented method can be easily extended to the case where two or more gradients are to be jointly inverted and further to the case where gravity is also incorporated in the joint inversion.
If there are gradients to be inverted, there would be x observations and the Jacobian would be a x x matrix. An important question is what weights should be attached to the equations corresponding to each gradient. There is no fixed answer to this question. It will depend on the particular circumstance of each inversion. In many cases weights can be chosen to be proportional to the sum of the squares of each gradient. In the synthetic examples, however, we have given equal weights to the gradients.
We illustrate the capability for performing joint inversion by jointly inverting the two components of Differential curvature R, that is, U − U and U for the same irregularly shaped body that we have dealt with earlier. However, we have made one change. Instead of assuming a constant density of 1.0 g/cm 3 , I have given it a vertical gradient of 0.1 g/cm 3 per km. The two gravity gradients mentioned above are calculated with the assumption of the density gradient and are considered observed values for the purpose of this exercise. For the inversion process we cannot use the constant density formula for the gravity gradient caused by the prism but have to employ a variation that takes the variation in density into account. To emphasize the non uniqueness of the problem, we carried out two inversions. One of the inversions assumed a fixed bottom at 2.2 units and the top was varied; the other inversion assumed that the top was fixed at 1 unit and the bottom was varied. Results of both inversions are shown in Figure 4 . Note that the fixed top inversion gives larger residuals (misfits) than the fixed bottom inversions (Figure 8 ).
Joint inversion can be useful in another manner. In Lockheed Martin's Full Tensor Gradiometer (FTG), three GGI's are used in an umbrella configuration as described earlier. In this case the GGI's do not lie in a horizontal plane, and each of the GGI's makes an in line measurement, say, U αα − U ββ , and a cross line measurement, say, U αβ , where α β and γ are angles arising out of the umbrella configuration. The gradients U U U ,U etc. can however, be obtained by suitable transformations. It can be shown that it is also possible to jointly invert the in line and cross line gradients originally recorded by the gradiometers. This may be of advantage if the three gradiometers in the umbrella configuration are to be given different weights. Recalling that I 1 an C 1 are the in line and cross line gradients recorded by the first gradiometer, we can, by using a transformation of coordinates, rewrite them as linear combinations of U U U , etc. Thus we have
and similarly for I 2 C 2 I 3 and C 3 ., where 11 12 , etc. are known constants. Each of the quantities I 1 , C 1 , etc can be separately or jointly inverted. The above discussion suggests that there are two alternative ways of inverting the output of the Full Tensor Gradiometer. The conventional way would be to transform the measured quantities I 1 , C 1 , etc to the individual gradients U , U , etc and then to invert the latter separately or jointly. The other way would be not to transform the originally measured quantities but to invertI 1 , C 1 , etc in the manner outlined above. The advantage in the first method is that we will be dealing with familiar gradients. The disadvantage is that these gradients are not the results of independent measurements. The second method involves dealing with relatively unfamiliar quantities but which have been independently measured.
Inverting steam chests in a steam drive
The impetus to develop this inversion method came from a requirement by Lockheed Martin for time lapse measurements to track the steam oil interface in heavy oil fields [4] . When steam drive is used in heavy oil fields, the steam often settles in steam pockets or chests. Since the density of steam is negligible in contrast with the density of oil, gradiometry was suggested as a way to detect the presence of steam chests and to guide further drilling. We demonstrate this by a synthetic example. Three separate steam chests with vertical sides, each 20 feet thick, are assumed to lie within a reservoir between the depths of 300 and 320 feet (Figure 9 ). Gradients U , U , and U are computed at the corners of a grid 100 x 100 ft at the surface. A differential density of 0.24 g/cm 3 representing the difference between oil filled and steam filled rock was chosen for the calculation. Gradient U − U is shown in Figure 10 . A joint inversion using the gradients U − U and U and assuming rectangular prisms 100 x 100 ft in cross section for the model, was carried out and is shown in Figure 11 . The inverted data show that the steam chests have been accurately located by the inversion process. However, although the model steam chests have vertical sides, the inversion results indicate the sides of the steam chests have slopes that are not vertical. Two factors account for the difference. One, that the entire gradient field has not been used in the inversion. The gradients extending beyond the area shown in Figure 10 . Only gradients lying within this area were used in the inversion. Secondly, the grid of "observed" values was not fine enough to obtain the short wavelength characteristics of the steam chests, In inversion of real data compromises of this sort need to be made in order to keep costs down. Figure 12 shows the vertical gravity gradient (top left) in an area roughly 40 km x 30 km. We have a similar map of gravity values (not shown) in the same area. Seismic reflection results in the area were unable to fully map the top of the underlying salt body or its base. The objective of the gravity and gradient surveys was to see if these data could provide information about the top or base of the salt.
Field example
The contrast between salt and the surrounding sediments is not the only source of gravity and gradient anomalies. Density contrasts exist within the sediments, notably due to the presence of chalk layers. In order to demonstrate how the inversion program works, we obtained residual gradient and gravity anomalies in the area by making assumptions about the geometry of the chalk as well as other sedimentary layers and then determining their contribution. This contribution is subtracted from the observed anomalies to obtain residual anomalies. We then proceed to invert the the gravity and gradient residual anomalies to obtain the positions of the top and the base of salt. The inversion can be carried out in a variety of ways, each inversion can be a single inversion, using gravity or gradient data, or, it can be a joint inversion using both gravity and gradient data. Each inversion can be carried out to adjust the top or the base of the salt body. We have chosen not to try to adjust the top and the base simultaneously in a single inversion; they can be adjusted in successive inversions. The model obtained at the end of any inversion can be used as a starting point for a succeeding inversion. We utilized only the gradients in the first inversion. The top of the initial model was placed at 1000 m and the base at 2000 m. From other data we expected the base to be close to 3000 m but we placed it at a much shallower depth in order to test whether gradient inversion could "move" it. For our first inversion using gradients alone we adjusted only the top of the salt. We then took the resultant model and ran another inversion, again using gradient data alone, but adjusting the base of the salt. The results are shown in Figure 14 . The inverted top of the salt is shown in Figure 14 (top left) and the forward modeled gradients from the model obtained by the two inversions are shown in Figure 14 (top, middle). Figure 14 (bottom middle) shows how the forward modeled gradients match the observed gradients. Although the peak misfits are close to 5 E.U., most of the misfit values lie within 2 E.U. The forward modeled gravity is shown in Figure 14 (top, right), and the misfits with observed gravity are very large, lying between 13 and 16 mGals (Figure 14 , bottom, right), The principal reason for the large mismatch is that the gradients are not sensitive to the position of the base of the salt because of its large depth. Consequently, the depth to the base of the salt body (Figure 14 , bottom, left) has no real significance. If the initial model had the base of the salt at a different depth, the inversion of the gradients would again not have altered the initial model depth significantly. Our conclusion from this inversion is that while inverting gradients alone can obtain a good depth to top salt, the depth to base salt cannot be resolved.
Next we carried out an inversion using gravity values alone. A first inversion (using an initial model with top of salt at 1000 m and the base at 3350 m) was carried out by adjusting the depth to the base. The resulting inverted model was then used as an initial model to adjust the depth to top salt. The results are shown in Figure 15 . The forward modeled gravity (from the model obtained by the second inversion) matches the observed gravity values remarkably well (within 0.3 mGals), but the gradient misfits are large (up to about 10 mGals). Clearly the gradient inversion gives a better fit to the gradients, and we infer that the top of salt is much better resolved by inverting gradients than by inverting gravity.
We note as described above that in both the above cases we carried out two inversions, one to adjust the top and the other to adjust the base, We similarly carried out two inversions in the third case. In the first inversion gradients were inverted by adjusting the top salt, and the resulting model was used in the second inversion in which the base of salt was adjusted by jointly inverting gravity and gradients. The results of the second inversion are shown in Figure 16 . We notice that the forward modeled gradients from the final inversion give as good a fit to the observed gradients as when we inverted gradients alone. The fit to observed gravity is somewhat poorer than when gravity alone is inverted; however most of the misfit values are less than 0.7 mGal and would be acceptable. The joint inversion could have been carried out in a variety of ways. For instance both the top and the bottom could have been adjusted by successive joint inversions. The results would not be sensibly different than those shown in Figure 16 .
We conclude that for the particular example we have chosen, inverting gradients locate the top of the salt and the gravity inversion serves to obtain the base of salt and hence the total thickness of salt. The joint inversion of gravity and gradients, in all cases, appears to be the preferred approach in determining the geometry of salt bodies. We suggest that in each individual case forward modeling be carried out on assumed salt geometries to determine the contribution that gradient or gravity measurements will make in the inversion. The feasibility study should be made before the measurements are undertaken and they would determine whether the measurements would be useful.
Discussion
We have presented a robust method for inverting gravity gradients separately or jointly. The method can be extended to inverting gravity and magnetic anomalies. Given the same sampling interval and the same signal to noise ratio, any of the gradients will yield equivalent results on inversion. The choice in real cases should be made on which gradient has the largest signal and probably on which gradient is obtained most directly from the measurements. Since the gradiometers currently in use measure the in line and cross line gradients, these primary measurements may be the most suitable to invert. Another criterion for the choice of gradient to be inverted is that the gradient be invariant under a rotation in the horizontal plain. Differential curvature and the horizontal and vertical gravity gradients qualify on this ground. These gradients (in addition to the vertical gradient) are also most easily associated qualitatively with the source of the gradients.
