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The aim of this work is to solve the eigenproblem for large symmetric and sparse matrices through
a divide–and–conquer strategy put forward by Cuppen [1, 2]. This method has been implemented
on a Cray T3E multiprocessor system, using PVM parallel interface and a detailed analysis of the
obtained performance has been carried out.
The solution of the eigenproblem has been decomposed in the next phases:
	 Obtaining a structured matrix from the input matrix  . In this phase, both a tridiagonal ma-
trix    and an orthonormal matrix  are obtained from , where  is similar to . These
matrices hold the relation    . The Lanczos Method with Complete Reorhtogonal-
ization has been implemented to be carried out at this stage [3, 4, 5].
	 Solving the eigenproblem of  . The goal of this stage is to compute the diagonal  and
orthonormal  matrices. These matrices hold the relation     . The divide-and-
conquer method (dc) has been implemented to solve this problem. This method is decomposed
in the following stages:
1. Decomposition in  subproblems (with   
), through the Rank-One Modification
of  .
2. Solving eigenproblem of each subproblem through the  algorithm.
3. Reconstructing. The solution of the eigenproblem for each link of subproblems is com-
puted through the solution of each. Once it has been determined the solution of all the
links of the same dimension, other stage of the reconstruction begins in which pairs of
previous stage subproblems are linked. As the process develops, the number of subprob-
lems is halved, until just one link of is solved. In this way, the graph of tasks connected
with the development of this stage can be represented through a binary tree.
	 Computing the eigenvectors of . If  denotes the orthonormal matrix whose columns are the
eigenvectors of , then    . On the other hand, the output matrices generated in the
previous stages hold the relation      , so    . Thus, this stage
is carried out with a matrices product.
The eigenproblem of a sparse matrix is decomposed in several procedures whose performance is
sequential, therefore it has been established a parallel implementation for each procedure in an inde-
pendent way. Nevertheless, in order to link all the procedures in parallel, the output data distribution
of a procedure establishes the parallel implementation of the procedure that receives these data as
input.
The parallel implementation in phase 1 (Lanczos) is based on a decomposition in domains of
input matrix. The input data are irregular, since  is sparse. Thus, a stage of preprocessing has
been designed, namely Pivoting-Block, that is quick and guarantees that the input data partitions are
balanced and also the operations associated to them [6, 7].
Then the parallel implementation of the Cuppen’s method is based on decomposition in domains
in both, the input and output data. The binary tree of tasks is distributed so that the same number of
branches of the tree is allocated to each PE. If  refers to the number of PEs of the multiprocessor
system and    then initially each PE starts the reconstruction process independently, until
   . Then groups of PEs that collaborate in the solution of a pair of subproblems are defined.
As the reconstruction stages develop the subproblems are of a greater dimension and the number of
PEs that collaborate is larger too.
The product    is carried out starting with a partition of  and  by rows among PEs.
This partition causes a remarkable penalization in the communications that should be established. It
will be proved that the phases with the largest computational cost are the first and the last. This imple-
mentation will be evaluated for matrices of dimension between 782 and 7168, obtaining superlineal
speed-up in most cases. It will be checked how the superlineal speed-up is due to low efficiency
management of memory hierarchy with few PEs. It wil be proved that the management improves
substantially as the number of PEs is increased.
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