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Abstract
This paper proposes an efficient adaptive variant of a quadratic penalty accelerated inexact
proximal point (QP-AIPP) method proposed earlier by the authors. Both the QP-AIPP method
and its variant solve linearly constrained nonconvex composite optimization problems using a
quadratic penalty approach where the generated penalized subproblems are solved by a variant
of the underlying AIPP method. The variant, in turn, solves a given penalized subproblem
by generating a sequence of proximal subproblems which are then solved by an accelerated
composite gradient algorithm. The main difference between AIPP and its variant is that the
proximal subproblems in the former are always convex while the ones in the latter are not
necessarily convex due to the fact that their prox parameters are chosen as aggressively as
possible so as to improve efficiency. The possibly nonconvex proximal subproblems generated
by the AIPP variant are also tentatively solved by a novel adaptive accelerated composite
gradient algorithm based on the validity of some key convergence inequalities. As a result,
the variant generates a sequence of proximal subproblems where the stepsizes are adaptively
changed according to the responses obtained from the calls to the accelerated composite gradient
algorithm. Finally, numerical results are given to demonstrate the efficiency of the proposed
AIPP and QP-AIPP variants.
2000 Mathematics Subject Classification: 47J22, 90C26, 90C30, 90C60, 65K10.
Key words: quadratic penalty method, nonconvex program, iteration-complexity, proximal point
method, first-order accelerated methods.
1 Introduction
This paper presents a computationally efficient variant of a quadratic penalty accelerated inexact
proximal point (QP-AIPP) method studied in [13].
Both QP-AIPP and its variant studied in this paper are designed for solving the linearly con-
strained nonconvex composite problem
min {f(z) + h(z) : Az = b, z ∈ ℜn} (1)
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where A ∈ ℜl×n, b ∈ ℜl, h : ℜn → (−∞,∞] is a closed proper convex function, and f is a real-valued
differentiable, possibly nonconvex, function whose gradient is L-Lipschitz continuous on dom h.
QP-AIPP and its variant solve (1) via a quadratic penalty scheme, i.e. they use an algorithm,
namely, the accelerated inexact proximal point (AIPP) method discussed below, for solving a
sequence of penalized subproblems of the form
min
{
f(z) + h(z) +
c
2
‖Az − b‖2 : z ∈ ℜn
}
(2)
for an increasing sequence of positive penalty parameters c.
We now briefly outline the AIPP method. First, note that (2) is a special case of
φ∗ := min {φ(z) := g(z) + h(z) : z ∈ ℜn} (3)
where g(z) = gc(z) := f(z) + (c/2)‖Az − b‖2 is a function satisfying
− m
2
‖u− z‖2 ≤ g(u)− [g(z) + 〈∇g(z), u − z〉] ≤ M
2
‖u− z‖2 ∀ z, u ∈ dom h (4)
with m = L and M = L+ c‖A‖2.
In the general setting of (3)-(4), the AIPP method generates a sequence {zk} using an inexact
proximal point (IPP) scheme (see for example [27, 28]), i.e. given zk−1 ∈ dom h, it computes zk as
a suitable approximate solution of the proximal subproblem
min
{
g(z) + h(z) +
1
2λk
‖z − zk−1‖2 : z ∈ ℜn
}
(5)
for some prox-parameter λk > 0. Note that the first inequality in (4) implies that the objective
function of (5) is convex as long as λk is not larger than 1/m. The AIPP method sets λk = 1/(2m)
for every k and uses an accelerated composite gradient (ACG) variant (see for example [3, 19, 23])
to approximately solve (5).
Since the larger λk is the faster the above IPP scheme converges to a desirable approximate
solution, the goal of this paper is to develop an aggressive AIPP method which possibly chooses λk
substantially larger than 1/m despite potential loss of convexity of (5). An important ingredient
towards obtaining this aggressive AIPP variant is the development of a relaxed ACG (R-ACG)
algorithm which, within a reasonably number of iterations: (i) either solves the possibly nonconvex
subproblem (5) or stops with failure due to λk being too large; and, (ii) always solves (5) when
its objective function is convex. The aforementioned relaxed AIPP (R-AIPP) variant starts with
a relatively large prox-parameter and, in each one of its steps, calls the R-ACG algorithm to solve
the corresponding prox subproblem. If the latter, or a key descent inequality, fails then the prox
parameter λk is halved and the prox center zk−1 is maintained; else, the prox parameter λk is
preserved and zk takes the place of zk−1; in either case, a new step is repeated. The proposed
AIPP variant (both as a nonconvex optimization solver for (3) and as a subroutine in a quadratic
penalty-based solver for (1)) is compared with the accelerated gradient method studied in [8] on
several instances of a class of semidefinite quadratic programs. The computational results obtained
show that the R-AIPP method can substantially outperform the latter method on many instances.
Related works. We first discuss papers dealing with related algorithms for solving the convex
version of (1) and other related monotone problems. Iteration-complexity analysis of quadratic
penalty methods for solving (1) under the assumption that f is convex and h is a convex indicator
function was first studied in [14] and further explored in [1, 22]. Iteration-complexity of first-order
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augmented Lagrangian methods for solving the latter class of linearly constrained convex programs
was studied in [2, 15, 17, 18, 26, 29]. Inexact proximal point methods using accelerated gradient
algorithms to solve their prox-subproblems were previously considered in [6, 11, 10, 12, 21] in the
setting of convex-concave saddle point problems and monotone variational inequalities.
We now discuss papers dealing with related algorithms for solving (1) under the assumptions
stated after it, specially without assuming convexity of the objective function. Paper [13] is,
up to our knowledge, the first one to consider a proximal method with acceleration strategy for
solving (1). Previous works using acceleration strategies were concerned with the unconstrained
problem (3). Namely, [8] proposed an accelerated gradient scheme to solve (3) with better iteration
complexity than the usual composite gradient method. Since then, many authors have proposed
other accelerated schemes for solving (3) under different assumptions on the functions g and h
(see for example [4, 7, 9, 16, 25]). In particular, by exploiting the lower curvature m, [4, 7, 25]
proposed some algorithms which improve the iteration-complexity bound of [8] in terms of the
dependence on the upper curvature M . Finally, there has been a growing interest in the iteration
complexity of methods for solving optimization problems using second order information, see for
example [4, 20, 24, 5].
Organization of the paper. Subsection 1.1 provides some basic definitions and notation. Sec-
tion 2 begins with presenting some background materials and transitions into defining a general
descent scheme for solving the nonconvex optimization problem (3). Section 3 presents and derives
the complexity of an R-ACG algorithm which attempts to solve (5) even when it is not convex.
Section 4 presents a variant of the AIPP method proposed in [13] which is a special instance of
the GD scheme. Finally, Section 5 presents numerical results to illustrate the efficiency of the
AIPP variant (both as a nonconvex optimization solver for (3) and as subroutines in a quadratic
penalty-based solver for (1)).
1.1 Basic definitions and notation
This subsection provides some basic definitions and notation used in this paper.
The set of real numbers is denoted by ℜ. The set of non-negative real numbers and the set
of positive real numbers are denoted by ℜ+ and ℜ++, respectively. We let ℜ2++ := ℜ++ × ℜ++.
Let ℜn denote the standard n-dimensional Euclidean space with inner product and norm denoted
by 〈·, ·〉 and ‖ · ‖, respectively. Let 〈·, ·〉F denote the Frobenius inner product. For t > 0, define
log+1 (t) := max{log t, 1}.
Let ψ : ℜn → (−∞,+∞] be given. The effective domain of ψ is denoted by domψ := {x ∈
ℜn : ψ(x) < ∞} and ψ is proper if domψ 6= ∅. If ψ is differentiable at z¯ ∈ ℜn, then its affine
approximation ℓψ(·; z¯) at z¯ is defined as
ℓψ(z; z¯) := ψ(z¯) + 〈∇ψ(z¯), z − z¯〉 ∀z ∈ ℜn. (6)
Also, for ε ≥ 0, its ε-subdifferential at z ∈ domψ is denoted by
∂εψ(z) := {v ∈ ℜn : ψ(u) ≥ ψ(z) + 〈v, u− z〉 − ε,∀u ∈ ℜn} . (7)
The subdifferential of ψ at z ∈ domψ, denoted by ∂ψ(z), corresponds to ∂0ψ(z).
2 A general descent scheme
This section discusses a general descent (GD) scheme for approximately solving the composite
nonconvex optimization problem (3).
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Recall that all the penalized subproblems (see (2)) that arise in the execution of the QP-AIPP
method are of the form (3). Our effort for this and the next two sections is devoted to presenting
a relaxed version of the AIPP method described in [13], namely the R-AIPP, for approximately
solving (3). More specifically, this section presents a general scheme for solving these subproblems
through the use of a black box. The details of a particular implementation of this black box are
given in Sections 3 and 4, the latter of which contains the description of the R-AIPP method.
We now state our assumptions on the objective function. Assume that it can be decomposed
as φ = g + h where:
(A1) h ∈ Conv(ℜn) and g is a differentiable function on dom h;
(A2) there exist M ≥ m > 0 such that ∇g is M -Lipschitz continuous on dom h and
g(u) ≥ ℓg(u; z)− m
2
‖u− z‖2 ∀z, u ∈ dom h; (8)
(A3) φ∗ > −∞.
It is well-known that a necessary condition for z∗ ∈ dom h to be a local minimum of (3) is that
z∗ be a stationary point of φ, i.e. 0 ∈ ∇g(z∗) + ∂h(z∗). A relaxation of this inclusion leads to
the following definition of an approximate stationary point of (3): given a tolerance ρ¯ > 0, a pair
(zr, vr) is said to be a ρ¯-approximate stationary point to (3) if
vr ∈ ∇g(zr) + ∂h(zr), ‖vr‖ ≤ ρ¯. (9)
The GD scheme described below generates at every iteration a triple (λk, zk, wk) whose quality
as an approximate stationary point of (3) is measured by means of the following constructive result
used with z− = zk−1 and (λ, z, w) = (λk, zk, wk). Its proof is nearly identical to the one found in
[13, Lemma 20], and hence it is omitted.
Proposition 2.1. Let functions g and h satisfying (A1)-(A3) and (λ, z−, z, w) ∈ ℜ++ × ℜn ×
dom h×ℜn be given. Moreover, define
Mλ := λM + 1, gλ := λg +
1
2
‖ · −z−‖2 − 〈w, ·〉, hλ := λh (10)
and compute
zr := argminu
{
〈∇gλ(z), u − z〉+ Mλ
2
‖u− z‖2 + hλ(u)
}
, (11)
vr :=
1
λ
[
(w + z− − z) +Mλ(z − zr)
]
+∇g(zr)−∇g(z). (12)
Then,
vr ∈ ∇g(zr) + ∂h(zr), λ‖vr‖ ≤ ‖w + z− − z‖+ 2
√
2Mλ∆r (13)
where
∆r := (gλ + hλ)(z)− (gλ + hλ)(zr). (14)
The above proposition shows that (zr, vr) computed as in (11) and (12) clearly satisfies the
inclusion in (9) and that λ‖vr‖ has an upper bound expressed in terms of the two quantities:
‖w + z− − z‖ and √∆r. The GD scheme is designed so as to guarantee that these two quantities
converge to zero.
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We now state the GD scheme.
GD scheme
(0) Let initial point z0 ∈ domφ and a pair (θ1, θ2) ∈ ℜ++ ×ℜ++ be given and set k = 1;
(1) find a triple (λk, zk, wk) ∈ ℜ++ × dom h×ℜn satisfying
‖wk + zk−1 − zk‖2 ≤ θ1λk[φ(zk−1)− φ(zk)], (15)
∆k ≤ θ2‖wk + zk−1 − zk‖2, (16)
where ∆k is the quantity ∆
r computed according to Proposition 2.1 with (λ, z−, z, w) =
(λk, zk−1, zk, wk);
(2) set vk := v
r, where vr is computed according to Proposition 2.1 with the same input as the
previous step;
(3) set k ← k + 1 and go to step 1.
Step 1 should be viewed as an oracle in the sense that it does not specify how to compute
the triple (λk, zk, wk). Section 4 describes a specific instance of this scheme, namely, the R-AIPP
method, which computes this triple by repeatedly invoking an ACG variant described in Section 3.
We will now show that the GD scheme can be seen as a generalization of the GIPP framework
studied in [13] which, for given z0 ∈ domφ and σ ∈ (0, 1), considers a sequence {(zk, wk, εk, λk)} ⊆
domφ×ℜn ×ℜ+ ×ℜ++ satisfying for every k ≥ 1:
wk ∈ ∂εk
(
λkφ+
1
2
‖ · −zk−1‖2
)
(zk), (17)
‖wk‖2 + 2εk ≤ σ‖wk + zk−1 − zk‖2. (18)
Before showing this fact, we establish the following simple technical result which will also be used
later on in our analysis of the R-AIPP method.
Lemma 2.2. Assume that ε ≥ 0 and (λ, z−, z, w) ∈ ℜ++ ×ℜn × dom h×ℜn satisfy
w ∈ ∂ε
(
λφ+
1
2
‖ · −z−‖2
)
(z). (19)
Then, the quantity ∆r computed as in Proposition 2.1 satisfies ∆r ≤ ε.
Proof: Let (∆r, zr) be computed as in Proposition 2.1. It follows from (7) and (19) that
λφ(z′) +
1
2
‖z′ − z−‖2 ≥ λφ(z) + 1
2
‖z − z−‖2 + 〈w, z′ − z〉 − ε ∀z′ ∈ ℜn.
Considering the above inequality at the point z′ = zr, along with some algebraic manipulation, we
have
ε ≥
[
λφ(z) +
1
2
‖z − z−‖2 − 〈w, z〉
]
−
[
λφ(zr) +
1
2
‖zr − z−‖2 − 〈w, zr〉
]
= ∆r
where the last equality is due to the definitions of φ and ∆r given in (3) and (14), respectively.
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Proposition 2.3. Let {(zk, wk, εk, λk)} be a sequence satisfying (17) and (18) for some σ ∈ (0, 1).
Then the sequence {(λk, zk, wk)} satisfies (15) and (16) with (θ1, θ2) = (2/(1 − σ), σ/2). As a
consequence, every instance of the GIPP framework is an instance of the GD scheme.
Proof: First, the proof that the sequence {(λk, zk, wk)} satisfies (15) with (θ1, θ2) = (2/(1−σ), σ/2)
can be found in [13, Proposition 5(a)]. Next, let k ≥ 1 and observe that from Lemma 2.2 with
(λ, z−, z, w) = (λk, zk−1, zk, wk) and ε = εk we have ∆k ≤ εk. It follows from the last inequality
and (18) that ∆k ≤ σ‖wk + zk−1 − zk‖2/2, which corresponds to (16) with θ2 = σ/2.
We now state the main result about the GD scheme which describes how the quantities ‖vk‖
and ‖wk + zk−1 − zk‖/λk approach zero.
Proposition 2.4. Let {(λk, zk, wk)} and {vk} be generated by the GD scheme. Moreover, for every
k ≥ 1, define
Λk :=
k∑
i=1
λi, αk := min
i=1,...,k
‖wi + zi−1 − zi‖
λi
, βk := min
i=1,...,k
‖vi‖. (20)
Then, the following statements hold:
(a) for every k ≥ 1, we have α2k ≤ θ1[φ(z0)− φ∗]/Λk;
(b) if sup{λi : i ≥ 1} ≤ λ¯ <∞ for some λ¯ > 0, then for every k ≥ 1,
β2k ≤
[
1 + 2
√
2θ2
(
λ¯M + 1
) ]2 (θ1[φ(z0)− φ∗]
Λk
)
;
(c) if limk→∞Λk = +∞ then, for any ρ > 0, there exists k ≥ 1 such that αk ≤ ρ and
Λk−1 ≤ θ1[φ(z0)− φ∗]
ρ2
. (21)
Here, we assume that Λ0 = 0.
Proof: (a) It follows from (15) that, for every i ≥ 1,
λi
(‖wi + zi−1 − zi‖
λi
)2
≤ θ1[φ(zi−1)− φ(zi)].
Summing up both sides of the above inequality from i = 1 to i = k yields
Λk
(
min
i=1,...,k
‖wi + zi−1 − zi‖2
λ2i
)
≤ θ1[φ(z0)− φ(zk)] ≤ θ1[φ(z0)− φ∗]
which, in view of the definition of αk in (20), gives the desired inequality.
(b) Let i ≥ 1 be arbitrary and let (vr,∆r) be computed as in Proposition 2.1 with (λ, z−, z, w) =
(λi, zi−1, zi, wi). Using the inequality in (13) with (v
r, λ, z−, z, w) = (vi, λi, zi−1, zi, wi), and (16)
with k = i, it follows that
λi‖vi‖ ≤
[
1 + 2
√
2θ2(λiM + 1)
]
‖wi + zi−1 − zi‖.
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Moreover, combining the above inequality with the definitions of αk and βk in (20), and the fact
that sup{λi : i ≥ 1} ≤ λ¯ <∞, we obtain
β2k ≤
[
1 + 2
√
2θ2
(
λ¯M + 1
) ]2
α2k
for all k ≥ 1. Hence, in view of (a), the statement in (b) follows.
(c) Let an arbitrary ρ > 0. Note that, since Λ0 = 0, if α1 ≤ ρ then the statement in (c) holds
trivially with k = 1. Now assume that α1 > ρ. In view of (a) and the fact that Λk → +∞, one
obtains αk → 0. As a consequence, there exists k > 1 such that αk ≤ ρ and αk−1 > ρ. It follows
that the latter inequality together with (a) imply
ρ2 ≤ θ1[φ(z0)− φ∗]
Λk−1
which immediately gives (21).
In view of Proposition 2.4, some remarks can be made about the convergence of the GD scheme.
First, if the stepsizes {λk} in the scheme satisfy limk→∞Λk = +∞, then an approximate solution
of (3) as in (9) will be found in a finite number of iterations. Second, the larger the stepsizes in
the scheme are the faster the quantities αk and βk approach zero. Third, statements (a) and (b)
show that the bound on βk is larger than the one for αk by a factor of O(1 + θ2λ¯M).
3 A relaxed accelerated composite gradient algorithm
This section presents and analyzes an ACG variant that is used as an important tool in the devel-
opment of the R-AIPP method of Section 4. More specifically, R-AIPP can be viewed as a special
instance of the GD scheme where step 1 is implemented by repeatedly calling the ACG variant of
this section.
Before describing the variant, we consider its assumptions as well as the problem that it solves.
First, we describe the assumptions. Let φ˜ : ℜn → ℜ be given and assume that it can be decomposed
as φ˜ = φ˜(s) + φ˜(n) where:
(B1) φ˜(n) : ℜn → (−∞,+∞] is a proper closed convex function;
(B2) φ˜(s) is a differentiable function on dom φ˜(n) such that for some M˜ > 0,
φ˜(s)(u)− [φ˜(s)(x) + 〈∇φ˜(s)(x), u− x〉] ≤ M˜
2
‖u− x‖2 ∀x, u ∈ domψ(n).
We now describe our problem of interest in this section.
Problem A: Given φ˜ : ℜn → (−∞,+∞] satisfying the above assumptions, a point x0 ∈ ℜn and a
pair of parameters (θ1, θ2) ∈ ℜ++ × ℜ++, the problem is to find a triple (x, u, η) ∈ ℜn × ℜn ×ℜ+
such that
‖x0 − x+ u‖2 ≤ θ1
[
φ˜(x0)− φ˜(x)
]
, (22)
u ∈ ∂η
(
φ˜+
1
2
‖ · −x0‖2
)
(x), η ≤ θ2‖x0 − x+ u‖2. (23)
The following simple result shows how a solution of Problem A also solves the “step 1” oracle
in the GD scheme.
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Proposition 3.1. Let zk−1 be given and assume that x0 = zk−1 and φ˜ = λφ for some λ > 0. Then
the following statements hold:
(a) if (x, u) satisfies (22) then the triple (λk, zk, wk) := (λ, x, u) satisfies (15);
(b) if (x, u, η) satisfies (23) then the pair (zk, wk) := (x, u) satisfies (16).
As a consequence, if (x, u, η) solves Problem A with input (x0, φ˜) := (zk−1, λφ) for some λ > 0,
then (λk, zk, wk) = (λ, x, u) solves step 1 of the GD scheme.
Proof: (a) Assume that (x, u) satisfies (22). It follows from the fact that (λ, x, u) = (λk, zk, wk)
and the definition of φ˜ that
‖zk−1 − zk + wk‖2 ≤ θ1
[
φ˜(zk−1)− φ˜(zk)
]
= θ1λk [φ(zk−1)− φ(zk)]
and thus the triple (λk, zk, wk) satisfies (15).
(b) Assume that (x, u, η) satisfies (23) and define ε := η and (z−, z, w) := (x0, x, u). Moreover,
let ∆r be computed as in Proposition 2.1. It follows from Lemma 2.2, the definition of φ˜, the fact
that η = ε, and the inclusion in (23) that ∆r ≤ η. Using the inequality in (23) and the fact that
(x0, x, u) = (zk−1, zk, wk) gives ∆
r ≤ θ2‖zk−1 − zk + wk‖2 and thus the pair (zk, wk) satisfies (16).
The R-ACG algorithm presented below, which is a modified ACG variant for minimizing the
function ψ := φ˜ + ‖ · −x0‖2/2, solves Problem A, under the assumption that ψ is convex, in at
most O(
√
M˜) iterations. As a consequence, it can be used to implement step 1 of the GD scheme
whenever λk is suffficiently small. More specifically, since λkφ + ‖ · −zk−1‖2/2 is clearly convex
whenever λk is chosen in (0, 1/m], we can use the R-ACG algorithm to solve problem A with
φ˜ = λkφ and x0 = zk−1, and hence the “step 1” oracle in the GD scheme in view of Proposition 3.1.
In fact, the AIPP method developed in [13] is an instance of the GIPP framework (in particular, it
is an instance of the GD scheme) in which λk = 1/(2m) for all k and in which step 1 is implemented
with a single call to the R-ACG algorithm presented below.
However, our main goal in this paper is the development of an instance of the GD scheme which
aggressively chooses λk (possibly much) larger than 1/m since, according to Proposition 2.4(a)-(b),
this strategy can potentially reduce its number of iterations. In this regard, the R-ACG algorithm
presented below accepts as input a function φ˜, with φ˜ + ‖ · −x0‖2/2 not necessarily convex, and
terminates with either failure or by finding a triple (x, u, η) satisfying (22) withinO(
√
M˜) iterations.
Clearly, in the second case, the triple (λk, zk, wk) as in Proposition 3.1 is guaranteed to satisfy (15)
but not necessarily (16). If (16) is satisfied then the R-ACG algorithm clearly provides a solution
to the “step 1” oracle of the GD scheme; otherwise, the stepsize λk is considered large. The R-AIPP
method of Section 4 is an instance of the GD scheme which attempts to provide a solution to its
“step 1” oracle in this manner and adaptively reduces λk whenever it is found to be large.
R-ACG algorithm
(0) Let parameters ξ ≥ 1, θ1 > 2, θ2 > 0, functions (φ˜(s), φ˜(n)) satisfying (B1) and (B2) with
M˜ > 0, and a point x0 ∈ dom φ˜(n) be given; set y0 = x0, A0 = 0, Γ0 ≡ 0, j = 1, and define
ψ(s) := φ˜(s) +
1
2
‖ · −x0‖2, ψ(n) := φ˜(n), ψ := ψ(s) + ψ(n), L := M˜ + 1; (24)
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(1) compute
Aj = Aj−1 +
1 +
√
1 + 4LAj−1
2L
, (25)
x˜j−1 =
Aj−1
Aj
xj−1 +
Aj −Aj−1
Aj
yj−1, Γj =
Aj−1
Aj
Γj−1 +
Aj −Aj−1
Aj
lψ(s)(·, x˜j−1), (26)
yj = argmin
y
{
Γj(y) + ψ
(n)(y) +
1
2Aj
‖y − y0‖2
}
, (27)
xj =
Aj−1
Aj
xj−1 +
Aj −Aj−1
Aj
yj (28)
and set
uj =
y0 − yj
Aj
, ηˆj = ψ(xj)− Γj(yj)− ψ(n)(yj)− 〈uj, xj − yj〉, ηj = max{ηˆj , 0}; (29)
(2) if both inequalities
‖Ajuj + xj − x0‖2 + 2Ajηj ≤ ξ‖xj − x0‖2, (30)
ψ(x0) ≥ ψ(xj) + 〈uj , x0 − xj〉 − ηj, (31)
hold, then go to step 3; otherwise, stop with failure;
(3) if both inequalities
ηj ≤ θ2‖x0 − xj + uj‖2, (32)
‖x0 − xj + uj‖2 ≤ θ1
[
φ˜(x0)− φ˜(xj)
]
, (33)
hold, then stop with success and return (x, u) = (xj , uj); otherwise, set j ← j + 1 and go
to step 1.
Some comments about the above algorithm are in order. First, step 1 is essentially a standard
step of an ACG variant (see, for example, [11, 13]) applied to the problem minx{φ˜(x)+‖x−x0‖2/2}
with the exception that it also computes in (29) the quantities uj and ηj which, together with xj ,
determine the termination criteria for the method. Second, it is shown in [13, Lemma 9] that a
simplified version of the above algorithm, namely, one that does not include the two tests performed
in step 2 and stops whenever (18) is satisfied with (zk−1, zk, wk, εk) = (x0, xj , uj , ηj), implements
step 1 of the GIPP framework in [13]. Finally, it is well-known (see, for example, Proposition 2.3
of [11]) that the scalar Aj updated according to (25) satisfies
Aj ≥ j
2
4L
∀j ≥ 1. (34)
The next result establishes the iteration-complexity bound and some properties of the R-ACG
algorithm.
Proposition 3.2. The R-ACG algorithm satisfies the following statements:
(a) it stops (either with success or failure) in at most O
(√
L
)
∼ O
(√
M˜
)
iterations;
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(b) if it stops with success then its output (x, u) satisfies
‖x0 − xj + uj‖2 ≤ θ1
[
φ˜(x0)− φ˜(xj)
]
; (35)
(c) if φ˜(s)+‖·−x0‖2/2 is convex then it always terminates with success, in which case there exists
η ≥ 0 such that
u ∈ ∂η
(
φ˜+
1
2
‖ · −x0‖2
)
(x), η ≤ θ2‖x0 − x+ u‖2. (36)
Proof: (a) This follows directly from Lemma 5.1 in the Appendix.
(b) This follows from the fact that when the R-ACG algorithm stops with success, the last
iterate (x, u) = (xj , uj) will satisfy (33).
(c) It follows from [13, Proposition 8(c)] that if φ˜(s) + ‖ · −x0‖2/2 is convex, then the iterate
(xj , uj , ηj , Aj) satisfies (30) with ξ = 1 and the inclusion uj ∈ ∂ηj
(
φ˜+ ‖ · −x0‖2/2
)
(xj) for every
j ≥ 1. Hence, since the aforementioned inclusion and the definition of ψ in (24) imply (31), we
conclude that the R-ACG algorithm does not terminate with failure (see step 2). As a consequence,
it follows from statement (a) that it must terminate with success. It then follows from the previous
inclusion and the fact that the last iterate (x, u, η) := (xj , uj , ηj) satisfies (32) that η fulfills the
last conclusion of (c).
4 A relaxed accelerated inexact proximal point method
This section states and analyzes a variant of the AIPP method proposed in [13] for computing an
approximate solution of (3) as in (9).
The R-AIPP method stated below is an instance of the GD scheme which implements its step 1
by repeatedly invoking the ACG variant in Section 3 and thereby generates the method’s iteration
sequence. More specifically, if zk−1 denotes the previous iterate in the GD scheme and λ := λk
then the R-ACG algorithm is invoked to attempt to solve Problem A with input x0, (φ˜
(s), φ˜(n)),
and M˜ given by
x0 = zk−1, φ˜
(s) = λg, φ˜(n) = λh, M˜ =Mλ. (37)
If it succeeds, it obtains a pair (x, u) which will satisfy condition (22) of Problem A. Consequently,
if the triple (λk, zk, wk) = (λ, x, u) satisfies (16), then it is a solution to step 1 of the GD scheme.
If the R-ACG algorithm declares failure or the triple does not satisfy (16), then the stepsize λ is
halved and the above procedure is repeated.
R-AIPP method
(0) Let z0 ∈ domh, τ > 0, θ1 > 2, θ2 > 0, ξ ≥ 1, a pair (m,M) satisfying (8), an initial stepsize
λ0 ≥ 1/m and a tolerance ρ¯ > 0 be given; set k = 1 and λ = λ0;
(1) call the R-ACG algorithm with inputs (θ1, θ2, ξ),
x0 = zk−1, φ˜
(s) = λg, φ˜(n) = λh, M˜ =Mλ; (38)
if it declares “failure” then set λ := λ/2 and execute step 1 once again; else, let (x, u) denote
its output and go to step 2;
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(2) compute (zr, vr,∆r) as in Proposition 2.1 with (λ, z−, z, w) = (λ, zk−1, x, u); if
∆r > θ2‖u+ zk−1 − x‖2,
then set λ := λ/2 and go to step 1; else, set
(λk, zk, wk) = (λ, x, u), vk = v
r
and go to step 3;
(3) if ‖vk‖ ≤ ρ¯ then stop with success and return (z, v) = (zk, vk); otherwise, go to step 4;
(4) if
‖wk + zk−1 − zk‖ ≤ τλkρ¯, (39)
then stop with failure; otherwise, set k ← k + 1 and go to step 1.
Some comments about the above method are in order. First, it performs two types of iterations,
namely, the outer iterations which are indexed by k and the inner ones which are performed by the
R-ACG algorithm every time it is called in step 1. Second, if step 1 does not declare “failure” then,
by Proposition 3.2(b), the pair (x, u) output by the R-ACG algorithm together with the stepsize
λ will satisfy (35). Hence, by Proposition 3.1(a), the triple (λk, zk, wk) := (λ, x, u) will satisfy
(15). If λ is also not halved in step 2 then the aforementioned triple will satisfy (16) as well. As a
consequence, a single iteration of the R-AIPP method implements step 1 of the GD scheme. Third,
the required solution, i.e., a pair (zr, vr) satisfying (9), is obtained when the R-AIPP method stops
with success. Fourth, Proposition 4.2 below shows that the sequence {(vk, (wk + zk−1 − zk)/λk)}
generated by the R-AIPP method has a subsequence approaching zero, and thus the method must
terminate in either step 3 or 4. Finally, although the R-AIPP method does not generate proximal
subproblems with convex objective functions, it has the same iteration-complexity as the AIPP
method described in [13] as will be shown in Proposition 4.2.
We now present the following technical lemma that essentially shows that the R-AIPP method
is an instance of the GD scheme in which {λk} is bounded away from zero.
Lemma 4.1. If in the kth iteration of the R-AIPP method for some k ≥ 0 we have the stepsize
λk ≤ 1/m, then λ is not halved in either step 1 or 2. As a consequence, the following statements
hold:
(a) the number of iterations in which λ is halved in step 1 or 2 is bounded above by ⌈log2(2mλ0)⌉;
(b) λk−1 ≥ λk ≥ 1/(2m) for all k ≥ 1.
Proof: Since λk ≤ 1/m, we obtain, in view of (8), that φ˜(s) + ‖ ·−zk−1‖2/2 is convex, where φ˜(s) is
as defined in (38) with λ := λk. Hence, Proposition 3.2(c) together with Proposition 3.1(b) imply
that step 1 and step 2 do not halve λ at the kth iteration. Next, let J be the number of times that
step 1 or step 2 halve λ and let k0 := ⌈log2(2mλ0)⌉. Then, it follows from the definition of k0, the
first statement of the lemma, and the update rule for λk that
λ0
2k0
≤ 1
2m
,
1
m
<
λ0
2J−1
,
λ0
2J
≤ λk (40)
which easily imply that
λ0
2k0
≤ λ0
2J
,
1
2m
< λk.
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The statement in (a) and the second inequality in (b) follow from the above inequalities and the
definitions of J and k0. Since the first inequality in (b) is immediate, the result follows.
In view of Lemma 4.1 above, choosing an initial stepsize λ0 ≤ 1/m in the R-AIPP method will
result in a variant with constant stepsize which resembles the the AIPP method described in [13]
but with the following key differences: (i) the first one does not perform the prescribed number of
inner iterations of the latter one; and (ii) if it stops with failure, the first one does not perform an
extra number of inner iterations in the last outer iteration to improve the quality of the solution
pair (zr, vr).
The next result shows that {(vk, (wk + zk−1 − zk)/λk)} has a subsequence approaching zero.
Proposition 4.2. Suppose that inf{λi : i ≥ 1} ≥ λ for some λ > 0. Then for every k ≥ 1 there
exists an iteration i ≤ k such that
‖vi‖2 ≤
[
1 + 2
√
2θ2(Mλ0 + 1)
]2 θ1[φ(z0)− φ∗]
λk
, (41)
‖wi + zi−1 − zi‖2
λ2i
≤ θ1[φ(z0)− φ∗]
λk
, (42)
where (λi, zi, wi, vi) is computed in step 2. Consequently, since λk ≥ 1/(2m) > 0 in the R-AIPP
method by Lemma 4.1(b), zero is an accumulation point of the sequence {(vk, (wk+zk−1−zk)/λk)}.
Proof: Let k ≥ 1 be given. It follows from the fact that λj ≥ λ for every j ≤ k and Proposi-
tion 2.4(a) that
min
i∈{1,...,k}
‖wi + zi−1 − zi‖2
λ2i
≤ θ1[φ(z0)− φ∗]∑k
i=1 λi
≤ θ1[φ(z0)− φ∗]
λk
. (43)
Now, let i ≥ 1 be arbitrary and let (vr,∆r) be computed as in Proposition 2.1 with (λ, z−, z, w) =
(λi, zi−1, zi, wi). Using the inequality in (13) with (v
r, λ, z−, z, w) = (vi, λi, zi−1, zi, wi) and (16)
with k = i, it follows that
λi‖vi‖ ≤
[
1 + 2
√
2θ2(λiM + 1)
]
‖wi + zi−1 − zi‖, (44)
for every i ≥ 1. The inequalities in (41) and (42) now follow by combining (43), (44), and the fact
that λi ≤ λ0 for every i ≥ 1.
The next proposition presents a worst-case iteration complexity bound on the number of inner
iterations of the R-AIPP method.
Proposition 4.3. The R-AIPP method stops either (with success or failure) in at most
O
(
[φ(z0)− φ∗]
√
mM
ρ¯2
+
√
Mλ0 + 1
)
(45)
inner iterations.
Proof: It follows from Lemma 4.1(a) that the number of times that the R-AIPP method halves
λ in step 1 or step 2 is bounded above by k0 := ⌈log2(2mλ0)⌉. Moreover, due to (A2) we see that
the function φ˜(s) in (38) satisfies condition (B2) with M˜ = λM . Hence, each call to the R-ACG
algorithm performs at most c
√
M˜ + 1 inner iterations where c is a constant depending on ξ, θ1,
12
and θ2, due to (24) and Lemma 5.1 with L = M˜ + 1. Therefore, the number of inner iterations
performed by the R-AIPP method during the cases in which failure in step 1 has occurred or step 2
redirects back to step 1 can be bounded above by
TIF := c
k0∑
i=1
√
Mλ0
2i−1
+ 1 ≤ c
k0∑
i=1
√
(M +m)λ0
2i−1
≤ c
√
2(M +m)λ0√
2− 1 (46)
where the first inequality is due the fact that 1 ≤ mλ0/2i−1 (see the second inequality in (40)).
Now, in view of the fact that limk→∞Λk = +∞ (due to λk ≥ 1/(2m) for every k ≥ 1), we conclude
from Proposition 2.4(c), with ρ = τ ρ¯, that there exists k ≥ 1 such that
min
i=1,...,k
‖wi + zi−1 − zi‖
λi
≤ τ ρ¯, Λk−1 ≤ θ1[φ(z0)− φ∗]
τ2ρ¯2
, (47)
where Λk =
∑k
i=1 λi and Λ0 = 0. It then follows that there also exists i ≤ k such that the
termination criterion (39) in step 4 of the method is satisfied at the ith iteration. As a consequence,
using the fact that 1/(2m) ≤ λj for every j ≥ 1, we obtain that the number of inner iterations
during the outer procedure is bounded above by
TIS :=
k∑
j=1
c
√
λjM + 1 ≤
k∑
j=1
c
√
(M + 2m)λj ≤ c
√
M + 2m

k−1∑
j=1
λj√
λj
+
√
λk


≤ c√M + 2m
(√
2mΛk−1 +
√
λk
)
≤ c√M + 2m
(
θ1
√
2m[φ(z0)− φ∗]
(τ ρ¯)2
+
√
λ0
)
=
θ1c
√
2Mm+ 4m2[φ(z0)− φ∗]
(τ ρ¯)2
+ c
√
(M + 2m)λ0,
where the last inequality is due to the second inequality in (47) and the fact that λk ≤ λ0 for every
k ≥ 1. Since the total number of inner iterations is bounded above by TIF +TIS, the result follows
by combining (46), the above estimate, and the fact that m ≤M .
The iteration complexity bound in (45) compares favorably to the one of the AIPP method
which, as previously stated, is an instance of the R-AIPP method where λk = 1/(2m) for every
k ≥ 1. Indeed, it is shown in [13, Theorem 13] (and also [13, Corollary 14]) that the inner iteration
complexity bound of the AIPP method is
O

 [φ(z0)− φ∗]√mM
ρ¯2
+
√
M
m
log+1
(
M
m
) (48)
which is generally of the same order of magnitude as that of the R-AIPP method.
We now make a few remarks about the use of the R-AIPP method in practice. First, if it
terminates with failure in step 4, then the AIPP method with initial iterate z0 = zk, where zk is the
last iterate generated by the R-AIPP method, can be invoked to obtain an approximate solution
of (3) as in (9) (see [13, Corollary 14] for details). The inner iteration complexity of the resulting
hybrid method, namely, the maximum of (45) and (48), is generally still within the same of order of
magnitude as that of the R-AIPP method. Second, if step 4 is removed from the R-AIPP method
then it will successfully terminate in step 3 with the desired approximate solution in view of (41).
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However, the inner iteration complexity of this modified method will be worse by an O(√Mλ0)
factor in view of the bounds in (41) and (42). Third, the R-AIPP method successfully terminated
in all the instances tested in our numerical experiments (see Section 5) and hence there was no
need to invoke the AIPP method as described in the first remark.
5 Numerical experiments
This section presents computational results that highlight the performance of the R-AIPP method.
It contains two subsections, one examining the performance of the R-AIPP as a nonconvex op-
timization solver and another examining its performance as a subroutine in a quadratic penalty
scheme for solving linearly constrained nonconvex optimization problems.
We begin by describing the four algorithms compared in our numerical experiments. The first
algorithm is the accelerated gradient (AG) method that was proposed and analyzed in [8]. The
second algorithm is the R-AIPP method, called the AIPPc method, with initial stepsize chosen to
be λ0 = 0.9/m. As opposed to the two algorithms explained below, which can adaptively change λk
between iterations, this algorithm is a constant stepsize method (see Lemma 4.1 and the discussion
following it). The third algorithm, called the AIPPv1 method, is the R-AIPP method with initial
stepsize chosen to be λ0 = 1. Since λ0 is relatively large in the experiments considered, λ is halved
in some of its outer iterations. The fourth algorithm, called the AIPPv2 method, is a variant of the
R-AIPP method with initial stepsize chosen to be λ0 = 1/(5m). This variant modifies the R-AIPP
method by adding conditions that allow the stepsize λ to increase between subproblems. More
specifically, the AIPPv2 method doubles the value of λ at the end of iteration k when: (a) λ has
never been halved in step 1 or 2 and (b) the number of inner iterations performed by the R-ACG
subroutine in step 1 is less than 250.
5.1 Performance of the R-AIPP method as a nonconvex optimization solver
This subsection examines the performance of the R-AIPP as a nonconvex optimization solver.
Several instances of the quadratic programming (QP) problem
min
{
g(z) := −γ
2
‖DB(z)‖2 + c
2
‖A(z) − b‖2 : z ∈ Pn
}
(49)
were considered, where A : Sn+ 7→ ℜl and B : Sn+ 7→ ℜn are linear operators defined coordinate-wise
by
[A(z)]i = 〈Ai, z〉F for Ai ∈ ℜn×n and 1 ≤ i ≤ l, (50)
[B(z)]j = 〈Bj , z〉F for Bj ∈ ℜn×n and 1 ≤ j ≤ n, (51)
D ∈ ℜn×n is a positive diagonal matrix, b ∈ ℜl×1, (ξ, τ) ∈ ℜ2++, and Pn denotes the n-dimensional
spectraplex, i.e.
Pn :=
{
z ∈ Sn+ : tr(z) = 1
}
. (52)
The entries of Ai, Bj, and b (resp., D) were generated by sampling from the uniform distribution
U [0, 1] (resp., U [1, 1000]). In the first set of results below, the scalars γ > 0 and c > 0 were
appropriately chosen so that an instance corresponding to a pair of parameters (M,m) ∈ ℜ2++ was
generated with M = λmax(∇2g) and −m = λmin(∇2g). In all R-AIPP variants, we set an auxiliary
parameter σ = 0.3 and the R-AIPP scalar parameters (ξ, θ1, θ2, τ) = (1, 2/(1 − σ), σ/2, 1/5).
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All algorithms used the initial starting point z0 = In/n, where In is the n-dimensional identity
matrix, and were run until a pair (z, v) was generated satisfying the condition
v ∈ ∇g(z) +NPn(z),
‖v‖
‖∇g(z0)‖+ 1 ≤ ρ¯ (53)
for a given tolerance ρ¯ > 0. Here, NX(z) denotes the normal cone of a set X at z, i.e. NX(z) =
{u ∈ ℜn×n : 〈u, z˜ − z〉 ≤ 0,∀z˜ ∈ X}.
The tables below present results obtained with ρ¯ = 10−7 and with different choices of the
curvature pair (M,m), dimension pair (l, n), and density level. All methods converged to the same
objective value, which is given in the g¯ column. The bold numbers in each table highlight the
algorithm that performed the most efficiently in terms of iteration count or total runtime. All of
the runs using the R-AIPP method terminated with success and hence the AIPP method was not
called as an additional routine to solve (49). All four algorithms described at the beginning of this
section were implemented in MATLAB 2018a scripts and were run on Linux 64-bit machines each
containing Xeon E5520 processors and at least 8 GB of memory.
In the first set of tables, the dimensions were set to be (l, n) = (50, 20) and the submatrices
Ai, Bj to be fully dense.
Size
g¯
Iteration Count Runtime (s)
M m AG AIPPc AIPPv1 AIPPv2 AG AIPPc AIPPv1 AIPPv2
10 1 -1.27E-01 2198 5206 4802 516 6.53 25.45 21.37 2.07
100 1 -7.77E-02 8035 12757 10609 1548 21.31 56.21 39.14 5.53
1000 1 2.82E-02 23647 12651 10104 3445 62.37 52.92 35.58 12.01
10000 1 6.05E-01 14838 4387 2919 2845 38.97 18.09 10.22 9.92
100000 1 6.28E+00 14008 2269 1825 2073 36.80 9.35 6.36 7.23
1000000 1 6.31E+01 13933 2686 2739 2477 36.48 11.10 9.67 8.65
Table 1: Numerical results with dense matrices Ai, Bj .
Size
g¯
Iteration Count Runtime (s)
M m AG AIPPc AIPPv1 AIPPv2 AG AIPPc AIPPv1 AIPPv2
1000000 1000000 -2.66E+05 137 405 180 84 0.30 2.02 0.55 0.31
1000000 100000 -1.27E+04 2582 5718 972 614 5.61 23.04 2.87 1.88
1000000 10000 -7.77E+02 8962 13693 1590 1548 19.49 49.93 4.71 4.64
1000000 1000 2.82E+01 24764 12999 2704 3445 53.05 45.78 7.96 10.15
1000000 100 6.05E+01 14945 4387 2719 2845 32.31 15.42 8.04 8.45
1000000 10 6.28E+01 14017 2269 2735 2073 33.94 8.48 8.21 6.16
Table 2: Numerical results with dense matrices Ai, Bj .
In the second set of tables, the dimensions were set to be (l, n) = (50, 200) and only 2.5% of
the entries of the submatrices Ai, Bj having nonzero entries.
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Size
g¯
Iteration Count Runtime (s)
M m AG AIPPc AIPPv1 AIPPv2 AG AIPPc AIPPv1 AIPPv2
10 1 -3.65E-02 5790 34831 31599 1494 414.67 2558.19 1946.07 78.06
100 1 -1.74E-02 8670 29479 21896 2202 595.41 1742.61 1191.77 116.87
1000 1 2.05E-02 7305 11882 7973 2632 484.70 648.35 389.48 129.56
10000 1 3.67E-01 7064 3844 2317 2165 489.93 207.62 116.01 108.07
100000 1 3.82E+00 7041 1798 1876 2130 396.27 90.36 78.88 91.24
1000000 1 3.84E+01 7039 1852 1887 1675 385.58 91.95 78.45 69.87
Table 3: Numerical results with sparse matrices Ai, Bj .
Size
g¯
Iteration Count Runtime (s)
M m AG AIPPc AIPPv1 AIPPv2 AG AIPPc AIPPv1 AIPPv2
1000000 1000000 -2.06E+05 80 189 109 63 4.50 14.48 5.15 3.55
1000000 100000 -3.65E+03 6576 37631 1571 1762 372.43 2289.26 67.20 76.52
1000000 10000 -1.74E+02 8848 29817 2668 2493 496.79 1610.46 114.01 107.09
1000000 1000 2.05E+01 7320 11882 1896 2632 403.34 621.38 81.43 113.71
1000000 100 3.67E+01 7066 3844 1890 2165 492.16 232.48 94.95 108.61
1000000 10 3.82E+01 7041 1798 1887 2130 491.61 113.89 96.99 108.65
Table 4: Numerical results with sparse matrices Ai, Bj .
In the last set of tables, the dimensions were set to be (l, n) = (50, 400) and only 0.5% of the
entries of the submatrices Ai, Bj having nonzero entries.
Size
g¯
Iteration Count Runtime (s)
M m AG AIPPc AIPPv1 AIPPv2 AG AIPPc AIPPv1 AIPPv2
10 1 -4.41E-02 2112 5763 5244 685 722.26 1897.59 1514.72 171.76
100 1 2.12E-01 3108 6237 4886 1143 1022.29 1774.60 1201.77 271.06
1000 1 2.54E+00 3108 2229 1526 1149 1064.36 616.95 365.88 270.82
10000 1 2.58E+01 3110 1026 890 886 1047.41 280.03 210.58 205.94
100000 1 2.59E+02 3111 896 912 1014 1057.99 249.21 215.80 236.86
1000000 1 2.59E+03 3111 1293 1344 1021 1035.34 350.74 317.03 238.93
Table 5: Numerical results with sparse matrices Ai, Bj .
Size
g¯s
Iteration Count Runtime (s)
M m AG AIPPc AIPPv1 AIPPv2 AG AIPPc AIPPv1 AIPPv2
1000000 1000000 -1.78E+05 75 172 149 57 26.41 72.95 40.14 17.92
1000000 100000 -4.41E+03 2327 6083 950 685 788.71 1953.37 218.02 159.18
1000000 10000 2.12E+03 3145 6289 1377 1143 1077.51 1808.00 319.81 266.85
1000000 1000 2.54E+03 3112 2229 1354 1149 1094.00 607.03 310.01 267.82
1000000 100 2.58E+03 3111 1026 1347 886 1058.42 279.36 315.41 205.34
1000000 10 2.59E+03 3111 896 1344 1014 1102.04 244.41 315.50 235.22
Table 6: Numerical results with sparse matrices Ai, Bj .
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For computational experiments with dimension n > 400, it was observed that searching for
scalars γ > 0 and c > 0, such that M = λmax(∇2g) and −m = λmin(∇2g), was too computationally
intensive. The approach that was used to circumvent this issue was to instead choose the scalars
γ > 0 and c > 0 such thatM = λmax(∇2g+) and −m = λmin(∇2g−) where g+(z) := α‖A(z)−b‖2/2
and g−(z) := −β‖DB(z)‖2/2, which produces a slightly more conservative estimate of the curvature
constants. Below are a set of experiments with the dimensions (l, n) = (50, 1000) and only 0.1%
of the entries in the submatrices Ai, Bj having nonzero entries. Only the results for the AG and
AIPPv2 methods are reported, as the results in the previous tables indicate that the AIPPv2
method usually outperforms the AIPPc and AIPPv1 methods.
Size
G¯
Iteration Count Runtime (s)
M m AG AIPPv2 AG AIPPv2
10 1 -6.80E-02 603 204 1740.45 404.13
100 1 2.28E-01 1969 538 5661.92 986.88
1000 1 2.91E+00 2312 662 6633.02 1199.69
10000 1 2.97E+01 2347 663 6733.39 1190.67
100000 1 2.98E+02 2351 762 6746.55 1362.91
1000000 1 2.98E+03 2351 916 6783.90 1627.33
Table 7: Numerical results with sparse matrices Ai, Bj .
Size
G¯
Iteration Count Runtime (s)
M m AG AIPPv2 AG AIPPv2
1000000 1000000 -1.08E+05 106 130 320.39 361.83
1000000 100000 -6.80E+03 639 204 1898.39 423.35
1000000 10000 2.28E+03 1995 538 6063.17 1036.06
1000000 1000 2.91E+03 2315 662 7109.12 1267.05
1000000 100 2.97E+03 2348 663 6978.90 1232.98
1000000 10 2.98E+03 2351 762 7172.37 1461.47
Table 8: Numerical results with sparse matrices Ai, Bj .
The three variants of the R-AIPP method generally outperform the AG method when the
curvature ratio M/m is sufficiently large and perform less efficiently when this ratio is small,
similar to the results regarding the AIPP method in [13]. However, the variable stepsize methods,
i.e. the AIPPv1 and AIPPv2 methods, barely degrade in performance when the curvature ratio
decreases and often perform better than the AIPPc and AG methods. This strong performance can
be explained by the bounds in Proposition 4.2. More specifically, both variable stepsize schemes
generally end with a stepsize λ¯ that is significantly larger than 1/(2m), i.e. for some k0 ≥ 1 the
stepsizes λk ≥ λ¯ ≫ 1/(2m) for k ≥ k0. As a consequence, the AIPPv1 and AIPPv2 methods
generally force the quantities ‖vi‖ and ‖wi + zi−1 − zi‖/λi to converge to 0 faster when compared
with the AIPPc method.
5.2 Performance of the R-AIPP as a subroutine in a penalty scheme
This subsection examines the performance of the R-AIPP as a subroutine in a quadratic penalty
scheme to solve linearly constrained nonconvex optimization problems.
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Several instances of the linearly-constrained optimization problem
min
{
f(z) := −α
2
‖DB(z)‖2 : A(z) = b, z ∈ Pn
}
(54)
were considered, where A,B and Pn are as defined in (50),(51), and (52), respectively, and b and
D are of the same dimensions as in the experiments in Subsection 5.1. The vector b was set to
b = A(In/n) and the matrices Ai, Bj ,D were sampled in the same way as the experiments in
Subsection 5.1. The scalar α > 0 was appropriately chosen so that an instance corresponding to a
parameter Lf > 0 was generated with Lf as the Lipschitz constant of ∇f .
The computational results of this subsection report the performance of four methods for solving
(54) based on the quadratic penalty scheme (QPS) outlined in the Introduction. Their differences
lie in the algorithm used to approximately solve the generated sequence of quadratic penalty sub-
problems which is chosen to be one of the four methods described at the beginning of this section.
More specific details about the QPS underlying the four methods are as follows. The penalty
parameter c for the kth subproblem was set to ck = c02
k−1 where c0 = (10
3 − 1)Lf/‖A‖22. Each
subproblem was approximately solved in the sense that, for some ρ¯ > 0 and initial iterate z0 ∈ Pn,
it found a pair (z, v) satisfying (53). If z also satisfied ‖A(z) − b‖/(1 + ‖b‖) ≤ η¯ for some η¯ > 0,
then the QPS terminated; otherwise, a warm-start strategy was used in the sense that z was set
to be the initial iterate of the algorithm for solving the next subproblem. It remains to discuss
how the initial iterate z0 for the first penalty subproblem was chosen. First, three unit vectors
ν1, ν2, ν3 ∈ ℜn and three scalars d1, d2, d2 ∈ ℜ+ were generated by sampling vectors ν˜i ∼ Un[0, 1]
and scalars d˜i ∼ U [0, 1] and setting νi = ν˜i/‖ν˜i‖ and di = d˜i/(∑3j=1 d˜i) for i = 1, 2, 3. The initial
iterate for the first subproblem was then set to z0 =
∑3
i=1 diνiν
T
i ∈ Pn. Note that the curvature
pair associated with the kth penalty subproblem was (m,M) = (Lf , Lf + ck‖A‖22) and hence the
initial curvature ratio M/m was 103 due to the choice of c0. Finally, while solving the penalty
subproblems by the three different R-AIPP variants during the course of the QPS, the parameters
ξ, θ1, θ2, and τ were chosen as described in the previous subsection with the exception of σ which
was set to 10−3 instead of 0.3.
Each table below presents results for different choices of Lf , dimension pair (l, n), and density
level. All methods converged to the same objective value, which is given in the f¯ column. The
same machines and common modes of reporting in the experiments in Subsection 5.1 were used
to generate these results. Similar to the previous subsection, all of the experiments using the R-
AIPP method terminated with success and hence the AIPP method was not called as an additional
routine to solve (54).
In the first set of results, the dimensions were set to be (l, n) = (50, 20) and the submatrices
Ai, Bj to be fully dense.
Lf f¯
Iteration Count Runtime (s)
AG AIPPc AIPPv1 AIPPv2 AG AIPPc AIPPv1 AIPPv2
1000000 -5.51E+03 44553 67576 40178 19874 87.68 182.31 88.86 44.14
100000 -5.51E+02 44553 67576 26204 19874 87.77 182.64 58.33 44.43
10000 -5.51E+01 44550 67576 16149 19874 87.82 182.60 35.71 44.23
1000 -5.51E+00 44525 67488 16402 19874 87.22 181.87 36.31 44.47
100 -5.51E-01 44284 67400 14572 19874 96.43 195.28 34.38 47.16
10 -5.51E-02 42316 67095 13498 18219 94.90 197.18 32.28 43.08
Table 9: Numerical results with dense matrices Ai, Bj .
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In the second set of results, the dimensions were (l, n) = (50, 100) and only 0.15% of the entries
in Ai, Bj were set to be nonzero.
Lf f¯
Iteration Count Runtime (s)
AG AIPPc AIPPv1 AIPPv2 AG AIPPc AIPPv1 AIPPv2
1000000 -5.02E+04 517118 131591 66928 47882 3183.12 805.46 366.31 260.52
100000 -5.02E+03 517100 131591 33233 47882 3327.84 821.75 186.71 268.01
10000 -5.02E+02 516932 131591 19934 47882 3219.75 802.58 108.69 260.37
1000 -5.02E+01 515253 131198 47417 47882 3213.86 802.67 258.93 260.57
100 -5.02E+00 501323 129230 26060 47129 3155.16 794.34 141.76 256.90
10 -5.02E-01 402317 121046 34406 44143 2555.02 742.55 187.28 240.53
Table 10: Numerical results with sparse matrices Ai, Bj .
In the third set of results, the dimensions were (l, n) = (50, 300) and only 0.025% of the entries
in Ai, Bj were set to be nonzero.
Lf f¯
Iteration Count Runtime (s)
AG AIPPc AIPPv1 AIPPv2 AG AIPPc AIPPv1 AIPPv2
1000000 -5.65E+04 133925 59571 24683 27804 9596.93 3605.95 1337.76 1555.00
100000 -5.65E+03 133917 59571 20064 27804 9606.22 3604.93 1090.97 1556.03
10000 -5.65E+02 133831 59571 28013 27804 9559.68 3608.03 1543.31 1557.09
1000 -5.65E+01 132986 59446 12124 27804 9497.95 3594.70 661.60 1555.68
100 -5.65E+00 125327 58273 10825 27433 8937.87 3529.98 592.73 1534.72
10 -5.65E-01 85787 51154 12917 25484 6502.32 3098.95 718.25 1430.50
Table 11: Numerical results with sparse matrices Ai, Bj .
From the above results, we can conclude that the R-AIPP generally outperforms the AGmethod,
as a quadratic penalty-based solver subroutine, with the best performance coming from the variable
stepsize variants.
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Appendix
Lemma 5.1. The R-ACG algorithm terminates (with success or failure) in at most
max
(⌈
2
√
2(1 + ξ)Lθ1(
√
θ1 +
√
θ1 − 2)
θ1 − 2
⌉
,
⌈
2
√
2(1 + ξ)L(1 +
√
2θ2)√
2θ2
⌉)
(55)
iterations.
Proof: Assume that the R-ACG algorithm has not declared failure before the ℓth iteration where
ℓ is the quantity in (55). Let (σ1, σ2) = ((θ1 − 2)/θ1, 2θ2), let i ∈ {1, 2} be arbitrary, and remark
that (34) together with (55) imply that
Aℓ ≥ ℓ
2
4L
≥ 2(1 + ξ)(1 +
√
σi)
2
σi
. (56)
Moreover, note that (56), in particular, implies 0 < (2/Aℓ) < 1. Hence, combining the triangle
inequality, (30), (56), and the relation (a+ b)2 ≤ 2(a2 + b2) for all a, b ∈ ℜ, we obtain
‖uℓ‖2 + 2ηℓ ≤ max{1/A2ℓ , 1/(2Aℓ)}(‖Aℓuℓ‖2 + 4Aℓηℓ)
≤ max{1/A2ℓ , 1/(2Aℓ)}(2‖Aℓuℓ + xℓ − x0‖2 + 2‖xℓ − x0‖2 + 4Aℓηℓ)
≤ 2max{1/A2ℓ , 1/(2Aℓ)}(1 + ξ)‖xℓ − x0‖2
=
1
2
max{(2/Aℓ)2, 2/Aℓ}(1 + ξ)‖xℓ − x0‖2
≤ σi
(1 +
√
σi)2
‖xℓ − x0‖2.
On the other hand, using the triangle inequality and the fact that (a+ b)2 ≤ (1+ s)a2 +(1+1/s)b2
for every a, b ∈ ℜ and s > 0, we obtain
‖xℓ − x0‖2 ≤ (1 +√σi)‖x0 − xℓ + uℓ‖2 +
(
1 +
1√
σi
)
‖uℓ‖2.
Combining the previous estimates, we then conclude that
‖uℓ‖2 + 2ηℓ ≤ σi
1 +
√
σi
‖x0 − xℓ + uℓ‖2 +
√
σi
1 +
√
σi
‖uℓ‖2, (57)
which is equivalent to
‖uℓ‖2 + 2(1 +√σi)ηℓ ≤ σi‖x0 − xℓ + uℓ‖2. (58)
Now, when i = 1, the definition of ψ in (24), the inequality (31), and the inequality (58) imply
φ˜(x0)− φ˜(xℓ) ≥ 〈uj , x0 − xℓ〉 − ηℓ + 1
2
‖xℓ − x0‖2
≥ 1
2
[
‖x0 − xℓ + uℓ‖2 −
(
‖uℓ‖2 + 2ηℓ
)]
≥ 1− σ1
2
‖x0 − xℓ + uℓ‖2
=
1
θ1
‖x0 − xℓ + uℓ‖2
which immediately implies (33). On the other hand, when i = 2, (58) directly implies (32). As a
consequence, at iteration ℓ, the method will terminate with success if it has not already terminated
with failure.
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