The efficacy (E) of a forcing is a measure of its capacity to generate a temperature response in the earth's system. Most Coupled Model Intercomparison Project Phase 5 (CMIP5) climate models assume that the efficacy of a solar forcing is close to the efficacy of a similar sized Green House Gas (GHG) forcing. This paper examines the possibility that a change in short wave solar forcing may more readily contribute to ocean heat content (OHC) than a similar change in long wave GHG forcing. If this hypothesis is shown to be correct, then it follows that equilibrium restoration times at the top of the atmosphere (TOA) are likely to be considerably faster, on average, for a change in GHG forcing than for a similar change in solar forcing. A crude forcings model has been developed that matches almost perfectly (R2=0.89) the National Oceanic and Atmospheric Administration (NOAA) temperature series from 1880 to 2010. This model is compared to and performs much better over this period than the United Kingdom Met Office's (HadGEM2) contribution to the CMIP5 (R 2 =0.16). It is concluded, by implication that the efficacy of a GHG forcing is likely to be considerably lower than the efficacy of a similar sized solar forcing.
Introduction
If for any reason the efficacy of a GHG forcing (E (GHG) ) can be shown to be significantly lower than E (Solar) then it should be possible to develop an Energy Balance Model (EBM) that explains the temperature history of the last century or more far more accurately than is currently possible. One possible reason for this difference in efficacy could be the large difference in water absorption between long wave GHG energy and short wave solar energy.
It is the current generally accepted belief that (E (GHG) ) in the earth's system is approximately equal to or slightly higher than E (Solar) . This belief is examined in this paper and is discussed in the Intergovernmental Panel on Climate Change (IPCC) Fifth Assessment Report (AR5) [1] . The IPCC's Fourth Assessment Report (4AR) [2] , also, concludes that short wave solar forcing has a slightly lower (E (Solar) = (0.7 to 1.0) x E (GHG) ) efficacy than long wave GHG forcing due to geographical and vertical distribution.
Forster [3] , make the case that "Effective Climate Forcing" (ERF) is a much more useful way of estimating climate sensitivity than conventional; one size fits all, Radiative Forcing (RF). They make their case succinctly in the following quote;
" It follows that a shorter response time at the TOA produces a lower climate sensitivity. Hansen [4] confirm and support this by saying "On a planet with no ocean or only a mixed layer ocean, the climate response time is proportional to climate sensitivity. ……….. Hansen et al (1985) show analytically, with ocean mixing approximated as a diffusive process, that the response time increases as the square of climate sensitivity."
If it can be shown that the restoration of the flux imbalance at the TOA is quicker, on average, for a perturbation in GHG forcing than it is for a similar perturbation in solar forcing, then this would imply a lower climate sensitivity for GHG forcing than solar forcing.
The earth has an ocean and it is established physics that Long wave Radiation from GHGs only penetrates the oceans to a depth of a fraction of a millimetre. 99% of the long wave radiation reemitted by GHGs is absorbed in pure water in the first 0.015mm of the surface. This can be calculated using the following equation; I = I o x e -µL
(1) Where "I" is the Intensity at depth "L", I o is the original Intensity, and "µ" is the absorption coefficient in water for GHG energy centred on a wavelength of 15µm (µ= 10 ). The oceans are virtually opaque to these wave lengths. By comparison pure water is almost totally transparent to short wave solar radiation. Light absorption by pure water has been measured by an integrated cavity absorption meter. ), light drops to one thousandth of its original intensity after travelling about 1570 meters in pure water.
I propose that this large difference in absorption will have some effect on flux imbalance restoration times at the TOA. Despite this matter being pivotal to any understanding of the earth's climate response to increasing Anthropogenic GHGs (AGHG), I have been unable to find any literature supporting the generally held position that solar forcing and GHG forcing have approximately the same efficacy after the ocean/atmosphere interface has been considered.
It has been suggested that the top fraction of a millimetre of the ocean is heated by the long wave radiation (LWR) reemitted by GHGs and that this either acts as a blanket slowing the release of energy to the atmosphere or alternatively is comprehensively mixed by wave action and that these entirely different mechanisms warm the oceans almost exactly the same amount as solar energy which is transported radiatively to a depth of many meters..
Not only is it highly improbable that these entirely different mechanisms would have almost exactly the same effect on OHC, it can, also, be shown by means of a simple experiment, "Appendix 1", that nearly all the Long Wave GHG energy is returned almost immediately to the atmosphere and space as latent heat of evaporation.
It is apparent that the situation described in Forster [3] is relevant to GHG forcing. In short, the" Effective Climate Forcing" of a GHG change is likely to be considerably less than the "Effective Climate Forcing" of a similar solar change.
Forster [5] find evidence of a possible as yet undisclosed negative long wave radiation feedback. This evidence would be neatly explained if the large difference in water absorption between GHG radiation and solar radiation resulted in shorter TOA forcing restoration times for a change in GHG forcing as is indicated in "Appendix 1".
As further support for this I propose a crude EBM that reproduces almost perfectly the NOAA temperature history from 1880 to 2010 (R 2 =0.89). As far as I know the accuracy of this model is unprecedented and gives further support to the hypothesis that E (Solar) is considerably higher than E (GHG) . The model is described below.
Energy Balance Model (EBM)
A crude EBM has been developed that performs significantly better than the HadGEM2 CMIP5 model at reproducing temperature. This is evident through visual inspection of the models, figure 1 verses figure 2, and also through comparison of R It follows that as long as we have a physical basis for E (GHG) being a lot lower than E (Solar) then the temperature history of the last decade, century and millennium can be accurately explained giving us increased confidence in future predictions. A possible physical basis for this is demonstrated in "Appendix 1". 
Discussion

Discussion A
It is important to understand the concept of a tuning parameter or model plug. These tuning parameters are changed, often arbitrarily, in an attempt to make the model more closely fit the available data or other desired properties as described in Mauritsen [7] be seen by the wide range of values given to these two inputs in the models. That ocean energy diffusion is treated as a tuning parameter can be seen by the wide range in the ratio of transient climate response (TCR) to equilibrium climate response (ECR) of between 0.4 and 0.8 (average 0.57), Cohen-Tanugi [8] , for the 18 models for which both values are provided in the 4AR report. Aerosols are also a tuning parameter as can be seen by the range in forcing used in an attempt to maximise the various models fit with measured temperatures and other desired properties. Below is a quote from the U.S. Government (9) ." One area that the CMIP5 models do not treat as a tuning parameter is the difference between E (Solar) and E (GHG) . They, in fact, treat the approximate equivalence of these two factors as a desired property based on the vertical and geographical distribution of these two forcings in the atmosphere and tune their models to suit. They do not take account of the large difference in water absorption between long wave radiation and short wave radiation as can be seen from the following quotes from the 4AR and AR5. Here is the relevant quote from the IPCC's 4AR, WG1, chapter 2.8. (Fig 1) differs in that it treats the difference between E (Solar) and E (GHG) as a tuning parameter with the only desired property being that E (GHG) be smaller than E (Solar) . It is of interest that this is the only Energy Balance Model (EBM) that can accurately model the measured temperature record from 1880 to 2010. All other EBMs fail unless they use extreme and atypical internal variability to explain the current temperature hiatus.
If we assume that internal variability explains most of the difference between the modelled and actual temperature from the HadGEM2 CMIP5 model in This has been approximated in Fig 3. It should be noted that the internal variability factor in Fig 1, shows regular peaks and troughs that are related to the AMO and PDO as would generally be expected. The implied internal variability from the HadGEM2 CMIP5 model in Fig 2, on the other hand, is atypical and is similar to the differenced internal variability for the CMIP 5 full set found in Mann [9] . Mann [9] gives an explanation for the atypical nature of this curve and is rebutted by Lewis [10] . In this context the term "atypical" refers to the almost total lack of any apparent internal variability in the first half of the 20 th century followed by large unexplained swings of 60 years or more to 2010 as seen in Figure 3 . it with the HadCRUT4 temperature series, extrapolated to 2020. The red line is the internal variability used in the model Figure 1 .
The CMIP5 models, effectively, need to use internal variability as a tuning parameter to help them match the measured temperature, particularly the atmospheric temperature hiatus of the last 15 to 18 years. This may be legitimate but appears to be inconsistent with the following two points and will need more study to define any limits. 1 The AR5 indicates that 10 to 15 year cooling or warming periods can be attributed to internal variability which is more consistent with the model Figure 1 , than the HadGEM2 model. Leuliette. This is not consistent with the increasing subsurface ocean heat uptake needed to balance the HadGEM2 model with measured temperatures in the last 10 years, but is consistent with long wave GHG radiation being almost totally absorbed within the evaporation layer of water.
Discussion B
Radiative transfer is significantly affected by oceanic pigment as discussed by Gordon [14] and Morel [15] . Ohlmann [16] showed that the heating rate of a 20 meter mixed layer can be changed by about 0.33°C per month by a solar radiative penetration that can reach 40w/m 2 in the tropical ocean. Siegel [17] concluded that a 10 w/m 2 change in penetrative solar flux at 20 meters can result from a 0.10 mgm -3 change in phytoplankton concentration. These changes in radiative absorption have a significant effect on OHC and are approximated in the CMIP5 models for both GHG radiation and solar radiation. The energy from these two vastly different radiative sources is then diffused by various methods, but importantly, is treated the same for the purpose of this diffusion process.
What the CMIP5 models don't do is allow for the fact that the long wave GHG energy is almost entirely absorbed in the evaporation layer of water while solar energy is not. In general, if a photon of energy is absorbed by a water molecule it increases the velocity of that molecule. This increase in velocity may cause the molecule to break the surface tension of the water body or it may not. If the surface tension of the water is broken then evaporation occurs and both the introduced and original energy of the molecule is lost to the water body and that body is evaporatively cooled.
If, on the other hand, the molecule does not break the surface tension of the water body for any reason, including that it is too far from the surface, then the introduced energy remains in the water and warms that water.
If this is an accurate representation of what happens then it follows that down Long Wave Infrared Radiation (LWIR) could have a slight cooling effect in warmer water, and for colder water a slight warming effect.
The overall effect of this on the earth's OHC is difficult to quantify. What can be said is that LWIR from GHGs will have a different and smaller effect on OHC than a similar amount of solar radiation as the LWIR is nearly totally absorbed in the evaporation layer while nearly all short wave solar radiation is not.
Model Inputs
The input parameters for my model in Figure 1 are outlined below and were calculated on a best fit basis. They were limited to GHGs, solar, aerosols and an adjustment for internal variability based on a combination of the Atlantic Multidecadal Oscillation (AMO) and the Pacific Decadal Oscillation (PDO). These parameters can be changed on a best fit basis as other inputs are changed, added or improved and are outlined below.
Solar
There are two distinctly different types of solar forcing. 1. Changes in solar forcing that result from changes in Total Solar Irradiance (TSI) at the sun's surface, as usually measured by sunspot number, that are subject to any solar multiplier effects. Cosmic rays are the most commonly mentioned possible solar multiplier and are discussed in detail in Shaviv [18] . 2. Changes in solar forcing that are caused by changes in albedo in the earth's system. Examples of this are volcanic activity and the Milankovich cycles that do not provoke any solar multiplier effect. These are discussed in Annan [19] and are the basis for many sensitivity studies. The first type of solar forcing (Type 1 above) has a significant impact on the NOAA temperature series in Figure 1 and is, therefore, included in the model (Figure 1) . The climate sensitivity to type 1 solar forcing at the earth's surface, as a best fit for the model (Figure 1) , is 1.4°C/wm -2 . Hansen [4] found that between 60% and 90% of eventual equilibrium temperature is returned to the earth's atmosphere in the first 100 years (average 0.57) for the 18 models for which both values are provided in the 4AR [9] report. The input to the model (Figure 1) for the last millennium to 1850. Schmidt [21] is consistent with this range being less than 0.3wm -2 for this period, after an adjustment for albedo and geometry of 17%. This solar forcing is the main contributor to the 0.8°C to 1.1°C range in temperature observed over this period. See Esper [22] , Ljungqvist [23] , Moberg [24] and Loehl [25] for the relevant temperature series. The simulated Paleoclimate Modelling Intercomparison Project Phase 3 (PMIP3)/CMIP5 multi-model mean gives a simulated range in temperature, after isolated spikes due to volcanic activity have been removed, of 0.3°C (AR5 [26] ) over this period which is not consistent with the temperature series given above or the approximately 0.8°C range featured in the AR5 [26] temperature reconstruction. This inconsistency manifests as a 0.5°C difference lasting for hundreds of years during the Middle Warming Period at around 1000AD. This is dismissed without reference as internal variability in the AR5. The PMIP3/CMIP5 multi-model mean is, likely, not consistent with these temperature reconstructions because it's E (Solar) is too low.
The climate sensitivity to a change in solar forcing, 1.4°C/wm -2 , used as an input to the model (Figure 1 ) can, therefore, be said to have a solid real world basis, and appears to be considerably more realistic than the PMIP3/CMIP5 multi-model mean over the last 1000 years.
The solar forcing history since 1880 was taken from Lean [27, 28] . From 2001 data from the Physikalisch Meteorologsches Observatorium Davos (PMOD/WRC) are used. See Frohlich [29, 30] for a description of the PMOD/WRC data. Twenty year lags are crudely allowed for by taking 25% of the current reading and adding 66% of the reading 10 years previous and 9% of the reading 20 years previous as outlined in Hansen [4] . The actual input to the model is listed in "Appendix 2".
Aerosols
The AR5 [31] gives an aerosol forcing in 2010 of -0.9 (-1.9 to -0.1) wm -2 . The uncertainty given is (5% to 95%).
The total aerosol cooling used on a best fit basis in the model (Figure 1 ) for 2010 is -0.2°C which is at the low end of the AR5 [31] estimates but still within their range. A low estimate is consistent with the current temperature hiatus occurring at a time when atmospheric aerosols are falling (Mishchenko [32] ) and there being more warming in the northern hemisphere than the south despite more industrial aerosol cooling occurring in the north.
The history of aerosol cooling from 1880 to 2010 was taken from Stern [33] and was based on sulphate estimates only with an uncertainty implied of ±8%. The actual inputs to the model (Figure 1 
Internal Variability
Internal variability is not considered to be a forcing as it will always even out over time. Because the relationship between E (Solar) and E (GHG) is not known these parameters in the model (Figure 1) can be varied on a best fit basis to suit more accurate estimates of internal variability as our knowledge increases.
A crude history of internal variability was calculated by adding the PDO and AMO indexes from 1880 to 2010. A best fit for the model (Figure 1 ) in degrees Celsius was found by dividing this combined index by 7.7. The actual inputs to the model (Figure 1 ) are listed in "Appendix 2".
Green House Gases
The GHG forcing parameter used is about 0.35°C/wm 2 or 1.3°C for CO2 doubling. This was done on a best fit basis and assumed that equilibrium and transient temperature were approximately the same due to the oceans being virtually opaque to long wave GHG radiation. See "Appendix 1".
The GHG forcing history over the 1880 to 2010 period was calculated as described in "Appendix 3" and included all the anthropogenic GHGs not just CO2. The actual inputs used in the model (Figure 1 ) are listed in "Appendix 2".
Conclusion
The accuracy of the model (Figure 1 ) (R 2 =0.89) since 1880 gives support to my proposition that E (GHG) is likely to be considerably lower than E (Solar) . That there is a physical basis for this is also discussed in the introduction and confirmed by the simple experiment in "Appendix 1".
It is established physics that the oceans are opaque to the long wave radiation reemitted by GHGs while short wave solar radiation readily transports energy to a depth of many meters. Long wave GHG radiation is quickly returned to the atmosphere and, eventually, space as latent heat of evaporation as is demonstrated in "Appendix 1". If established, this fact can only lead to the conclusion that a Radiative flux imbalance at the TOA caused by increasing GHGs will likely be restored to balance more quickly than a similar sized flux imbalance caused by changes in solar radiation.
It follows that climate sensitivity to changes in GHG forcing is likely to be considerably lower than for similar changes in solar forcing. It is becoming increasingly obvious that no model, with a solid physical basis, can accurately track the slope of the temperature increase from 1910 to 1940, the cooling from 1940 to 1970, the slope of the increase from 1970 to 1998, and the current temperature hiatus without assuming E (GHG) is considerably lower than E (Solar) . WIT 
Appendix 1
The experiment outlined in appendix 1 is based on and reproduces the work of Konrad Hartmann and Roger Tattersal. I have conducted the experiment myself and confirmed their results, but have used their results in this paper. . I have no reference to the original paper and suggest that it is the result of the test that is critical to this paper. Any reader is free to conduct the test as described.
Where water is free to evaporate, test "A" shows that back radiation from GHGs will have a negligible effect on the heat content of that water. Test "B" shows that nearly all the energy from an increase in back radiation from GHGs is returned to the atmosphere as latent heat of evaporation. It follows that any Radiative flux change at the TOA will likely be restored more quickly if it is caused by a change in GHG forcing than if it is caused by a change in solar forcing.
Konrad: Empirical test of ocean cooling and back radiation theory
What follows is an edited version of the Konrad experiment design, results, comment and interpretation. I would encourage others to conduct similar experiments to check these results. The results appear to show the measurable difference between reflecting Long Wave Infrared Radiation (LWIR) back to warm water when it is free to evaporatively cool and when it can only cool through conduction and radiation.  Move over the surface of the water. (The use of the IR window is to ensure that air flow is similar over each water container.)  Position the computer fans to blow across the water surface of each container, but do not turn on.  Fill jug with warm water, stir, then fill each water container from the bucket.
I used water around 40C as the ceiling was around 18C not a 3k sky.  When an equal amount of water is in each container, turn on the computer fans.
Figure A.1: Experimental Method  Observe the temperature change over time for each tank. Less than half an hour both tanks cool at the same rate (TEST A).  Now the important bit -Repeat the experiment, but this time lay a small sheet of cling wrap on the surface of the water in each water tank. This allows cooling through radiation and conduction but prevents evaporation. You do not need the computer fans on in this test. You should be able to observe that while both containers cool slower than before, water under the IR reflector cools slowest (TEST B).
Interpretation
In TEST A the water cools more quickly, however the two water containers temperatures remain very close to each other over time. This indicates that backscattered LWIR has a very limited effect on the rate of cooling for water when it is free to evaporatively cool. In TEST B both water containers cool more slowly than Test A, but a divergence in temperature between the two water containers is readily detectable. slow the rate at which that material cools, if radiation and conduction are the only methods for cooling.
Test A represents the evaporative cooling conditions in the real oceans. . From what I have observed, backscattered LWIR can slow the rate at which substances cool. However in the case of liquid water that is free to cool evaporatively this effect is dramatically reduced. It would appear that including the oceans in the percentage of Earth's surface that could be affected by backscattered LWIR may be a serious error. Earth's oceans cover 71% of the planet's surface. If backscattered LWIR cannot measurably affect liquid water temperature, then E (GHG) is likely to be considerably lower than E (Solar) . 
Results
Appendix 2
Below are the four inputs to the model ( Figure 1 ). All inputs are translated into their effect on the earth's transient temperature in degrees Celsius.
WIT 
Appendix 3
The history of GHG forcing since 1880 was calculated as follows.  A preindustrial CO2 concentration of 280ppm was assumed. CO2 concentrations since 1880 were taken from the IPCC pre 1960 and from Mauna Loa after 1960.  CO2 Forcing was calculated using the widely accepted formula ; F = 5.35 x ln(C/C 0 )wm forcings bar graphs, the CO 2 forcing was then multiplied by 1.66 to give the total forcing of all the AGHGs (NO 2 , CH 4 , Halogens etc.)
