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Abstract
For a given real entire function ϕ with finitely many nonreal zeroes in the class U∗
2n
, n > 0,
we establish a connection between the number of real zeroes of the functions Q[ϕ] = (ϕ′/ϕ)′
and Q1[ϕ] = (ϕ
′′/ϕ′)′. This connection leads to a proof of the Hawaii conjecture [T.Craven,
G.Csordas, and W. Smith, The zeroes of derivatives of entire functions and the Po´lya-Wiman
conjecture, Ann. of Math. (2) 125 (1987), 405–431] stating that the number of real zeroes of
Q[ϕ] does not exceed the number of nonreal zeroes of ϕ if ϕ is a real polynomial.
Introduction
In this paper, we investigate the real critical points of logarithmic derivatives of real entire function,
ϕ(z), in the class L − P∗ (the class of functions of the form f(z) = eaz2g(z) where a > 0 and g is a
real entire function of genus at most 1, see also Definition 1.5). For a given real entire function ϕ,
the derivative of its logarithmic derivative is as follows
Q[ϕ](z)
def
=
d
dz
(
ϕ′(z)
ϕ(z)
)
=
ϕ(z)ϕ′′(z)− (ϕ′(z))2
(ϕ(z))2
, where ϕ′(z) =
dϕ(z)
dz
.
So we are interested in the distribution of real zeroes of this function.
In [5], G. Csordas, T.Craven and W. Smith, via J. v. Sz. Nagy [18], attributed to Gauss the
enquiry1 about finding a relationship between the number of nonreal zeroes of ϕ and the number of
real zeroes of the function Q[ϕ] in the case when ϕ is a real polynomial. They proved the following
result for entire functions in the class L − P∗ [5].
Theorem A ([5, Theorem 1]). Let ϕ ∈ L −P∗. Suppose that the order of ϕ is less than 2
and that ϕ has exactly 2m, m > 0, nonreal zeroes. Let σ ∈ R. Then the following statements are
equivalent.
∗The work was supported by the Sofja Kovalevskaja Research Prize of Alexander von Humboldt Foundation.
Email: tyaglov@math.tu-berlin.de
1For the history of Gauss’ enquiry, see [12].
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(a)
(
d
dz
+ σ
)
ϕ(z) ∈ L −P;
(b) (i) ZR(Q) = 2m, and (ii) if ζ1 6 ζ2 6 . . . 6 ζ2m are the real zeroes of Q[ϕ], then ϕ
′/ϕ(ζ2j−1) 6
−σ and ϕ′/ϕ(ζ2j) > −σ, 1 6 j 6 m, and ϕ(z) 6= 0 for ζ2j−1 6 z 6 ζ2j , 1 6 j 6 m;
where ZR(Q) denotes the number of real zeroes of Q[ϕ], counting multiplicities.
Thus, if for some σ ∈ R, the polynomial σp(z)+ p′(z) has only real zeroes, then by Theorem A,
the function Q[p](z) has exactly 2m real zeroes.
In light of Theorem 1.1, G. Csordas, T.Craven and W. Smith [5] stated the following conjecture,
which was recently nicknamed by T. Sheil-Small the Hawaii conjecture [20] (see also [7]).
The Hawaii conjecture. If a real polynomial p has precisely 2m nonreal zeroes, then
ZR(Q) 6 2m,
where ZR(Q) denotes the number of real zeroes of Q[p], counting multiplicities.
In [7], Csordas writes that this conjecture could also have been stated for entire functions in
the class L − P∗.
Thus, the Hawaii conjecture, if it is true, gives an exhaustive answer on the question of a
relationship between the number of nonreal zeroes of the polynomial p and the number of real
zeroes of the function Q[p].
In [20, Chapter 9], T. Sheil-Small suggests several appealing ideas concerning this conjecture.
He writes in his preface: ”As this conjecture relates closely to the topological structure formed by
the level curves on which the logarithmic derivative is real, it is a problem of fundamental interest
in understanding the structure of real polynomials”. In particular, Sheil-Small showed that the
conjecture holds when
• the polynomial p has exactly 2 non-real zeroes;
• the level set Im
(
p′(z)
p(z)
)
< 0, in the upper half-plane, is connected;
• the polynomial p has purely imaginary zeroes and the degree of p is 2, 4, 6, 8 or 10.
In [9], K.Dilcher and K. Stolarsky investigated the relationship between the distribution of
zeroes of a polynomial, p(z), and those of the ”Wronskian of the polynomial”, Wp(z), where
Wp(z)
def
= p(z)p′′(z)− (p′(z))2. K.Dilcher and K. Stolarsky established several general properties of
the polynomial Wp(z) and its zeroes. For example, they showed that if d is the minimum distance
between two consecutive real zeroes of p(z), then the imaginary part of the zeroes of Wp(z) cannot
be less than d
√
3/4 [9, Lemma 2.8].
K.Dilcher [8] studied the geometry of the zeroes of Wp(z) and proved the Hawaii conjecture
for polynomials whose zeroes are sufficiently well spaced [8, Theorem 2.4]. Also he showed that
any real zero of Wp(z), which is not a zero of the polynomial p(z), must lie on or inside the Jensen
circle of some pair of complex zeroes of p(z).
Finally, we also mention that recently J. Borcea and B. Shapiro [4] developed a general theory of
level sets, which may imply the validity of the Hawaii conjecture as a special case. But this approach,
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so far, has not led to a resolution of the Hawaii conjecture. We should note that recently a conjecture
of J. Borcea and B. Shapiro made in [4] was disproved by S.Edwards and A.Hinkkanen [12].
We remark that while the upper bound of the number of real zeroes of Q was only conjectured
recently, the lower bound was known a long time ago, at least in the following special case:
Problem 133 ([13]). Let the real polynomial f(x) have only real zeroes and suppose that the
polynomial f(x) + a, where a ∈ R\{0}, has 2m nonreal zeroes. Prove that the equation(
f ′(x)
)2 − f(x)f ′′(x)− af ′′(x) = 0
has at least 2m real roots.
If p(z) = f(z) + a, then it follows that p has only simple zeroes and exactly 2m nonreal
zeroes. Moreover, p′ = f ′ has only real zeroes. By Problem 133, Q associated with the polynomial
p(z) = f(z) + a has at least 2m real zeroes. In fact, Q has exactly 2m real zeroes [5, Theorem 1].
The hint provided for Problem 133 in [13] suggests using Rolle’s theorem. This approach ultimately
leads us to a more precise result, namely, the following proposition.
Proposition 1. Suppose that the polynomial p has 2m nonreal zeroes and its derivative p′ has 2m1
nonreal zeroes, then Q has at least 2m− 2m1 real zeroes.
Thus, the lower bound of the number of real zeroes of Q can be easily determined. Moreover,
as one can see, this bound depends not only on the number of nonreal zeroes of the polynomial p
but also on the number of nonreal zeroes of p′. However, this simple fact, Proposition 1, was not
well known.
In this paper, we establish the lower bound on the number of real zeroes of the function Q
not only for real polynomials but also for all functions in L − P∗ (Theorem 4.1), so, ipso facto, we
prove Proposition 1 for functions in L − P∗. But the main goal of the present work is to estimate
the number of real critical points of logarithmic derivatives of real entire functions from above.
Despite geometrical importance of this problem, the basic and nearly unique instrument we use
in our investigation is Rolle’s theorem. Virtually, all results received in this paper are nontrivial
consequences of that theorem.
In Section 1, we introduce some definitions and auxiliary (old and new) facts, which we use
throughout the paper. We also introduce a specific property, property A (see Definition 1.24), of
entire functions. Although not every function in L − P∗ possesses property A, for a given func-
tion ϕ ∈ L − P∗, one can always find another function ψ∗ in L − P∗ with property A, which has
the same zeroes and the same associated function Q[ϕ] = Q[ψ∗] (Theorem 1.25).
For a given entire function ϕ we consider the function Q1
def
= Q1[ϕ]
def
= Q[ϕ′] together with
the function Q[ϕ]. In Section 2, we study a relationship between the number of real zeroes of the
functions Q and Q1 on finite intervals.
Section 3 contains a comprehensive account on the distribution of real critical points of logarith-
mic derivatives of entire functions in L − P∗. In Sections 3.1 and 3.2, we obtain further particular
results on the relationship between the number of real zeroes of the functions Q[ϕ] and Q1[ϕ].
Namely, we investigate this relationship on half-infinite intervals free of poles of these functions
and on the entire real axis when the first derivative of ϕ has no real zeroes.
In Section 3.3, we obtain our main result for functions in the class L − P∗ with property A. We
prove the following inequalities, which provide a connection between the number of nonreal zeroes
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of the functions ϕ and ϕ′ and the number of real zeroes of the functions Q[ϕ] and Q1[ϕ]:
2m− 2m1 6 ZR(Q) 6 2m− 2m1 + ZR(Q1).
Here 2m and 2m1 are the number of nonreal zeroes of ϕ and ϕ
′, respectively. These inequalities
together with one technical result mentioned above, Theorem 1.25, allow us to prove the Hawaii
conjecture, Theorem 4.1.
In Section 5, we extend results of Section 3.3 to additional classes of real entire functions of
finite order with finitely many nonreal zeroes.
1 The classes U ∗2n and L − P∗. Definitions and basic properties.
In this section, we give some necessary properties of functions in the classes U∗2n, n > 0, and in
particular, in the class L − P∗ and describe one important subclass of L − P∗.
Definition 1.1 ([1], see also [11, 14]). The function f is said to be in the class V2n, f ∈ V2n, if
f(z) = czde−γz
2n+2+q(z)
ω∏
j=1
(
1− z
αj
)
e
z
αj
+
z2
2α2j
+...+
zl
lαlj , 0 6 ω 6∞.
where γ > 0, q is a real polynomial with deg q 6 2n + 1, l 6 2n + 1, αj ∈ R ∀j,
∑
j |αj |−l−1 <∞,
d is a nonnegative integer, c ∈ R, c 6= 0.
Definition 1.2. The class U2n is defined as follows
U0
def
= V0
U2n
def
= V2n\V2n−2
for n > 0.
Definition 1.3 ([15, 19]). The class U0 is called the Laguerre-Po´lya class L −P .
By the classical results of Laguerre [15] and Po´lya [19] (see also [17] and [16]) ϕ ∈ L − P if and
only if ϕ can be uniformly approximated on disks about the origin by a sequence of polynomials
with only real zeroes. Thus, this fact it follows from this result that the class L − P is closed with
respect to differentiation.
Definition 1.4. The function ϕ is in the class U∗2n if ϕ = pf where f ∈ U2n and p is a real
polynomial with no real zeroes. The class U∗0 is often denoted by L − P∗ (see, for instance, [5, 7]).
The class U∗0 = L − P∗ plays a central role in our investigation. All real polynomials belong to
this class. Also note that each class U∗2n is closed under differentiation (see [11, Corollary 2.12]).
Proposition 1.5. If ϕ ∈ U∗2n, then ϕ′ ∈ U∗2n.
Notation 1.6. For ϕ ∈ U∗2n, by ZC(ϕ) we denote the number of nonreal zeroes of ϕ, counting
multiplicities. If f is a real meromorphic function having only a finite number of real zeroes, then
ZR(f) will denote the number of real zeroes of f , counting multiplicities. In the sequel, we also
denote the number of zeroes of the function f in an interval (a, b) and at a point α ∈ R by Z(a,b)(f)
and Z{α}(f), respectively, thus ZR(f) = Z(−∞,+∞)(f). Generally, the number of zeroes of f on a
set X where X is a subset of R will be denoted by ZX(f).
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1.1 Extra zeroes of functions in U∗2n
Let ϕ ∈ U∗2n. Between any two consecutive real zeroes, say a and b, a < b, of ϕ, ϕ′ has an odd
number of real zeroes (and a fortiori at least one) by Rolle’s theorem. Counting all zeroes with
multiplicities, suppose that ϕ′ has 2r + 1 zeroes between a and b. Then we will say that ϕ′ has 2r
extra zeroes between a and b. If ϕ has the largest zero aL (or the smallest zero aS), then any real
zero ϕ′ in (aL,∞) (and in (−∞, aS)) is also called an extra zero of ϕ′.
Notation 1.7. The total number of extra zeroes of ϕ′ on the entire real axis, counting multiplicities,
will be denoted by E(ϕ′).
Remark 1.8. The multiple real zeroes of ϕ are not counted as real extra zeroes of ϕ′.
It turns out that if a function ϕ ∈ U∗2n has at most finitely many zeroes, then its number of
extra zeroes can be calculated exactly.
Theorem 1.9. Let p be a real polynomial and let ϕ be the function defined as follows.
ϕ(z)
def
= eaz
2n+1+q(z)p(z), a 6= 0 ∈ R, n ∈ N ∪ {0}, (1.1)
where q and p are real polynomials and deg q 6 2n. Then
E(ϕ′) =
{
ZC(ϕ)− ZC(ϕ′) + 2n if deg p = ZC(p),
ZC(ϕ)− ZC(ϕ′) + 2n+ 1 if deg p > ZC(p).
Proof. From (1.1), it is easy to see that ϕ′ has exactly deg p+ 2n zeroes, counting multiplicities.
If ϕ(z) 6= 0 for z ∈ R, then deg p = ZC(p) = ZC(ϕ) and all real zeroes of ϕ′ are extra zeroes.
Therefore, E(ϕ′) = ZC(ϕ) + 2n− ZC(ϕ′).
If ϕ has at least one real zero, then deg p = ZC(ϕ) + r, where r (> 0) is the number of real
zeroes of ϕ, counting multiplicities. Therefore, ϕ′ has exactly ZC(ϕ) + 2n+ r−ZC(ϕ′) real zeroes,
counting multiplicities, r − 1 of which are guaranteed by Rolle’s theorem. Thus, E(ϕ′) = ZC(ϕ) +
2n+ 1− ZC(ϕ′).
In the same way, the following two theorems can be proved.
Theorem 1.10. Let p be a real polynomial and let ϕ be the function defined as follows.
ϕ(z)
def
= eaz
2n+q(z)p(z), a > 0, n ∈ N ∪ {0},
where q is a real polynomial of degree at most2 2n− 1 and p is a real polynomial. Then
E(ϕ′) =
{
ZC(ϕ)− ZC(ϕ′) + 2n− 1 if deg p = ZC(p),
ZC(ϕ)− ZC(ϕ′) + 2n if deg p > ZC(p).
(1.2)
Theorem 1.11. Let p be a real polynomial and let ϕ be the function defined as follows.
ϕ(z)
def
= e−az
2n+2+q(z)p(z), a > 0, n ∈ N ∪ {0}, (1.3)
where q and p are real polynomials and deg q 6 2n+ 1. Then
E(ϕ′) =
{
ZC(ϕ)− ZC(ϕ′) + 2n+ 1 if deg p = ZC(p),
ZC(ϕ)− ZC(ϕ′) + 2n+ 2 if deg p > ZC(p).
2If n = 0, then q(z) ≡ 0.
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We should note that Theorems 1.9, 1.10 and 1.11 are parts of Lemma 2.8 of the work [11]. We
state these parts in terms of our definition of extra zeroes. Another part of Lemma 2.8 in [11]
concerns functions with infinitely many zeroes.
Theorem 1.12 ([11]). Let ϕ be in U∗2n.
• If ϕ has infinitely many positive and negative zeroes, then
E(ϕ′) = ZC(ϕ)− ZC(ϕ′) + 2n.
• If ϕ has infinitely many zeroes but only finitely many positive or negative zeroes, then
ZC(ϕ)− ZC(ϕ′) + 2n 6 E(ϕ′) 6 ZC(ϕ)− ZC(ϕ′) + 2n+ 1.
For functions in the class U∗0 = L − P∗, this theorem was established by T.Craven, G.Csordas,
and W. Smith in [6, p. 325].
1.2 Logarithmic derivatives of entire functions in U2n
Given a function ϕ, the following function
L(z)
def
=
d lnϕ(z)
dz
=
ϕ′(z)
ϕ(z)
is called the logarithmic derivative of ϕ.
The following important fact was proved in [2, Lemma 4].
Theorem 1.13. Let ϕ be a function of class U2n. Then the logarithmic derivative of ϕ has a
representation
ϕ′(z)
ϕ(z)
= h(z)µ(z), (1.4)
where h is a real polynomial, deg h = 2n, the leading coefficient of h is negative, and µ 6≡ 0 is a
function with nonnegative imaginary part in the upper half-plane of the complex plane.
As was shown in [2], if ϕ ∈ U2n has no zeroes, then there can be only three situations.
• ϕ(z) = e−az2n+2+q(z), where a > 0 and q is a real polynomial, deg q 6 2n + 1. Then
ϕ′(z)/ϕ(z) = −a(2n+2)z2n+1+ q′(z) is a real polynomial of an odd degree and, therefore, it
has a real zero β. So one can put
h(z) =
−a(2n+ 2)z2n+1 + q′(z)
z − β and µ(z) = z − β.
• ϕ(z) = eaz2n+1+q(z), where a 6= 0 ∈ R and q is a real polynomial, deg q 6 2n. Then one can
set h(z) = −|a|(2n + 1)z2n + q′(z) and µ(z) = − sign a.
• ϕ(z) = eaz2n+q(z), where a > 0 and q is a real polynomial, deg q 6 2n − 1. Then we set
h(z) = −2naz2n − zq′(z) and µ(z) = −1/z.
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From now on, assume that ϕ ∈ U2n has at least one real zero α0. If ϕ has only finitely
many negative zeroes and ϕ(z) → 0 as z → −∞, then we follow [2] to consider −∞ as a zero
of ϕ. Similarly, we consider +∞ as a zero of ϕ if ϕ has only finitely many positive zeroes and
ϕ(z) → 0 as z → +∞. We arrange the zeroes into an increasing sequence {αj}, where each zero
occurs once, disregarding multiplicity. The range of the subscript j will be M < j < N , where
−∞ 6M < 0 6 N 6 +∞, with αM+1 = −∞ and αN−1 = +∞ in the cases described above.
By Rolle’s theorem, each open interval (αj , αj+1) contains a zero βj of ϕ
′. To make a definite
choice, we take for βj the largest zero in this interval. Each βj occurs in this sequence only once,
and we disregard multiplicity. As was shown in [2], in this case, the function µ in Theorem 1.13
has the following form
µ(z) =
1
z − αN−1
∏
M<j<N−1
1− z/βj
1− z/αj ,
where the factor z − αN−1 is omitted if αN−1 = +∞ or N = +∞, and the factor 1 − z/αM+1 is
omitted if αM+1 = −∞. If for some j ∈ (M,N − 1) we have αj = 0 or βj = 0, then the jth factor
has to be replaced by (z − βj)/(z − αj).
As was shown by Chebotarev [16, p. 310], the function µ as a function mapping the upper
half-plane onto itself may be represented in the form
µ(z) = az + b+
N∑
j=M
Aj
(
1
αj − z −
1
αj
)
, −∞ 6M < N 6 +∞,
where a > 0, b ∈ R, Aj > 0 where the series
N∑
j=M
Aj
α2j
converges.
From this representation it follows that µ′(z) > 0 for every real z 6= αj . In particular, if
ϕ ∈ U0 = L − P , then h(z) ≡ c < 0 in (1.4). Therefore,(
ϕ′(z)
ϕ(z)
)′
= cµ′(z) < 0 for z ∈ R, z 6= αj . (1.5)
Thus, we proved the well-known fact (see, for example, [5, 6]) that the logarithmic derivative of a
function in the Laguerre-Po´lya class is a decreasing function on the intervals where it has no poles.
We use these facts in the next section and in Section 5.
1.3 Derivatives of logarithmic derivatives. Entire functions with property A
Let ϕ ∈ U2n∗ and let the function Q = Q[ϕ] associated with ϕ be defined as
Q(z)
def
= Q[ϕ](z)
def
=
d
dz
(
ϕ′(z)
ϕ(z)
)
=
ϕ(z)ϕ′′(z)− (ϕ′(z))2
(ϕ(z))2
. (1.6)
We note that if ϕ(z) = Ceβz, where C, β ∈ R, then Q(z) ≡ 0. At the same time, all functions of the
form Ceβz belong to the class U∗0 = L − P∗. Hence, we adopt the following convention throughout
this paper.
Convention. If ϕ ∈ L − P∗, then ϕ is assumed not to be of the form ϕ(z) = Ceβz, C, β ∈ R.
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Analogously to (1.6), we introduce the related function
Q1(z)
def
= Q[ϕ′](z)
def
=
d
dz
(
ϕ′′(z)
ϕ′(z)
)
=
ϕ′(z)ϕ′′′(z) − (ϕ′′(z))2
(ϕ′(z))2
. (1.7)
Our interest is concentrated only on the number of real zeroes of the function Q, ZR(Q), and
on bounding this number. Obviously, Q[ϕ] has a finite number of real zeroes if ϕ has a finitely
many zeroes. But generally speaking, Q[ϕ] may have infinitely many real zeroes. However, for the
function ϕ in the class L − P∗, the function Q[ϕ] has also a finite number of real zeroes even if ϕ
has infinitely many zeroes. This fact is essentially known from [5], but we still include the proof
for completeness.
Theorem 1.14. Let ϕ ∈ L − P∗. Then the function Q has finitely many real zeroes.
Proof. By definition, ϕ is a product ϕ = pψ, where ψ ∈ L − P and p is a real polynomial with no
real zeroes. Let deg p = 2m > 0.
If m = 0, then p(z) ≡ const . In this case, ϕ ∈ L −P . But it is well known (see, for example, [5,
6]) that the logarithmic derivative of a function from the Laguerre-Po´lya class is a decreasing
function on the intervals where it has no poles. Therefore, Q(z) < 0 for any real z, which is not a
pole of this function. Thus, if m = 0, then Q has no real zeroes.
We assume now that m > 0. Observe that
Q = Q[ϕ] = Q[p] +Q[ψ].
From this equality it follows that all zeroes of Q are roots of the equation
Q[p](z) = −Q[ψ](z). (1.8)
It is easy to see that if p(z) = a0z
2m + . . . (a0 6= 0), then
Q[p](z) =
−2ma20z4m−2 + . . .
a20z
4m + . . .
.
This formula shows that Q[p](z) → 0 whenever z → ±∞ and Q[p](z) < 0 when z is real and |z|
is sufficiently large. Consequently, there exist two real numbers a1 and a2 (a1 < a2) such that
Q[p](z) < 0 for z ∈ (−∞, a1] ∪ [a2,+∞). But since ψ ∈ L − P , we have Q[ψ](z) < 0 for z ∈ R
outside the zeroes of ψ as we mentioned above. Thus, the right hand side of the equation (1.8) is
positive for all z ∈ R but its left hand side is negative for all z ∈ (−∞, a1] ∪ [a2,+∞). Therefore,
all real roots of the equation (1.8) and, consequently, all real zeroes of the function Q belong to the
interval (a1, a2), and Q(z) < 0 outside this interval and outside the zeroes of ψ. Since real zeroes
of a meromorphic function are isolated, Q has only finitely many real zeroes, as required.
In fact, the number of real zeroes of the function Q associated with functions in the class L − P∗
is even (see Corollary 2).
For functions in the classes U∗2n with n > 1, Theorem 1.14 is not valid. That is, if ϕ ∈ U∗2n
with n > 1 has infinitely many zeroes, then its associated function Q[ϕ] may have infinitely many
zeroes.
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Example 1.15. Consider the function f(z) = eaz
2
sin z with a > 0. It is clear that f ∈ U∗2 and f
has infinitely many real zeroes αk = pik, k ∈ Z. In this case, the function Q[f ] is as follows:
Q[f ](z) = − 1
sin2 z
+ 2a.
Its zeroes are the roots of the equation sin2 z =
1
2a
. For a >
1
2
, this equation has infinitely many
roots:
ζk = ± arcsin 1√
2a
+ pik, k ∈ Z. (1.9)
Thus, for a >
1
2
, the function Q[f ] associated with f(z) = eaz
2
sin z ∈ U∗2 has infinitely many real
zeroes given by (1.9).
Notation 1.16. For convenience, we use αj to denote the zeroes of the function ϕ, βj to denote
the zeroes of ϕ′, and γj to denote the zeroes of ϕ
′′.
The following simple fact is very important for the sequel.
Proposition 1.17. Let α ∈ R be a zero of ϕ ∈ U∗2n. For all sufficiently small ε > 0, the following
inequality holds
Q(α± ε) < 0. (1.10)
Proof. If α is a zero of ϕ of multiplicity M > 1, then ϕ(z) = (z − α)Mψ(z), where ψ(α) 6= 0.
Thus, we have
Q(z) = − M
(z − α)2 +
ψ(z)ψ′′(z)− (ψ′(z))2
(ψ(z))2
.
Consequently, the function Q is negative in a small punctured neighbourhood of α as required.
Furthermore, as was shown in [5, p. 418] (see also the proof of Theorem 1.14), the func-
tion Q[ϕ](z) associated with ϕ ∈ L −P∗ is negative for sufficiently large z. This fact and Propo-
sition 1.17 imply the following lemma which concerns the parity of the number of real zeroes of Q
on the half-interval [αL,+∞) where αL is the largest zero of the function ϕ ∈ R.
Lemma 1.18. Let ϕ ∈ L − P∗. If ϕ has the largest zero αL (or the smallest zero αS), then Q has
an even number of real zeroes in (αL,+∞) (or in (−∞, αS)), counting multiplicities.
Proof. The inequality (1.10) holds for any real zero of ϕ, consequently, Q is negative for z suffi-
ciently close to αL (or to αS). But it was already proved in Theorem 1.14 (see also (3.11) in [5,
p.415] and subsequent remark there) that Q(z) < 0 for all sufficiently large real z. Therefore,
Q has an even number of zeroes in (αL,+∞) (and in (−∞, aS) if ϕ has the smallest real zero αS),
counting multiplicities, since Q(z) is negative for all real z sufficiently close to the ends of the
interval (αL,+∞) (or of the interval (−∞, αS)).
Using this lemma and Proposition 1.17, it is easy to establish the following fact concerning the
parity of the number ZR(Q) for the function Q associated with a function in L − P∗.
Corollary 1.19 (Craven–Csordas–Smith [5], p. 415). If ϕ ∈ L − P∗, then the function Q associated
with ϕ has an even number of real zeroes, counting multiplicity.
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Proof. In fact, if ϕ has no real zeroes, then Q has no real poles, and the number ZR(Q) is even,
since Q(z) < 0 for all sufficiently large real z.
If ϕ has only one real zero α, then, according to Lemma 1.18, Q has an even number of zeroes
in each of the intervals (−∞, α) and (α,+∞). Thus, ZR(Q) is also even in this case.
Let ϕ have at least two distinct real zeroes. If αj and αj+1 are two consecutive zeroes of ϕ,
then, according to (1.10), Q has an even number of zeroes, counting multiplicities, in the interval
(αj , αj+1). If ϕ has the largest (or/and the smallest) real zero, say αL (αS), then, by Lemma 1.18,
Q has an even number of real zeroes, counting multiplicities, in (aL,+∞) (and in (−∞, αS)).
Therefore, the number ZR(Q) is even.
Remark 1.20. Analogously, the function Q1 associated with a function in the class L − P∗ has
an even number of real zeroes, counting multiplicities, since the class L − P∗ is closed under differ-
entiation by Proposition 1.5.
As we will see in Section 5, the functions Q[ϕ] associated with functions ϕ in the classes U∗2n
with n > 1 can be positive for all sufficiently large real z. Moreover, Q[ϕ] can have an odd number
of zeroes. However, in some cases Q[ϕ](z) can also be negative for all sufficiently large real z. In
Section 5, we use the following theorem.
Theorem 1.21. Let ϕ be in U∗2n with n > 1. If ϕ has the largest zero αL and ϕ
′ has an odd number
of zeroes, counting multiplicities, in the interval (αL,+∞), then Q[ϕ](z) < 0 for all sufficiently large
positive z.
Proof. By definition, ϕ belongs to U∗2n if ϕ = pf , where p is a real polynomial with no real
zeroes and f ∈ U2n. According to Theorem 1.13 (see (1.4)), the logarithmic derivative of f can
be represented in the form f ′/f = hµ, where h is a real polynomial of degree 2n whose leading
coefficient is negative, and µ is the meromorphic function described in Section 1.2. Thus, for the
derivative of the logarithmic derivative of the function ϕ, we have
Q[ϕ](z) =
(
ϕ′(z)
ϕ(z)
)′
= h(z)µ′(z) + h′(z)µ(z) +Q[p](z). (1.11)
Next, by assumption, the function ϕ′ has an odd number of zeroes in the interval (αL,+∞).
Therefore, by construction (see Section 1.2), the function µ has a unique simple zero β in the
interval (αL,+∞) that coincides with one of the zeroes of ϕ′. Moreover, as we noted in Section 1.2,
µ′(z) > 0 in any interval between its poles, therefore, µ(z) must be negative in the interval (αL, β)
and positive in the interval (β,+∞). Furthermore, the functionQ[p](z) is negative for all sufficiently
large real z as was shown in the proof of Theorem 1.14 (see (1.3)). At last, by Theorem 1.13, the
polynomial h(z) and its derivative h′(z) are negative for all sufficiently large positive z, since
deg h = 2n > 0 and the leading coefficient of h is negative.
Thus, we have shown that all the summands are negative at +∞ in (1.11), that is, Q[ϕ](z) < 0
for all sufficiently large positive z, as required.
Theorem 1.21 is valid with respective modification in the case when ϕ has the smallest zero aS
and ϕ′ has an odd number of zeroes in the interval (−∞, αS).
Theorem 1.22. Let ϕ be in U∗2n with n > 1. If ϕ has the smallest zero αS and ϕ
′ has an odd number
of zeroes, counting multiplicities, in the interval (−∞, αS), then Q[ϕ](z) < 0 for all sufficiently large
negative z.
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The following definition plays a crucial role in our investigation and in the proof of the Hawaii
conjecture.
Definition 1.23. Let ϕ ∈ L − P∗ and let α be a real zero of ϕ. Suppose that β1 and β2, β1 <
α < β2, are real zeroes of ϕ
′ such that ϕ′(z) 6= 0 for z ∈ (β1, α) ∪ (α, β2). The function ϕ is said
to possess property A at its real zero α if Q has no real zeroes in at least one of the intervals
(β1, α) and (α, β2). If α is the smallest zero of ϕ, then set β1 = −∞, and if α is the largest zero
of ϕ, then set β2 = +∞.
Definition 1.24. A function ϕ ∈ L −P∗ is said to possess property A if ϕ possesses property A
at each of its real zeroes. In particular, ϕ without real zeroes possesses property A.
To illustrate property A, we use a function ϕ ∈ L − P∗ of the form ϕ(z) = eλzp(z), where λ > 0
and p is a real polynomial. On Figure 1, there is the graphic of the logarithmic derivative of such
a function ϕ with property A.
l
j
j
Figure 1:
Property A is a very special property of entire functions. It cannot be verified easily. However,
for a given function ϕ in L− P∗, we can always find another function ψ∗ in L − P∗ with property A,
which has the same zeroes and the same associated function Q. The following theorem establishes
the existence of such a function.
Theorem 1.25. Let ϕ ∈ L − P∗. Then there exist a real number σ∗ such that ψ∗(z) = e−σ∗zϕ(z)
possesses property A. Moreover, if ZR(Q) 6= 0, then ZC(ψ′∗) < ZC(ψ∗).
Before we start to prove the theorem, let us notice that the function ψ(z) = e−σzϕ(z) has the
same set of zeroes as the function ϕ(z), for any real σ. At the same time, we have the following
relations:
ψ′(z)
ψ(z)
=
ϕ′(z)
ϕ(z)
− σ, Q[ψ] = Q[ϕ]. (1.12)
Using these relations, one can easily give the main idea of the proof of Theorem 1.25. In fact, let
again, for the sake of simplicity, ϕ(z) = eλzp(z), where λ > 0 and p is a real polynomial. Suppose
that ϕ does not possess property A. This means that its logarithmic derivative ϕ′/ϕ has critical
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points on some intervals between a pole of ϕ′/ϕ, and there exists a zero of Q[ϕ], which is closer to
a pole of ϕ′/ϕ than the closest to this pole zero of ϕ′/ϕ (see Figure 2).
From Figure 2 one can see that the function ψ(z) = e−σzϕ(z) possesses property A, for suf-
ficiently large positive σ. Now we may reduce σ until the line y = σ meets the first critical
point3 of ϕ′/ϕ.
l
s
s
*
j
j
Figure 2:
Proof. By Theorem 1.14, the function Q[ϕ] has finitely many real zeroes. If Q[ϕ] has no real
zeroes, then, for any real σ, ψ(z) = e−σzϕ(z) automatically possesses property A.
Let Q[ϕ] have at least one real zero and let ζ1 < ζ2 < . . . < ζn, n > 1, be the distinct real
zeroes of Q[ϕ]. We set
σ∗ = max
16i6n
(
ϕ′(ζi)
ϕ(ζi)
)
and ψ∗(z) = e
−σ∗zϕ(z).
Then from (1.12) applied to ψ∗ it follows that
ψ′∗(ζi)
ψ∗(ζi)
6 0, i = 1, . . . , n. (1.13)
In this theorem, we denote by ζ∗ any (fixed) zero ofQ[ϕ] where the maximum σ∗ = max
16i6n
(ϕ′(ζi)/ϕ(ζi))
is attained. Thus, we have
ψ′∗(ζ∗)
ψ∗(ζ∗)
= 0. (1.14)
We also denote by αj (j ∈ Z) the real zeroes of ϕ (and of ψ∗) and Ij = (αj , αj+1). If ϕ has
the largest zero αL and the smallest zero αS , then we also consider the intervals
I+∞ = (αL,+∞) and I−∞ = (−∞, αS).
We now show that ψ∗ possesses property A. If ϕ has no real zeroes, then ψ∗ also has no real
zeroes and, therefore, it possesses property A.
3That is, the critical point of ϕ′/ϕ such that ϕ′/ϕ has the maximal value among its values at the points of local
maximums of Q[ϕ] (see Figure 2).
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Suppose that ϕ has at least one real zero. Consider the interval Ij for a fixed finite j. Let β be
the leftmost zero of ψ′∗/ψ∗ in Ij. The existence of this zero is guaranteed by Rolle’s theorem. Since
ψ′∗(z)/ψ∗(z) → +∞ whenever z ց αj (see (1.10)), we have ψ′∗(z)/ψ∗(z) > 0 for z ∈ (αj , β). Now
from (1.13) it follows that Q[ψ∗] has no zeroes in (αj , β). Consequently, ψ∗ possesses property A
at αj . In particular, if ψ∗ has the smallest zero αS = α1, then considering the interval I1, we obtain
that ψ∗ possesses property A at αS . Let ψ∗ have the largest zero αL. If ψ
′
∗/ψ∗ has no zeroes in
the interval I+∞, then ψ
′
∗(z)/ψ∗(z) > 0 for z ∈ I+∞, since ψ′∗(z)/ψ∗(z) → +∞ whenever z ց αL
(see (1.10)). Therefore, by (1.13), we have Q[ψ∗](z) 6= 0 in the interval (αL,+∞), and ψ∗ also
possesses property A at αL. If ψ
′
∗/ψ∗ has at least one zero in I+∞ and β is the leftmost one,
then ψ′∗(z)/ψ∗(z) > 0 for z ∈ (αL, β). So, Q[ψ∗] can not have zeroes in z ∈ (αL, β) by the same
reasoning as above. Thus, we obtain that ψ∗ possesses property A at each of its real zeroes (if any).
Consequently, ψ∗ possesses property A.
We now prove that ZC(ψ
′
∗) < ZC(ψ∗). There can be only the following two cases.
Case I. Let the function ψ∗ have no real zeroes. Then all real zeroes of ψ
′
∗ are extra zeroes.
If ζ∗ is a zero of Q[ψ∗] of multiplicity M > 1, then ζ∗ is a zero of ψ
′
∗ of multiplicity M + 1
according to (1.14). Thus, we have E(ψ′∗) >M + 1. Since by Theorems 1.9–1.11 (with n = 0)
ZC(ψ∗)− ZC(ψ′∗)− 1 6 E(ψ′∗) 6 ZC(ψ∗)− ZC(ψ′∗) + 1, (1.15)
we have 1 6M 6 ZC(ψ∗)− ZC(ψ′∗), that is, ZC(ψ′∗) < ZC(ψ∗).
Case II. Let now ψ∗ have at least one real zero. Recall that all zeroes of ψ
′
∗ in the every interval Ij
are extra zeroes of ψ′∗ except one, counting multiplicity. At the same time, all the zeroes of ψ
′
∗ in
the intervals I−∞ and I+∞ are extra zeroes of ψ
′
∗.
Let ψ∗ have at least two distinct real zeroes and let ζ∗ ∈ Ij for some fixed finite j. If ζ∗ is a
zero of Q[ψ∗] of even multiplicity, then ζ∗ is a zero of ψ
′
∗ of odd multiplicity (at least three). Since
one zero of ψ∗ in Ij is guaranteed by Rolle’s theorem, we have
E(ψ′∗) > 2. (1.16)
If ψ′∗ is not of the form (1.3) (with n = 0), then by Theorems 1.9, 1.10 and 1.12, ψ∗ satisfies
the inequalities
ZC(ψ∗)− ZC(ψ′∗) 6 E(ψ′∗) 6 ZC(ψ∗)− ZC(ψ′∗) + 1. (1.17)
These inequalities together with (1.16) imply ZC(ψ
′
∗) < ZC(ψ∗).
If ψ′∗ has the form (1.3) (with n = 0), then we have
ψ′∗(z)
ψ∗(z)
=
p′(z)
p(z)
− 2az + b, a > 0, (1.18)
where p is a real polynomial and b ∈ R. Hence the interval I−∞ exists, and ψ′∗ has an odd
number of extra zeroes (at least one) in I−∞. In fact, ψ
′
∗(z)/ψ∗(z)→ +∞ whenever z → −∞ and
ψ′∗(z)/ψ∗(z)→ −∞ whenever z ր αS by (1.10) and (1.18). Thus, in this case the inequality (1.16)
can be improved to the following one:
E(ψ′∗) > 3. (1.19)
But by Theorem 1.11, E(ψ′∗) = ZC(ψ∗)−ZC(ψ′∗)+2. Now from (1.19) we obtain ZC(ψ′∗) < ZC(ψ∗).
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If ζ∗ is a zero of Q[ψ∗] of odd multiplicity, then ζ∗ is a zero of ψ
′
∗ of even multiplicity (at least
two). But by Rolle’s theorem, ψ∗ has an odd number of zeroes in Ij if j is finite, so (1.16) is valid
if ψ∗ is not of the form (1.3) (with n = 0). If ψ∗ is of the form (1.3) (with n = 0), then in this
case (1.19) can be proved by the same method as above. Thus, we also have ZC(ψ
′
∗) < ZC(ψ∗)
by (1.17) and (1.15).
Let ψ∗ have at least one real zero and let ζ∗ ∈ I−∞ or ζ∗ ∈ I+∞. By the same reasoning as
above, one can show that the inequality (1.19) holds in this case. So, we again obtain the inequality
ZC(ψ
′
∗) < ZC(ψ∗) by Theorems 1.9–1.12.
Thus, we have shown that for a given ϕ ∈ L − P∗, there exists a real σ∗ such that the function
ψ∗(z) = e
−σ∗zϕ(z) possesses property A. Additionally, if ZR(Q) > 0, then ZC(ψ
′
∗) < ZC(ψ∗), as
required.
Remark 1.26. For a given function ϕ ∈ L −P∗ the number σ∗ guaranteed by Theorem 1.25 is not
unique. For example, one can find another number applying Theorem 1.25 to the function ϕ(−z).
Remark 1.27. We recall that, for ϕ and ψ∗ of Theorem 1.25, we have Q[ψ∗] = Q[ϕ] (see (1.12)).
Remark 1.28. In the same way as in Theorem 1.25, one can prove that if, for a function ϕ ∈ U∗2n
with n > 1, its associated function Q[ϕ] has only finitely many real zeroes, then there exists a real
number σ∗ such that ψ∗(z) = e
−σ∗zϕ(z) possesses property A. This number is not unique. Generally
speaking, Theorem 1.25 is not true for the classes U∗2n with n > 1.
We use the functions with property A and Theorem 1.25 in Sections 2.2 and 4
2 Bounds on the number of real critical points of the logarithmic
derivative on finite intervals
Let ϕ be in U∗2n and let the function Q be defined as in (1.6). In this section we establish bounds
on the number of zeroes of the function Q[ϕ] on finite intervals.
Section 2.1 is devoted to estimates of the number of zeroes of Q on intervals free of zeroes of
the functions ϕ, ϕ′ and ϕ′′. In this section, we also prove a basic fact, Theorem 2.5, establishing
an interrelation between the numbers Z(a,b)(Q) and Z(a,b)(Q1), where (a, b) is an interval such that
ϕ(z) 6= 0, ϕ′(z) 6= 0 and ϕ′′(z) 6= 0 for z ∈ (a, b).
In Section 2.2, we establish bounds on the number of zeroes of the function Q on intervals free
of zeroes of ϕ′ and ϕ, on intervals free of zeroes of ϕ and on intervals with a unique zero of ϕ.
2.1 Intervals free of zeroes of ϕ, ϕ′ and ϕ′′
For a given function ϕ ∈ U∗2n, by F and F1 we will denote the following functions
F (z) = ϕ(z)ϕ′′(z)− (ϕ′(z))2 , F1(z) = ϕ′(z)ϕ′′′(z)− (ϕ′′(z))2 . (2.1)
Our first result is about the number of zeroes of Q on a finite interval free of zeroes of the
functions ϕ, ϕ′, ϕ′′ and Q1.
Lemma 2.1. Let ϕ ∈ U∗2n and let a and b be real and let ϕ(z) 6= 0, ϕ′(z) 6= 0, ϕ′′(z) 6= 0, Q1(z) 6= 0
in the interval (a, b). Suppose additionally that if ϕ(b) 6= 0 then ϕ′(b) 6= 0 as well.
14
I. If, for all sufficiently small δ > 0,
ϕ′(a+ δ)ϕ′′(a+ δ)Q(a + δ)Q1(a+ δ) > 0, (2.2)
then Q has no zeroes in (a, b].
II. If, for all sufficiently small δ > 0,
ϕ′(a+ δ)ϕ′′(a+ δ)Q(a + δ)Q1(a+ δ) < 0, (2.3)
then Q has at most one zero in (a, b), counting multiplicities. Moreover, if Q(ζ) = 0 for some
ζ ∈ (a, b), then Q(b) 6= 0 (if Q is finite at b).
Proof. The condition ϕ(z) 6= 0 for z ∈ (a, b) means that Q is finite at every point of (a, b).
If ζ ∈ (a, b) and Q(ζ) = 0, then F (ζ) = 0 and (2.1) implies
ϕ′(ζ) =
ϕ(ζ)ϕ′′(ζ)
ϕ′(ζ)
. (2.4)
Now we consider F1. From (2.1) and (2.4) it is easy to derive that
F1(ζ) = ϕ
′(ζ)ϕ′′′(ζ)− (ϕ′′(ζ))2 = ϕ(ζ)ϕ
′′(ζ)ϕ′′′(ζ)
ϕ′(ζ)
− (ϕ′′(ζ))2 =
=
ϕ′′(ζ)
ϕ′(ζ)
[ϕ(ζ)ϕ′′′(ζ)− ϕ′(ζ)ϕ′′(ζ)] = ϕ
′′(ζ)
ϕ′(ζ)
F ′(ζ).
(2.5)
Since ϕ′(z) 6= 0, ϕ′′(z) 6= 0, Q1(z) 6= 0 (and therefore F1(z) 6= 0) in (a, b) by assumption, from (2.5)
it follows that ζ is a simple zero of Q. That is, all zeroes of Q in (a, b) are simple.
I. Let the inequality (2.2) hold. Assume that, for all sufficiently small δ > 0,
ϕ′(a+ δ)ϕ′′(a+ δ)Q1(a+ δ) > 0, (2.6)
then Q(a + δ) > 0, that is, F (a + δ) > 0. Therefore, if ζ is the leftmost zero of Q in (a, b), then
F ′(ζ) < 0. This inequality contradicts (2.5), since
ϕ′(z)ϕ′′(z)Q1(z) > 0
for z ∈ (a, b), which follows from (2.6) and from the assumption of the lemma. Consequently,
Q cannot have zeroes in the interval (a, b) if the inequalities (2.2) and (2.6) hold. In the same way,
one can prove that if ϕ′(a + δ)ϕ′′(a + δ)Q1(a + δ) < 0 for all sufficiently small δ > 0 and if the
inequality (2.2) hold, then Q(z) 6= 0 for z ∈ (a, b).
Thus, Q has no zeroes in the interval (a, b) if the inequality (2.2) holds. Moreover, it is easy to
show that Q(b) 6= 0 as well. To do this, we first note that from (2.1) it follows that
ϕ′(z) =
ϕ(z)ϕ′′(z)
ϕ′(z)
− F (z)
ϕ′(z)
,
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since ϕ′(z) 6= 0 for z ∈ (a, b) by assumption. Substituting this expression into the formula (2.1),
we obtain
F1(z) =
ϕ(z)ϕ′′(z)ϕ′′′(z)
ϕ′(z)
− ϕ
′(z)ϕ′′(z)ϕ′′(z)
ϕ′(z)
− F (z)ϕ
′′′(z)
ϕ′(z)
=
=
ϕ′′(z)
ϕ′(z)
· F ′(z)− F (z)ϕ
′′′(z)
ϕ′(z)
.
(2.7)
Suppose now that Q(b) = 0. Then ϕ(b) 6= 0, therefore, ϕ′(b) 6= 0 by assumption. So we obtain
F (b) = 0 and, from (2.1), ϕ′′(b) 6= 0. Thus, we have (ϕϕ′ϕ′′)(b) 6= 0. From (2.7) it follows that the
functions F ′ and F1 have have a zero of the same order at b. In particular, F
′(b) 6= 0 if and only if
F1(b) 6= 0. Furthermore, it is clear that the order of the zero of F ′ (and F1) at b is strictly smaller
than the order of the zero of ϕ′′′F at b. Consequently, from (2.7) we obtain, for all sufficiently
small ε > 0,
sign
(
ϕ′(b− ε)
ϕ′′(b− ε)F1(b− ε)
)
= sign(F ′(b− ε)). (2.8)
But if the inequality (2.2) holds, then
sign
(
ϕ′(b− ε)
ϕ′′(b− ε)F1(b− ε)
)
= sign(F (b− ε)) (2.9)
for all sufficiently small ε > 0, since ϕ′(z) 6= 0, ϕ′′(z) 6= 0, Q1(z) 6= 0 in the interval (a, b) by
assumption and since Q(z) 6= 0 in (a, b), which was proved above. So, if the inequality (2.2) holds
and if F (b) = 0, then from (2.8) and (2.9) we obtain that
F (b− ε)F ′(b− ε) > 0
for all sufficiently small ε > 0. This inequality contradicts the analyticity4 of the function F . Since
Q(b) exists, Q1(b) is finite by assumption of the lemma, so everything established above is true for
the functions Q and Q1. Therefore, if the inequality (2.2) holds and if Q is finite at the point b,
then Q(b) 6= 0. Thus, the first part of the lemma is proved.
II. Let the inequality (2.3) hold, then Q can have zeroes in (a, b). But it cannot have more than
one zero, counting multiplicity. In fact, if ζ is the leftmost zero of Q in (a, b), then this zero is
simple as we proved above. Therefore, the following inequality holds for all sufficiently small ε > 0
ϕ′(ζ + ε)ϕ′′(ζ + ε)Q(ζ + ε)Q1(ζ + ε) > 0.
Consequently, Q has no zeroes in (ζ, b] according to Case I of the lemma.
Remark 2.2. Lemma 2.1 is also true if (a, b) is a half-infinite interval, i.e., (a,+∞) or (−∞, b).
Thus, we have found out that Q has at most one real zero, counting multiplicity, in an interval
where the functions ϕ, ϕ′, ϕ′′ and Q1 have no real zeroes. Now we study multiple zeroes of Q and
its zeroes common with one of the above-mentioned functions. From (1.6) it follows that all zeroes
of ϕ′ of multiplicity at least 2 that are not zeroes of ϕ are also zeroes of Q and all zeroes of ϕ′
of multiplicity at least 3 that are not zeroes of ϕ are multiple zeroes of Q. The following lemma
provides information about common zeroes of Q and Q1.
4If a real function f is analytic at some neighbourhood of a real point a and equals zero at this point, then, for
all sufficiently small ε > 0,
f(a− ε)f ′(a− ε) < 0.
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Lemma 2.3. Let ϕ ∈ U∗2n and let a and b be real and let ϕ(z) 6= 0, ϕ′(z) 6= 0, ϕ′′(z) 6= 0 in the
interval (a, b). Suppose that Q1 has a unique zero ξ ∈ (a, b) of multiplicity M in (a, b), and suppose
additionally that ϕ′(b) 6= 0 if ϕ(b) 6= 0.
If Q(ξ) = 0, then ξ is a zero of Q of multiplicity M + 1, and Q(z) 6= 0 for z ∈ (a, ξ) ∪ (ξ, b].
Proof. The condition ϕ(z) 6= 0 for z ∈ (a, b) means that Q is finite at every point of (a, b).
By assumption, ξ is a zero of F1 of multiplicity M and F (ξ) = 0. First, we prove that ξ is
a zero of F of multiplicity M + 1.
Note that the expression (2.7) can be rewritten in the form
ϕ′(z)
[ϕ′′(z)]2
F1(z) =
(
F (z)
ϕ′′(z)
)′
,
since ϕ′′(z) 6= 0 for z ∈ (a, b) by assumption. Differentiating this equality j times with respect to z,
we get (
ϕ′(z)
[ϕ′′(z)]2
F1(z)
)(j)
=
(
F (z)
ϕ′′(z)
)(j+1)
. (2.10)
From (2.10) it follows that F (j+1)(ξ) = 0 if ϕ′(ξ) 6= 0, ϕ′′(ξ) 6= 0, F (i)1 (ξ) = 0 and F (i)(ξ) = 0,
i = 0, 1, . . . , j. Consequently, ξ is a zero of F of multiplicity at least M + 1. But by assumptions,
(2.10) implies the following formula
0 6= ϕ′(ξ)F (M)1 (ξ) = ϕ′′(ξ)F (M+1)(ξ).
Hence, ξ is a zero of F of multiplicity exactly M + 1. But ϕ(ξ) 6= 0 by assumption, therefore, ξ is
a zero of Q of multiplicity M + 1.
It remains to prove that Q has no zeroes in (a, b] except ξ. In fact, consider the interval (a, ξ).
According to Lemma 2.1, Q can have a zero at ξ only if the inequality (2.3) holds and Q(z) 6= 0
for z ∈ (a, ξ). Furthermore, the function ϕ′ϕ′′ does not change its sign at ξ but the function QQ1
does, since ξ is a zero of QQ1 of multiplicity 2M + 1. Thus, for all sufficiently small δ > 0,
ϕ′(ξ + δ)ϕ′′(ξ + δ)Q(ξ + δ)Q1(ξ + δ) > 0, (2.11)
since the inequality (2.3) must hold in the interval (a, ξ) by Lemma 2.1. From (2.11) it follows that
Case I of Lemma 2.1 holds in the interval (ξ, b), so Q(z) 6= 0 for z ∈ (ξ, b].
Remark 2.4. Lemma 2.3 remains valid if (a, b) is a half-infinite interval, that is, (a,+∞) or
(−∞, b).
Now combining the two last lemmata, we provide a general bound on the number of real zeroes
of Q in terms of the number of real zeroes of Q1 in a given interval.
Lemma 2.5. Let ϕ ∈ U∗2n and let a and b be real. If ϕ(z) 6= 0, ϕ′(z) 6= 0 and ϕ′′(z) 6= 0 for
z ∈ (a, b), then
Z(a,b)(Q) 6 1 + Z(a,b)(Q1). (2.12)
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Proof. If ϕ(z)ϕ′′(z) < 0 in (a, b), then Q(z) < 0 for z ∈ (a, b) by (1.6), that is, Z(a,b)(Q) = 0.
Therefore, the inequality (2.12) holds automatically in this case.
Let now ϕ(z)ϕ′′(z) > 0 for z ∈ (a, b). If Q1(z) 6= 0 in (a, b), that is, Z(a,b)(Q1) = 0, then by
Lemma 2.1, Q has at most one real zero, counting multiplicity, in (a, b). Therefore, (2.12) also
holds in this case.
If Q1 has a unique zero ξ in (a, b) and Q(ξ) 6= 0, then by Lemma 2.1, Q has at most one real
zero, counting multiplicity, in each interval (a, ξ) and (ξ, b):
Z(a,ξ)(Q) 6 1 + Z(a,ξ)(Q1), (2.13)
where Z(a,ξ)(Q1) = 0, and
Z(ξ,b)(Q) 6 1 + Z(ξ,b)(Q1), (2.14)
where Z(ξ,b)(Q1) = 0. Since Q(ξ) 6= 0 and Q1(ξ) = 0, we have
0 = Z{ξ}(Q) 6 −1 + Z{ξ}(Q1). (2.15)
Thus, summing the inequalities (2.13)–(2.15), we obtain (2.12).
If Q1 has a unique zero ξ in (a, b) and Q(ξ) = 0, then, by Lemma 2.3, we have
Z{ξ}(Q) = 1 + Z{ξ}(Q1),
and Q(z) 6= 0 for z ∈ (a, ξ) ∪ (ξ, b). Therefore, the inequality (2.12) is also true in this case.
Now, let Q1 have exactly r > 2 distinct real zeroes, say ξ1 < ξ2 < . . . < ξr, in the interval (a, b).
These zeroes divide (a, b) into r+ 1 subintervals. If, for some number i, 1 6 i 6 r, Q(ξi) 6= 0, then
by Lemma 2.1, Q has at most one real zero, counting multiplicity, in (ξi−1, ξi] (ξ0
def
= a). But Q1
has at least one real zero in (ξi−1, ξi], counting multiplicities (at the point ξi). Consequently,
Z(ξi−1,ξi](Q) 6 Z(ξi−1,ξi](Q1) (2.16)
If, for some number i, 1 6 i 6 r − 1, Q(ξi) = 0 and ξi is a zero of Q1 of multiplicity M , then by
Lemma 2.3, Q has only one zero ξi of multiplicityM+1 in (ξi−1, ξi+1]. But in the interval (ξi−1, ξi+1],
Q1 has at least M+1 real zeroes, counting multiplicities (namely, ξi which is a zero of multiplicityM ,
and ξi+1). Therefore, in this case, the following inequality holds
Z(ξi−1,ξi+1](Q) 6 Z(ξi−1,ξi+1](Q1) (2.17)
Thus, if Q(ξr) 6= 0, then from (2.16)–(2.17) it follows that
Z(a,ξr ](Q) 6 Z(a,ξr ](Q1). (2.18)
But by Lemma 2.1, Q has at most one real zero, counting multiplicity, in the interval (ξr, b).
Consequently, if Q(ξr) 6= 0, then the inequality (2.12) is valid.
If Q(ξr) = 0, then by Lemma 2.3, Q(ξr−1) 6= 0 (otherwise, ξr cannot be a zero of Q) and
from (2.16)–(2.17) it follows that
Z(a,ξr−1](Q) 6 Z(a,ξr−1](Q1). (2.19)
Now Lemma 2.3 implies
Z(ξr−1,b)(Q) = 1 + Z(ξr−1,b)(Q1), (2.20)
therefore, the inequality (2.12) follows from (2.19)–(2.20).
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Remark 2.6. Lemma 2.5 is also true if (a, b) is a half-infinite interval, that is, (a,+∞) or (−∞, b)
(see Remarks 2.2 and 2.4).
The inequality (2.12) plays the main role in the sequel. Per se, all subsequent inequalities are
consequences of this inequality and Rolle’s theorem.
2.2 Intervals between zeroes of ϕ, ϕ′ and ϕ′′
At first, we estimate the parities of the numbers of real zeroes of Q in certain intervals.
Lemma 2.7. Let ϕ ∈ U∗2n and let β1 and β2 be two real zeroes of ϕ′.
I. If β1 and β2 are consecutive real zeroes of ϕ
′, and ϕ(z) 6= 0 for z ∈ [β1, β2], then Q has an
odd number of real zeroes in (β1, β2), counting multiplicities.
II. If β1 and β2 are two real zeroes of ϕ
′ such that ϕ has a unique real zero α in (β1, β2) and
ϕ′(z) 6= 0 for z ∈ (β1, α) ∪ (α, β2), then Q has an even number of real zeroes, counting
multiplicities, in each of the intervals (β1, α) and (α, β2).
Proof. I. In fact, since ϕ′/ϕ equals zero at the points β1 and β2, its derivative, the function Q,
has an odd number of zeroes in (β1, β2) by Rolle’s theorem.
II. According to Proposition 1.17 (see (1.10)), ϕ′/ϕ is decreasing in a small left-sided vicinity of α,
and therefore, ϕ′(z)/ϕ(z) → −∞ whenever z ր α. Since ϕ′/ϕ equals zero at β1, its derivative, the
function Q, must have an even number of zeroes in (β1, α) by Rolle’s theorem.
By the same argumentation, Q has an even number of zeroes in (α, β2).
We now embark on a more detailed analysis of the zeroes of ϕ, ϕ′, and ϕ′′. In the following
lemma, we consider an arbitrary pair of zeroes of ϕ′′. According to Notation 1.16, we denote them
by γ(1), γ(2).
Lemma 2.8. Let ϕ ∈ U∗2n and let γ(1) and γ(2), γ(1) < γ(2), be real zeroes of ϕ′′ such that
ϕ(z) 6= 0 and ϕ′(z) 6= 0 for z ∈ [γ(1), γ(2)] and suppose that ϕ′′ has exactly q > 2 zeroes, counting
multiplicities, in the interval [γ(1), γ(2)]. Then Q has an even number of zeroes in [γ(1), γ(2)] and
one of the following holds:
I. If q is an odd number, then
0 6 Z[γ(1),γ(2)](Q) 6 Z[γ(1),γ(2)](Q1). (2.21)
II. If q is an even number and ϕ(γ(1) − ε)ϕ′′(γ(1) − ε) > 0 for all sufficiently small ε > 0, then
0 6 Z[γ(1),γ(2)](Q) 6 −1 + Z[γ(1),γ(2)](Q1). (2.22)
III. If q is an even number and ϕ(γ(1) − ε)ϕ′′(γ(1) − ε) < 0 for all sufficiently small ε > 0, then
0 6 Z[γ(1),γ(2)](Q) 6 1 + Z[γ(1),γ(2)](Q1). (2.23)
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Proof. We assume that ϕ′′ has exactly r 6 q distinct zeroes in the interval [γ(1), γ(2)], say γ(1) =
γ1 < γ2 < . . . < γr−1 < γr = γ
(2). Below in the proof, we denote the interval [γ(1), γ(2)] by [γ1, γr].
From (1.6) it follows that
Q(γi) = −(ϕ
′(γi))
2
(ϕ(γi))
2 < 0, (2.24)
since ϕ(z) 6= 0 and ϕ′(z) 6= 0 in [γ1, γr] by assumption. Thus, Q has an even number of zeroes in
the interval [γ1, γr].
I. Let q be an odd number.
If ϕ(z)ϕ′′(z) 6 0 for z ∈ [γ1, γr], then by (1.6), we have the inequalities
0 = Z[γ1,γr ](Q) 6 Z[γ1,γr ](Q1),
which are exactly (2.21).
Let now the function ϕ(z)ϕ′′(z) be positive on one of the intervals (γi−1, γi). Suppose that, for
some i, 2 6 i 6 r, ϕ(z)ϕ′′(z) > 0 in the interval (γi−1, γi), then by Lemma 2.5, we have
Z(γi−1,γi)(Q) 6 1 + Z(γi−1,γi)(Q1). (2.25)
Moreover, there can be only two possibilities:
I.1. If the number γi is a zero of ϕ
′′ of even multiplicity (at least two), then according to (1.7),
γi is a zero of Q1 of multiplicity at least one, but Q(γi) 6= 0 by (2.24). From these facts and
from the inequality (2.25) we obtain
Z(γi−1,γi](Q) 6 Z(γi−1,γi](Q1). (2.26)
For the sequel, we notice that, in this case, ϕ′′ has an even number of zeroes, counting
multiplicities, in the interval (γi−1, γi].
I.2. If the number γi, i < r, is a zero of ϕ
′′ of odd multiplicity (at least one), then ϕ(z)ϕ′′(z) is
nonpositive in [γi, γi+1], so Q(z) 6= 0 in this interval by (1.6). But Q1 has an odd number (at
least one) of zeroes on the interval (γi, γi+1) according to Lemma 2.7 (Case I) applied to Q1,
therefore,
0 = Z[γi,γi+1](Q) 6 Z[γi,γi+1](Q1)− 1.
This inequality and the inequality (2.25) imply
Z(γi−1,γi+1](Q) 6 Z(γi−1,γi+1](Q1). (2.27)
Suppose that, for some number j, i+1 6 j 6 r, the zeroes γi+1, . . . , γj−1 of ϕ
′′ are all of even
multiplicities, and γj is a zero of ϕ
′′ of an odd multiplicity. Then we have ϕ(z)ϕ′′(z) 6 0 and,
therefore, Q(z) < 0 for z ∈ (γi+1, γj ] according to (1.6). But by Lemma 2.7 applied to Q1,
the function Q1 has at least one zero on each interval (γi+1, γi+2), . . . , (γj−1, γj). This fact
and the inequality (2.27) imply
Z(γi−1,γj ](Q) 6 Z(γi−1,γj ](Q1). (2.28)
As well as in Case I.1, we notice that ϕ′′ has an even number of zeroes, counting multiplicities,
in the interval (γi−1, γj ]. It follows from the fact that γi and γj are zeroes of ϕ
′′ of odd
multiplicities and γi+1, . . . , γj−1 are zeroes of ϕ
′′ of even multiplicities.
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Let now l, 1 6 l 6 r− 1, be an integer such that ϕ(z)ϕ′′(z) is nonpositive in the interval [γ1, γl]
and is positive in the interval (γl, γl+1), thus γl is a zero of ϕ
′′ of an odd multiplicity if l > 2. Then
by (1.6), Q(z) 6= 0 for z ∈ [γ1, γl], so we have the following inequality
0 = Z[γ1,γl](Q) 6 Z[γ1,γl](Q1), (2.29)
since Q1 has at least l − 1 (> 0) zeroes in [γ1, γl] by Lemma 2.7 applied to Q1 on the intervals
(γ1, γ2), . . . , (γl−1, γl).
Now we consider various possibilities of behaviour of the function ϕ on the interval (γr−1, γr)
in order to establish the inequality (2.21). There can be only three possibilities:
a) Let either γr be a zero of ϕ
′′ of even multiplicity or ϕ(z)ϕ′′(z) < 0 in (γr−1, γr). Then the
interval (γl, γr] consists only of the subintervals described in Cases I.1 and I.2. Consequently,
from the inequalities (2.26), (2.28), (2.29) we obtain
Z[γ1,γr](Q) 6 Z[γ1,γr ](Q1). (2.30)
b) Let γr be a zero of ϕ
′′ of odd multiplicity and let ϕ(z)ϕ′′(z) > 0 in (γr−1, γr) and let l > 2.
Then the interval (γl, γr−1] consists only of subintervals described in Cases I.1 and I.2 and,
therefore,
Z(γl,γr−1](Q) 6 Z(γl,γr−1](Q1). (2.31)
Moreover, since l > 2 by assumption, we have Q(z) 6= 0 for z ∈ [γ1, γl], but Q1 has at least
one zero in [γ1, γl] as we mentioned above. Consequently, in this case, we can improve the
inequality (2.29) to the following one:
0 = Z[γ1,γl](Q) 6 Z[γ1,γl](Q1)− 1. (2.32)
Furthermore, we have
Z(γr−1,γr ](Q) 6 1 + Z(γr−1,γr](Q1) (2.33)
by Lemma 2.5 and by the fact that Q(γr) 6= 0 (see (2.24)). Summing the inequalities (2.31)–
(2.33), we again obtain (2.30).
c) Let, finally, γr be a zero of ϕ
′′ of odd multiplicity and let ϕ(z)ϕ′′(z) > 0 in (γr−1, γr), but
let l = 1. In this case, by the same reasoning as above, the inequalities (2.31) (for l = 1)
and (2.33) hold. Recalling the final remarks in Cases I.1 and I.2, we conclude that ϕ′′ has an
even number of zeroes in the interval (γ1, γr−1]. Since ϕ
′′ has an odd number q of zeroes in
[γ1, γr] and γr is a zero of ϕ
′′ of odd multiplicity by assumption, γ1 must be a zero of ϕ
′′ of
even multiplicity. But (1.7) shows that every zero of ϕ′′ of even multiplicity is a zero of Q1
of odd multiplicity. Consequently, γ1 is a zero of Q1 of multiplicity at least one, and we have
0 = Z{γ1}(Q) 6 Z{γ1}(Q1)− 1. (2.34)
Summing the inequalities (2.31), (2.31) and (2.34), we also obtain the inequality (2.30).
Thus, the number of zeroes of Q in the interval [γ1, γr] does not exceed the number of zeroes
of Q1 in this interval. This implies the validity of the inequalities (2.21) where the lower bound
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cannot be improved by parity considerations, since the number of zeroes of Q in the interval [γ1, γr]
is even as we showed above (see (2.24)).
II. Now let q = 2M and ϕ(γ1 − ε)ϕ′′(γ1 − ε) > 0 for all sufficiently small ε > 0.
At first, we assume that one of the γi, i = 1, . . . , r, is a zero of ϕ
′′ of odd multiplicity. Let γj ,
1 6 j 6 r− 1, be5 the closest to γ1 (possibly γ1 itself) zero of ϕ′′ of odd multiplicity. Since ϕ′′ has
an odd number of zeroes in the interval [γ1, γj ], ϕ
′′ has different signs in the interval (γj , γj+1) and
in the left-sided neighbourhood of γ1, where ϕ(z)ϕ
′′(z) is positive by assumption. Consequently,
ϕ(z)ϕ′′(z) is negative in (γj , γj+1), because ϕ(z) 6= 0 for z ∈ [γ1, γr] by assumption. Hence,
according to (1.6), Q(z) 6= 0 in the interval (γj , γj+1), and we have
0 = Z(γj ,γj+1)(Q) 6 −1 + Z(γj ,γj+1)(Q1), (2.35)
since Q1 has an odd number (at least one) of zeroes, counting multiplicities, in (γj , γj+1) by
Lemma 2.7 applied to Q1 on the interval (γj , γj+1). On the other hand, inasmuch as ϕ
′′ has
an odd number of zeroes, counting multiplicities, in both the intervals [γ1, γj ] and [γj+1, γr], it
follows from Case I that6
0 6 Z[γ1,γj ](Q) 6 Z[γ1,γj ](Q1), (2.36)
0 6 Z[γj+1,γr ](Q) 6 Z[γj+1,γr ](Q1). (2.37)
The inequalities (2.35)–(2.37) together give the inequality (2.22).
Now we assume that all γi, i = 1, . . . , r, are zeroes of ϕ
′′ of even multiplicities. Therefore,
1 6 r 6M (2.38)
and ϕ′′ has equal signs in all intervals (γi, γi+1), i = 1, . . . , r − 1. Since ϕ(z)ϕ′′(z) is positive in a
small left-sided neighbourhood of γ1 by assumption, it is positive in each of the intervals (γi, γi+1),
i = 1, . . . , r − 1. Thus, we have
0 6 ZX1(Q) 6 r − 1 + ZX1(Q1) 6M − 1 + ZX1(Q1), (2.39)
where X1 =
⋃r−1
i=1 (γi, γi+1). Indeed, since Q(γi) < 0 for i = 1, . . . , r (see (2.24)), Q has an even
number of zeroes in each of the interval (γi, γi+1). Thus, we cannot improve the lower estimate
in (2.39) by parity considerations. The upper bound follows from Lemma 2.5 applied to the intervals
(γi, γi+1) and from (2.38). Further, Q1 has exactly 2M − r zeroes, counting multiplicities, among
the points X2 =
⋃r
i=1{γi}. Consequently, by (2.38), we have
ZX2(Q1) = 2M − r >M. (2.40)
Now we note that [γ1, γr] = X1
⋃
X2 and ZX2(Q) = 0. Therefore, from (2.39)–(2.40) it follows that
0 6 Z[γ1,γr ](Q) = ZX1(Q) 6 M − 1 + ZX1(Q1) =
= M − 1 + Z[γ1,γr ](Q1)− ZX2(Q1) 6 −1 + Z[γ1,γr](Q1),
5Since ϕ′′ has an even number of real zeroes in [γ1, γr] by assumption, there is always even number of zeroes of ϕ
′′ of
odd multiplicities in [γ1, γr]. Thus, γr cannot be the closest to γ1 (and thereby the only) zero of ϕ
′′ of odd multiplicity.
6If γj = γ1 and γ1 is a zero of ϕ
′′ of multiplicity K > 1, then γ1 is a zero of Q1 of multiplicity K − 1 according
to (1.7). If γ1 is a simple zero of ϕ
′′, then γ1 is not a zero of Q1. In both cases, (2.36) reduces to the following inequality
0 = Z{γ1}(Q) 6 Z{γ1}(Q1).
22
where the lower bound cannot be improved by parity considerations, since Q has an even number
of zeroes in the interval [γ1, γr] as we showed above (see (2.24)). So, the inequalities (2.22) are also
valid in this case.
III. At last, let q = 2M and let
ϕ(γ1 − ε)ϕ′′(γ1 − ε) < 0 (2.41)
for sufficiently small ε > 0. If ϕ′′ has zeroes of odd multiplicities in the interval [γ1, γr], then this
case differs from Case II only by the sign of the function ϕϕ′′ in the interval (γj , γj+1), where γj is
the closest to γ1 (possibly γ1 itself) zero of ϕ
′′ of odd multiplicity. Thus, now we have ϕ(z)ϕ′′(z) > 0
in (γj , γj+1), since ϕ
′′ has an odd number of zeroes in [γ1, γj ] (see (2.41)). Therefore, instead of the
inequalities (2.35) of Case II, we have
0 6 Z(γj ,γj+1)(Q) 6 1 + Z(γj ,γj+1)(Q1) (2.42)
by Lemma 2.5. As in Cases I and II, the lower bound in (2.42) cannot be improved by parity
considerations. The inequalities (2.36), (2.37) and (2.42) imply (2.23).
If all γi, i = 1, . . . , r, are zeroes of ϕ
′′ of even multiplicities, then (2.41) implies ϕ(z)ϕ′′(z) 6 0
in [γ1, γr], so we have
0 = Z[γ1,γr ](Q) 6 Z[γ1,γr ](Q1), (2.43)
which also gives (2.23).
Further, we derive a very useful bound on the number of real zeroes of Q in terms of the number
of real zeroes of Q1 between two consecutive zeroes of ϕ
′.
Theorem 2.9. Let ϕ ∈ U∗2n. If β1 and β2, β1 < β2, are consecutive real zeroes of ϕ′ and ϕ(z) 6= 0
for z ∈ [β1, β2], then
1 6 Z(β1,β2)(Q) 6 1 + Z(β1,β2)(Q1). (2.44)
Proof. By Lemma 2.7, Q has an odd number of zeroes in the interval (β1, β2), therefore,
1 6 Z(β1,β2)(Q). (2.45)
According to Rolle’s theorem, ϕ′′ has an odd number of real zeroes, counting multiplicities, in the
interval (β1, β2). Let γS and γL be the smallest and the largest zeroes of ϕ
′′ in (β1, β2). If γS < γL,
then from Case I of Lemma 2.8 it follows that
0 6 Z[γS ,γL](Q) 6 Z[γS ,γL](Q1). (2.46)
If γS = γL, then (see (2.24))
0 = Z{γS}(Q) 6 Z{γS}(Q1). (2.47)
Without loss of generality, we may assume that the function ϕ(z)ϕ′′(z) is positive in the inter-
val (β1, γS). Then ϕ(z)ϕ
′′(z) < 0 for z ∈ (γL, β2), since ϕ′′ has an odd number of zeroes in [γS , γL]
and ϕ(z) 6= 0 in (β1, β2) by assumption. Thus, by (1.6), we have
0 = Z(γL,β2)(Q) 6 Z(γL,β2)(Q1). (2.48)
We cannot improve this inequality by parity considerations, since Q1 has an even number of zeroes
in (γL, β2) by Lemma 2.7 applied to Q1 on the interval (γL, β2). Lemma 2.5 now gives
Z(β1,γS)(Q) 6 1 + Z(β1,γS)(Q1). (2.49)
The inequalities (2.45)–(2.49) imply (2.44).
23
The following corollary is a very useful generalization of Theorem 2.9.
Corollary 2.10. Let ϕ ∈ U∗2n and let β(1) and β(2), β(1) 6 β(2), be zeroes of ϕ′ and let ϕ(z) 6= 0 for
z ∈ [β(1), β(2)]. If ϕ′ has exactly q > 2 real zeroes, counting multiplicities, in the interval [β(1), β(2)],
then
q − 1 6 Z[β(1),β(2)](Q) 6 q − 1 + Z[β(1),β(2)](Q1). (2.50)
Proof. In fact, if some real number β is a zero of ϕ′ of multiplicity M , then β is a zero of Q of
multiplicity M − 1 according to (1.6). Therefore, the following inequalities hold:
M − 1 6 Z{β}(Q) 6M − 1 + Z{β}(Q1). (2.51)
Thus, if the function ϕ′ has exactly l, 1 6 l 6 q, distinct real zeroes, say β(1) = β1 < β2 <
. . . < βl = β
(2), in the interval [β(1), β(2)], then Q has exactly q − l real zeroes at the points βi,
i = 1, 2, . . . , l, so from (2.51) it follows
q − l 6 ZX2(Q) 6 q − l + ZX2(Q1), (2.52)
where X2 =
⋃l
i=1{βi}. Note that ZX2(Q1) = 0 indeed, because X2 is the set of all poles of the
function Q1 on the interval [β
(1), β(2)].
If l = 1, then β(1) = β(2) is a zero of ϕ′ of multiplicity q. By (2.52), we have the following
inequalities
q − 1 6 Z{β(1)}(Q) 6 q − 1 + Z{β(1)}(Q1), (2.53)
which are equivalent to (2.50), since Z{β(1)}(Q) = Z[β(1),β(2)](Q) and Z{β(1)}(Q1) = Z[β(1),β(2)](Q1)
in this case.
Now let l > 1. Then the points βi, i = 1, 2, . . . , l, divide the interval (β1, βl) = (β
(1), β(2)) into
l − 1 subintervals (βi, βi+1), i = 1, 2, . . . , l − 1. Since ϕ(z) 6= 0 on [βi, βi+1], i = 1, . . . , l − 1, by
assumption, we can apply Theorem 2.9 to each of those subintervals to obtain
l − 1 6 ZX1(Q) 6 l − 1 + ZX1(Q1), (2.54)
where X1 =
⋃l−1
i=1(βi, βi+1).
Since X1 ∪X2 = [β(1), β(2)], we get (2.50) by summing the inequalities (2.52) and (2.54) or, if
β(1) = β(2), directly from (2.53).
We now analyze a relation between the number of real zeroes of Q and the number of real zeroes
of Q1 in an interval adjacent to a zero of ϕ. This analysis justifies the introduction of property A
(Definition 1.23).
Lemma 2.11. Let ϕ ∈ U∗2n and let β be a real zero of ϕ′ and let α > β be a real zero of ϕ such
that ϕ′(z) 6= 0 and ϕ(z) 6= 0 for z ∈ (β, α).
I. If Q1 has an even number of zeroes in the interval (β, α), then
0 6 Z(β,α)(Q) 6 Z(β,α)(Q1). (2.55)
II. If Q1 has an odd number of zeroes in the interval (β, α), then
0 6 Z(β,α)(Q) 6 1 + Z(β,α)(Q1). (2.56)
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Proof. According to Lemma 2.7, Q has an even number of zeroes in the interval (β, α). In par-
ticular, Q can have no zeroes in this interval. Thus, the lower bounds for Z(β,α)(Q) in (2.55) and
in (2.56) cannot be improved by parity considerations.
I. Let Q1 have an even number of zeroes in (β1, α) (or have no zeroes at all in this interval).
I.1. At first, we assume that ϕ′′ has an even number of zeroes, counting multiplicities, in (β, α),
say β < γ1 6 . . . 6 γ2M < α, where M > 0. It is easy to see that, for sufficiently small ε > 0,
we have the following inequality
ϕ(β + ε)ϕ′′(β + ε) < 0. (2.57)
In fact, if ϕ(z) is positive (negative) in (β, α), then it is a decreasing (increasing) function,
since ϕ(α) = 0. Consequently, ϕ(z)ϕ′(z) < 0 in the interval (β, α). By the same reasoning,
we have ϕ′(β + ε)ϕ′′(β + ε) > 0 for all sufficiently small ε > 0. Thus, the inequality (2.57) is
true.
Let ϕ′′ have zeroes in the interval (β, α), that is, let M > 0, then from (2.57) it follows that
Q(z) 6= 0 for z ∈ (β, γ1) (see (1.6)), so we have
0 = Z(β,γ1)(Q) 6 Z(β,γ1)(Q1). (2.58)
If γ1 < γ2M , then by (2.57) and Case III of Lemma 2.8, we obtain
0 6 Z[γ1,γ2M ](Q) 6 1 + Z[γ1,γ2M ](Q1). (2.59)
Moreover, from (2.57) it also follows that ϕ(z)ϕ′′(z) < 0 in (γ2M , α), since ϕ
′′ has equal signs
in the intervals (β, γ1) and (γ2M , α). Therefore,
0 = Z(γ2M ,α)(Q) 6 Z(γ2M ,α)(Q1). (2.60)
Thus, from (2.58)–(2.60) we obtain
0 6 Z(β,α)(Q) 6 1 + Z(β,α)(Q1), (2.61)
which is equivalent to (2.55), since the number Z(β,α)(Q) is even by Lemma 2.7 and Z(β,α)(Q1)
is even by assumption.
Let now γ1 = γ2M , that is, let γ1 be a unique zero of ϕ
′′ of multiplicity 2M in (β, α). Since
Z{γ1}(Q) = 0 by (2.24) and Q1 has a zero of multiplicity 2M − 1 at the point γ1 (see (1.7)),
we obtain the following inequality
0 = Z{γ1}(Q) 6 1 + Z{γ1}(Q1) = 2M. (2.62)
Likewise, the inequality (2.60) holds for the same reasoning as in the case γ1 < γ2M .
Thus, the inequalities (2.58), (2.60), (2.62) imply (2.61), which is equivalent to (2.55), since
the number Z(β,α)(Q) is even by Lemma 2.7 and Z(β,α)(Q1) is even by assumption.
At last, let ϕ′′(z) 6= 0 for z ∈ (β, α). Then from (2.57) and (1.6) it follows that
0 = Z(β,α)(Q) 6 Z(β,α)(Q1), (2.63)
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which is exactly (2.55).
Note that the upper bounds in (2.58) and (2.63) cannot be improved by parity considerations,
since Q1 has an even number of zeroes on both intervals (β, γ1) and (β, α).
I.2. Now we assume that ϕ′′ has an odd number of zeroes, counting multiplicities, in the inter-
val (β, α), say β < γ1 6 . . . 6 γ2M+1 < α, whereM > 0. As in Case I.1, the inequalities (2.57)
and (2.58) hold.
If γ1 < γ2M+1, then from Case I of Lemma 2.8 it follows that
0 6 Z[γ1,γ2M+1](Q) 6 Z[γ1,γ2M+1](Q1), (2.64)
If γ1 = γ2M+1, that is, γ1 is a unique zero of ϕ
′′ of multiplicity 2M + 1 in the interval (β, α),
then Z{γ1}(Q) = 0 (see (2.24)) and Q1 has a zero of multiplicity 2M at the point γ1 (see (1.7)).
Therefore, we have
0 = Z{γ1}(Q) 6 Z{γ1}(Q1) = 2M. (2.65)
We note that ϕ(z)ϕ′′(z) > 0 in (γ2M+1, α), since ϕ
′′ has different signs in intervals (β, γ1)
and (γ2M+1, α) and the inequality (2.57) holds. Therefore, by Lemma 2.5, we have
0 6 Z(γ2M+1,α)(Q) 6 1 + Z(γ2M+1,α)(Q1). (2.66)
Note that the lower bound in (2.66) cannot be improved by parity considerations, since Q has
an even number of zeroes on the interval (γ2M+1, α) as it follows from the inequality (2.57)
and from Lemmata 2.7 and 2.8.
Thus, from (2.58), (2.64)–(2.66) we obtain the inequalities (2.61) again. As above, these
inequalities are equivalent to (2.55), since the number Z(β,α)(Q) is even by Lemma 2.7 and
Z(β,α)(Q1) is an even number by assumption.
II. If Q1 has an odd number of zeroes in (β, α), then, by the same argument as in Case I, we obtain
the inequalities (2.61), which coincide with the inequalities (2.56). But unlike in Case I, these
inequalities cannot be improved by parity consideration, since Z(β,α)(Q1) is odd by assumption.
Remark 2.12. Lemma 2.11 is true if β = −∞ and ϕ(z) 6= 0, ϕ′(z) 6= 0 for z ∈ (−∞, α) (see Re-
mark 2.6). Lemma 2.11 is also valid in the case when β > α or in the interval (α,+∞).
Note that the upper bound in (2.56) cannot be improved. This is confirmed by the following
example constructed recently by S. Edwards [10].
Example 2.13. The polynomial
p(z) = z(z2 − 1/4)(z2 + 1)25 (2.67)
has 3 real zeroes: ±1
2
and 0. Its derivative p′(z) has only two real zeroes: ±β, where
β =
√
4134 + 106
√
2369
212
≈ 0.4547246059.
In the interval (−β, β), the polynomial p has only one simple zero α = 0. Straightforward
computation shows that, in this case, we have Z(−β,α)(Q) = Z(α,β)(Q) = 2 and Z(−β,α)(Q1) =
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Z(α,β)(Q1) = 1, where Q[p](z) = (p
′(z)/p(z))′ and Q1[p](z) = (p
′′(z)/p′(z))′. Therefore, for the
polynomial p, the inequalities (2.56) have the form
Z(−β,α)(Q) = Z(−β,α)(Q1) + 1,
Z(α,β)(Q1) = Z(α,β)(Q1) + 1.
For functions with property A, Lemma 2.11 has the following form.
Theorem 2.14. Let ϕ ∈ U∗2n and let β1 and β2, β1 < β2, be real zeroes of ϕ′ and let ϕ have a
unique real zero α in the interval (β1, β2) such that ϕ
′(z) 6= 0 for all z ∈ (β1, α) ∪ (α, β2). If ϕ
possesses property A at its zero α, then
0 6 Z(β1,β2)(Q) 6 Z(β1,β2)(Q1). (2.68)
Proof. At first, we note that ϕ(β1)ϕ(β2) 6= 0 by Rolle’s theorem. Consider now two situations:
the number α is a zero of Q1 of even multiplicity (possibly not a zero of Q1) and α is a zero of Q1
of an odd multiplicity.
Case I. Let the number α be a zero of Q1 of an even multiplicity, including the situation Q1(α) 6= 0.
By the same method as in the proof of Corollary 1.19, one can show that Q1 has an even number
of zeroes between two consecutive zeroes of ϕ′, therefore, Q1 has an even number of zeroes in the
interval (β1, β2). Thus, there can be only two possibilities:
I.1. The functionQ1 has an even number of zeroes in each of the intervals (β1, α) and (α, β2). Then
the inequalities (2.68) follow7 from the fact that Z{α}(Q) 6= 0 and from the inequalities (2.55),
which hold in this case according to Lemma 2.11 (see also Remark 2.12).
I.2. The function Q1 has an odd number of zeroes in each of the intervals (β1, α) and (α, β2).
Then Lemma 2.11 and Remark 2.12 provide the validity of the inequalities (2.56) in each of
the intervals (β1, α) and (α, β2):
0 6 Z(β1,α)(Q) 6 1 + Z(β1,α)(Q1), (2.69)
0 6 Z(α,β2)(Q) 6 1 + Z(α,β2)(Q1). (2.70)
Since ϕ possesses property A at α, we have Q(z) 6= 0 in at least one of the intervals (β1, α)
and (α, β2).
If Q(z) 6= 0 for z ∈ (β1, α), then Z(β1,α)(Q) = 0. Since Q1 has an odd number of zeroes in the
interval (β1, α) (hence at least one) by assumption, the inequality (2.69) can be improved to
yield
0 = Z(β1,α)(Q) 6 Z(β1,α)(Q1)− 1. (2.71)
Together with (2.70) and the fact that Z{α}(Q) 6= 0, this inequality gives (2.68).
If Q(z) 6= 0 in the interval (α, β2), then (2.68) can be proved analogously.
7In this case, we do not use the fact that ϕ possesses property A at its zero α.
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Case II. Let the number α be a zero of Q1 of odd multiplicity (hence at least one).
By assumption, ϕ possesses property A at α. At first, we assume that Q(z) 6= 0 in the inter-
val (β1, α). As we mentioned in Case I, Q1 has an even number of zeroes in the interval (β1, β2),
so there can be only the following two situations:
II.1. The function Q1 has an odd number of zeroes in the interval (β1, α) and it has an even number
of zeroes in (α, β2). Then as above, we have the inequality (2.71) in the interval (β1, α) and
the inequality
0 6 Z(α,β2)(Q) 6 Z(α,β2)(Q1),
which follows from Lemma 2.11 and Remark 2.12. Together with (2.71) and the fact that
Z{α}(Q) 6= 0, this inequality gives (2.68).
II.2. The function Q1 has an even number of zeroes in the interval (β1, α) and Q1 has an odd
number of zeroes in (α, β2). Then the number Z(β1,α)(Q1) can also be zero and we have the
following inequality
0 = Z(β1,α)(Q) 6 Z(β1,α)(Q1). (2.72)
By Lemma 2.11 and Remark 2.12, we obtain the inequality (2.70). But since Q1(α) = 0 by
assumption and Q(α) 6= 0 by (1.6), we have the inequality
0 = Z{α}(Q) 6 −1 + Z{α}(Q1),
which, together with the inequality (2.70), implies
0 6 Z[α,β2)(Q) 6 Z[α,β2)(Q1).
From this inequality and the inequality (2.72) we again obtain (2.68).
If Q(z) 6= 0 in the interval (α, β2), then the inequality (2.68) can be proved analogously.
Remark 2.15. Theorem 2.14 remains valid if one of β1 and β2 is infinite rather than a zero of ϕ
′,
that is, if (β1, β2) = (β1,+∞) or (β1, β2) = (−∞, β2) and the numbers Z(β1,β2)(Q) and Z(β1,β2)(Q1)
are of equal parities. More general, if, say, β2 = +∞, then the inequalities (2.68) must turn to the
following ones
0 6 Z(β1,+∞)(Q) 6 1 + Z(β1,+∞)(Q1). (2.73)
However, for functions in U∗0 = L −P∗ the inequalities (2.68) are valid for half-infinite intervals,
since both functions Q(z) and Q1(z) are negative for all sufficiently large real z (see the proof of
Theorem 1.14 and Proposition 1.5), and therefore, the numbers Z(β1,β2)(Q) and Z(β1,β2)(Q1) are of
equal parities whether βi’s are finite or infinite (see also Section 5).
Remark 2.16. If α is a multiple zero of ϕ ∈ U∗2n and β1 and β2, where β1 < α < β2, are zeroes
of ϕ′ such that ϕ(z) 6= 0 and ϕ′(z) 6= 0 for all z ∈ (β1, α)∪ (α, β2), then the inequalities (2.68) hold,
since we have Case I of Lemma 2.11 in both intervals (β1, α) and (α, β2) in this case.
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3 Bounds on the number of real critical points of the logarithmic
derivatives of functions in L − P∗
In this section, we study bounds on the number of real zeroes of the function Q[ϕ] associated with
a function ϕ ∈ L − P∗ = U∗0 in detail.
In Section 3.1, we investigate bounds on the number of zeroes of the function Q in half-infinite
intervals free of zeroes of the function ϕ. Such intervals may appear if ϕ has the smallest and/or
the largest zero.
Section 3.2 is devoted to the study of the number of real zeroes of Q associated with functions in
L − P∗ whose derivatives have no zeroes on the real axis. We establish some auxiliary statements
and then prove Theorems 3.9 and 3.10, which we use in Section 3.3.
3.1 Half-infinite intervals free of zeroes of ϕ
In Section 1.3, we already established that the function Q[ϕ] has an even number of zeroes in the
interval (αL,+∞) where αL is the largest zero (if any) of the function ϕ in L − P∗. But if additional
information on the number of real zeroes of ϕ′ is available, then Lemma 2.7 and Lemma 1.18 can
be used to derive the following sharper result.
Lemma 3.1. Let ϕ ∈ L − P∗ and suppose that ϕ has the largest zero αL and ϕ′ has exactly
r > 1 extra zeroes, counting multiplicities, in the interval (αL,+∞). If βL is the largest zero
of ϕ′ in (αL,+∞), then Q has an odd (even) number of real zeroes in (βL,+∞) whenever r is
an even (odd) number.
Proof. Let ϕ′ have l 6 r distinct zeroes, say β1 < β2 < . . . < βl = βL, in the interval (αL,+∞).
According to Lemma 1.18, Q has an even number of real zeroes in (αL,+∞), counting multiplicities.
But from Lemma 2.7 it follows that Q has an even number of real zeroes in (αL, β1), counting
multiplicities, and an odd number of real zeroes, say 2Mi + 1, in each of the intervals (βi, βi+1)
(i = 1, 2, . . . , l − 1). Hence, Q has exactly ∑l−1i=1 (2Mi + 1) real zeroes, counting multiplicities,
in
⋃l−1
i=1 (βi, βi+1).
Moreover, from (1.6) it follows that β is a zero of Q of multiplicity M − 1 whenever β is
a zero of ϕ′ of multiplicity M and ϕ(β) 6= 0. Consequently, in our case, Q has exactly r − l
real zeroes, counting multiplicities, at the points βi that are multiple zeroes of ϕ
′. Thus, Q has
r−l+∑l−1i=1 (2Mi + 1) = r−1+∑l−1i=1 2Mi real zeroes, counting multiplicities, in the interval [β1, βL].
Therefore, if r is an even (odd) number, then Q has an odd (even) number of real zeroes in (αL, βL].
Recall that Q has an even number of zeroes in (αL, β1) by Lemma 2.7. Consequently, Q has an
odd (even) number of real zeroes in (βL,+∞), since Q has an even number of real zeroes in
(αL,+∞), according to Lemma 1.18.
Remark 3.2. Lemma 3.1 is valid with respective modification in the case when ϕ has the smallest
zero aS .
Lemmata 1.18 and 3.2 together with results of Section 2 imply the following theorem, which
concerns half-infinite intervals adjacent to the largest zero of ϕ.
Theorem 3.3. Let ϕ ∈ L − P∗ and let αL be the largest zero of ϕ. If ϕ′ has exactly r > 1 zeroes
in the interval (αL,+∞), counting multiplicities, and βS is the minimal one, then
2
[r
2
]
6 Z[βS ,+∞)(Q) 6 2
[r
2
]
+ Z[βS ,+∞)(Q1), (3.1)
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where
[r
2
]
is the largest integer not exceeding
r
2
.
Proof. Let βS = β1 6 β2 6 . . . 6 βr be the zeroes of ϕ
′ in the interval (αL,+∞). Corollary 2.10
gives
r − 1 6 Z[β1,βr](Q) 6 r − 1 + Z[β1,βr](Q1). (3.2)
We consider the following two cases.
Case I. The number r is odd. There can be only the following two situations:
I.1. The function ϕ′′ has an odd number of zeroes, counting multiplicities, in the interval (βr,+∞),
say γ1 6 γ1 6 γ2 6 . . . 6 γ2M+1, M > 0.
From the analyticity of ϕ and ϕ′ it follows that
ϕ(αL + ε)ϕ
′(αL + ε) > 0 (3.3)
for all sufficiently small ε > 0, and
ϕ′(βr + δ)ϕ
′′(βr + δ) > 0 (3.4)
for all sufficiently small δ > 0. Since r is an odd number, ϕ′ has different signs in the intervals
(αL, β1) and (βr,+∞). Therefore, from (3.3) we obtain
ϕ(βr + δ)ϕ
′(βr + δ) < 0 (3.5)
for sufficiently small δ > 0, since ϕ(z) 6= 0 for z ∈ (αL,+∞). Hence, from (3.4) and (3.5) it
follows that
ϕ(βr + ε)ϕ
′′(βr + ε) < 0 (3.6)
for sufficiently small ε > 0. This means that Q(z) < 0 for z ∈ (βr, γ1) by (1.6), so
0 = Z(βr,γ1)(Q) 6 Z(βr ,γ1)(Q1). (3.7)
Here the upper bound cannot be improved by parity considerations, since Q1 has an even
number of zeroes in the interval (βr, γ1) according to Lemma 2.7 applied to Q1. By Case I of
Lemma 2.8, we have
0 6 Z[γ1,γ2M+1](Q) 6 Z[γ1,γ2M+1](Q1). (3.8)
But ϕ′′ has different signs in the intervals (β1, γ1) and (γ2M+1,+∞), therefore, by (3.6),
ϕ(γ2M+1 + δ)ϕ
′′(γ2M+1 + δ) > 0
for sufficiently small δ > 0, so the number Z(γ2M+1,+∞)(Q) can be positive according to (1.6).
Now we note that Q has an even number of zeroes in (βr,+∞) and in [γ1, γ2M+1] by Lem-
mata 3.1 and 2.8. Since Q has no zeroes in (βr, γ1), it has an even number of zeroes in the
interval (γ2M+1,+∞). Lemma 2.5 and Remark 2.6 imply the validity of the inequality (2.12)
for (γ2M+1,+∞):
Z(γ2M+1,+∞)(Q) 6 1 + Z(γ2M+1,+∞)(Q1). (3.9)
30
Applying Lemma 3.1 to Q1 on the interval (γ2M+1,+∞), we obtain that Q1 has an even
number of zeroes in (γ2M+1,+∞) too. Consequently, the inequality (3.9) can be improved to
the following one
0 6 Z(γ2M+1,+∞)(Q) 6 Z(γ2M+1,+∞)(Q1). (3.10)
Here the trivial lower bound cannot be improved by parity considerations, since Q has an
even number of zeroes in (γ2M+1,+∞). Now the inequalities (3.2), (3.7), (3.8) and (3.10)
imply
r − 1 6 Z[βS ,+∞)(Q) 6 r − 1 + Z[βS ,+∞)(Q1), (3.11)
which is equivalent to (3.1), since r is odd, so 2
[r
2
]
= r − 1.
I.2. The function ϕ′′ has an even number of zeroes, counting multiplicities, in the interval (βr,+∞),
say γ1 6 γ1 6 γ2 6 . . . 6 γ2M , M > 0.
LetM = 0, that is, ϕ′′(z) 6= 0 for z ∈ (βr,+∞). Since r is an odd number, the inequality (3.6)
holds as we proved above. Therefore,
0 = Z(βr ,+∞)(Q) 6 Z(βr ,+∞)(Q1).
Combined with (3.2), this inequality implies (3.11), which is equivalent to (3.1) as we ex-
plained above.
Let M > 0, then (3.6) and Case III of Lemma 2.8 imply
0 6 Z[γ1,γ2M ](Q) 6 1 + Z[γ1,γ2M ](Q1). (3.12)
As above, the inequality (3.6) implies (3.7). Moreover, from the fact that ϕ′′ has an even
number of zeroes in (βr,+∞) it follows that ϕ′′ has equal signs in the intervals (βr, γ1) and
(γ2M ,+∞). Then by (3.6), we have the following inequality
ϕ(γ2M + ε)ϕ
′′(γ2M + ε) < 0 (3.13)
for sufficiently small ε, so Z(γ2M ,+∞)(Q) = 0 by (1.6). Applying Lemma 3.1 to Q1, we obtain
that Q1 has an odd number of zeroes in (γ2M ,+∞) (at least one). Therefore, we have
0 = Z(γ2M ,+∞)(Q) 6 −1 + Z(γ2M ,+∞)(Q1). (3.14)
Now from (3.2), (3.7), (3.12) and (3.14) we again obtain the inequalities (3.11), which are
equivalent to (3.1) as above.
Case II. The number r > 0 is even. There also can be only two situations:
II.1. The function ϕ′′ has an even number of zeroes, counting multiplicities, in the interval (βr,+∞),
say γ1 6 γ1 6 γ2 6 . . . 6 γ2M , M > 0.
Let M > 0. According to Lemma 3.1, Q has an odd number of zeroes in (βr,+∞). But Q(z)
is negative for sufficiently large real z as was shown in the proof of Theorem 1.14, therefore,
Q(βr + ε) > 0 (3.15)
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for sufficiently small ε > 0. From (2.24) it follows that Q(γ1) < 0, consequently, Q has an
odd number of zeroes (at least one) in the interval (βr, γ1). This fact and Lemma 2.5 imply
the following inequalities
1 6 Z(βr ,γ1)(Q) 6 1 + Z(βr,γ1)(Q1). (3.16)
By Lemma 2.7 applied to Q1, the latter has an even number of zeroes in the interval (βr, γ1).
Hence, the inequalities (3.16) cannot be improved by parity considerations.
Since ϕ′′ has an even number of zeroes, counting multiplicities, in the interval (βr,+∞), ϕ′′
has equal signs in the intervals (βr, γ1) and (γ2M ,+∞). But Q has at least one zero in (βr, γ1)
(see (3.16)), therefore from (1.6) it follows that ϕ(z)ϕ′′(z) is positive in (βr, γ1). Consequently,
ϕ(z)ϕ′′(z) is also positive in (γ2M ,+∞). Thus, by (1.6), the number Z(γ2M ,+∞)(Q) can be
positive. Moreover, since Q(z) is negative for z sufficiently close to γ2M (see (2.24)) and for
sufficiently large real z (see the proof of Theorem 1.14), Q has an even number of zeroes
in (γ2M ,+∞). Lemma 2.5 and Remark 2.6 imply
0 6 Z(γ2M ,+∞)(Q) 6 1 + Z(γ2M ,+∞)(Q1). (3.17)
Here the upper bound cannot be improved by parity considerations, since Q1 has an odd
number of zeroes in the interval (γ2M ,+∞) by Lemma 3.1 applied to Q1.
Since ϕ(z)ϕ′′(z) > 0 in (βr, γ1) (see (3.16) and (1.6)), by Case II of Lemma 2.8, we have
0 6 Z[γ1,γ2M ](Q) 6 −1 + Z[γ1,γ2M ](Q1). (3.18)
Now from (3.2) and (3.16)–(3.18) we obtain the following inequalities
r 6 Z(βs,+∞)(Q) 6 r + Z(βs,+∞)(Q1), (3.19)
which are equivalent to (3.1), since r is even, so 2
[r
2
]
= r.
If M = 0, that is, ϕ′′(z) 6= 0 in the interval (βr,+∞), then we have the inequalities
1 6 Z(βr ,+∞)(Q) 6 1 + Z(βr,+∞)(Q1), (3.20)
where the upper bound follows from Lemma 2.5 and Remark 2.6, and the lower bound follows
from (3.15) and from the fact that Q(z) < 0 for sufficiently large real z.
By (3.2) and (3.20), we again obtain (3.19), which is equivalent to (3.1) as we showed above.
II.2. The function ϕ′′ has an odd number of zeroes, counting multiplicities, in the interval (βr,+∞),
say γ1 6 γ1 6 γ2 6 . . . 6 γ2M+1, M > 0.
As in Case II.1, Lemma 3.1 implies the inequality (3.15), from which the inequalities (3.16)
follow by Lemma 2.5. Furthermore, from Case I of Lemma 2.8 we obtain the inequalities (3.8).
Since Q has at least one zero in the interval (βr, γ1) (see (3.16)), ϕ(z)ϕ
′′(z) > 0 in (βr, γ1)
by (1.6). But ϕ′′ has an odd number of zeroes in (βr,+∞) by assumption, and ϕ(z) 6= 0 in
this interval, therefore, ϕ(z)ϕ′′(z) < 0 in (γ2M+1,+∞) and Q has no zeroes in the interval
(γ2M+1,+∞). This fact implies the following inequality
0 = Z(γ2M+1,+∞)(Q) 6 Z(γ2M+1,+∞)(Q1),
which, together with (3.8), and (3.16) implies (3.20). Now by (3.2) and (3.20), we ob-
tain (3.19), which is equivalent to (3.1) as we showed in Case II.1.
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Remark 3.4. Theorem 3.3 remains valid with respective modification in the case when ϕ has
the smallest zero aS .
Remark 3.5. The number r in Theorem 3.3 is the number of extra zeroes of ϕ′ in (αL,+∞).
3.2 Functions in L − P∗ whose first derivatives have no real zeroes
So far, we have considered finite and half-infinite intervals. Our statements in this section address
the entire real axis.
Lemma 3.6. Let ϕ ∈ L − P∗. If ϕ′(z) 6= 0, ϕ′′(z) 6= 0, Q1(z) 6= 0 for z ∈ R, then ZR(Q) = 0, i.e.
Q has no real zeroes.
Proof. The function ϕ may have real zeroes. But by Rolle’s theorem, ϕ has at most one real zero,
counting multiplicity, since ϕ′(z) 6= 0 for z ∈ R by assumption.
If ϕ(z) 6= 0 for z ∈ R, then by Lemma 2.1 applied on the real axis, Q has at most one real zero,
counting multiplicity. But by Corollary 1.19, the number of real zeroes of Q is even. Consequently,
ZR(Q) = 0.
If ϕ has one real zero, counting multiplicity, say α, then α is the unique real pole of Q. Moreover,
since ϕ′′(z) 6= 0 for z ∈ R by assumption, the function ϕϕ′′ changes its sign at α and, therefore,
ϕ(z)ϕ′′(z) < 0 in one the intervals (−∞, α) and (α,+∞). Consequently, by (1.6), Q(z) 6= 0
in one of the intervals (−∞, α) and (α,+∞). Without loss of generality, we may suppose that
Z(−∞,α](Q) = 0. Then according to Lemma 2.1 and Remark 2.2, we obtain that Q has at most one
zero, counting multiplicity, in the interval (α,+∞). But the number of real zeroes of Q is even by
Corollary 1.19, and Q has no zeroes in the interval (−∞, α]. Therefore, Q cannot have zeroes in
the interval (α,+∞), so ZR(Q) = 0, as required.
Lemma 3.7. Let ϕ ∈ L −P∗ and let ϕ′(z) 6= 0, ϕ′′(z) 6= 0 for z ∈ R. If Q1 has only one real zero,
then Q has no real zeroes, i.e. ZR(Q) = 0.
Proof. As in Lemma 3.6, we note that ϕ has at most one real zero, counting multiplicity, by Rolle’s
theorem.
Case I. Let ϕ(z) 6= 0 for z ∈ R and let ξ be a unique real zero of Q1. By Corollary 1.19 (see
Remark 1.20), ξ is a zero of Q1 of even multiplicity 2M . In this case, the number ξ cannot be zero
of Q. In fact, if Q(ξ) = 0, then, by Lemma 2.3 applied on the real axis, ξ is a unique real zero of
Q of multiplicity 2M + 1, that is, Z{ξ}(Q) = ZR(Q) = 2M + 1. This contradicts Corollary 1.19,
so Q(ξ) 6= 0.
Since ξ is a unique real zero of Q1 of even multiplicity, Q1 has equal signs in the intervals (−∞, ξ)
and (ξ,+∞). By Lemma 2.1 applied to these intervals, Q can have at most one zero, counting mul-
tiplicity, in each of the intervals (−∞, ξ) and (ξ,+∞). But if Q has a zero in the interval (−∞, ξ),
then Q(z) 6= 0 for z ∈ (ξ,+∞). In fact, if ζ ∈ (−∞, ξ) is a zero of Q, then (2.3) must hold on
(−∞, ζ), and ζ is a simple zero of Q by Lemma 2.1. Moreover, Q(z) 6= 0 for z ∈ (ζ, ξ], since (see
the proof of Lemma 2.1), for all sufficiently small δ > 0, we have
ϕ′(ζ + δ)ϕ′′(ζ + δ)Q(ζ + δ)Q1(ζ + δ) > 0. (3.21)
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But the functions ϕ′, ϕ′′, Q and Q1 do not change their signs at ξ, therefore, we have the in-
equality (3.21) in a small right-sided neighbourhood of ξ. Consequently, Q(z) 6= 0 in (ξ,+∞) by
Lemma 2.1.
Thus, if Q has real zeroes, then it has at most one zero, counting multiplicity, in one of the
intervals (−∞, ξ) and (ξ,+∞), that is, ZR(Q) 6 1. Now Corollary 1.19 implies ZR(Q) = 0.
Case II. If ϕ has one real zero, counting multiplicity, say α, then α is the unique real pole of Q. In
this case, as in the proof of Lemma 3.6, one can show that Q(z) 6= 0 in one of the intervals (−∞, α)
and (α,+∞). Without loss of generality, we may assume that Q(z) 6= 0 for z ∈ (−∞, α], that is,
Z(−∞,α](Q) = 0. Then by Corollary 1.19, the number Z(α,+∞)(Q) is even.
Let ξ be the unique real zero of Q1 and ξ ∈ (−∞, α]. Recall that Z{ξ}(Q1) = ZR(Q1) = 2M ,
M > 1, according to Corollary 1.19. By Lemma 2.1 (see Remark 2.2), Q has at most one zero,
counting multiplicity, in (α,+∞). Since Z(α,+∞)(Q) is an even number, we have ZR(Q) = 0.
If ξ ∈ (α,+∞), then by the same argument as in Case I, one can show that Q(ξ) 6= 0. Fur-
thermore, by Lemma 2.1 applied to the intervals (α, ξ) and (ξ,+∞), Q can have at most one zero,
counting multiplicity, in each of these intervals. In the same way as in Case I, one can show that
Q(z) 6= 0 for z ∈ (ξ,+∞) if Q has a zero on the interval (α, ξ). So Z(α,+∞)(Q) 6 1, therefore,
ZR(Q) 6 1, since Z(−∞,α](Q) = 0 by assumption. Now Corollary 1.19 again implies ZR(Q) = 0.
We are now in a position to establish a relation between the number of real zeroes of Q and Q1
on the real line analogous to (2.12).
Theorem 3.8. Let ϕ ∈ L− P∗. If ϕ′(z) 6= 0, ϕ′′(z) 6= 0 for z ∈ R, then
0 6 ZR(Q) 6 ZR(Q1). (3.22)
Proof. As in Lemma 3.6, we note that ϕ has at most one real zero, counting multiplicity, by Rolle’s
theorem.
Case I. Let ϕ(z) 6= 0 for z ∈ R. Then we can apply Lemma 2.5 (see also Lemmata 3.6 and 3.7) on
the real axis to obtain
0 6 ZR(Q) 6 1 + ZR(Q1), (3.23)
that is equivalent to (3.22), since the numbers ZR(Q) and ZR(Q1) are both even by Corollary 1.19
and Remark 1.20.
Case II. If ϕ has one real zero, counting multiplicity, say α, then α is a unique pole of Q. In this
case, as in the proof of Lemma 3.6, one can show that Q(z) 6= 0 in one of the intervals (−∞, α)
and (α,+∞). Without loss of generality, we assume that Q(z) 6= 0 for z ∈ (−∞, α]. Then by
Corollary 1.19, the number Z(α,+∞)(Q) is even and the following inequality holds
0 = Z(−∞,α](Q) 6 Z(−∞,α](Q1). (3.24)
By Lemma 2.5 (see Remarks 2.2, 2.4 and 2.6), we obtain
0 6 Z(α,+∞)(Q) 6 1 + Z(α,+∞)(Q1). (3.25)
The inequalities (3.24)–(3.25) imply (3.23), which is equivalent to (3.22) as we showed above.
We now address the case when ϕ and ϕ′ have no real zeroes.
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Theorem 3.9. Let ϕ ∈ L − P∗ and let ϕ(z) 6= 0, ϕ′(z) 6= 0 for z ∈ R. Then the inequalities (3.22)
hold for ϕ.
Proof. At first, we note that ϕ′′ cannot have an odd number of real zeroes, counting multiplicities,
if ϕ(z) 6= 0 for z ∈ R. In fact, since ϕ ∈ L − P∗ has no real zeroes by assumption, ϕ(z) = eq(z)p(z),
where q is a real polynomial of degree at most two and p is a real polynomial with no real zeroes.
Therefore, deg p is even. Since ϕ′′ has exactly deg p+ 2deg q − 2 zeroes, ϕ′′ has an even number of
real zeroes, counting multiplicities, or has no real zeroes.
If ϕ′′(z) 6= 0 for z ∈ R, then the inequalities (3.22) follow from Theorem 3.8.
Let ϕ′′ have an even number of real zeroes, counting multiplicities, say γ1 6 γ2 6 . . . 6 γ2r, r > 1.
If γ1 = γ2r, then γ1 is a unique real zero of ϕ
′′ and its multiplicity is even. Consequently, γ1 is a
zero of Q1, according to (1.7). Therefore, the inequality (2.24) implies
0 = Z{γ1}(Q) 6 −1 + Z{γ1}(Q1). (3.26)
Since Q(z) is negative when z = γ1 (see (2.24)) and when z → ±∞, Q has an even number of zeroes
in each of the intervals (−∞, γ1) and (γ1,+∞). Then by Lemma 2.5 and Remark 2.6, the following
inequalities hold
0 6 Z(−∞,γ1)(Q) 6 1 + Z(−∞,γ1)(Q1), (3.27)
0 6 Z(γ1,+∞)(Q) 6 1 + Z(γ1,+∞)(Q1).
Together with (3.26), these inequalities imply (3.23), which is equivalent to (3.22), since the numbers
ZR(Q) and ZR(Q1) are both even by Corollary 1.19 and Remark 1.20.
Let γ1 < γ2r and let ϕ(z)ϕ
′′(z) > 0 for z ∈ (−∞, γ1). Then ϕ(z)ϕ′′(z) > 0 for z ∈ (γ2r,+∞),
since ϕ′′ has equal signs in the intervals (−∞, γ1) and (γ2r,+∞) and ϕ(z) 6= 0 for z ∈ R by
assumption. By Lemma 2.5 and Remark 2.6, the inequalities (3.27) hold and
0 6 Z(γ2r ,+∞)(Q) 6 1 + Z(γ2r ,+∞)(Q1). (3.28)
Case II of Lemma 2.8 implies
0 6 Z[γ1,γ2r ](Q) 6 −1 + Z[γ1,γ2r ](Q1). (3.29)
Now from (3.27)–(3.29) we obtain the inequalities (3.23), which are equivalent to (3.22) as we
mentioned above.
If γ1 < γ2r and ϕ(z)ϕ
′′(z) < 0 for z ∈ (−∞, γ1), then ϕ(z)ϕ′′(z) < 0 for z ∈ (γ2r,+∞).
Therefore, by (1.6), the following inequalities hold
0 = Z(−∞,γ1)(Q) 6 Z(−∞,γ1)(Q1), (3.30)
0 = Z(γ2r ,+∞)(Q) 6 Z(γ2r ,+∞)(Q1). (3.31)
From Case III of Lemma 2.8 it follows that the inequalities (2.23) hold in the interval [γ1, γ2r] and
together with (3.30)–(3.31), they imply (3.23), which is equivalent to (3.22).
At last, we examine the case when ϕ has a unique real zero α and possesses property A at α.
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Theorem 3.10. Let ϕ ∈ L− P∗ have a unique real zero α such that ϕ′(z) 6= 0 for z ∈ R\{α}.
If ϕ possesses property A at α, then the inequalities (3.22) hold.
Proof. Since ϕ possesses property A, Q associated with ϕ has no zeroes in at least one of the
intervals (−∞, α) and (α,+∞). Without loss of generality, we may assume that Q(z) 6= 0 for
z ∈ (−∞, α). Then we have
0 = Z(−∞,α](Q) 6 Z(−∞,α](Q1), (3.32)
since Q(α) 6= 0. From Lemma 2.11 and Remark 2.12 it follows that
0 6 Z(α,+∞)(Q) 6 1 + Z(α,+∞)(Q1). (3.33)
The inequalities (3.32)–(3.33) imply (3.23), which is equivalent to (3.22), since ZR(Q) and ZR(Q1)
are even by Corollary 1.19 and Remark 1.20.
3.3 The number of real zeroes of the functions Q and Q1
In this section, we establish bounds on the number of real zeroes of Q associated with a function ϕ
in L − P∗ in terms of the number of real zeroes of the function Q1. We consider separately three
types of functions in L −P∗ with finitely many real zeroes and also the functions with infinitely
many real zeroes. The main idea to establish the mentioned bounds is to consider local estimates.
That is, the real zeroes αj of a given function ϕ ∈ L − P∗ and the real zeroes βj of its derivative
ϕ′ split the real axis into a few types of finite and half-infinite intervals, so we can use results of
Sections 2.2 and 3.1 on those intervals. In the case when ϕ has no real zeroes, we use results of
Section 3.2.
So, if the function ϕ has infinitely many positive and negative zeroes, then its real zeroes
and the real zeroes of its derivative split the real axis into only the two type intervals appeared
in Corollary 2.10 and Theorem 2.14. If ϕ has infinitely many negative zeroes but finitely many
positive ones, then we additionally estimate the number of zeroes of Q[ϕ] on half-infinite intervals
using Theorem 3.3.
Likewise, if the function ϕ has finitely many real zeroes, then its real zeroes (if any) and the real
zeroes of its derivative split the real axis into the three types of intervals appeared in Corollary 2.10
and Theorems 2.14 and 3.3.
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Figure 3:
Example 3.11. Let the function ϕ have the form ϕ(z) = eλzp(z), where λ > 0 and p is a real
polynomial. Suppose that the real zeroes of ϕ and zeroes of its derivative ϕ′ are located as on
Figure 3. Then we can apply Theorem 2.14 to the intervals (β3, β4), (β4, β5) and (β7, β8) if ϕ
possesses property A. Applying Theorem 3.3 to the intervals (−∞, β1) and (β8,+∞) and applying
Corollary 2.10 to the interval [β5, β7], we obtain
6 6 ZR (Q) 6 6 + ZR (Q1) . (3.34)
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Here we take into account that Z{β4} (Q) = Z{β4} (Q) = 0. Since E(ϕ
′) = 7 in this case, we have
6 = 2
[
E(ϕ′)
2
]
. Besides, by Theorem 1.9, we have
E(ϕ′) = ZC(ϕ)− ZC(ϕ′), (3.35)
so from (3.34)–(3.35) we obtain
ZC(ϕ) − ZC(ϕ′) 6 ZR (Q) 6 ZC(ϕ)− ZC(ϕ′) + ZR (Q1) . (3.36)
Thus, the main idea to estimate the number ZR(Q) is described briefly. Now we give the full
proof of the inequalities (3.36) for all functions in L− P∗.
At first, we establish bounds on the number of real zeroes of Q associated with a function ϕ
in L − P∗ with finitely many real zeroes. We express those bounds in terms of the number of extra
zeroes of ϕ′.
The following theorem concerns real polynomials multiplied by exponentials.
Theorem 3.12. Let p be a real polynomial and let ϕ be the function
ϕ(z) = ebzp(z), (3.37)
where b 6= 0 is a real number. If ϕ possesses property A, then
2
[
E(ϕ′)
2
]
6 ZR (Q) 6 2
[
E(ϕ′)
2
]
+ ZR (Q1) . (3.38)
Here E(ϕ′) is the number of extra zeroes of ϕ′.
Proof. Without loss of generality, we assume that b > 0 and the leading coefficient of p is also
positive. Then ϕ(z)→ +∞ whenever z → +∞ and ϕ(z)→ 0 whenever z → −∞.
We consider the following two cases: I. p has no real zeroes, and II. p has at least one real zero.
Case I. Let p(z) 6= 0 for z ∈ R, then deg p is even and ϕ′(z) = ebz [p′(z) + bp(z)]. Thus, ϕ′ has no
real zeroes or it has an even number of real zeroes, all of which are extra zeroes of ϕ′. (This also
follows from Theorem 1.9 with n = 0.)
If ϕ′(z) 6= 0 for z ∈ R, then E(ϕ′) = 0, and by Theorem 3.9, we obtain the validity of (3.22),
which is equivalent to (3.38) in this case.
Let ϕ′ have an even number of real zeroes, say β1 6 β2 6 . . . 6 β2r, where r > 0, then
E(ϕ′) = 2r. Since b > 0 and ϕ(z) > 0 for z ∈ R by assumption, ϕ′(z) → +∞ whenever z → +∞
and ϕ′(z)→ +0 whenever z → −∞. In particular, we have
ϕ′(z) > 0 for z ∈ (−∞, β1) ∪ (β2r,+∞). (3.39)
Also ϕ′′(z) → +∞ whenever z → +∞ and ϕ′′(z) → +0 whenever z → −∞. By the analyticity
of ϕ′, the following inequalities hold
ϕ′(β1 − ε)ϕ′′(β1 − ε) < 0, (3.40)
ϕ′(β2r + δ)ϕ
′′(β2r + δ) > 0 (3.41)
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for all sufficiently small ε > 0 and δ > 0 (see (3.4)). These inequalities with (3.39) imply ϕ′′(β1−ε) <
0 and ϕ′′(β2r + δ) > 0 for all sufficiently small positive ε and δ. Therefore, ϕ
′′ has an odd number
of zeroes in the interval (−∞, β1) and an even number of zeroes (or no zeroes) in the interval
(β2r,+∞). Moreover, Q(β1 − ε) < 0 and Q(β2r + δ) > 0 for all sufficiently small δ > 0 and ε > 0,
since the sign of Q in a small vicinity of a real zero of ϕ′ equals the sign of ϕϕ′′ in that vicinity
(see (1.6)) and since ϕ(z) > 0 for z ∈ R by assumption. As was mentioned in Theorem 1.14, Q(z)
is negative for sufficiently large real z, consequently, Q has an even number of zeroes (possibly no
zeroes) in the interval (−∞, β1) and an odd number of zeroes in (β2r,+∞). Thus,
Z(β2r ,+∞)(Q) > 1. (3.42)
From Corollary 2.10 it follows that
2r − 1 6 Z[β1,β2r ](Q) 6 2r − 1 + Z[β1,β2r](Q1). (3.43)
If ϕ′′ has zeroes in (β2r,+∞), say γ(+)1 6 γ(+)2 6 . . . 6 γ(+)2M , M > 0, then, by (3.41) and by
Case II of Lemma 2.8, we have
0 6 Z
[γ
(+)
1 ,γ
(+)
2M ]
(Q) 6 −1 + Z
[γ
(+)
1 ,γ
(+)
2M ]
(Q1). (3.44)
Lemma 2.5 and Remark 2.6 yield
Z
(γ
(+)
2M ,+∞)
(Q) 6 1 + Z
(γ
(+)
2M ,+∞)
(Q1), (3.45)
Z
(β2r ,γ
(+)
1 )
(Q) 6 1 + Z
(β2r ,γ
(+)
1 )
(Q1). (3.46)
Then from (3.42) and (3.44)–(3.46) it follows that
1 6 Z(β2r ,+∞)(Q) 6 1 + Z(β2r ,+∞)(Q1). (3.47)
These inequalities cannot be improved by parity considerations, since Z(β2r ,+∞)(Q1) is even by
Lemma 1.18 applied to Q1.
If ϕ′′(z) 6= 0 for z ∈ (β2r,+∞), then, by Lemma 2.5 with Remark 2.6 and by (3.42), we obtain
the inequalities (3.47) again.
Since ϕ′′ has an odd number of zeroes in (−∞, β1), say γ(−)1 6 γ(−)2 6 . . . 6 γ(−)2N+1, N > 0, and
ϕ′′(z) < 0 in (γ
(−)
2N+1, β1) as we showed above, ϕ
′′(z) > 0 in (−∞, γ(−)1 ). Then we have
0 6 Z
(−∞,γ
(−)
1 )
(Q) 6 Z
(−∞,γ
(−)
1 )
(Q1), (3.48)
0 6 Z
[γ
(−)
1 ,γ
(−)
2N+1]
(Q) 6 Z
[γ
(−)
1 ,γ
(−)
2N+1]
(Q1), (3.49)
0 = Z
(γ
(−)
2N+1,β1)
(Q) 6 Z
(γ
(−)
2N+1,β1)
(Q1). (3.50)
Indeed, the inequalities (3.48) follow from Lemma 2.5 with Remark 2.6 and the fact that Q1 has
an even number of zeroes in (−∞, γ(−)1 ) by Lemma 3.1 applied to Q1. At the same time, the
lower bound of the inequalities (3.48) cannot be improved by parity considerations, since Q has
an even number of zeroes in the interval (−∞, γ(−)1 ) by (2.24) and by the fact that Q(z) < 0 for
sufficiently large real z. Further, the inequalities (3.49) are exactly (2.21). At last, since ϕ′′(z) < 0
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in (γ
(−)
2N+1, β1) and ϕ(z) > 0 for z ∈ R, Q(z) has no zeroes in (γ(−)2N+1, β1) by (1.6). This fact we use
in (3.50).
Now (3.43), (3.47) and (3.48)–(3.50) imply
2r 6 ZR(Q) 6 2r + ZR(Q1).
These inequalities are equivalent to (3.38), since E(ϕ′) = 2r.
Case II. Let ϕ have at least one real zero.
Let αS and αL be the smallest and the largest zeroes of ϕ. It is easy to see that, for all
sufficiently small ε > 0,
ϕ(αS − ε)ϕ′(αS − ε) < 0. (3.51)
Also since ϕ(z)→ 0 whenever z → −∞, we have, for sufficiently large negative C,
ϕ(C)ϕ′(C) > 0. (3.52)
From (3.51)–(3.52) it follows that ϕ′ has an odd number of zeroes, counting multiplicities, say
2r− + 1, r− > 0, in (−∞, αS), since ϕ(z) 6= 0 in (−∞, αS). Let β−L be the largest zero of ϕ′ in the
interval (−∞, αS). Then by Theorem 3.3 and by Remark 3.4, we have
2r− 6 Z(−∞,β−
L
](Q) 6 2r− + Z(−∞,β−
L
](Q1), (3.53)
since 2r− = 2
[
2r−+1
2
]
.
Further, by assumption, ϕ(z) is positive for z ∈ (αL,+∞) and tends to +∞ whenever z
tends to +∞. Therefore, ϕ′(z) → +∞ as z → +∞ and, by (3.3), we have ϕ′(z) > 0 in a small
right-sided neighbourhood of the point αL. Consequently, ϕ
′ has an even number of zeroes, count-
ing multiplicities, say 2r+ > 0, in the interval (αL,+∞). If ϕ′ has at least one zero in (αL,+∞)
and β+S is the smallest one, then by Theorem 3.3, we have
2r+ 6 Z[β+
S
,+∞)(Q) 6 2r+ + Z[β+
S
,+∞)(Q1) (3.54)
since 2r+ = 2
[
2r+
2
]
.
II.1 Let ϕ have a unique real zero α. Then α = αS = αL.
If ϕ′ has no zeroes in the interval (α,+∞) and has exactly 2r− + 1 zeroes, counting multi-
plicities, in (−∞, α), then from Theorem 2.14 and Remark 2.15 it follows that
0 6 Z(β−
L
,+∞)(Q) 6 Z(β−
L
,+∞)(Q1), (3.55)
where β−L is the largest zero of ϕ
′ in the interval (−∞, α). Now the inequalities (3.53)
and (3.55) imply (3.38), since E(ϕ′) = 2r− + 1 in this case.
Let ϕ′ have exactly 2r+ > 0 zeroes, counting multiplicities, in the interval (α,+∞) and let
β+S be the smallest one. By Theorem 2.14, we have
0 6 Z(β−
L
,β+
S
)(Q) 6 Z(β−
L
,β+
S
)(Q1). (3.56)
This inequality, together with (3.53) and (3.54), gives (3.38), since E(ϕ′) = 2r+ + 2r− + 1 in
this case.
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II.2 Let ϕ have exactly l > 2 distinct real zeroes, say αS = α1 < α2 < . . . < αl = αL. By Rolle’s
theorem, ϕ′ has an odd number of zeroes, say 2Mi + 1, Mi > 0, counting multiplicities, in
each of the intervals (αi, αi+1), i = 1, 2, . . . , l−1. If we denote by β(1)S and β(l−1)L the smallest
zero of ϕ′ in the interval (α1, α2) and the largest zero of ϕ
′ in the interval (αl−1, αl), then, by
Corollary 2.10 and by Theorem 2.14, we have
l−1∑
i=1
2Mi 6 Z[β(1)
S
,β
(l−1)
L
]
(Q) 6
l−1∑
i=1
2Mi + Z[β(1)
S
,β
(l−1)
L
]
(Q1). (3.57)
In the interval (β−L , β
(1)
S ), we use Theorem 2.14 to yield
0 6 Z
(β−
L
,β
(1)
S
)
(Q) 6 Z
(β−
L
,β
(1)
S
)
(Q1), (3.58)
where β−L is the largest zero of ϕ
′ in the interval (−∞, α1). The existence of this zero was
proved above.
If ϕ′ has no zeroes in the interval (αl,+∞), then, by Theorem 2.14 and by Remark 2.15, we
have
0 6 Z
(β
(l−1)
L
,+∞)
(Q) 6 Z
(β
(l−1)
L
,+∞)
(Q1). (3.59)
Thus, if we suppose that ϕ′ has 2r− + 1 zeroes, counting multiplicities, in (−∞, α1), then
E(ϕ′) = 2r−+1+
∑l−1
i=1 2Mi, so the inequalities (3.53), (3.58), (3.57) and (3.59) imply (3.38).
If ϕ′ has at least one zero in the interval (αl,+∞) and β+S is the smallest one, then by
Theorem 2.14, we have
0 6 Z
(β
(l−1)
L
,β+
S
)
(Q) 6 Z
(β
(l−1)
L
,β+
S
)
(Q1). (3.60)
If we suppose that ϕ′ has 2r+ > 0 zeroes, counting multiplicities, in the interval (αl,+∞),
and it has 2r− + 1 zeroes, counting multiplicities, in (−∞, α1), then we obtain the following
E(ϕ′) = 2r− + 2r+ + 1 +
∑l−1
i=1 2Mi, so (3.38) follows from (3.53), (3.58), (3.57), (3.60)
and (3.54).
Now we derive a bound on the number of real zeroes of Q associated with a real polynomial.
Theorem 3.13. Let ϕ be a real polynomial possessing property A.
I. If ϕ(z) 6= 0 for z ∈ R, then
2
[
E(ϕ′)
2
]
+ 2 6 ZR (Q) 6 2
[
E(ϕ′)
2
]
+ 2 + ZR (Q1) , (3.61)
where E(ϕ′) is the number of extra zeroes of ϕ′.
II. If ϕ has at least one real zero, then the inequalities (3.38) hold.
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Proof. Without loss of generality, we may assume that the leading coefficient of ϕ is positive.
Then ϕ(z)→ +∞ whenever z → +∞ and ϕ(z)→ ±∞ whenever z → −∞.
I. Let ϕ(z) 6= 0 for z ∈ R. Then degϕ is even and degϕ′ = degϕ− 1. Consequently, ϕ′ has an odd
number of zeroes, all of which are extra zeroes of ϕ′ (see also Theorem 1.10 with n = 0).
We denote the real zeroes of ϕ′ by β1 6 β2 6 . . . 6 β2r+1, so E(ϕ
′) = 2r + 1. By assumption,
ϕ(z) > 0 for z ∈ R, therefore, ϕ′(z)→ +∞ whenever z → +∞ and ϕ′(z)→ −∞ whenever z → −∞.
Consequently, ϕ′(z) < 0 for z ∈ (−∞, β1) and ϕ′(z) > 0 for z ∈ (β2r+1,+∞). Also ϕ′′(z) → +∞
whenever z → ±∞. As in the proof of Theorem 3.12, one can show that the inequality (3.40) holds
and implies ϕ′′(β1 − ε) > 0 for all sufficiently small ε > 0. Analogously to (3.41), we have
ϕ′(β2r+1 + δ)ϕ
′′(β2r+1 + δ) > 0 (3.62)
for all sufficiently small δ > 0, that is, ϕ′′(β2r+1 + δ) > 0. Therefore, ϕ
′′ has an even number of
zeroes in each of the intervals (−∞, β1) and (β2r+1,+∞). Moreover, since ϕ(z) > 0 for z ∈ R by
assumption, Q(β1− ε) > 0 and Q(β2r+1+ δ) > 0 for all sufficiently small δ > 0 and ε > 0 according
to (1.6). But Q(z) < 0 for all sufficiently large real z (see the proof of Theorem 1.14), consequently,
Q has an odd number of zeroes in each of the intervals (−∞, β1) and (β2r+1,+∞). Thus,
Z(−∞,β1)(Q) > 1, (3.63)
Z(β2r+1,+∞)(Q) > 1. (3.64)
By Corollary 2.10, we have
2r 6 Z[β1,β2r+1](Q) 6 2r + Z[β1,β2r+1](Q1). (3.65)
Since ϕ′′ has an even number of zeroes in each of the intervals (−∞, β1) and (β2r+1,+∞), in
the same way as in Case I of Theorem 3.12 (see (3.47)), one can show that
1 6 Z(−∞,β1)(Q) 6 1 + Z(−∞,β1)(Q1), (3.66)
1 6 Z(β2r+1,+∞)(Q) 6 1 + Z(β2r+1,+∞)(Q1). (3.67)
Now (3.65)–(3.67) imply
2r + 2 6 ZR(Q) 6 2r + 2 + ZR(Q1),
which is equivalent to (3.61), since E(ϕ′) = 2r + 1 and, therefore, 2
[
E(ϕ′)
2
]
= 2r.
II. Let ϕ have at least one real zero and let αS and αL be the smallest and the largest zeroes of ϕ,
respectively. It is easy to see that the inequality (3.51) holds in this case. Moreover, since the
function ϕ(z) tends to ±∞ as z → −∞, we have, for sufficiently large negative C, ϕ(C)ϕ′(C) < 0.
Consequently, ϕ′ has an even number of zeroes (or has no zeroes) in (−∞, αS), since ϕ(z) 6= 0
for z ∈ (−∞, αS). Analogously, ϕ′ has an even number of zeroes (or has no zeroes) in (αL,+∞).
Further, we consider the following two cases.
II.1 Let ϕ have a unique real zero α = αS = αL. If ϕ
′(z) 6= 0 for z ∈ R\{α}, then by Theorem 3.10,
the inequality (3.22) holds. The latter is equivalent to (3.38), since E(ϕ′) = 0 in this case.
Now suppose that ϕ′ has at least one zero in exactly one of the intervals (−∞, α) and (α,+∞).
Without loss of generality, we may assume that ϕ′(z) 6= 0 for z ∈ (−∞, α) and ϕ′ has an even
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number of zeroes, counting multiplicities, say 2r+ > 0, in (α,+∞). Let β+S be the smallest
zero of ϕ′ in this interval. Then by the same argument as in Case II of Theorem 3.12, one
can prove that the inequalities (3.54) hold. Moreover, by Theorem 2.14 and Remark 2.15, we
have
0 6 Z(−∞,β+
S
)(Q) 6 Z(−∞,β+
S
)(Q1).
Combined with (3.54), these inequalities give (3.38), since E(ϕ′) = 2r+ in this case.
At last, let ϕ have a unique real zero α and let ϕ′ has at least one zero in each of the intervals
(−∞, α) and (α,+∞). Let ϕ′ have exactly 2r− > 0 zeroes, counting multiplicities, in the
interval (−∞, α) and exactly 2r+ > 0 zeroes, counting multiplicities, in (α,+∞). Let β−L be
the largest zero of ϕ′ in (−∞, α) and let β+S be the smallest zero of ϕ′ in (α,+∞). From
Theorems 3.3 and 2.14 it follows that the inequalities (3.53), (3.54) and (3.56) hold. These
inequalities imply (3.38), since E(ϕ′) = 2r− + 2r+ in this case.
II.2 Let now ϕ′ have l > 2 distinct real zeroes, counting multiplicities, say α1 < . . . < αl. Then
by Rolle’s theorem, ϕ′ has an odd number of zeroes, say 2Mi + 1, Mi > 0, counting multi-
plicities, in each of the intervals (αi, αi+1), i = 1, 2, . . . , l − 1. If β(1)S is the smallest zero of
ϕ′ in the interval (α1, α2) and β
(l−1)
L is the largest zero of ϕ
′ in the interval (αl−1, αl), then,
as in the proof of Case II of Theorem 3.12, the inequalities (3.57) hold by Corollary 2.10
and Theorem 2.14. Moreover, if ϕ′ has 2r− > 0 zeroes, counting multiplicities, in the in-
terval (−∞, α1) and 2r+ > 0 zeroes, counting multiplicities, in the interval (αl,+∞), then
Theorems 3.3 and 2.14 with Remark 2.15 imply
2r− 6 Z(−∞,β(1)
S
)
(Q) 6 2r− + Z(−∞,β(1)
S
)
(Q1) (3.68)
and
2r+ 6 Z(β(l−1)
L
,+∞)
(Q) 6 2r+ + Z(β(l−1)
L
,+∞)
(Q1), (3.69)
since 2r− = 2
[
2r−
2
]
and 2r+ = 2
[
2r+
2
]
. Obviously, we have E(ϕ′) = 2r+ + 2r− +
∑l−1
i=1 2Mi
in this case. Therefore, the inequalities (3.38) follow from (3.57), (3.68) and (3.69).
Our next theorem concerns the last subclass of entire functions in L − P∗ with finitely many
zeroes, namely, polynomials multiplied by exponentials of the form e−az
2+bz.
Theorem 3.14. Let p be a real polynomial and let ϕ be the function
ϕ(z) = e−az
2+bzp(z), (3.70)
where a > 0 and b ∈ R. Let ϕ possess property A.
I. If p has no real zeroes, then the inequalities (3.38) hold.
II. If p has at least one real zero, then
2
[
E(ϕ′)
2
]
− 2 6 ZR (Q) 6 2
[
E(ϕ′)
2
]
− 2 + ZR (Q1) , (3.71)
where E(ϕ′) is the number of extra zeroes of ϕ′.
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Proof. Without loss of generality, we may assume that the leading coefficient of p is positive. Then
ϕ(z)→ +0 whenever z → +∞ and ϕ(z)→ 0 whenever z → −∞.
I. Let p(z) 6= 0 for z ∈ R. Then deg p is even and ϕ′(z) = e−az2+bzg(z), where g is a real polynomial
of odd degree, which is equal to deg p + 1. Thus, ϕ′ has an odd number of real zeroes, counting
multiplicities, say β1 6 β2 6 . . . 6 β2r+1, all of which are extra zeroes of ϕ
′ (see also Theorem 1.11
with n = 0). Therefore, the inequalities (3.65) hold in this case.
Since p(z) 6= 0 for z ∈ R, ϕ(z) > 0 on the real axis and ϕ(z) → 0 whenever z → ±∞
by assumption. Then ϕ′(z) → − 0 whenever z → +∞, and ϕ′(z) → +0 whenever z → −∞. In
particular, ϕ′(z) > 0 for z ∈ (−∞, β1) and ϕ′(z) < 0 for z ∈ (β2r+1,+∞). Also ϕ′′(z)→ 0 whenever
z → ±∞ and ϕ(z) > 0 when z is real and |z| is sufficiently large. From the inequality (3.40) it
follows that ϕ′′(β1 − ε) < 0 for all sufficiently small ε > 0. By a similar reasoning, one can show
that ϕ′′(β2r+1 + δ) < 0 for all sufficiently small δ > 0. Consequently, ϕ
′′ has an odd number of
zeroes in each of the intervals (−∞, β1) and (β2r+1,+∞). Moreover, since ϕ(z) is positive on the
real line by assumption, Q(β1 − ε) < 0 and Q(β2r+1 + δ) < 0 for all sufficiently small ε > 0 and
δ > 0 by (1.6). Consequently, Q has an even number of zeroes in each of the intervals (−∞, β1)
and (β2r+1,+∞), because Q(z) < 0 for all sufficiently large real z (see the proof of Theorem 1.14).
Thus, in the same way as in the proof of Case I of Theorem 3.12 (see (3.48)–(3.50)), it is easy to
show that
0 6 Z(−∞,β1)(Q) 6 Z(−∞,β1)(Q1). (3.72)
And analogously,
0 6 Z(β2r+1,+∞)(Q) 6 Z(β2r+1,+∞)(Q1). (3.73)
Since E(ϕ′) = 2r + 1 in this case, the inequalities (3.65) and (3.72)–(3.73) imply (3.38).
II. Let p have at least one real zero and let αS and αL be the smallest and the largest zeroes of ϕ.
It is easy to see that the inequalities (3.51) and (3.52) hold in this case. From these inequalities
it follows that ϕ′ has an odd number of zeroes, counting multiplicities, say 2r− + 1, r− > 0, in
(−∞, αS), since ϕ(z) 6= 0 in this interval. Analogously, one can show that ϕ′ has an odd number of
zeroes, counting multiplicities, say 2r++1, r+ > 0, in the interval (αL,+∞). Let β−L be the largest
zero of ϕ′ in the interval (−∞, αS) and let β+S be the smallest zero of ϕ′ in (αL,+∞). Then by
Theorem 3.3, we have
2r− 6 Z(−∞,β−
L
](Q) 6 2r− + Z(−∞,β−
L
](Q1), (3.74)
2r+ 6 Z[β+
S
,+∞)(Q) 6 2r+ + Z[β+
S
,+∞)(Q1), (3.75)
since 2r− = 2
[
2r−+1
2
]
and 2r+ = 2
[
2r++1
2
]
.
If ϕ has a unique real zero α = αS = αL, then by Theorem 2.14, we have
0 6 Z(β−
L
,β+
S
)(Q) 6 Z(β−
L
,β+
S
)(Q1). (3.76)
Summing the inequalities (3.74)–(3.76), we obtain (3.71), since E(ϕ′) = 2r− + 1 + 2r+ + 1 in this
case.
If ϕ has exactly l > 2 distinct zeroes, say α1 < α2 < . . . < αl, then by Rolle’s theorem,
ϕ′ has an odd number of zeroes, say 2Mi + 1, Mi > 0, counting multiplicities, in each of the
intervals (αi, αi+1), i = 1, 2, . . . , l − 1. As above, from Corollary 2.10 and Theorem 2.14 it follows
that
l−1∑
i=1
2Mi 6 Z(β−
L
,β+
S
)(Q) 6
l−1∑
i=1
2Mi + Z(β−
L
,β+
S
)(Q1). (3.77)
Now the inequalities (3.74)–(3.75) and (3.77) imply
2r− + 2r+ +
l−1∑
i=1
2Mi 6 ZR (Q) 6 2r− + 2r+ +
l−1∑
i=1
2Mi + ZR (Q1) ,
which is equivalent to (3.71), since E(ϕ′) = 2r− + 1 + 2r+ + 1 +
∑l−1
i=1 2Mi.
Theorems 3.12–3.14 describe all functions in L − P∗ with finitely many zeroes. The next theo-
rem provides a bound on the number of real zeroes of Q associated with a function in L − P∗ with
infinitely many real zeroes.
Theorem 3.15. Let ϕ ∈ L − P∗ and suppose that ϕ has infinitely many real zeroes. If ϕ possesses
property A, then the inequalities (3.38) hold.
Proof. If ϕ has infinitely many positive and negative zeroes, then ϕ′ can have extra zeroes only
between two consecutive zeroes of ϕ. Therefore, E(ϕ′) is an even number and the inequalities (3.38)
follow from Corollary 2.10 and Theorem 2.14.
Let ϕ have infinitely many real zeroes but only finitely many positive or negative zeroes. With-
out loss of generality, we may assume that ϕ has the largest real zero, say αL. If β < αL is a
zero of ϕ′ such that ϕ(z) 6= 0 and ϕ′(z) 6= 0 for z ∈ (β, αL), then applying Corollary 2.10 and
Theorem 2.14 to the interval (−∞, β] and Theorems 2.14 and 3.3 (see also Remark 2.15) to the
interval (β,+∞), we again obtain (3.38).
Now we are able to prove the following general theorem.
Theorem 3.16. Let ϕ ∈ L −P∗ and suppose that ϕ has exactly 2m nonreal zeroes. If ϕ possesses
property A, then
2m− 2m1 6 ZR (Q) 6 2m− 2m1 + ZR (Q1) , (3.78)
where 2m1 = ZC(ϕ
′).
Proof. The theorem follows from Theorems 1.9–1.12 combined with Theorems 3.12–3.15.
In fact, consider the following four cases.
I. Let ϕ be a real polynomial. Then ϕ′ has exactly degϕ− 1 zeroes, counting multiplicities.
If ϕ(z) 6= 0 for z ∈ R, then by Theorem 1.10 (for n = 0), we have E(ϕ′) = 2m − 2m1 − 1
(see (1.2)), so according to Theorem 3.13, the inequalities (3.61) imply (3.78).
If ϕ has at least one real zero, then Theorem 1.10 (for n = 0) implies E(ϕ′) = 2m− 2m1, so
the inequalities (3.78) follow from (3.38) by Theorem 3.13.
II. Let ϕ be a function of the type (3.37).
If ϕ(z) 6= 0 for z ∈ R, then by Theorem 1.9 (for n = 0), E(ϕ′) = 2m − 2m1, so from (3.38)
we obtain (3.78) by Theorem 3.12.
If ϕ has at least one real zero, Theorem 1.9 (for n = 0) gives E(ϕ′) = 2m− 2m1 +1, and the
inequalities (3.78) again follow from (3.38) by Theorem 3.12.
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III. If ϕ is a function of the type (3.70), Theorem 1.11 (for n = 0) implies E(ϕ′) = 2m− 2m1+1,
and from (3.38) it follows that the inequalities (3.78) hold by Theorem 3.14.
If ϕ has at least one real zero and deg p = 2m + r, then according to Theorem 1.11 (for
n = 0), we have E(ϕ′) = 2m − 2m1 + 2. Now the inequalities (3.78) follow from (3.71) by
Theorem 3.14.
IV. If ϕ has infinitely many real zeroes, then by Theorem 1.12 (for n = 0), we have
2m− 2m1 6 E(ϕ′) 6 2m− 2m1 + 1.
From these inequalities and from (3.38) we obtain (3.78) by Theorem 3.15.
Remark 3.17. Example 2.13 constructed by S.Edwards [10] can be used to show that Theo-
rem 3.16 is not valid for every function in L − P∗. Indeed, for the polynomial (2.67), we have
ZC(p) = 50, ZC(p
′) = 50, ZR(Q) = 4 and ZR(Q1) = 2. Thus, that polynomial does not enjoy the
inequalities (3.78) of Theorem 3.16, so necessarily does not possess property A.
Remark 3.18. If a function ϕ ∈ L − P∗ has only multiple real zeroes, then, in the proofs of
Theorems 3.12, 3.13 and 3.14, we can use Remark 2.16 instead of Theorem 2.14. Thus, the inequal-
ities (3.78) also hold for functions in L− P∗ with only multiple real zeroes.
In conclusion of this section, we note that, by Theorem 3.16 and Remark 3.18, we know two
subclasses of the class L − P∗ such that for functions from these subclasses the inequalities (3.78)
hold. G. Csordas posed the following problem.
Open problem. Describe all functions in L − P∗ satisfying the inequalities (3.78).
4 Proof of the Hawaii conjecture.
Now we are in a position to prove the Hawaii conjecture for functions in the class L − P∗ by
combining Theorems 1.25 and 3.16. We also prove Proposition 1 from Introduction not only for
real polynomials but for all functions in L −P∗.
Theorem 4.1. Let ϕ ∈ L − P∗ and Q be a meromorphic function defined by (1.6). If ϕ has exactly
2m nonreal zeroes, counting multiplicities, then
2m− 2m1 6 ZR (Q) 6 2m, (4.1)
where 2m1 is the number of nonreal zeroes of ϕ
′.
Proof. Indeed, by Theorem 3.16, the inequality
2m− 2m1 6 ZR (Q) (4.2)
is valid for functions in L − P∗ possessing property A. However, in the proofs of Theorems 3.37–3.15
we used the fact that ϕ possesses property A only when we applied Theorem 2.14. Moreover, in
the proof of Theorem 2.14, we used property A only for the upper bound but not for the lower one.
Therefore, the inequality (4.2) is valid for all functions in L− P∗.
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Now we prove the upper bound in the number ZR(Q). If ZR(Q) = 0, then the logarithmic
derivative ϕ′/ϕ is decreasing on the real axis except its poles. Therefore, 2m = 2m1 in this case,
so the theorem is true.
Let ZR(Q) 6= 0. Then according to Theorem 1.25, there exists a real σ0 such that the function
ψ0(z) = e
−σ0zϕ(z) possesses property A and ZC(ψ
′
0) < ZC(ψ0).
If ZR (Q1[ψ0]) 6= 0, then we can apply Theorem 1.25 to ψ′0 to get a real σ1 such that ψ1(z) =
e−σ1zψ′0(z) possesses property A and ZC(ψ
′
1) < ZC(ψ1). If ZR (Q1[ψ1]) 6= 0, then we can apply
Theorem 1.25 to ψ′1 and so on. Thus, we obtain a sequence of the functions ψ0, ψ1, ψ2, . . . with
property A satisfying the inequalities ZC(ψ
′
j) < ZC(ψj), where ψj(z) = e
−σjzψ′j−1(z), i = 1, 2, . . .
Since ϕ has finitely many nonreal zeroes by assumption, the sequence of the functions ψj is
finite. That is, there exists a nonnegative integer l (6 m− 1) such that8
ZR (Q1[ψl]) = 0, (4.3)
while ZR (Q[ψl]) > 0.
By construction, all the functions ψj possess property A. Consequently, we can apply Theo-
rem 3.16 to each of them to obtain
2m(j) − 2m(j)1 6 ZR (Q[ψj ]) 6 2m(j) − 2m(j)1 + ZR (Q1[ψj ]) , j = 0, 1, . . . , l, (4.4)
where we use notation 2m(j) = ZC(ψj), 2m
(j)
1 = ZC(ψ
′
j).
From (4.3) and (4.4) it follows that
ZR (Q[ψl]) = 2m
(l) − 2m(l)1 . (4.5)
Further, the inequalities (4.4) imply
ZR (Q[ψj ])− ZR (Q1[ψj ]) 6 2m(j) − 2m(j)1 , j = 0, 1, . . . , l − 1. (4.6)
By construction of the functions ψj (see Remark 1.27), we have
ZR (Q1[ψj ]) = ZR (Q[ψj+1]) , 2m
(j)
1 = 2m
(j+1), j = 0, 1, . . . , l − 1.
Therefore, (4.6) can be rewritten in the form
ZR (Q[ψj ])− ZR (Q[ψj+1]) 6 2m(j) − 2m(j+1), j = 0, 1, . . . , l − 1. (4.7)
Summing the inequalities (4.7) for j = 0, 1, . . . , l − 1, we obtain
ZR (Q[ψ0])− ZR (Q[ψl]) = ZR (Q[ψ0])− ZR (Q[ψ1]) + ZR (Q[ψ1])− ZR (Q[ψ2]) +
+ZR (Q[ψ2])− ZR (Q[ψ3]) + . . .+ ZR (Q[ψl−1])− ZR (Q[ψl]) 6
6 (2m(0) − 2m(1)) + (2m(1) − 2m(2)) + . . .+ (2m(l−1) − 2m(l)) = 2m(0) − 2m(l).
This inequality and the equality (4.5) yield
ZR (Q[ψ0]) 6 2m
(0) − 2m(l) + ZR (Q[ψl]) = 2m(0) − 2m(l)1 6 2m(0). (4.8)
8We notice that a necessary condition for the equality (4.3) to be hold is ZC(ψl) = ZC(ψ
′
l).
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But by construction of ψ0, we have Q = Q[ψ0] (see Remark 1.27) and 2m = 2m
(0). Therefore, the
inequality (4.8) is exactly
ZR (Q) 6 2m,
Together with (4.2), this inequality implies (4.1), as required.
5 Bounds on the number of real critical points of the logarithmic
derivatives of functions in U ∗2n with n > 1
In this chapter, we extend Theorem 3.16 to the classes U∗2n with n > 1.
As we discussed in Section 1.2, the function Q[ϕ](z) associated with a function ϕ in U∗0 = L − P∗
is negative for all sufficiently large z. But functions Q[ϕ] associated with functions ϕ in the classes
U∗2n with n > 1 can be positive for all sufficiently large z, as we will see below. Therefore, before we
establish an extended version of Theorem 3.16, we should prove corresponding inequalities on the
number of real zeroes of Q[ϕ] on half-intervals free of zeroes of ϕ when Q[ϕ] is positive at infinity.
First, we revise Theorem 3.3 with respective modification and we represent it in terms that are
more convenient for us in the present section.
Theorem 5.1. Let ϕ ∈ U∗2n with n > 1, and let ϕ have the largest zero αL, and let the function
Q[ϕ](z) be negative for all sufficiently large positive z. If ϕ′ has exactly r > 1 zeroes in the
interval (αL,+∞), counting multiplicities, and βS is the minimal one, then
2
[r
2
]
6 Z[βS ,+∞)(Q) 6 r + Z[βS ,+∞)(Q1). (5.9)
The modification we made in this theorem concerns the behaviour of the function Q1(z) for large
real z. Namely, in the assumption of Theorem 5.1, the function Q1(z) may potentially be either
positive or negative for all large positive z, therefore, the numbers Z[βS ,+∞)(Q) and Z[βS,+∞)(Q1)
may be of different parities, and we have to add the unity at the upper bound in the case of odd r.
By Theorem 1.21, if a function ϕ ∈ U∗2n has the largest zero αL andQ[ϕ](z) > 0 for all sufficiently
large positive z, then in this case, ϕ′ has an even number of zeroes in the interval (αL,+∞). We
use this fact in the following theorem.
Theorem 5.2. Let ϕ ∈ U∗2n with n > 1 and let ϕ have the largest zero αL and let the func-
tion Q[ϕ](z) be positive for all sufficiently large positive z. If ϕ′ has exactly r > 2 zeroes in the
interval (αL,+∞), counting multiplicities, and βS is the minimal one, then
r − 1 6 Z[βS ,+∞)(Q) 6 r + Z[βS ,+∞)(Q1). (5.10)
To prove this theorem, one can follow verbatim the proof of Theorem 3.3. The only differences
we must take into account are the behaviour of the function Q(z) as z → +∞ and the fact that,
generally speaking, the numbers Z[βS,+∞)(Q) and Z[βS,+∞)(Q1) may be of different parities.
Remark 5.3. Theorems 5.1 and 5.2 remain valid with respective modification in the case when ϕ
has the smallest zero aS (see Remark 3.4 and Theorem 1.22).
Consider the function ϕ of the following form:
ϕ(z) = eaz
2n+1+q(z)p(z), a ∈ R, a 6= 0, n ∈ N, (5.11)
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where q is a real polynomial of degree at most 2n and p is a real polynomial. The derivative of the
logarithmic derivative of the function ϕ has the form
Q[ϕ](z) = Q[p](z) + 2na(2n + 1)z2n−1 + q′′(z).
It is clear that
sign a ·Q[ϕ](z)→ ±∞ as z → ±∞.
Analogously to Lemma 1.18 and 3.1, one can prove the following simple facts.
Lemma 5.4. Let ϕ be of the form (5.11) with a > 0 (a < 0). If αL is the largest zero of ϕ, then Q
has an odd (even) number of real zeroes in (αL,+∞), counting multiplicities.
Lemma 5.5. Let ϕ be of the form (5.11) with a > 0 (a < 0). If αS is the smallest zero of ϕ,
then Q has an even (odd) number of real zeroes in (−∞, αS), counting multiplicities.
Lemma 5.6. Let ϕ be of the form (5.11) with a > 0 and suppose that ϕ has the largest zero αL
and ϕ′ has exactly r > 1 extra zeroes, counting multiplicities, in the interval (αL,+∞). If βL is
the largest zero of ϕ′ in (αL,+∞), then Q has an even (odd) number of real zeroes in (βL,+∞)
whenever r is an even (odd) number.
Lemma 5.7. Let ϕ be of the form (5.11) with a < 0 and suppose that ϕ has the largest zero αL
and ϕ′ has exactly r > 1 extra zeroes, counting multiplicities, in the interval (αL,+∞). If βL is
the largest zero of ϕ′ in (αL,+∞), then Q has an odd (even) number of real zeroes in (βL,+∞)
whenever r is an even (odd) number.
These lemmata can be proved in the same way as Lemmata 1.18 and 3.1 were.
From Lemmata 5.4 and 5.5 and Proposition 1.17 it is easy to determine the parity of the number
of real zeroes of the function Q associated with functions of the form (5.11).
Theorem 5.8. If ϕ is of the form (5.11), then the function Q associated with ϕ has an odd number
of real zeroes, counting multiplicity.
The next lemma and theorems are exact analogues of Theorems 3.8, 3.9 and 3.10 and can be
established in the same way with respective modification where we must take into account that
sign a Q(z)→ +∞ as z → +∞ for functions of the form (5.11).
Lemma 5.9. Let ϕ be of the form (5.11). If ϕ′(z) 6= 0, ϕ′′(z) 6= 0 for z ∈ R, then
1 6 ZR(Q) 6 ZR(Q1). (5.12)
Theorem 5.10. Let ϕ be of the form (5.11) and let ϕ(z) 6= 0, ϕ′(z) 6= 0 for z ∈ R. Then the
inequalities (5.12) hold for Q[ϕ].
Theorem 5.11. Let ϕ be of the form (5.11) and have a unique real zero α such that ϕ′(z) 6= 0 for
z ∈ R\{α}. If ϕ possesses property A at α, then the inequalities (5.12) hold.
Thus, for functions of the form (5.11) one can prove the following general theorem about bounds
on the number of real zeroes of the function Q.
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Theorem 5.12. Let ϕ be of the form (5.11) and suppose that ϕ has exactly 2m nonreal zeroes.
If ϕ possesses property A, then
max{1, 2m− 2m1 + 2n− 1} 6 ZR (Q) 6 2m− 2m1 + 2n+ ZR (Q1) , (5.13)
where 2m1 = ZC(ϕ
′).
We omit the proof of this theorem, since it is analogous to the proof of Theorem 3.12. We only
have to take into account the possibly different behaviour of the function Q(z) for sufficiently large
positive z and then use Theorem 1.9.
Let now the function ϕ be of the form
ϕ(z) = eaz
2n+q(z)p(z), a > 0, n ∈ N, (5.14)
where q is a real polynomial of degree at most 2n − 1 and p is a real polynomial.
The function Q associated with ϕ is as follows
Q[ϕ](z) = Q[p](z) + 2na(2n − 1)z2n−2 + q′′(z).
It is easy to see that
Q[ϕ](z)→ +∞ as z → ±∞.
This immediately implies the following simple results.
Lemma 5.13. Let ϕ be of the form (5.14). If αL is the largest zero of ϕ, then Q has an odd
number of real zeroes in (αL,+∞), counting multiplicities.
Lemma 5.14. Let ϕ be of the form (5.14). If αS is the smallest zero of ϕ, then Q has an odd
number of real zeroes in (−∞, αS), counting multiplicities.
Theorem 5.15. If ϕ is of the form (5.14), then the function Q associated with ϕ has an even
number of real zeroes, counting multiplicity.
Using these lemmata and theorem, one can establish the following theorem.
Theorem 5.16. Let ϕ be of the form (5.14) and suppose that ϕ has exactly 2m nonreal zeroes.
If ϕ possesses property A, then
2m− 2m1 + 2n− 2 6 ZR (Q) 6 2m− 2m1 + 2n+ ZR (Q1) , (5.15)
where 2m1 = ZC(ϕ
′).
As above we omit the proof of this theorem, since it is analogous to the proof of Theorem 3.13.
We only take into account that Q(z) > 0 for all sufficiently large real z and then use Theorem 1.10.
If the function ϕ has the form
ϕ(z) = e−az
2n+2+q(z)p(z), a > 0, n ∈ N, (5.16)
49
where q is a real polynomial of degree at most 2n+1 and p is a real polynomial, then the function
Q[ϕ] is as follows
Q[ϕ](z) = Q[p](z)− a(2n+ 1)(2n + 2)z2n + q′′(z).
It is clear that
Q[ϕ](z)→ −∞ as z → ±∞.
Therefore, Q(z) < 0 for all sufficiently large real z and all results of Sections 3.1–3.3 are true in
this case. Consequently, for functions of the form (5.16) Theorem 3.14 is valid and can be proved
in the same way. From Theorems 3.14 and 1.11 we have
Theorem 5.17. Let ϕ be of the form (5.16) and suppose that ϕ has exactly 2m nonreal zeroes.
If ϕ possesses property A, then
2m− 2m1 + 2n 6 ZR (Q) 6 2m− 2m1 + 2n+ ZR (Q1) , (5.17)
where 2m1 = ZC(ϕ
′).
Next, if a function ϕ ∈ U∗2n with n > 1 has an infinite number of positive and negative zeroes,
then we use results of Section 2 to prove the following theorem.
Theorem 5.18. Let ϕ ∈ U∗2n with n > 1 have infinitely many positive and negative zeroes. If ϕ
possesses property A, then
2m− 2m1 + 2n 6 ZR (Q) 6 2m− 2m1 + 2n+ ZR (Q1) , (5.18)
where 2m1 = ZC(ϕ
′).
This theorem follows from Theorem 1.12 and the inequality (3.38) which can be proved in the
same way as in Theorem 3.15.
At last, consider the functions in U∗2n with n > 1 that have infinitely many zeroes but only
finitely many positive or negative zeroes.
Theorem 5.19. Let ϕ ∈ U∗2n with n > 1 have infinitely many zeroes but only finitely many positive
or negative zeroes and suppose that ϕ has exactly 2m nonreal zeroes. If ϕ possesses property A,
then
2m− 2m1 + 2n− 1 6 ZR (Q) 6 2m− 2m1 + 2n+ 2 + ZR (Q1) , (5.19)
Proof. Without loss of generality, we may assume that ϕ has the largest real zero, say αL. If β < αL
is a zero of ϕ′ such that ϕ(z) 6= 0 and ϕ′(z) 6= 0 for z ∈ (β, αL), then applying Corollary 2.10 and
Theorem 2.14 to the interval (−∞, β], we have
2r 6 Z(−∞,β] (Q) 6 2r + Z(−∞,β] (Q1) , (5.20)
where 2r > 0 is the number of extra zeroes of ϕ′ in the interval (−∞, β].
If ϕ′ has at least one zero in the interval (αL,+∞), then by (5.20) and by Theorems 2.14
and 5.1–5.2, we obtain
E(ϕ′)− 1 6 ZR (Q) 6 E(ϕ′) + ZR (Q1) . (5.21)
Let now ϕ′ has no zeroes in the interval (αL,+∞), then by (2.73) (see Remark 2.15) and
by (5.20) we obtain
E(ϕ′)− 1 6 ZR (Q) 6 E(ϕ′) + 1 + ZR (Q1) . (5.22)
The inequalities (5.21)–(5.22) with Theorem 1.12 imply (5.19), as required.
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Now combining Theorems 5.12 and 5.16–5.19 we obtain the general result for functions in U∗2n
with n > 1.
Theorem 5.20. Let ϕ be in U∗2n with n > 1 and suppose that ϕ has exactly 2m nonreal zeroes.
If ϕ possesses property A, then
2m− 2m1 + 2n− 2 6 ZR (Q) 6 2m− 2m1 + 2n+ 2 + ZR (Q1) , (5.23)
where 2m1 = ZC(ϕ
′).
As in Section 3.3, we make the following remarks.
Remark 5.21. If a function ϕ ∈ U∗2n with n > 1 has only multiple real zeroes, then in the proof
of Theorem 5.23, we can use Remark 2.16 instead of Theorem 2.14. Thus, the inequalities (5.23)
also hold for functions in U∗2n, n > 1, with only multiple real zeroes.
As in the proofs of Theorems 3.12, 3.13, 3.14 and 3.15, in the proof of Theorem 5.23, we do not
use the fact that ϕ possesses property A getting the lower bound. Therefore in Theorem 5.23, the
lower bound of the number ZR(Q) does not depend on property A and holds for every function in
U∗2n with n > 1, and we have our final theorem.
Theorem 5.22. Let ϕ be in U∗2n with n > 1 and suppose that ϕ has exactly 2m nonreal zeroes.
Then
ZR (Q) > 2m− 2m1 + 2n− 2,
where 2m1 = ZC(ϕ
′).
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