We present our point of view of the controversy regarding complex dynamics of population models. We analyze two nonlinear models of population dynamics which may be used to model the same population, but which display very different dynamics. We prove that Model 1 stays globally asymptotically stable, while Model 2 is known to display instability, oscillations, and apparent period doubting leading to chaos. We also indicate situations in which both models are equivalent. We employ these results to argue that the "complex" behavior of some models may be due to apparently small differences in assumptions.
INTRODUCTION
In recent years there was a lot of interest in nonlinear models of population dynamics describing various regulatory phenomena leading to self-limiting growth. Examples of applications include ecology, demography, and cell biology and are not limited to these disciplines [2] .
Modeling of population dynamics is based on various principles. Predominantly, the models are based on ordinary or partial differential equations (PDE) or branching processes and more general stochastic population processes. It is not quite clear to what extent these approaches are equivalent in the sense of leading to similar dynamics of models meant to describe similar nonlinear mechanisms. Regarding mathematical analysis of dynamics of the population models, much attention has been paid recently to "interesting" and "complex" phenomena like bifurcation, oscillations, and chaos, in addition to "straightforward" properties like asymptotic stability. Following the same trends, new explanations based on chaos has been suggested for phenomena which traditionally were explained in the terms of stochastic perturbations.
In the present contribution, we relate our own experience with modeling dynamics of populations to these recent trends. We are interested in two general questions. First, when are models derived from different principles equivalent?
Second, to what extent is the complex behavior of some models due to their assumptions?
We selected for analysis two nonlinear models of population dynamics which may be used to model the same population, but which display very different dynamics. For simplicity, the models are chosen to describe cell population dynamics (see Discussion), but the conclusions seem to be more general.
We provide an original proof that Model 1 stays globally asymptotically stable (Proposition 4), while Model 2 is known to display instability, oscillations, and apparent period doubling leading to chaos (Proposition 5). Interestingly, there exist situations in which these two models lead to the same equation (Appendices B and C), and this fact may lead to additional confusion since in general they are very different.
THE TWO MODELS
The following cell population model published by Kimmel [lo] is the basis for our analysis (Figure 1 ):
1. The interdivision times of cells are independent random variables with common distribution density g(7). 2. A cell dividing at time t produces a random number p(t) of surviving progeny cells ( p(t) = 1,2, or 31, independent of the number of nrogeny produced by all other cells and independent of the lifetimes of 3. The population is started by N(0) "initial" cells. Each of these cells has a random time left before it can divide. These random times are independent and identically distributed with density f(r).
HYPOTHESIS 1
The densities g and f and function m are nonnegative bounded measurablefunctions on R, such that lR+ g = jR+ f = 1 and m(t) < 2.
Let us denote N(t) the expected cell count at time t, n+(t) the expected flux of "just born" progeny cells, and n-(t) the expected flux of "just dividing" parent cells. The act of division is assumed to be of zero duration. The two fluxes can be understood as the time derivatives, of N+(t) the cumulated expected count up to time t of progeny cells and of N-(t) the cumulated expected count up to time t of dividing parent cells, respectively.
The following equations are then satisfied
N(t)=N(O)+i'[n+(T)-n-(T)]dT, t > 0. (3)
The next hypothesis makes reformulating the equations possible.
HYPOTHESIS 2
The densities g and f have supports restricted to the interval [O, 11. We then have [lo] The average progeny function m(t) is a function of the expected rate of divisions n-(t>, i.e.,
Function @. R, + [0,2] is assumed continuously differentiable, nonincreasing, and such that NO) > 1.
Solving Equations (1) and (2) for n (t), and using relationship (6) we obtain a self-contained nonlinear equation for n-(t>:
In this version of mitotic autoregulation, the number of dividing cells regulates the efficiency of divisions. Equation (10) Model 1. Let us denote x(r) and X(t) the solutions of the linearized problem, corresponding to n+ (t) and N(t) in system (7)~ (8) . We obtain
(14
(13)
S is a nonnegative constant,
where Q-'(l) is the equilibrium value of N(t) (denoted fi), and E(T) = j,'f?(u)du = /,'ug(u>du is the expected lifetime of the cell. E(T) exists if Hypothesis 2 is assumed. The equilibrium value of n+(t) is -equal to n+ = N/E(T).
The characteristic equation can be obtained by substituting x(t) = a exp( At) and X(t) = A exp( At), with a complex number A, in system (12)-(13) and requiring that a solution of this form exist. This leads to a condition on the determinant of the resulting matrix:
which can be reduced to = 0,
An equivalent more convenient form is obtained through integration by parts,
(17)
The singularity at h = 0 is removable.
Model 2. Let us denote y(t) the solution of the linearized problem, corresponding to n-(1) in Equation (10). We obtain -The equilibrium value nP = cPP '(1) is formally the same as in Model 1, with S given by (14).
The characteristic equation can be obtained by substituting y(t) = AexpChr), with a complex number A, in Equation (18) and requiring that a solution of this form exist. This leads to the condition (19)
ROOTS OF THE CHARACTERISTIC EQUATIONS
We first obtain two simple results concerning the roots of the characteristic equations (17) and (19).
PROPOSITION 1
Suppose Hypotheses 1, 2, 3, and 4 are satisfied. Then, the only common root of Equations (17) and (19) can be h = -S.
Proof
Suppose that Equation (17) is satisfied and A + -S. Then /deC""g(u)du = 1. Substitution into the left-hand side of Equation (19) yields -SE(T), which is negative. Therefore Equation (19) is not satisfied.
PROPOSITION 2
Suppose Hypotheses 1, 2, and 3 are satisfied. Then, all roots of Equation (17) have negative real parts.
Proof
The root A = -S is negative real. Let of
us consider the roots (20) Suppose first that 8 A > 0. This yields 1 /,:e-*"g(u) dul < /de-"'""g(u) du.
This latter is less than 1, so that Equation (20) cannot hold. If 8 A = 0,
du, where L =ti -1 and v = 3 A. If Equation (20) is to be satisfied, then the imaginary part of the integral must be equal to 0 and the real part equal to 1. This is possible only if v = 0. This yields A = 0, which is excluded since it does not satisfy Equation (16). This concludes the proof.
Proposition
2 has the following corollary: Swick's papers [20, 21] provide numerous examples of equations of the type of Model 2, exhibiting periodic and even chaotic behavior. Most of these studies are based on numerical computations; however, for certain special forms of the feedback function Qt.), the roots of the characteristic equations can be determined analytically.
GLOBAL STABILITY
Model 1. We provide a result on global asymptotic stability of system (7)-(S). We begin by outlining the ideas which lead to such a result, then we state the result. The formal proof is presented in Appendix D. The reasoning is analogous to that in [4] , where a more complicated system was analyzed. It is clear from Equations (7) and (8) 
Based on the above, the derivative of N(t) is positive if and only if @[N(t)] -1 > 0, i.e., if and only if N(t) < 3, and respectively it is negative if and only if N(t) > 3. This implies that N(t) is bounded from above (and from below, since it is nonnegative).
Also A$t> cannot change sign (this would required crossing # which is impossible by continuity of N(t)). Boundedness and monotonicity yield convergence of N(t) to a limit N(x), as t +m. This limit has to be equal to N. Indeed
If N(t) + N(a), then this implies that and so, by uniform continuity of N(t), it converges to 0, as t + =. If /V(m) f N, then @[N(t)] -1 converges to a nonzero value and so 1,' ,n+ (u)g(t -u)du converges to 0. By Equation (7), it yields n'(t) --)
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0, which by Equation (8) yields N(t) + 0, a contradiction since N(t) is increasing if N(t) < N.
This is sufficient to demonstrate that N(t) + N as t + ~0.
PROPOSITION 4
Suppose that rti > 0 is a nonnegative junction in the space L'( -l,O). Then a soZution of system (7)-(g), n+(t), t > -1, N(t) , t > 0, such that nI;_ ,,Oj= ni, exists and both n+(t) and N(t) are nonnegative. Moreover, nf (t) is locally integrable and N(t) is absolutely continuous. All nonnegative solutions tend to the limit
The notation n,? denotes a segment of solution n+, understood as an element of space L'( -l,O), i.e., n: (s) = n + (t + s), for s E ( -l,O), t > 0.
Demonstrating that n: -L'(Gi,O) fl,E(T)
, as t -+m, constitutes the difficult part of the proof. It requires arguments similar to those in the proof of Theorem 3. 
O<SE(T)<2,
for 0 < n-<n-, and -for n >n-, then every solution n-(t) of Equation (10) satisfies n-(t) +n-, as t -00. [20, 21] . In these sources, it is used in a demographic context, in a way which is justified by the very specific hypotheses employed. The detailed derivation of the mathematical model used in these papers is provided by Frauenthal [91. In the original notation, the equation has the form 
5.

DISCUSSION
B(r)=~pc$(S)B(t-s)M{B(i -s)}ds,
It is interesting that in the general case of Model 1, the proof of global asymptotic stability includes derivation of a differential equation (21) which generalizes (23). Another case in which both models are governed by the same equation is m(t) = const (Appendix B).
Finally, let us mention the general question of equivalence of different models of population dynamics. In our recent paper [6] , structured population models based on partial differential equations are compared to those stemming from branching processes. In that context, even with m(t) = const, the two types of models may not be completely equivalent.
APPENDIX
A: THE PDE DERIVATION OF MODEL 1
We begin with the partial differential equation, very much like, e.g., Equation (111.6.2.9) in [181. Suppose n(a, t) is the age density of cells in the population at time t; we write, where functions &a), the age density of a randomly selected member of initial population, and f(t), the remaining lifetime of a randomly selected member of initial population, are related by
The boundary condition,
is identical to Equation (2). Integration of the partial differential equation (24) endowed with the above initial and boundary conditions (using, for example, the method of characteristics), results in
The flux of dividing parent cells, IZ-(t>, is related to the age distribution density, n(u,t>, by
Substituting the solution (28) into Equation (29) 
If Hypothesis 2 is assumed, we see that Equation (32) is identical to Equation (9) .
If the population is started by a single cell (N(0) = 1) born at t = 0 (i.e., f<-> = g(*>), we obtain (without Hypothesis 2) (33) which is the familiar renewal-type equation for the expected particle count in the Bellman-Harris branching process [8] . In the general case, Equation (32) 
where we set f(t)= (yePat because, for exponentially distributed lifetimes, the remaining lifetime conditional on reaching any given age is also exponentially distributed with the same parameter. Substituting the above into Equation (3) and carrying out integrations provides
This latter yields, after a change in the integration order and a substitution,
Comparison of Equations (3.5) and (37) yields Equation (34). Combining Equation (34) with Equations (2) and (3) yields the following ordinary differential equation
which admits explicit solution
If we verify that N(t) given by Equation (39) satisfies
which leads to the desired result, then the demonstration is concluded. For this, we need an additional hypothesis.
HYPOTHESIS 5
For any t > 0, the integral j\,m(s)ds is finite.
Using the variation of constants formula in Equation (38) we obtain A review of the theory can be found in the survey by Arino [ll or in the book edited by Nagel 1193.
The Limit Equation.
Let us consider 
T(t):L'(-l,O)-,L'(-l,O), T(t) 110=?2,. (43)
Since the density g is essentially bounded, we have T(t)(L') c L" for t >l.
If g is in the C' space, then T(1) sends the unit bail of L" into a bounded equicontinuous subset of C and therefore T(1) is compact. The essentially bounded g can be approximated in the L' norm by a sequence of C' functions g,. If we denote T, the semigroup associated with g,, then IIT, -T(t)11 + 0 as IZ + 00. Therefore T(2) = lim n ,,T,(l)o T(1) IS compact. This yields T(t) compact for any t a 2. The semigroup T(t) has a characteristic equation
Equation
(44) has only roots with nonpositive real parts. Moreover, in view of /dg(u)du = 1 and g >, 0, we conclude that A = 0 is the only root with zero real part.
Since T(t) is a translation semigroup, its infinitesimal generator is defined by 
Aq=+
The algebraic multiplicity of A = 0 is 1, but this is not sufficient for the dimension of its generalized eigenspace to be 1. However, suppose that this dimension is 2 2. Then, there exists a u E D( A)\Ker(A -AId) such that (A -AIdj2p = 0 (A = 0). This latter implies cp" = 0 and cp = C,u + C,. Requirement cp E D(A) yields the condition 0 = -C,/?(T), which implies C, = 0, i.e., cp = C, E Ker(A -AId), which is a contradiction.
2. The nonlinear Problem. We know that N(t) -fl and that N(t) is absolutely continuous and so bounded. Departing from this, we prove that rz+ is bounded from above. There exists E > 0 such that G(E) = l/2. This implies, by Equation (81,
(47)
But if this is true for each t & 0, then also 1: n ' (t -u) du G M, < m, and from this, using Equation (7), n+(t) G M, <m.
Using the same technique as for the linear case, we demonstrate that the trajectory of any solution of the nonlinear equation is relatively compact. Let us consider a subsequence nl: which converges to Ti as t, +m. The limit fi is a solution of the limit equation (42) on the whole real axis. Moreover, fi must satisfy the condition fl=lo'ii(r -u)??(u) du.
(48)
Since ~3 is a solution of the limit equation, we have (see the discussion L1 + in Part 1 of the proof) ii -+ n -t , as t + 30, where n = N/E(T). + We prove that fi =n . Because the spectrum of an eventually compact semigroup is a pure point spectrum (except perhaps the spectral element at 01, and since e"' = 1 is the strictly dominant eigenvalue of T(t), the convergence of ii toward n + is exponential with, say, exponent Therefore, if fi #n', we conclude that J(?zr -311 -00, as t --, --co. This is impossible since 6 is bounded on R.
The above implies 2 =?. Since this is true for each element of the w-limit set of n+, this set is reduced to a single element; i.e., the solution tends to a constant.
