Abstract. This paper presents a broad overview of the various sensor placement strategies to diagnose discrete-part manufacturing system. Due to the technical complexity, the performance of sensor system would be cursed by any modules of sensor placement strategies. Therefore, the current state of the sensor placement strategies is outlined with three key modules, namely cause-effect relationship model, optimization basis, and optimization algorithm, are surveyed in detail. The challenges faced by industry and academia are discussed and several principle conclusions are drawn, which could create a clear platform for the neophyte researchers for sensor deployment to diagnose discrete-part manufacturing system.
Introduction
To ensure the safety and reliability of manufacturing systems, Fault diagnosis is the critical and fundamental elements to diagnose the underlying fault reasons efficiently upon their occurrence [1] [2] [3] . Fault diagnosis is the action to identify if a system is deviating from the benchmark, and determine the potential root causes for this abnormal behaviours [4, 5] . A typical fault diagnosis action consists of three steps. Firstly, Key components, which are critical to system's reliability, safety and repair cost, etc., are identified based on the actual maintenance records; Secondly, sensors are selected and located to pick up signal signatures to faults, and finally, transitional data read by sensors is processed to identify the fault root causes. Therefore, fault diagnosis is widely used in manufacturing industry, such as Tool condition monitoring(TCM) [6, 7] , rotary machines [8, 9] , assembly processes [10, 11] , and stamping process [12] , etc. Sensors and sensing technologies constitute the fundamental basis for fault diagnosis.
Regarded by MIT's technology review as one of the top ten emerging technologies that will change the world [13] , the new technology of the distributed sensor network has given the researchers great excitement and serious attention. For complex manufacturing systems, duo to the difference on process configuration, sensor system homogeneity and variation sources [14] , sensor deployment strategy also varies. Fig. 1 shows the complex chemical process and discrete-part manufacturing processes, respectively. Obviously, their process configuration is different. Compared with the mechanical manufacturing process, the operation data of most chemical processes not only has nonlinear relations, but also has multi-scale characteristics. When multiple sensors are considered, a homogeneous or heterogeneous sensor system is involved. In a general sense, the diagnosis-oriented sensor distribution strategy is concerned with the statistical properties of process variables [14] . Based on the abovementioned issues, considerable research has gone into the development of such sensor deployment strategy [15] . Sufficient sensor deployment is helpful to improve the diagnosis capacity, but inappropriate sensor placement can only increase costs and reduce the system diagnosis efficiency [16] .Therefore, appropriate sensor deployment is crucial for an effective diagnosis system design. The general modules of sensor deployment are cause-effect relationship modeling, optimization basis, and optimization algorithm. This paper majorly reviews the above modules influencing the efficiency of sensor measurements on faulty symptoms. And, the challenges and opportunities are discussed with some key conclusions.
Cause-effect Relationship Model
It is the cornerstone for optimal sensor deployment problems to model the cause-effect relationship between system faults and sensor measurements [17] . The cause-effect model of the sensor-fault is not only the cornerstone but reveals the diagnostic relationship between sensor and fault. Therefore, many complex mathematical models have been constructed by researchers.
Pourali et al. [18] developed a bayesian sensor placement optimization (BSPO) methods that utilized Bayesian networks for modeling, updating, and reasoning the causal relationships and uncertainties to find optimum sensor locations on a system's logic diagram. KiongTan et al. [19] proposed a sensor placement approach by measure and infer the actual vibration spectrum at a critical point, which is associated with one or more sensitive frequencies. Mendibil et al. [20] developed a experimental study by place pressure and temperature sensors in the runner system and the mould micro-featured cavity on micro-injection moulding. Sensor signals is correlated with quality deviations using the confocal microscopy to diagnose the injected micro-parts quality. Oromiehie et al. [21] developed an experimental study on glass fibre/high-density polyethylene laminates with embedded FBG sensors for manufacturing process monitoring. The FBG sensors are used to monitor the reflected wavelengths related to pressure and temperature.
For the purpose of deviation diagnosis in a multistation assembly process, optimal sensor allocation methodologies are usually developed base on a state-space model [16, [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] . As shown in Fig. 2 , the station-indexed state space model can be represented as
Where k is the station index, N the number of stations, Xk and Yk are the product dimensional deviation and the sensor measurements at station k, respectively. Pk is the random deviations related with fixture locators at station k. A, B and C are the state matrix. ξ and η are un-modeled higher order terms [37] . Wang et al. [38] used statistical analyses of the Fisher information matrix and the prediction matrix for the optimal sensor locations in an automated Coordinate Checking Fixture. The cause-and-effect relation is mathematically described as follows
Where {δd}m×1 corresponds to the position changes measured by the actual m position sensors. γ is the sensitivity matrix related with the deviations in the n geometric parameters of the part to the changes in the m sensor readings. {δφ}n×1 is the shape deviations. Figure 2 . Information flow in multi-station manufacturing Graph theory, such as Digraph (DG) or signed digraph (SDG) technique, has been applied in the optimal sensor deployment to model the cause-effect relationship between the system faults and sensor measurements by solving a particularly sensor deployment problem to maximize the system reliability [15, [39] [40] [41] [42] [43] [44] . A quantitative cause-effect graph (QCEG), illustrated in Fig. 3 , have been developed by us to handle the heterogeneity among the properties of sensors and faults to facilitate the monitoring of single-station multistep manufacturing process (SMMP) [17, 45] . [18, [46] [47] [48] [49] . The inference engine has three major blocks shown in Fig. 4 . Li et al. [50] [51] [52] studied the sensor deployment issues related concerns such as coverage, connectivity, and energy efficiency in wireless sensor networks. Fig. 5 shows an example of depicting the coverage of mobile sensor networks where the solid disks being covered at the given time are instant [53] . 
Optimization Basis
The initial optimization basis for sensor distribution researches are mainly aimed at a single target. A general form can be taken as the following bilevel formulation:
Where x, F(x,y), y denote decision variables, outer objective function, inner decision variables, respectively. It is usually called a leader-follower problem, where x is decided by the leader while y is decided by the follower [54] .
Lu et al. [55] established the quadrilateral array location equations for an acoustic emission location, which is converted to an optimization problem.
. . ,
Where f1 and f2 are the ratio of Euclidean distance of acoustic emission propagation. To improve the performance and reduce the computational cost of the robot placement problem, Sheng et al. [56] studied the weighted set-covering problem to integrate kinematics constraint into the vision sensor planning. 
Here, aij=1 means cell i belongs to index set Sj , otherwise not. Variable xj means the index set Sj is selected, otherwise not. Bastani et al. [23] proposed an optimal sensor placement based on compressive sensing theory to diagnose the process faults in multi-station assembly processes, which can be formulated as the optimization problem:
Where α refers to the station assignment of the sensors; u denotes the locations of the sensors on the parts, F and S represent the sensor's possible station assignments and feasible locations on the parts, respectively.
An optimal sensor allocation is investigated to achieve the desired diagnosability with the minimum cost in a multi-station manufacturing system [16, 30, 57] . Chen et al. [25] developed an optimal assignment of locating pin wear rates to maximize the system reliability, which can be formulated as:
Where μ=[μ1,1(Δ) μ1,1(Δ) ¼μL,nL(Δ) ] T and Cmax is the budget for the total tooling fabrication cost. Tyagi et al. [28, 31] developed an optimal design of fixture layout to minimize the sensitivity S max while satisfying the geometric and other constraints. The optimization problem can be expressed as follows
Where     denotes the locators position, C (ꞏ) is the geometrical constraint on the principal locating points. Li et al. [47] translated the optimal sensor allocation problem into a set-covering problem to minimize the total sensing cost as well as satisfy a prescribed detectability requirement. 
Where w(Ωj) is the cost of sensor Ωj . C {Ωj} is the union of the duty sets. With the advent of distributed sensing networks (DSNs), it is necessary to further study the multitarget-based sensor layout strategy. An optimization formulation aimed at maximizing the reliability of the fault monitoring system is proposed [15, 39, 40, 42, 44] . Benatia et al. [58] proposed a integrated multi-objectives deployment strategy by employing genetic algorithms under coverage, cost, connectivity constraints, to get near optimal solution for WSN deployment. We also developed a multi-objective optimization, which minimizes the fault unobservability, maximizes the system stability, and minimizes the cost for the whole system, under the constraints on detectability, stationarity, and limited resources [17, 45] . Mathematically, this can be expressed as:
where Pf(i) is fault occurrence probability for fault i, Ps(i) is sensor failure probability for sensor i, and xi is the number of sensor i.
Optimization Algorithm
After establishing the optimization basis, a variety of optimization algorithms, from mathematic programming to heuristic search [28, 59] , have been employed to optimize the sensor deployment.
Based on the effective independence(EfI) method [60] , Sheng et al. [61] proposed a sensor-placement strategy to monitor a rolling element bearing with a localized structural defects in the inner or outer raceway. The results show that EfI-based optimal sensor locations are significantly better in identifying the outer raceway defect than nonoptimal locations (from 40% to over 80%). Ghani et al. [62] [63] [64] proposed a finite element method (FEM) simulation methodology for the optimum sensor Location. Li et al. [65] proposed a fuzzy clustering algorithm to optimize sensor arrangement for field-programmable gate array temperature measurements. A BSPO algorithms is developed by Pourali et al. [18] for sensor placement optimization under uncertainty. The details of BSPO steps are shown in Fig. 6 . Chen et al. [25] develop a Quality and Reliability chain (QR chain) model to integrate the process and product design information of assembly systems.
A state space model is employed to study the variation propagation, and the optimal solution is derived based on the analytical form of system reliability [66] . Wang et al. [38] proposed a statistical analyses of the Fisher information matrix and the prediction matrix using the Powell's direct search to obtain an optimal sensor locations for an automated coordinate checking fixture. Liu et al. [27, 67, 68] developed an Exchange algorithms for sensor optimal layout or fixture layout design for the diagnosis of dimensional variation sources in assembly processes. Ding et al. [16] [37] develop a backward-propagation strategy for optimal allocation of sensors to determine the sensing station and number of sensors in a multi-station assembly process. Khan et al. [69] [70] [71] proposed a gradient-based search to achieve an optimal sensor distribution for the diagnosability in a multi-fixture assembly of sheet metal parts.
, , , , , Figure 6 . BSPO flow chart For the maximum-reliability optimization problem, a greedy search heuristic has been developed [15, [39] [40] [41] 72] . Wu et al. [17, 44] investigated a multiple-objective optimization involved in the sensor deployment. They developed a lexicographical mixed integer linear programming and greedy search for sensor deployment optimization. As a heuristic algorithm, greedy search tend to be more effective in finding good feasible solutions as a new approach for a posteriori articulation of preferences [73] .
By employing the principles of GAs, many optimal sensor placement are developed in a complex system to optimize several competing evaluation criteria [26, 33, 58, [74] [75] [76] [77] [78] [79] . Ren et al. [31] developed a data-mining guided GA to solve the sensor distribution problem to achieve a maximal variance detection capability in a multi-station assembly process. The data-mining-guided GA demonstrates an improvement compared to the existing alternatives. According to the acoustic emission signals picked up by four FBG sensors, Lu et al. [55] proposed an improved PSO algorithm to achieve the acoustic emission optimal location. By using the information fusion of multiple standards PSO [80] , the process of the improved PSO is realized, as shown in Fig. 7 . In Fig. 7 , PSO i, i = 1,2,3,ꞏꞏꞏ,10 denotes the i-th standard PSO, ZY i, i = 1,2,3, ꞏꞏꞏ,10 represents the optimal value of the i-th standard PSO. Liu et al. [48] developed a Best Allocation Subsets by Intelligent Search (BASIS) to obtain the optimal sensor allocation at minimum cost under different specified Average Run Length (ARL) requirements in a manufacturing system. In addition, highly optimized tolerance (HOT) algorithms [28] , simulated annealing [30, 81] , and shuffled frog leaping algorithm [45] ,ect., are also proposed to deal with the multi-objective sensor optimization distribution problem. Figure 7 . The process of the improved PSO
Challenges for Future Research
(1) The fault diagnosis ability can be improved by optimizing the sensor layout in discrete-part manufacturing system. However, sensor distribution strategies usually focus on different aspects of a practical problem. The physically meaningful variables and parameters employed in sensor distribution strategy are limited by the insight from its solution. Therefore, a high level operational strategy cannot be constituted in a complicated discrete-part manufacturing system.
(2) Sensor deployment strategies are usually predetermined in the most current literatures. However, the discrete-part manufacturing system is a dynamic system that state changes with time. an adaptive strategy for sensor deployment seems to be more realistic and required in the further.
(3) The heterogeneous sensor systems have been modeled and characterized in some literatures. However, no systematic approach towards optimal sensor deployment strategy for such a heterogeneous system has yet been reported especially for sensor deployment strategies explicitly designed for DSN in a multi-station process.
(4) Many kinds of heuristic methods are employed in the current sensor deployment strategy; However, their convergence speed is relatively slow and the solution may not be the optimal one. Therefore, the simplified algorithms based on the theoretical analysis needs to be further explored.
Conclusion
(1) Many complex optimal strategies have been constructed to model cause-effect relationship between system faults and sensor measurements, which including Bayesian networks, experimental mothed, the effective independence method, etc. For the purpose of deviation diagnosis in a multi-station assembly process, optimal sensor allocation methodologies are usually developed base on a state-space model. Moreover, graph theory, such as the Digraph, signed digraph, Fuzzy bipartite graph, and Quantitative cause-effect graph, has been applied to avoid using cumbersome mathematical terms to model the cause-effect relationship between the system faults and sensor measurements in the optimal sensor deployment.
(2) For single-objective optimal, more studies define the optimization objective as the cost of sensor system. In a multi-station manufacturing system, the optimal sensor allocation is to achieve the desired diagnosability, the system reliability, and the sensitivity, etc. For the multi-objective layout strategy, the optimization objective usually involves the fault unobservability, the system stability, the coverage, and the sensing cost, etc.
(3) Most of the optimization approaches employed for sensor arrangement in discrete-part manufacturing system are the effective independence method, finite element method, fuzzy clustering algorithm, gradient-based search algorithms, exchange algorithms, lexicographical mixed integer linear programming. In addition, for the multi-objective sensor optimization distribution problem, the intelligent optimization algorithms, such as PSO algorithm, genetic algorithm, and shuffled frog leaping algorithm, are also employed in the current literatures.
