We propose a Monte Carlo simulation method for the evaluation of free energies in crystalline systems. In principle, the method involves evaluating the free-energy difference between systems of N molecules and 2N molecules. This difference, coupled with the assumption that the free energy is extensive and thus proportional to N, provides sufficient information to obtain the absolute free energy of the crystal. The approach to doubling the system size does not involve insertion or removal of molecules in the system. Instead, the configurations of the molecules are expressed in terms of the normal-mode coordinates of a harmonic lattice. By decoupling certain of these coordinates from the molecule configurations, we obtain a transformation that in effect yields the system-size doubling. The method is examined via application to a system of hard rods in one dimension. This simple model is considered principally because of the availability of an analytic solution for its free energy, which permits accurate testing of the performance and correctness of the proposed method. In using the hard-rod model we also avoid other complications related to treatment of the temperature, and application of normal-mode coordinate decoupling in higher dimensions. The proposed method is shown to be able to provide good results for the free-energy calculation, but further development will be needed before it can be considered practical for general-purpose use.
I. INTRODUCTION
The development of methods for the calculation of the free energy of solids continues to be of interest for several reasons. Improved understanding of conditions promoting crystallization is important in the petrochemical industry where wax formation in oil wells, storage tanks, and pipelines causes regular shutdowns at substantial expense. Crystallization is becoming increasingly important in the specialty chemical and biochemical industries as a method of separation for components that have low-melting temperatures or where distillation would break down the products before the boiling point is reached. Product design can also benefit from an understanding of equilibria in solid phases. Semiconductor alloys exhibit miscibility gaps that strongly influence the quality of the product, depending on production conditions. All of these phenomena are governed by the free energy of solid phases relative to fluids, or other crystalline solid forms. Molecular modeling of such systems can be advanced through the improvement of methods for evaluating solid-phase free energies by molecular simulation.
We begin by pointing out some of the difficulties involved in measurement of solid-phase free energies by molecular simulation, with the idea that a discussion highlighting the problems will aid in the formulation of their solution. However, in the present paper, we do not succeed in overcoming these difficulties, but we see these efforts as proving a path that might achieve this aim.
Existing methods for measuring free energies of crystalline phases are not applied as easily as those developed for fluids. Fluid-phase systems can rely on the Euler relation ͓1͔ for free-energy calculation
AϵUϪTSϭϪpVϩN, ͑1.1͒
where A is the Helmholtz free energy, U and S are the internal energy and the entropy, respectively, p is the pressure, V the volume, and and N are the chemical potential and number of molecules. In this equation, p, V, and N are known or easily measured in simulation ͓2,3͔, and too can be evaluated reliably, albeit with more computational effort ͓4͔. The amount of computation required for measurement of a free-energy difference scales exponentially with the entropy difference between the target and reference systems ͓5,6͔. The chemical potential is a tractable quantity because in a fluid it can be determined by a process in which a molecule is inserted into the simulated system ͓7-9͔. The accompanying entropy change does not scale with the system size, and consequently the free-energy measurement can be accomplished with a manageable amount of computation regardless of the number of molecules simulated. In contrast, direct measurement of the free energy itself, for example by computing its difference with respect to an ideal gas, yields a value that scales as N because the free energy is extensive. Since the entropy difference too scales with N, we find that extensive free-energy measurements can be quite expensive. Thus for fluids, the ability to evaluate an extensive free energy via measurement of an intensive free-energy difference is of great utility. Crystalline phases cannot rely on the Euler equation to evaluate the free energy, because the chemical potential is not available as it is for fluids. Insertion of a molecule into a crystalline phase leads to a defect, and for the small systems studied by simulation this single defect corresponds to a concentration that is not representative of that expected in a bulk crystal. Thus, solid phase free energies must be measured directly, by calculation of a difference with a reference system ͓10͔. Usually this reference is selected to be some sort of perfect noninteracting crystal, and the free-energy difference is evaluated by thermodynamic integration along a reversible path joining the reference and target systems. The most widely used technique of this type is due to Frenkel and Ladd ͓11͔, who employ an Einstein crystal. More recently methods have been put forth to join phases of different crystalline symmetry ͓12,13͔, which can be useful to study polymorphism.
One concern with the existing methods for free-energy measurement in crystals is the possible occurrence of a phase transition along the path of integration. The presence of such a transition invalidates the use of thermodynamic integration, and can make other free-energy difference methods difficult or impossible to apply. Another issue is one of efficiency. The simulations devoted to traversing the path from the reference to the target are of no use for other property measurements; such simulations have no intrinsic interest aside from their use in measuring the crystalline free energy. This contrasts with the situation in the fluid, in which the moleculeinsertion free-energy measurement can in many cases be accomplished while simulating the system of interest. Related to this is the ability to perform direct measurement of phase coexistence in fluid phases via the Gibbs ensemble ͓3,14,15͔. Such a method is inapplicable to equilibria involving solids.
In this paper we describe a free-energy calculation method for solids. The approach is based on measuring the free-energy difference between a 2N-particle system and an N-particle system plus an N-particle Debye harmonic lattice. The trick in doing this is to use harmonic normal-mode coordinates to parameterize the particle positions in the simulated system. In this way we can in effect increase the system size without inserting particles or introducing spurious boundary effects. The complete set of harmonic normal modes for an N-particle system forms a subset of the normal modes of the 2N-particle system, making it possible to construct a free-energy path between them by switching on the modes not common to both system sizes. Further, since the free energy is an extensive quantity, and presuming we can ignore finite-size effects ͑as is reasonable for sufficiently large systems͒, this free-energy difference is equivalent to the free energy of the N-particle system. This approach requires sampling of configurations in which certain normal modes of the 2N-particle system are zero, and consequently it requires trial displacements in normal-mode space instead of the more conventional trial particle displacements in one-dimensional Cartesian space. This does not affect the sampling of the 2N-hard-rod configuration space except to fix the system's center-of-mass ͑c.m.͒, which is addressed below. Although the sampling occurs in normal mode space, the test for accepting or rejecting a configuration is done conventionally by computing the energy expressed via Cartesian coordinates.
This self-referential method to evaluate the free energy is appealing because it circumvents some of the problems outlined above for the existing methods. The perturbation path never really departs from the target system, so we need not be concerned with encountering a phase transition along the way, and at all times other properties of the target system remain accessible to measurement. However, this method does not avoid the problem with measuring an extensive free energy, and moreover, the need to sample in normal-mode space is a complicating factor. We believe that the ideas underlying this method can lead to alternatives for solids that are analogous to insertion methods that work so well for fluids. If the method can be shown to be viable for general systems, the programming and computational expense involved with sampling normal-mode coordinates would be worthwhile.
Our approach is developed and demonstrated with Monte Carlo simulation applied to a canonical ͑NVT͒ ensemble of one-dimensional hard rods with periodic boundaries. The method can be extended to other model systems and to higher dimensions. The hard-rod system is convenient because there exists an analytical solution for its free energy ͓16͔, correct for any system size, which enables direct comparison of results of the proposed method with the exact free energy
Here, A N and Q N are the Helmholtz free energy and the canonical partition function, respectively, for a system of N hard rods each of length in a periodic container of length L, and ␤ϭ1/kT with k Boltzmann's constant and T the absolute temperature. The ensemble-averaged potential energy of this model is zero, so the free energy and entropy are equal; this feature eliminates some complications that we prefer to avoid at this point in the development of the methodology. The one-dimensional ͑1D͒ system does not undergo any phase transitions, so one might argue that there is no solid phase, but the system does exhibit the crucial feature that the particles occupy a ''lattice,'' inasmuch as for all relevant configurations each particle may be unambiguously associated with a 1D lattice site.
In the following section we develop the formalism for the proposed method. Monte Carlo simulation details are described in Sec. III. We present and discuss the results in Sec. IV and give our conclusions in Sec. V.
II. FORMALISM
As is well known ͓17͔, the energy of a system of N particles interacting harmonically with force constant
where ␥ i is the Cartesian position vector of particle i relative to a reference ͑lattice site͒ position, can be recast as a sum of DN noninteracting harmonic oscillators, where D is the spatial dimension of the system
The coordinates m in this reformulation describe collective motions of the particles, such that the kth Cartesian deviation (kϭ1¯DN) is given as
where the vectors N (m,k) are the normal modes for the system. These modes can be expressed as the eigenvectors of the harmonic interaction matrix, and their corresponding eigenvalues N (m) are the harmonic force constants for the collective motion described by the normal-mode coordinate M in a harmonic system of unit force constant. If the minimum-energy configuration of the harmonic oscillators forms a lattice, the normal-mode coordinates are given by the reciprocal lattice vectors ͓18͔. Each plane-wave vector in a small system will have a counterpart in a larger system that points in the same direction and has the same wavelength. We can in effect ''grow'' the system by coupling to the small system those modes that are found only in the larger one. To fix ideas, and for the purpose of demonstrating and testing the methodology, we henceforth restrict our consideration to periodic one-dimensional systems, for which
and
͑1.7͒
We categorize the normal modes of a one-dimensional system of 2N particles as even or odd. The even modes are symmetric about the center of the system, while the odd ones are antisymmetric; we number them accordingly with even and odd indices
Each normal mode, or eigenvector, of the N-particle system is directly proportional to an even numbered normal mode of the 2N system. This is pictured in Fig. 1 , showing that mode 1 of the N-particle system has precisely the same frequency as that of mode 2 of the 2N system. Moreover, the amplitude of mode 1 of the N system is that of mode 2 of the 2N system multiplied by 2 1/2 . All modes of the N system have exactly this relationship to a corresponding mode in the 2N system, specifically, mode m of the N system corresponds to mode 2m of the 2N system, so that N (m,k) ϭ2 1/2 2N (2m,k). The odd modes of the 2N system have no counterparts in the N system, and contributions to the Cartesian ␥ from these modes are what set the configurations of the 2N system apart from those of the N system.
Let us consider the partition function of the 2N system, expressed in terms of normal-mode coordinates
where the superscripts ''E'' and ''O'' on indicate the set of even and odd normal-mode coordinates, respectively, and ⌳ is the thermal de Broglie wavelength. The limits of integration are over all normal-mode coordinate values that have all particles in the system volume, and we note that the Jacobian for this transformation is unity. Let us now decouple the
odd-mode coordinates
O from the Hamiltonian of the system of particles, and have these coordinates instead couple to a collection of independent harmonic oscillators. In the resulting hybrid system formed from the original particles and these oscillators, the particle configurations will be constrained to a subset of those originally available. These configurations will exhibit the symmetry of the even modes, and consequently they will have particles in one half of the system occupying the same relative positions as particles in the other half. In addition, because all modes of the N system are represented by the even modes of the 2N system, the complete set of 2N even modes can describe all configurations of the N-particle system in each half. But because each half moves identically, the configuration-set accessible to the odd-mode-decoupled ͑hybrid͒ 2N system is exactly that of the N system. Since the system size is doubled, the energy of each configuration will be exactly double that of either half, assuming periodic boundaries are employed. Consequently the hybrid 2N-partition function ͑superscript*͒ is related to that of an unmodified N-particle partition function where the factor of 2 ϪN/2 arises from the Jacobian associated with expressing the configurations of the N system in terms of the normal mode coordinates of the 2N system. Q N O is the partition function for the odd-mode harmonic oscillators, including a factor of ⌳ ϪN , it is given exactly as
͑1.11͒
Thus, the free energy of an N-rod system can be given in terms of the hybrid 2N system at twice the temperature. Presently we will circumvent the temperature issue by dealing only with the hard-rod potential, where the configurational energy may have values of zero or infinity only. In Sec. V we discuss extensions from this simplifying case. If it may be taken that the free energy is an extensive quantity, we have
Combined with Eq. ͑1.8͒ via the canonical-ensemble bridge equation ͓19͔
.
͑1.13͒
Equation ͑1.13͒ forms the basis of the proposed method for calculating the free energy of a crystalline phase. The ratio of partition functions can be evaluated by molecular simulation via any of a number of standard methods. We will consider the application of free-energy perturbation. We note also that the desired free energy can be obtained from the simulation data via this relation
͑1.14͒
This formulation has the advantage of not relying on the extensive nature of the free energy, but it is useless practically since it requires prior knowledge of A 2N . We present it here only because, given the exact expression for A 2N for hard rods, it can be used to test whether the simulation provides correct values of the partition-function ratio without invoking also the extensive free-energy approximation.
III. SIMULATION METHOD AND DETAILS
We examine a system of hard rods in one dimension, for which the free energy for any N is given exactly by Eq. ͑1.2͒.
The ratio of partition functions in Eq. ͑1.13͒ describes a system of 2N particles with complete freedom, relative to the same system with the odd-mode coordinates decoupled from the particle configurations and instead coupled to a set of harmonic oscillators ͑there is also the temperature difference, but we can ignore this for the hard-rod potential that forms our present focus͒. We evaluate this ratio via a multistage free-energy perturbation ͑FEP͒ calculation. The procedure may be applied in either of two directions. In one approach, which we will designate as ''upstaging,'' the series proceeds from the hybrid system to the full 2N system; in the other, which we designate ''downstaging,'' FEP proceeds from the full 2N system to the hybrid. We use N stages, one for each odd-numbered mode of the 2N system. In each stage, a single odd normal mode m is selected for a FEP calculation. Once the mode is coupled ͑upstaging͒ or decoupled ͑down-staging͒ in a FEP calculation, it remains so for the rest of the stages of the series.
If we are upstaging, the perturbation consists of coupling this mode to the configuration of rods, and turning off its harmonic potential. The FEP ensemble average gives the free-energy difference for one stage as
͑1.15͒
In this formula, ⌰(m) is a type of Heaviside function: it is zero if coupling mode m to the hard-rod system causes any rod overlaps or misorderings, and it is unity otherwise; this implements the hard-rod potential. The ''mϪ1'' subscript on the ensemble average indicates that hard-rod configurations are sampled using all even normal modes and all odd modes that became coupled in previous FEP stages in the series, and that mode m and all others are decoupled from the rod configurations. Of these decoupled modes, only mode m is relevant to the FEP calculation. When the perturbation is performed, the value of the coordinate M is selected from a Gaussian distribution, with probability density proportional to exp(Ϫ m m 2 /2). The total free-energy difference for converting the hybrid system to a fully coupled 2N system is obtained by summing the Eq. ͑1.15͒ free energies over all stages.
If we are downstaging, the perturbation consists of decoupling the mode from the configuration of rods, and turning on its harmonic potential. The appropriate ensemble average is
Here, ⌰(m) functions again to eliminate from the average any perturbations that lead to hard-rod overlaps or misorderings. The system samples configurations obtained from all even modes, as well as the odd modes ͑including m͒ that have not yet been decoupled from the rods in the perturbation series. The Gaussian term for normal-mode coordinate m in this average uses whatever value of m happens to be in place when the perturbation is applied to decouple m from the hard-rod configuration. For a downstaging perturbation, we can easily examine a large range of force con-stants for the harmonic reference with each perturbation. Because m for the perturbation is given by its present value, examination of many force constants simply entails evaluation of the Gaussian term in Eq. ͑1.16͒ for each. This procedure contrasts with an upstaging perturbation, where to examine many force constants at once, we must generate for each a random value of m and couple it to the hard rods and check for overlap. It is helpful to be able to consider many harmonic references, because force constants that are too small or too large will lead to inaccurate FEP averages due to poor sampling, and the optimum force constant may be difficult to identify a priori.
There are two types of moves used in each simulation, the perturbation move between the reference and target systems mentioned above, and a trial normal-mode displacement move used to generate configurations of the rods. The normal-mode displacement is the random displacement of a randomly chosen mode, and is analogous to the typical trial particle displacement in Cartesian space. All rods move collectively in response to a normal-mode displacement trial. This is easily accomplished by displacing each rod in accordance with the normal-mode vector's contribution to its position ͑as opposed to regenerating the configuration by summing all the coupled modes͒. Candidate modes include all the even modes and those odd modes that are presently coupled to the rods configuration. The even mode mϭ0, which corresponds to uniform translation of the system of rods, is excluded from sampling. This has the consequence of fixing the center of mass of the rods. The effect of this constraint on the free energy can be evaluated exactly for the hard-rod system, and we include this consideration in our comparison of the simulation and exact free energies.
The choice to perform a FEP trial or a trial in the Markov chain is made at random, with probability such that one of every 2N trials is a FEP trial move. If the move selected is a Markov trial phonon displacement, a mode from the set coupled to the hard-rods configuration is selected, each with equal probability. The trial displacement for that mode is determined randomly according to a uniform distribution over some step size. In a conventional Monte Carlo displacement trial, the maximum step size is the same for identical particles. This is not appropriate for normal-mode displacements because each mode contributes differently to the particle motion. The long-wavelength modes describe a motion where adjacent particles move in a similar fashion, ͑i.e., for the translation mode, all particles move an equal distance in the same direction͒ while the short-wavelength modes represent a motion where the distances adjacent particles move may vary significantly, and possibly in opposite directions. Applying the same step size to all modes would not result in an equal acceptance rate of trial configurations between the modes. We showed ͓20͔ that the standard deviations of the singlet probability density distributions of the hard-rod and harmonic systems are identical and proportional to the inverse square root of their eigenvalues. Correspondingly, we have also observed that the set of step sizes giving the same trial configuration acceptance rate between the modes to be proportional to the inverse square of the eigenvalues. This allows us to use a single global step size which when divided by the square root of the eigenvalue of the selected mode yields an appropriate trial step size. We chose a global step size to give an acceptance rate of 35%. The current value of the selected mode is shifted by the trial displacement to generate a trial configuration, similar to adding a trial particle displacement to the current particle position in Cartesian coordinates. The trial configuration is transformed into Cartesian coordinates to test for overlap of the hard rods, rejecting the configuration if overlap or misordering occurs, and accepting it otherwise.
We performed simulations to measure the free energy of a system of hard rods using the proposed method, considering both upstaging and downstaging approaches. We examined system sizes ranging from Nϭ4 to Nϭ100. For each system, we performed a series of N FEP stages. In each stage we performed 10 5 Monte Carlo cycles, where each cycle consists of 2N trials of a phonon displacement or FEP test trial in proportion as described above. We examined a very broad range of harmonic force constants with each FEP stage.
IV. RESULTS AND DISCUSSION
Because we use a nonstandard method of sampling, we are interested in verifying that configurations important to the hard-rod system are properly sampled. To do this, we compare the radial distribution function measured in a normal-mode simulation with that from a conventional Monte Carlo simulation. The results for a system of ten rods at a density of *ϵN/Lϭ0.7 are shown in Fig. 2 . The curves of the two simulations are essentially indistinguishable, lending confidence to the normal-mode sampling method.
The approach to correcting the free energies for the c.m. motion is described in the Appendix. The correction requires knowledge of the c.m. distribution in an unconstrained sys-FIG. 2. Radial distribution function for a system of ten hard rods at density *ϭ0.7, evaluated using conventional Monte Carlo sampling in Cartesian coordinates, and sampling in normal-mode coordinates.
tem. In the Appendix we compare the distribution obtained by standard, Cartesian-space Monte Carlo sampling with the analytic expressions used to apply the correction. The simulation data are noisy, but are consistent with the analytic forms. For N larger than 50 or so, the c.m. correction is smaller than the confidence limits of the measured free energies. Figure 3 plots the difference between the exact free energy given by Eq. ͑1.2͒, and the simulation result based on Eq. ͑1.15͒, as a function of the harmonic force constant for various system sizes at densities * of 0.7 and 0.95 ͑we note that *ϭ1.0 is close packing͒. This is an upstaging FEP series. The simulation results exhibit a systematic error that increases with increasing system size, and which appears to be unaffected by density. A reasonable explanation for the error is that in some or all of the FEP stages there are configurations of the target that are not adequately sampled by the reference system. We examine this question further below. We have not pursued this method further as we consider upstaging to be a less effective approach than downstaging, owing to the inability of upstaging to sample as easily a broad range of force constants. Figure 4 plots the free energy per particle as a function of the harmonic force constant for simulations using Eq. ͑1.16͒. This is a downstaging series. Here there exists a broad range of harmonic force constants for which the simulation results are in very good agreement with the exact free-energy value. We have compared the simulation data to the exact values expected from Eq. ͑1.2͒, using both Eq. ͑1.13͒ which is based on assuming an extensive free energy, and ͑not shown in Fig. 4͒ Eq. ͑1.14͒ which is less practical but invokes no such approximation. For Nϭ100 and the higher densities, the difference between these comparisons is not significant. The simulation data are consistently lower than the exact value taken from either formula, but over significant ranges of force constant they agree to within the confidence limits of the simulation data.
It is of interest to examine the free-energy change associated with each stage of the FEP series. One might consider whether the contribution from each stage depends on the wavelength of the normal-mode coordinate being decoupled from the rod configurations. Equation ͑1.6͒ indicates that each wavelength is doubly degenerate, with the middle modes having the shortest wavelength ͑mode 99 for 2N ϭ200͒, and the end modes having the longest ͑modes 1 and 199͒. We ran three simulation series, changing the order of decoupling of the modes. First we turned them off in numerical order, from long to short wavelength for mode 99, back to long wavelength. We also ran simulations turning the modes off from long to short wavelength, and finally turning the modes off from short to long wavelength. In Fig. 5 we plot the entropy change per stage for these three simulations as a function of the number of modes still coupled, so that the data at the right correspond to the first perturbation of the series and the data on the left the last stage of the series. We present this in terms of the entropy because it is useful for discussion that follows below; the free-energy change is trivially related by a sign change and a vertical shift of 0.5 to account for the harmonic energy. We do not find a systematic dependence of the free-energy change on the frequency of the mode. Instead, we observe that the free-energy change associated with the decoupling of a mode depends on the order in which it lies in the sequence. The first decoupled mode, for example, contributes a constant amount to the overall free-energy difference, regardless of which mode it is.
Finally, we turn to the topic of the accuracy of these calculations. We have argued elsewhere ͓5,6,21,22͔ that FEP calculations must be performed in a direction such that con- figurations important to the reference system encompass all the configurations important to the target. A necessary condition for this to hold is that the entropy of the reference be greater than the entropy of the target, and thus the entropy change for the perturbation be negative. This condition is not sufficient however, inasmuch as it can happen that the reference and target have comparable-sized important configuration-space volumes which nevertheless do not completely overlap. However, the larger and more negative the entropy difference, the more likely it is that the target configuration set is wholly contained in the reference configuration set. In this FEP method, we have the ability to tune the harmonic system so that the target can always be made to have a smaller entropy than the reference. For the upstaging calculation, we require that the harmonic potential be sufficiently broad to encompass all the relevant contributions of the perturbation mode to the hard-rod system as it is coupled to it. Likewise, for the downstaging calculation, we need the harmonic potential to be narrow, so that it is well contained within the range explored in the hard-rod system as the mode is decoupled. Figure 6 shows an average measure of the entropy change per stage for several densities, computed from the exact formulas for the hard-rod and harmonic free energies, as a function of the harmonic force constant. The curve shows that the entropy difference for the highest-density system is substantially different from zero for force constants greater than about 10 5 ͑appropriate for downstaging͒ or less than about 10 Ϫ1 ͑appropriate for upstaging͒. Perhaps the poor quality of the upstaging results has something to do with the insufficiently soft harmonic systems examined in those simulations. The entropy change for each FEP stage, as already presented in Fig. 5 , provides a more fine-grained view of the character of the FEP calculation. We must have all stages in an appropriate range of entropy difference to obtain completely accurate results. Clearly, some stages exhibit entropy changes that are about 1.5k greater than the average value, thus indicating that the appropriate range of force constant suggested in Fig. 6 provides only a rough guideline, and that more extreme values ͑softer or harder, depending on whether upstaging or downstaging is being performed͒ are appropriate.
V. CONCLUSIONS
We have shown this self-referential approach to be capable of calculating the free energy of a system of hard rods using the downstaging perturbation direction, from the 2N-hard-rod system to the N-hard-rod plus harmonic systems. The sign of the entropy change for each of the perturbation stages must be negative to yield accurate results, and the harmonic system can be adjusted to ensure this criterion is met. We also demonstrated that the correction to the freeenergy per stage is not a function of the wavelength of the perturbation mode, but only of the number of modes with which the hard-rod system still interacts. The proposed scheme can quickly become computationally expensive with increasing system size because it calculates N independent averages, one for each stage.
One possible approach to increase the efficiency of the method is to conduct fewer FEP stages, and in each to decouple more than just one normal mode. However, in other work ͓6͔ we have shown that the optimal staging method uses intermediate stages with equal entropy differences of ⌬S/kϭϪ2. Since the entropy difference for each stage is already in this range, this heuristic would indicate that we cannot improve efficiency by having fewer, coarser stages. Another approach would apply a ''parameter hopping'' method, in which Monte Carlo trials are performed that lead to fluctuations in the number of coupled modes. One might encounter difficulty with this approach in determining the appropriate weighting function to apply to encourage the system to explore the full range of coupling ͑from none to all of the odd modes͒, but this problem is tractable and its examination is worthwhile. Certain problems can be anticipated in extending this method to more practically interesting systems. First is the issue of the temperature. We were able to ignore this detail here because of our focus on a hard potential, but for the method to have any real value it must be applicable to soft potentials as well. Our view now is that the temperature must be stepped up or down as the modes are decoupled or coupled to the system of interest. The question that bears examining is whether this process would have any adverse effect on the measurement of other properties. One of the advantages of the proposed method is its avoidance of systems or states that are examined only as a bridge between the target and reference systems, and which are otherwise irrelevant. We do not anticipate problems in this direction, but further study is needed.
The second critical extension of the method is to higher dimensions. The appropriate way to proceed with this is to work directly with reciprocal-lattice vectors as the basis for the particle coordinates ͓17͔. An appropriate set of wave vectors can be selected to double the system size in one direction ͑along a direct-lattice vector͒ via sequential coupling of basis functions corresponding to the appropriate ͑''odd''͒ wave vectors. The overall approach would be much more valuable if it could be developed in a way that does not require complete system doubling, but instead could function by coupling or decoupling a few select modes. Presently it does not seem that this formulation can be accomplished, given the variation of free energy with perturbation mode that was observed in this paper.
The proposed method has demonstrated some promise for development of different avenues to solving the problem of calculating free energies of crystals by molecular simulation. However, further testing and perhaps reformulation of the methodology is warranted before considering the approach to be a viable solution to the problem. The method does at least open up new thinking toward this issue, and can point the way to variants that may be of some utility. 
APPENDIX
In the normal-mode Monte Carlo simulations, the ͑even͒ mode corresponding to uniform translation of the system always remains uncoupled in both the N and 2N systems. The contribution of this mode to the free energy differs slightly for the two systems, and for accurate calculations we should include it in the free-energy difference. One way to view this contribution is to consider the distribution P(x) of the center of mass ͑c.m.͒ in an unconstrained system. This distribution is shown in Fig. 7 for a system of five hard rods at two densities. The figure compares simulation measurements of this distribution with an analytic form we developed previously ͓20͔. The c.m. exhibits a peak at the center of the periodic system, which is simply a reflection of the fact that there are fewer ways to arrange the rods when the c.m. is constrained to be elsewhere. It is, for example, impossible to arrange the nonoverlapping rods in any way that causes the c.m. to be located at the edges of the boundary. The effect attenuates, and the distribution becomes flatter, with increasing density. The partition function Q N (x) having the c.m. constrained within ⌬x of some point x is related to the unconstrained partition function Q N by FIG. 7 . Configurational center-of-mass distribution for a system of five hard rods. The dark line is the result of an analytic formula, and the light line describes data from a conventional Monte Carlo simulation. ͑a͒ Density *ϭ0.5; ͑b͒ *ϭ0.95. FIG. 8 . Additive correction to the free-energy difference per particle for the neglect of center-of-mass motion, as a function of system size for two densities.
