We give explicit and efficiently computable formulas for the number of isomorphism classes of I-graphs, connected I-graphs, and generalized Petersen graphs. The tool that we use is the well-known Cauchy-FrobeniusBurnside lemma.
Introduction
Recently the class of I-graphs, introduced in the Foster Census [2] as a further generalization of the generalized Petersen graphs, has received considerable attention. One reason for this is that bipartite I-graphs give rise to some highly symmetric configurations of points and lines [1] . In the same paper, Boben, Pisanski andŽitnik characterized the automorphism groups of those I-graphs which are not generalized Petersen graphs, so that together with the earlier results of Frucht, Graver and Watkins [3] , the characterization of the automorphism groups of I-graphs is now complete. Finally, Horvat and Pisanski have recently shown that every I-graph has a nondegenerate unit-distance representation in the Euclidean plane [4] . This answers the question of whether every generalized Petersen graph can be drawn in the plane in such a way that all edges are represented by straight-line segments of equal length.
As witnessed by the recent inclusion of the corresponding counting sequences in [9] , there has also been interest in the enumeration of non-isomorphic I-graphs and various of their subclasses, such as connected I-graphs, generalized Petersen graphs, etc. However, explicit formulas for the n-th term of these sequences seem to be unknown, with the sole exception of the formula enumerating nonisomorphic generalized Petersen graphs G(n, k) on 2n vertices with n and k relatively prime, given quite recently by Steimle and Staton [11, Thm. 11] .
At a seminar meeting in Ljubljana in January 2009, T. Pisanski asked for a formula enumerating non-isomorphic I-graphs on 2n vertices. We give such a formula below in Section 2, as well as analogous formulas enumerating connected I-graphs and all generalized Petersen graphs on 2n vertices. These formulas are in closed form, and can be used for efficient computation of the number of isomorphism classes, provided that the prime factorization of n is known.
Our enumeration of isomorphism classes is carried out by means of the CauchyFrobenius lemma, also known as Burnside's lemma. Although very well known, this lemma is seldom applied directly, but rather indirectly via the Redfield-Pólya enumeration theorem whose proof relies on it. Recently, though, it has been used on its own in several cases (cf. [8, 6] ), hence our title.
Let n, j, k be integers such that n ≥ 3 and 1 ≤ j ≤ k < n/2. Write [n] = {0, 1, . . . , n − 1}. The I-graph I(n, j, k) is the graph G = (V, E) where
and addition is performed modulo n. Well-known special cases include the nprism Y n = I(n, 1, 1), the Petersen graph I(5, 1, 2), and the generalized Petersen graph G(n, k) = I(n, 1, k), introduced by Watkins in [12] .
The I-graph I(n, j, k) is a cubic graph on 2n vertices. In [1] , several graphtheoretic properties of I(n, j, k) such as connectedness, girth, being bipartite or being vertex-symmetric, are characterized in terms of number-theoretic properties of parameters n, j, k. Investigation of the question which sets of parameter values give rise to isomorphic I-graphs that was started in [1] has been successfully brought to conclusion in [5] where the following result (crucial for our enumeration) is proved: Fact 1.1 [5] I(n, j, k) and I(n, j , k ) are isomorphic if and only if there exists an integer a, relatively prime to n, such that either {j , k } = {aj mod n, ak mod n} or {j , k } = {aj mod n, −ak mod n}.
The following notation is used in the paper: P (n) = the number of isomorphism classes of generalized Petersen graphs G(n, k) = I(n, 1, k) (sequence A077105 in [9] ) I c (n) = the number of isomorphism classes of connected I-graphs I(n, j, k) (sequence A153847 in [9] ) I(n) = the number of isomorphism classes of I-graphs I(n, j, k) (sequence A153846 in [9] )
Z n = the ring of integers modulo n Z * n = the group of units of Z n Table 1 lists the arithmetical functions that appear in the rest of the paper. The column "OEIS id" in Table 1 gives the corresponding identifier from [9] . notation OEIS id comments
A000005 the number of divisors of n ϕ(n) A000010 Euler's totient function,
A007434 the second Jordan's totient function,
A001221 the number of distinct prime factors of n r(n) A060594 the number of square roots of 1 modulo n, r(n) = |{a ∈ Z n ; a 2 ≡ 1 (mod n)}| s(n) A000089 the number of square roots of −1 modulo n, s(n) = |{a ∈ Z n ; a 2 ≡ −1 (mod n)}| With the sole exception of ω(n) which is additive, all the other functions in Table 1 are multiplicative. If p is a prime and k ≥ 1, we have
where ψ(n) = |{p | n; p prime, p ≡ 1 (mod 4)}|.
In Section 2 we list our formulas for P (n), I c (n), I(n) and tabulate their values for 3 ≤ n ≤ 130. In Section 3 we explain our proof techniques and give the proofs.
The main results
Theorem 2.1 The number P (n) of isomorphism classes of generalized Petersen graphs on 2n vertices is given by
Theorem 2.2 The number I c (n) of isomorphism classes of connected I-graphs on 2n vertices is given by
where
ω(n) be the prime factorization of n. Then the number I(n) of isomorphism classes of I-graphs on 2n vertices is given by
Corollary 2.4 Let p be an odd prime. Then
3 The proofs
The Burnside technology
Let α be the action of a finite group G on a finite set A. Then we denote by ∼ α the associated equivalence relation on A, by |A/∼ α | the number of orbits of α, and by fix α (g) the number of elements of A fixed by g ∈ G under α. Our main enumeration tool is the Cauchy-Frobenius lemma:
For a proof, see, e.g., [10, Lemma 7.24.5]).
For a warm-up, we begin with a simple result whose derivation will be useful in the sequel. Proposition 3.2 Let ϑ n be the multiplicative action of Z * n on Z n . Then
Proof: Assume that j ∈ Z n , a ∈ Z * n , d = gcd(n, a − 1), n = n d and a − 1 = a d. Then gcd(n , a ) = 1, and so j is fixed by a iff
It follows that the set of j fixed by a is {0, n , 2n , . . . , (d − 1)n }, hence fix ϑ (a) = d = gcd(n, a − 1), and Lemma 3.1 gives (9).
, and positive divisors of n (with n itself replaced by 0) are a system of distinct representatives for the orbits of ϑ n .
Proof: Let u, v ∈ N be divisors of n such that u ∼ ϑn v. Then there are a ∈ Z * n and k ∈ Z such that v = au + kn, hence u | v. By symmetry of ∼ ϑn it follows that v | u as well, so u = v. Therefore different positive divisors of n belong to different Table 2 : The values of P (n), I c (n), I(n) for 3 ≤ n ≤ 130 orbits of ϑ n . We will see in Corollary 3.16 that a∈Z * n gcd(n, a − 1) = ϕ(n)τ (n), which together with Proposition 3.2 implies that |Z n /∼ ϑn | = τ (n). Hence each orbit contains exactly one positive divisor of n (with n replaced by 0). Now we embark on our main task of enumerating isomorphism classes of Igraphs. For a fixed n ≥ 3, we represent the I-graph I(n, j, k) with the ordered pair (j, k). We need to construct a suitable group G n acting on the set Z n × Z n in such a way that the orbits of this action will be in one-to-one correspondence with the isomorphism classes of I-graphs. In view of Fact 1.1, the following choice is natural.
Definition 3.4 By G n we denote the subgroup of the symmetric group S Zn×Zn generated by the permutations (ξ a ) a∈Z * n , µ, ρ : Z n × Z n → Z n × Z n , where for all a ∈ Z * n and (j, k) ∈ Z n × Z n :
Proposition 3.5
G n = {ξ a , ξ a µ, ξ a ρ, ξ a ρµ; a ∈ Z * n } and |G n | = 4ϕ(n).
Proof: It is straightforward to check that
which implies the assertion.
Definition 3.6 By π n we denote the natural action of G n on Z n × Z n .
By ι n we denote the action of G n on the subset
Proposition 3.7 I(n) = |A n /∼ ιn |.
Proof: Let I n = {I(n, j, k); 1 ≤ j ≤ k < n/2}. Then I(n) = |I n / | where denotes graph isomorphism. By Fact 1.1,
where all arithmetic is done modulo n. This means that the mapping
, which concludes the proof.
Corollary 3.8
Proof: Since 0 ∼ ϑn k only if k = 0, and (j, k) ∼ πn (k, j), it follows from Corollary 3.3 that the set B n := ({0} × Z n )∪(Z n × {0}) equals the union of τ (n) orbits with representatives (0, k) where k | n (with k = n replaced by 0). So if n is odd, we have
If n is even, n | (n/2)(a − 1) for all a ∈ Z * n , hence n/2 ∼ ϑn k only if k = n/2, and the set C n := ({n/2} × Z n ) ∪ (Z n × {n/2}) equals the union of τ (n) orbits with representatives (n/2, k) where k | n (with n replaced by 0). The two sets B n and C n share the orbit containing (n/2, 0), hence in this case |A n /∼ ιn | = |Z n × Z n /∼ πn | − (2τ (n) − 1). The assertion now follows from Proposition 3.7.
Generalized Petersen graphs
Since G(n, k) = I(n, 1, k), it follows that P (n) is the number of those orbits of π n which contain a pair of the form (1, k). It is easy to see that these are exactly the orbits containing only pairs (j, k) where j ∈ Z * n or k ∈ Z * n . So we start by enumerating the orbits of the action γ n of G n on the set
Proof: We enumerate the orbits of γ n by means of Lemma 3.1. For this we need to count the fixed points of γ n .
Since {j, k} ∩ Z * n = ∅, it follows that a ≡ ±1 (mod n). In one case, 2k ≡ 0 (mod n), so k ≡ 0 (mod n) or k ≡ n/2 (mod n) if n is even, and j ∈ Z * n . In the other, the roles of j and k are reversed. So fix γ (ξ 1 µ) = fix γ (ξ −1 µ) = gcd(n, 2)ϕ(n), and a∈Z * n fix γ (ξ a µ) = 2 gcd(n, 2)ϕ(n). c) Let ξ a ρ(j, k) = (ak, aj) = (j, k). In this case a 2 j ≡ j (mod n) and a 2 k ≡ k (mod n), so a 2 ≡ 1 (mod n), j, k ∈ Z * n , and k ≡ aj (mod n) is determined by the choice of j ∈ Z * n . Thus a∈Z * n fix γ (ξ a ρ) = r(n)ϕ(n).
n , and k ≡ aj (mod n) is determined by the choice of j ∈ Z * n . Thus a∈Z * n fix γ (ξ a ρµ) = s(n)ϕ(n). Equation (10) now follows from Lemma 3.1.
Proof of Theorem 2.1:
To obtain P (n), we need to subtract from |D n / ∼ γn | the number of orbits containing pairs of the form (0, k) and (n/2, k) with k ∈ Z * n . There are gcd(n, 2) such orbits, hence P (n) = |D n /∼ γn | − gcd(n, 2) which together with Proposition 3.9 yields (1).
Connected I-graphs
To enumerate isomorphism classes of connected I-graphs, we use the following result from [1] .
Fact 3.10 [1]
The graph I(n, j, k) is connected if and only if gcd(n, j, k) = 1.
We start by enumerate the orbits of the action κ n of G n on the set
where t(n) = t 1 (n) + t 2 (n) is given in (3).
Proof: We use Lemma 3.1 to enumerate the orbits of κ n . For this we need to count the fixed points of κ n .
a) Let ξ a (j, k) = (aj, ak) = (j, k), d = gcd(n, a − 1), n = n d and a − 1 = a d. As in the proof of Proposition 3.2, we see that n | j and n | k. Since n | n as well, it follows that n = 1 and so n | a − 1, which is only possible if a = 1. Thus ξ a has no fixed points if a = 1, and ξ 1 fixes all points in E n . Hence
b) Let ξ a µ(j, k) = (aj, −ak) = (j, k). Denote n j = gcd(n, j) and n k = gcd(n, k). Any common divisor of n j and n k is a common divisor of n, j, k, hence n j ⊥ n k and n is divisible by n j n k .
From aj ≡ j (mod n) it follows that n 0 n k | (a − 1)j , hence n 0 n k | a − 1. From ak ≡ −k (mod n) it follows that n 0 n j | (a + 1)k , hence n 0 n j | a + 1. Therefore n 0 | 2 and so n 0 ∈ {1, 2}.
We claim that for each pair (j, k) where j = j n j , k = k n k , n = n 0 n j n k , n 0 ∈ {1, 2}, n j ⊥ n k , j ∈ Z * n 0 n k and k ∈ Z * n 0 n j , there is some a ∈ Z * n such that aj ≡ j (mod n) and ak ≡ −k (mod n). Indeed, let n = m i=1 p e i i be the prime factorization of n (i.e., p 1 , p 2 , . . . , p m are distinct primes and e i ≥ 1 for i = 1, 2, . . . , m). Define a ∈ Z by requiring that for each i ∈ {1, 2, . . . , m},
At least one of p e i i | n 0 n j and p e i i | n 0 n k holds for each i ∈ {1, 2, . . . , m}, and both hold only if p e i i = n 0 = 2, hence these requirements are consistent, and by the Chinese Remainder Theorem, there is a unique a ∈ Z n which satisfies them. In fact, a 2 ≡ 1 (mod p e i i ) for i = 1, 2, . . . , m, hence a 2 ≡ 1 (mod n), and so a ∈ Z * n . Note that a is odd if n 0 = 2, therefore n 0 | a − 1 and n 0 | a + 1.
If p
In either case, p e i i | (a − 1)j and p e i i | (a + 1)k. As this holds for all i ∈ {1, 2, . . . , m}, it follows that n | (a − 1)j and n | (a + 1)k, hence aj ≡ j (mod n) and ak ≡ −k (mod n) as claimed.
Thus to construct (j, k) ∈ E n which is fixed by some ξ a µ, first select n 0 , n j , n k , j , k ∈ Z n such that n 0 ∈ {1, 2}, n j ⊥ n k , n = n 0 n j n k , j ∈ Z * n 0 n k and k ∈ Z * n 0 n j , then take j = j n j , k = k n k . This can be done in
where t n 0 (n) = |{(n j , n k ); n j ⊥ n k , n = n 0 n j n k }|. Clearly, t 1 (n) = 2 ω(n) and
In this case gcd(n, j, aj) = gcd(n, j, k) = 1 and a 2 j ≡ j (mod n). It follows that j ∈ Z * n and a 2 ≡ 1 (mod n). Since k ≡ aj (mod n) is determined by the choice of j ∈ Z * n , we have |{(ξ a ρ, p); p ∈ E n , a ∈ Z * n , ξ a ρp = p}| = r(n)ϕ(n).
d) Let ξ a ρµ(j, k) = (−ak, aj) = (j, k). In this case gcd(n, j, aj) = gcd(n, j, k) = 1 and a 2 j ≡ −j (mod n). It follows that j ∈ Z * n and a 2 ≡ −1 (mod n). Since k ≡ aj (mod n) is determined by the choice of j ∈ Z * n , we have |{(ξ a ρµ, p); p ∈ E n , a ∈ Z * n , ξ a ρµp = p}| = s(n)ϕ(n). Now Equation (11) follows from Lemma 3.1.
Proof of Theorem 2.2:
To obtain I c (n), we need to subtract from |E n / ∼ κn | the number of orbits containing pairs of the form (0, k) and (n/2, k).
n . It follows that all such pairs belong to a single orbit of κ n .
Assume that n ≡ 0 (mod 4). If (n/2, k) ∈ E n then gcd(n, n/2, k) = 1. Since in this case gcd(n, n/2, k) = 1 iff gcd(n, k) = 1, it follows that k ∈ Z * n . For any a ∈ Z * n we have a(n/2) ≡ n/2 (mod n), hence we conclude again that all such pairs belong to a single orbit of κ n .
Assume that n ≡ 2 (mod 4). If (n/2, k) ∈ E n then gcd(n, n/2, k) = 1. In this case it is straightforward to see that gcd(n, n/2, k) = 1 iff k = 2 j a for some j ≥ 0 and a ∈ Z * n . All the pairs (n/2, a) with a ∈ Z * n clearly belong to a single orbit of κ n . Now we claim that 4Z * n = 2Z * n . Indeed, let q = n/2 and a ∈ Z * n . Then gcd(2a + q, n) = 1 and 4a ≡ 2(2a + q) (mod n), proving that 4Z * n ⊆ 2Z * n . Conversely, if q ≡ 1 (mod 4) then gcd((q + 1)/2, n) = 1 and 2a ≡ 4a(q + 1)/2 (mod n). If q ≡ 3 (mod 4) then gcd((3q + 1)/2, n) = 1 and 2a ≡ 4a((3q + 1)/2) (mod n), proving that 2Z * n ⊆ 4Z * n , and also the claim. Hence all the pairs (n/2, 2 j a) with j ≥ 1 and a ∈ Z * n also belong to a single orbit of κ n . On the other hand, all the pairs in the orbit of (n/2, 1) have one component in Z * n , while all the pairs in the orbit of (n/2, 2) have neither component in Z * n , hence these two orbits are distinct.
It follows that to obtain I c (n) from |E n /∼ κn |, we need to subtract: 1, if n is odd, 2, if n ≡ 0 (mod 4), 3, if n ≡ 2 (mod 4), which together with Proposition 3.11 yields (2).
I-graphs
Since we already have formula (2) for the number I c (n) of isomorphism classes of connected I-graphs on 2n vertices, a formula for the number I(n) of isomorphism classes of all I-graphs on 2n vertices is given by
(cf. [7, Sec. 3] ). However in order to avoid summation over divisors of n, we derive another formula for I(n) using Corollary 3.8 and Lemma 3.1.
Proposition 3.12
Proof: We use Lemma 3.1 again. The fixed points of ξ a are those pairs (j, k) which satisfy aj ≡ j (mod n) and ak ≡ k (mod n). As in the proof of Proposition 3.2 we see that there are d = gcd(n, a − 1) such j's, and d such k's, hence d and so g 0 (p k ) = k + 1 as claimed.
(
and so
(iii) For p = 2 and k ≥ 2 we have
= 4
as claimed in (6) . The case k = 1 is easily verified directly.
If p > 2 then at most one of a − 1, a + 1 is divisible by p. It follows that
Since gcd(p k , 0) = gcd(p k , p k ), the two sums are equal to each other and also to
by (i). Hence
and (6) follows.
(iv) For p = 2 and k ≥ 2 we obtain by (12) and (13). The case k = 1 is easily verified directly.
If p > 2 then at most one of a − 1, a + 1 is divisible by p. It follows that gcd(p k , a 2 − 1) = gcd(p k , a − 1) gcd(p k , a + 1), and so g 3 (p k ) = g 2 (p k ) = 2k + 1, proving (7). Assume that p ≡ 1 (mod 4). Let q be a quadratic residue modulo p and r 2 ≡ q (mod p). Then we have:
⇐⇒ p | (a − r)(a + r) ⇐⇒ a ≡ ±r (mod p) and
Proof: Let n = n 1 n 2 where gcd(n 1 , n 2 ) = 1. We need to show that g(n) = g(n 1 )g(n 2 ). For a ∈ Z n , let a 1 ∈ Z n 1 and a 2 ∈ Z n 2 be such that a ≡ a 1 (mod n 1 ), a ≡ a 2 (mod n 2 ).
By the Chinese Remainder Theorem, the mapping
is a bijection from Z n to Z n 1 × Z n 2 . By Lemma 3.14, gcd(n 1 n 2 , a) = 1 iff gcd(n 1 , a) = gcd(n 2 , a) = 1 iff gcd(n 1 , a 1 ) = gcd(n 2 , a 2 ) = 1, therefore f restricted to Z * n is a bijection from Z * n to Z * n 1 × Z * n 2
. Also, P k (a) ≡ P k (a i ) (mod n i ) for i = 1, 2, hence by Lemma 3.14, gcd(n 1 n 2 , P k (a)) = gcd(n 1 , P k (a)) gcd(n 2 , P k (a)) = gcd(n 1 , P k (a 1 )) gcd(n 2 , P k (a 2 )).
It follows that g(n 1 n 2 ) = gcd(n 2 , P k (a 2 )) = g(n 1 )g(n 2 ), proving multiplicativity of g(n).
Corollary 3.16 g 0 (n) = τ (n).
Proof: This follows from Lemmas 3.13 and 3.15.
Proof of Theorem 2.3:
Equation (4) now follows easily from Corollary 3.8, Proposition 3.12, and Lemmas 3.13 and 3.15.
