In this study, a dynamic programming approach to deal with the unconstrained twodimensional non-guillotine cutting problem is presented. The method extends the recently introduced recursive partitioning approach for the manufacturer's pallet loading problem. The approach involves two phases and uses bounds based on unconstrained two-staged and non-staged guillotine cutting. Since a counterexample for which the approach fails to find known optimal solutions was not found, it is conjectured that it always finds an optimal unconstrained non-guillotine cutting. The method is able to find the optimal cutting pattern of a large number of problem instances of moderate sizes known in the literature. For the instances that the required computer runtimes is excessive, the approach is combined with simple heuristics to reduce its running time. Detailed numerical experiments show the reliability of the method.
and logistics settings, such as in the cutting of steel and glass stock plates into required sizes, the cutting of wood sheets and textile materials to make ordered pieces, the loading of different items on the pallet surface or the loading of different pallets on the truck or container floor, the cutting of cardboards into boxes, the placing of advertisements on the pages of newspapers and magazines, the positioning of components on chips when designing integrated circuit, among others.
Given a large rectangle of length L and width W (i.e. a stock plate), and a set of rectangular pieces grouped into m different types of length l i , width w i and value v i , i = 1, . . . , m (i.e. the ordered items), the problem is to find a cutting (packing) pattern which maximizes the sum of the values of the pieces cut (packed). The cutting pattern is referred as two-dimensional since it involves two relevant dimensions, the lengths and widths of the plate and pieces. A feasible two-dimensional pattern for the problem is one in which the pieces placed into the plate do not overlap each other, they have to be entirely inside the plate, and each piece must have one edge parallel to one edge of the plate (i.e., an orthogonal pattern). In this paper we assume that there are no imposed lower or upper bounds on the number of times that each type of piece can be cut from the plate; therefore, the two-dimensional pattern is called unconstrained (i.e., 0 and
turn out to be the obvious minimum and maximum number of pieces of type i in the pattern); otherwise, it would be called constrained or doubly-constrained.
Without loss of generality, we also assume that the cuts are infinitely thin (otherwise we consider that the saw thickness was added to L, W , l i , w i ), the orientation of the pieces is fixed (i.e., a piece of size (l i , w i ) is different from a piece of size (w i , l i ) if l i = w i ) and that L, W , l i , w i are positive integers. We note that if the 90 o -rotation is allowed for cutting or packing the piece type i of size (l i , w i ), this situation can be handled by simply considering a fictitious piece type m + i of size (w i , l i ) in the list of ordered items, since the pattern is unconstrained. Depending on the values v i , the pattern is called unweighted, if v i = γl i w i for i = 1, . . . , m and γ > 0 (i.e., proportional to the area of the piece), or weighted, otherwise.
Moreover, we assume that the unconstrained two-dimensional cutting pattern is non-guillotine as it is not limited by the guillotine type cuts imposed by some cutting machines (an orthogonal guillotine cut on a rectangle is a cut from one edge of the rectangle to the opposite edge, parallel to the remaining edge). Some industrial cutting processes also limit the way of producing a guillotine cutting pattern. At a first stage the cuts are performed parallel to one side of the plate and then, at the next stage, orthogonal to the preceding cuts, and so on. If there is an imposed limit on the number of stages, say k, the guillotine pattern is called a k-staged pattern; otherwise, it is non-staged (note that a non-staged pattern is equivalent to define k large enough).
A large number of studies in the literature have considered staged and non-staged twodimensional guillotine cutting problems. Much less studies have considered two-dimensional non-guillotine cutting problems (constrained and unconstrained), and only a few of them have proposed exact methods to generate non-guillotine patterns. For example, [8] and [36] presented 0-1 linear programming formulations for the problem using 0-1 decision variables for the positions of the pieces cut from the plate; they developed Lagrangean relaxations and use them as bounds in tree search procedures (subgradient optimization was used to optimize the bounds). In [63] and [20] , the problem is formulated as 0-1 linear models using left, right, top and bottom decision variables for the relative positions of each pair of pieces cut from the plate (with multiple choice disjunctive constraints); they suggested solving the models by branch-and-bound algorithms exploring particular structures of these constraints. Other related 0-1 linear formulations appear in [18, 30] , and a 0-1 non-linear formulation was presented in [9] (see also [59, 56] ). Other exact and branch-and-bound approaches based on the so called two-level approach (the first level selects the set of pieces to be cut without taking into account the layout, the second checks if a feasible cutting layout exists for the pieces selected) are found in [19, 6, 32] . The method presented in [32] is based on a two-level tree search that combines the use of a special data structure for characterizing feasible cuttings with upper bounds.
Different heuristics based on random local search, bottom-left placement, network flow, graph search, etc., and different metaheuristics based on genetic algorithms, tabu search, simulated annealing, GRASP, etc., for generating constrained and unconstrained two-dimensional nonguillotine cuttings are found in the literature. Some examples are in [15, 25, 4, 43, 45, 57, 9, 2, 3, 61, 35, 44, 21, 17, 30, 66] . Nonlinear-programming-based method for packing rectangles within arbitrary convex regions, considering different types of positioning constraints, were presented in [12, 13, 10, 50] .
Most of these approaches were developed for the constrained problem, which can be more interesting for certain practical applications with relatively low demands of the ordered items. However, part of these methods may not perform well when solving the unconstrained problem, especially those whose computational performance is highly dependent on the total number of ordered items. On the other hand, the unconstrained problem is particularly interesting for cutting stock applications with large-scale production and weakly heterogeneous items (i.e., relatively few piece types but many copies per type), in which the problem plays the role of a column generation procedure, as pointed out by several authors since the pioneer study in [34] .
In the present paper we extend a Recursive Partitioning Approach presented in [11] for the manufacturer's pallet loading to deal with the unconstrained two-dimensional orthogonal nonguillotine cutting (unweighted and weighted, without and with piece rotation). This Recursive Partitioning Approach combines refined versions of both the Recursive Five-block Heuristic presented in [53, 54] and the L-approach for cutting rectangles from larger rectangles and L-shaped pieces presented in [46, 14] ). This combined approach also uses bounds based on unconstrained two-staged and non-staged guillotine cutting patterns. Since we were unable to find a counterexample for which the approach fails, we conjecture that it always finds an optimal unconstrained non-guillotine cutting, as well as the L-approach in [46, 14, 11] for the manufacturer's pallet loading. The approach was able to find an optimal solution of a large number of problem instances of moderate sizes known in the literature. For the instances that the required computer runtimes were excessive, we combined the approach with simple heuristics to reduce its running time.
The paper is organized as follows. In Section 2 we briefly review a 0-1 linear programming formulation of the problem and some lower and upper bounds known in the literature. In Section 3 we present the two phases of the Recursive Partitioning Approach and some heuristics that reduce the time and memory requirements of the procedure to deal with large problem instances. Then in Section 4 we analyze the computational performance of the approach, with and without the heuristics, in some numerical experiments. Finally, in Section 5 we present the concluding remarks of this study.
Problem modeling and bounds

Problem modeling
The unconstrained two-dimensional non-guillotine cutting problem can be modeled as a 0-1 linear formulation proposed in [8] . Let (x, y) be the coordinates of the left-lower-corner of a piece placed on the plate of size (L, W ) (for simplicity we assume that the left-lower-corner of the plate is (0, 0)). Without loss of generality, it can be shown that x and y belong, respectively, to the sets of conic combinations of l i and w i , i = 1, . . . , m, for L and W , defined by:
Note that as we decide to place a piece of type i in a position (x, y), we cannot place another piece in a position (x , y ) such that x ≤ x ≤ x + l i − 1 and y ≤ y ≤ y + w i − 1, x, x ∈ S L , y, y ∈ S W . In order to avoid piece overlapping, let g ixyx y be the mapping:
which can be computed a priori for each i, (x, y) and (x , y ). By defining the decision variables a ixy , i = 1, . . . , m, x ∈ S L , y ∈ S W , as:
a ixy = 1, if a piece of type i is placed in a position (x, y), 0, otherwise, the model can be formulated as the following 0-1 integer program:
Note that model (1-3) has O(m|S L ||S W |) 0-1 variables and |S L ||S W | constraints 1 . It can be shown that, without loss of generality, sets S L and S W can be replaced by the smaller sets R L and R W known as reduced raster points [60] and defined as:
1 By defining S (1) and (2) and in (3) . where x S L = max{x ∈ S L | x ≤x} and ỹ S W = max{y ∈ S W | y ≤ỹ}.
However, since both S L , S W and R L , R W can be large in practical cases, it may be hard to solve the model above, as illustrated in Section 4. As mentioned before, other 0-1 linear models for the non-guillotine cutting are found in the literature, but authors have pointed out that their LP-relaxations provide bounds in general far from the optimal solution values [9, 30] .
Lower and upper bounds
A simple lower bound on the value of an optimal cutting can be obtained from the best homogeneous packing considering all types of pieces:
Similarly, a simple upper bound on the value of an optimal cutting is given by
where
Other lower and upper bounds are found in [8, 58, 33, 9, 3, 6] . However, most of these lower and upper bounds were proposed for the constrained non-guillotine cutting, and they are less effective for the unconstrained problem. In our implementation of the algorithm described in Section 3, we have used the lower bound given by the best homogeneous packing (5) and the upper bound introduced in [33] . According to [33] , the upper bound for a rectangle with length L and width W considering all types of pieces is given by
Upper bounds for all subproblems can be obtained by solving only two unconstrained knapsack problems at the beginning of the algorithm. A dynamic programming procedure for solving these problems is presented in details in [33] .
Description of the algorithm
The Recursive Partitioning Algorithm presented here is an extension of the algorithm described in [11] for the manufacturer's pallet loading problem. It has basically two phases: in phase 1 it applies a recursive five-block heuristic based on the procedure presented in [53] and in phase 2 it uses an L-approach based on a dynamic programming recursive formula presented in [46, 14] . Firstly, phase 1 is executed and, if a certificate of optimality is not provided by the Recursive Five-block Heuristic, then phase 2 is executed. Additionally, information obtained in phase 1 is used in phase 2 in at least two ways, according to [11] . If an optimal solution was already found for a subproblem in phase 1, it is not solved again in phase 2, improving the performance of phase 2. Moreover, having the information obtained in phase 1 at hand, phase 2 is often able to obtain better lower bounds for its subproblems than the ones provided by homogeneous cuttings (5), therefore improving the performance of phase 2. These two phases are detailed in the sequel.
Phase 1
In phase 1, the Recursive Five-block Heuristic divides a rectangle into five (or less) smaller rectangles in a way that is called first-order non-guillotine cut [4] . Figure 1 illustrates this kind of cut represented by a quadruple (
Each rectangle is recursively cut unless the (sub)problem related to this rectangle has already been solved.
(0, 0) A pseudo-code of the Recursive Five-block Algorithm for the unconstrained non-guillotine cutting problem is presented in Algorithms 1 2 and 2. The method is composed by two proce-dures: Five-block-Algorithm and Solve. The second one is an auxiliary subroutine used by the first. Input parameters of Five-block-Algorithm include the dimensions of the plate and the pieces, and n and N correspond to the current depth and the maximum depth limit of the search, respectively.
In Five-block-Algorithm, the lower bound starts with the value of the best homogeneous solution (5), and it is updated as better solutions are found by the algorithm. The procedure uses the upper bound (6) . Both the initial lower and upper bounds are computed a priori. In this way, an optimal solution can be detected in the procedure by closing the gap between these bounds. Note that without loss of generality, the procedure only consider the sets of raster points as defined in Section 2. Moreover, the same symmetry constraints for both guillotine and first-order non-guillotine cuttings considered in [11] are used in the present algorithm to avoid equivalent patterns.
In the Solve procedure, we note that if the depth limit N is sufficiently large, the Five-block Algorithm is able to find the optimal first-order non-guillotine cutting pattern. Otherwise, by choosing small values of N , it is possible to control the tradeoff between the computer runtime and the quality of the solution found.
The same subproblem may appear in different levels of the tree search. In the case N is not sufficiently large, a subproblem may be solved more than once (if its solution is not proven to be optimal) in order to try to improve the previous solution found for it. In this case, if the depth n at which a subproblem is faced is greater than or equal to the depth of its stored solution, the subproblem is not solved again and the stored solution is used. Otherwise, if the current depth is smaller, there are two possibilities. If the depth limit N was used to stop the recursion when obtaining the stored subproblem solution, then it is worth trying to solve it again. On the other hand, if the depth limit did not interfere in the subproblem resolution, the subproblem will not be solved again, as a better solution cannot be found.
Using the same reasoning as in [11] for the manufacturer's pallet loading, it can be shown that the worst-case time complexity of the Five-block Heuristic for the unconstrained two-
Phase 2
Phase 2 of the Recursive Partitioning Approach applies the L-approach [46, 14, 11] which is based on the computation of a dynamic programming recursive formula [46] . This procedure divides a rectangle or an L-shaped piece into two L-shaped pieces. An L-shaped piece is determined by a quadruple (X, Y, x, y), with X ≥ x and Y ≥ y, and is defined as the topological closure of the rectangle whose diagonal goes from (0, 0) to (X, Y ) minus the rectangle whose diagonal goes from (x, y) to (X, Y ). Figure 2 depicts the nine possible divisions [11] of a rectangle or an L-shaped piece into two L-shaped pieces.
A pseudo-code of the L-Algorithm for the unconstrained non-guillotine cutting problem is presented in Algorithms 3 and 4. In subroutine Solve-L (Algorithm 4), L i (L, k, i k ) and I k (L), for i = 1, 2 and k = 1, . . . , 9, are defined as in [46, 11] . Similarly to Algorithm 1, input parameters corresponds to Algorithm 1 here), although the computer implementation is correct -the correct constraint should be y1 < y2 and y2 < W , instead of y1 < y2 and y1 + y2 ≤ W .
Algorithm 1: Recursive Five-block Algorithm for the unconstrained non-guillotine cutting problem.
Output: Value of the best cutting pattern found.
foreach y 2 ∈ R W such that y 1 < y 2 and y 2 < W do
Figure 2: Subdivisions of an L-shaped piece into two L-shaped pieces.
of L-Algorithm include the dimensions of the plate and the pieces, the current depth n and the maximum depth limit N of the search. As Algorithm 1, the L-Algorithm takes into account the storage of information of the subproblems previously solved during its execution. The same data structure used in [11] to store this information is used in the implementation of the present algorithm (a four dimensional array or a combination of an array and a balanced binary search tree). See [11] for details.
Algorithm 3: L-Algorithm for the unconstrained non-guillotine cutting problem.
, sets S L and S W , and a nonnegative integer N . Output: Value of the best cutting pattern found.
In the L-Algorithm, the lower bound for a rectangle (X, Y ) is given, initially, by the solution found in phase 1 for the subproblem (X, Y ). As the algorithm proceeds, the lower bound for the subproblem (X, Y ) may be improved and updated, so that the lower bound for (X, Y ) in future requests is no longer the solution found in the phase 1, but the best solution found so far for the subproblem (X, Y ). A lower bound for a non-degenerate L-shaped piece can be computed by dividing it into two rectangles and summing up the lower bounds of these two rectangles. The two straightforward different ways of dividing an L-shaped piece into two rectangles are considered and the lower bound for the L-shaped piece is given by the best one out of these two ones. As the algorithm proceeds, the lower bounds for L-shaped pieces are similarly updated as those for rectangles.
The upper bound for a rectangle (X, Y ) is the same one used in the previous phase, that is, it is computed by (6) . The upper bound for a non-degenerate L-shaped piece is given by the area ratio. Among all pieces that fit into the L-shaped piece, the one with the greatest value by area ratio is considered. The upper bound for the L-shaped piece is then given by its area multiplied by the value per unit area of the most valuable piece, that is,
Following the same steps in [11] for the manufacturer's pallet loading, it can be shown that the worst-case time complexity of the L-Algorithm for the unconstrained two-dimensional nonguillotine cutting is
and the memory complexity is
It should be mentioned that the worst-case time and memory complexities of the Recursive Partitioning Approach are given by (7) and (8), respectively.
Improving the lower bound and problem preprocessing
In order to improve the computational performance of the Recursive Partitioning Approach, we start computing better lower bounds (feasible solutions) than the ones provided by the homogeneous solutions (5). The idea is to generate cutting patterns simpler than generic unconstrained non-guillotine cutting patterns, however, more elaborated than homogeneous patterns.
In this way, before performing phase 1 of Section 3.1, the approach computes optimal unconstrained two-staged guillotine cutting patterns for the plate (L, W ) and for a number of subrectangles of (L, W ). This computation uses the exact procedure in [34] , based on a solution of O(m) one-dimensional knapsack problems. Then, the approach computes optimal non-staged guillotine cutting patterns for the plate (L, W ) and a number of subrectangles of (L, W ), using the value of the two-staged solutions as initial lower bounds. This computation employs the Recursive Five-block Algorithm specialized for the guillotine case (i.e., considering only vertical and horizontal guillotine cuts). These optimal guillotine solutions are used to reduce the tree search of the Recursive Five-block Heuristic in phase 1. Finally, the optimal first-order non-guillotine solutions found in phase 1 for the plate (L, W ) and a number of subrectangles of (L, W ) are used to reduce the dynamic programming recursions of the L-approach in phase 2 (Section 3.2). We note that each phase of the approach is executed only if the solution given by the previous phase cannot be proven to be optimal. Solutions found for the subproblems in a given phase are used as lower bounds for the same subproblems in the next phase. In this way, solutions found in higher phases are at least as good as the ones found in earlier phases.
Therefore, besides providing as by-products (i) the optimal unconstrained two-staged guillotine pattern, (ii) the optimal unconstrained non-staged guillotine pattern and (iii) the optimal unconstrained first-order non-guillotine pattern, we conjecture that the Recursive Partitioning Algorithm also provides the optimal unconstrained (general) non-guillotine pattern.
A final remark in this section is that as a preprocessing of the input of the Recursive Partitioning Algorithm, our implementation of the algorithm may discard pieces that are not required to be in an optimal solution. Note that any piece type i that satisfies l i ≥ l j , w i ≥ w j , and v i ≤ v j , for some piece type j = i, does not need to be considered, since j is at least as valuable as i and it is not larger than i. If this is the case, we say that piece type j dominates piece type i. It is worth mentioning that this procedure may be useful for weighted instances only. This process could be generalized to the case where not only one, but a combination of pieces dominates another piece. That is, when there is a subset of pieces P and a piece i / ∈ P , such that we can pack all pieces that belong to P (maybe using more than one of the same type) in rectangle i, and the packing has value greater than or equal to v i . For unweighted instances, if a piece i is dominated by pieces in set P , then there is a packing of the pieces in P in the rectangle i so that rectangle i is completely covered (i.e, a zero waste packing). Hence, all integer conic combinations produced by piece i are also produced by the ones in the set P and, therefore, the exclusion of piece i does not contribute to a reduction on the number of patterns that the algorithm must inspect. As the generalized process described above is a computational expensive task, in the present work we implemented a preprocessing procedure that considers the elimination of a piece dominated by another piece.
Heuristics for large problems
The generation of all patterns by the Recursive Partitioning Approach may be prohibitive for large instances. Moreover, the amount of memory required by these algorithms may not be available. For this reason, we propose heuristics that reduce both the time and memory requirements of the algorithms. These procedures, however, may lead to a loss of quality of the solution found. Since the time and memory complexities of generating all possible cuttings highly depends on the sizes of the integer conic combinations and raster points sets (as pointed out in (7) and (8), respectively), we can significantly reduce time and memory requirements in two ways: (i) by limiting the search depth of the recursions (i.e., setting parameter N = ∞ in Algorithms 1-4); and (ii) by replacing the integer conic combinations and raster points sets by smaller sets.
In order to reduce the sets of conic combinations S L and S W , it was suggested in [8] a simple iterative procedure that starts eliminating the piece with the smallest length (width) until the desired sizes of the sets are achieved. In this work we decided by an alternative procedure that replaces the sets S L and S W by the shrunk setsS L andS W , so that the product |S L ||S W | is limited by a given threshold parameter M . Moreover, to substitute the raster points sets, the shrunk setsR L andR W are obtained by using definition (4) withS L andS W instead of S L and S W .
Algorithms 5-7 describe the implemented reduction strategy. Basically, the strategy consists in selecting equally distributed elements within ordered versions of sets S L and S W . Algorithm 7 describes the main routine named ReduceSets that uses Algorithms 5 and 6 as subroutines. Specifically, the heuristic version of the Recursive Partitioning Algorithm makes use of routine ReduceSets in line 7 of Algorithm 1 to computeR L andR W based onS L andS W . Similarly, Algorithm 3 uses routine ReduceSets in line 2 to build setsS L andS W and call subroutine Solve-L (Algorithm 4) in line 3 with them, instead of S L and S W .
Algorithm 5: Select n numbers between s and e.
Input: The number n of elements to be selected, the first element s to be considered and the last element e to be considered. We suppose that s ≤ e and n ≤ e − s + 1. Output: A subset of {s, . . . , e} with n elements. Select(n, s, e) begin
, s,
Algorithm 6: Select n elements of S equally distributed. We suppose that n ≤ |S|. S i denotes the i-th smallest element of S.
Input: S and the number n of elements in the reduced set. Output: A subset of S with size n.
Numerical experiments
We implemented the Recursive Partitioning Approach and its heuristic counterpart for the unconstrained two-dimensional non-guillotine cutting problem as described in Algorithms 1-7. The algorithms were coded in C/C++ language. The experiments were performed in a 2.4GHz Intel Core2 Quad Q6600 with 8.0GB of RAM memory and Linux Operating System. Compiler option -O3 has been adopted. The computer implementation of the algorithms as well as the Algorithm 7: Given sets S and T , and a positive integer n, it creates setsS ⊆ S and T ⊆ T such that |S||T | ≈ M if M < |S||T |. Otherwise, it returns S and T .
Input: Sets S and T and an integer M .
data sets used in our experiments and the solutions found are publicly available for benchmarking purposes at [68] .
In the numerical experiments, we considered 95 problem instances found in the literature: H, HZ1 and HZ2 from [37] , [41] and [42] , respectively; GCUT1-GCUT13 and GCUT14-GCUT17 from [7] and [22] , respectively; M1-M5 and MW1-MW4 from [51] and [39] , respectively; U1-U3 and W1-W3 from [38] ; U4, W4, LU1-LU4, LW1-LW4 from [39] ; UU1-UU11 and UW1-UW11 from [31] ; APT10-APT29 from [1] ; and B1-B7 from [23] . Table 1 presents some characteristics of these instances. In the table, m 2 is the original number of piece types while m 1 is the reduced number of piece types obtained by applying the preprocessing procedure described in Subsection 3.3, L and W are the length and width of the stock plate, and |S L |, |S W |, |R L | and |R W | are the number of elements of the sets of conic combinations and raster points, respectively, after applying the preprocessing procedure for the elimination of dominated pieces described in Subsection 3.3. It should be noted in Table 1 that the number of piece types of the instances varies from 5 to 200 and the number of conic combinations (or raster points) from a few tens to thousands. Therefore, the number of variables and constraints of model (1-3) for these instances varies from a few hundreds to billions.
We arbitrarily divided the experiments with these instances into two parts: the first consists of experiments with instances of moderate size, defined as max{|S L |, |S W |} < 1, 000, and the second part contains experiments with the remaining large-sized instances.
Instances of moderate size
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In the table, the numbers in bold indicate that the corresponding phase of the method improved the solution given by the previous phase. For example, note that for instances M1 and UU8, the optimal guillotine pattern value coincides with the optimal two-stage pattern value, while the optimal five-block pattern is better and the L-Algorithm pattern is even better. Figures 3 and 4 respectively. As expected, the optimal unconstrained two-stage and guillotine pattern values coincide with the ones reported in the literature [37, 7, 51, 41, 42, 38, 31, 39, 1, 24, 22] . Moreover, the unconstrained non-guillotine solutions found by the Five-block Algorithm and the L-Algorithm improve the guillotine ones in many instances. To the best of our knowledge, there are no studies in the literature reporting unconstrained non-guillotine solutions for these instances. An interesting result in Table 2 is that most of the best solutions of the Recursive Partitioning Approach were found by the Five-block Algorithm, requiring affordable runtimes (only a few seconds).
We conjecture that all unconstrained non-guillotine cutting patterns obtained by the Recursive Partitioning Approach for these moderate-sized instances are optimal. For instances H and HZ1, the Recursive Partitioning Approach gives an optimality certificate. For instances HZ2, GCUT1-GCUT3, GCUT5-GCUT7, GCUT9, GCUT10, M1-M5 and MW1-MW5, an optimality certificate was obtained solving the LP-relaxation of model (1-3) using the modelling language GAMS 19.8 with the solver CPLEX 7. For all the remaining moderate-sized instances, we were unable to prove the optimality because the CPLEX execution was aborted with a computer memory overflow error.
To empirically reinforce our conjecture about the exactness of the Recursive Partitioning Approach, we also performed additional experiments with other 22 problem instances of the literature [43, 45] , for which the optimal solutions are known by construction. These unweigthed instances were generated in such a way that there exists at least one optimal cutting pattern with zero waste, that is, the value of this cutting pattern coincides with the area of the stock plate. For all instances C1P1-C4P3 in [43] and LCT1-LCT10 in [45] , the Recursive Partitioning Approach was able to find an optimal solution. In all cases the optimal pattern is two-stage guillotine, with the exception of instance LCT3 for which the optimal pattern was obtained by the Five-block Algorithm.
Large instances
In a first set of experiments with the large instances, we applied an heuristic version of the Recursive Partitioning Approach, without imposing limits to the search depth (i.e., setting N = ∞). Sets S L and S W were replaced in the guillotine, the five-block and the L-Algorithm phases by setsS L andS W generated by Algorithm 7 with the product threshold parameter M = 40, 000, 000, M = 150, 000 and M = 10, 000, respectively. Therefore, the best guillotine, five-block and non-guillotine solutions obtained by these algorithms may not be optimal. Table 3 presents the values of the unconstrained two-stage, guillotine, first-order non-guillotine (Five-block Algorithm) and superior-order non-guillotine (L-algorithm) cutting patterns obtained by the heuristic version of the Recursive Partitioning Approach for the large-sized instances. We first note that the two-staged phase of this heuristic version is identical to the one of the exact version of the method, i.e., all two-staged solutions are optimal. Moreover, looking at the quantity |S L | × |S W | of each instance on Table 1 , and considering that guillotine cuts of instances with |S L | × |S W | ≤ 40, 000, 000 are being solved to optimality, we know that, with the exception of instances LU1-LU4 and LW1-LW4, the guillotine cuts of all the large-sized instances are optimal too. Among the optimal guillotine cuts generated by our method, we were able to verify that, for instances GCUT13-GCUT17, U1-U3, W1, W3, UU9-UU11, and APT10-APT29, solutions found by our method are in agreement with previously published solutions [38, 31, 39, 1, 23, 24, 22] . For the remaining instances there are no optimal guillotine solutions reported in the literature. Even without this double checking, guillotine solutions for instances U4, W4 and B1-B7 are optimal, but whether or not guillotine solutions for instances LU1-LU4 and LW1-LW4 are optimal remains to be verified. A remark for instances U2 and U3 is in order. Instances U2 and U3 were introduced in [38] . [24] reports their optimal guillotine pattern values as being 20,232,224 and 48,142,840, respectively, mentioning that these optimal values can be obtained by running the algorithm for staged patterns presented in [23] (setting the maximum allowed number of stages to infinity). These values are slightly larger than the ones reported in Table 3 , that should be optimal. We implemented and run the method introduced in [23] , and the same values reported in Table 3 were found, which suggests that the optimal values for instances U2 and U3 reported in [24] may be incorrect. To reinforce this idea, we note that, as far as we know, there is no publication introducing a method (exact or heuristic) that finds better quality solutions than the ones being reported here, while some publications report equal or lower quality solutions [38, 1, 24] .
Regarding Table 3 , it is worth remarking that instances LU1-LU4, LW1-LW4 are huge instances and involve tens of thousands of conic combinations. Note that the guillotine solution found for instance B7 is proven to be optimal. Note also that most of the best solutions were obtained by applying only guillotine cuts, but the demanded runtimes are generally much higher than the ones in the moderate-sized instances of Table 2 . Exceptions are instances GCUT13, W3, W4, UU9 and LU4 for which none of the possible guillotine partitions (neither horizontal nor vertical) provides a lower bound greater than the value of the optimal two-stage pattern. Other exceptions are instances APT21 and APT22 for which the Five-block Algorithm was able to improve the lower bound given by the guillotine partitions. On the other hand, note that the optimal two-stage solutions in the table are reasonably good, if compared to the guillotine solutions, and they are obtained in just a couple of seconds.
In a second set of experiments, we applied another heuristic version of the Recursive Partitioning Approach, using the complete conic combinations sets in all the phases of the method, fixing the search depth limit parameter N = ∞ in the guillotine phase and N = 1 in the fiveblock phase, and skipping the L-Algorithm phase of the method. Table 4 presents the values of the unconstrained two-stage, guillotine and first-order non-guillotine (Five-block Algorithm) cuts obtained by this heuristic version of the Recursive Partitioning Approach for some of the large-sized instances. The unconstrained two-stage and guillotine pattern values coincide with the ones of Table 3 . Note, however, that the Five-block Algorithm was able to find improved non-guillotine solutions for most of these examples (if compared to Table 3 ), at the expenses of much higher running times. In particular, since the upper bound on the optimal value for instance GCUT14-GCUT17 provided by the algorithm is 12,250,000, we note that the five-block solution found for instance GCUT17 is proven to be optimal. Besides that, note that, for instance APT22, the heuristic version of the Five-block Algorithm with N = 1 and using the complete set of conic combinations found a better solution than the previous heuristic version with N = ∞ and a shrunk set of conic combinations (see Table 3 ).
In addition to the experiments described above, we arbitrarily decided to solve the two large instances UU9 and UU10 with the non-heuristic version of the Recursive Partitioning Approach. While for instance UU9 the best solution obtained corresponds to a two-stage pattern with value 6,100,692, for instance UU10, each phase of the method improved the solution found by the previous phase. Figure 5 illustrates the corresponding cutting patterns obtained by each phase for instance UU10. The total runtimes for solving instances UU9 and UU10 were 4,321.59 and 8,908.24 seconds, respectively. 
Concluding remarks
While a large number of studies in the literature have considered staged and non-staged two-dimensional guillotine cutting problems, much less studies have considered two-dimensional non-guillotine cutting problems (constrained and unconstrained), and only a few of them have proposed exact methods to generate non-guillotine patterns. Moreover, most of the approaches (exact and heuristic) for non-guillotine cutting (or packing) were developed for the constrained problem, which can be more interesting for certain practical applications with relatively low demands of the ordered items. However, part of these methods may not perform well when solving the unconstrained problem. On the other hand, the unconstrained problem is particularly interesting for cutting stock applications with large-scale production and weakly heterogeneous items, in which the problem plays the role of a column generation procedure.
This study presented a Recursive Partitioning Approach to generate unconstrained twodimensional non-guillotine cutting (or packing) patterns. Since we were unable to find a counterexample for which the approach fails, we conjecture that it always finds an optimal unconstrained non-guillotine cutting. The approach was able to find the optimal solution of a large number of moderate-sized instances known in the literature. To cope with large instances, we combined the approach with simple heuristics to reduce its computational efforts. For moderatesized instances, both the five-block and the L-Algorithm phases of the approach seem to be promising alternatives for obtaining reasonably good or optimal non-guillotine solutions under affordable computer runtimes, whereas for larger instances, the guillotine or the five-block phase may be preferable, depending on the definition of an acceptable time limit. An interesting perspective for future research is to extend the Recursive Partitioning Approach to deal with constrained two-dimensional non-guillotine cutting.
The computer implementation of the algorithms as well as the data sets used in our experiments and the solutions found are publicly available for benchmarking purposes at [68] .
