Abstract: A set-valued information system (SIS) is the generalization of a single-valued information system. This article explores uncertainty measurement for a SIS by using Gaussian kernel. The fuzzy T cos -equivalence relation lead by a SIS is first obtained by using Gaussian kernel. Then, information structures in this SIS are described by set vectors. Next, dependence between information structures is presented and properties of information structures are investigated. Lastly, uncertainty measures of a SIS are presented by using its information structures. Moreover, effectiveness analysis is done to assess the feasibility of our presented measures. The consequence of this article will help us understand the intrinsic properties of uncertainty in a SIS.
Introduction

Research Background and Related Works
Granular computing (GrC) as a fundamental issue in knowledge representation and data mining was presented by Zadeh [1] [2] [3] [4] . Information granulation, organization and causation are basic notions of GrC. Information granule is a collection of objects that are drawn together by some constraints. The process of building information granules is referred to as information granulation. Information granulation makes a universe into a family of disjoint information granules. Granular structure is the collection of information granules where the internal structure of each information granule is visible as a sub-structure. Lin [5] [6] [7] and Yao [8] [9] [10] illustrated the importance of GrC, which aroused people's interest in it. As yet, the study on GrC has four methods, i.e., rough set theory (RST) [11] , fuzzy set theory [12] , concept lattice [13, 14] and quotient space [15] .
RST is an effective tool to manage uncertainty. An information system (IS) on the basis of RST was presented by Pawlak [11, [16] [17] [18] [19] . Many applications of RST, for instance, uncertainty modeling [20] [21] [22] [23] , reasoning with uncertainty [8, 24, 25] , rule extraction [26] [27] [28] [29] , classification and feature selection [30] [31] [32] [33] [34] are related to ISs.
In GrC in an IS, the study of information structures is a significant research topic. An equivalence relation is a peculiar similarity between two objects from a dataset. Each attribute subset can determine an equivalence relation which partitions the object set into some disjoint classes. These disjoint classes are addressed as equivalence classes and each of them may be regarded as an information granule consisting of indistinguishable objects [26] . The collection of all these information granules constitutes an information structure by means of set vector in the given IS induced by this attribute subset.
Uncertainty measurement is an important issue in some fields, such as machine learning [35] , pattern recognition [36, 37] , image processing [38] , medical diagnosis [39] and data mining [40] .
Some scholars have done some exploration in this aspect. For example, Yao et al. [9] presented a granularity measure on the viewpoint of granulation; Wierman [29] provided measures of uncertainty and granularity in RST; Bianucci et al. [41, 42] explored entropy and co-entropy approaches for uncertainty measurements of coverings; Yao [25] studied several types of information-theoretical measures for attribute importance in RST; Beaubouef et al. [43] proposed a method for measuring the uncertainty of rough sets. Liang et al. [44, 45] investigated information granulation in complete information systems; Dai et al. [46] researched entropy and granularity measures for SISs; Qian et al. [47, 48] presented the axiomatic definition of information granulation in a knowledge base and examined information granularity of a fuzzy relation by using its fuzzy granular structure; Xu et al. [49] considered knowledge granulation in ordered information systems; Dai et al. [50] studied the uncertainty of incomplete interval-valued information systems based on α-weak similarity; Xie et al. [51] put forward new uncertainty measurement for an interval-valued information system; Zhang et al. [52] measured the uncertainty of a fully fuzzy information system.
Motivation and Inspiration
A SIS has uncertainty. How to search for uncertainty measures in a SIS is a meaningful research issue. However, until now, the study of uncertainty measurement for a SIS has not been reported. The purpose of this article is to address uncertainty measurements in a SIS by using its information structures. Information granule of each object in a given SIS is first constructed by means of Gaussian kernel. Like this, information structures is consequently proposed. The uncertainty of this SIS is measured by using its information structure. For the sake of evaluating the performance of our presented measurement, effectiveness analysis is performed by means of elementary statistical methods.
Why do we investigate uncertainty measurement for a SIS? This is because a SIS itself has uncertainty. Why do we use information structures to measure the uncertainty of SISs? This is because it is hard to compare the size of measure values of uncertainty for SISs. Moreover, if dependence between two information structures is obtained, then the size of measure values of uncertainty for SISs can be compared by using the dependence.
The remaining sections of this article proceed as follows: Section 2 reviews some notions about fuzzy sets, fuzzy relations and SISs. Section 3 proposes distance between two objects in a SIS. Section 4 obtains the fuzzy T cos -equivalence relation lead by a SIS by using Gaussian kernel. Section 5 investigates information structures in a SIS. Section 6 gives some tools for assessing uncertainty of a SIS. Section 7 summarizes this article.
Preliminaries
Some notions about fuzzy sets, fuzzy relations and SISs are reviewed. Throughout this article, U denotes a finite set. 2 U indicates the family of all subsets of U. I expresses the unit interval [0, 1] .
Fuzzy Sets and Fuzzy Relations
Fuzzy sets are extensions of ordinary sets [12] . A fuzzy set P in U is addressed as a function assigning to each element u of U a value P(u) ∈ I and P(u) is referred to as the membership degree of u to the fuzzy set P.
In this article, I U denotes the set of all fuzzy sets in U. The cardinality of P ∈ I U can be calculated with
If R is a fuzzy set in U × U, then R is referred to as a fuzzy relation on U. In this article, I U×U expresses the set of all fuzzy relations on U.
Let R ∈ I U×U . Then R may be represented by
where R(u i , u j ) expresses the similarity between u i and u j . If M(R) is an unit matrix, then R is said to be a fuzzy identity relation, and which is written as R = ; if r ij = 1, i, j ≤ n, then R is said to be a fuzzy universal relation, which is written as R = ω.
Let R ∈ I U×U . ∀ u ∈ U, a fuzzy set S R (u) is addressed as
Then S R (u) can be viewed as the information granule of the point u [48] .
Definition 1 ([53])
. A function T : I 2 → I is called a t-norm, if it satisfies:
(1) Commutativity:
Then T cos is a t-norm.
Definition 2 ([54]
). Suppose that T is a t-norm. Suppose R ∈ I U×U . Then R is a fuzzy T-equivalence relation on U if it satisfies:
(1) Reflexivity: R(u, u) = 1;
Corollary 1. Given R ∈ I U×U . If R is reflexive, then R is T cos -transitive.
Set-Valued Information Systems
Definition 3 ([11] ). Given that U is an object set of s and A is an attribute set. Suppose that U and A are finite sets. Then (U, A) is referred to as an IS, if a ∈ A is able to determine an information function a : U → V a , where V a = {a(u) : u ∈ U}. If P ⊆ A, then (U, P) is referred to as a subsystem of (U, A).
Definition 4 ([56]
). Let (U, A) be an IS. If any a ∈ A and u ∈ U, a(u) is a set, then (U, A) is referred to as a set-valued information system SIS. If P ⊆ A, then (U, P) is referred to as a subsystem of (U, A). 
where
According to the above definition, the distance between two objects in a SIS is given in the following. Definition 6. Assume that (U, A) is a SIS. Given P ⊆ A. ∀ u, v ∈ U, the distance between u and v in (U, P) is addressed as Table 1 . We have
The Fuzzy T cos -Equivalence Relation Induced by a SIS
A Gaussian kernel makes data linear and simplifies classification tasks [57, 58] . Hu et al. [59, 60] established relations between rough sets and Gaussian kernel, so fuzzy relations are obtained by the Gaussian kernel. In this section, a fuzzy T cos -equivalence relation on the object set of a SIS is extracted by using a Gaussian kernel.
2 ) computes similarity between objects u and v, where u − v is the Euclidean distance between u and v, δ is a threshold. In this article, pick δ ∈ (0, 1].
Let (U, A) be a SIS. Given P ⊆ A and δ ∈ (0, 1]. Since d P (u, v) expresses the distance between objects u and v in (U, P), u − v can be replaced by d P (u, v). Thus, we obtain exp(−
2δ 2 ) means the similarity between objects u and v in (U, P),
) n×n is a fuzzy relation on U. The specific definition is as follows.
Then M(R G P (δ)) is said to Gaussian kernel matric of (U, P) relative to δ.
Proof. This holds by Corollary 1.
is addressed as the fuzzy T cos -equivalence relation lead by (U, P) relative to δ. 
Example 4. (Continued from Example 2) Pick
is the fuzzy T cos -equivalence relation induced by the subsystem (U, P i ) with respect to δ (i = 1, 2, 3, 4).
Given P ⊆ A and δ ∈ (0, 1]. Then an algorithm on the fuzzy T cos -equivalence relation R G P (δ) is designed as follows (Algorithm 1).
Algorithm 1:
The fuzzy T cos -equivalence relation.
Input: The universe U and the attribute subset P; Output: The fuzzy T cos -equivalence relation R G P (δ) induced by (U, P) with respect to δ;
Obtain R G P (δ). 
Information Structures in a SIS
In this section, information structures in a SIS are investigated.
Some Concepts of Information Structures in a SIS.
Given R ∈ I U×U . Then for each i, S R (u i ) can be viewed as the fuzzy neighborhood or the information granule of the point u i [48] . According to this view, Qian et al. [48] defined the fuzzy granular structure of R as follows:
Let (U, A) be a SIS. Given P ⊆ A and δ ∈ (0, 1]. Then, by Theorem 1, R G P (δ) is a fuzzy T cos -equivalence relation on U. For each i, S R G P (δ) (u i ) can be viewed as the fuzzy neighborhood or the information granule of the point u i . Based on Qian's idea, we have the following definition.
Then S δ (P) is referred to as δ-information structure of (U, P).
is √ 0.8-information structure of (U, A).
is referred to as δ-information structure base of (U, A).
, then S δ 1 (P) and S δ 2 (Q) are called the same, which is written as S δ 1 (P) = S δ 2 (Q).
Below, dependence between information structures is proposed.
Definition 12.
Let (U, A) be a SIS. Given δ 1 , δ 2 ∈ (0, 1] and P, Q ⊆ A.
(1) S δ 2 (Q) is said to be dependent of
, which is written as S δ 2 (Q) S δ 1 (P).
(2) S δ 2 (Q) is said to be strictly dependent of S δ 1 (P), if S δ 2 (Q) S δ 1 (P) and S δ 2 (Q) = S δ 1 (P), which is written as S δ 2 (Q) ≺ S δ 1 (P).
Properties of Information Structures in a SIS
Theorem 2. Let (U, A) be a SIS. Given δ 1 , δ 2 ∈ (0, 1] and P, Q ⊆ A. Then
Proof. Obviously.
Theorem 3.
Let (U, A) be a SIS. Given δ 1 , δ 2 ∈ (0, 1] and P, Q ⊆ A. Then
Proof. Clearly.
Corollary 2.
Proof. This follows from Theorems 2 and 3.
Theorem 4. Let (U, A) be a SIS.
(
Proof. (1) For any i, j, it is clear that
).
By Theorem 3,
(2) By Definition 7,
Thus, by Theorem 3, S δ (Q) S δ (P).
Proof. This holds by Theorem 4.
Measuring Uncertainty of a SIS
In this section, some tools for evaluating uncertainty of a SIS are proposed. (1) Non-negativity:
Granulation Measures for a SIS
Here, M δ (P) is referred to as δ-information granulation of (U, P).
Similar to Definition 5 in [48] , the definition of δ-information granulation of a SIS is given in the following. Definition 14. Let (U, A) be a SIS. Given δ ∈ (0, 1]. Then ∀ P ⊆ A, δ-information granulation of (U, P) is addressed as
Example 6. (Continued from Example 4)
Proposition 4. Let (U, A) be a SIS. Given δ 1 , δ 2 ∈ (0, 1] and P, Q ⊆ A. Then
Proof. This holds by Theorem 4 and Proposition 4(1). 
Proof. The result is a consequence of Proposition 5.
Theorem 5. G δ is an information granulation function.
Proof. This holds by Definition 14 and Proposition 4.
Entropy Measures for a SIS
Similar to Definition 8 in [61] , we have the following definition.
Definition 15. Suppose that (U, A) is a SIS. Then ∀ P ⊆ A, δ-information entropy of (U, P) is addressed as
Example 8. (Continued from Example 4)
and ∃ j,
Proposition 6. Let (U, A) be a SIS.
Proof. It is proved by Theorems 4 and 6(1).
Proof. The result is a consequence of Proposition 6.
Rough entropy, proposed by Yao [25] , evaluates granularity of a given partition. Similar to Definition 10 in [61] , we have the following definition. Definition 16. Let (U, A) be a SIS. Given δ ∈ (0, 1] and P ⊆ A. δ-rough entropy of (U, P) is addressed as
Proposition 7. Let (U, A) be a SIS. Given δ ∈ (0, 1] and P ⊆ A. Then
Proof. Please note that R G P (δ) is a fuzzy equivalence relation on U. Then ∀ i,
The by the proof of Proposition 4(2), we have
Proposition 9. Let (U, A) be a SIS.
Proof. It is easy to prove by Theorems 4 and 8(1).
From Theorem 8 and Proposition 9, we come to the conclusion that the more certain δ-information structure is, the smaller δ-rough entropy value becomes.
Proof. The result is a consequence of Proposition 9.
Theorem 7.
(E r ) δ is an information granulation function.
Proof. This holds by Definition 16 and Theorem 8.
Corollary 7. Let (U, A) be a SIS. Given δ ∈ (0, 1] and P ⊆ A. Then
Proof. By Proposition 7, 0 ≤ (E r ) δ (P) ≤ log 2 n. By Theorem 8, H δ (P) = log 2 n − (E r ) δ (P). Thus 0 ≤ H δ (P) ≤ log 2 n.
Information Amounts in a SIS
Similar to Definition 10 in [61] , the following definition is presented.
Definition 17. Let (U, A) be a set-valued information system. Given δ ∈ (0, 1] and P ⊆ A. δ-information amount of (U, P) is addressed as
Example 10. (Continued from Example 4)
Theorem 9. Let (U, A) be a SIS. Given δ 1 , δ 2 ∈ (0, 1] and P, Q ⊆ A. Then.
Proof.
(1) Obviously.
(2) Please note that S δ 1 (P) ≺ S δ 2 (Q). Then by the proof of Proposition 4(2), we have
Proposition 10. Let (U, A) be a SIS.
From Theorem 9 and Proposition 10, it can be concluded that the more certain δ-information structure is, the bigger δ-information amount value becomes.
Proof. This holds by Proposition 10.
Theorem 10. Assume that (U, A) is a SIS. Given δ ∈ (0, 1] and P ⊆ A. Then
Corollary 9. Let (U, A) be a SIS. Given δ ∈ (0, 1] and P ⊆ A. Then
Proof. By Proposition 3,
Example 11. (Continued from Example 2)
Let (U, P 1 ),(U, P 2 ),(U, P 3 ) and (U, P 4 ) be four subsystems of (U, A). Pick δ 2 = 0.1, · · · , 0.9. The following results are obtained:
(1) If monotonicity is only considered, then δ-information granulation and δ-rough entropy are both monotonically increasing with the δ value growth, that means the uncertainty of four subsystems increase as the δ value increases. Meanwhile, δ-information amount and δ-information entropy are both monotonically decreasing with δ value growth, That means the uncertainty of four subsystem decreases as the δ value increases (see Figures 1-4 ). (2) If δ 2 = 0.8, consider δ-information granulation and δ-rough entropy, G δ (P 4 ) < G δ (P 3 ) < G δ (P 2 ) < G δ (P 1 ), (Er) δ (P 4 ) < (Er) δ (P 3 ) < (Er) δ (P 2 ) < (Er) δ (P 1 ) is got. That shows the larger the subsystem, the smaller the measured value. Pay attention to δ-information amount and δ-information entropy, we have E δ (P 1 ) < E δ (P 2 ) < E δ (P 3 ) < E δ (P 4 ), H δ (P 1 ) < H δ (P 2 ) < H δ (P 3 ) < H δ (P 4 ). That displays the measured value of the subsystem is larger than the smaller one (see Figure 5 ).
(U, P) 1 (U, P) 2 (U, P) 3 (U, P) 4 
Effectiveness Analysis
In this subsection, we do effectiveness analysis from the angle of statistics.
Dispersion Analysis
Below, coefficient of variation is used to do effectiveness analysis. Table 2 . From Table 2 , the following conclusions are given, which is shown in Table 3 , where "CPC", "CNC", "HPC" and "HNC" mean "completely positive correlation", "completely negative correlation", "high positive correlation" and "high negative correlation", respectively. 
Conclusions
In this article, information structures in a SIS have been described as set vectors. In light of this consideration, dependence between two information structures has been depicted. Properties of information structures have been provided. By using information structures, granularity and entropy measures for a SIS have been investigated. Moreover, the amount of information in a SIS has been also considered. In future work, three-way decision in a SIS will be studied.
