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LIMIT POLYGONS OF CONVEX DOMAINS IN THE PROJECTIVE PLANE
XIN NIE
Abstract. For any sequence of properly convexdomains in the real projective plane
such that the zeros of Pick differentials have bounded multiplicity and get further
and further apart, we determined all Hausdorff limit domains that one can obtain
after normalizing eachmember of the sequence by a projective transformation. We
then show that the result can be applied to convex domains generated by projective
triangular reflection groups.
1. Introduction
A properly convex domain in the real projective planeRP2 is an open set contained
in some affine chart as a bounded convex domain. This paper follows the approach,
initiated by Labourie [Lab07] and Loftin [Lof01], of studying such domains using
hyperbolic affine spheres. The approach is motivated by convex RP2-structures on
surfaces [Gol10] and is found connected to the theory of Higgs bundles [Hit92,
Lab07]. More specifically, we study limiting behaviors of properly convex domains,
which is related to degenerations of convex RP2-structures.
Given an oriented properly convex domain Ω, we consider the Pick differential
of the unique complete hyperbolic affine sphere ΣΩ ⊂ R3 projecting to Ω (in an
orientation preserving way), which is a holomorphic cubic differential on ΣΩ with
respect to a canonical conformal structure. We refer to its push-forward to Ω as
the Pick differential of Ω and denote it by ψΩ. Letting C be the space of properly
convex domains in RP2, endowed with the natural topology given by Hausdorff
distance, we show:
Theorem A. Let Ω1,Ω2, · · · ,Ω ∈ C and assume that the Pick differential ψΩi satisfies:
• on every Ωi, the flat metric underlying ψΩi is complete;• the infimum of distances between the zeros of ψΩi with respect to the flat metric
tends to +∞ as i→∞;
• the multiplicities of the zeros of ψΩi have an upper bound independent of i.
Then there exists a sequence (ai) in SL(3,R) such that ai(Ωi) converges to Ω in C if and
only if Ω is either a triangle or a regular (n+ 3)-gon, with n ≥ 1 satisfying the condition
that every ψΩi , apart from at most finitely many exceptions, has a zero of multiplicity n.
Here, by a regular k-gon, we mean a convex domain in RP2 projectively equiva-
lent to a regular k-gon in the Euclidean plane E2 ⊂ RP2.
On a closed surface S of genus g ≥ 2, the aforementioned works of Labourie
and Loftin give a one-to-one correspondence between convex RP2-structures and
cubic differentials, and our theorem can be applied to sequences of convex RP2-
structures whose corresponding cubic differentials are given by scaling a fixed one.
Some asymptotic properties of such sequences have already been studied [Lof07],
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2 XIN NIE
whereas the recent work of Dumas and Wolf [DW19] treats more general families.
Theorem A implies:
Corollary B. Let Σ be a closed Riemann surface, ψ be a nontrivial holomorphic cubic
differential on Σ and denote Nψ :=
{
n ∈ N ∣∣ ψ has a zero of multiplicity n}. Let (ζi)
be a sequence of complex numbers tending to∞ and Ωi ∈ C be a developing image of the
convex projective structure on Σ corresponding to the scaled cubic differential ζiψ. Then
there exists a sequence (ai) in SL(3,R) such that ai(Ωi) converges to Ω ∈ C if and only if
either Ω is a triangle or a regular (n+ 3)-gon with n ∈ Nψ .
While the proof of the “if” part of Theorem A, given in §3, is based on showing
that the Blaschkemetrics converge, the idea of the proof for the “only if” part, given
in §4, is that on one hand, a lemma of Benoist and Hulin [BH13] about continuous
dependence of affine spheres on convex domains implies that the Blaschke metric
gi of Ωi converges in the pointed Gromov-Hausdorff sense to that of Ω; on the other
hand, the assumptions on the zeros of ψΩi allow us to classify all possible pointed
Gromov-Hausdorff limits of (gi).
The second part of the paper, §5, deals with properly convex domains generated
by projective deformations of hyperbolic triangular reflection groups, which pro-
Figure 1.1. Some properly convex domains generated by projec-
tive deformations of a hyperbolic (4, 4, 4)-triangle group. Each
domain in the first row is projectively equivalent to the one un-
derneath, although the two rows have different limit domains.
vide concrete examples for Theorem A and Corollary B. It has been observed from
computer graphics (c.f. [Nie15]) that when one goes far away in the moduli space
of such deformations, the corresponding convex domain can be close to either a
single fundamental triangle or a regular polygon formed by the fundamental tri-
angles around a vertex, as illustrated in the two rows of Figure 1.1 respectively. We
deduce from Theorem A that these are the only possible limiting patterns:
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Theorem C. Let Γ∆ ⊂ SO(2, 1) ⊂ SL(3,R) be the hyperbolic reflection group generated
by a triangle ∆ ⊂ H2 ⊂ RP2 with angles pia , pia and pic (a, b, c ∈ N). Assume a, b, c ≥ 3,
so that the moduli space X∆ of representations ρ : Γ∆ → SL(3,R) that are deformations
of the inclusion is homeomorphic to R (see Proposition 5.7). Pick ρt : Γ∆ → SL(3,R)
corresponding to t ∈ R ∼= X for each t, and let Ωt ∈ C be the properly convex domain
preserved by ρt(Γ∆) (see Proposition 5.6). Then there exist (at)t∈R ⊂ SL(3,R) such that
at(Ωt) converges to Ω ∈ C as t goes to +∞ or −∞ if and only if Ω is a regular k-gon with
k ∈ {3, a, b, c}.
This result demonstrates the usefulness of cubic differentials as a tool in the
study of convex RP2-structures, as the statement itself does not involve cubic dif-
ferentials. The reason why Theorem A applies is that the reflectional symmetries
of Ωt allow us to describe the Pick differential ψΩt , and in particular show that it
gives a scaling family, and that a point p ∈ Ωt is a zero of multiplicity n if and only
if p is the common vertex of n+3 shaded triangles in Figure 1.1. See §5.4 for details.
We finish this introduction by some remarks about the hypotheses of Theorem
A. First, if the boundedness hypothesis on multiplicity is removed, we believe that
themethod here can be extended to prove a similar conclusion, with two additional
types of limits besides regular polygons: ellipse and infinite-sided polygon whose
vertices form an orbit of a parabolic projective transformation. In fact, both types
arise as limits of sequences (Dk)k=3,4,··· in C where Dk is a regular k-gon. On the
other hand, the hypothesis that the zeros ofψΩi get further and further apart can be
weakened to the condition that the zeros form clusters that get further and further
apart, and each cluster converges in certain sense to a polynomial cubic differential
on C. Under this condition, a similar conclusion also holds as long as one adds
the non-regular polygons corresponding to those polynomial cubic differentials
(in the sense of [DW15]) to the limits. This situation is studied in [DW19], the
significance being that the condition is satisfied subsequentially for any sequence of
cubic differentials on a sequence of closed Riemann surfaces that stay in a compact
part of the Teichmüller space Tg .
Acknowledgements. We are grateful to Tengren Zhang for his interest in the sub-
ject, and to National University of Singapore and Yau Mathematical Sciences Cen-
ter for the hospitality during the preparation of this paper.
2. Preliminaries
We give in this section a concise overview of the constructions relating affine
spheres, cubic differentials and properly convex domains. Details and references
can be found in [BH13, DW15, Lof19, Nie18].
2.1. Pick differential. We first outline the construction of the Pick differential ψΩ
for a properly convex domain Ω ⊂ RP2. As mentioned, its depends on a choice of
orientation on Ω. So we denote
Ĉ :=
{
oriented properly convex domains in RP2
}
,
which is a two-fold covering of the space C of properly convex domains. Given
Ω ∈ Ĉ, let −Ω denote the same properly convex domain with opposite orientation.
An element Ω ∈ Ĉ can be interpreted alternatively as a domain on the projective
sphere S2 := (R3 \ {0})/R+, hence is the projection of a unique properly convex
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cone CΩ in R3. This gives a one-to-one correspondence between elements of Ĉ and
such cones. With this interpretation, −Ω is just the domain in S2 opposite to Ω.
Given Ω ∈ Ĉ, a theorem of Cheng and Yau ensures that the cone CΩ contains
a unique hyperbolic affine sphere ΣΩ asymptotic to the boundary ∂CΩ, whereas
works of Cheng-Yau, A. M. Li, C. P. Wang, Au-Wan, among others, imply that
the affine-differential-geometric intrinsic invariants of ΣΩ reduce to a pair (J ,ψ),
where J is a complex structure on ΣΩ (compatible with the orientation) and ψ a
holomorphic cubic differential on the Riemann surface (ΣΩ,J).
The projection R3 \ {0} → RP2 induces an orientation-preserving diffeomor-
phism ΣΩ
∼→ Ω. The Pick differential ψΩ is then defined as the push-forward of
the Pick differential of ΣΩ. It is a holomorphic cubic differential with respect to
the complex structure JΩ which is the push-forward of the above J , and has the
following fundamental properties:
• ψΩ is equivariant with respect to Ω ∈ Ĉ in the sense that a∗ψΩ = ψa(Ω) for
any a ∈ SL(3,R);
• Reversing the orientation ofΩ yields the conjugate cubic differentialψ−Ω =
ψΩ, which is holomorphic with respect to the opposite complex structure
J−Ω = −JΩ;
• The assignment Ω 7→ (Ω,ψΩ) gives a one-to-one correspondence between
projective equivalence classes of oriented properly convex domains and
conformal equivalence classes of pairs (X,ψ), where X is a contractible
Riemann surface (conformally either C or the unit disk D) and ψ is a holo-
morphic cubic differential on X , with the constraint that if X ∼= C then ψ
is not constantly zero.
• IfΩ is an ellipse then (Ω,JΩ) ∼= D andψΩ ≡ 0. In this caseCΩ is a quadratic
cone and ΣΩ is a component of a two-sheeted hyperboloid.
2.2. Blaschkemetric andWang’s equation. For a hyperbolic affine sphereΣ ⊂ R3,
an intrinsic invariant more fundamental than the Pick differential ψ is a Riemann-
ian metric g on Σ called the Blaschke metric, and the above complex structure J is
just the one underlying g. However, in the case where Σ is complete, as considered
above, the information of g is fully covered by ψ, because on one hand, g and ψ
satisfy Wang’s equation
(2.1) κg = −1 + 2‖ψ‖2g ,
(κg is the curvature of g and ‖ψ‖g the pointwise normofψwith respect to g); on the
other hand, any Riemann surface endowed with a holomorphic cubic differential
ψ carries a unique complete conformal metric g satisfying the equation (excluding
the case where the surface is not hyperbolic and ψ ≡ 0, see [Nie18, Thm. 1.1]).
We refer to any conformal metric g on Σ satisfying (2.1) as a solution to Wang’s
equation for (Σ,ψ). The curvature κg of a solution can change sign in general, but
the complete solution always has nonpositive curvature ([Nie18, Thm. 1.1]).
Given Ω ∈ Ĉ, similarly as the above definition of ψΩ, we define the Blaschke
metric gΩ of Ω as the push-forward of the Blaschke metric on the complete affine
sphere ΣΩ. Alternatively, gΩ is the unique complete solution to Wang’s equation
for (Ω,ψΩ). Note that gΩ is still equivariant with respect to Ω, but is orientation-
independent in the sense that g−Ω = gΩ.
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2.3. Dual convex domain and affine sphere. Let R3∗ denote the vector space dual
to R3, formed by all the linear forms on R3. The dual projective space RP2∗ :=
P(R3∗) is the space of projective lines in RP2. Given Ω ∈ C, the dual domain Ω∗ is
the properly convex domain in RP∗2 formed by the projective lines disjoint from
the closure Ω.
If Ω is endowed with an orientation, we can accordingly endow Ω∗ with an ori-
entation, such that the corresponding cones CΩ ⊂ R3 and CΩ∗ ⊂ R∗3 are dual to
each other in the sense that CΩ∗ is the set of linear forms on R3 taking positive
values on CΩ \ {0}.
The complete hyperbolic affine spheresΣΩ andΣΩ∗ in the conesCΩ andCΩ∗ also
turn out to be dual to each other in the following sense: Given a hyperbolic affine
sphere Σ ⊂ R3, for each v ∈ Σ we let v∗ ∈ R∗3 denote the linear form characterized
by v∗(v) = 1 and v∗|TvΣ = 0, where the tangent space TvΣ is viewed as a subspace
of R3 through translation. Then Σ∗ := {v∗ | v ∈ Σ} is a hyperbolic affine sphere in
R∗3, referred to as the affine sphere dual to Σ.
2.4. Wang’s developingmap. Ahyperbolic affine sphere can be reconstructed from
its Blaschke metric and Pick differential through an integration procedure, called
Wang’s developing map in the literature. In this subsection we review this con-
structed, formulated in the language of vector bundles and connections.
Given a contractible Riemann surfaceX (conformallyC orD) and a holomorphic
cubic differentialψ = ψ(z)dz3 onX , assumingψ 6≡ 0 ifX ∼= C, we let g = eu(z)|dz|2
be the unique complete conformal metric satisfying Wang’s equation (2.1) as men-
tioned in §2.2, and define the affine sphere connection ∇ψ as the flat connection on
the rank 3 complex vector bundle
EC := TCX ⊕ C
overX (where C denotes the trivial line bundle overX endowed with a canonical
section 1) given by the following matrix expression under the frame (∂z, ∂z¯, 1):
∇ψ = d +

∂u e−uψ¯ dz¯ dz
e−uψ dz ∂¯u dz¯
1
2e
udz¯ 12eudz 0
 .
Eq.(2.1) implies that ∇ψ is flat and preserves the real sub-bundle
E := TX ⊕ R ⊂ EC.
The flat vector bundle (E,∇ψ) is actually isomorphic to the one induced by an
affine spherical immersion f : X → R3 with Blaschkemetric g and Pick differential
ψ, hence we can recover f from ∇ψ via the following definition and proposition.
Definition 2.1. Given X , ψ as above and a base point z0 ∈ X , we let
T (z) : E|z → E|z0 ,
denote the parallel transport of the flat connection∇ψ along any path from z ∈ X
to z0, and define Wang’s developing map associated to the data (X,ψ, z0) as
f : X → E|z0 ∼= R3, f(z) := T (z)1(z).
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Proposition 2.2. The above map f is a complete hyperbolic affine spherical immersion
with Pick differential ψ, and its dual affine spherical immersion (in the sense of §2.3) is
f∗ : X → E|∗z0 ∼= R∗3, f∗(z) := T ∗(z)1∗(z),
where T ∗(z) = tT (z)−1 : E|∗z → E|∗z0 is the parallel transport of the flat connection ∇∗ψ
(the connection dual to ∇ψ , defined on the dual vector bundle E∗) from z to z0.
See e.g. [Lof07, §4], [Lof19, §3.4] for an equivalent formulation of the proposi-
tion. Themain consequence of the proposition used latter on is that we can recover
anyΩ ∈ Ĉ, up to projective equivalence, fromψΩ. More precisely, if f isWang’s de-
veloping map associated to (Ω,ψΩ, p) for any p ∈ Ω, then the projectivized image
P(f(Ω)) ⊂ P(TpΩ⊕ R) ∼= RP2 is projectively equivalent to Ω.
As a specific property of the map f in Definition 2.1, note that at the base point
z0, it takes the value f(z0) = 1z0 and the differential dfz0 is just the inclusion of
Tz0X ↪→ E|z0 . Therefore, the image f(X) is contained in the affine half-space{
v + t 1z0 ∈ E|z0 = Tz0X ⊕ R
∣∣∣ v ∈ Tz0X, t ≥ 0}
because f(X) is a complete convex surface and the origin 0 ∈ E|z0 lies on the
concave side of f(X).
2.5. Results on Wang’s equation. We need two more results about Wang’s equa-
tion (2.1). The first deals with supersolutions and subsolutions of the equation, de-
fined respectively as conformal metrics g+ and g− satisfying
κg+ ≥ −1 + 2‖ψ‖2g+ , κg− ≤ −1 + 2‖ψ‖2g−
(see e.g. [Nie18, §2.1] for details). In particular, given a solution g to Wang’s equa-
tion, since the curvature of the scaled metric cg (c > 0) is given by
κcg = 1cκg =
1
c
(−1 + 2‖ψ‖2g) = 1c (−1 + 2c3‖ψ‖2cg) ,
cg is a supersolution if c ≥ 1 and a subsolution if c ≤ 1. In general, we have the
following Comparison Principle (see [Nie18, Corollary 2.5] for a proof):
Lemma 2.3. Let Σ be a Riemann surface, ψ be a holomorphic cubic differential on Σ and
g+ (resp. g−) be a supersolution (resp. subsolution) to Wang’s equation for (Σ,ψ), such
that g+ ≥ g− on the boundary of a compact setK ⊂ Σ. Then g+ ≥ g− on the wholeK.
The second result is a control of the curvature κg at the center of a large flat disk
when the curvature is nonpositive. Here B(0, R) := {z ∈ C | |z| < R}.
Lemma 2.4. There is a function λ : R+ → R+ with limR→+∞ λ(R) = 0 such that for
any nonpositively curved solution g toWang’s equation for a Riemann surfaceΣwith cubic
differentialψ, if p ∈ Σ has a neighborhood on which |ψ| 23 is isometric to the Euclidean disk
(B(0, R), |dz|2), with p corresponding to 0, then
e−λ(R) ≤ κg(p) + 1 = 2‖ψ‖2g(p) ≤ 1.
Although the result can be stated more simply as κg(p) ≥ −µ(R) for a positive
function µ with limR→+∞ µ(R) = 0, we use the above formulation because in the
application in §3.2, we use the lemma to control the term ‖ψ‖2g . A proof of the
lemma can be found in [Nie18, Thm. 2.15], where an explicit λ with exponential
decay is given. However, for the application in this paper, we do not need any
information about the rate of the convergence λ(R)→ 0.
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3. Regular polygons are limit domains
We prove in this section the “if” part of Theorem A by establishing a more pre-
cise result, Proposition 3.1 below.
3.1. Convergence ofWang’s developing image. The following proposition can be
viewed as specifying a normalization of the properly convex domains Ωi in Theo-
remAwhichmakes them converge. HereB(0, r)denotes the disk {z ∈ C | |z| < r}.
Proposition 3.1. Let n be a nonnegative integer. For i = 1, 2, · · · , let
• Xi be a contractible Riemann surface;
• ψi be a nontrivial holomorphic cubic differential on Xi;
• pi ∈ Xi be a point which is a zero of ψi of multiplicity n if n ≥ 1 and is an
ordinary point of ψi if n = 0;
• Ui ⊂ Xi be a neighborhood of pi, and ri be a positive number, tending to ∞ as
i→∞, such that there is an isomorphism
(3.1) (Ui,ψi) ∼= (B(0, ri), zndz3)
with pi corresponding to 0;
• fi : Xi → TpiXi ⊕ R ∼= T0C ⊕ R be Wang’s developing map associated to
(Xi,ψi, pi) (see Definition 2.1), where we identify TpiXi ∼= T0C through (3.1).
Let f : C → T0C ⊕ R denote Wang’s developing map associated to (C, zndz3, 0). Then
the projectivized image P(fi(X)), as a properly convex domain in P(T0C ⊕ R) ∼= RP2,
converges to P(f(C)) in the Hausdorff sense as i→∞.
We postpone the proof to the subsequent sections and proceed to give:
Proof of the “if” part of Theorem A. Let (Ωi) be as in the hypotheses of the theorem
and n be either 0 or a positive integer such that every ψΩi has a zero pi ∈ Ωi of
multiplicity n. In the latter case, since the flatmetric hi := |ψi|
2
3 is complete and the
hi-distance from pi to the other zeros ofψΩi tends to∞, we canfind aneighborhood
Ui of pi such that (Ui,ψΩi) ∼= (B(0, ri), zndz3), with ri → ∞, as required in the
assumptions of Proposition 3.2. In the case n = 0, we can also pick an ordinary
point pi ∈ Ωi and a neighborhood Ui of pi with the same property. Applying
Proposition 3.1, we conclude that the projectivized image Ω′i ofWang’s developing
map fi associated to (Ωi,ψΩi , pi) converges to P(f(C)). This implies the required
statement because Ω′i is projectively equivalent to Ωi (see §2.4) whereas P(f(C)) is
a regular (n+ 3)-gon by [DW15]. 
To prove Proposition 3.1, we first show in Proposition 3.2 below that the com-
plete solution gi of Wang’s equation on (Xi,ψi) compactly C2-converges to the
solution on (C, zndz3), which implies the same convergence property for the cor-
responding affine sphere connections. Then in §3.4 we deduce the required con-
vergence of Wang’s developing maps from the basic fact, reviewed in §3.3, that the
solution to a linear ODE system depends continuously on parameters.
3.2. Convergence of solutions of Wang’s equation. Given a nonnegative integer
n, let g(n)0 denote the complete solution toWang’s equation for (C, zndz3) (see §2.2).
The analytic results in §2.5 allow us to show:
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Proposition 3.2. Let n ≥ 0 be an integer, (ri)i=1,2,··· be a sequence of positive numbers
tending to∞, and gi be a solution to Wang’s equation on (B(0, ri), zndz3) with nonpos-
itive curvature. Then for any r > 0, the sequence of metrics (gi)i≥i0 C2-converges on
B(0, r) to g(n)0 (where i0 is such that ri > r for all i ≥ i0).
Proof. We first establish C0-convergence. Namely, given any  > 0, we shall show
(3.2) e−g(n)0 ≤ gi ≤ eg(n)0
in B(0, r) when i is big enough.
To this end, let h := |z| 2n3 |dz|2 denote the flat metric on C underlying the cubic
differential zndz3. The h-distance from any z ∈ C to 0 can bewritten asR(|z|), with
R(t) =
(
n
3 + 1
)−1
t
n
3 +1.
Let Bh(z,R) denote the disk centered at z with radius R under the metric h.
Consider the function λ fromLemma 2.4. Since ri → +∞ and limR→∞ λ(R) = 0,
we can pick a big enough i0 such that for all i ≥ i0 we have
R(ri)/2 ≥ R(r), λ(R(ri)/2) ≤ .
Note that the first inequalitymeansB := Bh(0, R(ri)/2) containsB(0, r) = Bh(0, R(r)).
For every z ∈ ∂B, we have
Bh(z,R(ri)/2) ⊂ Bh(0, R(ri)) = B(0, ri).
The disk Bh(z,R(ri)/2), endowed with the metric h, is isometric to a Euclidean
disk of radius R(ri)/2 because it does no contain the singularity 0 of h. So we can
apply Lemma 2.4 to the metrics gi and g(n)0 on this disk, and conclude that
e−λ(R(ri)/2) ≤ 2‖zndz3‖2gi ≤ 1, e−λ(R(ri)/2) ≤ 2‖zndz3‖2g(n)0 ≤ 1
at every point z on ∂B. Therefore, at such z, the conformal ratio
gi
g
(n)
0
=
‖zndz3‖2g(n)0
‖zndz3‖2gi

1
3
is bounded from above by e 13λ(R(ri)/2) ≤ e 3 and from below by e− 13λ(R(ri)/2) ≥ e− 3
for all i ≥ i0. This means the required inequality (3.2) holds on ∂B. But since eg(n)0
and e−g(n)0 are supersolution and subsolution to Wang’s equation, respectively
(see §2.5), we can apply Lemma 2.3 to the pairs of metrics (g−, g+) = (e−g(n)0 , gi)
and (gi, eg(n)0 ), respectively, and conclude that (3.2) holds throughout B, hence in
particular in B(0, r), as required.
Since (gi) is a solution to a specific elliptic PDE, the C0-convergence that we just
established can be improved to C2-convergence by the following standard argu-
ment. Write gi = eui |dz|2 and g(n)0 = eu0 |dz|2, so that Wang’s equation can be
written as the following equation satisfied by ui ∈ C∞(B(0, ri)) and u0 ∈ C∞(C):
∆u = 2(eu − 2|z|2ne−2u).
Fix p > 2, α ∈ (0, 1). The C0-convergence implies that the Lp-norm of ui on B(0, r)
is uniformly bounded, so the Lp estimate for second order linear elliptic PDEs
([GT83, Theorem 9.11]) implies that the W 2,p-norm (on any smaller disk) is uni-
formly bounded, hence so is the C1-norm by Sobolev embedding. The Schauder
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estimate ([GT83, Theorem 6.2]) then implies that the C2,α-norm of ui is also uni-
formly bounded. This allows us to apply Arzelà-Ascoli and conclude that any sub-
sequence of (ui) has a further subsequence C2-converging to u, which means the
sequence (ui) itself C2-converges to u0. 
3.3. Continuous dependence ofODE systemonparameters. TheODE result that
we need in order to deduce Proposition 3.1 from Proposition 3.2 is:
Lemma 3.3. Let T > 0, U be a set,
(
Ai(t, µ)
)
i=1,2,··· be a sequence of bounded glnR-
valued functions on [0, T ]× U uniformly converging to a function A∞(t, µ), and Yj (j ∈
N ∪ {∞}) be a GL(n,R)-valued function on [0, T ]× U satisfying
∂
∂t
Yj(t, µ) +Aj(t, µ)Yj(t, µ) = 0, Yj(0, µ) = I.
Then Yi converges to Y∞ uniformly on [0, T ]× U as i→∞.
This should be viewed as a continuous parameter-dependence property for so-
lutions to linear ODE systems. The proof is standard and is given below for the
sake of completeness. The main ingredient is the following classical lemma:
Lemma 3.4 (Gronwall Inequality. See [Har02, p.24]). Let x(t) be a continuous non-
negative function on [0, T ] satisfying x(t) ≤ C1 + C2
∫ t
0 x(s)ds for all t ∈ [0, T ], where
C1, C2 > 0 are constants. Then x(t) ≤ C1eC2t for all t.
Proof of Lemma 3.3. Given a norm ‖ · ‖ on glnRwith ‖AB‖ ≤ ‖A‖ · ‖B‖, we have
‖Yi(t, µ)− Y∞(t, µ)‖ =
∥∥∥∥∫ t
0
[A∞(s, µ)Y∞(s, µ)−Ai(s, µ)Yi(s, µ)] ds
∥∥∥∥
≤
∫ t
0
‖A∞Y∞ −AiYi‖ ds ≤
∫ t
0
‖A∞Y∞ −AiY∞‖ ds+
∫ t
0
‖AiY∞ −AiYi‖ ds
≤
∫ t
0
‖A∞ −Ai‖ · ‖Y∞‖ds+
∫ t
0
‖Ai‖ · ‖Yi − Y∞‖ds
(where every function in the second and third lines is evaluated at (s, µ)). If ‖Y∞‖
is bounded on [0, T ]× U , we can apply Lemma 3.4 to get
‖Yi(t, µ)− Y∞(t, µ)‖ ≤ C sup
[0,T ]×U
‖Ai −A∞‖,
which implies the required uniform convergence. But the boundedness of ‖Y∞‖
itself also follows from Lemma 3.4 because
‖Y∞(t, µ)‖ ≤ ‖I‖+ ‖Y∞(t, µ)− I‖ = 1 +
∥∥∥∥∫ t
0
A∞(s, µ)Y∞(s, µ)ds
∥∥∥∥
≤ 1 +
∫ t
0
‖A∞‖ · ‖Y∞‖ds ≤ 1 + sup
[0,T ]×U
‖A∞‖ ·
∫ t
0
‖Y∞‖ds.

3.4. Proof of Proposition 3.1.
Proof. Denote Ωi := P(f(X)), Ω := P(f(C)) and consider their dual domains
Ω∗i ,Ω∗ ⊂ RP2∗ (see §2.3). The required convergence Ωi → Ω is equivalent to the
following condition:
(3.3) ∀ compact C ⊂ Ω, C ′ ⊂ Ω∗, ∃i0 ∈ N such that i ≥ i0 ⇒ C ⊂ Ωi, C ′ ⊂ Ω∗i .
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Let f∗ be the affine spherical immersion dual to f (see Proposition 2.2), and
let Pf : C → RP2 and Pf∗ : C → RP2∗ be the projectivizations of f and f∗,
respectively. To prove (3.3), we fix compact subsets C ⊂ Ω = Pf(C), C ′ ⊂ Ω∗ =
Pf∗(C) and take a big enough disk B(0, r) ⊂ C such that its images by Pf and
Pf∗ contains C and C ′, respectively. Viewing the restrictions fi|Ui and f∗i |Ui as
maps from B(0, ri) to R3 and R3∗, respectively, via the identification (3.1) of Ui
with B(0, ri), we claim that they converge uniformly on the closed disk B(0, r) to
f and f∗, respectively, as i→∞.
The claim follows from Proposition 3.2 and Lemma 3.3. Here we give a detailed
argument only for fi|Ui , as the case of f∗i |Ui is the similar. Under the coordinate
z = x + iy of B(0, r), we write gi = eui |dz|2, g(n)0 = eu|dz|2 and view the affine
sphere connections∇i := ∇ψi and∇ := ∇zndz3 (see §2.4) locally as flat connections
on the vector bundle TB(0, r)⊕ R. They are expressed under the frame (∂x, ∂y, 1)
as∇i = d+Ai and∇ = d+A, where Ai (resp. A) is a matrix of 1-forms whose co-
efficients are linear combinations of e±ui (resp eu) and the first order derivatives of
ui (resp. u). Therefore, the C1-convergence gi → g(n)0 from Proposition 3.2 implies
the uniform convergence
(3.4) Ai → A on B(0, r) as i→∞.
Given z ∈ B(0, r), consider the parallel transport T i(z) of∇i from z to 0, viewed
as amatrix in SL(3,R)under the frame (∂x, ∂y, 1). Also letT (z) be the sameparallel
transport of ∇. Then fi and f have coordinate expressions (see Definition 2.1)
fi(z) = T i(z)
(
0
0
1
)
, f(z) = T (z)
(
0
0
1
)
for all z ∈ B(0, r).
To prove the claim, we view T i(z) and T (z) as solutions of parametrized linear
ODE systems. Namely, by definition of parallel transport, for all t ∈ [0, r] and
θ ∈ [0, 2pi] we have
d
dtT i(te
θi) = T i(teθi)Ai(∂t(teθi)),
d
dtT (te
θi) = T (teθi)A(∂t(teθi)).
Here, the matrix valued 1-forms Ai and A are evaluated at each tangent vector
∂t(teθi) = eθi ∈ TteθiB(0, r), yieldingmatrix-valued functions (t, θ) 7→ Ai(∂t(teθi))
and (t, θ) 7→ A(∂t(teθi)) on [0, r]× [0, 2pi]. By (3.4), the former converges uniformly
to the latter, so we can apply Lemma 3.3 and conclude that T i(z) converges to T (z)
uniformly for z ∈ B(0, r), whence the claim follows.
To deduce the required property (3.3) from the claim, we need two basic facts:
• Wang’s developing maps fi and f take values in a closed affine half-space
of R3 not containing 0. This is explained at the end of §2.4.
• If we fix a Euclidean metric on R3 and endow RP2 with the metric as the
antipodal quotient of the unit sphere S2 ⊂ R3, then the projection P :
R3 \ {0} → RP2 is Lipschitz when restricted to the complement of a neigh-
borhood of 0. In particular, P is Lipschitz on the aforementioned half-space
of R3 where fi and f take values.
With these facts, we deduce from the claim that Pfi converges to Pf uniformly on
B(0, r) with respect to themetric onRP2. Therefore, Pfi(B(0, r)) contains the com-
pact setC ⊂ Pf(B(0, r)) when i is big enough, and the same holds for Pf∗i (B(0, r))
and C ′. This implies the required property (3.3) and completes the proof. 
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4. Limit domains are regular polygons
We prove in this section the “only if” part of Theorem A.
4.1. Pointed Gromov-Hausdorff convergence of Blaschke metric. The Blaschke
metric has the following fundamental continuity property:
Lemma 4.1 (Benoist-Hulin). Let (Ωi)i=1,2,··· be a sequence in Ĉ converging to some Ω ∈
Ĉ and K ⊂ RP2 be a compact set contained in Ω and every Ωi. Then the Blaschke metric
gΩi and Pick differential ψΩi converge uniformly onK to gΩ and ψΩ, respectively.
The original result claims Ck-convergence in K, and is deduced from the fact
that the affine sphere ΣΩi (see §2.1) compactly Ck-converges to ΣΩ. See [BH13,
Corollary 3.3] and [DW15, Theorem 4.4] for details. In this section we only make
use of the statement for gΩi , while the one for ψΩi is used in §5.4 below.
A pointed metric space (M,d, p) consists of a metric space (M,d) and a choice of
a base point p ∈M , while the Gromov-Hausdorff convergence (Mi, di, pi)→ (M,d, p)
of pointed metric spaces rough means that any metric ball in M centered at p is
approximated by metric balls inMi centered at pi. More precisely:
Definition 4.2 ([BBI01, Definition 8.1.1]). A sequence (Mi, di, pi)i=1,2,··· of pointed
metric spaces is said to converge to a pointed metric space (M,d, p) if given any
R > 0 and  > 0, there is i0 ∈ N such that for every i ≥ i0, there exists a (not
necessarily continuous) map fi from the ball Bdi(pi, R) ⊂Mi toM , satisfying:
• fi(pi) = p;
• supx,y∈Bdi (pi,R) |di(x, y)− d(fi(x), fi(y))| < ;• the -neighborhood of the image fi(Bdi(pi, R)) contains Bd(p,R− ).
Remark 4.3. We mainly use the following sufficient condition for the convergence
(Mi, di, pi) → (M,d, p), when Mi, M are manifolds and di, d are given by Rie-
mannian metrics gi, g such that every pair of points are joint by a geodesic and g is
complete: For each i, there is a neighborhoods Ui of pi inMi, a neighborhood Vi of
p inM and a diffeomorphism fi : Ui
∼→ Vi, such that
• Vi contains a metric ball centered at pwith radius tending to∞ as i→∞;
• d(p, fi(pi))→ 0 as i→∞;
• the push-forwardmetric f∗i gi|Ui onVi converges to g uniformly on any com-
pact subset ofM (which is contained in Vi when i is big enough).
We leave to the reader the proof of the fact that this condition implies the con-
vergence, only mentioning here that a key point in the proof is to show Ui also
contains a metric ball centered at pi with radius tending to∞, which relies on the
completeness of (M,d).
Given a sequence (Ωi) in C converging to Ω, taking an exhausting sequence of
open sets V1 ⊂ V2 ⊂ · · · ⊂ Ω such that the closure of Vi is contained in both Ωi and
Ω, we deduce From Lemma 4.1 and the above remark:
Corollary 4.4. Let (Ωi)i=1,2,··· be a sequence inC converging to someΩ ∈ C, and p ∈ RP2
be a point contained in Ω and every Ωi. Then (Ωi, gΩi , p) converges to (Ω, gΩ, p).
This gives a necessarily condition for the convergence Ωi → Ω in the space C,
which we use to prove the “only if” part of Theorem A in the next subsection.
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Remark 4.5. The completeness of gΩ plays an important role inCorollary 4.4. Namely,
the statement would not hold if we replace gΩi and gΩ by the singular flat metrics
|ψΩi |
2
3 and |ψΩ|
2
3 , which are not necessarily complete. For example, let Ω be such
that the metric |ψΩ|
2
3 has bounded diameter and (Ωi) be a sequence of polygons
approximating Ω, then (Ωi,ψΩi) ∼= (C, ψi(z)dz3) for some polynomial ψi(z) by
[DW15] and (Ωi, |ψΩi |
2
3 , p) cannot converge to (Ω, |ψΩ|
2
3 , p).
4.2. Proof of the “only if” part of Theorem A. A fundamental property of the
above notion of convergence for pointed metric spaces is that the limit is unique in
the category of pointed complete length spaces (see [BBI01, Theorem 8.1.7]). As a
consequence, if there are two subsequences converging to pointed complete length
spaces not isometric to each other, then the original sequence does not converge.
Using this fact and Proposition 3.2, we determine all possible limits of (Ωi, gΩi , pi)
for a sequence (Ωi) in C satisfying the assumptions of Theorem A:
Proposition 4.6. For i = 1, 2, · · · , let Xi be a contractible Riemann surface endowed
with a holomorphic cubic differential ψi. Denote the flat metric underlying ψi by hi :=
|ψi|
2
3 and assume that the conditions in Theorem A are fulfilled, namely, hi is complete,
the minimal distance (with respect to hi) between the zeros of ψi tends to +∞ as i → ∞,
and the multiplicities of zeros are uniformly bounded. Let gi denote the complete solution
to Wang’s equation on (Xi,ψi) (see §2.2) and pick a point pi ∈ Xi for each i.
(1) If dhi(pi, Z(ψi))→ +∞ as i→∞ (where dhi is the distance induced by hi and
Z(ψi) is the set of zeros of ψi), then (Xi, gi, pi) converges to (C, |dz|2, 0).
(2) If there is a positive integer n such that for every i apart from finitely many excep-
tions, there is a zero zi ∈ Z(ψi) of multiplicity n satisfying
dhi(pi, zi)→ R0 ∈ [0,+∞) as i→∞,
then (Xi, gi, pi) converges to (C, g(n)0 , x0), where x0 is the point in [0,+∞) ⊂ C
with distance R0 from the origin 0 ∈ C, with respect to the flat metric |z| 2n3 |dz|2
underlying the cubic differential zndz3.
(3) Otherwise, (Xi, gi, pi) does not converge.
Proof. Under the assumption of Part (1), there exist ri > 0 and a neighborhood Ui
of pi for each i such that ri → +∞ and
(Ui,ψi, pi) ∼= (B(0, ri), dz3, 0).
Similarly, under the assumption of (2) there are ri → +∞, Ui and xi ∈ [0, ri) ⊂
B(0, ri) converging to x0, such that
(Ui,ψi, pi) ∼= (B(0, ri), zndz3, xi).
Therefore, Proposition 3.2 and the sufficient condition for pointedGromov-Hausdorff
convergence in Remark 4.3 imply the required statements (1) and (2).
We proceed to prove Part (3). Since the multiplicities of zeros are uniformly
bounded, if the distance dhi(pi, Z(ψi)) is unbounded but does not tends to +∞,
then there are two subsequence (Xi,ψi, pi)i∈I and (Xi,ψi, pi)i∈J satisfying the hy-
potheses of (1) and (2), respectively. The aforementioned uniqueness property of
limit then implies that the whole sequence (Xi, gi, pi)i∈N does not converge, as its
two subsequences have different limits by Statements (1) and (2).
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Similarly, if dhi(pi, Z(ψi)) is bounded but the hypothesis of (2) is not satisfied,
then there are two subsequences, both satisfying the hypothesis but eitherwith dif-
ferent n orR0. But two pointedmetric spaces of the form (C, g(n)0 , x0)with different
n or x0 are not isometric to each other (this follows e.g. from the uniqueness of solu-
tions to Wang’s equation (see §2.2), which implies that an isometry Isom+(C, g(n)0 )
(n ≥ 1) must preserve the cubic differential zndz3 up to multiplication by some
λ ∈ C, |λ| = 1, hence must be a rotation). Therefore, (Xi, gi, pi) does not converge,
and the proof is completed. 
We can now finish the proof of Theorem A:
Proof of the “only if” part of Theorem A. Let (Ωi) be a sequence in C satisfying the as-
sumptions of the theorem and converging to some Ω ∈ C, and pick p ∈ Ω. Re-
stricting to a subsequence (Ωi)i≥i0 if necessary, we may assume every Ωi contains
p, so that the pointed metric space (Ωi, gΩi , p) converges to (Ω, gΩ, p) by Corollary
4.4. By assumptions on ψΩi , Proposition 4.6 implies that (Ω, gΩ) is isometric to
(C, |dz|2) or some (C, g(n)0 ) (n ≥ 1), and in the latter case every ψΩi , apart from at
most finitely many exceptions, has a zero zi ∈ Ωi of order n. The uniqueness of
complete solutions to Wang’s equation (see §2.2) then implies that (Ω,ψΩ) is iso-
morphic to (C, dz3) or (C, zndz3). By [DW15], thismeansΩ is a triangle or a regular
(n+ 3)-gon, completing the proof of the theorem. 
5. Pick differentials of domains generated by reflections
In this section, we first review the construction of properly convex domains gen-
erated by projective deformations of hyperbolic triangular reflection groups, then
we describe the Pick differentials of these domains and prove Theorem C.
5.1. Projective reflection and Pick differential. A projective transformation σ ∈
SL(3,R) is called a reflection if it is conjugate to(
1
−1
−1
)
,
or equivalently, σ has order 2 and pointwise fixes a projective line L ⊂ RP2 and a
point p ∈ RP2 \ L. We call σ a reflection across the line L.
A properly convex domain Ω ⊂ RP2 preserved by σ has two possible relative
positions with respect to the L and p: either Ω is a bounded convex domain in the
affine chart RP2 \ L ∼= R2 and contains p, or L passes through Ω and p is not in
Ω. The action of σ on Ω is orientation preserving and reversing in the former and
latter case, respectively. We are mainly interest in the latter case, where σ brings
the Pick differential ψΩ to its conjugate, as the following proposition shows. Here,
ψΩ is viewed as a tri-linear map TpΩ×TpΩ×TpΩ→ C for each tangent space TpΩ
and put ψΩ(v) := ψΩ(v, v, v) for simplicity.
Proposition 5.1. Let Ω ⊂ RP2 be a properly convex domain preserved by a reflection σ
across a line L passing through Ω. Endow Ω with an orientation and let ψΩ be its Pick
differential. Then for any point p ∈ Ω and tangent vector v ∈ TpΩ, we have
ψΩ(v) = ψΩ(dσp(v)).
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In particular, L is a real trajectory of ψΩ in the sense that ψΩ(v) ∈ R for every tangent
vector v of L.
Proof. Let −Ω denote Ω with the reversed orientation (c.f. §2.1). Then σ : Ω→ −Ω
is an orientation preserving isomorphism. By the properties of Pick differentials
discussed in §2.1, we have
ψΩ = σ∗ψ−Ω = σ∗ψΩ ,
which is just another formulation of the required equality. 
5.2. 13 -translation surface with real boundary. Instead of viewing a cubic differ-
ential ψ as a holomorphic object on a Riemann surface S, we shall henceforth con-
sider the pair S = (S,ψ), when ψ is nontrivial, as a 13 -translation surface (with
singularities), in the same way as how surfaces endowed with abelian or quadratic
differentials are viewed as translation or half-translation surfaces. More precisely,
around every ordinary points, S is locally modeled on (C, dz3), hence in particular
carries a flat metric, whereas each zero of multiplicity n is a conical singularity for
the flat metric, with cone angle
θ = 2pi + 2pi3 n.
It is important to note that every singularity has cone angle bigger than 2pi.
An advantage of this point of view is that the notion naturally extends to sur-
faces with boundary. More specifically, Proposition 5.1 motivates us to consider
1
3 -translation surfaces with boundary obtained by cutting one without boundary
along real trajectories. We define such surfaces precisely as follows:
Definition 5.2 ( 13 -translation surfacewith real boundary). A
1
3 -translation surface
with real boundary is a 13 -translation surface S with boundary ∂S, such that any
local chart of S around a boundary point identifies ∂S locally with a piecewise
line segment in (C, dz3) which has locally finitely many pieces and each piece is a
real trajectory (i.e. parallel to one of the three lines R, e 2pii3 R and e 4pii3 R in C). A
junction point q ∈ ∂S of two pieces is referred to as a corner of S.
We will need a Gauss-Bonnet formula for such surfaces. Recall that the formula
for a compact surface S (with boundary) with a smooth Riemannian metric is∫
S
κ dA+
∫
∂S
κgds = 2piχ(S),
where χ(S) is the Euler characteristic, κ : S \ ∂S → R and κg : ∂S → R are the
curvature of the interior and the geodesic curvature of the boundary, respectively,
whereas dA and ds are the area and arc-length measures. If S is a flat surface with
conical singularities, although κ is not well-defined as a function, the curvature
measure κ dA is still naturally defined as the atomic measure supported at the sin-
gularities such that a singularity with cone angle θ contributes a mass of 2pi− θ. In
particular, for a 13 -translation surface S, by the aforementioned relation between θ
and multiplicity of zero, we can write
κ dA = − 2pi3
∑
p∈Z(S)
n(S, p)δp,
whereZ(S) is the set of zeros (in the interior ofS), δp is the Diracmeasure at p, and
n(S, p) is the multiplicity of the zero p. Analogously, when S has real boundary,
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we can make sense of the boundary geodesic curvature measure as
κgds = −pi3
∑
q∈C(S)
l(S, q)δq,
where C(S) ⊂ ∂S is the set of corners, and the integer l(S, q) is defined as follows:
Definition 5.3 (Index of a corner). Given a 13 -translation surfaceSwith real bound-
ary, for each corner q ∈ ∂S, we let ∠(S, q) denote the interior angle of S at q and
define the index l(S, q) ∈ Z ∩ [−2,+∞) by the equality
∠(S, q) = pi + pi3 l(S, q).
Note that l(S, q) is an integer and its smallest possible value is−2 because∠(S, q)
is a positive integer multiple of pi3 . We also have l(S, q) 6= 0, because otherwise q
would not be a corner. Some examples of 13 -translation disks with real boundary
are given in Figure 5.1, where the indices of corners are marked.
=
-
=
-
−2
−2
−2
−2
−2
−2 −2
−2
−2
−2
−2
−2 −2
2
4
Figure 5.1. Three 13 -translation disks with real boundary, with the
indices of the corners marked. The first two examples do not have
zeros in the interior. The last one is constructed from gluing, and
the two black dots give a simple zero in the interior.
As mentioned, l(S, q) is an analogue of the multiplicity n(S, p) and appears in
the boundary term of the Gauss-Bonnet formula. The formula in this case is:
Theorem5.4 (Gauss-Bonnet). For any compact 13 -translation surfaceS with real bound-
ary, we have (see the preceding paragraphs for the notations)
(5.1) − 2pi3
∑
p∈Z(S)
n(S, p)− pi3
∑
q∈C(S)
l(S, q) = 2piχ(S).
One readily verifies the theorem for the examples in Figure 5.1. The theorem
easily generalized to flat surfaces with conical singularities and piecewise geodesic
boundary, and the generalized version can be proved by decomposing the surface
into Euclidean triangles, similarly as in the proof of classical Gauss-Bonnet formula
through triangulation (see e.g. [dC76]). We omit the details.
Finally, we define the conjugateS of a 13 -translation surfaceS as the
1
3 -translation
surface obtained by composing every (C, dz3)-valued local chart of S with the con-
jugation C → C, z 7→ z¯. In other words, if S is as in Figure 5.1, then S is the
mirror image obtained by reflecting S across a real trajectory in (C, dz3). With the
terminologies introduced in this subsection, we deduce from Proposition 5.1:
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Corollary 5.5. Let Ω, L and σ be as in Proposition 5.1 and U ⊂ Ω be an open set as in
Figure 5.2, whose boundary meets L along a segment I . Then U ∪ I (as a subsurface of
(Ω,ψΩ)) is a 13 -translation surface with real boundary, and σ(U)∪ I is its conjugate. For
each corner q of U ∪ I in the interior of I , the angle ∠(U ∪ I, q) is bigger than pi.
Ω
I
U σ(U)
L
Figure 5.2. Corollary 5.5.
The last statement is because U ∪ I and its conjugate σ(U)∪ I are glued along I
to form a conical singularity of ψΩ at q, of cone angle bigger than 2pi (see the first
paragraph of this subsection).
5.3. Hyperbolic triangle groups and projective deformations. We henceforth let
a, b and c be positive integers satisfying 1a +
1
b +
1
c < 1 and fix an inclusion of the
hyperbolic planeH2 intoRP2 as an ellipse (Kleinmodel), so that the isometry group
of H2 identifies with the group SO(2, 1) < SL(3,R) of projective transformations
preserving the ellipse. For every projective line L passing through H2, there is a
unique reflection acrossL belonging toSO(2, 1), namely the hyperbolic orthogonal
reflection of H2 across L.
A geodesic triangle ∆ ⊂ H2 with angles pia , pib and pic is called an (a, b, c)-triangle.
The corresponding hyperbolic triangle group, denoted by Γ∆, is the subgroup of
SO(2, 1) generated by the reflections σ1, σ2, σ3 ∈ SO(2, 1) across the three sides
of ∆. We let X˜∆ denote the connected component in the space of representations
Hom(Γ∆,SL(3,R)) containing the inclusion Γ∆ ↪→ SO(2, 1) ⊂ SL(3,R). Then each
ρ ∈ X˜∆, referred to as a projective deformation of Γ∆, also has a fundamental triangle
∆ρ ⊂ RP2 such that ρ(σ1), ρ(σ2) and ρ(σ3) are reflections across the sides of ∆ρ. A
theorem of Tits (see [Mar17, Thm. 2.2]) implies that ∆ρ is a fundamental domain
for the action of ρ(Γ∆) on some properly convex domain Ωρ ⊂ RP2, hence we get
pictures like Figure 1.1. The theorem can be formulated in the current setting as:
Proposition 5.6. Let ∆ ⊂ H2 be an (a, b, c)-triangle and ρ ∈ X˜∆ be a projective defor-
mation of Γ∆. Then the triangles (ρ(γ).∆ρ)γ∈Γ∆ have disjoint interiors and the union
Ωρ :=
⋃
γ∈Γ
ρ(γ).∆ρ
is a properly convex domain in RP2 preserved by ρ(Γρ).
We call the topological quotient X∆ := X˜∆/SL(3,R) the moduli space of projec-
tive deformations of Γ∆. It has a distinguished point given by trivial deformations,
i.e. representations ρ ∈ X˜∆ conjugate to the inclusion Γ∆ → SL(3,R), which are
characterized by the property that Ωρ is an ellipse. It turns out that if one of the
integers a, b and c equals 3, then this is the only element of X∆; otherwise, X∆ can
be identified with the real line (see [Gol88, Nie15]):
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Proposition 5.7. Let ∆ ⊂ H2 be an (a, b, c)-triangle. Then the space X∆ is not a single
point if and only if a, b, c ≥ 3. In this case, X∆ is homeomorphic to R.
5.4. Pick differential of Ωρ. While for a trivial deformation ρ ∈ X˜∆ the domain Ωρ
is an ellipse and hence ψΩρ is constantly zero (see §2.1), we give in this subsection
a description of ψΩρ for nontrivial ρ. Given t ∈ R∗, letting At denote the closed
triangle in (C, dz3) with vertices 0, t and tepii3 , considered as a 13 -translation surface
with real boundary in the sense of Definition 5.2 (see Figure 5.3), we show:
Proposition 5.8. Let ∆ ⊂ H2 be an (a, b, c)-triangle with a, b, c ≥ 3. Then for each
nontrivial projective deformation ρ ∈ X˜∆ of Γ∆, there is t = t(ρ) ∈ R∗ such that the fun-
damental triangle ∆ρ ⊂ (Ωρ,ψΩρ) is isomorphic, as a 13 -translation surface with bound-
ary, to At. Moreover, the map from X˜∆ to R sending ρ to t(ρ) and sending the trivial
deformations to 0 induces a homeomorphism from X∆ = X˜∆/SL(3,R) to R.
... ......
|t|
t0
Figure 5.3. At.
We postpone the proof to the end of this section, and proceed to explain how
the proposition allows us to understand ψΩρ and prove Theorem C.
Let Γ+∆ denote the index 2 subgroup of Γ∆ formed by orientation-preserving
automorphisms of H2, so that ρ(Γ+∆) is also the subgroup of ρ(Γ∆) preserving the
orientation of Ω. If we identify ∆ρ withAt as in the proposition, then every γ(∆ρ)
with γ ∈ Γ+∆, shown in Figure 1.1 as a shaded triangle, also gets identified withAt,
whereas by Corollary 5.5, every blank triangle γ(∆ρ) (γ ∈ Γ∆ \ Γ+∆) in the figure is
identified with the conjugate ofAt, which is exactlyA−t.
Therefore, the cubic differential ψΩρ can be understood as obtained by first en-
dowing each shaded (resp. blank) triangle in Figure 1.1 with the structure of At
(resp. A−t), then gluing along the sides. In particular, the zeros of ψΩρ , which are
the conical singularities of the resulting 13 -translation surface (see §5.2), can only
be at the vertices of these triangles. More precisely, if p ∈ Ωρ is a common vertex of
n+3 shaded triangles (n ≥ 0), then p is a conical singularity of cone angle 2pi+ 2pi3 n
if n ≥ 1 and is an ordinary point if n = 0. Noting that the number of shaded trian-
gles sharing a vertex can only be either a, b or c, we can deduce Theorem C from
Theorem A:
Proof of Theorem C. We may suppose that the homeomorphism X∆ ∼= R in the as-
sumption of the corollary is the one from Proposition 5.8, so that the Pick differ-
ential of Ωρt is constructed from At and A−t as just explained. It satisfies the
assumption of Theorem A, and has a zero of multiplicity n exactly when n ∈
{a− 3, b− 3, c− 3} \ {0}. So the required conclusion follows from Theorem A. 
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To prove Proposition 5.8, note that Corollary 5.5 already implies that the fun-
damental triangle ∆ρ, as a sub-surface of the 13 -translation surface (Ωρ,ψΩρ), is a
1
3 -translation surfaceswith real boundary. However, this does not immediately im-
ply, for example, that the boundary ∂∆ρ only has three corners (see Definition 5.2),
or the corners can only be at the three vertices. Compare the remark below.
Proof of Proposition 5.8. To prove the first statement, it is sufficient to show that the
1
3 -translation surface ∆ρ (with real boundary) does not have conical singularities
in its interior, and that its corners are exactly the three vertices, each with angle 2pi3 .
To this end, we let V ⊂ ∂∆ρ denote the three vertices and apply the Gauss-Bonnet
formula (Theorem 5.4) to get
−2pi3
∑
p∈Z(∆ρ)
n(∆ρ, p)− pi3
∑
q∈C(∆ρ)∩V
l(∆ρ, q)− pi3
∑
q∈C(∆ρ)\V
l(∆ρ, q) = 2pi
(see §5.2 for the notations). By the discussions in §5.2, the terms on the left-hand
side have the following constraints:
• each n(∆ρ, p) is a positive integer;
• each l(∆ρ, q) is an integer no less than −2;
• if q ∈ C(∆ρ) \ V then l(∆ρ, q) is positive.
Note that the last constraint means that the angle ∠(∆ρ, q) is bigger than pi, see
Corollary 5.5. One easily checks that the only possible situation satisfying these
constraints is given by Z(∆ρ) = ∅, C(∆ρ) = V , l(∆ρ, q) = −2 (for all of the three
q ∈ V ). This establishes the first statement.
For the second statement, note that the map X˜∆ → R, ρ 7→ t(ρ) (setting t(ρ) = 0
if ρ is a trivial deformation) is invariant under the SL(3,R)-action on X˜∆, and the
induced map X∆ → R is bijective by the construction of Pick differentials. Finally,
to prove that the map is continuous, we can take a continuous path (ρs)s∈R in X˜∆
such that every ρs has the same fundamental triangle ∆ρs = ∆, and only need to
show that t(ρs) depends continuously on s. To this end, let ψs := ψΩρs denote the
Pick differential of Ωρs , and I ⊂ ∂∆ be a side of ∆, endowed with the orientation
induced from that of ∆. The first statement proved above implies that
t(ρs) =
∫
I
ψ
1
3
s
(the integration can bewrittenmore concretely as
∫ 1
0 ψs(γ˙(τ), γ˙(τ), γ˙(τ))
1
3 dτ , where
γ : [0, 1] → I is a parametrization of I ; the cubic root is defined unambiguously
because I is a real trajectory). Therefore, the required continuity follows from the
well-known fact that the convex domain Ωρ ∈ C depends continuously on the rep-
resentation ρ, and the fact that given Ω ∈ C, the restriction of ψΩ to a compact set
K ⊂ Ω depends continuously on Ω (see Lemma 4.1; here we take I asK). 
Remark 5.9. For a properly convex domain Ω generated by reflections across the
sides of a convex polygonD ⊂ RP2 with more than three sides, one can extend the
above argument to describe the 13 -translation structure on D, and hence describe
the Pick differential ψΩ. In this case, a corner ofD (with interior angle bigger than
pi) can lie on a side, and the moduli space of the possible 13 -translation structures
has dimension higher than 1, which nonetheless can still be identified with the
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moduli spaces of projective deformations of Ω. For instance, when D is a quadri-
lateral, the first and third examples in Figure 5.1 can occur as the 13 -translation
structure on D, as long as all the four corners with index −2 correspond to the
vertices ofD; whereas the second example cannot, because it has five corners with
index −2, and such a corner cannot lie on a side.
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