Ubiquity of Internet potentially allows delivering a variety of electronic learning contents to a wide audience. This work proposes a new on-line learning paradigm namely Collaborative Learning on-Demand (CLoD) and its supporting technology. The CLoD paradigm enables a group of workmates to on-demand request and watch the playback of an archived multimedia session for the purpose of collaborating and cooperatively constructing knowledge. CLoD is featured by cooperative playback systems which are networked infrastructures providing collaborative media on-demand services. The chapter also details our MBone-based cooperative playback system -ViCRO C -and presents an investigation of its usability.
INTRODUCTION
Nowadays, the technical and cost barriers to high-bandwidth and ubiquitous networking are rapidly falling. Internet has extended its realm over new strategic network technologies such as DSL, satellite, cellular systems, so as to allow people to easily exchange multimedia information and interactively collaborate without being held hostage to physical proximity.
Within this context, electronic learning (e-learning) based on the Internet and WWW has the potential to effectively and low-costly satisfy the education needs of a large user target. To this purpose, the current trend is the proliferation of portals for Web based education which offer new on-line learning programs enabling synchronous and asynchronous education patterns.
Synchronous and collaborative e-learning can be favored by a world-wide exploitation of IP multicast, e.g., MBone (Kumar, 1996) . The MBone, that stands for the virtual Multicast Backbone on the Internet, is a technology which enables scalable many-to-many multimedia communications so as to better support large-scale virtual classrooms than the traditional point-to-point (or IP-unicast) communications. New application models and protocols centered on the MBone have been recently developed and are being standardized to support the implementation of multimedia services and tools such as videoconferencing, whiteboard, multicast chat, etc (Crowcroft, Handley & Wakeman, 1999) . Such protocols and services are considered the basic middleware for enabling distance learning paradigms that not only mime the traditional distance learning paradigm, i.e., live transmission of standard lecture courses, but also aim at creating highly decentralized, video-mediated and collaborative virtual learning environments. In fact, educational research area (Cohen, 1994) proved that instructional methods promoting interpersonal discourse and social construction of knowledge (i.e., collaborative learning techniques) are more effective than methods simply relying on the broadcast of information (classroom transmission metaphor). However, collaborative learning is highly dependent on communication, or discourse. Thus, mechanisms such as shared annotations and questioning which compensate computer-based, video-mediating communication breakdowns are to be introduced for supporting a richer social discourse required for collaborative learning.
The main goal of this chapter is to introduce the cooperative playback systems (CPS) and describe its application models, protocols and tools. CPS enable the collaborative learning ondemand methodology over the Internet MBone. Collaborative learning on-demand (CLoD) is an original learning method in which a small group of students cooperatively selects, plays and controls the playback of a remote, archived multimedia session of a lecture or a seminar and exchanges inter-group questions in order to discuss about the session contents (Fortino & Nigro, 2000b; Fortino, Nigro, & Pupo, 2001) . The learning method is completely self-tutored and self-paced, i.e., it doesn't exist a tutor which is in charge to drive the learning process.
CLoD models refer to the application models employed to structure collaborative MBonebased tool (Crowcroft, Handley & Wakeman, 1999) . They encompass the Light-Weight Sessions (LWS), the Announce/Listen (A/L), and the pattern interaction topologies.
CLoD protocols are of four types: (i) media, for the transmission of archived lectures (or playback); (ii) control, for the description, initiation and shared control of the playback session; (iii) collaboration, for the exchange of information among the group members; (iv) coordination, for coordinating users' control actions.
Several tools have been developed and are being improved for enabling collaborative learning on-demand environments. Some of the most representative are: the Interactive Multimedia Jukebox -IMJ (Almeroth & Ammar, 1998) , the MBone VCR on-demand system -MVoD (Holfelder, 1997) , the multicast Media on-demand system -mMoD (Parnes, Synnes & Schefstrom, 1998) , the MASH Rover -MARS (Shuett, Raman, Chawathe, McCanne & Katz, 1998) , the J-VCR (Shirmohammadi, Ding & Georganas, 2002) , and ViCRO C (Fortino, Nigro & Pupo, 2001) . The tools that better exhibit cooperative-oriented features are the MASH Rover developed at University of Berkeley and ViCRO C developed at University of Calabria.
After describing and comparing the above mentioned tools, the usability of CPS for on-line programs is investigated by taking ViCRO C as a case study.
The remainder of the chapter is organized as follows. The first section presents definitions and concepts about e-learning and distance learning on the Internet. Moreover, it introduces the CLoD paradigm along with a host of tools and projects supporting it. The second section gives a brief overview of MBone and its application models. The third section describes the characteristics, functionality, interaction levels, protocols and communication patters of a cooperative playback system (CPS). The forth section details the architecture, protocols and graphical user interface of the ViCRO C system. In addition, related systems are reviewed and qualitatively compared to ViCRO C . The Usability of a CPS section elucidates different criteria such as friendliness, quality of service (QoS), and subjective user satisfaction in the context of real CLoD session scenarios. The Future Trends section furnishes an outlook at the CLoD paradigm supported by the virtual reality technology (e.g., Virtual Learning Spaces) and featured by the mobile computing. Finally, conclusions provide a summary of the main thrust of the chapter and some remarks.
COLLABORATIVE LEARNING ON-DEMAND
Training materials and instructional contents that is delivered electronically over the Internet (e.g., the World Wide Web), through an organization's intranet, or via CD-ROM, is known as e-Learning.
e-Learning focuses on the design of instructional information (IMS, 2001) , on the planning of on-line programs and on distance learning modes by which the learning process is instrumented (e.g., synchronous versus asynchronous, self-paced versus collaborative) (Steinmetz & Nahrstedt, 1995 ).
An asynchronous on-line course is a popular type of distance learning which usually includes test questions. The learner is individually engaged in a self-paced learning process supported by hypermedia documents which usually contain text, audio, video and pop-up hintsand hyperlinks to related topics. Synchronous distance learning is almost synonym with the transmission of live lectures, but it embraces more diversified forms of learning in which the student is supported by several tools such as videoconferencing, whiteboard, chat box, etc.
Today in the Education research area, virtual collaborative learning environments are of particular interest because they aim at creating computer-based, multimedia learning processes where learners, that belong to an interactive group, cooperatively construct knowledge. The reader can find a state-of-the-art review about virtual collaborative learning systems in (Costantini & Toinard, 2001 ).
Collaborative Learning on-Demand (CLoD) is a virtual collaborative learning method which enables a self-tutored and interactive learning process where a small group of remote students requests, watches and controls a playback of a lecture and exchanges questions (Fortino & Nigro, 2000b) . CLoD borrows some of the ideas of the Tutored Video Instruction (TVI) and Distributed Tutored Video Instruction (DTVI) methodologies and tools (Sipusic, Pannoni, Smith, Dutra, Gibbons, & Sutherland, 1999) . TVI is a face-to-face collaborative learning methodology in which a small group of students driven by a tutor goes over a videotape of a lecture. DTVI is a fully virtual version of TVI, in which each student has a networked computer equipped with audio (microphone and headset) and video (camera) facilities to communicate within a group. TVI and DTVI have proven real effectiveness in that the students involved in their experimentation have been shown to outperform students who physically attended the lectures. The main difference between CLoD and DTVI is that CLoD methodology doesn't assume the presence of a tutor which guides students to construct knowledge (Veerman & Veldhuis-Diermanse, 1999) . This fact has a profound impact on the technical implementation of CLoD because, while in DTVI only the tutor has control of the videoconference recorder (VCR), in CLoD each participant to the playback session uses a shared VCR remote controller. In addition, being the learning service on-demand, CLoD needs to be supported by a video on-demand system (VoD).
The Internet MBone-related technology (Kumar, 1996; Crowcroft, Handley, & Wakeman, 1999) delivers tools for videoconference recording on-demand and virtual collaborative learning which are the base for the efficient development of multimedia systems supporting CLoD methodology, i.e., cooperative playback systems. VideoConference Recording onDemand (VCRoD) systems (Almeroth & Ammar, 1998; Holfelder, 1997; Parnes, Synnes & Schefstrom, 1998; Shuett, Raman, Chawathe, McCanne & Katz, 1998; Shirmohammadi, Ding & Georganas, 2002; Fortino & Nigro, 2000a) are VoD-like systems which allow a user to connect to a Media Server (MS) and request two kind of services: recording and playback. By requesting a recording service, a user can either select a media session being transmitted over an IP-multicast address or send its own media session directly to the MS. This way, the MS archives the media session in a multimedia repository. The playback service consents to a user to access to the list of archived media sessions, select a particular media session and control its playback by a VCR remote controller. In addition, tools for multi-party, collaborative learning (e.g., MASH Consortium, 2001; MBT, 2001; Parnes, Synnes, & Schefstrom, 2000) enables a group of users to interactively exchange audio/video live streams, text-based messages, and to cooperatively share whiteboards and document editors.
CLoD methodology is fully enabled by cooperative playback systems (CPS) (Fortino & Nigro, 2000b) which extend a VCRoD system to be exploitable by a group of users equipped with a question board (Malpani & Rowe, 1997) and optionally involved in a multi-party, audio/video conference. (Fortino, Nigro, & Pupo, 2001) . Particularly, MASH and ViCRO C projects aim at realizing a CPS according to the definition given above. Although both are based on the multimedia Internet protocol stack (Crowcroft, Handley, & Wakeman, 1999) , MASH uses the TCL/TK script language, its object-oriented extensions, and C++, whereas ViCRO C relies on Java technology.
MBONE: INFRASTRUCTURE AND APPLICATION MODELS
MBone stands for the Virtual Multicast Backbone On the interNEt (Kumar, 1996) . It is a hardware and sofware infrastructure that enables distribution of and access to real-time interactive multimedia on the Internet. The MBone technologies provide a high degree of network scalability which completely supports large-scale multimedia communities. The key technology enabling such a network scalability is IP-multicast (Deering, 1989) . IP multicast is based on the class D addressing scheme of IP (addresses in the range 224.0.0.0-239.255.255.255) . The IP-multicast model allows sending a packet from one source to multiple receivers with no packet replication at the source. Such a model facilitates multiparty communications since places less overhead both on the network and on the involved hosts than IP-unicast. Packets delivery is driven by the IP multicast routing which is performed by multicast routers (mrouters). They take the responsibility of distributing and replicating the multicast data stream to the final hosts. Multicast addresses are not tied to a specific physical network interface at a certain physical site. They are logical group addresses that exist as long as there is a group of hosts interested in sending and receiving multicast packets. A host enters in a group by sending an IGMP (Internet Group Management Protocol) join message. Afterwards, it can send to and receive packets from the joined group. The multicast data delivery tree is formed by the mrouters exploiting routing protocols such as the DVMRP (Distance Vector Multicast Routing Protocol) and the Dense Mode -PIM (Protocol Independent Multicast) (Crowcroft, Handley, & Wakeman, 1999) . The MBone topology (Figure 1 ) can be visualized as a tree and a mesh. The tree topology is depicted in figure 1 near the leaf nodes. The connections between mrouters nodes constitute the mesh topology. A reference MBone map pictured by Steve Casner can be found at http://www.mbone.cl.cam.ac.uk/mbone/mbone-topology.html. 
MBone application models
Some design principles for multimedia MBone-based applications have emerged that are very powerful:
1) The Light-Weight Session (LWS) model is the base communication and application model (Jacobson, 1994) for building multimedia collaborative applications over IP multicast. This model places no burden on users, has all the scalability, fault tolerance and robustness of IP, accommodates intermittent connectivity, and delivers good performance even when participant link bandwidths are very different. LWS building blocks are: (i) IP (datagrams with best effort delivery); (ii) IP Multicast. It is worth noting that IP multicast is more than a simple, efficient, robust, delivery mechanism (see above). It also greatly simplifies the conferencing problem for users, i.e., if a conference is associated with a multicast address, then users can join the conference without enumerating (or even knowing) other participants; users can join and leave at any time; the conference has a network visible identity so the network takes care of rendezvous, distribution and membership, not users. This means the group-size-independent scaling of multicast is inherited. (iii) Timing Recovery via receiverbased adaptation. Unlike normal data traffic, the time structure of real-time traffic has significance. But, since the network infrastructure is shared, competing traffic can distort this time sequence. Thus, the sender put timestamps in packets so timing is explicit rather than implicit so that the receiver can reconstruct timing before playing out data. This requires a few kilobytes of buffer at the receiver. (iv) 'Thin' transport layer (according to the Application-Level Framing architectural model). The basic lightweight sessions model is composed of: a session located by a multicast address and a port; sites which send data; all sites quasi-periodically multicast 'session' packets containing: identity, reception reports, and synchronization info. All the applications developed over the MBone such as the MBone tools (MBT, 2001 ) are based on the LWS model.
2) The Announce/Listen Model. A participant in an announce/listen session (Crowcroft, Handley, & Wakeman, 1999; Shuett, Raman, Chawathe, McCanne, & Katz) periodically announces its state updates, while all other participants listen to and cache these updates. The updates are assumed to be soft states and are eventually aged out, unless overridden by a new update from the announcing client. Announce/listen protocols are robust and can be implemented over an unreliable datagram transport protocol such as UDP. Since no central hard state is involved in such a protocol, it makes the protocol much more resilient to failures. In particular contexts, the use of announce/listen eliminates the need for heavy-weight reliable protocols such as TCP or SRM (Floyd, Jacobson, McCanne, Liu, & Zhang, 1996) .
COOPERATIVE PLAYBACK SYSTEMS
Cooperative playback systems (CPS) (Fortino & Nigro, 2000b) are video on-demand systems, which provide cooperative playback sessions. Cooperative playback sessions are sessions in which a group of users explicitly formed shares both the view and the control of an audio/video playback, and collaborates on the contents of the presentation being played by exchanging synchronous questions. Each group member operates on a playback remote controller which is shared by all the others. When a member performs a control operation, this operation is propagated, according to certain rules, to all other members of the group. In order to cooperatively construct knowledge, the group members collaborate to one another by using a question board which allow to send and receive questions. In addition, a member can mark specific instants within a playback session for a discussion proposal (or forum on-the-fly). Cooperative playback sessions support the concept of WYSIWIS (What You See Is What I See), i.e., each member of the group has the same view as the others. Although a precise consistency of the views for all the users is unachievable mainly due to the user's distribution heterogeneity, it must be guaranteed after performing a "pause" or a "seek" command. For instance, after a user pauses a playback, any other user should look at the same frozen image as the one that executed the pause command. In the server-based approach, the view synchronization is always met. In fact, when a user executes a pause command, the reference pausing time is not the one of the user but that of the server, i.e., the istant in time when the server, upon the reception of the pause request, actually pauses the playback.
A CPS is a multimedia distributed system which is structured in two main components ( Fig.  2 ): Media Server (MS) and Media Client (MC). The MS is the network entity which provides the playback services, i.e., session scheduling, control and streaming. The MC is the network entity which connects to the MS in order to set and/or get into a cooperative playback session. In the next subsection, the functionality, interaction levels and communication patterns of a CPS are presented.
Functionality
A cooperative playback system is equipped with the following functionality: group organization, media streaming, control sharing, joint work, security, fault tolerance.
Group Organization contains group formation and group management. Group formation enables the creation of a group of users wishing to work on and control the same playback session. Normally, a rendezvous mechanism is employed. A web-based mechanism provides dynamic web pages where users can find a list of archived sessions and subscribe to a particular one by filling a form (Almeroth & Ammar, 1998) . Indeed, two mechanisms are currently used according to the Internet multimedia architecture (Crowcroft, Handley, & Wakeman, 1999) : Session Directory (SD) and Session Initiation Protocol (SIP). Thus, information about cooperative playback sessions can be obtained by tuning on the SD multicast group or by receiving an explicit invitation, via email or SIP notification. The information is normally under the form of an SDP (Session Description Protocol) document (Handley & Jacobson, 1998) , which contains the multicast address of the MS, needed to locate the playback service, and the title and the description of the playback. Group management deals with issues such as how to share the starting time of a playback session in order for the group members to start and keep synchronized; how to expel from the group a member who interrupts the others using an improper behavior.
Media Streaming delivers media content to the MCs. It is based on a real-time transport protocol (e.g., RTP -Realtime Transport Protocol), streaming agents and a multimedia archive (Fortino, 1997; Fortino & Nigro, 2000a) . The multimedia archive is a media repository which contains both multimedia sessions dumped from the network and media files (e.g., MPEG files). Multimedia content can also be coupled with meta-content which is streamed on a reliable channel. Meta-content is data about content such as information on particular scenes of the multimedia session. An important characteristics of the media streaming functionality is the media flow rate. The media rate should be adaptable (e.g., by using media transcoding servers) in order to accommodate heterogeneous MCs.
Control Sharing allows MCs to share the control of the playback. Normally, this functionality is embedded in the archive control protocol (ACP) on which the MC/MS control interaction relies. Control messages are typical commands of a VCR remote controller such as play, pause, stop, seek (i.e., a play with a time range).
Joint Work is fundamental in the context of a CPS. It is in the form of questioning and annotation. Questioning means that the members of a group can send questions about the content of the playback session and possibly receive answers. Annotation allows tagging a particular point in the session for a discussion proposal, which can be started at the end of the playback. Additional virtual collaborative tools can also be used.
Security provides mechanisms, e.g., authentication and key distribution (Crowcroft, Handley, & Wakeman) , to keep cooperative sessions private. Private cooperative sessions are sessions which cannot be joined and spied by intruders.
Fault Tolerance is an important property of an Internet service, which is subjected to frequent network connectivity problems and a pacing introduction of new and not debugged protocols and software. Fault tolerance includes detection, which deals with the discovery of failures at both server and client side, and recovery, which involves actions the server and/or the clients have to carry out in order to cope with detected failures.
Interaction levels
CPS are characterized by four levels of interaction: data, control, collaboration and coordination.
Data involves unidirectional multicast media stream delivery from the MS to MCs.
Control entails bi-directional control messaging from the MCs to the MS and vice versa. This level is based on a protocol which maintain a shared state table between MCs and MS and define the format and the semantics of the control commands. Shared state maintenance is primarily devoted to managing the exchange of control streaming parameters between the CPS server and the clients. These parameters include at least: the server's current position in time on the stream; data, control and collaboration addresses; control and collaboration session identifiers. On the basis of these parameters, server and clients construct a shared state table, which is dynamic and modifiable during the playback session lifetime. Control encompasses messages that can be transmitted from MCs to MS and vice versa in order to fill and change the shared state table and control the data transmission. Thus, the control messages are grouped in shared state table affecting commands (presentation description, presentation setup and shared table updating) and presentation control commands. Presentation description commands allow a user to both receive a list of multimedia sessions archived in the server and the description of a particular presentation. A presentation description should contain at least the presentation title, media types and related data formats in the presentation, and the presentation duration. These parameters are used by the clients to correctly set up the media presentation tools. Optional information such as the presentation creator, its email and web address can also be included. Presentation setup commands are used to request a presentation. A media server after receiving a presentation request begins a negotiation phase with the client in order to establish the media stream channels. After this phase, the server launches a player agent on the data channels. Presentation control commands include VCR-like commands, which directly affect the transmission of data. Shared table updating messages consist of replies to requests and messages such as the server's current playtime beaconing.
Collaboration comprises interaction among MCs. Several forms of interaction including questioning, annotation, shared whiteboard, audio/video conferencing can be used.
Coordination regulates and coordinates MC's control actions. Control policies are needed to regulate the access to shared resources such as the VCR remote controller. For instance, a user, who whishes to seek in the presentation, can do so only according to certain rules dictated by the chosen control policy. Three kinds of basic policies have been envisaged: (i) moderation-free, each group participant can perform a command whenever he/she wants; (ii) floor-based, in order to send a command a user needs to get the floor; (iii) voting, a group member submits a command to the approval of the others, that can acknowledge or refuse it according to a majority vote. Different actions on the VCR remote control can be constrained by different control policies. For instance, the effect of the pause command is different as that of the seek. The former results in a temporarily data stream stop, which has to happen as soon as the user presses the pause button. Thus, the pause command can be subjected to the (i) or (ii) policy. Conversely, a seek results in a temporal displacement from the current position in the presentation, and not only can occur within a certain tolerance range but also has to be approved by the group, which is usually concentrated to watch the presentation and doesn't want to jump from one point to another in the presentation. The (iii) policy seems to be the most appropriate for this case.
Interaction levels are not independent; in fact, actions performed at certain levels can affect directly or indirectly other levels. For instance, a pause command at the control level has the effect to stop the media transmission at the data level. A voting mechanism at the collaboration level can disable a seek command at the control level.
Communication Patterns
Interactions within a CPS occur through communication patterns. By considering the advantages to exploit multicast, media streams are multicast relayed, i.e., transmitted to a multicast group. The other interaction levels can be mapped onto unicast connections, multicast groups or a hybrid combination of both. The use of multicast versus unicast is strategic for improving efficiency and scalability. On the other hand, the exploitation of Internet standard protocols, which are already standardized such as RTSP on TCP, can simplify the implementation of the control interaction. The unicast, hybrid and fully multicast approaches to the implementation of the communication patters have been envisaged. In particular, the data level relies on the Realtime Transport Protocol (RTP) (Schulzrinne, Casner, Frederick, & Jacobson, 1996) . The control level is based on a variant of the RealTime Streaming Protocol (RTSP) (Schulzrinne, Rao, & Lanphier, 1998 ). The collaboration and coordination level centers on custom protocols, e.g., qb protocol (Malpani & Rowe, 1997) , on top of a reliable transport protocol (e.g., TCP or SRM-like).
The unicast multi-connected approach
The multi-connected approach is based on RTSP on top of TCP. A media client that wishes to join a collaborative playback session connects to an MS. Once the RTSP connection is established, the MC is served by a front-end (FE), which is encapsulated in a logic controller managing all the FEs of the other MCs attached to the same session. When an MC issues a control command, the MS, after accepting and processing it, replies to all the MCs. By using this infrastructure an MC not only can send a command to an MS but can also transmit questions to the other MCs. Thus, the MS behaves like a message reflector. This mechanism is achieved by sending an RTSP SET_PARAMETER request, which contains a pre-defined content-type referring to the group interaction channel and the message to be delivered. As soon as a FE receives a request, the logic controller copies the received message to each other MCs. Although the approach is not scalable and introduces a heavy load on the server, which has to spawn as many FEs as the number of the group members, it has the advantage of using RTSP/TCP, which is well specified and its implementation is widely available. In addition, if the group size is small the approach can be affordable.
The hybrid approach
In this approach, only one group member called the session initiator media client (IMC) is connected to an MS according to RTSP/TCP. All the members are grouped on a multicast group channel (MGC) based on LRMP (Lightweight Reliable Multicast Protocol) (Liao, 1998) . LRMP is a multicast transport protocol which allows to reliably send a message (LRMP packet) from one sender to many receivers. The IMC can directly send a control command to the MS. The other MCs wishing to send a control command have to transmit a control message to the MGC. This message is captured by the IMC that encapsulates it in an RTSP request and sends it to the MS. Once the MS has processed the request, it replies to the IMC that in turns reflects the response to all the other MCs. The collaboration messages are also sent onto the MGC. In order to ensure a certain degree of fault tolerance in the case the IMC fails or wants to leave, RTSP has been enhanced in (Fortino & Nigro, 2000a) . Two new methods were introduced: PASS and CONTINUE. The method PASS is performed by the IMC when it wants to pass the session control to another MC and leaves. When the MS receives the PASS, it disconnects the IMC and waits for another connection by freezing the FE, which was handling the connection with the IMC. The FE is kept alive till a time-out expires. The method CONTINUE is invoked by the new IMC to take control of the session. When the MS receives the CONTINUE request, it connects the new IMC to the frozen FE. If the IMC fails (e.g., leaving without sending the PASS or losing the connection with the MS) the MS behaves the same as it received a PASS request.
The fully multicast approach
The fully multicast approach is based on an adaptation of RTSP on top of LRMP. An MS is located by a multicast address whereas a playback session is identified by means of a multicast URL. The fully multicast approach is employed in the ViCRO (Fortino & Nigro, 2000a) which is also equipped with the recording functionality for creating a multimedia archive (MMAr). The data, control, and collaboration/coordination levels are based respectively on RTP, MACP and COP (COllaborative protocol).
The media client consists of the MAC client, a Media Browser, a Collaborative Board and Media Presentation tools. The MAC client implements the client part according to the MAC protocol specification. The Media Browser allows the user to start, control and tear down playback sessions. The Media Presentation tools currently used are the MBone Tools and the JMF RTP Player. The Collaborative Board, which is based on the CO , supports the exchange of questions and related answers, shared annotations, and a flexible voting mechanism. In the following subsections MACP and COP protocols are overviewed and the Media Client's GUI detailed. The primary goal of MAC is to allow explicitly grouped MCs to access a MS, request a recorded multimedia presentation, and share the control of the chosen presentation playback. MAC is a multicast variant of the Real Time Streaming Protocol (RTSP) adapted on top of the Light-weight Reliable Multicast Protocol (LRMP). However, a MAC session is not strictly bounded to an LRMP transport session. In fact an MS creates for each playback session a SESSION ID, which identifies a MAC session and represents a shared state between MCs and MS. The SESSION ID is inserted in the body of each exchanged message. An MS is located on an IP-multicast address. An archived multimedia session is identified through a URL as follows: macp://multicast_address:port/abs_path, where multicast_address is the MS' multicast address, port indicates which port the messages should be sent to, and abs_path identifies a presentation. MAC control messages are categorized in requests, responses and notifications. A request is sent from MCs to the MS and is considered provisional in the sense that an MC waits for the response before changing state. A response is transmitted from the MS to all the MCs of the group as a result of an accepted request. It synchronizes the behavior of each MC. A notification is sent either from MCs to the MS or vice versa and does not imply a response. MAC control messages are structured as RTSP messages in a header, split in several sub-headers, and a message body. The request and notification messages include the Request Line, which contains the Request URI specifying the resource (i.e., the presentation) subject to the request and the Method or command to be executed. The response message embodies the Status Line, which contains the Status Code indicating the result of the command execution carried out in the previous request, and the Method executed. The defined standard methods are: DESCRIBE, SETUP, PLAY, PAUSE, TEARDOWN, which are used in MC-to-MS requests. The methods LEAVE and BEACON, purposely introduced, are used in notifications. DESCRIBE serves to obtain from the MS the description of a presentation to be played back. SETUP causes the MS to allocate resources for a presentation and starts the MAC session. PLAY starts the presentation streaming. PAUSE temporarily halts the data streaming without freeing MS resources. TEARDOWN frees resources associate with a presentation, so that the MAC session terminates. LEAVE signals an MC' abandon to the MS. BEACON updates states. A MAC session is mapped onto an LRMP session. LRMP (Liao, 1998) was implemented in Java under the form of a reusable library. After opening an LRMP session, the MAC control messages are to be first encapsulated in LRMP packets in order to be transmitted. Since the maximum transmission unit (MTU) at the LRMP level is fixed to 1400 bytes, it is possible that a MAC message spans more LRMP packets. In order to minimize the occurrence of a spanning, which would result in efficiency degradation, the message is first compressed by using a Gzipper block, and then, if it fits the MTU, put in one LRMP packet, otherwise, it is fragmented in more packets at the sender, and reassembled at the receiver. Since an LRMP packet is multicast to all the session members, a header containing the message sender and target (MS or broadcast-to-MC), and the fragment number is associated to each fragment of a MAC message (see Figure 4) .
CO : Collaborative protocol
The collaborative protocol (CO ) was purposely implemented to support both questioning on the playback session contents and synchronization on the control commands among the media clients. Its main characteristics are: (i) it centres on the concepts of the CCCP (Conference Control Channel Protocol) (Crowcroft, Handley, & Wakeman, 1999) . It doesn't exist a master application which controls the conference and maintains data consistency, instead each application is responsible of sending and receiving its own data on a common multicast channel; (ii) messages are based on the LRMP protocol; (iii) inter-client communication takes place onto a known multicast group. The main CO functionality encompasses: 1) Identification of media clients. CO uses a "soft state" approach based on announcement message exchanges for the conference members identification. A client introduces itself through an announcement message. Every client involved in a cooperative playback session stores in a state table the identity <Username, Host> of the known announced members. The state table is periodically refreshed: at a timer expiration ( t) the presence/absence of a message announcement from a member in the state table is verified. If a member didn't send an announce message (called also "heart beat" message), the member is considered left. A member can explicitly decide to leave the session by sending a LEAVE message.
2) Voting mechanism. The voting mechanism allows handling the remote control commands Play, Seek and Teardown. Since such commands are shared among the clients, they can be issued only if the majority of the playback session members agrees. When a client wants to execute a shared command, he/she sends a command proposal message and waits for answers from the other participants within a deadline of 5s. The answers can be positive or negative. In the case of a Play or a Seek command, the total positive answers are to be the majority with respect to the total number of members. In the case of a Teardown command, the total positive answer must be equal to the total number of members. A not sent answer is considered a negative answer.
3) Interactive remote questioning. The CO protocol makes it possible the interactive remote questioning among the playback session members. Questions can be directed to all the participants (public question) or to a specific client (private question). It is also possible to hide the identity of the questioner.
Media Client's GUI
The media, control and collaboration windows constitute the graphical user interface of an MC. The media window (Fig. 5) allows for presenting the playback (e.g., an audio/video session). Two versions are available based respectively on the MBone Tools and on the RTP Player of the Java Media Framework (JMF, 2001 ).
The control window (Fig. 6) makes it available the following functions: connection to an MS, browsing the media archive, selection and control of a playback session. Figure 4 portrays The collaboration GUI permits to monitor the membership of the cooperative playback session, visualize the result of a command voting, and send/receive questions. In order to describe the collaboration GUI, snapshots from a real cooperative playback session, which is about a research group internal talk focused on "Multimedia Internetworking" given by Giancarlo Fortino on the 10 th of April 2001, are shown and discussed. Each participant was placed on its own computer and located in a separate room. The computers were connected through a 10Mbps Ethernet departmental network.
The collaborative GUI consists of a main window which contains four panels: Attendees, Questions, Answers and Talk. The panels are made visible by using either the buttons corresponding to the names of the panels or the buttons "<" and ">" which allow circular panel scrolling. The Attendees panel (Fig. 7) lists the CNAME (Canonical Name) of the playback cooperative session members. For each member, information about the date of the last control, loss rate, transmitted packets, duplicates, repairs, etc are reported. As shown in Fig. 7 , the members of the session are five: Giancarlo Fortino, Angelo Furfaro, Libero Nigro, Francesco Pupo and Wilma Russo. The Questions panel allows sending questions to the session attendees. Questions can be directed to all the members (public), to a particular member (private), and anonymously (anonymous). The panel also shows the multicast group (228.114.228.110/44444) on which the collaboration is taking place and the scope of the session (TTL=1, i.e., local). As depicted in figure 8 , the attendee Wilma.Russo on the host kundera@160.97.24.44 sends the question "What does RTSP stand for?". As soon as the question arrives at a MC's host, the answer dialog is displayed. Figure 10 shows the answer dialog which contains the question sent from Wilma.Russo and the related answer replied by Giancarlo.Fortino. Of course, an MC can either answer or ignore the question. A threaded sequence of answers related to a proposed question is visualized in the Talk panel. In figure 9 , all the answers to the Wilma.Russo's question are listed. Each answer is formed as follows: time tags, identity of the member who answered, and answer message. The time tags are: (i) PT (Presentation Time), the time of the playback when the question occurred; (ii) QT (Question Time), the time in the cooperative playback session when the question was sent; (iii) AT (Answer Time), the time in the cooperative playback session when the answer arrived at the questioner.
Figure 10: The Answer dialog. Figure 11 : The Voting dialog. Figure 11 shows the voting dialog by which a media client can accept or refuse a control command within the playback session which was raised by a session member, i.e., Giancarlo. Fortino@asimov.deis.unical.it . If the media client presses the button Accept, a positive answer is expressed, else if he/she presses the button Refuse or doesn't press any button within a certain deadline (e.g., 3s), a negative answer is issued. Each member of the session can control the voting process by using the Answer panel. Figure 12 : The Answers panel.
The Answer panel (Fig. 12) reports the command proposal (PLAY), the session time, i.e., the time in the playback when the command proposal was issued, (0:15:02.150), the number of attendees (5), and the vote counting. The vote counting entails the Total answers come (4), the Good Answers (3), the Negative Answers (1), and the Null Answers (0). As one can see from Figure 10 , the result "Command accepted!" of the voting process is reported in the textfield CurrentState.
Related Work
The following summarizes some research projects and tools which are representative of the state-of-the-art of multimedia systems enabling some form of collaborative learning ondemand environment.
Interactive Multimedia Jukebox -IMJ
The Interactive Multimedia Jukebox (Almeroth & Ammar 1998) , developed at the Georgia Tech Institute, is a system which implements a distributed video jukebox. IMJ uses the WEB as a means to gather requests and present play schedules. Users may request playback, but have no means to interact with the server to control the resulting schedule, cancel playback or perform seek or pause operations. Control is performed only on buffered, per-client replicated data of the session.
MBone Video Conference Recording on Demand -MVoD
The MBone Video Conference Recording on Demand (Holfelder, 1997) , developed at University of Mannheim, is a client-server system for interactive remote recording and playback of MBone sessions. It is based on open standards (e.g., CORBA), making it possible for other applications to interface it. The MVoD service consists of three basic components: the Manager and the VideoPump, that form the logical unit called MVoD Server, and the MVoD Client. The interaction between the system components is regulated by four protocols: the VCR Service Access Protocol (VCRSAP), the VCR Stream Control Protocol (VCRSCP), the VCR Announcement Protocol (VCRSAP), and the VCR Client Message Protocol (VCRCMP). The Manager and the Client are implemented in Java. The VideoPump is implemented in C++. The MVoD Client can be started either as a Java applet within a Javaenabled browser, or as a stand-alone Java application.
multicast Media-on-Demand -mMOD
The multicast Media-on-Demand (Parnes, Synnes, & Schefstrom, 1997) , developed at the CDT of University of Luleå, is a system for recording and playing back MBone sessions. mMOD can be controlled by using a command-line interface or a WWW based interface. The system consists of three separate parts, the VCR, the data translator and the Web-controller. The VCR is a stand-alone program for recording and playing back IP-packets on either UDP or RTP level. The Data-Translator translates the traffic in various ways (recoding, mixing and switching techniques) to allow users with different bandwidth to access the service. The Web-controller is a program that acts as a Web-interface of mMOD. It is through this interface that a new session can be started and controlled and information about running sessions viewed so that a user can join them. mMOD is completely written in Java 1.1.
MASH Rover -MARS
The MASH Rover (Shuett, Raman, Chawathe, McCanne, & Katz, 1998) , developed at University of Berkeley, is a client/server system for remote media browsing. The media server is implemented by using the TACC (Transformation, Aggregation, Customization and Control) toolkit. An RTSP-like protocol is used to remote control media streams. Mechanisms of advertising and discovering new contents are implemented such as rich-description hyperlinks to the archived sessions and automatic detection of significant instants during a session. The client part consists of the MASH streaming player that can operate as media browser or as helper application within a Web browser. It allows the user to bookmark specific sessions and specific instants within a session. The bookmark file can be shared among several participants. The client is implemented in C++ and TCL/TK.
Java Video Conference Recorder -J-VCR
The Java Video Conference Recorder (Shirmohammadi, Ding, & Georganas, 2002) , developed at University of Ottawa, is a videoconferencing tool capable of recording live multimedia collaborative/conferencing sessions and playback archived, SMIL (Synchronized Multimedia Integration Language) compliant multimedia session. J-VCR can capture, process, store and playback collaboration content, i.e., RTP-based streams and whiteboard messages produced by JETS, a multimedia collaboration system. The architecture consists of the J-VCR client, the J-VCR server and a data repository. Any SMIL Player (e.g., RealNetwork's RealPlayer tool) can be used to play back an archived multimedia session. Table 1 collects some useful information about the VCRoD systems mentioned in the previous section and the ViCRO c system. The examined properties are the following: paradigm, record and playback services, communication, control protocol, media protocol, cooperative mechanisms, presentation tools, media server platform and programming language. The main differences are on the control protocol, cooperative mechanisms and languages. Each system employs a different control protocol: mMoD uses a web and appletbased custom protocol; MVoD is based on the proprietary VCRSCP (VCR Stream Control Protocol) protocol; IMJ doesn't have a control protocol; MARS control protocol is RTSP-like but it isn't RTSP-compliant; J-VCR uses the control protocol of the adopted SMIL player; finally, ViCRO C uses a multicast version of RTSP. Cooperative mechanisms such as shared control, annotations and questioning are available in MARS and ViCRO C . It is worth highlighting that RTP is the media transport protocol utilized by all the systems.
A Comparison of VCRoD systems

USABILITY OF A CPS
Cooperative playback systems (CPS) support an original type of synchronous net-based learning called collaborative learning on-demand (CLoD) which has the potential to be an effective e-learning methodology for small/medium group of students. However, the usability of a CPS is mainly influenced by general factors (Synnes, Soderstrom, & Parnes, 2001) , which are related to the network, desktop hardware, environment, and by specific factors such as media on-demand service availability, easiness to set up a cooperative playback session, and degree of appeal and simplicity-to-use of the graphical user interface.
One of the issues regarding Internet-based desktop video-conferencing tools is network quality. Without sufficient network resources (bandwidth) and reliability (a "no-lossy" network) it is practically impossible to make a cooperative playback work. Thus, before planning to set-up a cooperative playback session, it is necessary to make sure of having the availability of sufficient network resources, or the session (in particular its media part) can result unsatisfactory and end quickly as a failure. In fact, even using a low rate media stream (e.g., 128 Kbps for an H.261-based video and 13 Kbps for a GSM-based audio), a network with low reliability (high traffic and frequent losses) will quickly render the reception media quality unacceptable. Loss rates of more than 2% can make the audio tiresome to listen to. Although techniques for repairing and/or for introducing redundancy at the source can be exploited, it is important to have from the network the necessary quality of service in terms of bandwidth and loss rate. Even if the use of IP Multicast can dramatically reduce the network resources utilized, it is complex to setup and maintain on a large scale because network maintenance can be multi-organizational and can involve firewalls and security policies. In addition, multicast is not available on the commercial Internet by making unfeasible a home connection. For these reasons, a CPS is well suited to be deployed on academic and company networks. Another issue regards computer hardware and environment. Video conferencing tools suffer of the problem that audio hardware is practically hard to setup without risking echo feedback or noise. This is the main cause why people finds difficult to use these environments. It simply requires experience to successfully setup the audio levels to avoid problems. Of course, if users are expert this problem doesn't exist. For what concerning with the video, a common reaction to the video quality used in low-bandwidth configurations of videoconferencing tools (typically maximum 128 Kbps of video) is that it look awful. People compares the video quality to that of the TV. The result is often a loss of interest. The audio quality suffers from the same comparison. The only way to overcome this problem is to increase the perceived quality by sending more data or using a more effective compression. Another important factor to keep under control is the lip synchronization, which can really disturb the viewer. The issues introduced and discussed are general and belong to all the PCbased multimedia environments on the Internet. Over an Intranet which supports IP multicast, everything can be set up (statically or dynamically) so as to minimize such issues and deliver to the users a negotiable degree of quality of service.
Peculiar issues arising from cooperative playback systems on which usability can be evaluated involve (as mentioned above): (1) service availability, (2) easiness to set up a cooperative playback session, and (3) degree of friendliness of the GUI.
1) A CPS service should be timely available upon users' request. The availability and the access to the service depends on the load of the media server. The chance to obtain more valuable media streams, i.e., streams with a higher quality of service, relies on several factors including media server's load, media server's capability to transcode media streams, and media format of the session to be played back. For instance, if a lecture was archived as a raw RTP file obtained from an RTP stream of 200Kbps, it isn't possible to improve its quality. In order to increase availability, media servers should be clustered and media gateways are to be exploited.
2) In order to be appealing for the users, a cooperative playback session has to be easily configured. The CPS functionality of group organization should deliver easy mechanisms to create a group and synchronously start a cooperative playback session. In fact, complex mechanisms prevents the users, who don't have the necessary expertise to use the system, to give up at the first trial.
3) The main requirements of the graphical user interface are friendliness and intuitiveness. Although one of the main breakdown is the size of the monitor being used, designing appealing and easy-to-use GUIs can minimize such drawback. Of course, training on the GUI is needed in order to really exploit all its functionality. Another issue is whether structuring the GUI as a monolithic block or developing the GUI as a toolset. Besides the GUI of the CPS system, it is possible to use virtual collaborative tools such as multi-party video tools and shared whiteboards to augment the sense of presence within a group. Instead, it is really discouraged the use of an audio tool (even if the hardware consents its use) because it can interfere with the playback.
Usability of ViCRO
C ViCRO C is being tested by different group of users in different scenarios. Each user group is small (about 4-5 persons) and is formed respectively by professors and researchers, graduate students and students. The first group is involved in sessions which regard talks about computer science research topics. The second group gets in cooperative playback session about doctoral seminars. The third group goes over archived course lectures. Groups operate at different time schedule so as to minimize breakdowns due to network congestion. The media archive is equipped with audio/video sessions constituted by RTP streams with the following characteristics: video rate about 500Kbps, video format: H.261, audio format:
PCM. Currently few sessions are made available on the media server which is installed on an Ultra Sparc 10. Quality of service of the media streaming was considered good by the users. Thus, the investigation of the usability of cooperative playback sessions featured by ViCRO C rests on the control and collaborative GUIs and on the handling of the three separate GUIs (media browser, audio/video tool, collaborative board). The three GUIs fit well a 17" monitor with a resolution of 1024 x 768. On the contrary, if the group wants to use further virtual collaborative tools (e.g., the MBone tools vic for the video and wb for a shared space), the space becomes an issue, because it is hardly unfeasible to arrange all the GUIs in such a way to have everything under control. The control GUI (Fig. 6 ) was considered really intuitive and simple to use. After having set up the cooperative session, the control panel is displayed and can be easily used by the group members to send control commands. The collaborative GUI (Figs. 7-12) is the most crucial because it is necessary a little bit of training to efficiently use it. In order to have useful feedback by a user, a simple questionnaire is required to be filled out at the end of the playback session experience. The questions are about: (i) the perceived media quality including video and audio quality, and the quality of the lip synchronization; (ii) the perceived interactivity fluidity when playback control is applied and questions are sent to and received from companions; (iii) friendliness and look & feel attractiveness of the graphical user interface; (iv) the degree of breakdown due to (a) the lack of monitor space to layout all the GUIs, and (b) the frequent pop-ups of the answer and the voting dialogs. The analysis of the statistics (see Table 2 ) resulting from the filled questionnaires aimed at extracting qualitative usability information. Results of the analysis carried out show that when the interaction among the users increases and the users' control actions are more frequent, the users shift their attention from the playback session to the interaction with the dialogs, e.g., the Answer dialog (Fig. 9 ) and the Voting dialog (Fig. 11) , which suddenly and frequently appear on the monitor. In a certain sense, the users feel overwhelmed by too many visualizations and interactions. Thus, new mechanisms (selective filters and timeouts) are being introduced in ViCRO C (and should be also introduced in any CPS) which aim at limiting too frequent and undesired interactions so improving usability. Selective filters blocks questions sent from "too active" users so as to allow limiting the number of Answer dialog pop-ups. Limiting users' control actions is not so easy and the filter-based strategy can be anyway exploited but the only significant result would be a lot of voting processes terminated unsuccessfully. The mechanism proposed centers on timeouts which temporary inhibit the control activity of a user who performed a control action.
FUTURE TRENDS
MBone-based CPS environments can greatly benefit from advances of the Internet technology in the direction of bandwidth availability, quality of service guarantee and worldwide multicast exploitation. Thus usability from a network point of view can increase. Appealing research opportunities are geared at (i) coupling a virtual reality based environment with a CPS so as to deliver a collaborative distributed virtual environment; (ii) creating personal and lightweight interfaces to CPS so as to allow a client using a handheld (or personal digital assistant) or a 3G mobile phone to get in a cooperative playback session.
Virtual cooperative playback systems (VCPS) are Virtual Learning Space (Ferscha & Johnson, 1999; Georganas, Petriu, Cordea, & Ionescu, 1999) where student avatars (virtual alter egos of students) meet and plan to organize or join a cooperative playback session. A VCPS is accessible and exploitable through a dynamic virtual world (e.g., VRML-based) which mimes a multimedia equipped classroom where a user can enter in and wait for the others in order to start a cooperative playback session. Virtual reality features merged to multimedia can improve sense of presence and deliver a more appealing virtual collaboration environment.
Cooperative playback systems can be also deployed in mobile environments where users have mobile appliances such as Personal Digital Assistants (PDA) and UMTS phones. Two are the main issues: an efficient streaming architecture and lightweight GUIs. New streaming architectures (Dutta & Schulzrinne, 2001 ) for mobile and ubiquitous networking are being proposed within the Next Generation Internet (NGI) framework. A careful design of flexible and lightweight GUIs for PDAs and 3G phones is required in order to make mobile cooperative playback sessions really exploitable.
CONCLUSIONS
Collaborative learning on-demand (CLoD) is an original learning methodology presented in this chapter which enables a group of students to jointly work on and share a playback session. Cooperative playback systems (CPS) are multimedia networked infrastructures which support CLoD by delivering cooperative playback session. Goals, functionality, interaction levels and communication patterns of CPS have been described. ViCRO C -a cooperative playback system developed in the Department of Electronics, Informatics and System Science at University of Calabria, has been proposed as a case study. In addition a comparison between ViCRO C and other CPS-like systems ha been presented. The comparison shows that only ViCRO C currently is a true CPS and has the capability to deliver usable cooperative playback sessions. Usability of CPS is investigated. General and peculiar factors which make a CPS more or less usable and effectively exploitable have been identified. General factors belong to all the computer-based, multimedia networked environments and involve network (e.g., bandwidth and reliability), hardware (e.g., sound) and audio/video quality. CPS peculiar factors encompass easiness to form a group and use the GUI for productive cooperative work. In particular, the usability of ViCRO C have been investigated on the basis of some differentiated group tests. Media quality was considered good and the GUI easy-to-use. However, under conditions of high frequency of interactions (questions and control commands), the session participants' attention shifts from the playback to coping with the interactions, i.e., managing too many windows pop-ups. Based on this experience, ViCRO C is being upgraded for embedding selective filters which limit undesired questions and timeouts which regulate control command transmissions. In addition the development of virtual CPS and mobile CPS, as outlined in the "Future Trends" section, can offer new opportunities to further exploit the collaborative learning on-demand paradigm.
