Introduction
In this paper we argue that the links between data quality reporting, metadata and subsequent assessments of data uncertainty need to be stronger. This builds on the ideas developed by Fisher (2003) who commented that data quality and uncertainty were like ships that pass in the night. Current data quality reporting is inadequate because it does not provide full descriptions of data uncertainty and allow assessments of data fitness (Comber et al. 2005a; Comber et al. 2005b ). As Fisher (2003) noted "data quality as it has developed in the writing of data standards, and uncertainty as it has been researched in recent years, have followed two completely different tracks". The ideas presented in this paper are an attempt to set a research agenda to provide some glue to join together three related but distinct areas of scientific endeavor in spatial and geographical information sciences: uncertainty analysis, data quality / fitness for use assessments and metadata reporting.
For a variety of reasons data purporting to record the same real world features do so in a variety of different ways. Comber et al. (2003; 2005b) describe the impacts on the final data product of changing commissioning contexts, technical developments, advances in scientific understanding and on the final data products and the specific conceptualization embodied in the data of the objects under investigation. Institutional mandates and interests drive the specifications of data products. These issues strongly influence the meaning of the data in its widest sense. At present meaning is not provided in metadata and is not included in metadata standards, an ab-sence that hinders data integration efforts as much as different source data and statistical processes.
A recent workshop on "Activating Metadata" 1 concluded that the case for current metadata standards (ISO, OGC) is not yet proven in relation to geographical information. This is in part because of the institutionally orientated and constructed nature of much geographical information (Harvey 2000; Comber et al. 2003) , but also because of changing context within which such information is used: applications of geographical information are now ubiquitous; there are many more users; there are many more downloadable sources available to the user; geographical information (and systems) are used by many disciplines (Comber et al. 2005b ).
In the dynamic and fluid context of more users accessing data, for a broad range of uses and with varying degrees of experience, the importance of appropriate metadata reporting increases. Metadata should provide information that helps users assess the usefulness of a dataset relative to their problem. They need to understand the meaning of the data relative to their uses. Importantly, it should facilitate assessments of the relationship between measures of data quality and uncertainty (for any specific application). Current metadata categories tend towards descriptions of usability and do not allow users to easily identify the suitability of data for their intended application. This paper pulls together various streams of literature to show that the data concepts and tools to allow users to assess data fitness for their application is a necessary requirement to link uncertainty and data quality.
Uncertainty, Data Quality and Metadata

Data Quality
Measures of data quality have traditionally been generated by the producers of spatial data. Data quality is described in terms of the 'big 5': Positional Accuracy, Attribute Accuracy, Logical Consistency, Completeness, and Lineage. Various standards for the components of metadata reporting have defined based on these measures of data quality (FGDC 1998; ISO 2003; OGC 2005) . The interested reader is directed to Guptill and Morrison (1995) which provides an expansion and clarification of the concepts of quality used in those transfer standards. These measures originate from the historical cartographic legacy of geospatial data production (Fisher 1998) and the need to transfer information (Fisher 1999) . In Guptill and Morrison, none of the authors discuss what the measures really mean or how they may be used in fitness-for-use assessments. Only Salgé (1995) discussed issues outside of the 'Big 5' and introduced the concept of semantic accuracy, noting that objects recorded in the data may not actually match the definition of those objects, which the database is based. This concept of quality has had little impact upon the standards process and data quality specifications (Fisher 2003) . This is because the specification of data quality standards, previously dominated by the national mapping agencies and software companies, has now become the preserve of dedicated standards and industry specifications organizations such as ISO and the Open GIS Consortium.
The specification of quality standards continues to reflect data production interests, reporting the easily measurable and showing that the data producer can follow a recipe (Comber et al. 2005a ) rather than more fully communicating the producer's knowledge of the data. A number of quality reporting paradigms have become established, principally the confusion matrix, user and producer accuracies and the kappa statistic. These describe how the map relates to an alternative, but hopefully compatible, source of information 2 . The net result of this legacy is that measures of data quality are difficult for users to interpret in relation to a specific application: users do not know how to apply data quality measures in their analyses (Hunter 2001) in order to assess the suitability of the data for their application. This assessment is done by expert analysts.
Spatial Data Uncertainty
Geographic objects are those structures created to impose order on the real world: objects are delineated, identified and placed into categories according to a set of criteria. Whilst many (non-geographic) objects have boundaries that correspond to physical discontinuities in the world, this is not the case for many geographic objects that may be less well defined 3 . Uncertainty in spatial data relates to doubt about the information that is recorded about a location (Fisher 1999) . There are different types and directions of uncertainty relating to nature of the object under consideration. Fisher et al. (2005) have proposed taxonomy after Klir and Yuan (1995) where different types of uncertainty are related to how well the geographic objects are defined (see Fig. 1 ).
'Well defined objects' are those where the object classes (e.g. "building") are easily separable from other classes and where the individual instances are clearly distinct from other instances of the same class. For well-defined objects the main uncertainties are positional and attribute errors which can be analyzed using probabilities. 'Poorly defined objects' may be vague or ambiguous. Vagueness occurs where it is difficult to identify the spatial extent or to precisely define an object. That is, it is difficult to allocate unequivocally individual objects into a class. Ambiguity is composed of discord and non-specificity. Discord arises when one object is clearly defined but could be placed into two or more different classes under differing schemes or interpretation of the evidence. Non-specificity occurs when the assignment of an object to a class is open to interpretation.
The analysis of uncertainty for well-defined geographic objects is advanced. There are many examples in the literature where these aspects of data quality have been modeled using descriptions of error and accuracy, held by the metadata and combined with probabilistic approaches (e.g. Monte Carlo simulations, Bootstrapping). Most discussions of uncertainty in geographical information relate to these types of approaches to model-ing error. This is not the case for poorly defined geographic objects, characterized by vagueness, ambiguity, discord and non-specificity, and yet we would argue that these are the most important and most frequent cases when working with geographical information.
Metadata
In contrast to the commonplace and simplified definition, 'metadata is data about data', we have defined metadata as 'information that helps the user assess the usefulness of a dataset relative to their problem'. That is, in the context of uncertainty assessments, it should allow the user to determine data quality and fitness for their analysis or data integration activity. Necessarily this involves relating one view of the world, as encapsulated by the specification used for a particular dataset, to another or to the objective of the analysis (Ahlqvist 2004) . Assessing data fitness or suitability involves understanding data limitations (such as mismatches between user and data concepts) and quantifying the direction and magnitude of the uncertainties associated with integrating activities. In many cases environmental information supply is either a monopoly or an oligopoly and users do not have a choice about which dataset to use. Current metadata reporting does not give any information to the user about how to best exploit the data.
Whilst current metadata standards are adequate to guide assessment of technical constraints on data integration caused by Structure (raster to vector) or Scale (generalizations to lower level classes), they do not describe the concepts (ontologies) embedded in the data. Using the above definition they are inadequate: they do not facilitate user assessment of the applicability of the data to their problem; they convey nothing about the meaning of the data. Such information could include:
• The institutional (organizational) or epistemological context which gave rise to the data in the first place; • The commissioning (often policy-related) context of the data; • The experience of other users of the data.
Thus tools for user assessments that have been developed hitherto (e.g. Devillers et al. 2005) have to assume a perfect match between the concepts encapsulated in the data with those of the user application. They do not address one of the fundamental aspects of working with geographic information -it is relative, subjective and constructed.
Geographic Information -Origins and Use
The nature of geographic information and its increased use provide the context to expand metadata to include data concepts in order to make the link between uncertainty and data quality assessments.
The creation of geographic information is inherently relative. It involves the abstraction of the real world into some kind of data object and therefore results in information loss. There many choices to be made when constructing a geographic database -what to include, what not to include -for a number of data characteristics: granularity, scale, class numbers, class definitions etc. A complex specification usually guides the construction of geographic information in every case where institutions, e.g., Ordinance Survey, National Statistics, USGS, are involved. Every aspect of the construction contributes to the overall conceptualization of the real world that gets encoded into the database and each choice implicitly specifies some information loss. The degree of information loss depends on the application in hand.
The end result is variation, which requires far more than the simple class descriptions in order to understand. By way of example, consider how the concept of "Bog" changed between 1990 and 2000 land cover mappings of the UK. The 1990 Land Cover Map of Great Britain defined Bog in terms of standing water, permanent waterlogging, surface water and the presence of characteristic plant species (Myrica gale and Eriophorum spp.)
4 . In the Land Cover Map 2000 Bog was defined by peat depth greater than 0.5m 5 . The consequences of this change in conceptualisation are significant: for the 100km x 100km area (Ordnance Survey tile SK) in the English midlands there were:
• 12 pixels of 'bog' (<1 ha) in 1990;
• 120728 pixels of 'bog' (~75 km 2 ) in 2000.
It is worth noting that for both surveys the same class label was employed, the datasets were developed and constructed using similar remotely sensed data, by the same team from the same research institution.
The reasons for the change in construction of the class of 'Bog' are to be found in the different commissioning contexts of the 2 surveys (Comber et al. 2003) . The 2000 dataset specifications were much influenced by changes in a number of behind the scenes factors from 1990:
• As a response to national legislation as a result of the Rio Earth summit; • The shift of responsibility for the environmental away from the government to environmental agencies; • The dynamic interaction of those agencies, the government and interpretations of policy with the processes on the ground that could be discerned using remote sensed data.
This is all information that would help the user understand more fully the data they incorporate into their analyses, but which currently is not included in metadata reporting paradigms.
The issues described above are involved in geographic data construction; its subjective nature and changes in ontology between surveys are established phenomena. They have always existed: different information collected by different agents for different purposes record the same real world features in different ways related to different conceptualizations and ontologies (although not under those labels). What have changed are the specifications and the institutional context within which this variation in data exists.
First, obtaining spatial data traditionally was a lengthy process. It meant entering into a dialogue with the data producer who would be concerned about whether their data would be used inappropriately, about their reputation, that of the data and the results of the original studies for which the data was commissioned. It was then an iterative exchange of information between user and producer. Potential users of the data would themselves be experienced and aware of the issues highlighted above: they would be spatial data-literate.
Second, the situation today is different. GI and GIS applications are ubiquitous in the public realm (e.g. GPS, in-car Sat-Nav, etc). The number of explicit users of GI and GIS has increased as reflected in the presence of GIS departments in local, regional and national government, health authorities, GIS is starting to be taught in high school and not just as a specialist post-graduate activity. Similarly, many new areas (such as insurance assessments) and academic disciplines (from archaeology to microbiology), now routinely use GIS where previously they did not. Such users may not be aware of variation in geographic information and may not understand specific uncertainties of the data they incorporate into their analyses. Users may not fully understand what the data represents -its meaning or semantics -and they will assume that it fits their conceptualizations because of familiar class names and labels that apparently match their prototypical categories with those names (Comber et al. 2005b ).
Third, the number of applications and users are set to rise further with recent cyber infrastructure initiatives. The EU INSPIRE project seeks to make available "relevant, harmonized and quality geographic information to support formulation monitoring and evaluation of Community Policies" 6 . Similarly the development of the computing GRID is providing "pervasive, dependable, consistent and inexpensive access to advanced computational capabilities, databases, sensors and people" 7 . Broadly these cyber infrastructures and other eScience activities seek to connect users to spatial data without them having to go through the broker, the doorkeeper or the intermediary to the data and the process of dialogue that ensues.
Fourth, there has been a decline in the survey memoir as metadata. The book about the data describing the concepts and mapped features was always more interesting to researchers than the map it described, as noted by Fisher (2003) . Coupled with the increased ease of access to digital data (ftp, web-portals, etc), these developments bring with them a risk of opening a Pandora's box of issues that have previously never had to be explicitly addressed because they were known.
However, users have to be pragmatic and use the data that is available, despite the fact that the existing data was (usually) collected for a different purpose (and those purposes change over time). Metadata does not communicate the data producer's model of the world embedded in data and, consequently, users are invited to treat information (an interpretation) as if it were an objective measurement. The consequences and uncertainties of unknown mismatches between the (remotely held) data objects and those of the user will be far more profound than those due to positional or attribute accuracy. In this context, assumptions may not generally be reported as a caveat to the "results" of a report or research project. This keeps the customer happy and allows the user to be seen as a "good" researcher.
Linking Uncertainty, Data Quality and GI
The preceding sections have commented on the implicit relationship between Uncertainty and assessments of Data Quality, and have indicated that current metadata reporting is insufficient to explicitly link them. This is in part due to the constructed and subjective nature of much geographic information and in part due to the increased analytical dangers of data misuse due to increased numbers of users and the ongoing development of spatial data or cyber infrastructures. The questions that are thrown up buy this relationship are:
• How to provide appropriate information about the data such that users can either make informed decisions about which data is most suited to their analysis? • How to enable users to understand the limitations of the results of any analysis using that data? • How do we link uncertainty and data quality assessments to do this?
We believe that expanded metadata should provide information about the wider context of the data. It is instructive to review recent developments in thinking in the areas of uncertainty and data quality in spatial data.
Uncertainty
Early approaches to uncertainty in spatial data were concerned with 'error'. The focus was on the measures of data quality derived from the correspondence table (also referred to as the confusion matrix, data validation, correspondence table among others) and established a number of quality reporting paradigms: user and producer accuracies and the kappa statistic (e.g. Congalton 1991) . These describe how the data relates to an alternative source of information allowing predictions to be compared with observations. There 2 main problems associated with global correspondence approaches: first, they are aspatial assuming error to be evenly distributed across the data; second, there is an implicit assumption that the predicted and observed are compatible with each other which is often not the case. For example, most remotely sensed land cover products are 'validated' by comparison with field or aerial photography survey: it is the major paradigm for reporting on 'accuracy', providing terms for 'error' -called variously user and producer accuracies, Group 1 and 2 uncertainties, Type I and Type II errors -which are then used in probabilistic approaches for modeling uncertainty: Monte Carlo simulations, epsilon error bands, bootstrapping.
More recent work has seen a movement away from probabilistic assessments of error toward uncertainty approaches that place greater emphasis on assessments of conceptual and semantic data aspects. Approaches based on formal ontologies (Frank 2001; Pundt and Bishr 2002) and concepts of interoperability (Bishr 1998; Harvey et al. 1999 ) have identified differences in semantic concepts as the major barrier to data integration. This has had as its focus a concern with the "what it is we are measuring" and necessarily draws on the work describing the indeterministic nature of many geographic features or objects (Burrough and Frank 1996; Smith 2001; Smith and Mark 2001; Gahegan and Brodaric 2002) . The concept of 'fuzzy objects' has been explored by different authors for example by Cheng (2002) for the concept of a 'dune'. Dunes are well defined (that is, they have a strong "what") but are difficult to precisely locate (that is they have a weak "where"). Other geographic objects are more relative. For example defining and locating land cover classes (e.g. forest) is more difficult as they have a weak "what" and are difficult to locate because they have a weak "where".
Issues of indeterminacy and relativity, relating to different data conceptualizations, object definitions and semantics have been further discussed in relation to ontologies (Argawal 2005) . For the uncertainties associated with specific integration problems (Gahegan and Ehlers 2000; Comber et al. 2004; Feng and Flewelling 2004; Comber et al. 2005c) , applying an understanding of the definitional and conceptual aspects of the data has allowed more representative assessments uncertainty to be made.
Data Quality and Uncertainty
The objective in both reporting data quality (through metadata) and in much uncertainty research is to enable users to assess the limitations of using a particular dataset. As it is difficult to anticipate every use case, any producer oriented data quality description will at some point be found to be inadequate. As a result of this paradox Chrisman recommended that the need for user experience of the data be included in the specification of data quality in the original report from the standards committee (DCDSTF 1988) . This was not included in the final specifications for the Spatial Data Transfer Standards that were included in the metadata content standards (FGDC 1998) . This omission has been propagated through most standards specifications, despite the fact the need for user assessments were first identified in the draft standards in 1988. The FGDC metadata specification was an operationalized version of what came out of this committee (Chrisman, pers comm.)
The 'Big 5' have dominated data quality reporting, standards (e.g. STDS 1994; FGDC 1998) and reference texts (e.g. Guptill and Morrison 1995) . Work describing the use of data quality parameters in actual applications is rare. DeBruin and Hunter (2003) describe an approach for assessing the value of different decisions about agricultural payment to farmers. A financial value was derived from the time stamp of remote sensed used to determine if a field was ploughed before a certain date, and the relative cost of inspecting it. DeBruin et al. (2001) describe an application that assesses the value of two DEMs with respect to the extent they control an error process for determining the volume of sand required to build a new port area. There is an "expected value of control" from being able to control how any uncertainty such as data positional accuracy / error resolves. In both of these examples, decision analytical techniques [a cost benefit analysis in DeBriun and Hunter (2003) and an expected value of control in DeBruin et al. (2001) ] are used to make an informed trade-off between the improved decision quality and increased cost. That is, a real value is placed on the somewhat uncertain decision to use the data or not. In neither case is the quality measure of the information expressed in terms of any of the STDS / FGDC concepts. Rather an explicit value is placed on the assessment of uncertainty in using spatial data in the context of decision making.
Recommendations and Conclusions
In this paper we have identified a number of hitherto separate developments: increased use of spatial data, the ubiquity of geographic information applications, increased access to spatial data through cyber infrastructures and a decline in the tradition of metadata reporting (the survey memoir). In parallel we note a number of spatial data characteristics:
• Data are collected for all sorts of reasons, but we can't predict future use or value; • The "real" metadata often resides with the individual scientist (and often only in their memory); • There is increasing pressure on commercialization, IPR, "spin-offs" etc.
which reduces desire to collaborate / cooperate; • There is a naive belief that technology (e-science, grid) makes data integration trivial.
We have argued that in order to facilitate more robust data usage (i.e. reuse and appropriate use) and metadata needs to be expanded to link data quality and uncertainty assessments. A recent workshop on Activating Metadata for geographic information proposed that metadata be expanded to include the data semantics and conceptualizations and user generated metadata. The workshop outcomes identified the steps needed to do this:
1. Expansion of metadata slots to include free text descriptions of the data; 2. Development of text mining tools to populate slots; 3. Development of tools to mine metadata so created for matches between user application and data ontologies.
The provision of 'free text' based metadata slots would allow information such as transcripts of interviews or recordings given by the data producers on their understanding of the data and crucially data users on their experience of the data to be included in metadata. This acknowledges, firstly, that the provision and analysis of expanded metadata has a time and cost overhead for data producers. Secondly, that theirs is not the only valid experience of the data. Thirdly, that much of the information of interest to potential data users relates to the nuances and subtle verbal data descriptions. This is difficult to formalize and summarize in manner that will fit every potential user and to do so would be to impose a de jure limit to the data use.
The expansion of metadata ought to be complemented with the development and provision of tools to allow users to determine the usefulness of a dataset relative to their problem or application. Semantic web technologies offer platforms that would enable tools to match data provision (through INSPIRE, Grid and other cyber-infrastructures) with user applications and tasks through assessments of quality, semantic similarity and currency.
Such data services are needed to enable users to better identify the shortcomings and uncertainties of using 3 rd party data in the context of expanding and increasingly pervasive cyber-infrastructures. Grid projects for instance have hitherto focused on large scale processing and data access rather than services. Data services are needed if wider use of cyber-infrastructures and spatial thinking is to be encouraged in fully operational environments (e.g. eGovernment or industry) and to facilitate a significant expansion of the transfer of Grid research. Automated tools for populating and mining metadata are essential to bridge the current gaps in the provision of joined-up, underpinning and spatially focused data infrastructures. This is important for a new tranche of spatial data users to ensure that they avoid conceptual mismatches between the user and data ontologies (Ahlqvist 2004 ) that they are able to assess the suitability of data for their use and that they are able to understand and assess uncertainties associated with any integrating activity.
If the benefits of the new cyber infrastructures for spatial data are to be realized then we need to expand metadata and to develop tools to allow users to assess data fitness for their application. Work to develop tools to populate and mine expanded metadata (user experience, deeper producer understanding) is ongoing.
