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It is known that if P is any polynomial of degree <n and m(x)=cxk is a 
monomial of best approximation to P in L,[a, b] among all monomials of degree 
> n, then 
(i) if p = co, no upper bound for k exists, and 
(ii) if 1 Qp < co, there is K, = K,(a, b;p) (independent of the polynomial P) 
such that 
The proof of the existence of the upper ‘bound K, is not constructive. In 
particular, with M, denoting the best bound K, (i.e., M, is the infimum of all K,, for 
which (*) is true), no estimate for M, is available (for a general p). In this paper we 
have considered approximation by quasi-monomials cxk (i.e., k is real and an). We 
have obtained estimates for M, for the case of the L,-norm on the interval [0, 11; 
our main result is 
0 1989 Academic Press, Inc. 
I. INTRODUCTION 
The problem of approximation of polynomials by monomials was first 
investigated by B. M. Baishanski as a converse of G. G. Lorentz’s problem 
of approximation of ?’ by certain polynomials [ 11. 
In [S] G. G. Lorentz conjectured the following: Among all polynomials 
of the form p(x) = Cf= i uixkZ (0 < I, < k, . . < k, < N), where s is a fixed 
integer -C N, the polynomial of best uniform approximation to x”’ has 
powers k,=N-s, k,=N-s+l,...,k,=N-1. 
* present address: Department of Mathematics, Moorhead State University, Moorhead, 
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This conjecture was proved by I. Borosh, C. K. Chui, and P. W. Smith 
[S]. They proved the following more general result: 
THEOREM. Let N, I, and k be fixed positive integers such that I < N and 
1 <k. Let 1,) . . . . A, be integers uch that 
0~;1,<...</2,<N<1,.,<...<~,. 
Among all polynomials P(x) = Cf= I a,x”‘, the polynomial of best uniform 
approximation to xN on [0, l] has powers 
N-I, . . . . N- 1, N+ 1, . . . . N+k-I. 
In [lo] P. W. Smith gave a proof (based on an observation of 
A. Pinkus) of the above result in any L,-norm, 1 dp Q co. See also [4,9]. 
If the above problem of Lorentz is inverted, namely, if xN is replaced by 
a polynomial P of degree < n and P is approximated by monomials 
m(x)= cx’, ka 1, th en an analogue of the above result will not hold; 
for example if P(x) = xN - [N/(N+ l)] xN- ‘, then among all monomials, 
the monomial of best L,-approximation to P on [0, l] has power 
=3N+ 1 [l]. 
This led B. M. Baishanski [l] to the question of the existence of an 
upper bound for the best approximating monomials if P runs over the set 
of all polynomials of degree < n. 
In [l] Baishanski stated the following general result and proved a 
special case of it, namely: 
Let I be a fixed positive integer. If P is a polynomial of degree <n 
and Q(x) = CL=, ckx’k(p) is a polynomial of length ~1 (the length of 
a polynomial is the number of its non-zero coefficients) of best 
approximation to P in L,[a, b], - cc < a < b < co, among all polynomials 
of length d I, then 
(i) if p = 00 and 21 <n + 1, no upper bound for 1,(P) (we assume 
A,(P) < . . . < A,(P)) exists, and 
(ii) if 1 <p < co, there is K, = K,(a, b; I, p) such that 
A proof of (i) and the special case of (ii) when p = 2, [a, b] = [0, 11, and 
I= 1 is given in [ 11, and a proof of (ii) is given in [2]. In fact, stronger 
results were obtained in [2]; for example, 
THEOREM. Let S be a set of non-negative integers, and denote by n,- I(S) 
(12 1) the collection of all polynomials of length d 1- 1 with exponents 
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chosen from the set S. Let K be a compact set in L, [a, b] - co < a < b < 00, 
16p< 00, such that 
Knn,-,(S)=b. 
(i) C,,sl/(s+l)=cc and, in case p=l, measure{x:f(x)= 
g(x)} = Ofor eoery f E K, g E z,- I(S), or zf 
(ii) every function in K is analytic on [a, b] and, in case a = - 6, S 
contains infinitely many odd and infinitely many even integers, 
then there exists d = d(K, S, 1) such that, if f E K and P is a best 
approximation to f in n,(S), then deg P < d. 
This is a pure existence theorem. The proof is not constructive and it 
gives no information about the value of d. 
The question arises of obtaining an estimate of the degree of a best 
approximating polynomial of length < 1, when a polynomial of degree < n 
is being approximated. It is natural to restrict ourselves to a simple case, 
first, and we do this in this paper. Namely, we consider only the L,-norm 
on [0, 11, we consider only the length 1= 1, and instead of approximating 
by monomials cxk, k a non-negative integer, we approximate by quasi- 
monomials cx’, t real and an. 
The results in this paper are from the author’s doctoral dissertation 
written under the supervision of Professor Bogdan M. Baishanski at the 
Ohio State University. 
II. NOTATION AND THE MAIN THEOREM 
n, denotes the set of all real polynomials of degree < n (n 2 0). If K is a 
set of real numbers, then I/ . II K denotes the uniform norm on K. (1. II 2 
denotes the L,-norm on [0, 11. 
For PETC, and t> -4, 
E(P, t)=inf 11 P(x)- cx’I/~. 
c 
E,(P)=inf{E(P, t): t&y, t> -4) 
M,(P)=sup{t: E(P, t)=E,(P), t2y, t> -f> 
M,,=sup{M,(P): P f 0, PElL,} 
M,=M,?Z. 
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It is easy to show (Lemma (4) below) that M, -C 00. Therefore M, can be 
defined directly by the following two properties: 
(i) If P is a polynomial of degree < n, and if among all quasi- 
monomial cx’, c real, s real, s 2 n, the quasi-monomial cOxso provides a best 
approximation to P in L, [0, 11, then s0 GM,. 
(ii) If K-CM,, there exists a polynomial P of degree < n and a 
quasi-monomial of degree greater than K which is a best approximation to 
P in L, [0, I] among all quasi-monomials of degree 2 n. 
Our main problem is to give an estimate for M,. 
THE MAIN THEOREM. For all n > 1 we have. 
$(n + 1)3 GM, < 6(n + 1)3. 
Remarks. (1) M,(P) is well defined, since the set { t : t E R, t B y; 
Jw; t) = E,(P)} is non-empty. This follows from Lemma (4) below 
because E(P; t) attains its infimum E,(P). 
It also follows from Lemma (4) that the supremum in the definition of 
M,(P) is attained. 
(2) Mn,, is finite. This follows from Lemma (4), and our proof of the 
main theorem depends essentially on this fact. 
(3) Since M, y is an increasing function of y, the inequality 
M,,,, < 6(n + 1)3 
holds for all y, - f < y < n, in particular for y = 0 and y = - f. However, it is 
an open problem whether Mn,0 or M,,-1,2 are still bounded below by a 
constant multiple of (n + 1)3. 
(4) For fixed n and y, Mn,? can be computed numerically. For 
example, let 
A 
vn(X)=~;=o [(2k+ 1)x+ 1,’ 
let T, be the unique manic polynomial satisfying 
II V,,TnIIro,i,=inf : (c 0, . . . . 
ml1 
and let ~~=rnin(<~ [0, 11: I V,,(r) T,(t)/ = )I V,T,,II,o,,,}. Then it is easy 
to see, using a lemma of Saff and Varga [S] (stated before Lemma (6) 
below), that 
P”=P”.o, 
64015911 
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where pn,o is as defined in Corollary (2); namely 
for some P E (7c, - { 0} )}. Therefore, using relation (17) from Corollary (2), 
we obtain 
Mn,,,=f (i- 1). 
n 
Using a Remes algorithm, we can determine the polynomial T,, and thus 
p, and M,,,. This way we obtain the following numerical values: 
n Mm.0 M,ol(n + 1 J3 
1 5.82 0.7276 
2 21.81 0.8076 
3 52.63 0.8223 
4 103.09 0.8167 
5 175.15 0.8109 
6 276.04 0.8048 
I 409.06 0.7989 
8 578.45 0.7935 
9 788.51 0.7885 
10 1043.80 0.7842 
11 1348.48 0.7804 
12 1706.95 0.7769 
13 2123.54 0.7739 
14 2602.57 0.7711 
15 3148.37 0.7686 
16 3765.28 0.7664 
III. PROOF OF THE MAIN THEOREM 
1. General Remarks 
There are two crucial steps in the proof of the main theorem. 
The first crucial step (Theorem (1)) is the transcription of the original 
problem as stated above into the following form: 
Let 
W”(X) = 
42x+ 1 
n;=,(x+k+l)’ 
&=sup{t;(P, W,): P f 0, PEG}, 
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where 
Give an estimate for 4, . 
This step makes possible the use of the techniques developed in the 
studies on incomplete polynomials. For example, with some modification 
and adaptation (including a correction) it is possible to follow the method 
of Lorentz [S], i.e., by using: 
(i) the formula 
lim ~‘,(f; ‘) -f(t) = -jl’(t) 3 
r-1- l-r 
valid for smooth periodic function f (here gr(f; t) is the Poisson transform 
off, and 7 is the conjugate function of J); and 
(ii) the following lemma of Rahman and Schmeisser [6]. 
LEMMA. Let P E rc,, and let M(x) be a continuous positive function on 
some interval [a, b] such that 
1 P(x)/ Q M(x) for all XE [a, b]. 
Then, for c > b, we have 
IP( 2+erp{& 
1 2=(1-r*)logM((b+a)/2-((b-a)/2)co~t)~~ 
1 + 2r cos t + rz 
where r=J-JR,b=(2c--b-a)/(b-a). 
The second crucial step resides in Lemma (7), which we have derived by 
explicitly fmding the Chebyshev polynomials for the weight x on [0, l] 
(Lemma (6)). 
Lemma (7) makes it possible to replace the weight x by the weight 
W,(x) and so to construct a counterexample, which gives a lower bound 
for M,. 
One of the main results proved by Lorentz in [S] is the following: 
THEOREM. For each 0 < 8 < 1, there is 0 < 6 -C 1 with the following 
property. If polynomials 
P,(x)= f akxk, s2ne, 
k=s 
640/59/l-2 
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defined for infinitely many n, satisfy I P,(x)1 d M, 0 sz x < 1, then P,(x) -+ 0 
uniformly on [0, S]. 
The set of all polynomials of form (1) will be denoted by I, (this 
notation was used by Saff in [7].) 
Lorentz defined d(B) to be the supremum of numbers 6, for which the 
above theorem is true, and he proved that d(8) > e2 [S]. 
Our proof of the upper bound in the main theorem is an adaptation of 
Lorentz’s proof of the inequality d(0) 3 8* in [S]. However, that proof, as 
presented in [S] contains, in its final part, a serious gap (or error). 
Namely, Lorentz shows that an estimate of the type 
lim .L log I P,(x)1 B A(r, a) + o( 1 -r), r+ 1, (*I n+con 
holds for a sequence of polynomials P,, for each 0 <a < 8*, where 
0 < r < 1, A(r, a) < 0, and r + 1 as x + a. He concludes, “it follows that for 
each a < e2 and some E > 0, P,(x) -+ 0 uniformly on [a - E, a]. By “induc- 
tion in the continuum” we obtain P,(x) + 0 on [0, 0*).” (There is a mis- 
take in this which is easy to correct. Polynomials P, converge uniformly on 
the interval [a - E, a - s/2], but not necessarily on [a - E, a].) 
The serious gap (or the error) is in the implicit claim that E can be 
chosen independently of a. Analyzing the derivation of formula (*), we see 
that the o( 1 - r) term in (*) comes from estimates of derivatives of 
functions log( (1 + a)/2 + (1 - a/2) cos t), and so it is not even plausible that 
the o-term is uniform for a in a neighborhood of zero. 
We can, however, salvage this proof of Lorentz in the following way: 
first we apply another theorem of Lorentz (Theorem 5 in the same article, 
[S], which we stated above) to show there exists 6 > 0 such that P,(x) con- 
verges uniformly to zero on [0, S]; then we show that for all a, 6 6 a < tI*, 
there is E >O (independent of a and dependent only on 6) such that P, 
converges uniformly to zero on each interval [a - E, a - c/2]. 
This method in which we corrected Lorentz’s proof was essential for our 
proof of the upper bound in the main theorem. 
2. Preliminary Results for the Proof of the Upper Bound. 
One step of Lorentz’s proof of the inequality d(0) 2 t3* is showing that if 
f(t)=log 
( 
+os t+T), a > 0, 
then 
e:(S; f) =f (2) - (1 -r)(f)’ (t) + o(l -r), r+l- (3) 
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and 
(7,’ (x) =; [; [f’(x - t) -f’(x + t)] cot f dt, (4) 
where gr(f; t) is the Poisson transform off at t, 
and 7 is the conjugate function off, 
f(x) = & 1; [f(x - t) -f(x + r)] cot f dt. 
Lorentz’s proof of (3) and (4) works, not only for the particular function 
(2), but for a wide class of functions. However, for the proof of the main 
theorem we need more precise results, including an estimate of the remain- 
der term in the following lemma. 
LEMMA (1). If f is a periodic function of period 2a and has a bounded 
fourth derivative, then for all t and all r E [0, 1) we have 
%:(L t) =f (t) - (1 -r)(f)’ (t) + (1 - r)2 H(f; r, t), (5) 
where 1 H(f; r, t)l < M= max, ( f (4)(t)l. 
Prooj: Let ck = (1/27r) @‘f(t) epik’ dt, k = 0, + 1, + 2, . . . . Integrating by 
parts four times we obtain, 
(C&J <&p 1 fc4’(t)l dt+$, 
2xlkl o 
k=+l +2,.... - 7 - 
So if we let C,(t) be the general term of the Fourier series off (C,(t) = co if 
k=O, Ck(t)=ckeik’+c-ke-“‘, k>O), then 
I C,(t)1 G$, k = 1, 2, . . . 
and 
f(t)= F C,(t). 
k=O 
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Since Pr(f; t) = CFzO ?C,(t) for r E [0, l), then for r E [0, 1) we have 
%:(f; t) -f(t) 
l-r = - k;, C,(t) 3 
= -kg, (rk-‘+.“+r+l)ck(t). (6) 
Since f is differentiable, 7 is bounded, and so it is integrable. Therefore, 
(see [ 111, p. 156), the Fourier series of 7 is 
m 
-i c (sgn k) ckeikr, 
-m 
and since 1 ck I < M/l k I 4, this Fourier series converges uniformly, and so we 
have 
T(t)= -i f (sgn k) ckeikt at every t. 
--a; 
Also, the differentiated series is uniformly cnvergent, thus 
(f)‘(t)= -f Ikl ckeik*= f kc,(t). 
-m k=l 
(7) 
From (6) and (7), and for r E [0, l), we have 
‘(Alt!~f(r)+(f)‘(t)= - f [rk-‘+...+r-(k-l)]Ck(t). 
k=2 
We write 
rkpl+...+r-(k-1) 
=(rk-l--l)+...+(r-1) 
=(r-l){rk-2+2rk-3+...+(k-2)r+k-1} 
= (r - 1) uk(r). 
Therefore, for r E [0, 1) we have 
%:(A t) -f(t) 
l-r + (7)’ (t)=(l -r) f ak(r) cklt). k=2 
(8) 
Since luk(r) c,(t)1 < ((k- 1)/k3) M for rE [IO, l), the series in (8) 
converges uniformly in t and r. 
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Let H(S; r, f) = Cps2 adr) Ck(f). 
LEMMA (2). rf f is periodic of p eriod 271 and has a bounded second 
derivative, then (4) holds, i.e., 
(7,.(x,=&j; L.f’(x-r)-f’(x+r)]cot;dt. 
Proof From the definition ofx we have 
7(x)=&j; Cf(x-I)--f(x+t)]~ot;df 
f(x A- t) cot ; dt. 
So integrating by parts and noting that [S(x f E) -f(x - E)] log sin(&/2) 
+ 0, as E + 0 we get 
It follows that 
7(x + h) -f(x) 
h 
=L 
f 
r f’(x+h+t)-f’(x+t) 
n -77 h 
Since 
f’(x + h + t) -f’(x + t) 
h 
d max 1 f”(t)/ = M, 
and log ( sin(t/2)/ is integrable, then by the Lebesgue dominated 
convergence theorem, we have 
lim f(x + h) -f(x) 
h-0 h 
1 n =- 
s 
lirn f’(x ’ ’ ’ h, -f’(x ’ ‘) log sin f dt 
71 -,h-0 h I I 2 
=k,” f”(x+ t) log 
R 
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= -&jr 
L 
f’(x+t)cot;df 
= & 6 [f/(x - t) -f’(x + t)] cot ; dt. 
Remark. Lemma (2) is just saying that, under certain conditions, the 
derivative of the conjugate function is the conjugate of the derivative of the 
function, i.e., 
y’(t) = (y)‘(t) at every t. 
LEMMA (3). Let f(t) =log(A - Bcos t), A > 1 BJ. Then for TE [0, 1) we 
have 
9$(f; n) = log@ + B) + (1 - r) (&z-l, 
+ (1 - r)* H(A, B; r), (9) 
where 1 H(A, B; r)l < CdW4 (C is an absolute constant) provided 
l-IBI/A>6, 6>0. 
Proof Since f satisfies the hypothesis of Lemma (l), then by (5) we 
have 
and 
$:(A n) =f(nn) - (1 - r)(f)‘(n) -t (1 -r)* H(f; r, ~1, 
I H(f; I, ~11 6 mfx I fc4)(t)l. 
We will use H(A, B; r) in place of H(f; r, z) since H(f; r, rr) depends on A, 
B and r. 
Since f(z) = log(A + B), (9) will follow if we show that (f)‘(z) = 
1 - ,/(A - B)/(A + B), and 
max ) fc4’( t)l < C6 -’ whenever 1 - !! > 6 
, A” 
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By Lemma (2), 
(j)‘(n) =&j; [f’(n - t) -f’(n + t)] cot ; dt 
B x 
s 
sin t =- cotfdt 
z o A+Bcost 2 
1 
~Z+(A++)/(A-B)+z? 
du 
Since 
we get 
f’(t) =3L sin t 
1-IIcost’ 
A=$ 
P(A) 
.P4’(t) = (1 _ A cos t)4’ 
where P(A) is a polynomial in 1 (with coeffkients trigonometric 
polynomials in 1). Then since 1 ,I 1 < 1, we have max 1 ft4’( t)l < 
C(l- 1/q-” 
So if l- IBI/Ag6, then IH(A, B;r)l <GF4. 
THEOREM (1). Let P E x,, . There exists a polynomial Q E rt, such that, for 
t> -f 
E(P;t)=llPll:-{U,(t)Q(t))2, (10) 
where 
Moreover, 
(i) the mapping P --, Q is a bijection on 7~“. 
(ii) Q(x)=x;=, (P’k’(0)/k!)n~=o,i+k(x+i+ 1). 
(iii) P(x)=C;=,(-l)k(Q(-k-l)/k!(n-k)!)~k. 
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COROLLARY (1). There are bijections P -+ R and P + S on 71, such that 
= I(P)4”+’ (W,(x) R(x)}*, x>O, (11) 
where 
W,(x) = 
J;; 
n;=,(x+2k+l) 
and 
E(P,~)=llPll:-4”+1 {V,(Y)S(Y)}*, y>O, (12) 
where 
J 
V”(“)=n;.=O [(2k+ l)y+ 11 
and 
Proof of Theorem (1). Let P(x) = C;=O akxk and t > - $. By definition, 
E(P; t) is the square of the the L,-distance from P to the subspace spanned 
by x’, so by the well-known distance formula in inner product spaces, we 
have 
GW, PI 
E(P; t) =-, 
GW) 
where G(f,, . . ..f.) is the Gram determinant on {fl, . . ..f.,,}. This gives 
E(P. t)- IIW lIx’ll:- (X’Y p>’ 
7 - 
II x’ II ; 
We write 
(14) 
i#k 
Then from (13) and (14), since ak = Ptk)(0)/k!, the formulas in (10) and 
(ii) follow. 
In (ii), if we let x= -j- 1, we get 
Q(-j- I)=? . fi (i-j)=(-l)jP(j)(O)(n-j)!, 
i=O 
i#j 
from which (iii) follows. 
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Finally, the bijection follows from (ii) and (iii). 
LEMMA (4). Let E,(P)=inf{E(P; t): tES}. 
(i) For any set S, SG (t: t > -t}, there are constants c, = c,(S) and 
L, = L,,(S) such that if P E IT, and P & 0, then 
E(P; t) > E,(P), for tESn[(X:X<C,}u{X:X>L,}]. 
(ii) If S is relatively closed with respect o {t: t > -&}, then for every 
P E TC, and P f 0, there is t E S such that 
E( P; t) = E,(P); 
i.e., the best approximation exists. 
Proof Let P(x) = C;=O aixi and P $ 0. We may assume that 11 P )I 2 = 1, 
so there is a constant K(n) such that 
141 <K(n) for k = 0, . . . . n. 
If 
then 
I FAf)l d (n + 1) K(n) t+l for t> -i. 
The last inequality implies that lim f _ _ 1,2 Fp( t) = 0 uniformly for P E q 
and jIPjI,=l, and lim,,, Fp(t) = 0 uniformly for P E rc, and )( P II z = 1. 
Therefore, there exist c, = c,(S) and L, = L,,(S) such that 
IFP( < IIFPIIs if tESn[{x:x<c,}u{x:x>L,}] (15) 
(recall that II FPIIS=~~~tsS If’Af)l). 
Since, E,(P)=inf{E(P; t): teS>, then by (13) we have, 
Thus, (i) follows from (15) and (16). 
If S is relatively closed with respect to {t : t > - t}, then since Fp & 0 
and lim I+ -1/2Fp(t)=lim,+, Fp(t)=O, (ii) follows by the continuity 
of -Fp. 
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COROLLARY (2). For y > - 4 and P E n,,, let 
~,~~~=~~~{5:I~~~~~~~5~l=II~,~IICy,oo~r5~~~, 
5y~~~=~~~(4:I~~~5~~~5~l=II~,~II~Zy+I,m~,~~~~+~~, 
~~(P)=min 
i 
t: ~,(5)P(5)1 = II ~,,~llro.li127+l~l’0Q~~~ 
I,,=sup{A,(P): P & 0, PM,}, 
5,,,=~uP{s,(f?:p g O,PET), 
and 
P n,y=inf{&P): P f 0, PENCE}, 
where U,, W,, and V,, are as defined in Theorem ( 1) and Corollary ( 1). 
Then 
(17) 
Remark. By the lemma of Saff and Varga [8] (stated before Lemma (6) 
below), we can replace the sup in the definition of I,,, and t,,, by max and 
the inf in the definition of pn,a: by min. 
ProoJ: We show the first equality in (17), the rest is obvious. . 
By definition E,(P) = max {E(P, t): t > y, t > -i}. 
So by (lo), we have 
E,(P)=E(P; t) ifandonlyifl u,(t)Q(t)l = II UnQll[,,mo,. 
Since M,,, =sup{<Zzy:E(P,~)=E,(P) for some PE(~,,-{0})}, and 
since the mapping P + Q is a bijection on n, by Theorem (l), the first 
equality in (17) follows. 
LEMMA (5). Let a = 2n + 1 and b > 12(n + 1)3. 
(i) There exists pL, > 0 such that, 
(18) 
(ii) For c>b,6=(2c-b-a)/(b-a), andr=6-d=, we have 
l-r<m. (19) 
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Proof (i) Let b, = 12(n + 1)3, and 
We have 
8-d 
= - < 0.498 
0 
so pn 2 0.002. Since 
is decreasing in b, (18) follows. 
(ii) l-r = l-S+JZi = JKi (J&Z-JZi) = JKi 
(2/(J6+1+ Jzi)). S’ mce a-1=2(c-b)/(b-a) and s+l=(c--a)/ 
(b-u), we have 
l-r=J&+= 
But c-~>12(n+1)~-2n-1>4, so l-r<-. 
3. Proof of the Upper Bound 
We will prove that 
M,d6(n+ 1)3. 
Recall that M, = M, n. 
By Corollary (2), AI,,, = (r,,, - 1)/2. So we need to show that 
t,,, < 12(n + 1 )3 + 1, 
(20) 
where <,,, is as defined in Corollary (2); namely, <,,, = max{ 5: ) IV,,(~)1 = 
II wnp II CZn+,,mj for some PE (TC, - {0})}, where 
Wfsx) = J;; 
n;=o (x+2k+ 1)’ 
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Thus, it is clear that, to prove (20), it is enough to prove the following: 
If PEG, F,(x) = W,(x) P(x), and II F,, I/ C2n + ‘, mj = 1 then 
I F,(t)1 < 1 for 5 > 12(n $ 1)3. (**) 
The proof of (**) will follow from (i) and (ii) below. 
(i) By Lemma (4), there is L, such that if 5 > L,, then I F,(c)/ < 1. 
Since if L, < 12(n + 1)3, (20) holds, so we assume that L, > 12(n + 1)3. 
(ii) There is E, >O dependent only on n such that if 
12(n + 1)3 < b 6 L, and c E (6, b + E,), then (F,(c)1 < 1. (Observe that 
{c:12(n+1)3<c~L,}cU{{c:b<c<b+q,}:12(n+1)39 
bdL,}.) 
So we let F,, be as in (**) and L, as in (i), then we have 
I F&)l G 1, x>2n+l 
i.e., 
I P(x)l GM(x), x>2n+l 
where 
M(x) = 
1 
-=x-“2 fi (x+2k+l). 
W,(x) k=O 
In particular for 6, 12(n + 1)3 <b < L,, 
I P(x)l d M(x), XE [2n+ 1, b]. 
By the Rahman-Schmeisser lemma (stated above), we have for c > b, 
,P,c~,.~~~,j~(logM(~-~cos(.));~)~, (21) 
where r = 6 - Jfi, 6 = (2c - a - b)/(b -a), and a = 2n + 1. Since 
b+a b-aces t 2-2 
> 
+ i log 
b+a 
2 +2k+l-- 
k=O 
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then if we set, 
fo,&)= -;I,,(+~cos, and 
> 
for j = 0, . . . . n, 
we have 
so we have 
+~cos(-)); n) = ‘i’ gr(fk,b; n). 
k=O 
(22) 
Each fk,b is of the form 
fk.dt) = Ck lo&A, - Bk cos t), 
for some A,, B,, and ck, where Ak and Bk depend on 6. In particular, 
(23) 
if k=l,...,n+l 
since B, = (b - a)/2 and Ak > (b + a)/2 for k = 0, 1, . . . . n + 1; then 
for k=O,...,n+l. 
But b < L,, SO if we let 6, = 2a/(L, + a), then 
>,6”>0. 
Thus, by (9) we have 
%(fk,b; n, = Ck lOg(A,+B,)+(l-r) 
[ 
+(1-r)2f&$,B,;r) > 1 
(24) 
(25) 
where (H(A,, B,; n)I 6 c6i4. 
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So if we let K,, = (n + 2) C6i4, then substituting (25) in (22) gives (notice 
that K, is a constant that depends only on n), 
log(A,+B,)+(l-r) 
+(l -r)%,. 
Substituting the VdUeS Of Ak, Bk, and Ck from (23) in the last inequality 
gives 
b+a b-a 
~-~cos(.) 
< -log&+ f log(b+2k+ l)+(l -r)‘K, 
k=O 
Since 
F”(C) =P(c) & n;=,(c+2k+ 1)’ 
then 
log IF,,(c)1 <log [P(c)1 +log& f log(c+2k+ 1). 
k=O 
Therefore, by (21) and (26), we have for c > b, 
log I F,(c)1 < --n log r + log &$o14;:z) 
+(1-r) - 
rJ 
++ -f 
kc0 LZZI 
+(1-r)*&. 
Using formula (18) in Lemma (5), and removing the negative terms 
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-((l -r)/2),,/ajb and -log((c+2k+ l)/(b+2k+ 1)) for k= 1, 2, . . . . n, 
then for c > b, the last inequality gives 
log 1 F,(c)1 < --n log r + log &log(~) 
+(l-T)(-n-/&)+(l-@K,. 
Since ,/$ < (c + l)/(b + 1) for c > b > 1, the last inequality gives, for 
c > 6, 
log(F,(c)J~-nlogr+(1-r)(-n-~“)+(1-r)2K,. (27) 
Now by (19) in Lemma(5), for c>b>12(n+l)‘, we have 
l-r<@. So, if E<; and cE(b,b+&), then 1-r<,,6<f, and so 
-log r < (1 - r) + (1 - r)2 K where K is a constant independent of E if E < a. 
Using this estimate for -log r in (27) gives the following: For every E < a 
and b E [12(n + 1)3, L,], we have for c E (b, b + E), 
From the last inequality, it follows that, there is E, <a such that if 
12(n + 1)3 <b < L, and CE (b, b + E,), then ) F,(c)1 < 1. 
This completes the proof of the upper bound. 
4. Lemmas for the Proof of the Lower Bound 
In this section we will find a counterexample which proves the lower 
bound for M, in the main theorem. 
By the following Lemma of Saff and Varga [8] and Corollary (2), the 
best counterexample would be the Chebyshev polynomial of weight 
& 
vn(X)=l-J;=o [(2k+ 1)x+ 1] 
on the interval [0, 1/(2n + l)]. 
LEMMA. Suppose the weight function W(x) E C [0, l] satisfies W(0) = 0 
and W(x) > 0 for x E [0, 11. For each n, let 
n-1 
P,*(x) = P,*( w; x) = xn - 1 c*xi 
i=O 
be the unique extremal polynomial for the Chebyshev problem 
ill ( 
n-1 
inf W(x) xn- 1 cixi I : (c 0, ..*, L,)ER” 5 i=O co.11 1 
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and set 
5: = min {x E (0, 11: I W(x) P,*(x)1 = II WC II ~0,~jI. 
If P(x) is any real Lacunary polynomial of the form 
P(x) = f b,XP’ 
i=O 
then 
’ p(x)l G II 
11 wpll co.11 1 p,*(x)l ) 
we II co, 1, 
forall O<x<t,*. 
Consequently, if 5 E (0, l] satisfies ) W(T;) P(l)\ = 1) WP)) co,lI, where P f 0 
and is of the above form, then 
Unfortunately, it is not easy to find the general formula for the 
Chebyshev polynomials for the weights V,,, n > 1. For this reason, one can 
use a simpler weight to work with, which can be replaced by V,; and this is 
what we do here, we use the weight W,(x) =x for all n. 
LEMMA (6) (Explicit Form of the Chebyshev Polynomial for the Weight 
x on [0, 11). Let T,(x)=x”-C”,$~~x~ be the unique polynomial such 
that 
ill ( 
n-1 
((xT,(x)((r,,,,=inf x xn- 1 ckxk 
11 
: (c 
k=O IO.11 
Then 
m(x)= fi (X-Xi), 
i= 1 
where 
1 “y;=- 
2 { 
l-L+(l+s.)cos(~~)} 
and 
< = 1 - cos((7clW + 1)) 
n 1 + cos((rr/(2(n + 1))’ 
Remark. The system {x, x2, . . . . x”} is not a Haar System on the interval 
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[0, 11; however, by a generalization of Chebyshev’s theorem, the 
polynomial XT,(X) in the statement of the lemma is unique and has the 
alternating property [ 11, footnote on p. 561. 
Proof: Let en= IIx~n(x)ll~o,l~. By the alternating property, /XT,(X)/ 
attains its maximaum e, at n + 1 points in (0, 11. So XT,(X) has n + 1 
distinct zeros in [O, 11. Since XT,(X) has at most n + 1 zeros, then the n + 1 
distinct zeros of XT,(X) are contained in [0, 1). It follows that IxT,(x)l is 
decreasing on (- co, 0), and if c is the largest zero of x7’,(x) then I x?-,,(x)1 
is increasing on (c, co). Therefore, ) T,,( 1 )I = e, and there is a unique point 
- <, E (- co, 0) such that 
IL~n(-5,)l =e,. (28) 
Thus, the polynomials (<, + x)( 1 - x)[ T,,(x) + xTi(x)12 and ei - x2Tz(x) 
have exactly the same zeros. 
Since the leading coefficient of (5, +x)(1 - x)[ T,(x) + xTk(x)12 is 
-(n + 1)2, then the polynomial y = XT,(X) satisfies the differential equation 
(5, + x)(1 - x)(Y’)’ = (n + 1)’ (4 -Y’)), y(0) = 0. (29) 
The general solution of (29) is of the form 
but the right-hand side of the last equation is a polynomial if and only if 
c = mn, m is an integer, so 
y= +e,cos 
[ 
(*+l)arccos(‘“:+‘;,‘)]. (30) 
Since y(0) = 0, we have 
2k+l 
=2(n+ 
for some k E 10, 1, . . . . H }. 
so 
< =l+cos(((2k+1)/2(n+l))n) and L-1 
n 1 -cos(((2k+ 1)/2(n+ 1)) rc) m=c=s (S”). (31) 
The n + 1 zeros of y, (x0, . . . . x,} are given by 
2x,+r,-1 5,+ 1 =cos(&7r) for i=O, . . ..n. 
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Therefore, 
and so by (31) we have, 
Since xi > 0 for i# k, then for ie (0, . . . . n} \ {k) we have 
cos($$yc)‘“““(~“)’ 
so k=n, and by (31) we get 
L= 
1 - cos(x/2(n + 1)) 
and L- 1 
1 + cos(7r/2(n + 1))) 2x= --OS 
(32) 
LEMMA (7). If 7’,,(x) is defined US in Lemma (6) and 
t, = min {t E (0, 11: I tT,(t)l = II xT,(x)ll co,ll ), 
then t, < 3/(n + l)*. 
Proof: Let y(x) = XT,(X) and let 5, be as in Lemma (6). 
By Lemma (6), x=0 is a simple zero of y. So the zeros of the second 
derivative y” of y are contained in the interval [t,,, 11, and so y” is of 
constant sign on (- co, t,). Since y is a polynomial, 1 y 1 is convex on 
( - co, t,). In particular it is convex on [ - <,, 01, so we have 
’ y( eg,)’ >, ( y’(O)\. 
n 
Since by (28) we have 1 y(- (,)I = e,, then the last inequality gives 
fp> I y’(O)1 . 
” 
But by (29) we have 6,,(~‘(0))~ =(n + 1)2 ez, so the last inequality gives 
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which implies that 
1 
LG- 
(n + l)*’ 
(33) 
From (30) we obtain that y’(t) = 0 if and only if 
2t+t,- 1 =cos 
1 +t, for some ke (0, 1, . . . . n}. 
It follows, since t, = min{ t: 1 v’(t)1 = 0}, that 
%I + 5, - l= 
1 +t, 
-co,&)= -(2cos’(&))-1). 
So by (32) we have 
2t,+r”-1=1-2 l-5, * 
1+&i ( > iq’ 
which implies that 
f =3-t, n 1+5,<“<3r”. 
Finally from (33) we get 
3 
Remarks. (1) It is easy, of course, from t, = ((3 - 5,)/(1+ 5,)) <, and the 
expression for r,, in Lemma (6) to deduce an exact expression for t,, from 
which it follows that 
37c2 
tnyQ n-co. 
(2) Let0<0<1,andn=[l/B]+l. 
Let P,(x) =xT,_,(x), where T,-,(x) is the Chebyshev polynomial of 
degree n - 1 which is defined in Lemma (6). 
It follows from Lemma (7) that 
II pn II [O, l] = II p, II [0,3@] * 
This may be of interest as a complement to the following result of 
Saff [7] (since P, E lo): 
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THEOREM. For each 0 < 0 -C 1, 
inf{<(P): PEI~, P f O}=e2, 
where t(p)=min{tE CO, 11: Ip( = lIPII~o,ll). 
5. Proof of the Lower Bound 
We will prove that for all n > 1, 
M, 2 a(n + 1)‘. 
Let P,(x) = T,((2n + 1) x) and 1, = t,/(2n + l), where T,, and t, are as in 
Lemmas (6) and (7). 
Let 
G,(x) = & P”(X) 
l-I;=0 CW+ 1)x+ 11 
SO 
G,(x) = xP,(x) 
&l--J;=, [(2k+ 1)x+ 11’ xs-o. 
Since & n;: = 0 [ (2k + 1) x + 1 ] is increasing on (0, co), then 
I Gn(x)l < I GAUI for x~(k,z;;t;T]. 
Therefore, 
II Gn II [o, 1/(2n + 1 )I = II G, II [o,i,] 3 
and from this it follows that p,( P,) < A,, where p,(P,,) is defined as in 
Corollary (2). 
By Lemma (7), t, < 3/(n + 1)2. So 
3 
‘,‘(2n+ l)(n+ 1)2’ (35) 
Since p n.n <A, where IA,,, is defined as in Corollary (2), then by (35) we 
get 
3 
‘,*“(2n+ l)(n+ 1)2’ 
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and so by (17) in Corollary (2), we have 
M ,(2n+l)(n+1)2 1 1 
n,n 0 6 
-T>S(n+1)3 forall n>l. 
This completes the proof since M, = AI,,,. 
Remark. By Remark (1) following Lemma (7), it is possible to improve 
the constant $ in the lower bound for M, for n large. Namely 
M 16 
lim inf + > P. 
n-em n 
REFERENCES 
1. B. M. BAISHANSKI, On incomplete polynomials, J. Approx. Theory 40 (1984), 384390. 
2. B. M. BAISHANSKI AND S. A. ALI, Strict decrease of the approximation error, in “A Haar 
Memorial Conference,” Colloquia Mathematics Societatis Jgnos Bolyai, Vol. 49, 
pp. 165-176, 1987. 
3. I. BOROSH, C. K. CHUI, AND P. W. SMITH, Best uniform approximation from a collection 
of subspaces, Math. Z. 156 (1977), 13-18. 
4. J. T. LEWIS AND 0. SHISHA, On best partial bases, J. Approx. Theory 47 (1986), 326-335. 
5. G. G. LORENTZ, Approximation by incomplete polynomials (problems and results), in 
“Pade and Rational Approximation: Theory and Applictions” (E. Saff and 
R. S. Varga, Eds.), pp. 289-302, Academic Press, New York, 1977. 
6. Q. I. RAHMAN AND G. SCHMEISSER, ational approximation to e-“, J. Approx. Theory 23. 
(1978), 146-154. 
7. E. B. SAFF, Incomplete and orthogonal polynomials, in “Approximation Theory IV” 
(C. K. Chui, L. L. Schumaker, and J. D. Ward, Eds.) pp. 219-256, Academic Press, 
New York, 1983. 
8. E. B. SAFF AND R. S. VARGA, On lacunary incomplete polynomials, Math. Z. 177 (1981), 
297-324. 
9. 0. SHISHA, Tchebycheff systems and best partial bases, Pacific .I. Math. 86 (1980), 
579-592. 
10. P. W. Surrr-r, An improvement heorem for Descartes Systems, Proc. Amer. Math. Sot. 70 
(1978), 26-30. 
11. A. TIMAN, “Theory of Approximation of Functions of a Real Variable,” MacMillan, C., 
New York, 1963. 
