Video coding is a critical step in all popular methods of streaming video. Marked progress has been made in video quality, compression, and computational efficiency. Recently, there has been an interest in finding ways to apply techniques from the fast-progressing field of Machine Learning to further improve video coding.
INTRODUCTION
In recent years there have been many advances in video coding standards, and there are several prominent video codecs used commercially such as H.264/AVC [12] , H.265/HECV [13] and VP9. However, most of these traditional coding algorithms are block-based and therefore suffer from block artifacts. They are also largely hand-designed, making joint optimization difficult.
In Machine Learning (ML) the past decade has yielded vast improvements and altogether new techniques for processing images and video such as convolutional neural networks (CNN). CNNs offer an intuitive theoretical approach of encoding or embedding information as vectors, that can be interpreted as high-level features. Despite the success of CNNs in many ML tasks, they have Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. seen very limited success as a direct replacement for traditional commercial video codecs. Partially because training ML models are computationally expensive and partially because existing methods such as H.265 or VP9 are already highly optimized, making the improving on benchmarks a challenging barrier to entry.
In this work we take a different approach. Instead of directly replacing traditional codecs by using CNNs to learn an end-toend model, we apply ML as a post processing step to refine the output thus allowing higher compression for a given output quality. The novelty of our approach is to train a dynamically expanding array of many small CNNs, allowing each network to specialize in refining a relatively short segment of video. This refiner module switches between different groups of network parameters as the video is decoded. The parameters are compressed and included as part of the encoded video. We extend this principle an array of CNNs as a hierarchy, where lower-level networks parameter groups (or network layers themselves) are updated more often and are trained on shorter segments of video. The higher-level groups of parameters represent non-local features which are useful for large segments or even the entire encoded video.
We evaluated our method on several commonly used commercial codecs and show that the refiner network makes a substantial improvement to quality without increasing the code size.
RELATED WORK
In the past few years, several deep learning-integrated video compression methods have been proposed to improve traditional coding, especially the state-of-the-art HEVC codec. Different internal modules of HEVC have been explored for improvement through deep learning techniques. Additionally, end-to-end models and post-processing techniques have been proposed. [1] proposed an intra-prediction convolutional neural network (IPCNN), which is the first work that directly applies a CNN for intra-prediction in HEVC and improves the coding efficiency.
Intra-Prediction
[8] integrated a fully connected neural network in HEVC for intra-prediction, which utilized multiple reference lines instead of single line in traditional coding. Compared with HEVC reference software HM-16.9, around 3% BD-rate reductuin was achived.
Inter-Prediction
In traditional coding, inter-prediction is mostly realized by motion estimation and motion compensation. [4] improved the interprediction performance by refining motion compensated prediction with a CNN.
[16] considered the fractional-pixel motion compensation as an inter-picture regression problem. They propose using a fractionalpixel reference generation CNN (FRCNN) for motion compensation in video coding.
Post In-loop Filtering
Loop filtering is designed to reduce compression artifacts, such as blocking, ringing and blurring. [6, 10, 19] replaced the in-loop filter with neural networks.
[5] also utilized deep neural network for in-loop filtering in HEVC. Further, content-aware multimodel filtering is realized by training multiple CNNs and a discriminative neural network is trained to select optimal CNN model during inference stage. But it is still limited to a fixed number of CNNs to choose from.
There are some works that proposed to improve the quality of decoded images or videos. [7] proposed a dynamic metadata postprecessing scheme based on a CNN. [17] and [14] proposed the Decoder-side Scalable Convolutional Neural Network (DS-CNN) and Deep CNN-based Auto Decoder (DACD) respectively for video qulity and efficiency enhancement.
Inspired by Super-Resolution Convolutional Neural Network (SRCNN) [3] , [2] trained an end-to-end CNN for post-filtering to remove the compression artifacts. But they do not arrange filters in a hierarchy which can expand dynamically.
End-to-end video coding framework
Instead of using ML to form a hybrid video coding framework, some works propose an end-to-end framework for video compression, the performance of which can be on par with the commercial codecs. [15] developed an end-to-end deep video codec relying on repeated interpolate images in a hierarchical manner. This work is similar to ours in that it uses a hierarchical structure but the process is used to interpolate the individual images whereas our method groups the parameters of the network. Inheriting conventional video coding structure, [9] employed multiple neural networks to create different modules, which can be jointly optimized through a single loss function. [11] proposed a learned end-to-end model with a low-latency mode with spatial rate control.
DYNAMICALLY EXPANDED CNN ARRAY
We denote a video as a sequence of frames: X = x 1 , x 2 , ... where each x t ∈ R W ×H ×3 is an image with width W , height H with 3 color channels for each pixel. A video coding scheme provides two algorithms: one to transform the video into code, E : X → R N , and one that converts an encoded video back into a sequence of images, D : R N → X. LetX ∈ X denote a sequence of frames generated by encoding and then decoding a video:X = D (E (X )). The goal of video coding is to minimize size of an encoded video and to design E and D to be as computationally efficient as possible. In the case of lossy compression coding, there is a pixel-wise error, known as the residual, associated with each decoded frame ∆ t =x t − x t , which is also desirable to minimize.
Our method is designed to complement an existing coding scheme, reducing the error in the decoded video by adding a refining function
.. when applied to each frame of X as shown in Fig. 1 . The existing coding scheme could be a standard commercial codec or a custom end-to-end CNN.
Let s i, j = x i , x i+1 , ..., x j denote a contiguous segment of X . The novelty of our method is to use a CNN to implement R with parameters θ (t ), which vary with time. Specifically, we partition X into many small segments of duration ρ, s 1, ρ , s ρ+1, ρ×2 , ..., and for each segment a corresponding set of network parameters is learned for R which we denote as θ i, j . Intuitively, this can be thought of as an array of CNNs that expands dynamically as needed to refine a video of any length.
Learning θ i, j is accomplished through standard stochastic gradient decent. A training example consists of (x =x t , y = x t ) where x is sampled from X in the range i ≤ t ≤ j. Intuitively the network learns to predict x t fromx t . Alternatively, the refine function can learn to predict the residual (denoted ∆ ′ t = R ∆ (x t )) in which case refining involves removing the predicted residual from the signal. In this case the training example consists of (x =x t , y = ∆ t ) and the output is obtained by x ′ t =x t − R ∆ (x t ). Another commonly desired characteristic of an encoding scheme is for the code to have a localized temporal correspondence to the video. This allows a small segment, known as a random access segment (RAS), of the video to be decoded without requiring the entire code which is useful for data transmission applications such as video streaming. Since each segment s i, j is relatively short, our method can also support random access by transmitting θ i, j in advance of the corresponding RAS of the code. The video X is encoded and decoded by some coding scheme to produceX . The correct parameters for the refiner network are selected according to current frame being process. The refiner produces X ′ fromX .
Hierarchical Parameter Groups
The idea of refiningX with a neural network, R, that loads parameters that correspond to different segments of video can be extended. We define a hierarchy, where different levels correspond to groups of parameters that control the network R 1 , R 2 , ..., R N at different layers. Parameter groups that are higher in the hierarchy are regarded as more generalized and correspond to a longer segment of video shown in Fig 2. The intuition here is that video frames that are temporally close tend to be visually similar and are therefore more likely to make use of the same features captured by the convolutional filters. In contrast, non-local features tend to be captured by filters at higher levels in the parameter group hierarchy, as the examples used to train them are drawn from longer segments of video. The boundaries between the stages have an excellent analog in the layers of the neural network. The first layers of a network tend to have the greatest generality and the final layers tend to be more specific. This principle is often used in ML to train a general model with many layers and then fine-tune the final layers for a specific problem domain [18] . In Fig. 2 , each refining function R i corresponds to a several adjacent layers in the network. The duration of segments that correspond to parameter groups that are further down the hierarchy evenly partition the segment that corresponds to the groups above them. This guarantees that back-propagation always generates gradients through the same parameters at a given layer by only performing updates to parameters from parameter groups lower in the hierarchy. Algorithm 1 describes the training process in detail. Figure 2: A hierarchy of three refiner networks processes the videoX to produce X ′ . Each refiner has a dedicated set of parameters and a parameter selector. The first layer changes parameters every 100 frames, the second level changes every 10 frames and last level changes every 5 frames. We note that parameter changes at a given level are always accompanied by changes at all levels that are higher.
Video Partitioning
In the previous subsection we described how hierarchically grouping parameters is conducive to exploiting temporal locality of varying resolutions. Algorithm 1 lists the steps to partition a video. By partition we mean a grouping of frames into shorter contiguous video segments such that each frame is a member of exactly one group for each level of the hierarchy. In this subsection we describe several strategies for partitioning a video for parameter grouping.
The simplest partitioning strategy is to assign a fixed interval of frames to each parameter group. Using shorter segments improves quality but increases the code size. The fixed-interval method is Algorithm 1 Train Hierarchy: Each refiner R i has a corresponding duration ρ i chosen such that ρ i mod ρ i+1 = 0 for all valid i. Each refiner also has a corresponding set of variables (network parameters) V R 1 , V R 2 , ...V R N each of which can be set trainable or untrainable. The refiners are trained from lower to higher index (earlier to later in the data flow as depicted in Fig. 2 ). All refiner variables that are lower index than those of the current refiner, R i , are loaded and set to untrainable (since they were trained in a previous iteration) while variables of the current and higher indexed refiners are set to trainable and thus updated during the stochastic gradient decent (SGD) training step.
Train step SGD(s j ) end for end for wasteful in scenarios where the video contains little motion, such as security camera footage 1 . Figure 3 : R 1 is a base network that is common to the entire video. R 2 parameters are loaded at points (frames 1, N +1, M + 1, and P) which mark by discontinuities in the video (often as the result of video cuts or scene changes. The video is further segmented at fixed-intervals for R 3 with possibly additional segments added to ensure alignment with loading of higherlevel parameter groups A modified approach is to only begin a new segment when the refiner output quality falls below a predefined threshold. However, in practical use cases, videos often contain abrupt discontinuities and it's generally beneficial to align these with the segmentation for loading parameter groups. Intuitively, an abrupt change in the video (such as cutting to a new scene) will include many new features (colors, textures, shapes). The convolving filters of the CNN have a rough interpretation as feature-encoders. Thus, a set of loaded parameters would have to learn filters for different types features if its period of use spans to frames both before and after the discontinuity, resulting in a marked reduction in decoded quality. Alignment relies on detection, performed during encoding. Each frame sets a flag (which is included in the code for decoding) to indicate which, if any, parameter groups is to be loaded. Concretely, we detect abrupt increases the loss function of the refiner and this signals the beginning of a new segment for that refiner as shown in Fig. 3 2 . 
EXPERIMENTAL EVALUATION
In this section we present some experimental results for our video coding method. We implemented a two-level refinement hierarchy and applied it to the benchmark dataset "Big Buck Bunny". We used the H.264 codec with a high CRF value (low quality and high compression ratio) to create the input to the refiner network. The first level of the refiner hierarchy contains 4 convolutional layers with 5x5 filters and applies to the entire video. The second level of the hierarchy contains 3 convolutional layers with 3x3 filters and applies to segments of size ρ = 50 frames. The parameter groups are chosen to provide an approximately even division of computational load between the two levels of the hierarchy. The network is given approximately 500 training steps which corresponds to 10 epochs of the (very small) dataset for each 50 frame segment. We compare our results to HEVC (H.265) since it offers the highest efficiency of standard commercial video codecs and is the second most commonly used (43%), offering a 50% reduction in bit-rate over the most common codec, AVC (Advanced Video Coding) [13] . The before and after result of a typical frame is shown in Fig. 6 .
In the next experiment we used a content-aware, loss-based signal to detect video discontinuity and partition accordingly. We used the "Jockey" video sequence from the Ultra Video Group (UVG) HEVC dataset collection, with resolution down-sampled from 4096x2160 resolution to 1080x960, 120fps. In Fig. 7 we compare our decoded result to the ground truth and H.265 decoded frames. A clear improvement in quality, particularly in deblocking, can be observed in each frame.
Both the PSNR and the MS-SSIM quality are plotted against the bits-per-pixel (bpp) compression rate for comparison to the standard H.265 as shown in Figs. 4 & 5. The PSNR of our method is largely comparable to H.265 while the MS-SSIM was better for all values of bpp that we tested. 2 Determining general optimal partition requires analyzing the entire video and a prohibitively large computation and thus isn't practical for RAS The same three frames zoomed in for better view of quality improvement.
CONCLUSION
In this work we introduced a novel method for video coding which uses an array of CNNs to refine the output of existing coding methods. We describe the algorithms used to partition the video in a way that allows lower-level parameter groups from the hierarchy to specialize and higher level groups to learn non-local features. We implemented our proposed algorithm and conducted several experiments to evaluate it's performance with standard benchmark coding schemes. Our method was able to provide substantial improvement in quality over commercial state-of-the-art methods without increasing code size.
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