The coming interaction between a growing electrified vehicle fleet and the desired growth in renewable energy provides new insights into the economic dispatch (ED) problem. This paper presents an economic dispatch model that considers electric vehicle charging, battery exchange stations, and wind farms. This ED model is a high-dimensional, non-linear, and stochastic problem and its solution requires powerful methods. A new finite action-set learning automata (FALA)-based approach that has the ability to adapt to a stochastic environment is proposed. The feasibility of the proposed approach is demonstrated in a modified IEEE 30 bus system. It is compared with continuous action-set learning automata and particle swarm optimization-based approaches in terms of convergence characteristics, computational efficiency, and solution quality. Simulation results show that the proposed FALA-based approach was indeed capable of more efficiently obtaining the approximately optimal solution. In addition, by using an optimal dispatch schedule for the interaction between electric vehicle stations and power systems, it is possible to reduce the gap between demand and power generation at different times of the day.
Introduction
Economic dispatch (ED) is defined as the allocation of generation levels to different electrical generation units, so that the system load may be supplied entirely and most economically. To solve the ED problem, one seeks to find the optimal allocation of the electrical power output from various available generators. Electric vehicle (EV) fleets and renewable energy sources (such as wind power) have brought two new dimensions to this problem, along with the challenges introduced by their uncertainty.
EVs have the potential to be a revolutionary invention for both transportation and the electricity industry [1] . Research shows that, if the industry develops at medium speed, the penetration of EVs in the USA will reach 35% by 2020, 51% by 2030, and 62% by 2050 [2] . According to the Chinese "Energy saving and new energy vehicle industry development plan (2011-2020)", by 2030 there will be more than 60 million EVs. If every EV simultaneously charges at 5 kW, the power demand could as large as 0.3 billion kW (13% of the projected 2030 national power capacity). Meanwhile, renewable energy resources are having a significant effect on electrical power generation [3, 4] . Wind power is a source of clean energy and is able to reduce both the consumption of depleting fuel reserves and emissions from pollutants. In 2010, the Chinese national installed capacity of wind power was 44,733.29 MW. It is widely expected that it will rise to 138,000 MW by 2020, which would be 10% of the expected national capacity [5] .
The integration of EVs and wind turbines into the grid creates new challenges for power system operators. A large number of EVs will introduce significant uncertainty into power systems because of the random nature of their charging behaviors. If the EVs are disorderly when charging, an extra burden will be placed on the power system, which will expose vulnerabilities. However, a fair charging schedule can significantly reduce those negative effects [6] [7] [8] [9] . In addition, the output of wind farms can change rapidly throughout a day. In most cases, during the daytime the wind output is small while the power load is heavy, and the situation reverses during the night-time. This dislocation between renewable resources and power demand can only be mitigated when large energy storage facilities are available [10] [11] [12] . The vehicle-to-grid (V2G) concept allows EVs to be regarded as such facilities. Markel et al. [13] showed that there will be sufficient renewable energy sources to charge a plug-in hybrid EV (PHEV) fleet, based on the growth rates assumed in the analysis. Additionally, a PHEV fleet has the ability to serve as an energy sink for renewable power generation. In Zhang et al. [14] , a power scheduling approach was introduced for energy management of micro-grids considering stochastic availability of renewable energy sources and power demand of electric vehicles. In Zhao et al. [15] , the authors developed an economic dispatch model that takes into account the uncertainties of plug-in EVs (PEVs) and wind generators. A simulation-based approach is used to study the probability distributions of the charge/discharge behaviors of PEVs. Yu et al. [16] addressed the economic dispatch problem for distribution systems that contain wind power and mixed-mode EVs. Three interaction modes were introduced and compared, but only the battery exchanger mode is schedulable.
From a mathematical point of view, ED is an optimization problem. Various algorithms have been applied to solve classic ED problems. They include mixed integer programming [17] , Lagrange relaxation [18] , neural networks [19] , and particle swarm optimization [20] . When stochastic variables involved, in Zhao et al. [15] , the authors used probability distributions to model wind power and the behavior of EVs, and then theoretically derived the mathematical expectations of the generation costs. This method is effective and convincing, but can only be used when the mathematical expectations are simple. Liu et al. [21] proposed a here-and-now approach for ED problem to avoid the probabilistic infeasibility appearing in conventional models. In Hetzer et al. [22] , factors to account for both overestimation and underestimation of available wind power are included in addition to the classic economic dispatch factors. A Monte Carlo method was used to generate a large number of scenarios that represent the volatility of wind power in [23] . The method required too much computation to be used practically. Intelligent algorithms that are computationally efficient and have the ability to adapt to stochastic variables need to be developed so that the ED problem can be solved for future power systems [24] .
In this paper, we present an ED model that includes wind power and a high penetration of EVs, which we solve using a finite action-set learning automata (FALA) method. The organization of this paper is as follows. We describe the modeling of EVs, wind power and load in Section 2, and formulate the ED problem in Section 3. In Section 4, we develop a FALA-based approach which can adapt to a stochastic environment to solve our ED problem. We discuss the results in Section 5 and our conclusions in Section 6.
Models of the Power Demand and Supply of EVs, Wind Power, and Load
We consider the demand/supply of EVs, the output of wind farms, and the regular load as stochastic variables. This is because it is difficult to forecast these variables and they are related to uncertainties such as driver behavior. In this section, we analyze and model all of these stochastic factors.
Modeling of the Power Demand and Supply of EVs
There are three mainstream interactive modes of EVs: normal interaction (NI), fast charging (FC), and battery exchange (BE). FC mode is detrimental to the battery, and introduces harmonic pollution to power systems. Therefore, this mode is not likely to be widely applied in the future, and our ED model only considers NI mode and BE mode.
The behavior characteristics of EV owners are determined by different uncertain factors (such as travel habit, vehicle type, and interactive mode), so their charging demand tends to be uncertain and difficult to be estimated with precision. Therefore, simplification is essential. In this paper, we use the following conditions and assumptions.
The analyses around EVs are derived from a prototype of the Nissan Leaf [25] , which has a 160-km cruising radius, and a battery capacity of 24 kWh.  The energy an EV has consumed is in direct proportion to the distance it has traveled.  The probability distributions of an EV's arrival time and the distance the EV has traveled are derived from driving pattern data collected in the National Household Transportation Survey (NHTS) [26] .  The peaks of battery exchange demand are during the morning rush hour, lunch time, and afternoon rush hour.
We will now discuss the interactive modes of the EVs separately.
Power Demand and Supply of NI EVs
NI EVs are widely distributed in the daytime, making it difficult for them to follow scheduling instructions, so this model only considers night-time dispatch. Suppose some EV owners (proportion τ) sign the user agreement so that their car is connected to the power grid as soon as they finish the last trip in a day. In addition, suppose that they obey the dispatch plan so that the battery will be fully charged at 6:00 a.m. The NI EVs dispatch is a bi-level model: the upper dispatcher gives the plan to the NI stations, and the stations control the charging (or discharging), of the EVs. The stations communicate the condition of the EV to the upper dispatcher, such as unsatisfied demand of battery charging. The dispatch time is between 20:00 and 6:00 the next day, indicated as "NI schedulable period".
To simplify our model, we assume that each EV charges/discharges in one specified NI station. For the EVs that sign the agreement with the NI station connected with bus k (indicated as "NI station k"), consider the penalty function at time t as: 
( )
where P k,NI (t) is the interactive power between the system and the NI EVs signing the user agreement in bus k at time t. P k,NI (t) is positive when the NI station is regarded as a load, negative when the NI station is regarded as a generator, and 0 if t is not a schedulable time. The penalty function is an approximate measure of the degree of non-satisfiability of the dispatch schedule. The first part represents the power dissatisfy, and the second part represents the energy dissatisfy. The penalty of all NI stations is:
The EVs not signing the agreement are regarded as normal load. They start to charge as soon as finishing the last trip in a day, and continue until the battery is full. When connected to the power facilities, these EVs charge at power P s .
Power Demand/Supply of BE EVs
In this mode, interaction between the EVs and the power system is implemented by battery exchange stations. At a given time t, the state of the BE station connected with bus m (indicated as "BE station m") is described in Equation (4) [16] , and the unmet demand of battery exchange can be calculated by Equation (5): , ,
In Equations (4) and (5), P m,BE (t) is positive when the BE station is regarded as a load and negative when the NI station is regarded as a generation. The penalty function for all BE stations is:
At a given time, the battery exchange demand is expected to follow a Poisson distribution:
We do not discuss the reactive demand and supply of EVs in this paper, as it is close to zero.
Modeling of Regular Load
We consider all other types of demand to be regular load and follow a random distribution. Therefore, a single probability distribution function can be used to describe this active/reactive demand at each bus. This distribution can be either derived from measurements or simply assumed to be the normal distribution N(μ l ,σ l ). We use the latter in this model.
Modeling of Wind Power
The output of a wind farm is considered to be in proportion to the third power of the wind speed: 
where P w (v) is the output of a wind farm when the wind speed is v. In Hetzer et al. [22] it was shown that wind speed follows a Weibull distribution:
The wind speed curve is given in Section 5. Assuming the power factor of a wind farm is constant, we can calculate the reactive power of wind farm using: sin cos
Economic Dispatch Formulation

Objective Function
By using an appropriate scheduling strategy, EVs can mitigate problems caused by the difference between power generation and demand at different times of the day, with minimized operational cost. We also need to meet the demand of EV charging. Thus, the objective function is:
The expressions of f G , f M , and f P are as follows:
Constraints
We must minimize the objective function subject to a number of constraints.

Power balance constraint:
 Power line transmission limitation constraint:
i → j indicates that bus i and bus j are connected by a power line.
Local voltage limitation constraint:
This constraint ensures that the dispatch schedule satisfies the EV owners' requirements.

Battery exchange station operational constraint: 
Equation (19) ensures that the battery exchange station will operate sustainably. It is assumed that, to achieve a sustainable operation, the battery in BE stations should be full at the start and end of each day.
ED Problem Formulation
We can write the objective function in Equation (11) as:
where x represents the control variables (P j,g (t), P k,NI (t) and P m,BE (t), j ≠ 1 because the conventional generator connected with Bus 1 is set as the balancing bus), and ξ represents the random variables (P i,w (t), Q k (t), and P k,sev (t)). We can then formulate the economic dispatch problem as:
where g(x,ξ) is the equality constraint function and h(x,ξ) is the inequality constraint function.
Description of the Proposed Approach
We can conclude from Section 3 that this ED problem can be described as a high-dimensional, nonlinear, and stochastic model. Two classes of methods have been used in intelligent optimization algorithms to obtain the deterministic solution of a stochastic problem. The first is to establish an evaluation system of a solution in the stochastic environment, so that the stochastic problem can be transformed into a definite problem. Examples of this type of method include expectation derivation, stochastic simulation, and chance constrained programming (CCP) [27] [28] [29] . The other methods generate the current environment at each iteration using the mathematical description of the stochastic variables. One example is the continuous action-set learning automata (CALA) method [16] . This study proposes a FALA-based approach to address the ED problem.
The FALA Method
Learning automata (LA) are adaptive decision makers that learn to choose the optimal action from a set of available actions by using noisy reinforcement feedback from their environment [30] . LA can be divided into CALA and FALA according to whether the action is continuous or discrete. Only FALA is discussed in detail in this section.
Some definitions are given as follows: x is defined as a set of possible actions, f obj (x,ξ) is defined as the response to the set of actions x obtained from the stochastic environment, the function F is defined as a reward function for the automation, which also is defined as the expectation of f obj :
The goal of FALA is to find x where F(x) is (locally) minimized. It is difficult to calculate F analytically, as the underlying probability distribution that governs the reinforcement, f obj , is unknown.
In FALA, the feasible region is divided into limited areas. Suppose the amount of areas is r. In the beginning, the decision variable should obey a discrete probability distribution in the feasible region. During the iterative process, the algorithm updates this discrete probability distribution according to the response of the environment, until the probability that the decision variable lies in an area is close to , i = 1, …, r) . The discrete probability distribution can be represented by a vector, P(t) (the "action probability vector"), defined as:
where p i (t)(i = 1, ...,r) is the probability that the automaton will select the action a i at time t, defined:
p i (t) satisfies:
The FALA algorithm T:
is an updating scheme where A = {x 1 , x 2 , … x r }, is the set of output actions of the automaton, and B is the response of the environment. Thus, the update is:
where x(t) is the current value of the control variables at t th iteration, generated based on the action probability vector P(t). β(t) is the response of the environment to x(t). β(t) is generally expressed as:
obj t B f x t t flag best t
where ξ(t) is the current value of the generated random variables, flag indicates if the constraints are satisfied, and best(t) is the historical minimum of the objective function.
FALA-Based Approach for the ED Problem
Our FALA approach is described as follows.
Step 1: The variables are initialized. The decision variable has n-dimensions (x = (x 1 , …, x n )) and each dimension is divided into M intervals, so the feasible region is divided into M n areas (r = M n ). The action probability vector can be expressed by an n × M matrix, P n,M (t), at the t th iteration, where:
and p i,j (t) represents the probability that x i is selected for the j th interval at time t. As mentioned, when selected from an interval, x i willed be assigned as the midpoint of the interval.
Calculate the initial optimal value in the following way: all the stochastic variables are set to their expected value, and the interactive power between EV facilities is equal to the expected power demand of EVs. Then, calculate the output of the conventional generators using the optimal power flow method. The optimal value (best) is initialized to be the objective function (indicated as C total (0)), i.e.:
Step 2: A set of random variables ξ(t) is generated using their respective probability distributions. The current values of P i,w (t), Q k (t), and P k,sev (t) establish the current environment of the ED problem.
Step 3: A set of control actions x(t) is selected randomly based on the matrix P n,M (t).
Step 4: The constraints are checked and the value of the objective function, f obj (x(t),ξ(t)), is calculated. The variable flag is a symbol of whether the constraints are satisfied, defined as: 0 when no constraint is violated 1 o t h e r w i s e flag    
Step 5: Calculate the response of the environment using:
The response of the environment is 0 when the current control variables are "better" (constraints are satisfied and the total cost is small), the response is 1 when the current control variables are "worse".
Step 6: Update the probability distributions of the actions. For the intervals that x i (i = 1, …, n) are selected from, the probabilities are updated using:
For the other intervals, the probabilities are updated using:
In Equations (34) and (35), c is a constant representing the step size. These updates are derived from an intuitive idea: when the current control variables are "better" we increase the possibility that control variables are set as current values, otherwise the current control variables are "worse" and we increase the possibility that other values are used for the control variables.
Step 7: Update the current optimal value of objective function:
Step 8: Decide if the algorithm should terminate using:
where b is constant. If the inequality in Equation (35) is satisfied, the probability of the variable lying in an area is greater than b i and the algorithm stops. If it is not satisfied, Steps 2-7 are repeated until the maximum number of iterations is reached. The flow chart of the FALA-based approach is shown in Figure 1 . 
Case Studies
A test system was developed based on the standard IEEE-30 bus system [31] . Bus 2 was connected with battery exchange stations, which had a total daily capacity of 2000 EVs. Bus 8 was connected with battery exchange stations, which has a total daily capacity of 1200 EVs. Buses 7, 21 were connected with 2000 EVs respectively using the NI mode, and the proportion of owners, τ, signing the user agreement was 50%. Two wind farms (with rated power of 10 MW) were connected to bus 2 and bus 13.
As previously mentioned, the number of cars arriving at the NI stations at each time interval and the driving distance of a day has been estimated using the driving pattern data collected in the NHTS [26] . The data are shown in Figures 2 and 3 .
Our examples assume that the energy consumed by an EV is proportional to the distance it has driven. The predictive probability of the battery exchange demand curve, conventional load demand curve, and predicative wind speed curve are shown in Figure 4 
Parameter Settings
The parameters of FALA were set as: M = 10, r = 10
24
, c = 0.02 and d = 0.01. The CALA-based approach is described in Yu et al. [16] . The parameters were set to: a = 0.001, b = 1000, and σ 0 = 0.01. The PSO-based (particle swarm optimization) approach is summarized as follows:
Step 1. The stochastic problem was transformed into a deterministic problem using CCP (see [32] for details). The parameters were set as: N = 10, N' = 8.
Step 2. The transformed problem was solved using the PSO algorithm (see Equation (6) in [33] ).
The parameters were set as: Popsize = 20, φ ic = 0.5, and φ 1 = φ 2 = 2.
Results and Analysis
All programs were written using MATPOWER 4.1 [34] in MATLAB 2010b, and have been run on a desktop PC with an Inter ® Core™ i7-2600 3.40 GHz CPU, and 16 GB kst 4g/1333 RAM.
Comparison of Convergences
The convergence characteristics of the three algorithms are shown in Figure 5 .
(1) The convergence criterion of the FALA algorithm is given in Equation (35). It converged after approximately 150 iterations. In the first 30 iterations, the action probability vector changed rapidly because "best(t)" was not so small that the inequality constraint in Equation (36) was easily satisfied. During iterations 40-110 the action probability vector changed slowly as "best(t)" became smaller. After 120 iterations, the action probability vector had changed dramatically and there was a high probability that the control variables were selected in the optimal intervals, so the inequality in Equation (36) was easily satisfied. These results show that this algorithm is steady, and that, once converged, the action probability vector does not fluctuate:
(2) The CALA algorithm converged after approximately 270 iterations for this ED problem. The convergence criterion of the CALA algorithm fluctuated more dramatically than that of FALA algorithm, because it had the possibility to increase (opposite to the converging direction) even though the response of the current solution was good enough.
(3) The characteristic curve of the PSO algorithm shows the change of the current global optimal value with each iteration. The value was transformed using:
where best(t) is the global optimal value after t iterations. After approximately 70 iterations, the global optimal value no longer changed. Although the number of iterations was less than the LA algorithms, it did need more computing time because each iteration was much more complex. We will analyze this in the next section. Figure 5 . Convergence characteristics of three algorithms.
Comparison of Computation Efficiency
The main computation work needed for these algorithms was the power flow calculation. To calculate the objective function of one set of control variables in a deterministic environment, the computer needs to calculate the power flow 24 times. During each iteration, the FALA algorithm needs one objective function calculation; the CALA needs two, while the PSO needs 200 (the Popsize is 20, calculating the response of the environment of one pop using the CCP model requires N (=10) calculations of the objective function). The complexity and computing time of each algorithm is shown in Table 2 . The environment is stochastic and the goal of the LA algorithms is to optimize the expectation of the environment's response. Moreover, the LA algorithms do not establish an evaluation system of a solution in the stochastic environment. To compare the results of the three algorithms, each solution was tested in the stochastic environment 30 times (Table 3) . The results in Table 3 show that the mean cost of the results of the PSO algorithm is a little higher than that of the LA algorithms. This is because the goal of PSO is not to find the optimal solution in terms of the expected cost. The CCP model itself has established an evaluation system of a solution in the stochastic environment. If the correlation parameter was set properly in CCP, the PSO algorithm could also achieve an equivalent result to the LA algorithms.
We define Diff as the peak-value difference of thermal power-generating units. The algorithms can decrease the peak value by about 30%. The comprehensive load (including conventional load and EV load) when EVs and battery exchange stations charge/discharge orderly and disorderly are shown in Figure 6 .
As seen in Figure 6 , the scheduling of the EV station's charging/discharging behavior can decrease the fluctuation of the comprehensive load demand, which is supplied by conventional generators and wind farms. Considering the dislocation between renewable resources and power demand that we mentioned in Section 1, the dispatch of EV stations can accommodate fluctuations in wind power in power systems. 
Conclusions
In this paper, we have developed a stochastic ED model that considers a high penetration of EVs. Both the NI and BE modes are assumed to be schedulable in our model. We have proposed a FALA-based approach to solve the ED problem and compared the result with other two intelligent algorithms. Our results show that the FALA algorithm required less time than the CALA algorithm to reach the optimal solution, while PSO needed much more time than both. FALA can only converge to an interval, the measure of which is determined by the initial values. We conclude that the decrease in computation time of the FALA algorithm is obtained by sacrificing the accuracy. However, the results show that the accuracy of the FALA algorithm is satisfactory in the stochastic environment that we established in this paper. We also conclude that orderly charging of EVs can mitigate the fluctuation of load, and decrease the peak-value difference of thermal power-generating units.
However, the ED model developed in this paper should be used with caution. Considering the computation speed, the lower model of the NI station is not optimized, and the penalty functions (Equation (1) and Equation (5)) are only an approximation of the non-satisfiability of the dispatch schedule. The models in this paper should be further developed and more efficient stochastic optimization algorithms should be investigated before the techniques are applied.
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