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-INTRODUÇAO 
A teoria dos espaços de interpolação tem sua origem em dois teoremas clássicos: o 
teorema de interpolação de M. Riesz {1927) e o teorema de interpolação de Marcinkiewicz 
(1939). No caso mais simples ("caso diagonal") o teorema de Riesz diz que se T é um 
operador linear que aplica (aqui, aplica significa, aplica continuamente) LPo em LPo e LP1 
em LP1 , onde Po e p1 são números dados, 1 S p0 S Pt :S oo, então T aplica LP em 
L'P, para cada p E (po,p1), e o teorema de Marcinkiewicz é um resultado semelhante 
com os "espaços extremos" trocados por apropriados espaços "fra.cos" (f E LPMfraco 
* supA>O.).P ·/{/!/ > >.}/ < oo). Estes teorema. criaram uma variedade de aplic.u;ões 
em Análise, embora a importância do teorema de Marcinkiewicz, por um longo tempo em 
esquecimento, não tenha sido compreendida até os anos 50, quando foi redemonstrado por 
A.Zygmund e independentemente por M.Cotla.r. 
A era moderna foi iniciada por volta de 1960 e centraliza os nomes de N .Aronszajn, 
J.L.Lions, E.Gagliardo, A.P.Calderón, S.G.Krein, J.Peetre, etc. Curiosamente, parte do 
impulso para estes estudos vieram de problemas relacionados com Equações Diferenciais 
Parciais, envolvendo a escala de espaços de Sobolev Hs(n). 
A colocação é essencialmente a seguinte: Consideremos dois espaços de Banach E0 e 
Et, ambos continuamente imersos em um mesmo espaço vetorial topológico de Hausdorff 
A (o par (E0,E1 ) é chamado um par de Banach). Temos interesse em espaços de Banach 
E, intermediários, ou seja, tais que E0 n E1 <--t E <--t E0 + E1 ("<--t" significa inclusão 
contínua), com a propriedade que se T é um operador linear definido em A tal que T 
aplica E0 em E 0 e E1 em E1 então T aplica E em E. Nesse caso dizemos que E é um 
espaço de interpolação com respeito ao par (E0 ,E1 ). Existe uma generalização imedi~ 
ata com dois pares (Ea,El) e (Fa,Fl), fornecendo a noção de d~is espaços de Banach 
E e F serem espaços de interpolação relativos aos pares (E0 , E1) e (F0 , FI). O trata~ 
menta deste problema é funtorial: É de interesse construções gerais (funtores ou métodos 
de interpolação) que a cada par de Banach ( Ea, E!) associa um espaço de interpolação 
E= :F(E0 , E1 ). 
Os métodos de interpolação mais importantes, pelo menos do ponto de vista das 
aplicações, são os métodos real e complexo: O método complexo, usualmente associado 
ao nome de A.P.Calderón, é uma descendência da demonstração de G.O.Thorin (1939) ao 
teorema de Riesz (o teorema de Riesz~ Thorin), enquanto que o método real (originado 
em idéias de J.L.Lions e E.Gagliaxdo, segundo J.Peetre) é em algum sentido, ligado com 
o teorema de Marcinkiewicz e foi cristalizado num trabalho agora clássico, de J.L.Lions e 
J.Peetre. A precisa ligação entre o teorema de Marcinkiewicz e a teoria de Lions-Peetre, 
foi feita por M.Cotlar num manuscrito de circulação restrita. Um passo decisivo para a 
compreensão do método real, foi a introdução do K- e l-funcional por J.Peetre, embora 
i 
idéias relacionadas já apareçam de forma implícita nos trabalhos de E.Gagliardo. 
Recordemos que 
O< t < oo, a E Eo + E1; 
e 
O<t<oo, aEEonE1. 
Na interpretação de J.Peetre, o K(t,a) funcional aparece, à grosso modo, como a en-
voltória convexa do "conjunto de Gagliardo" associado à a E Eo+ E1 (ver [1]). O funcional 
J(t,a) é claramente um funcional dual. 
:É também compreensível que os espaços de interpolação têm importantes aplicações, 
além de em E.D.P., por exemplo, na Análise Harmônica e na Teoria de Aproximação. 
De fato, a conexão com a Teoria de Aproximação reside na observação que o módulo de 
continuidade pode ser interpretado como um apropriado K-funcional. Por outro lado, o 
J-funcional pode ser pensado como um funcional de melhor aproximação. Estas idéias 
estão registradas no clássico curso de Brasília, proferido por J.Peetre e desenvolvidas ex-
tensivamente por P.L.Butzer e sua escola em Aachen. 
Os espaços de interpolação gerados pelos/(- e J-funciona.is aplicam-se fortemente em 
ambientes gerados pelos espaços LP ~sto é, aos próprios espaços LP, aos Sobolev-L'', etc. 
A interpolação dos espaços de Orlicz também tem sua história (e pré- história). A 
(pré-) história começa, como não poderia deixar de ser, com um teorema de W. Orlicz e 
culmina com teoremas de A.Torchinski. Estes teoremas têm o aspecto clássico paralelo aos 
teoremas de Riesz-Thorin e de Marcinkiewicz. As teorias abstratas aparecem ligadas ao 
nome de J.Peetre, primeiro utilizando o K-funcional e depois num trabalho originado em 
idéias (implícitas) de E.Gagliardo. O trabalho utilizando o /(-funcional, apesar de resolver 
essencialmente o problema, dá origem a um método pouco prático e difícil de repetir o 
sucesso do /(-método no ambiente LP. Por outro lado, o trabalho baseado nas idéias de 
E.Gagliardo tratava-se de um registro de reflexões profundas, mas preliminares. Este tra-
balho (1971) cristalizou-se num trabalho definitivo, escrito em 1977, em colaboração com 
J.Gustavsson. A diferença essencial como K-método (ou melhor o J-método), é que utiliza 
sequências "incondicionalmente somáveis" no lugar das sequências fp-somáveis utilizadas 
no K- (e J-) método. O método de Gustavsson-Peetre mostra-se bastante adaptável na 
interpolação de espaços de Orlicz e de espaços de funções modelados em espaços de Orlicz, 
como por exemplo, os espaços de Sobolev- Orlicz. 
O problema que se coloca então, é o de se conhecer melhor o método de Gustavsson-
Peetre, com o intúito de obter resultados interessantes nos ambientes modelados em 
espaços de Orlicz, como é o caso do K- e J- métodos no ambiente LP. Por exemplo, é de 
interesse para a geometria dos espaços de Banach, saber se um método de interpolação 
comuta com LP, isto é, se F(LP(E0 ),LP(E1 )) = LP(F(E0 , E1 )). Esta comutação é válida 
no caso do J(~ e J-métodos e uma questão já levantada por J.Peetre, é se esta comutação 
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também continua válida no caso do método de Gustavsson~Peetre (uma consequência ime~ 
diata desta comutação seria que os espaços de Orlicz reflexivos têm a propriedade U .M.D. 
(Unconditional Martingale Differences) desenvolvida por D.L.Burkholdei' (ver [3])). Na 
tentativa de obter esta comutação deparamo-nos com vários obstáculos, que nos levaram 
a fazer modificações no método original de Gustavsson~ Peetre, e criar uma variante desse 
método. 
O objetivo desse trabalho é expor de fonna sistemática a teoria dessa variante, bem 
como aplicá~ la aos espaços de funções modelados em espaços de Orlicz, corno por exemplo, 
os espaços de Besov~Sobolev~ Triebel-Orlicz. 
No que segue faremos comentários sobre o desenvolvimento do trabalho em cada 
capítulo separadamente. 
No Capítulo I, fazemos urna breve exposição dos espaços de Orlicz, de funções veto-
riais, com peso. Apresentamos os índices de Boyd associados às funções de Orlicz, e um 
teorema de interpolação do tipo Marcinkiewicz para espaços de Orlicz, que será utilizado 
no Capítulo II. Os resultados deste capítulo serão apresentados sem demonstração, visto 
que podem ser encontradas nas referências. 
No Capítulo II, é demonstrado um resultado que genei'aliza um teorema de inter-
polação, citado na bibliografia como de Fefferman-Stein. A demonstração segue basica-
mente as mesmas técnicas do teorema de Fefferman-Stein, sendo que o ponto crucial é a 
obtenção de um teorema para os espaços de Orlicz, que generaliza uma desigualdade de 
Fefferman-Stein (ver [8], [281). Acreditamos que para os espaços de Orlicz estes resultados 
são novos, ou pelo menos não encontramos referências. 
No Capítulo III, começamos a nos preparar para obtermos resultados de interpolação 
abstrata para os espaços de Orlicz e espaços de funções modelados em espaços de Orlicz. 
futroduzimos um método de interpolação, denotado por < , >p,p, onde 1 ~ p ~ oo e 
pé um parâmetro funcional, que é uma variante do método de Gustavsson-Peetre ([12]). 
Demonstramos algumas propriedades que confinnam que a nossa definição consiste de fato 
em um método de interpolação. Não encontramos na literatura, uma demonstração de 
que os espaços gerados pelo método de Gustavsson-Peetre são completos. Portanto de-
senvolvemos uma técnica para demonstrarmos que os espaços gerados pelo nosso método 
são completos. A demonstração de que < , > p,p é realmente um método de intei'polação 
é modelada na de Gustavsson~Peetre, mas envolve agora uma propriedade delicada de 
simetria das funções de Rademacher. 
Começamos a desenvolver no Capítulo IV os resultados de interpolação envolvendo 
o método < , >p,p· Inicialmente demonstramos que o nosso método comuta com LP, 
isto é, L'P(< E0 ,E1 >p,p) =< LP(E0 ),L1'(El) >p,p• A seguir apresentamos outros teo~ 
remas de interpolação destacando o caso p(t) = t8 e os casos limites. Duas ferramentas 
que são frequentemente utilizadas neste capítulo e nos seguintes, são a desigualdade de 
Khintchine-Maurey e uma versão vetorial de uma desigualdade do Carlson ( [12] ). A 
primeira destas desigualdades é uma versão vetorial da desigualdade de Khintchlne e 
encontra-se demonstrada em [19], já a segunda acreditamos ser uma versão nova da de-
sigualdade de Carlson na formulação de J.Peetre (ver [12]). 
É no Capítulo V que se apresenta um dos resultados centrais de nosso trabalho. Aqui 
obtivemos um resultado, que caracteriza os espaços de Orlicz reflexivos como interpolação 
de espaços LP. Esse resultado permite que algumas propriedades que são estáveis por 
interpolação sejam repassadas de LP aos espaços de Orlicz, como por exemplo, a pro-
priedade U .M.D. Apresentamos também um caso limite para o teorema de caracterização 
acima referido. 
No Capítulo VI continuamos a desenvolver os teoremas de interpolação para os espaços 
de Orlicz com peso, apresentando inicialmente um resultado, que estabelece uma co-
mutação dos espaços de Orlicz com o método < , >p,p· Destacamos também o caso 
p(t) = t' e ca.sos limites. 
A partir de idéias de L.Hõrma.nder, os espaços de Lipschitz e de Sobolev foram 
generalizados por diversos autores, principalmente J.Peetre ([23]) e H.Triebel (ver [29]). 
Atualmente essas generalizações são denominadas de espaços de Besov-Sobolev-Triebel e 
são denotados por B;,q e F;,q. O primeiro destes espaços generaliza os espaços de Lipschitz 
(B:;_,,oo = Lip8 ) e o segundo os espaços de Sobolev (F;,2 = n;). As versões com peso desses 
espaços foram tratadas principalmente por Bui H ui Qui ([24]). O objetivo do Capítulo VII 
é obtermos uma nova generalização dos espaços de Besov-Sobolev-Triebel, que chamare-
mos de Besov-Sobolev-Triebel-Orlicz com peso, e denotaremos por B~~ e F:·;, onde 4) 
é uma função de Orlicz, w um peso , 1 $ q $ oo e s é um parâmetro real. Quando 
4)(t) = tP, 1 < p < oo, os espaços B;·,; e F;;; são os espaços de Besov-Sobolev-Triebel 
com peso, estudados por B.H.Qui ([24]). Como acontece com os espaços de Orlicz, os 
espaços B~·.~ e F::; também podem ser caracterizados como espaços de interpolação dos 
espaços B~: e F~·.~ respectivamente. Como consequência concluímos que os espaços de 
Besov-Sobolev-Triebel-Orlicz com peso têm a propriedade U.M.D. 
Finalmente, no Capítulo VIII extendemos a definição dos espaços B0s,w e F0s,w, onde ,q ,q 
trocamos o parâmetro reals por um parâmetro funcional a, pertencente a uma classe con-
veniente. Caracterizamos os espaços B;·,~ e Ff.;; via interpolação dos espaços B4:~ e F~·.~ 
respectivamente. Como consequência teremos que B;:; e Ff.;; têm a propriedade U .M.D. 
Para concluirmos, demonstramos outros teoremas de interpolação onde destacamos o caso 
p(t) = t0• 
No trabalho, indicações do tipo Teorema III.2.1, referem-se ao teorema 2.1 do Capítulo 




ESPAÇOS DE ORLICZ 
Neste capítulo faremos uma rápida exposição dos espaços de Orlicz de funções veto-
riais e com peso. Iniciaremos apresentando as funções que geram os espaços de Orlicz 
e os índices de Boyd associados a tais funções. Estes índices terão papel importante no 
desenvolvimento de todo nosso trabalho. A seguir recordaremos a definição dos espaços 
de Orlicz a valores vetoriais e introduziremos os espaços de Orlicz a valores vetoriais com 
peso. Um teorema de interpolação do tipo Marcinkiewicz para espaços de Orlicz será 
enunciado para futuro uso no capítulo II. 
Os espaços de Orlicz a valores vetoriais são mencionados, por exemplo, em [10], [27], 
[30], [31]. Os resultados envolvendo as funções de Orlicz ( cond.ição-~2 , índices, etc) podem 
ser encontrados em [9], [16], [18], [20], etc. 
I. FUNÇÕES DE ORLICZ 
1.1. Por uma função de Orlicz entenderemos uma função IP : [0, oo) ---+ [0, oo) que é 
contínua, convexa e ~(O)= O. 
Cada função de Orlicz é não decrescente e tem uma representação da forma 
(1) <i>(t) = J.' <p(s)ds 
onde t.p é não-decrescente e contínua à direita (derivada à direita de IP, chamada também 
densidade de IP ). 
1.2. A função conjugada IP* de uma função de Orlicz ~~é definida em [O, oo) por 
(1) 
(2) 
<J>•(s) = maJ<(st- <i>(t)) . 
t>O 
Relacionando as funções ~ e ~· temos a desigualdade de Young, isto é, 
st S <i>(t) + <J>•(s) . 
1.3. Em diversas situações trabalharemos com funções de Orlicz que satisfazem a 
condição-L\2, ou seja, com as funções iJ.) para as quais existe uma constante C > 1 
1 
tal que para todo t ~ O temos 
(!) <!>(2t) :> C<l'(t) , 
ou equivalentemente, para cada r > 1, existe uma constante positiva C = C( r), tal que 
para todo t ~ O, 
(2) <l'(rt) :> C<l'(t) . 
Outra caracterização da condição-d2 é dada através da função densidade, mais pre-
cisamente, uma função de Orlicz cil satisfaz a condição-d2, se e somente se existe uma 
constante a > 1 tal que 
(3) t<p(t) < a<!>(t) (t >O) , 
onde IP é a densidade de 4). 
illnda envolvendo a função densidade, temos que uma função de Orlicz ~ satisfaz a 
condição-.6.2 , se e somente se para cada r> 1 existe uma constante positiva C= C( r) tal 
que 
(4) I"( ri):> C10(t) . 
Com relação à conjugada de@, temos que~· satisfaz a condição-.6.2, se e somente se 
existe a > 1 tal que 
(5) a<l'(t) < t<p(t) (t >O) . 
1.4. Seja~ uma função de Orlicz e consideremos a função h1J (O,oo)--+ IR definida 
por 
<J>-l(t) 
h~(s)~sup~ '( ) 
t>O '!.' st 
Vamos considerar também a função 
" () _ -logh~(s) 
..!VJ~ s - I . 
ogs 
Os índices inferior e superior de Boyd associados a ~ são definidos respectiva-
mente por 
fio~ supM~(s) = lim M~(s) 
s>l s-oo 
e 




Temos que O :$ (J.p ~ a.p ~ 1. 





e P<P = -. f3o 
Aqui entendemos que Pib = oo se (J.p =O e vice-versa. Assim 1 ~ q.p ~ p.p :$ oo. Agora 
se (]_; satisfaz a condição-~2 então Pib < oo. Analogamente se(]_;* satisfaz a condiçã.o-~ 2 
então q.p > 1. 
Seja (]_; uma função de Orlicz que satisfaz a condição- ~2· Então se O < r < q.p e 
O < s < 1 ou P<l> < r < oo e s > 1 temos que existe uma constante positiva C > 1 tal que 
para todo t > O vale 
{I) <i>(st) < Cs"<i>(t) . 
2. ESPAÇOS DE ORLICZ A VALORES VETORIAIS 
2.1. Em quase tudo o que segue fixaremos um espaço de medida (não-negativa) cr-finita 




onde Xi E E, XB; é a função característica do conjunto p- mensurável B; e p(B;) < oo. 
Uma função f : n ------* E é fortemente ~t-mensurável se existe uma sequência. de 
funções simples (/,.),.~0 tal que 
lim 11/n- filE= O 
n~oo 
p-a.e. 
2.2. Seja (]_; uma função de Orlicz e E um espaço de Banach. O espaço de Orlicz 
L<P(f!,L;,p;E) = L<P(E) é o espaço vetorial de todas as (classes de equivalência módulo 
igualdade p-a.e.) funções f n ----+ E fortemente ~t- mensurável tais que 
(I) 
para algum ). > O. O espaço L <I>( E) torna-se um espaço de Banach quando munido de 




(3) II!II(L•(E)) = sup{kllf(•JIIEIIu(•JIIE•dp : g E L0'(E'), lluiiL•'(E'I ~ 1}. 
onde E' denota o dual topológico de E. 
Se <!;(t) = t', 1 < p < oo, então L0 (E) =L'( E) e paJ'a cada f E L0 (E) tem·se 
(4) llfii(L•(EJI = p'W (lo llf(x)ll';,dp) 11' 
onde!+l,-=1. p p 
Quando E= IR escreveremos L~ para L<)(JR). 
Valem as seguintes propriedades 
(5) 
e 
(6) ( Hõlder) 
paJ'a f E L0(E) e g E L0' (E'). 
Dadas Un)n;?:O e f em Li!>( E), diremos que Un)n~O converge em média para f se 
lim { <!;(llfn(x)- f(x)IIE)dp = 0. 
n-oo}o 
Pode-se provar que convergência em norma é equivalente a convergência em média se 
() satisfaz a condição- ~2 • Como consequência segue que o conjunto das funções simples 
é denso em E se 4> satisfaz a condição-L.\2• 
Consideremos agora w : n --+ IR um peso, isto é, uma função J.t-mensurável e 
positiva. O espa~o de Orlicz com peso Lfw)(E) é definido como o espaço das funções 
f : f!~ E tais que fw E L•(E). O espaço Lrw)(E) munido da norma 
torna-se um espaço de Banach. Além disso o conjunto formado das funções f O --+ E 
tais que fw é simples é denso em Lfw)(E). 
2.3. Denotaremos por M(f!,~,.u; E) o espaço das funções f : f! - E fortemente 
Jt~mensuráveis. Sejam E e F dois espaços de Banach e (f!,~. Jt) e (f!',~', v) dois espaços 
de medida a~ finita. Diremos que um operador 
4 
T : M(!l,E,Jl;E)--+ M(!l',E',v;F) 
é quase-aditivo se existe uma constante positiva C tal que 
(!) IIT(J + g)(x)IIF ~ C(IITJ{x)IIF + IITg(x)IIF)· 
Diremos também que um operador 
T : LP(!l, E,Jl; E)--+ M(!l', E', v; F) 
é do tipo-fraco (LP(E),LP(F)), 1::; p < oo, se existe uma constante positiva C tal que 
para toda f E LP(O, I;, p,; E) e todo À E JR+ temos 
(2) v({y E !l' : IIT/(y)IIF> .1}) ~ cA-P lo 11/(x)lltdJl. 
No caso p = oo se entende por tipo-fraco (L00(E),L00(F)) a limitação em norma 
(3) 
O próximo teorema foi demonstrado em [9] para funções à valores escalares, mas o 
resultado vale sem alterar a linha da demonstração, para funções à valores em um espaço 
de Banach E. 
2.4. TEOREMA: Consideremos r e s tais que 1 ::; r < q~ ::; P<'fl < s ::; oo 
e T: L'~"(E) + L6 (E)----+ M(ll', .E', Vi F) um operador quase-aditivo do tipo-fraco 
(L'(E),L'(F)) e do tipo-fraco (L'(E),L'(F)). Se ili é uma função de Orlicz que jun-
tamente com sua conjugada satisfaçam a condição-.ó.2, então Testá definido em Lil1(E) e 
se f E L0 (E) temos 
r ili(IITJ(y)IIF)dv ~ r ili(llf(x)IIE)dJl . 
.fo, .In 
Além disso se T é positivamente homogêneo, i.é., IIT(.If){y)IIF = 1.11 IIT(y)IIF, 
então 
IIT/Ib(F) ~ Cllflb(E)· 
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• CAPITULO 11 
UM TEOREMA TIPO FEFFERMAN - STEIN 
Neste capítulo apresentaremos uma versão vetorial, para os espaços de Orlicz, de um 
teorema de interpolação referido na literatura como de Fefferman - Stein. Para tanto 
apresentaremos inicialmente as funções maximais de Hardy-Littlewood e sharp que estão 
estreitamente ligadas ao problema. Outro resultado básico é a decomposição de Calderón-
Zygmund, que será fortemente usado para demonstrarmos uma generalização de uma de-
sigualdade de Fefferman-Stein. Essa desigualdade, por sua vez, auxiliará na demonstração 
do resultado central deste capítulo. 
O espaço de medida considerado neste capítulo será (JRn,B,p), onde B é a a-álgebra 
de Borel e fl é uma medida positiva, finita em compactos e tendo a propriedade doubling, 
ou seja, p,(Q2) ::; Cp,(Q) onde Q é um cubo qualquer do JR.n e Q2 significa a dilatação 
de Q, dobrando os lados e preservando o centro de Q. A condição doubling implica que 
para cada a> O, existe uma constante C= C( a)> O, dependendo somente de a, tal que 
~-t(Q"')::; Cp,(Q), onde Qcx tem significado análogo ao de Q2 • 
Os resultados deste capítulo para os espaços LP podem ser encontrados em [8] e [28]. 
Espaços de Banach arbitrários serão denotados pelas letras E, F, etc. 
1. AS FUNÇÕES MAXIMAJS 
1.1. Seja E um espaço de Banach e Lf0c(1Rn,E) = Lfoc(E) o espaço das funções definidas 
no JR.n a valores em E que são localmente integráveis. Para f E Lf0c(E) a fun~ão 
maximal de Hardy- Littlewood de f é definida por 
(!) Mf(x) = sup p(~) h 11/(y)llsdp (x E m•) 
onde o supremo é tomado sobre todos os cubos de lados paralelos aos eixos (simplesmente 
cubos a partir de agora), e que contém x. 
1.2. A função maximal de Hardy-Littlewood verifica a seguinte desigualdade para 
l<p:::;oo 
(!) IIM/IIL· 5: CII/IIV'(E) (f E L•( E)) 
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onde a constante C depende somente de p e n. 
Observemos em 1.2{1), que a maximal Mf é escalar. 
1.3. Para f E Lto~:(E) a função maximal sharp de f é definida por 
(1) M~ f(x) = sup !'(~) k llf(y)- JqiiEdl' (x E m•) 
onde o supremo é como em 1.2. e fq é o valor médio de f sobre o cubo Q, isto é, 
(2) 
1.4. Valem as seguintes desigualdades para f E Lto~:(E) ex E IRn 
(1) M(IIJOIIE)(x) = Mf(x), 
(2) M~f(x) ~ 2Mf(x) 
e 
(3) 
2. O TEOREMA DA DIFERENCIAÇÃO DE LEBESGUE E 
A DECOMPOSIÇÃO DE CALDERÓN-ZYGMUND 
2.1. O Teorema da Diferenciação de Lebesgue (caso escalar) nos assegura que para funções 
localmente integráveis, vale a seguinte igualdade para quase todo x E IRn, 
(1) lim (Q1 ) r J(y)dfL = f(x) 
r-+0 Jt r }Q,. 
onde Q,. denotam cubos centrados em x e de raio r. 
2.2. Aplicando 2.1(1) à funçào x "-' llf(x)IIE para f E L)00(E), teremos imediatamente 
que 
(1) 11/(x)IIE ~ Mf(x) Jt -a.e. 
2.3. Para cada k E zt, consideremos o conjunto Ah = 2-kztn, formado pelos pontos do 
IRn cujas coordenadas são múltiplos inteiros de 2-k. Seja Dk a coleção dos cubos cujos 
vértices estão em Ak e os lados têm comprimento 2-k. Os elementos de D = Uk=-ooDk 
são chamados cubos diádicos. 
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Para o próximo resultado a ferramenta básica utilizada será a seguinte decomposição 
de Calderón-Zygmund com respeito à medida J.t (ver [8]). 
2.4. TEOREMA: Sejam f E L1(E) e t >O. Existe uma família C,= C1{!,fl), de cubos 
com interiores disjuntos, consistindo de cubos diádicos maximais tais que 
(1) !'(~)h llf(xJIIEdl' > t 
que satisfazem 
(2) t < !'(~)h Jlf(x)IIEd!' < Ct 
para cada Q E Cti 
(3) Jlf(x)JIE S t 
para J.t-a.e. x E U{Q Q E Ct}· Além disso, para cada t > O, o conjunto 
E,= {x E JR•: Mf(x) > t} C U{Q3 : Q E Ctfo}, e temos a estimativa 
(4) 
3. UMA GENERALIZAÇÃO DO TEOREMA 
DE FEFFERMAN-STEIN 
O próximo resultado é uma generalização de uma desigualdade de Fefferman-Stein. 
3.1. TEOREMA: Seja 11' uma função de Orlicz que satisfaz a condição-6.2 e f uma 
função tal queM f E LTIO para algum Po com O< Po < q~. Então 
(1) 
com C independente de f. 
Demonstração. Levando em conta 1.4(1), 1.4{3) e o fato que 11' satisfaz a condição-ó.2 , 
para demonstrarmos (1), podemos supor sem perda de generalidade que f é real e positiva. 
Vamos inicialmente nos certificar que a decomposição de Calderón-Zygmund pode ser 
aplicada à f. Seja então t > O e suponha que Q é um cubo tal que 
(2) 
Então para cada x E Q temos 
8 
t</QSMf(x) 
e assim, como M f E L'PO, temos 
t"" S - 1- r (Mf(x))'"dp S _!J__ 
p(Q) }q p(Q) 
implicando em 
(3) p(Q) s ~~· 
Logo se Q1 C Q2 C · · · (inclusão estríta) é uma fanulia crescente de cubos diádicos 
tais que 
p(~k) h, f(x)dp > t 
segue de (3) e do fato que 1-L é doubling que tal fanu1ia é necessariamente finita, pois por 
(3), p( Q k) é limitada independente de k. Desta forma, cada cubo diádico satisfazendo (2) 
está contido em um maximal 
Consideremos então {Qj} a famma dos cubos diádicos maximais satisfazendo 
(4) t < /q, S Ct. 
Vamos denotar esta fam1lia por {QtJ} para indicar a dependência em t. Por 2.4(3) 
temos que f(x) ~ t para p,-a.e. x E UQt,.i· Notemos também que se t < s < fs,j, então 
QsJ C Qt,k para algum k. 
Dado t > O fixemos Qo = Qc2a)-1t,.io e seja A> O arbitrário. Existem duas possibili-
dades 
(5) Qo C {x 
ou 
(6) 
No primeiro caso temos 
(7) 
e no segundo caso 
(8) 
E I'(Q,J) S !'({x 
{t: CJt,jCQo} 
1 r t 
p.(Qo) }q, IJ(y)- /q,!dp. S A' 
9 
Usando (4) temos que 
(9) 
e novamente por (4) e (9) 
t t (t- 2)Jt(QtJ) = !Jt(Qt,j)- 2"(Qt,j) 
Assim sendo segue de (8) que 
< 1 f(y)df' -Jt(QtJ)fq, 
Ot,:i 
= k.J f(y)df'- k .., /q,df' 
< 1 lf(y)- /q,[dJt. 
Qf,j 
2: 1 !!(v)- /q,fdf' 
{t: Ot.JCQo} Ot,i 
~ f lf(y) - /q, fdf' }q, 
< A-1tJt(Qo) 
consequentemente, 
(!O) 2 2: Jt(QtJ) ~ A-1!Jt(Qo)t = 2A-1Jt(Qo). 
{t: Ot,jCQo} 
Agora, somando sob todos os possíveis Qbs, usando (7) e (lO) temos 
l:Jt(Q,,;)~Jt({x: M~f(x)> :})+2A-'2:Jt(Q(2o)-'t,;). 
J ' 
Sejam a(t) = E; Jt(Qt,j) e jJ(t) = Jt( {x : Mf(x) > t} ). Segue de (4) que se x E UQ,J 
entãn Mf(x) > t, logo a(t) ~ jJ(t). Além disso, da última parte do Teorema 2.4 temos 
(11) 
j 
Em termos de a(t) temos a seguinte desigualdade 
(12) 
!O 
Para cada N >O consideremos 
onde r.p é a densidade de~- Segue então que 
(13) 
Como cp satisfaz a condição-~2, segue de 1.1.3(3) que existe r> 1 tal que 
(14) \P(t) < r 1r<!>(t) (t >O). 
Além disso, segue de I.1.4(1) e da hipótese que O< Po < q<), que existe k > O tal que 
{15) <!>(st)::; ks'"<l>(t) {O::; s::; 1, t 2: O). 
Então, usando {13), {14) e {15) temos 
IN < J,N rt-1<!>(t),8(t)dt 
= t t r 
0 
r 1 <!>(NN),8(t)dt 
s r foN r1k(~)'"<I>(N),8(t)dt 
kr<!>(N) LN Pot'"-',B(t)dt = 
PoNPo o 
< kr~N) /, (Mf(x))"'dp. < oo. 
Po FO IR!' 
Além disso, usando (12) temos 
Agora, usando 1.1.3(4) temos que 
{N {2CN lo IP(t)a(tf2C)dt = 2C lo \P(2Ct)a(t)dt 
{2CN 
< 2CC' lo IP(t)a(t)dt. 
Por outro lado, fazendo A= 8CC1 e usando novamente I.1.3(4) temos 
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donde, 
iN <p(!)Jl({x: MHf(x) > S~C,})dt= 
rccw 
= 8CC' lo <p(8CC't)!'({x : MHJ(x) > t))dt 
{GN 
< C lo <p(!)Jl({x : M"f(x) > t))dt. 
{ON {2GN 
C lo <p(!)Jl( {x : MH f(x) > t) )dt + 2CC'2(8CC')-1 lo <p(t)a(t)dt 
[
N 1 {2GN 
= C 
0 
<p(!)Jl({x: M"f(x)>t))dt+2'lo <p(t)a(t)dt 
e então, fazendo N -t oo segue que 
(16) 
Finalmente, usando (11), (16) e !.1.3(4) temos 
JJR• <I>(Mf(x))dl' = [ <p(t)f3(t)dt 
~ c,;.= <p(t)a(t/C)dt 
= C,C i= <p(Ct)a(t)dt 
~ C;.= <p(t)a(t)dt 
~ C i= <p(t)!'({x: M"f(x) > t))dt 
= cJ, <I>(M"f(x))dJ.t 
R• 
onde C é uma constante que não depende de f. Fica então demonstrado o teorema. 
3.2. COROLÁRIO: Com as hipóteses do Teorema 3.1 temos 
(1) 
Demonstração. Novamente vamos supor f real e positiva. Segue do Teorema 3.1 que 
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(2) 
Suponhamos que Àt = IIM"JIIL+ > O e seja .1, = IIMJIIL•· Se .\2 <; .\1 nada 
resta a demonstrar. Vamos supor então que À1 < ,\2 e tomemos a 1 , a 2 tais que 
Àt < a1 < az < Àz. Assim segue da convexidade de cJ> que 
Notemos agora que para a > O temos 
M(aj)(x) = sup p(~) h(af)(x)dp = aMj(x) 
e 
logo 
MH(af)(x) = sup p(~) h l(aj)(x)- (af)qldp = aM"J(x). 
Assim, usando (2) e !.2.2(5) 
ou seja az :::; Ca1 quaisquer que sejam a1 e az com Àt < a 1 < a 2 < .\2• Logo, por um 
processo limite temos que 
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3.3. O espaço BMO(E), das funções de oscilação média limitada, é definido como o 
espaço das funções f E Lfoc(E) tais que MH f E L00 • 
Para f E BMO(E) definimos 
(1) 
Após identificação de funções que diferem por constantes temos que II·IIBMO(E) é urna 
norma que torna BMO(E) um espaço de Banach. 
Finalmente vamos passar ao teorema que extende o teorema de interpolação de 
Fefferman-Stein. 
3.4. TEOREMA: Sejam E e F espaços de Banach e «P uma função de Orlicz que 
juntamente com sua conjugada satisfaçam a condição-Â2 • Seja T um operador linear tal 
que 
(1) T : L"(E) --+ L'"(F) 
continuamente para algum PQ, com 1 < Po < q«>, e 
(2) T : L00(E)--+ BMO(F) 
continuamente. Então 
(3) T : L0(E) --+ L0(F) 
de maneira contínua. 
Demonstração. Se f E L""(E) segue de (1), 1.2(1) e 1.4(2) que 
(4) IIMU oTfiiLP<> :<; CIITfiiL>o(F) :5 CII/IILP<>(E) 
Por outro lado, corno por definição temos IIM"fiiLoo = llfiiBMO(F)• usando (2) segue 
que 
(5) 
Mas segue de ( 4) e (5) que MU oT é do tipo-fraco (L""(E), L") e (L 00 (E), L00 ). Assim, 
segue do Teorema 1.2.4 que 
(6) 
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Agora, como por 2.2 temos IITJ(x)IIF S Mo Tf(x) p-a.e., segue que 
(7) 
Logo, segue de (6), (7) e do Corolário 3.2 que 
o que demonstra (3). 
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• CAPITULO 111 
. -O METODO DE INTERPOLAÇAO <, >p,p 
Em [12], J.Gustavsson e J.Peetre introduziram um método de interpolação apropriado 
parainterpolar espaços de Orlicz. Neste capítulo, introduziremos uma variante do método 
de Gustavsson- Peetre, e demonstraremos alguns resultados para esta variante, que são 
aqueles que essencialmente usaremos no decorrer deste trabalho. Outros resultados como 
dualidade, reiteração, etc, pretendemos tentar estabelecer futuramente. 
O objetivo inicial (e principal) de nosso trabalho era procurar demonstrar que o método 
de Gustavsson-Peetre comutava com os espaços LP. Infelizmente, encontramos diver-
sas dificuldades, que não conseguimos transpor. Mas, por outro lado, essas dificuldades 
mostravam que algumas modificações no método poderiam levar à comutação desejada. 
Isto de fato aconteceu, e mais ainda, todas as propriedades estabelecidas para o método 
de Gustavsson- Peetre mostraram-se válidas também para a variante introduzida. 
1. A DEFINIÇÃO DO MÉTODO < , >,. 
O método que introduziremos dependerá de um parâmetro funcional tomado em uma 
conveniente classe de funções. 
1.1. Por P indicaremos a classe das funções p : [O, oo) --+ [O, oo) que são positivas em 
{0, oo) e quase-concavas, isto é, 
(1) p(st) ~ Cmax(l,t)p(s) (s,t>O). 
Se p E P então segue de (1) que p(t) é "quase-crescente" e p(t)ft é "quase-decrescente", 
isto é, para O < t0 < t1 temos 
(2) p(to) ~ Cp(t.) e p(t.) < cp(to). 
t1 - to 
Indicaremos por p+- a sub classe das funções p E P tais que 
(3) p(st) p(t) = sup -( ) = o(max(l,t)). 
s>O p 8 
onde entendemos pela expressão f(x)::;; o(g(x)) que o quociente f(x)fg(x) tende a zero 
quando x tende a zero e quando x tende a infinito. 
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A expressão R(s,t) = sp(tjs) é bem definida paras> O e quando s =O, colocaremos 
por definição R( O, t) ~ O. 
Se p E p+- existe uma função concava p0 tal que p "" p0, isto é, existem constantes 
C1 e C2 tais que C,po(t) ~ p(t) ~ CzPo(t) (ver [17]). 
1.2. LEMA: Se p é uma função concava então a função R definida acima também é 
concava. 
Demonstração. Sejam a, {3 2:: O com a+ {3 = 1 e ( s1, t1 ), ( s2, t2 ) quaisquer com si, ti 2:: O, 
i= O, I. Então 
o que prova o Lema. 
1.3. As funções de Rademacher ri: [O, I]--). {-1,1}, i= 0,1,2,··· são definidas 
como se segue. A primeira To vale 1 em [O,!) e -1 em [!,Ih a segunda Tt vale 1 em 
[O, i) U [!,~)mas vale -1 em [i, t) U [~,1] e assim por diante, 
A partir das funções de Rademacher vamos definir para n E 7Z, 
Sejam E um espaço de Banach, F um subconjunto finito qualquer de Zl e (Tin)nEF, 
(Tjn)nEF duas subsequências finitas de {T .. ) .. e.z- Como todas as funções de Rademacher 
têm a mesma função distribuição, segue que se (a .. )neF é uma sequência finita e arbitária 
de elementos de E então 
(1) [li E r;.(t)anll\!;dt ~ [li E r;.(t)•nll\!;dt, 
0 nEF 0 nEF 
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onde 1 ::; p < oo. 
1.4. Seja (E0, EI) um par de Banach, isto é, E0 e E1 são espaços de Banach ambos 
continuamente imersos em um mesmo espaço vetorial topológico de Hausdorff. 
O espa~o intersec~ão E0 n E1 é um espaço de Banach quando munido da norma 
O espaço soma Eo + Et também é um espaço de Banach quando munido da norma 
onde o ínfimo é tomado sobre todas as decomposições x = x0 + x1, Xi E Ei, i= 0,1. 
1.5. Lembremos que dada uma sequência ( an)nez de elementos de um espaço vetorial 
normado E, dizemos que essa sequência é somável e tem por soma a E E, e escrevemos 
a = Enez an, se, da.do e > O, existe um subconjunto finito Fe C ~ tal que, para todo 
subconjunto finito F C ~ coro F~ C F temos 
Lembremos também que uma sequência (an)neZ de elementos de um espaço vetorial 
normado E satisfaz a condição de Cauchy se, dado e > O, existe um subconjunto finito 
F~ c 7L tal que, se F' c 7t é finito e FI n F~ = 0 temos 
li E aniiE < g 
nEF1 
O Critério de Cauchy nos diz que se E é um espaço de Banach então uma condição 
necessária e suficiente para que uma sequência de elementos de E seja somável é que sat-
isfaça a condição de Cauchy. 
Outro resultado que utilizaremos com frequência é que um espaço vetorial normado 
é completo se e somente se toda sequência ( an)nez de elementos de E que é absoluta-
mente somável ((llaniiE)neZ é somável), deve ser somável. 
1.6. Seja (Eo,El) um par de Banach. O espaço< E0 ,E1 >p,p 1 1::; p,::; oo, é o espaço 
vetorial dos elementos a E Eo + E1 tais que existe uma sequência ( an)nez em Eo n E1 que 
satisfaz 




onde o supremo é tomado sobre todos os subconjuntos finitos de 76, e 
(3) 2'• (rn(-) p(2•)"n)neE é somávelem L'([0,1],E,), k ~ 0,1. 
Uma sequência (an)ne.Z em Eo n E1 que satisfaz {1), {2) e (3) será chamada uma 
sequência admissível para a com relação ao par (Eo, E1). 
Equipamos o espaço < E0 , E1 > p,p com a norma 
2'• II•II<E,,E,>,,, ~ inf jl':lfl sup li E r.(-) (2") •·IIL•([O,l],E,) 
-' F F p 
onde o ínfimo é tomado sobre todas as sequências admissíveis para a. 
No que se segue o seguinte resultado nos será útil. 
1.7. LEMA: Se p E p+- e 1 :5 p S oo então E:=-oo (min(p{211), P~:l))P, é convergente. 
Demonstração. Inicialmente temos que para p E p+- e 8 > O vale {[121) 
(1) ( {
00 
( s )' dt)''' lo min(1,t)p(t) t :e;Cp(s) 
com a modificação usual se p = oo. Fazendo 8 = 1 em (1) e usando 1.1(2) temos 
c• > 
00 !,'"+' ( 1 )' dt E min(1,- )p(t) -
2" t t 
n=-oo 
00 !,'"+' ( 1 )' dt > Cf E min(1,- )p(2") -
2n t t 
n=-oo 
Agora, para n 5 -1 temos 271 < 1 e na primeira integral da última desigualdade acima 
temos t :::::; 2n+1 < 2, ou seja, ! < t. Além disso, na segunda integral temos que 
2n+1 ~ t 2:: 271 ~ 1 e então t :::::; 1. Logo 
c• > 
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o que prova o Lema. 
1.8. OBSERVAÇÕES: 1.) A condição 1.6(3) implica em 1.6(2). Com efeito: como 
L'([O, l],E,), k =O, 1, é completo, segue de 1.6(3) que a sequência (r.(·)2'"••/ p(2"))neX 
satisfaz a condição de Cauchy, e assim, dado e > O, existe Fe: C zt finito tal que se 
F n Fe: = 0 com F c Zl finito então 
Por outro lado se F n Fe: # 0 então 
2/m li~ r.(·) p(2•) •niiL•([o,I],E,) ,e; 
2'" 2/m 
,; 11 ~ f.(-) p(2") a.IIL•([O,l],E,) + li ~ r.(-) p(2") OniiL•([O,l],E,) 
F-F. FnF. 
2'" 
< e+ li ~ fn(-) (2•)"ni!&([O,l],E,) FnF. p 
Segue então que 
pois existe somente uma quantidade finita de subconjuntos F de 7t com F C F". 
2.) A condição 1.6(2) implica na convergência da série que aparece em 1.6(1). De fato: 
00 -1 00 
~ llaniiEo+E> < ~ ll•niiEo + ~ llaniiE, 
n=-oo n=-oo n=O 
Agora o Lema 1. 7 conclui a demonstração. 
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3.) Se po e p1 são dois parâmetros funcionais em p+- tais que p0 "'p1 então 
< Eo,Et >p0 ,p=< Eo,Et >p1 ,p 
com equivalência de normas, qualquer que seja o par de Banach {Eo, Et) e 1.::::; p.::::; oo. 
4.) Uma parte dos resultados que obtivemos neste trabalho poderiam ainda ser obtidos 
se o nosso método de interpolação fosse definido sem a condição 1.6(3). Contudo para 
outros resultados essa condição é tecnicamente vantajosa, como por exemplo o resultado 
de densidade que vamos apresentar mais adiante. 
2. PROPRIEDADES DE < , >,,, 
2.1. TEOREMA: Seja {Eo,Et) um par de Banach, p E p+- e 1 .::::; p.::::; oo. Então 
< Eo, E1 > p,p é um espaço de Banach. 
Demonstra~ão. Seja Ap,p = Ap,p(Eo,Et) o espaço vetorial de todas as sequências 
( an)ne2Z em Eo n Et tais que 
2kn 
ll(a.)IIA,,, =.~"'o sup li I> nO (2•)"nllu([o,l],E,) < +oo - ,1 F F p 
e (Tn(·)2knanf p(2n))neZ é somável em LP([O,l],Ek). É fácil ver que II·IIAp,P. é uma norma. 
Vamos verificar que Ap,p é completo. Consideremos então (a;)~0 = ((a~)nez)~0 uma 
sequência em Ap,p, absolutamente somável, ou seja 
00 L lia;! IA,,, < +oo. 
i=O 
Notemos inicialmente que para cada n E 7Z temos 
00 00 
L II•~IIEonE, < Dll•~ll"" + II·~IIE,) 
i:O i:O 
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Então, (a~)~0 , n E 7.t, é absolutamente somável em Eo n E1 que é completo. Seja 
an E Eo n Et, n E~~ tal que 
( convergência em Eo n Et ) 
Seja a ;:::; ( an)nem e vamos provar que a E Ap,p• Temos que 
2'• ,g;~ S~p Jl ~ Tn(-) p(2•) aniiL»([O,l],E,) 
2n oo . _g;~ s~p li L; rn( ·) p(2•) (~ a~)IIL»([o,t],E,) 
00 2kn . 
$ _g;~s~ ~li ~rn(-) p(2n)•~IIL•([o,Jj,E,) 
00 2kn . 
$ ~~~ S~p li~ rn(·) p(2•) a~JIL»([O,Jj,E,) 
00 
L; Jla;IIA,,, < +co. 
i:::::O 
Falta somente demostra.r que (fn( ·)2knanf p(2n))ne.Z é somável em LP([O, 1], E~;). Sabe-
mos que dado e > O existe io E IN, tal que se j ;;::: io então 
00 
L; II•;IIA,,, < s. 
i=j+I 
Além disso, como para cada i E IN temos que (Tn(·)2kna~fp(2n))neZ é somá.vel em 
LP([O,l], Ek) e portanto satisfaz o critério de Cauchy, segue que dado e > O existe F1 C 7.l 
finito tal que se F' n Fj = 0 com F' C 7.l finito então 
li~ fn(-) P~;) a~JIL»([o,J],E,) < ;;· 
Vamos considerar Fe :::;; U~~oF! e F' C 7.t finito com F' n Fe = 0. Para tais F' temos 
que F' n F~ = 0 se i ::; io, e assim 
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io 21m . oo 2kn . 
= ~li~ fn( ·) p(2") a~IIV([O,l[,E,) + i=t,;_l li~ fn(-) p(2") a~IIV([O,l],E,) 
ioé oo 2kn. ~E 2; +.E r,;'!;'l sup li E fn(·) p(2") a~IIL•([o,l],E,) t=O t=to+l ' F F 
io e oo 
~ E 2, + E lla;IIA,,, < 2o, i=O i=io+I 
o que mostra que (Tn( · )2knanf p~T"))ne.Z satisfaz o critério de Cauchy e portanto é somável 
em LP([O, 1], Ek), donde concluimos que a E Ap,p· 
Vamos demonstrar agora que a = E:o ai em Ap,p· Seja então c > O e j suficientemente 
grande para que 
00 
E lla;IIA,,, < '· 
i=j+I 








= 11( E ·~)liA,., 
i=j+I 
~ E lla;IIA,,, <o. 
i= i +I 
Isto mostra que a = L:o ai e consequentemente que Ap,p é completo. 
A seguir consideremos o subespaço 
00 
N = {( an) E A,,, : E an = O ( convergência em Eo + E1 ) } 
n=-oo 
e vamos mostrar que N é fechado em Ap,p· Seja então (ai)~0 = ((a~)ne.z-)~0 uma 
sequência em N e a= (ttn)ne.Z E Ap,p tal que ai--+ a em Ap,p' e vamos provar que a E N. 
Temos que 
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para cada n E lt. Então dado E > O, existe i0 E IN tal que se i ;;?: i 0 e n E lt temos 
zkn . 
llp{2")"~- •niiE, < < { k ~ 0,1 ). 
Além disso, existe F; C lt finito tal que se F C lt é finito com F; C F então 
li í:a~IIEo+EI <E 
F 
pois a; E N. Finalmente tomando Fe = F;0 segue que se F C lt é finito com Fe C F 
temos 
:S 112:>~- aniiEo+E, + 112:>~11Eo+E, 
F F 
:::; li La~- aniiEo+Et +li La~ - aniiEo+EI +E 
Ft F-
:S L lia~- •niiE, +L lia~ - aniiEo +e 
F+ F_ 
< f ,P~:·) + t ep(2") +e 
n=O n=-oo 
00 {2") ~ e( L min(p zn ,p(2"ll + 1) 
n=-oo 
e usando o Lema 1. 7 segue que 
li L•niiEo+E, < Ce 
F 
donde concluímos que L:~=-oo an = O com convergência em Eo + E1. Logo N é fechado 
em Ap,p· Desta forma o espaço quociente Ap,p/N é um espaço de Banach munido com a 
norma 
Consideremos agora a aplicação T :< Eo,E1 >p,p---+ Ap,pfN definida como se segue. 
Seja a E< Eo, E1 >p,p e (an)nezr. uma sequência admissível para a. Definimos então 
Ta= (an) +N. Observemos que Testá. bem definida pois se tomarmos (an) e (bn) duas 
sequências admissíveis para a segue de 1.6(1) que L:n~_00 (an- bn) =O, o que mostra que 
(an- bn) = (an)- (bn) E N, ou seja an + N = bn + N. Fica também provado que T é 
uma aplicação injetora, Vejamos que T é sobrejetora. Segue da definição de Ap,p que se 
(an) +!I! E A,,,/ !I! então 
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e usando o Lema 1. 7 temos 
00 -1 00 I: [[onffEo+E, I: [[anf[E,+E, +I: llanffEo+E, 
n=-oo n=-oo n=O 
-1 00 
< I: llanffEo +I: ffaniiE, 
n=-oo n=O 
-1 n oo p{2n) I: p(2 )[[(an)[[A,~ +I: 2"[[(an)[[A,,p 
n=-oo n=O 
[[(an)IIA,,, f; min(p(2"), p~:")) < +co. 
n=-oo 
Logo (an)neZ' é absolutamente somável em Eo + E1, e consequentemente existe 
aEEo+E, tal que 
00 
a = L an {convergência em Eo + Et) 
n=-oo 
e como (an)ne.íZ E Ap,p, segue que a E< Eo, E1 >p,p e Ta = (a,.)+ N, ou seja T é 
sobrejetora. Além disso T é linear, pois se a E JR, a,b E< E0 ,E1 >p,p e (an),(bn) 
são sequências admissíveis para a e b respectivamente então ( aan + bn) é uma sequência 
admissível para aa + b e 
T(<w + b) = (aan + bn) +N 
a((an) + N) + ((bn) + N) 
aTa +Tb. 
Temos ainda que T é uma isometria, pois se ( an) é uma sequência admissível para 
a E< Eo, E1 >p,p então 
[[Ta[[. = [[(an) + N[[. = inf [[(bn)[[A,_ (bn)E(an)+A' ' 
(bn)J~~)+N' ~~ s~p f[ ~i'n(·) p~:.)bn[[Ln([O,I],E,) 
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2'" 
inf ma.xsupiiLfn(·) (2")bniiLP([O,l],E,) (an-bn)EA' k=O,l F F P 
inf ma.x sup li L fn(-) 2(2~)bniiLP([O,l].E,) L:an=Lbn k=O,l F F p 
inf max sup li L f nO 2(2~) bn IIL,([O,l[,E,) a=L:bn k=D,l F F p 
~ llali<E,,E,>,,,. 
Fica então demonstrado que II·II<Eo,E1 >p,p é uma norma e que< E0 ,E1 >p,p é iso-
morfo e isométrico a Ap,p/.N e consequentemente é um espaço de Banach. 
Vamos demonstrar agora que< E0,E1 >p,p é um espaço intermediário, isto é, 
2.2. TEOREMA: Seja (E0 , E1 ) um par de Banach e 1 :Ç p :Ç oo. Então 
(1) 




n- O senf:-0. 
Desta forma ( an)neE é uma sequência admissível para a e 
2'" 
,g;jf.i S~p li~ fn( ·) p(2") OniiLP([O,l],E,) 
max II•IIE, ~ II•IIEonE, k=O,l 
demonstrando assim a primeira inclusão de (1). 
Para demonstrar a segunda inclusão tomemos a E< E0 , E1 > p,p e ( an)neZl' uma 
sequência admissível arbitrária. Usando 1.6(1) e o Lema 1.7, segue como na observação 
1.8 que 
00 00 
II•IIEo+E, 11 L On 11 Eo+ E, :Ç L 11 °n 11 Eo+ E, 
n=-oo n=-oo 
Como { an)neZl' é arbitrária temos 
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o que conclui a demonstração. 
Um fato básico é que o método<, >p,p é um método de interpolação. 
2.3. TEOREMA: Sejam (Eo, Et), (Fo,Ft) dois pares de Banach e 1 :::; p:::; oo. Então se 
TE .C(Ek,Fk) (o espaço dos operadores lineares contínuos de Ek em Fk), k = 0,1, temos 
que TE .C(< Ea,Et >p,p,< Fo,Ft >p,p) e 
(1) 
onde Mk = JITJI<(E,,F>)• k =O, 1. 
Demonstração. Seja a E< Ea,Et >p,p e (an)neE uma sequência admissível arbitrária. 
Seja m E 7l tal que 
(2) 
Consideremos bn = Tan+m. Como 
00 
a= L; Un+m (em Eo +E,) 
n=-oo 
e T : Eo + E1 ---+ F0 + F1 é contínuo segue que 
00 
(3) Ta= L; bn (em Fo + F,) 
n=-oo 
Por outro lado, como TE .C(Eo, Fo) temos que 
- 1 li~ rn(·) p(2") Tan+miiLP([O,l],Fo) 
JIT ( ~ i'n(•) p(~") an+m) IILP([O,l],Fo) 
- 1 
< Moi I~ rn(·) p(2") an+miiL,([O,l],Eo) 
- 1 
= MoJI F~ rn-m(·) p(2n rn) anJIL,([O,l],Eo) 
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Agora, como 
1 < p(2m) 
p(2" m) - p(2") 
e levando em conta (2) e 1.3(1), temos 
(4) s; Mo)l(2m)ll E Tn-mO (~")anlb([o,!J,Eo) 
F-m P 
1 
= Mo)l(2m)ll F~ fn(·) p(2") aniiL•([O,l],Eo) 
s; Mop (~1 ) li E fn(·) (~")anllu([O,l],E,]· 
O F-m p 
De modo análogo, como ~ < 2Mo, segue que 
Segue de (3), (4) e (5) que (bn.)ne.Z é uma sequência admissível para Ta e pela arbi-
trariedade de ( an)ne.Z temos também que 
IITaii<Fo,H>,,, s; 2Mop (!:) llaii<E0,E,>,,, 
concluindo a demonstração do Teorema. 
O próximo resultado é uma consequência imediata do seguinte resultado de 
J .P.Kahane. 
2.4. LEMA: (Kahane [19]) Seja E um espaço de Banach e 1 < r< oo. Então para cada 
escolha de vetores (ai)r=1 em E temos 
[li :t r;(t)adiEdt ~c[ li f;r,(t)a;IIÉdt)'i• 
o i=l o i=1 
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com constante de equivalência independente da escolha dos vetores em E. 
2.5. PROPOSIÇÃO: Seja (Eo,Et) um par de Bauach e 1 S p,q < oo. Então 
(1) 
com equivalência de normas. 
Demonstração. Segue imediatamente do Lema 2.4. 
Temos o seguinte resultado de densidade, onde a condição de somabilidade 1.6(3) faz-
se necessária pela primeira vez. 
2.6. TEOREMA: Seja (E0, E1) um par de Banach e 1 ::::; p :$ oo. Então Eo n E1 é denso 
em< Eo,Et >p,p· 
Demonstração. Sej~ a E< Eo, Et > p,p e ( an)nE2Z uma sequência admissível para a. 
Considerando Ai= L!=-i an ternos que Ai E Eo n Et e a- Aj = Elnl>i an em Eo + Et. 
Seja Fj = {n: !n/ ::::; j} e vamos definir para cada j E IN a sequência 
h! _ { an se n f/. Fj, 
n- O se n E Fj. 
Vamos verificar que (~)nEZ é uma sequência admissível para a - Aj. Clara-
mente temos a- Aj = ~=-oo ~ com convergência em Eo + E1. Por outro lado, como 
(fn(·)2knanfp(211))nEZ' é somável em LP([O,l],Ek), segue que dado ê >O existe Fe C 7Z 
finito tal que se F' n Fe = 0 com P C 7Z finito temos 
(1) 
zkn li~ r.(·) p(zn) •·IIL•([o,tJ,E,J < '· 
Seja agora Fj = Fe U Fj e tomemos F' C E finito tal que F' n Fj = 0. Para tais F' 
temos que F' n Fe = 0, F' n Fi = 0 e então 
2"' . 2/rn 
11 ~ i'n(·) p(2") bf.lbno,l),E,) = li~ fn(·) p(2") •nllv([O,l),E•) <e. 
Logo, para cada j E IN, temos que (f.(·)2'=b{J p(2"))neZ1 é V([O, 1],E,)-somável e 
2'" . 
sup 11 L f.(-)p(2") bi.IIL•([O,l),E,) FnF;=0 F 
2'" 
S supiii:;r.(·) (2•)""1iv([o,t],E,) < oo. F F p 
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Assim, (b~)neE é uma sequência admissível para a- Ai. Além disso, para cada 
j > io = ma.x{lnl: n E Fe}, usando (1) e notando que F n Fj = 0 implica F n Fe = 0, 
temos que 
2"' lia- A;II<Eo.E,>,,, :<; U:"" sup li :L: r.(·) (2•)a.IIL•([o,I],E,) <' k-0,1 FnFj=\:1 F p 
o que mostra que Aj --Ta em < E 0 , E1 >p,p' ou seja E0 n E1 é denso em < E0 , E1 >p,p· 
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CAPÍTULO IV 
INTERPOLAÇÃO DE ESPAÇOS Lfw)(E) 
Um problema proposto por Peetre é o de determinar todos os métodos de interpolação 
:F, que comutam com os espaços LP, ou seja, quais os métodos de interpolação tais que 
F(L'(Eo), L'( E,))= L'(F(Eo, El)), onde (Eo, El) é um par de Banach. O nosso primeiro 
resultado deste capítulo é demonstrar que o método que introduzimos neste trabalho co-
muta com Lp, mas com a restrição de que o par de Banach (E0, E 1) seja constituído por 
reticulados de Banach com uma certa propriedade geométrica. Desta forma, iniciaremos 
este capítulo com uma seção relembrando a noção de q-concavidade e cotipo de um retic-
ulado de Banach. Nessa seção demonstraremos uma versão vetorial de uma desigualdade 
tipo Carlson e enunciaremos a versão vetorial da desigualdade de Khintchine. 
Ainda neste capítulo demonstraremos outros teoremas de interpolação para os espaços 
L(w)(E), onde variamos w, p e E no mesmo resultado. Para essa situação, precisaremos 
restringir o parâmetro funcional p para o caso p(t) = t8 • Apresentaremos ainda alguns 
casos limites dos resultados obtidos. 
1. RETICULADOS DE BANACH 
A seguir, relembraremos a noção de reticulados de Banach e de certas propriedades 
geométricas de tais espaços. 
1.1. DEFINIÇÃO: Um espaço de Banach E sobre IR, parcialmente ordenado é chamado 
um reticulado de Banach se 
(i) :c:$ y implica :c +z :$ y+ z, para cada :c,y,z E E, 
(ii) ax 2: O para cada x 2: O em E e cada a 2: O em IR, 
(iii) dados x,y E E existe x V y = sup{x, y} ex A y = inf{x,y}, 
(iv) llxJIE :>llviiE sempre que lxl $ lvl, onde o valor absoluto lxl de x E E é definido por 
lxl = x V ( -x ). 
1.2, O próximo resultado que esta-beleceremos é uma versão vetorial de uma desigualdade 
do tipo Carlson, onde aparece uma expressão do tipo (Lf=1 lai!P)11P, 1 :$ p :$ oo, com 
(ai)i=t em um reticulado de Banach E e a modificação usual para p = oo. Segundo 
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Lindenstrauss-Tzafriri [19], definiremos 
n n n 
(1) (~)a;l')'i• = sup{Í:a;a;: a; E IR e Í: la;l'' S 1} 
i=l i=l i=l 
onde 1/p + 1/p' = 1. Segue imediatamente de (1) a seguinte desigualdade de Hõlder, 
(2) 
i=l i=l i=l 
onde ai E IR e ai E E, i = 1, · · ·, n. Além disso, se n ~ m então 
n m 
(3) Cí: l•ii'J'iP::: Cí: l•d'J'i•. 
i=l i=l 
1.3. PROPOSIÇÃO: (Carlson) Seja (ai)i=l uma sequência de elementos de um reticu-
lado de Banach E. Então para p E p+- e 1 :5 p :5 oo temos 
(1) 11 t. a; IIE S C R (ll(t.(l•;l/ p(2'))')11'11E, ll(t.(2'l•;l/ p(2'))P)'i'IIE) , 
onde R(s,t) = sp(tfs). 
Demonstração. Seja A,= II(L;;,1(2"'I•;I/p(2'))P)'i•IIE, k = 0,1 e sE IR+ qualquer. 
Vamos demonstrar inicialmente (1) para p = 1. Temos que 
n 
llí:•;IIE = li Í: a;+ Í: a;IIE 
i=l 
< 112: p(2')a;fp(2')11E + 112: p~~i)2'a;fp(2')11E 
2°:::;8 21 >B 




Cp(s li I 2: 1•;1/ p(2')11E + cP( s) li 2: 2'1•;1/ p(2')11E 
. 8 . VSB V>B 
Tornando agora s =AI/Ao, segue que 
n 
IIÍ:•diE S CAop(A,jA,) = CR(A0 ,A1 ) 
i=l 
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o que prova (1) para p = 1. Suponhamos agora 1 < p ~ oo. Segue de 1.2(2) que 
n n n 
(2) li~ a;IIE $ (~p(21)")'i•' Ao+ (~(p(21)/2')")11•'A,. 
i=l i=l 
Mas como p E p+- segue que (ver [12]) 
( roo s 'dt) ljp' lo (min(1, t)p(t))" t <;; Cp(s) 
e então 
' (Cp(s))' 
00 2i+1 s ,dt 
2: ~ ],. (min(1,- )p(t))' -1 
. 2' t t=-oo 
Assim 




Substituindo (3) e (4) em (2) com s = A1 /A0 obtemos (1). 
1.4. DEFINIÇÃO: Diremos que um reticulado de Banach E tem concavidade 
finita( ou é q·concavo) se existe q com 1 :5 q < oo e uma constante C > O tal que 
para qualquer sequência ( ai)r=l em E temos 
n n 
(1) (~ 11•;1!1,)'1' <;;C!!(~ la;I'J'''IIE· 
i=l i=l 
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Para reticulados de Banach com concavidade finita vale uma desigualdade que nos 
será de grande utilidade no restante do nosso trabalho. 
1.5. TEOREMA: (Khintchine-Maurey, [19]) Seja E um reticulado de Banach com 
concavidade finita. Então para qualquer sequência ( ai)r==1 em E temos 
n n 
(!) II(L la;I2 )112JIE ~ li L r;(· )a;IIL•([o,lj,E) 
com constante de equivalência independente da escolha da sequência em E e 1:::; p < oo. 
1.6. DEFINIÇÃO: Um reticulado de Banach E tem cotipo finito ( cotipo q), se existe 
q, 2 :::; q < oo e uma constante C > O tal que para qualquer sequência { ai)i==1 em E temos 
(!) 
1.7. OBSERVAÇÕES: 1.) Os espaços LP são de cotipo max:(2,p). Então, segue de 
[19, pg 88] que LP é q-concavo para cada q > max:{2,p). 
2.) Um reticulado de Banach que é q-concavo para algum q ~ 2 é de cotipo q. Além disso 
se E é de cotipo r com 1 <r< oo então E é q-concavo para cada q >r. (ver [19]) 
1.8. PROPOSIÇÃO: Se E é um reticulado de Banach de cotipo finito, então L'( E) 
tem concavidade finita. 
Demonstração. Suponhamos que E tem cotipo q. Seja r> max{p,q). Então LP e E 
são r-concavos. Se (fi)i==t é uma sequência qualquer em LP(E) então 
n n 









~ CII(I; 1/ii'J'''IIL"(E) 
i=l 
o que mostra que LP(E) é r-concavo. 
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2. INTERPOLAÇÃO DE ESPAÇOS LfwJ(E) 
O nosso primeiro resultado neste sentido é uma comutação de L(w) com o método de 
interpolação < , > p,p· 
2.1. TEOREMA: Sejam (Eo, Et) um par de Banach formado de reticulados de Banach 
com concavidade finita, 1 :5 p :5 oo e w um peso. Então 
(1) 
com equivalência de normas. 
Demonstração. Seja a E L(w)( < Eo, Et > p,p) uma função tal que aw é simples a valores 
em< E0 ,E1 >p,p, isto é, 
N 
aw = LaiXBJ 
j=l 
onde Uj E< Eo, Et >p,p· Para cada j = 1, · · ·, N seja ( aÜne.z' uma sequência admissível 
para ai tal que 
(2) 2"" . r;'6;\ 'W li~ fn(·) p(2") ·~11'-'([0,IJ,E,J :; 2ll•;li<E,,E,>,,,. 
Para cada n E 7Z seja an definida por 
( ) ( ) { 
a~ se x E B; , j ~ 1, .. · N, 
anxwx = O sexrf.UBj. 
Seja F C 7l um conjunto finito qualquer. Segue de (2) e do Teorema de Fubini que 




Logo, (3) nos mostra que an E Lfw)(Eo) n Lfw)(E,) e 
(4) 
Vamos verificar agora que (rn(·)2kna./p(2"JlneX é L'([O,lJ,Lfw)(Ek))-somável. 
Temos que dado E > O, existem Fj C 2Z finitos, j = 1, · · ·, N tais que se F' n F/ = 0 com 
F' C 2Z finito então 
(5) 
Consideremos então Fe = uf=1 Fj e F' c 7t finito com F'nFt = 0. Assim F'nFj:;;; 0 
para cada j = 1, · · ·, N e usando o Teorema de Fubini e (5) temos 
o que prova a somabilida.de desejada. 
Sejam agora Fo C JZ_ e F1 C 7t+ subconjuntos finitos quaisquer. Segue de {2) que 
r li L:•n(x)w(x)ll';;,dJL = lo F~o 
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e então 
Assim (an)n<O é Lfw){Eo)-somável e (an)n:2:0 é Lfw){Et)-somável. Sejam 
bo;:;: L:;,!_00 an e bt ;:;: L:::o an em Lfw)(Eo) e Lfw)(Et) respectivamente. Considere-
mos ainda w1 ;:;: L:~=-i a~, Ui = L:;!,_i an e Vi = E~=O an. Como ai = I::=-oo a{ em 
Eo + E1 temos que u?;-l' a; em Eo + Et. Além disso, Ui-)' bo em L(w)(Eo) e Vi-l' bt em 
L(w)(E1). Logo existe subsequência (ui~c) tal que Ui~c(x)w(x) -l' b0(x)w(x) em E0 JJ-a.e. 
Por outro lado Vik -+ b1 em L(w)(Et) e então existe ( Vikr) tal que Vikr (x )w( x) -+ bt( x )w( x) 
em E1 JJ-a.e. Temos também que 
(u;,,(x) + v;,,(x))w(x) ~ (b0(x) + b1(x))w(x) 
em Eo + E1 JJ-a.e. Além disso 
-1 ikr 
(u;,,(x) +v;,, (x))w(x) <L: an(x) +L an(x))w(x) 
em Eo +E,. Logo a(x) = bo(x) + b,(x) p.-a.e., e 
N, 
lia- L aniiLr.,(&)+Lf.,(E,) s llbo- L a.llq.,(Eo) + llbl- L aniiLr.,(E,) 
n=Nt N1:Sn<O O:Sn:SN2 
demonstrando que a ;:;: I:~==-oo an com convergência em L(w)(Eo) + L(w)(E1). Assim 
(an)ne.Z é uma sequência admissível para a e segue de (4) que 
(6) 
Agora, se a é um elemento qualquer de L(w)(< Eo,E1 >p,p), segue de I.2.2 que 
existe uma sequência (an)n:2:0 em L(w)( < Eo, Et >p,p) tal que anw é simples, an -+ a 
em Lfw)(< Eo,E, >p,p) e por (6) 
(7) 






Segue de (8) e (10) com passagem ao limite em (7) que 
(11) 
o que mostra que 
L(w)(< Eo,Et >,,,) '-'< L(w)(Eo),L(w)(Et) >p,p. 
Consideremos agora a E< Lfw)(Eo),Lfw)(El) >p,p e (Un)neE uma sequência 
admissível para a tal que 
(12) 
Fixemos F por um momento e vamos considerar 
b (x)={ an(x) senEF, 
n O senfj.F. 
Então (bn(x))nez é uma sequência admissível para Epan(x). De fato, inicialmente 
vemos que 
00 
L•n(x) = L bn(x) (convergência em Eo + EI). 
F n=-oo 
Por outro lado como (fn(·)2'"bn(x)fp(2"))nEX = (rn(·)2'"an(x)fp(2"))nEF• segue a 
L'([0,1],E,)-somabilidade de (rn(·)2'"bn(x)fp(2"))nEX· Finalmente usando a desigual-
dade de Khintchine-Maurey temos 
2'" 
sup li L fn(·) (2") bn(x )lb([O,lj,E,) G G p 
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Assim, temos que 





:S C li ~?n( ·) p(2") •n(x llbno,l],E,) · 
2'" 
< ~~s~p li~ i'n(·) p(2") bn(x)IIL>([o,l],E,) 
2kn 
:S C~~ 11 ~ i'n( ·) p(2") •n(x llbno,l],E,) 
e usando {12) e o Teorema de Fuhini 
f 2'" 
< CP~~ lo li ~fn(·) p(2")an(x)w(x)II~,([O,l],E,)df' 
= CPmax f' f ll"'r.(t) 2(2'")a.(x)w(x)llli: df'dt k=O,l Jo Jn 7' p n k 




Nos cálculos acima vimos também que 
(14) 
Como (f.( ·)2kna.j p(2"))neZ? é LP(IO, 1], L{w)(E,))-somável segue de (14) que ( a.)ne!< 
é somável em L(w)(< Eo,EI >p,p)· Assim segue da primeira inclusão e do Teorema 
III.2.2(1) que a = I:~=-oo an em L(w)( < Eo, E1 >p,p)· Finalmente tomando limite em 
(13) temos 
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Fica então terminada a demonstração do Teorema. 
No restante do nosso trabalho vamos supor, sem perda de generalidade, que a con-
stante de "quase-concavidade" do parâmetro funcional p vale 1. 
O seguinte teorema generaliza um teorema devido a Gustavsson [11]. 
2.2. TEOREMA: Sejam E um reticulado de Banach com concavidade finita, w0 , w1 
dois pesos e 1 ~ p ~ oo. Se 
(1) w = wo/p(wofw,) 
então 
(2) 
com equivalência de normas. 
Demonstra~ão. Seja a E L(w)(E) e consideremos 
Bn = {x E{!; wo((x)) E [2"-1,2")}. 
W1 X 
Então O::;:; UnEZBn e Bn n Bm;; 0 se n :fim. Vamos definir a seguinte sequência 
( ) -{ Àna(x) sexEB., an x - n O sexy:Bn 
onde (Àn)ne.Z é uma sequência de números reais positivos com E:=-oo Àn = 1. Verifique-
mos que (an)nez é urna sequência admissível para a. Temos que em Bn vale 
(3) 2k(n-1) < (wo(x))' - w(x) p(2" ') - (w,(x))'p(wo(x)fw,(x))- w,(x) (k = 0,1). 
Seja F C 7Z um suconjunto finito qualquer. Então, para k::;:; O, 1, usando {3) temos 
o que mostra que 
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2'• (4) li L>•Op(2•J"•Ib([o,IJ,q. ,tE)):<:: 2' L: Ànll•llq.,tE)· F k nEF 
De (4) podemos concluir que an E Lf.,)(E) n Lfw,)(E), (fn(·)2'•anfp(2•))nE2': é 
LP([O, li, L(w,)(E))-somável e 
2'• (5) rnaxsupiiL:;fn(·)-(2 J"nlb([ol]L' (E)) :S:2IIaiiL• (E)· k=O,l F F p n ' ' (w~o) (w) 
Consideremos agora Fo C 7Z_ e F1 C 7Z+ dois subconjuntos finitos quaisquer. Então, 
usando (3) ternos 
ou seja, 
(6) li L:;a.IIL• (E):<:: L; "·II•IILc.,(E)· F~o (w~o) nEH 
De (6) concluímos que (an)n<O é L(wu)(E)- somável e (an)n~o é L(wr)(E)-somável. 
Considerando bo = :z::;;_00 Cln e bt = E:'=o an em L(wo)(E) e L('W:t)(E) respectivamente, 
segue que a = bo + bt e 
N, 
li•- L: •niiLf.,,<El+L!.,,<E) S llbo- L: onllq.,,<E) + llb,- L: a.llq.,,tE) 
n=NJ Nr ::;n<O O$n$N2 
demonstrando que a = L~=-= an com convergência em L(wa)(E) + L(w
1
)(E), e então 
(an)nEE é uma sequência admissível para a. Segue de (5) que 
demonstrando a inclusão 
Consideremos agora a E< Lfwo)(E),L(wt)(E) >p,p e (an)neZ" uma sequência ad~ 
missível para a tal que 
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(7) 
zkn ~'6;\ "},P li~ fn( ·) p(Z•) aniiLP([O,l],Lf.,l(E)) $ 2llaii<Lf.,l(E),L[.,,(E)>,,, 
Aplicando a desigualdade de Khintchine~Maurey para E temos 
II(~(P~;)I•.(•)I)2 )112IIE $ Cll ~f.(-) P~;)a.(•)IILP([o.t].E) 
e usando o Teorema de Fubini 
ou seja, 
(8) li(~( p~;) l•ni)2)11'11L[.,,CE) $ Cll ~ fn(·) P~;) ••IIL•([o,tJ,L[.,,cE))· 
Como (f.(-)zknanfp(2"))nEZi' é L'([O,l],Lfw,)(E))-somável segue que dado e > O 
existe Fe C zt finito tal que se F' C 7L é finito com F' n Fe :;::; 0 então usando (8), 
temos 
(9) 
Da Proposição 1.3 temos que 
li~ a.(• )li E $ CR(II(~(p(!•) la.( • )IJ2 )112IIE, II(~(P~;.) la.(• )IJ'JI''IIE) 
e então fazendo A,= (í:F(2'"Ia.(x)l/p(2"))2) 112 vamos ter que 




{10) r li" an(x)w(x)lll; ~C' max r li("( 2(kn)lan(x)l)2 )112)w,(x)lli:Jdl' Jo 7' k=O,l Jo ~ p 2n 
e usando (9) segue que 
(11) 2'" li ~anllq.l(E) ~C ~lí;\ ll(~(p(2") lanll2)1i')I1Lf.,}E) ~C e 
e então (an)neZ é somável em Lfw)(E). Usando a primeira inclusão e o Teorema III.2.2, 
concluímos que a= L~=-ooan em Lfw)(E). Finalmente usando (7), (8) e (11) temos 
11 L:aniiLfw)(E) ~ Cllaii<Lfwo)(E),Lf.,)(E)p,p 
F 
donde passando o limite obtemos 
e o Teorema fica demonstrado. 
3. CASO p(t) = t' 
Tomando p(t) = t9 obteremos resultados mais gerais que os Teoremas 2.1 e 2.2. Mas 
necessitaremos do seguinte Lema. 
3.1. LEMA; Sejam (Eo, El) um par de Banach formado de reticulados de Banach com 
concavidade finita, p(t) = t9, O<()< 1, a E< Eo,El >p,p e (an)ne2Z uma sequência 
admissível para a. Então 
(1) llaii<Eo,E,>,,, ~ C sup II(L:(2-"'IaniJ2)112 111:'11(L:2(1 -')nlaniJ2)1/2 II~, 
F F F 
Demonstração. Seja t E IR e [tJ o menor inteiro maior ou igual a t. Temos que 
(2) t ~ [t] ~ t+ 1 
Considerando bn = an+[tJ 1 temos que (bn)nE.Z é uma sequência admissível para a. Com 
efeito, certamente temos que a= L~=-oo bn. Além disso, dado E > O existe Fe C E finito 
tal que se F' n Fe = 0 com F' C JZ finito temos 
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Seja F)'i = F.+ [t] e F' c !Z finito tal que F' n F)'i = 0. Então (F'- [t]) n F. = 0 e 
usando a desigualdade de Khintchine-Maurey temos 
:<; Gil ~)21•-o)n"•+I•J)2)11'11E, 
F' 
= C[[ 2: (21k-O)In-[t])an)')1/21[E, 
F 1-[t] 
= 21o-•H•lc[[ 2: (21•-o>•a.)')1i'[IE, 
pt_[t] 
< 21•-•H•lcll 2: r.(·)21k-O)•a.llvno,1J,IE•)) 
F'-[t] 
< 21•-•>l•lce 
mostrando que (Tn( · )2(k-B)nbn)ne.?E é LP([O, 1], (Ek))-somável. Do mesmo modo mostramos 
que 
( 4)sup 112: f.(· )21k-O)nbniiL'([0,1],1E,)) :<; 2IO-k)[tJc suFp 112: f.(· )21k-O)•a.llv([o,1],1E,))· 
F F F 
Logo (bn)neE é uma sequência admissível para a. Assim usando (2) e um cálculo 
análogo a {3) temos 
llai[<E,,E,>,,, :<; ,~ax0 1 sup 112: f.( ·)21k-O)nbn[[z.,([o,1],1E,)) 
-, F F 
:<; c sup (2oltllll:(T.o a.)')1/'ll& + 2-l1-o)[•lll2:(211-o)•a.)')1/'IIE,) 
F F F 
:<; C sup (2•1•+1) lll:(Tno a.)2)1i'[[E, + 2-'11- 0)112:(211-'>•a.)2)1i2[[E,) 
F F F 
:<; 2°C sup (2"112:(2-no an)2)1i211& + 2-•11-0) 112:(211-0)•a.)2)1i 2[[E,) 
F F F 
Agora, notando que para t = log2 ~ temos 
e podemos concluir (1). 
8,2. TEOREMA: Sejam (Eo, E1) um par de Banach formado de reticulados de Banach 





com equivalência de normas. 
1 1- o o 
-=-+-
p Po Pt 
Demonstração. Seja a E L(w)( < E0 , E1 >p,p) uma função tal que aw é simples a valores 
em < Eo, Et > p,p, isto é, 
N 
aw = L: aiXB; 
j""l 
onde ai E< Eo, Et >p,p e suponhamos que lfai!L[,..J(<Eo,Et>p,p) :$; 1. Paracadaj = 1, · · · ,N 
seja (aÜne2Z uma sequência admissível para aj tal que 
(3) 
ou, usando a desigualdade de Khintch.ine-Maurey para Ek, 
(4) max sup II(L)z(k-S)nJa~I)2)112 JIE, ~ CJ Ja;ll<Eo,E,>,,,. 
k=O,l F F 
Consideremos agora À definido por 
(5) Po(l- AO) = p. 
Desta forma .\ também satisfaz a equação 
(6) PI(l +A(!- O))= p, 
pois, usando (1) e (5), temos 
1 (1 - 0)(1 - AO) +61'. 
PI 




implicando em (6). 
Para cada n E 7L seja an definida por 
{ 
a' 
a.(x)w(x)= on-z sexEBj,j=l,···N, 
se x ~ UBj 
onde z = [t] = (..\log2!laiii<Eo,Et>p,pJ. Mostremos que ( an)neZ' é uma sequência admissível 
para a. Seja então F C 7L um conjunto finito qualquer. Segue de (4), (5), {6), o Lema 
111.2.4, a desigualdade de Khintchine-Maurey e o Teorema de Fubini, que 
(7) 
<c(~ r CPklla·Wk 2(k-O)(k+..\log2Jla;II<Eo,Er>p,p)Pkd.u) l/Pk 
- ~ JB- J <Eo,Et>p,p 
J=l 3 
= C2(k-O)k (t k. llaiii~~.Er>p,pllaill~~~~:~p,pd.u) ljp,. 
J=l J 
= cz(k-B)k (~ f lla·ll"+'(•-e)"d~t) 1/" ~ }B, J <Eo,Et>p,p 
J=l 3 
= cz(k-B)k (lo l!a(x)w(x)!I~Eo,E,>,,,dl') 11" 
= cz(•-nl•ll•ll'/" < cz(•-•l• . 
.q'..,1(<Eo,Et>p,p) -
Fica então demonstrado que an E L{!,)(Eo) n L{;)(E1) e que 
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Consideremos agora F0 C zt_ e F1 C zt+ subconjuntos finitos quaisquer. Segue de 
(3), (5) e (6) que 
Assim 
(8) ll "'a 11 < 21+k(k-0)"'2(0-k)n L..J n LPk (E~:) _ L..J F~: (w) F,. 
o que mostra que { an)n<O é Lf!)(Eo)-somável e { an)n!:O é Lf!)(Et)-somável. Considerando 
bo:::: L:;,!_00 an e b1 = 2::,0 an em L~)(Eo) e L(!,)(Et) respectivamente, podemos con-
cluir como no Teorema 2.1 que a = bo + b1 e então a = L:~=-oo an com convergência em 
L~)(E0)+ L(;,)(E1). Vamos verificar agora que {fn(• )2(H)•a,)ne>r é L'( I O, 1], L(!)(E,))-
somável. Como (fn(·)2(k-B)na~)nEZ' é {absolutamente) somável em LP([O, l],Ek) segue que 
dado e > O, existem Fj C 7L finitos, j = 1, · · ·, N tais que se F' íl Fj = 0 com F1 c 7L 
firúto então 
(9) L llrn(· )2(k-O)na~IIY([o,t],E,) 
F' F' 
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Consideremos então F~ = uf=1(Fj - z) e F' C 7t finito com F' n F., = 0. Logo 
(F' +z)n Fj = 0 para ca.daj = l,···,N e usando (5), (6) e (9) temos 
A conclusão da inclusão 
L(w)(< Eo,E, >,,,) '--'< L(~1 (Eo),L(~)(E,) >,,, 
segue por densidade como no Teorema 2.1. 
Consideremos agora a E< LpO( 1(Eo),LP(')(E1) >p,p com llaii<LPO (E) L" (E)> < 1 e W w (w) O' (w) 1 p,p 
seja ( an)nE.Z uma sequência admissível para a tal que 
(10) ffiaJ< sup li"' fn( ·)2(k-e)nanl b([O 11 L" (E 11 ~ 1 
k=O,l F 1; • • (w) k 
ou usando a desigualdade de Khintchine-Maurey para Ek, segue de {lO) que 
(11) maJ<sup 11("'(2(k-e)nlaniJ2) 112IIL" (E)~ C 
k=O,l F 11 (w) k 
Temos que (Tn(·)2(k-B)nan)ne.z é LP{[O,l],L(!){Ek))-somável, e então dado E > O 
existe F., C 7t finito tal que se F' n F"' = 0 com F' C Zl finito, segue após usarmos a 
desigualdade de Khintchine-Maurey que 
(12) 
Consideremos agora 
bn(x) = { ~n(x) 
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se n E F', 
se n rJ F'. 
Assim, como no Teorema 2.1 temos que (bn(X))neZ é uma sequência admissível para 
Í:F•an(x). Usando o Lema 3.1 temos que 
F' 
~ C sup ll(~)z-'"lb.(x )1)2)11'111~'11(~.)2<'-')•lbn(x Jl)')'/'11~, 
G G G 
=c sup II(L:(z-'"lb.(xJIJ'J'i'llk~'ll(~)z<'-'l•lb.(xJIJ'J'i'll~, 
GcF' G G 
~ C li (L:(2-Bn lan( X) 1)2)112111\;' li (L:(2(l-B)n l•n( X )1)2 )112 11~, 
F' 
e então 
li L:a.(x)w(x)II<E,,E,>,,, ~ 
F' 
, CII(L: z-Bn la. (X )l)')'i'w( X )111\;'II(L: 2(l-B)n l•n( X )I )')'i'w( X) li~, 
F' F' 
Agora, integrando a inequação acima e usando a desigualdade de Hõlder 
e~0p+ ~p= 1) e (12) temos que 
r li L:a.(x)w(x)II~E,,E,>,,,dfL,; lo F' 
~ C' r II(L:z-'"la.(x)IJ')lf2w(x lll~-'l'II(L:2<'-'l•la.(x )l)')'i'w(x lll:r, dfL Jo F' F' 
,_, 
~ CP (lo ll(~z-'"lan(xJI)2 ) 112w(x)ll1l,d!') "'X 
' 
X (lo 11(~2(1-B)nlan(x)l)2 )112w(x)ll';!,d!') ,,P 
< CP~(t-B)peBP = CPeP 
ou seja 
(13) 
Assim temos que (an)ne.z é somá.vel em Lfw)(< Eo,Et >p,p)· Segue da 
primeira inclusão e do Teorema III.2.2{1) que a = 2:::'=-oo an com convergência em 
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L(w)( < E0 ,E1 >p,p)· Agora exatamente da mesma maneira à que obtivemos (13) temos 
para F C ~ finito qualquer que 
(14) li ~anllq.,<<E,,E,>,~) :'0 C 
e após passagem a.o limite em {14) concluímos o Teorema. 
3.3. TEOREMA: Sejam E um reticulado de Banach com concavidade finita e w0 , w1 






1 1-8 8 
-=--+-
p Po PI 
1-19 i9 w=w0 w1 , 
com equivalência de normas. 
Demonstração. Seja a E L(w)(E) com jJa!lq ... J(E) :$ 1 e (an)nem definida como no 






1 1 1 
-=---
r Pl po 
Das relações (1) e (4) temos que 
8 Po(1- -p) = (1- 8)p , 
PI 
1-8 p,(1- -p) = Op 
Po 
8 1-8 Po(1- -p) = p = p,(1- -p) 
r r 
Verifiquemos que ( an)nezr é uma sequência admissível para a. Seja F C 7L um 
conjunto finito qualquer, então usando (2), (5) e (6) temos 
50 
f II(Lrn(t)2-8nan)wo(x)ll~d!'; L f IIT0n.lna(x)wo(x)ll~d!' Jo F nEF}B,. 
:S L .1~' k lla(x)ll~%'(x)lla(x)II.E8p'p/'w0°'''1''(x)w:•oP/PO(x)d!' 
nEF " 
::; (L .In)""], lla(x)II~(1-0pf')%o(1-8pjp,)(x)w,8p(x)dl' 
nEF Bn 
; (L .In)''], lla(x)ll\?w~1 -0)p(x)wf'(x)dl' 
nEF B,. 
:S (L .In)"' k lla(x)w(x)ll\?d!' :S (L .In)"' 
neF 0 neF 
Do mesmo modo, 
f II(Lfn(t)2(l-O)nan)w,(x)ll\'id1'; L f ll2(l-O)n.lna(x)w1(x)ll\idl' Jn F nEF}Bn 
:S L .1~1 k li•( x )11\iwf' ( x )2(1-0)PI lla(x )11~-o)m/' Wb1-o)mfp'( x )w~(1-o)m/""(x )d!' 
nEF n 
::; (2(1-0) L .In)''], lla(x)ll\i(1+(1-0)pMw~1-0)p(x)wj'(1-(1-0)v/P<>)(x)dl' 
nEF B., 
; (2(1-0) L Àn)"], lla(x)ll\i:w~1-0)p(x)w;•(x)dl' 
nEF B,. 
:S (2(1-B) L .In)'' klla(x)w(x)ll\i:d!' :S (2(1-0) L Àn)PI 
nEF 0 neF 
(7) 
Podemos concluir também de (7) que (fn(·)2(k-O)nan)ne.Z é LP([O,l],L(!k)(E))~ 
somável e que 
(8) 
Finalmente consideremos Fo C~- e F1 C 2Z+ subconjuntos finitos quaisquer. Segue 
de (2), (5) e (6) que 
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e do mesmo modo 
Logo, 
:;; (L;.I.)"' J, 2"'"'112-••a(x)wo(x)II1J'd~ 
Po Bn 
:;; (L; Àn)"' 
Fo 
:;; (L;.I.)P' r 2(8-J)np,ll2(1-8)na(x)wi(x)lll:idf' 
H }B., 
:;; (2(1-B)p, L: Àn)P>, 
F, 
e então (an)n<O é L(!o)(E)-somá.vel e (an)n!:O é L(~d(E)-somável. Considerando 
bo =E~;-= a., e bt = L:~=O a., em L('!o)(E) e L{~t)(E) respectivamente podemos con-
cluir como no Teorema 2.2 que a = bo + bt e a = 2::~=-oo a., com convergência em 
L(~)(E) + L(~1 )(E). Desta forma demonstramos que ( a.,).,ez é uma sequência admissível 
para a e de (8) segue que 
mostrando que 
Para demonstrarmos a outra inclusão vamos considerar a E< L('Wo)(E),L(w
1
)(E) >p,p 
com ]JaJI<LPo (E) L" (E)> < 1 e (an)ne.Z uma sequência admissível para a tal que (wo) ' (wt) p,p 
(9) maJ<supiiL;rn(·)2(k-B)naniiL,([OI)L" (E)):;; 1 
k=O,l F F ' ' (w~;:) 
Como no Teorema 2.2, usando a desigualdade de Khintchine-Maurey para E temos 
(10) 
Como (Tn(·)2(k-8)nezn)ne.z é LP{[O,l],L(~,.)(E))-somável segue que dado e> O existe 
Fe C~ finito tal que se F' C 7t é finito com F' n F~= 0 então usando (10), temos 
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(11) 
Da Proposição 1.3 temos que para qualquer F C ~ finito, 
li I; a.(x )IIE ~ CII(D2-'•!a.(x )1)2) 1i'!lk-'II(I;(2(l-O)n!a.(x )1)2 )11211~ 
F F F 
e da relru;ão (2) temos então 
11 I; a.(x )w(x )li E ~ CII(L;(2-6nlan(x )1)2 )1i2wo(x )!11-'li(I;(2(l-O)n!an( x )l)')'i'w,(x )li~ 
F F F 
(12) 
Logo, usando a desigualdade de Hõlder e (11) temos 
r li L;a.(x)w(x)ll~df' ~ Jn FI 
~ C' r II(L;W'•Ia.(x)l)')' 1'wo(x)ll~-·)p X 
lo F' 
X !i(I;(2(l-O)n lan( x) 1)2) 1/'w, (X )li~ df' 
F' 
,_, 
~ C' (t, 11(~(2-'•!an(x)i)2)1i2wo(x)!!Jl'df') '"'X 
_._ 
X (In 11(~(2(l-Q)nlan(X )1)2)112wt(X )11\fdf') "P 
< cv,<t-a),,ap =(C<)' 
o que mostra que li Í:F• aniiLr .. )<E)::; Ce, ou seja, (an)ne2Z é somável em L(w)(E). Segue 
da primeira inclusão e o Teorema III.2.2 que a= L~-oo an com convergência em L(w)(E). 
Exatamente do mesmo modo ao que obtivemos (12) temos para F C 7Z finito qualquer, 
usando (9) e (10) que 
(13) 
e passando ao limite em (13) concluímos o Teorema. 
53 
4. CASOS LIMITES 
Os próximos resultados são casos limites do Teorema 3.3. Necessitamos da seguinte 
definição usada em [11]. 
4.1. DEFINIÇÃO: Sejam E um espaço de Banach, w um peso e f E M(ü,E,J.t;E). 
Diremos que f E L~)(E) se 
11/IILoo (E)= sup 11/(x)w(x)IIE < oo 
(w) xen 
p, - a.e. 
4.2. TEOREMA: Sejam E um reticulado de Banach com concavidade finita e wo, w1 
dois pesos. Então para p(t) = t9, O<(}< 1, 1 ::Ç Po < oo, 
(1) 1 1-6 -=--
P Po 
e w como no Teorema 3.3(2), temos 
(2) 
com equivalência de normas. 
Demonstrac;ão. Seja a E L{w)(E) com llaiiLr"')(E) :::; 1 e consideremos (an)ne2Z como no 
Teorema 2.2 onde 
-' Bn = {x E ll: lla(x)w,(x)lli-' E [2"-1 ,2")} 
Assim Q = UBn e Bn n Bm :;;; 0 se n :/:: m. Verifiquemos que ( an)ne2Z é uma sequência 
admissível pa.ra a. Seja F C 7L um conjunto finito qualquer, então 
r 11(L:r.(t)2-'"•.(x))wo(xJII;df' =I: r 112-'"A.a(x)Wo(xJII;dl' Jn F nEF}Bn 
:>I: -11:' i lla(x)II\';?Wo"(x)lla(x)w,(x)ll~'~'"dl' 
nEF Bn 
:>(I: Àn)" i lla(xJII;<•-,~,)wbi-O)pw:P(x)dl' 
nEF Bn 
:>(I: Àn)"' klla(x)w(x)II\Odf' :<;(I: Àn)P•. 
neF 0 neF 




Por outro lado, temos que 
nEF 
mostrando que an E L(:;,)(E), (fn(·)21k-O)nan)nEX é LP([O,l],L(;;,J(E))-somável e que 
(4) 
Agora se F c 7.Z_ é finito, temos 
o que mostra que (an)n<O é somável em L(!a>(E). Analogamente se F C 7Zt é finito 
mostrando que (an)n;=:o é L~1 )(E)-somável. Disto podemos concluir como no Teorema 3.3 
que a= 2:::'=-oo an com convergência em L~)(E)+L~1)(E). Desta forma demonstramos 
que (an)nez é uma sequência admissível para a e de (3) e (4) segue que 
demonstrando que 
Lfw)(E) <-+< Lf::.l(E),L(;;,J(E) >,,,. 
Para demonstrarmos a outra inclusão vamos considerar a E< Lf!o)(E), L~1 )(E) >p,p 









Segue de (8) que se F C 7L é finito então 
(9) [[(~)2(1 -0)n[an(x)l)2)112w1(x)[[E $C I'- a.e. 
F 
Agora como (fn(·)2(k-O)nan)neX é LP(IO,l],L(.,)(E))-somável e L'([O,l],L~)(E))· 
somável para k :;:;:; O, 1 respectivamente, segue que dado e > O, existe F~; C 2Z finito tal que 
se F' C 7.l é finito com F' n Fe = 0 então, após usarmos a desigualdade de Khintchine-




e então de (11) 
(12) 
F' 
Pela. Proposição 1.3 temos que para qualquer F C 2Z finito, 
112: an(X )[[E $ CII(2:(T0"[an(X )1)2)112[11-'11(2:(2(1-0)n[an(X )1)2)112[[!, 
F F F 
e da relação entre w, wo e w1 temos então 
112: an(x )w( X )[[E $ Gll(2:(2-0" [an(x )1)2)112wo(x )llk-011(2:(2(1-0)n[an(x )1)2)112w1(X )[[~ 
F F F 
Usando (9) temos que 
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li L; an(x )w( x )IIE :<; CII(I;(2-'" la,.(x )1)2) 112wo(x )111-' I' - a.e. 
F F 
Agora, integrando e usando (1) e (10) temos 
r 11 L;a.(x)w(x)ll~df' lo F' :<; CP r II(L;(2-'"Ia.(x )l)')'i'wo( X )11~-0)p di' ln F' 
CP r II(L;(T'"Ia.(x)l)')'i'wo(x)ll;d!' < (Ce)P lo F' 
o que mostra que Jll::F' anJiqwJ(E) ~C e e portanto (an)ne.Z é somável em L(w)(E) e como 
no Teorema 3.3 terminamos a demonstração. 
Um outro caso limite do Teorema 3.3 é o seguinte: 
4.3. TEOREMA: Sejam E um reticulado de Banach com concavidade finita e w0, w1 
dois pesos. Então para p(t) = t0 , O< O< 1, 1 :=:; Pl < oo, 
1 o (1) -=-
P P1 
e w como no Teorema 3.3(2), temos 
(2) 
com equivalência de normas. 
Demonstrac.;ão. Seja a e (an)ne~ definidas como no Teorema anterior, onde agora 
Bn = {x E !l: lla(x)Wo(x)lli/' E [2"-',2")}. 
Seja F C 7t um conjunto finito qualquer, então 
maxsup 112-'" Àna(x )wo(x )IIE 
nEF Bn 
:<; L; Àn sup lla(x )Wo(x )IIEIIa(x )wo( X )llji1 = L; Àn 
nEF B,. nEF 




Por outro lado, temos que 
r II(Er.(t)2(1- 8)"a,.(x)w1(x)lll\Jd1' :<; E,\~' r ll2!-82(1- 8)(n-1la(x)w1(x)j;J }g F nEF }B,. 
:<; (21- 8 E A.)'' J, lla(x)w1(x)lll\JIIa(x)Wo(x)ll~;',,dl' 
nEF B,. r a ,_, 
= (21- 8 E Àn)" }, lla(xJII,!l w,;'''(x)wf'(x)df' 
nEF B,. 
:<; {21- 8 E Àn)" Jlla(x)w(x)ll':,df' :<; (21-' E .\n)". 
nEF 0 nEF 
(4) sup li E f.(·J2(1-B)naniiL,([O 1] L" (E)) :<; 21- 8· 
F F ' ' (wt) 
Com o mesmo procedimento do Teorema 4.2 e usando as técnicas acima concluímos 
que (an)n<O é somável em L(:0)(E) e (an)n~O é somável em L('~1 )(E), donde concluímos 
que a== 2:~=-oo an com convergência em L~)( E)+ Lf~)(E). Assim demonstramos que 
(an)nem é uma sequência admissível para a e de (3) e (4) segue que 
mostrando que 
L(w)(E) '-+< LC::.l(EJ,L(~,)(E) >,,,. 
A inclusão< L~)(E),L~~1 )(E) >p,p..._, L~w)(E) demonstra-se de forma totalmente 
análoga ao Teorema 4.2. 
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CAPÍTULO V 
CARACTERIZAÇAO DE ESPAÇOS DE ORLICZ 
COMO ESPAÇOS DE INTERPOLAÇAO 
Veremos neste capítulo que os espaços de Orlicz gerados por funções de Orlicz que 
juntamente com sua conjugada satisfazem a condição-tl2, podem ser caracterizados via 
interpolação de espaços LP. Apresentaremos também um caso limite de tal caracterização. 
Demonstraremos ainda neste capítulo, como consequêcia desta caracterização, que os 
espaços de Orlicz descritos acima têm a propriedade U .M.D. (Unconditional Martingale 
Differences). Uma condição necessária e suficiente para que um espaço de Banach E tenha 
a propriedade U.M.D. é que a transformada de Hilbert induz uma transformação linear 
contínua 1t de L'( !R, E) em V( IR, E) (ver [2], [3]). 
Outra consequência que vamos obter para os espaços de Orlicz acima referidos é que 
terão as propriedades geométricas de q-concavidade e p-convexidade. 
1. CARACTERIZAÇÃO DE ESPAÇOS DE ORLICZ 
Antes de demonstrarmos o teorema de caracterização dos espaços de Orlicz reflexivos 
via interpolação de espaços LP, vamos relembrar o seguinte fato apresentado em 1.1.4(1). 
1.1. Seja (f) uma função de Orlicz que satisfaz a condição-~2· Se 
(i) O< r< qq,, O< 8 < 1, t >O ou pq, <r< oo, 8 > 1, t >O então existe C> 1 tal que 
(1) il>(st) < Cs'il>(t) 
ou equivalentemente 
(2) 
Mas como m-1 é uma função concava temos para a < 1 que 
Logo, se C > 1 segue que 
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Desta forma, se r está nas condições de (i), segue de (2) que 
(3) 
1.2. TEOREMA: Sejam W uma função de Orlicz que juntamente com sua conjugada 
satisfaçam a condição-.6.2, w um peso e E um reticulado de Banach com concavidade 
finita. Então existem Po,Pt com 1 < Po,Pt < oo tal que 
(1) 
com equivalência de normas, onde 1 ::; p ::; oo e 
(2) t >o, 
t =o. 
Demonstração. Segue de !.1.4 que podemos escolher Po,p1 com 
(3) 1 < P1 < qo $ PO < Po <co. 
Vamos demonstrar inicialmente que p definida por (2) pertence a p+-. Em primeiro 
lugar provaremos que p é quase-concava. Para O < t0 < t 1 temos que 
......,_ 
Tomando r= Po e 8 = (toftt)PJ-Po segue que r> p~ e 8 > 1, e então usando 1.1{3) 
temos 
p(t,) < ctr <1>-' ( G:) ,;o:;\,~::;,) 
-"'- """"-
= Ctj'-""<P-1(tj'-") = Cp(t,). 
De modo análogo temos 
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-"'-"-Considerando agora r= p1 e s = (t1 jt0 )Pt-PO temos que r< qw e O< s < 1, e usando 
novamente 1.1{3) 
< ctriD-·(G:)~tr) 
__.._ -"""'- (t ) 
ctr-PQ<t>-l(tõo-Pl) = cf!.._!!_. 
to 
Demonstramos assim que p é quase-concava. Resta provar que 
(4) p(t) = o(max(1,t)). 
Para tanto seja 
0 <e< min (PI(Po- Po), Po(qo- PI)). 
Po(Po- p!) qo(Po- PI) 
Segue de (3) que O< e< 1. Verifiquemos que 
(5) 
Considerando O < ta < t1 temos 
Seja r tal que 
!=Pt-Po( PI -e) 
r PoP1 P1- Po 
-"""-
e s = ( t0 ft 1 ) P1 -Po • Segue da escolha de E que 
1 1 Po-P• 
-+ e 
r Po PoPI 
< ~+Po-PIPI(Po-Po) 
Po PoPI Po(Po - PI) 
~ + ccPoe_--"-PO.,_ 
Po PoP• 
1 1 1 1 
-+---=-
Po Pil1 Po Pil1 
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ou seja r > Pib e s > 1. Então segue de 1.1(3) que 
(6) 
Da mesma forma temos 
Considerando r tal que 
I P•-po( po ) 
- = +e 
r l'OPl P1- po 
-""'-e s = (t1 jt0 )Pt-Po, segue da escolha de e que 
I I po-1'1 
-- e 
r Pt PoPl 
I po- PI po(qo- PI) 
> Pl l'OPI qo (po - p.) 
I qo-PI 
PI Plq~ 
I I I I 
= -+---=-
PI q~ Pl q~ 
ou seja O < r < q~ e O < s < 1. Então por 1.1(3) temos que 
(7) p(t,) ti-s 
1 
Agora •e O< t <I e 8 >O temo• de (6) que 
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-------, 
i U IJ I C b. MP I BISLIOTECA CENTRAL 
-··-··-····-
p(st) < cp(s) 
(st)• - s' 
implicando em, 
(8) p(st) < Ct' < Cmax(t' t1-'). p(s) - - , 
Analogamente se t > 1 e s > O segue de {7) que 
p(st) < cp(s) 
(st)l e - sl-e 





p( st) < Ct1-' < C max(!' ! 1-'). p(s) - - , 
Desta forma (5) segue de (8) e (9). Agora como O< e< 1 temos usando (5) que 
lim p(t) < Clim max(t',t'-•) < Climmax(t' ! 1-') =O 
t ...... o max{l, t) - t->0 max(l, t) - t ...... o ' 
lim p(t) <C lim tmax(t'-',r') <C lim max(t'-',c') =O 
t-+oo max(l, t) - t->oo ma.x(l, t) - t-+oo 
e então (4) segue de (lO) e (11), mostrando quepE p+-. 
No que se segue podemos supor sem perda de generalidade que a constante de quase~ 
concavidade do parâmetro funcional p é igual a 1. Vamos provar agora que 
(12) 
Notemos inicialmente que considerando êJ.)k(t) = tP'", k =O, 1 segue de (2) que 
(13) ( ili-') q;-1 - éj_)-1 -'-- o p éj_)-1 • 
o 
Então existe uma função contínua h (ver [12]), tal que 
(14) ( y )"' ( yh(y) )'' ili(y) = p(h(y)) = p(h(y)) 
Seja a E Lfw)(E) com 1/aiiLrw)(E)::; 1, e para cada n E 7Z definimos (an)nEZl' como no 
Teorema IV.2.2 onde estamos considerando agora 
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~---u-;;~~-~~-~.~ P -~ ~LICT"'CA CENTRAL ·-
Bn = {x E ll: lla(x)w(x)IIE E h-1 ([2"-1 ,2"))). 
Assim Bn é .u-mensurável, !1 = UnezBn e B, n Bm = 0 se n =1-m, Segue de (14) que 
em B, vale 
(15) ( lla(x)w(x)[IE)'" < ( lla(x)w(x)IIE )'" = <J;(IIa(x)w(x)ll ) p(2") - p(h(lla(x)w(x)IIE)) E 
e 
(16) (2"-'lla(x)w(x)IIE)" < (lla(x)w(x)I!Eh(lla(x)w(x)IIE)'' = <J;(IIa(x)w(x)ll ). p(2" 1) - p(h(lla(x)w(x)IIE)) E 
Seja F C 7t um subconjunto finito qualquer. Então segue de (15) que 
Analogamente segue de (16) que 
,S Í: f 11 Àn 2"-la~);"(x)llj;!dl' 
F }Bn EpÀn p(2 ) 
,S '\' f 112n-la(x)w(x)ll''d 7 }B. p(2") E I' 
< J. <J;(IIa(x)w(x)IIE)d!' ,S!. 
Logo, concluímos que a, E L}!)(E) n Lf~)(E) e 
(17) ll~;;'n(·) P~;)an[lv([o,tJ,L(!,CE)) S 2•~;?n· 
Podemos também concluir de (17) que (rn(-)2'"anfp(2"))nEZ< é LP([0,1],L(~)(E))­
somável e 
(18) 2'" maxsupliÍ:fn(·) (2")a"lbrro•JL" (E)) S 2. k=O,l F F p ' ' (w) 
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Agora se F C 7Z_ é finito, segue de (15) que 
r li 1 L;an(x)w(x)llll!dll ~I: r lla(x)~(x)lll:Jdl' ~ 1 Jn L;pÀn F F }Bn p(2 ) 
Do mesmo modo, se F c .m+ é finito segue de (16) que 
Então para k = O, 1 temos que 
o que mostra que (an)nso é somá.vel em L{!)(E) e (an)n>O é somá.vel em L(~)(E). Logo, 
considerando bo = 2:::~=-oo an e b1 = I:~=l an temos que a = bo + b1 e 
N, 
lia- I: aniiL~)(E)+L(~)(E) ~ llbo- I: aniiL~)(E) + llf>t- I: aniiL(,:;)(E) 
Nt Nt:Sn:SO O<n:$;N2 
mostrando assim que a = 2::~=-oo an com convergência em L(~)(E) + L(~)(E). 
Demonstramos assim que ( an)nez é uma sequência admissível para a, ou seja 
a E< L(w)(E),Lf~)(E) >p,p· Além disso segue de (18) que 
demonstrando então (12). 
Vamos agora demonstrar a inclusão 
{19) 
Seja a E< L"(w)(E),L'(~)(E) >pp com II•II<L"' (E) L" (E)> < 1 e (an)nE!Ii' uma 1 (w) ' (w) p,p 
sequência admissível para a tal que 
(20) 2/m maJ<supll"fn(·)-(2 )anlb([Ol)L'> (E))~ 1 k=O,l F 1t p n ' ' (w) 
ou, usando a desigualdade de Khintchine-Maurey 
(21) 2'• maxsup II(I;( -(2 )lani)
2) 1/ 2 IIL" (E) ~C k=O,l F F p n (w) 
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Por outro lado como (Tn(·)2knanfp(~))ne2Z é V([O,l],Lf!l(E))~somável temos que 
dado e > O, existe Fe C 7L finito tal que se F' C 7L é finito com F' n Fe = 0 então, após 
usarmos a desigualdade de Khlntchine-Maurey temos 
(22) 
Segue agora da Proposição N.1.3 (Carlson) que se F C 7L é finito então 
( 
1 2n ) li i1 an(X )w(x )IIE ~ CR ll(it( p(2•) l•n( X )1)2)112w( X JIIE, ll(it( p(2•) lan( X )1)2)112w( X JIIE 
onde R(s,t) = sp(tfs). Consideremos A,(x) = IIO::F'c,j::)la.(x)l)2)1/'w(x)IIE e 
A(x) = max'=0,1(A,(x)f2e)"•. Segue de (13) que 
1 
2c li L;a.(x)w(x)IIE e F' 
~ R (Ao(x) A,(x)) 
2e ' 2e 
< R(A(x)11"',A(x)11P1) = ~- 1 (A(x)) 
e por convexidade 
( 1 ) (A02(ex))'" + (A12(ex))" (23) ~ 2c,ll ~a.(x)w(x)IIE ~ 
~ H(Ao;xl)'" + (A';"l)") 
Logo, segue de (22) e (23) que 
(24) l, ~ ( 2~,11 ~a.(x)w(x)IIE) dp ~H w·;x)r + ( A,;x)n dp ~ 1 
ou seja IIEF>•niiL(.,(E) ~ 2Ce. Assim (an)neX é somável em Lfw)(E). M.,. por (12) e 
o Teorema Ill.2.2 temos que L~)(E) <......+ L(w)(E) + Lf~(E), e desde que a= E;::>=-oo an 
em Lf;:iE) + Lf!)(E) segue que a= 2:::"=-oo a, em L(w)(E) provando que a E Lfw)(E). 
Agora., repetindo o mesmo processo acima para obter (24), mas usando (21) no lugar de 
(22), vamos ter que 
(25) 
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para qualquer F C Zl finito. Passando o limite em (25) teremos que JJalfLt.,)(E) :::; C, o 
que prova (19) e então o Teorema. 
Podemos também formular um "caso limite" para o Teorema 1.2. 
1.3. TEOREMA: Sejam ~ uma função de Orlicz que juntamente com sua conjugada 
satisfaçam a condição-.6.2, w um peso e E um reticulado de Banach com concavidade 
finita. Então existe Po com 1 < Po < oo tal que 
{1) 
com equivalência de normas, onde 1 ~ p :5 oo e 
(2) t >o, 
t =o. 
Demonstrat;ão. Segue de !.1.{4) que podemos escolher Po com 
{3) 1 < Po < q'l ~ Pil ~ oo. 
Vamos demonstrar inicialmente que p E p+-. Em primeiro lugar provaremos que p é 
quase-concava. Para O < to < t1 temos que 
' 
p(to) = t0<i>-1 (t~"') = t1 ( (::)"')"' <i>-1 (t~"'). 
e tomando r = Po e s = (t0 ft 1 )Po segue que r < qil e O < s < 1. E então usando 1.1(3) 
temos 
{4) 
Por outro lado como ~-l é crescente, temos 
(õ) 
Demonstramos assim que p é qua.se-concava.. Resta provar que 
(6) p(t) = o(max(l,t)). 
Para tanto, seja s tal que 
O< e< min (q'~- Po, Po). 
qil p~ 
Segue de (3) que O < e < L Considerando O < to < h temos por um la.do que 
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,_. 
p;~·) = ~:-·g;-'(tõ"") = ~:-· ( c:n, g;-'(tõ"'). 
e tomando r= p0 /1- e, s = (tofti)Po teremos 
1- E > 2_ _ 2_ (qo- /)0) = 2_ _ 2_ (1- Po) 
Po Po Po qo Po Po qo 
1 
r 
1 1 1 1 
= -+---=-
Po Q4> Po qw 
ou seja r < Qil> e O < s < 1. Então usando 1.1(3) temos 
Por outro lado temos 
e se tomarmos r= Pofe e s = (t1/to)'PO, temos s > 1 e 
1 E 1 
-=-<-
1' Po P<I> 
ou seja r > P<t e usando novamente 1.1(3) concluímos que 
Como no Teorema 1.2. obtemos (6), mostrando assim quepE p+-. 
No que se segue podemos supor sem perda de generalidade que a constante de quase-
concavidade do parâmetro funcional p vale 1. Vamos provar agora que 
(7) 
Observemos que tomando ~o( t) = tP0 , temos 
(8) g;-l dõ1P ( g;~} 
Então existe uma função contínua h (ver [12]), tal que yh(y) = p(h(y)) e 
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(9) 
Seja a E Lrw)(E) com [[aiiLf...,)(E) $ 1, e para cada n E 7.Z definimos (an)ne.z como 
anteriormente onde 
Assim Bn é wmensurável, f! = Une.zBn e B,.. n Bm = 0 se n f; m. Segue de (9) que 
em B,.. temos 
(lO) ( lla(x)w(x)IJE)"' < ( lla(x)w(x)IIE )"' = '!;(lla(x)w(x)IIE) p(2") - p(h(IJa(x)w(x)IJE)) 
Seja F C zt um subconjunto 'finito qualquer. Então segue de (10) que 
f IIÍ: \ CD'n(t) (l•)a.(x))w(x)IJ\l'dp lo FnF p2 
o que mostra que 
(11) 
e então a. E Lf~)(E) e (fn(·)a./p(2"))neZ é L'([O,l],Lf~)(E))-somável. Lembrando 
agora que yh(y) = p(h(y)) temos que 
Mas em B,.. temos que 
o que mostra que 
li Àn 2"-
1a(x)w(x) li < maxsup E 
nEF Bn Í:FÀn p(2" 1) 
2"-1a(x)w(x) 
< maxsup 11 ( ') IIE , I'- a.e. 
nEF Bn p 2n 
2n-l < h(IJa(x)w(x)IJE) 
p(2• 1)- p(h(IJa(x)w(x)IJE)) 
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(12) 
Logo a. E L(::1(E) e (f.(·)2"a./p(2"))nez é L'([0,1],L(::,1(E))-somável. Podemos 
também concluir de (11) e {12) que 
{13) '':/'li~ fn(·) p(~•) a.lbno.IJ,Li~l(E)) ::; 1 
e 
(14) 
Tomemos agora F C 76_ finito. Assim segue de (lO) que 
f Jl 1 l:a.(x)w(x)JIJl!d~ :o; I: f Jla(x):(x)llj;Jd~ $ 1 
Jn Í:F-'• F F JB. p(2 ) 
o que mostra que (an)n50 é somável em L(w)(E). Analogamente temos para F C ll+ 
finito que 
1 "' 2"-1a(x)w(x) 
li E L.,an!!L- (E) $ maxsup !I ( I) !!E$ 1 ~- a.e. pÀn F (uo) nEFBn p2n 
e então (an)n>o é somável em L0r)(E). Logo, considerando bo = 2:!=-oo an e 
b1 = E~=l an temos que a = bo + b1 e 
N, 
!!a -l:a.!!L~}EJ+L~l(E) $ !lbo- 2: a.!IL[~l(EJ +li~- 2: a.IIL(,:l(E) 
Nt N1:S;n:S;O O<n:5Nl 
mostrando assim que a= L:;:;"=-oo an com convergência em L(w)(E) + L~)(E). Tudo isto 
nos leva a concluir que ( an)neE é uma sequência admissível para a, e consequentemente 
a E< L(w1(E),L)!,1(E) >,,,.Além disso segue de {13) e (14) que 
provando então (7). 
Vamos agora demonstrar a inclusão 
(15) 
Seja a E< Li~1 (E),L(:,1 (E) >,~ com !!a!I<L~l(E),L~l(E)>,,, < 1 e (a.)nez uma 









Segue de (19) que se F C 7t é finito então 
{20) ll(i::\~2"")1a.(x)l)2)1f2w(x)IIE $C , I'- a.e. 
Agora, levando em conta que (Tn( ·)anf p(2n ))neZ e (Tn( · )2nanf p(2n))ne.:E são somáveis 
em LP([O, lJ,Lf~l(E)) e LP([O,!],L~)(E)) respectivamente, segue que dado E> O, existe 
F6" C :ZZ finito tal que se F' C :ZZ é finito com F' n Fe = 0 então, após usarmos a 
desigualdade de Khintchine-Maurey temos 
(21) 2'" li(~( p(2") 1•.1)')'1'11L~>(E) $ e 
e 
(22) 
Temos que (22) implica em 
{23) 
Segue agora da Proposição IV.1.3 (Carlson) que se F C 7Z é finito então 
{24) li L•n(x)w(x)IIE $ 
F 
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onde R(s,t) ~ sp(tfs). Notemos agora que p(Ct),; Cp(t) para C> 1 (pois p(t)ft é 
decrescente). Assim usando (20) e (24) temos 
(25) 
1 
c li L;an(x)w(x)IIE 
F' 
e então usando (21), 
< R(e(Ao(x ))1/Po, II(L:;( (2;") lan(x )1)2)112w(x )IIE) 
F' p 
< R(e(Ao(x))11"',e) 
< e R( (Ao( x ))''"', 1) 
eii;-1(A0(x)) , p.- a.e. 
,; 1 
ou seja JIEF' anJIL<~> (E) ~ C e. Agora fazendo uso de (25) a conclusão do Teorema se (w) 
procede exatamente como no Teorema 1.2. 
2. CONSEQUÊNCIAS 
Como consequência do Teorema 1.2, usando os Teoremas 111.2.3 e IV.2.1 vere-
mos que os espaços Lrw) reflexivos têm a propriedade U.M.D.(Unconditional Martin-
ga.le Differences). Para detalhes sobre a propriedade U.M.D. sugerimos os artigos de 
D.L.Burkholder{[3]) e J.Bourga.in([2]). Uma caracterização bastante útil é que um espaço 
de Banach E tem a propriedade U .M.D. se e somente se a transformada de Hilbert tem 
uma extensão contínua 1i de LP(JR,E) em L'I'(JR,E), 1 < p < oo. São fatos conhecidos 
que os espaços Lfw) (onde o peso não atrapalha. em nada.) têm a. propriedade U .M.D. ([25]). 
2.1. TEOREMA; Seja t> uma função de Orlicz que juntamente com sua conjugada. 
satisfaçam a condição-.6.2 e w um peso. Então Lfw) tem a propriedade U.M.D. 
Demonstração. Segue do Teorema. 1.2 (com E = IR) que existem p01 p1 com 
1 < Po 1Pl < oo e p E p+- ta.is que 
(1) < LpO LPl - L0 (w)' (w) >p,p- (w) 
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Mas como L(w)' 1 < p < oo, tem a propriedade U.M.D. segue que a transformada de 
Hilbert tem uma extensão contínua 
1i: U(L(!J) ~L'( L(~)) 
para k = O, 1 e 1 < p < oo. Então aplicando o Teorema Ill.2.3 temos que 
(2) 
Porém segue do Teorema IV.2.1 que 
(3) 
e então usando (1), (2) e (3) temos finalmente que 
ou seja Lfw) tem a propriedade U .M.D. 
2.2. COROLÁRIO: Se t é uma função de Orlicz que juntamente com sua conjugada 
satisfaçam a condiçã.o-.6..2 e w é um peso, então Lfw) é p-convexo e q-conca.vo para certos 
!<p~q<oo 
Demonstração. Segue de [25J e do Teorema 2.1. 
2.3. COROLÁRIO: Seja W uma função de Orlicz que juntamente com sua conjugada 
satisfaçam a condição-.6..2 e w um peso. Se E é um reticulado de Banach de cotipo finito 
então L{w)(E) tem concavidade finita. 
Demonstração. Igual à da Proposição IV.l.S. 
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CAPÍTULO VI 
INTERPOLAÇAO DE ESPAÇOS DE ORLICZ COM PESO 
Neste capítulo demonstraremos os teoremas de interpolação envolvendo os espaços de 
Orlicz com peso e a valores vetoriais. O primeiro resultado é um teorema de comutação 
dos espaços de Orlicz com o método < , >p,p· A seguir demonstraremos outros teoremas 
onde variaremos os parâmetros envolvidos na definição de L~)(E), destacando os casos 
onde p(t) = t 6 e os casos limites. 
Em [12], J.Gustavsson e J.Peetre demonstraram um teorema de interpolação para 
espaços de Orlicz, onde era exigido a condição- .6.2 para as funções de Orlicz envolvidas, 
e o caso tratado era o escalar. Em nossos resultados, conseguimos eliminar a condição-.6.2 
e tratamos do caso de funções vetoriais. 
1. INTERPOLAÇÃO DOS ESPAÇOS Ltw)(E). CASO GERAL 
O próximo resultado será. necessário para alguns dos outros que o sucedem. 
1.1. LEMA: Se p E p+- é concava e ~0 , ~1 são funções de Orlicz então ~ definida por 
(1) if>-1 = "'-1 ("''
1
) o p ~-1 
o 
também é uma função de Orlicz. Além disso, se ~o e ~1 satisfazem a condiçã.o-.6.2 então 
cb também satisfaz tal condição. 
Demonstração. Notemos inicialmente que cb é contínua, e como p E p+- segue que 
R(s,t) = sp(tfs) é não-decrescente em cada variável e assim concluímos da relação (1) 
que cb é não-decrescente. Por outro lado segue do Lema Ill.1.2 que R é concava e como ipk, 
k =O, 1 são funções de Orlicz segue que cbj;1 são concavas. Consideremos agora a+f3 = 1, 
a,{j ~O e s,t ~O. Então 
'1>-1( as + fit) R( '1>01( as+ !lt), '1>11( as + !lt)) 
~ R(ai1>01(s) + fiil>õ1(t),ai1>11(s) + iJi1>11(t)) 
= R( a( il>õ'{ s ), '~>1 1 ( s)) + fi( '~>õ 1 ( t), il>õ1( t))) 
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> aR( '~>õ1 ( s ), '~>11 ( s)) + !1R( <l>õ1( t), '~>11 (t)) 
a<l>-1(s) + )1<1>-1 (t), 
o que mostra que 4> é convexa. Logo (.(1 é uma função de Orlicz. 
Suponhamos agora que «"h, k =O, 1 satisfaçam a condição~ ~2, isto é, 
(2) 
ou equivalentemente 
(3) 2<1>;;1(t) S <~>;;'(Ct). 
Desta forma segue de (3) e da homogeneidade de R que 
2<1'-1(t) = 2R(<I>õ1(t),<1>11(t)) = R(2<1>õ1(t),2<1'11(t)) 
S R(<l>õ1(Ct),<I>11(Ct)) = <I>-1(Ct) 
mostrando que t satisf<l:i'. a condição-.6..2• 
Vamos agora ao teorema de comutação. 
1.2. TEOREMA: Sejam (E0, EI) um par de Banach constituído de reticulados de 
Banach com concavidade finita e w um peso. Se q. é uma função de Orlicz que juntamente 
com sua conjugada satisfazem a condiçã.o-.6..2 e 1 :5 p :5 oo então 
(!) 
com equivalência de normas. 
Demonstração. Seja a E L7w)(< E0 ,E1 >p,p) uma função tal que 
JJaJJL<) (<Eo Et> ) .$ 1, isto é, (w) ' p,p 
(2) lo <l>(iiali<Eo.E>>,.,)df' S I. 
Suponhamos também que aw é simples a valores em< E0 ,E1 >p,p, isto é, 
N 
aw = I:aiXB} 
j=l 
onde ai E< Eo, Et >p,p· Para cada j = 1, · · ·, N seja ( aÜnEZC uma sequência admissível 
para Uj tal que 
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(3) 
ou usando a desigualdade de Khintchine-Maurey 
(4) 
Para cada n E 7t seja an definida por 
( ) ( ) _ { a~ se x E B; , j = 1, · · · N, anXWX- O "UB· se x y:. 3 • 
Seja F C iZ um conjunto finito qualquer. Segue de (2) e (4) que 
i. <li ( ~ 11q,)p~;) ian( x )1)2)112w(x )li E,) dp = 
= t /,<li (~11(2)p2(;) la~IJ')'i'IIE,) dp 
;=1 BJ F 
N 
=f, k, <li(lla;II<Eo,E,>,,,)dp 
=i. <li(!la(x)w(x)li<E,,E,>,~)dp ~ 1 
e então 
(5) 
Mas segue do Corolário V.2.3 que Ltw)(Ek), k; 0,1, tem concavidade finita, e então 
usando a desigualdade de Khintchine-Maurey para Lfw)(Ek), temos de (5) que 
2/m 
(6) maJ<supll"i'.(-)-( )a.lbc[ol]L• (E))~ C. k=O,l F 7 p 2n ' ' (w) r. 
Logo, (6) nos mostra que a. E Lfw)(Eo) n Lfw)(E,). 
Agora, como (i'n( ·)2"'•a~f p(2•)JneZf é (absolutamente) somável em L'([O, 1], Ek) segue 




Consideremos então Fe = uf=1 Fj e F' C 7Z finito tal que F' n Fe = 0. Assim 
F'nFj = 0 para cadaj = l,···,N e usando (2) e (7) 
< tJ, <I> (~11 L 2(;)a~IIE,) d~ 
J=l B, F' p 
N 
S E 1,, <l>(lla;II<Eo,E,>p,p)dp 
= lo <i>(lla;II<Eo,E,>p,,)dp $ 1 
e então 
o que mostra que (f.(t)zknanf p(2"))nEE é somáve] em L'([O, 1], Lfw)(Ek)). O Lema III.l.7 
nos dá. que 
E nún (p(2"), p~:)) < oo. 
n=-oo 
Logo dado E > O, existem F~ C ~- e Ff C ~+ finitos tais que se Fó C ~- e F{ C 7Zt 
são finitos com Fiz n F; = 0, k = O, 1, então 
(8) 





= tJ, <I> (;eiiL;a~IIE,) dp 
;=I B, F~ 
< N J, ( 1 p(2") zkn . ) E B; <!> 2e ~ 21m li p(2") a~IIE, dp 
N 
< E 1,, <l>(lla;II<Eo,E>>,,,)d!' 
S lo <l>(lla(x)w(x)II<Eo,E>>,,,)dp $ 1 
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e então li EF~ aniiLt,..J(E.,J :5 2e, donde concluímos que (an)n<O é Lrw)(Eo).somável e 
(an)n~o é Lrw)(E1)-somável. Agora a prova de que a = E~=-oo an com convergência 
em Lfw)(E0 ) + Lfw)(El) é feita de maneira análoga ao Teorema N.2.1. Assim (an)ne2Z é 
uma sequência admissível para a e segue de (6) que 
llaii<Lr.,cEol,Lt.,cE,)>,,. ~c 
e pelo mesmo argumento de densidade usado no Teorema IV.2.1 concluímos que 
L~)(< Eo,E1 >,,,) '-'< Lrw)(Eo),Lrw)(EI) >,,,. 
Consideremos agora a E< Lrw)(Eo),Lfw)(Et) >p,p com liaii<Lf ... >(Eo),L( ... J(E1)>p,v < 1 e 
( an)nez uma sequência admissível para a tal que 
(9) 
2/m _g;~ s~ li i?•( ·) p(2") "•IIL•([o,I],Lt.,(E,)) ~ 1 
Repetindo argumentos do Teorema IV.2.1 temos para F C 7Z finito que 
2/m 
11 ~a.(x)II<&,E,>'" ~C r,;~ 11 ~f.(-) p(2•)"n(x)lbno,I],E,) 
assim 
2'" 
1111 ~>·II<&,E,>,,,IIq., ~C~~ 1111 ij r.(-) p(2•) a.llvno.IJ,E>liiL(., · 




(10) li~ a.IILt.>I<E,,E,>,,,J S c ~'li;\ li~ f.(-) p(2") •nllvno,IJ,Lt.>IE,JJ· 
Finalmente como (fn(·)2knanfp(2"))neZ' é somável em LP([0,1J,Lfw)(Ek)) segue de 
(10) que ( an)ne2Z é somável em Lrw)( < E0, E1 >p,p)· Assim segue da primeira inclusão e 
do Teorema III.2.2(1) que a= 2:::=-oo an em L0u)( < Eo, E1 >p,p)· Além disso, segue de 
(9) e (10) que 
e após passagem ao limite obtemos que 
Fica então terminada a demonstração do Teorema. 
1.3. TEOREMA: Sejam cp uma função de Orlicz, E um reticulado de Banach com 
concavidade finita, wo, w1 dois pesos e 1 :5 p :5 oo. Se 
(1) w = wofp(wofwl) 
então 
(2) 
com equivalência de normas. 
Demonstralião. Seja a E Lrw)(E) com llaiiL(w)(E) ~ 1, ou seja 
(3) in <!>([la(z)w(z)IIE)dp S 1. 
Consideremos (an)ne2Z como no Teorema IV.2.2 onde 
Bn = {x E !l: wo((z)) E [2"-',2")}. 
Wl X 
Então n = Une2ZBn e Bn n Bm = 0 se n :f:. m. Verifiquemos que (an)ne.z é uma sequência 
admissível para a. Temos que em Bn vale 
(4Gb< 1 = w(x) p(2")- p(wo(x)/w1(x)) wo(x) e 2"-
1 < wo(x) = w(x). 
p(2"-1)- W1(x)p(wo(x)jw1(x)) w1(z) 
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De (5) podemos concluir que an E Lt.,)(E) n Lfw.)(E), Un(·)zk"anfp(2"))nex é 
L'([O,lJ,L[w,)(E))-somável, k = 0,1, e 
(6) z"' maxsupll"fn(·)-( )anlb([Ol]L• (E)),; 2. 
1:=:0,1 F 1t p 2n ' • (w~o) 
Consideremos agora F0 C JL_ e F1 C 7L+ dois subconjuntos finitos quaisquer, Então, 
usando (3) e (4) temos 
ou seja, 
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o que mostra que (an)n<O é Lfwu)(E)·somável e (an)n~O é Lfwi)(E)·somável. Como no 
Teorema IV.2.2 concluímos que a= :L~=-oo an com convergência em L?wo)(E) +Lfw
1
)(E). 
E então (an)nez é uma sequência admissível para a e segue de (6) que 
provando que 
Lfw)(E) '--'< Ltwo)(E),Lfw,)(E) >,,,. 
Considexemos agora a E< L'1 ... 1(E),L•1 ... 1(E) >.,com II•IIL' (E) L' (E)> < 1 e ~... -· ' (wo) ' (wt) p,p 
(an)nEZ! uma sequência admissível para a tal que 
(7) 
Segue da Proposição IV.1.3 (Carlson) que 
llz:U.(x)w(x)IIE ~ CR(Ao(x),A,(x))w(x) 
F 
li Z:a.(x)w(x)IIE ~ CR(Ao(x)wo(x), A,(x)w,(x))w(x) 
wo(x) w1(x) F 
1 1 ~ Cma.x IIA,(x)w,(x)IIER(-(-)'_(_))w(x) 
k=O,l Wo X Wt X 
= c max IIA,(x)w,(x)IIE 
k=O,l 
e usando a desigualdade de Khintchlne-Maurey para E temos 
(8) li ~0niiL(.,IE) ~ C~~ 11q,)P~;) la.I)')'1'11Lt.,,IEJ 
z"" 
< C~~ li~ í'n(·) p(Z•) 0nliLP([o,I),Lt.,J(E))· 
Como (f.(-)2'"a./p(2"))nEZ é LP([0,1J,Lfw,j(E))-somável segue de (8) que (an)nEX 
é somável em Lfw)(E). Usando a primeira inclusão e o Teorema !11.2.2, concluimos que 
a= E~=-oo an em Lfw)(E). Além disso, usando (7) e (8) temos 
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donde passando o limite concluímos que llaiiLrwJ(E) :$C, terminando a demonstração do 
Teorema. 
1.4. TEOREMA: Sejam ~0,~ 1 funções de Orlicz, w um peso e E um reticulado de 
Banach com concavidade finita. Se c!) é dada por 1.1(1) então 
(!) 
com equivalência de normas, onde 1 ::; p .:$;co. 
Demonstrac;ão. Consideremos inicialmente a E Lfw)(E) com llaiiL(.,J(E) :::; 1, isto é, 
(2) lo <l>(lla(x)w(x)IIE)dft :SI. 
Com fll definida por 1.1(1), vê-se em [12, pg 47J que existe uma função contínua h tal 
que 
(3) ) ( y ) ( yh(y) ) <!>(y =<!>o p(h(y)) = <!>, p(h(y)) · 
Para cada n E 7Z seja (an)neZ' definida como no Teorema IV.2.2 onde agora 
Assim Bn é !l-mensurável, O = Une2ZBn e Bn n Bm = 0 se n =f:. m. Segue de (3) que em 
Bn vale para k = O, 1, 
(4) 
Seja F C zt um subconjunto finito qualquer. Então usando {2) e (4) temos 
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Logo, concluímos que an E Lf~)(E) n Lf~)(E) e 
2'• 
(5) li ~;>n(·) p(2•) anllu([O,!J,Lt.!')(E)) :'Õ 2' ~ Àn. 
Podemos também concluir de (5) que (r.(·)2'•a.fp(2"))nez é LP([0,1J,L{,Z)(E))-
somável, k =O, 1, e 
(6) 2/m "'a.xsuviiL;r.(·) (2•)•.11L,([oi]L•'IEJl S 2. k-0,1 F F p • • (w) 
A seguir consideremos Fo C yz_ e F1 C Zl+ dois conjuntos finitos quaisquer. Então 
usando novamente (2) e (4) temos 
k 'h (I: 1 À li L;a.(x)w(x)IIE) dl' 
Q Fk n Fk 
'f k. <l>k (I:;,\. lla(x)w(x)IIE) dl' 
< 'fk. <1>, (11:;~:-:))a(x)w(x)IIE) dl' 
< lo <!>(lla(x)w(x)IIE)dl' :'0 1 
Então para k = O, 1 temos que 
o que mostra que (an)n:S;O é somá.vel em L('~)(E) e (an)n>O é somável em L(~)(E). De 
modo análogo ao Teorema V.1.2 provamos que a = L:=-oo an com convergência em 
L{;)(E) + L(~)(E). Assim (an)nE2Z é uma sequência admissível para a, e desta forma 
a E< L{,Z)(E),L{,J,)(E) >,,,.Além disso segue de (6) que 
II•II<L." (E) L., (E)> "'2 (w) ' (w) p,p 
provando que Lrw)(E) <-+< L{,Z)(E),L&;)(E) >,,,. 
Seja agora a E< L10,:)(E),L(~)(E) >,,, com II•II<L•" (E) L•' (E) < 1 e (an)neZ! (w) 1 (w) >p,p 
uma sequência admissível para a tal que 
(7) 2"' ma.xsuviiL;r.(·) (2•)""11L,([oi]L•'IEJl :o; L k=O,l F F p 1 1 (w) 
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(8) 
Usando (7) e a desigualdade de Khintchine-Ma.urey para E temos 
2'" 
max sup II(L) (2") l•nll2)112 IIL•' (E) 5, C, k=O,l F F p (w) 
e então 
(9) maxsup r <1>, (c1 IICD 2(2~)1a.(x)l)2)1''w(x)IIE) d!' ~ 1 
k=O,lp}g 1 pP 
Por outro lado como (rn(·)2'"a.jp(2"))ne:IZ é LP(I0,1J,Lf,Z)(E))-somável temos que 
dado e > O, existe F~ C 7Z firúto tal que se F' C 7l é finito com F' n F~ = 0 então, após 
usarmos a desigualdade de Khintchin-Maurey para E temos 
ou equivalentemente 
(10) 
Pela Proposição IV.1.3 temos para F C Zl finito que 
onde R(s,t) ~ sp(tfs). Consideremos A,(x) ~ II(L:F'(,j;:)lan(x)l)2)112w(x)IIE e 
A(x) ~ max>=o,1 <l>k(A,(x)/2e). Então 
1 
20,11 ~ an(x)w(x)IIE < R (Ao(x), A,(x)) 2.: 2e 
~ R(<I>01(A(x)),<1>!1(A(x))) ~ <1>-'(A(x)) 
e usando (10) e convexidade temos 
k <I> ( 2~, li ~an(x)w(x)IIE) dJt ~ i, ( <l>o ( ~~x)) H1 ( A~~x))) dJt 
~ ~ k (<!>o ( A0;x)) + <!>, ( A,;x))) di'~ 1 
ou seja 
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(11) li Í::•niiL• (E)~ 2Ce. 
F' (w) 
Assim (an)nE~ é somável em L(w)(E) e então usando a primeira inclusão e o Teorema 
111.2.2 concluímos que a = ~=-oo a,. em Ltn)(E) provando que a E L(w)(E). Agora, 
repetindo O mesmo processo trocando E por C1 e usando (9) temos 
li l:;aniiL• (E)~ CC, 
F (w) 
para qualquer F C 2Z finito. Finalmente passando o limite na desigualdade acima temos 
que JJaJ]L4> (E):$ C, terminando a. demonstração. 
(•) 
2. CASO p(t) = t' 
Nesta seção demonstraremos teoremas de interpolação onde variamos mais de um 
parâmetro dos espaços de Orlicz considerados. 
2.1. TEOREMA: Sejam (Eo, Et) um par de Banach de reticulados de Banach de cotipo 
finito, W0, IP1 funções de Orlicz que juntamente com suas conjugadas satisfaçam a condição-




com equivalência de normas. 
Demonstrac;ão. Seja a E Lcp(w)C < Eo, E1 >p,p), com llaiiL<J (<Eo E1> ) .:::; 1, ou equiva-(w) ' p,p 
lentemente, 
(3) 1, <i>(lla(x)w(x)II<Eo,E,>,,,)dJl ~ 1. 
Vamos supor também que aw é uma função simples a valores em < Eo, E1 >p,p, isto 
' e, 
N 
aw = LajXBi 
j=l 
com a; E< Eo,E1 >p,p· Para cada j = l,···,N seja (a~)ne.Z uma sequência admissível 
para a; tal que 
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(4) 
ou, usando a desigualdade de Khintchine-Maurey para Ek, 
(5) 
Para cada n E zt seja an definida por 
sexEBj,j=l,···N, 
se x V: UBj 
onde z = [t] = ~og2 h([[a;[i<E,,E,>,,,)] e h é uma função contínua tal que 
(6) 
Como t :::; [t] ::; t + 1 temos que 
(7) 
e 
(S) 2(1-0)(z-1) ~ 2(1-8)log2 h(!!a;II<Eo,E1>p,p) = hi-O(jjaj]kEo,El>p,p) 
Seja F C !Zum conjunto finito qualquer. Segue de (3), (4), (5), (6), (7) e (8) que 
lo <li, ( 2,(/ B)C [[(~(2(k-O)n [an(X )1)2)112w(x )[[E,) dp. 
= f. k <li> (2k(t 1 B)C [[(L: (2(k-8)•[a~[)')'i'2(k-8)'[[E,) di' 
J=l J F+z 
N 
::; L:!, <!i,([[a;II<&,E1 >,,,)2<'-'l')d!' 
i=l Bi 
N 
::; L:!, <!i,([[a;II<Eo,E,>,~h'-'(lla;[i<E,,E,>,,,))dl' 
j=l B; 




Usando a desigualdade de Khlntchlne-Maurey para L{,:)(Ek) (ver Corolário V.2.3) 
temos de (9) que 
(10) li "'- ( )2(•-•>• li < 2'(•-•>c ~ Tn , an V([O,l],L;,!)(Ek)) - ' 
Podemos assim concluir que an E L(!)(E0) n Lt;,)(Et) e que 
(11) 
Consideremos agora Fo C .?l_ e F1 C .?l+ subconjuntos finitos quaisquer. Segue de 
(3), (4), (6), (7) e (8) que 
1 'h ( 21+k(l e)~ 2(0-k)n li L;a.(x)w(x)IIE,) dp, ~ n ~ ~ 
e então 
~ f_ f. ifl, (2'+'(•-•> ~ 2(•-•>• li L: ·~IIE,) dp. j=l BJ F,. F~;+z 
= ~!, ip ( 1 "' 2(6-k)(n+•)ll2(k-6)najll 2(k-6)•) dn ~ B· k 21+k(l O)"" 2(0 k)n L... n E~o r 
J=l J L...JF~; F~;+z 
< ~!, ipk ( 1 "'2(0-k)(n+•)lla·ll<~- E> 2(k-6)(•-•)) dn 
- ~ B· " 2(0-k)n L... J .......,, t p,p r 
J=l J t.....~F,. H+z 
N 
S L; i, "'•(lla;II<E,,E,>,,,h'-'(II•;II<Eo.E,>,~lldp. 
j=l Bj 
= /., ii>(lla(x)w(x)li<E,,E,>,,,)dp, ~ 1 
o que prova. que (an)n<O é L(!)(Eo)-somável e (an)n~o é L(t!)(Et)-somável. Consequente-
mente, podemos concluir que a= L:~=-oo a .. com convergência em L(!)(Eo) + L(~)(Et). 
Agora como (f .. (·)2(k-O)na~)nE.Z é (absolutamente) somá.vel em V([O, l],Ek) segue que 





< 2k(: •Jh'-k(lla;II<E,,E,>,,,)<I>;;' (I:f=,,~(B;)) · 
Seja Fe ~ uf=1(Fj- z) e F' c~ finito com F' n Fe = 0. Assim (F'+ z) n F{= 0 
para cada j = 1, · · ·, N e usando (3), (7), (8) e {12) temos 
e então 
112: f n(. )2(k-BJ•a,.IILP([o 1] L+' (E ) :> ô 
F' ' t (w) k 
o que mostra que (Tn(·)2(k-l.l)nan)ne2Z é somável em L1'([0,1J,L~)(Ek)· Mostramos assim 
que (an)neX é uma sequência admissível para a e usando (11) temos que 
II•II<L•o (Eo) L•' (E,)> :>C (w) ' (w) p,p 
A conclusão da inclusão 
LfwJ(< Eo,E, >,,,) '-'< L(,:J(Eo),L(,:J(E,) >,,, 
segue por densidade. 
Consideremos agora a E< L~)(Eo),L(ifi~)(El) >p,p com //a//<Lf>o (Eo),L•' (E) <I e 
(w) (w) 1 >p,p 
seja ( an)ne2Z uma sequência admissível para a tal que 
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(13) n:ax sup li L í'n(·)2(k-O)naniiL'([o I] ,L•• (E)) S 1 
k=O,l F F ' (w) k 
ou usando a desigualdade de Khintchine-Ma.urey para Ek, segue de (13) que 
(14) 
De maneira análoga ao Teorema N.3.2 ternos para F C .Z finito que 
11 L;an(x)w(x)li<Eo,E,>,,, 5 
F 
5 CIJ(I; 2-0n Jan( X )1)2) 112w( X )JJk;'JJ(L 2(!-0)n Jan( X )J )2 ) 112w( X) JJ~, 
F F 
Agora como (í'n(·)2(k-O)nan)nez é L'([0,1],Lr~)(E,))-somável temos que dado e > O 
existe Fe C )E finito tal que se P n F~ = 0 com F' C ~ finito, segue após usarmos a 
desigualdade de Khlntchine-Maurey para En, que 
(15) 
A seguir vamos considerar A,(x) = li(I:F' 2(k-O)nlan( x )1) 2) 112w(x )IIE, e 
A(x) = ITiaXk=O,I 'h(A,(x)/2e). Então usando (1) e (15) temos 
(16) 2
1 iiL;on(x)w(x)Ji<Eo,E,>,,, 5 C(<J>01(A(x)))1- 8(<li1 1(A(x)))8 = C<J>-1 (A(x)). 
e F' 
Agora fazendo uso de (3), (15), (16) e convexidade temos 
k <li ( 2~,11 ~an(x)w(x)II<Eo,E,>,,,) dJ' 5 H ( <l>o ( Aa;x)) +<]>1 ( A1;x))) dJ' 5 1. 
Assim /ll:F•an/)L~ (<Eo "'·> ) ~ 2Ce, mostrando que (an)nez é somável em (w) •=L p,p 
L~)(< Eo,E1 >p,p). Mas usando a primeira inclusão e o Teorema Ill.2.2 segue que 
a = L:'==-co an com convergência em L{w)( < Eo, E1 >p,p)· Repetindo o raciocínio 
acima, usando (14) no lugar de (15) concluímos para F C 7Z finito qualquer, que 
li EFaniiL4> (<Eo E,> ) :5 C e após passagem ao limite concluímos o Teorema. (w) ' p,p 
2.2. TEOREMA: Sejam (}) 0,(}) 1 funções de Orlicz e w0,w1 dois pesos. Se E é um 




W _ wi-8w8 
- o l! 
então 
(2) 
com equivalência de normas. 
Demonstração. Seja a E Lfw)(E) com lfalfqwJ(E) :$ 1 e h uma função contínua tal que 
(3) 
Consideremos (an)ne.Z definida como no Teorema N.2.2 onde 
Bn = {x E !l: 2"-1 < wo((x)) h(!!a(x)w(x)!!E) :ô 2"} 
WI X 
Assim Bn é ,u-mensurá.vel, fl:::: UBn e Bn n Bm:::: 0 se n ::/: m. Verifiquemos que (an)nez 
é uma sequência admissível para a. Se F c~ é um conjunto finito qualquer, segue de (3) 
que 
lo <l>o (L;:.I.IIq;:r.(t)2-8"a.)w0(x)I!E) dp = 
= J:. f <l>o (L: 1 À 112-'".lna(x)wo(x)I!E) dp 
nEF}B., F n 
S 'fpk. <l>o (lla(x)wn(x) (:~~=~h(l!a(x)w(x)I!E)) _, I!E) dp 
= J:./, <l>o(l!a(x)w(x)I!Eh(l!a(x)w(x)I!E)-8)dp 
nEF Bn 
:ô j, <l>(l!a(x)w(x)!IE)dp :ô I 
mostrando que 
{4) 
Do mesmo modo, 
lo <!>1 ( 21-8 ~F Àn 11q;:: fn(t)2(!-8)nan)W!(X )I!E) dp = 
= J:. /, <!>1 (I; 1 À 1!2(!-e)(n-l)Àna(x)w,(x)I!E) dp 
neFBn pn 
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:<: L r .,, (11a(x)w,(x) (wo((x))h(lla(x)w(x)IIE)) 1-0 IIE) dp, 
nEF}B., WI X 
~ L~ 1!,(11a(x)w(x)IIEh(ll•(x)w(x)IIE)1-')dp, 
nEF Bn 
:<: 1, 1/(lla(x)w(x)IIE)dp, :<: 1 
ou seja 
(5) 
Fica assim provado por (4) e (5) que an E L(!)(E) nL(~,)(E), (rn(-)2(k-O)nan)nEX é 
LP(IO, 1], L(',;,)(E))-somável e que 
(6) maxsupiiLf.(·)2(k-B)•a.llv([Ol]L•' (E)):<: 2'-'· 
k=O,l F F • • (wf<) 
Resta somente mostra que a= ~=-oo an com convergência em L~)( E)+ L~t)(E). 
Mas para F C 7Z_ temos 
1, 11o (L: Àn 11 ~anwo(x)IIE) dp, ~ 
~ L r "'· (í:Àn>. 2°"11T'"a(x)Wo(x)IIE) dp, 
nEF}B.. F n 
:<: L r "'• (lla(x)wo(x) (Wo((x)) h(lla(x)w(x)IIE))-' IIE) dp, 
nEF}B.. WI X 
~L r 1io(lla(x)w(x)IIEh(lla(x)w(x)IIE)-')dp, 
nEFJB,. 
:': 1, 1!(lla(x)w(x)IIE)dp, :': 1 
e analogamente para. F c 76+ finito ternos 
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= I; h ili,(Jia(x)w(x)IIEh(lla(x)w(x)IIE)H)dl' 
nEF Bn 
:<;lo ili(lla(x)w(x)IIE)dJt :<; 1 
o que mostra que 
se k = O e F C ~+ ou se k = 1 e F C ~-· Logo (an)n<O é L{!)(E)-somá.vel e 
(an)n~o é L('~t)(E)-somá.vel. Considerando bo = L;!_00 an e b1 = L~=oan em L(~o)(E) 
e L('~d(E) respectivamente, temos a = b0 + b1 e a= E~=-oo a11 com convergência em 
L(!o)(E) + L(~I)(E). Desta forma demonstramos que ( an)neZ é uma sequência admissível 
para a e além disso segue de {6) que 
mostrando que 
Para demonstrarmos a outra inclusão vamos considerar a E< L~)(E), L~1 )(E) >p,p 
com j)a))<Lw0 (E} L•' (E)> < 1 e ( an)neZ uma sequência. admissível para a tal que 
(wo) ' (wtl p,p 
(7) "'axsupll2:;fn(·)2(k-B)naniiL,([Ol)L•' (E}):> 1 
k-0,1 F F • • (w~;l 
Desde que (f11 (·)2(k-IJ)nan)ne4Z' é LP([O,l],L('~")(E))-somá.vel segue que dado e> O 
existe Fe C 7t finito tal que se F' C 7.l é finito com F' n Fe = 0, temos após usarmos a. 
desigualdade de Khintchine-Ma.urey para. E que 
(8) 11(2:;(2(k-B)nlani)')'1'11L•• E :> "· 
pt (tu~;)( ) 
Agora., da. Proposição IV.1.3 temos 
e da relação (1) temos então 
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1 
2c li I:an(x)w(x)IIE $; e F' 
$ li ~(L(2-8n lan( X )1)2) 112wo( X )111-'11 ~(L(2(1-B)n lan( X )I )2)112w1 (X )IIZ: 
E F' E F' 
Seja A,(x) = II(LF• 2(k-B)nlan(x)l)2)112w(x)IIE, e A(x) = max1=o,1 <l>,(A,(x)/2e). 
Então usando ( 1) temos 
(9) 
C
1 li I:an(x)w(x)IIE $ (<1>01(A(x))) 1- 8(<l>j"1(A(x))) 8 = <l>-1(A(x)) 2 E FI 
Agora fazendo uso de {8), (9) e convexidade temos 
1. <11 ( 2~, li ~an(x)w(x)IIE) dp $ H ( <l>o ( Ao;x)) +<111 ( A1;•))) dp $ 1 
ou seja, /I EF' an/ILt .. lE) :5 2Ce, mostrando que (an)nEZ é somável em 
L?w)(E). Mas usando a primeire inclusão e o Teorema III.2.2 concluímos que 
L{w)(E) '-+ L~,)(E) +L~,)( E). Agora desde que a= E::'=-= a. em L{,::.)(E)+L{~,)(E) 
segue que a= L:~=-oo an em Ltw)(E), ou seja, a E L(w)(E). Além disso, repetindo o pro-
cesso acima, usando (7) e a desigualdade de Khintchine-Malll'ey, concluimos que se F C ~ 
é finito então lf LFaniiLfw)(E) :$;C e após passagem ao limite concluímos o Teorema. 
3. CASOS LIMITES 
Para o Teorema 1.4 temos o seguinte caso limite. 
8.1. TEOREMA: Sejam (Jt0 uma função de Orlicz, w um peso e E um reticulado de 




<11-1 = <11-1 (-1 ) o p (Jt-1 
o 
com equivalência de normas, onde 1 ~ p ~ oo. 
Demonstrac;ão. Seja a E Lrw)(E) com JJaJJq,..J(E) ~ 1, ou equivalentemente 
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(3) lo <!>(Jia(x)w(x)IIE)df' :S 1 
Seja h uma função contínua (ver [12]), tal que yh(y) = p(h(y)) e 
(4) 
Para cada n E 7Z defirúmos (an)ne.Z como antes, mas com 
Assim Bn é ,u-mensurável, Q = UnezBn e Bn n Bm = 0 se n f: m. Segue de (4) que em 
Bn vale 
(5) 
e lembrando que yh(y) = p(h(y)) temos 
(6) 
(7) 
~ < 2 2"-' < 2 h(lla(x)w(x)IIE) - 2lla(x)w(x)ll-1 
p(2") - p(2•-1) - p(h(Jia(x)w(x)IIE))- E · 
Seja. F C 7L um subconjunto finito qualquer. Então como no Teorema 1.4 temos 
Por outro lado, fazendo uso de (6) temos que 
e então 
(8) 
Concluímos então de (7) e (8) que a. E L'f:,1(E) n L(::,1(E) e (f.(·)2'"a./p(2"))nex, 
k =O, 1 são respectivamente somáveis em V([O, li,L~1 (E)) e L'([O, l],L(::,/E)), 




Novamente como no Teorema 1.4 concluimos que (an)nso é somável em L~)(E). 
Usando outra vez (6) temos para F C :g+ finito que 
1 " Àn z•-•a(x)w(x) 
li" À L.,aniiLo;,<EJ S me"ffsup li" À p(z•-•) IIE S 1 I'- a.e. 
L..F n F n Bn LJF n 
e então li l:F an/IL(:.)(E) < LF À11 , mostrando que (an)n>O é somável em 
L~)(E). Como consequência temos que a = I:~=-oo a11 com convergenCia em 
L(~)(E) + L~)(E). Então (an)ne.z é uma sequência admissível para a, e consequente-
mente a E< L(.,1(E),Lg,1(E) >,,,.Além disso segue de (9) e (10) que 
llaii<L.' (E) L~ (E)> s 2 (w) ' (w) p,p 
provando que L?w)(E) <--+< Lf~1 (E),L(,;1 (E) >,,,. 
Seja a E< L~1 (E),L(,;1 (E) >,,, com iiaii<Lt~,(E),L(::l(E)>,,, < 1 e (an)neZ< uma 








Segue de (14) que se F C 7Z é finito então 
(15) 
Como (fn( ·)an/ p(2"))neZ< e (f,(· )2"an/ p(2"))nEZ< são somáveis em L'([O, 1], L(~) (E)) 
e LP([O,l],L0,)(E)) respectivamente, temos que dado E> O, existe Fe c ll finito tal que se 
F' C 2Z é finito com F'nFe = 0 então, após usarmos a desigualdade de Khintchine-Ma.urey 
para E temos 
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Temos que {17) implica em 
(18) 
2n 
llq?p(2n)lan(z)l)2)1i'w(z)IIE 5 e , ~- a.e. 
Considerando A•(•) = IIO::;F,(2knlan(z)l/p(2n))2) 112w(z)IIE segue de (1), (18) e da 
Proposição IV.l.3 que 
li L;an(z)w(z)IIE 
F' 
5 CR (Ao(z) A,(z)) < CR (Ao(z) 1) 
e ' e - e ' 
Usando agora (16) temos 
j, <I> (~e li ~an(x)w(z)IIE) d~ 5 j, <1>0 ( Ao;•l) d~ 51 
ou seja li Í:F' aw.[ILtw)(E) ::=; C e, provando que (an)nE1Z é somável em LFw)(E) e pela 
primeira inclusão e o Teorema IIL2.2 segue que a= E~==- co an em Lfw)(E). Além disso, 
trocando e por C1 e usando (13) e (15) temos que 112:F•niiL• (E) 5 C. PMSando o limite (•) 
concluímos o Teorema. 
O caso limite do Teorema 2.2 é o seguinte. 
3.2. TEOREMA: Sejam ~o uma função de Orlicz, w0 , Wt dois pesos e E um reticulado 









Temos que (17) implica em 
(18) ll(l) (2;")1an(x)l)2 ) 1i 2w(x)IIE ~e , Jt- a.e. 
F' p 
Considerando Ak(x) = II(EF•(2knlan(x)l/p(2"))2)1i 2w(x)IIE segue de(!), (18) e da 
Proposição N.l.3 que 
li I;an(x)w(x)IIE 
F' 
<_ CR (Ao(x) A1(x)) < CR (Ao(x) r) 
e'e- e' 
CR ( .p01 ( <Po ( Ao;•))) ,I)= ç.p-1 ( <Po ( Ao;x))) 
Usando agora (16) temos 
ou seja lf L:F' aniiL(w)(E) :5 C e, provando que (a11 )nE2Z é somá.vel em L{w)(E) e pela 
primeira inclusão e o Teorema lll.2.2 segue que a= E:'=-oo a11 em Lfw)(E). Além disso, 
trocando e por cl e usando (13) e (15) temos que li EF aniiL"' (E) :$c. Passando o limite ,., 
concluímos o Teorema. 
O caso limite do Teorema 2.2 é o seguinte. 
3.2. TEOREMA: Sejam ~o uma função de Orlicz, w0 , w1 dois pesos e E um reticulado 
de Banach com concavidade finita. Se p(t) = t0 , O<()< 1, e !P e w são definidos por 
1 ~ Po < oo, 




com equivalência de normas. 
Demonstração. Seja a E Lrw)(E) com /la!ILr..,)(E):::; 1, ou equivalentemente, 
(3) 1, <i>([[a(x)w(x)[[E)d!' S 1. 
Seja h definida por 
(4) 
Assim h é uma função contínua para y >O, e segue de {1) que 
(5) 
Com efeito, 
<1>-1(<i>o(yh(y)-')) = <1>-'(<l>o(Y'0')) 
(<i>õ1(<i>o(Y'0')))1- 8 = y 
o que prova (5). Considerando para n E .Z, (an)neZ como no Teorema IV.2.2 com 
Bn = {x E !l: wo((x))h([[a(x)w(x)!IE) E [2"-1,2")} 
WJ X 
temos que f! = UBn e Bn n Bm = 0 se n ::j:. m. Verifiquemos que (an)nez é uma 
sequência admissível paxa a. Paxa tanto notemos inicialmente que da definição de h temos 
yh(y) = h(yt e então usando {5) temos que em Bn vale 
(6) <l>o(l[2-8"a(x )wo(x )lls < <l>o(lla(x )w( x )[[sh-' (l[a(x )w( x )lls)) 
= <l>([la(x)w(x)!!E) 
e 
(7) [[211-0)na(x)w,(x)[/E = 21- 8[!2(!-0)(n-l)a(x)w,(x)!/s 
< 21- 8[[a(•)w(x)I!Eh1-'(!!a(x)w(•)!IE) = 21- 8 
Seja F C 7Z um conjunto finito qualquer, então como no Teorema 2.2 mostramos que 
(8) 




11 1 e~ >. Ern(t)2(1-'l•aniiLoo (E)$ 2 F n F (wt) 
$ ma.x sup li Àn 2(1-s)(n-1la(x)w1(x)IIE $1 
nEF ::cEBn Í::F Àn 
11 Ern(·)2(1-'l•aniiL>([0,1J,L(:, )(E))$ 21-s E>. •. 
F ' F 
Logo, segue de (8) e (9) que an E Lr.:,1(E) n L~,)( E), (í'.(·)2(k-B)nan)nE21 são somáveis 
em L~0)(E) e L~t)(E) respectivamente para k = 0,1 e 
(10) 
e 
(11) s~p li E í'n( • )2(l-O)•a.IIL>([o,1],L(:,,)(E)) $ 21-' · 
F 
Novamente como no Teorema. 2.2 concluímos que (an)n<O é somá.vel em L(.::a)(E). Por 
outro lado se F C ~+ é finito temos usa.ndo novamente (7) que 
mostrando que (an)n~o é L~l)(E)-sornável. Disto podemos concluir que a= L:~;:::-oo an 
com convergência em L(!)(E) + L~t)(E). Desta forma demonstramos que (an)ne.z é 
uma sequência admissível para a e de (10) e (11) segue que 
mostrando que 
Lfw)(E) '-'< Lr,:, 1 (E),L~,J(E) >,,,. 
Seja agora a E< L0:, 1(E),L~ 1(E) >,,,com II•II<L•• (E)Loo (E)> < 1 e (an)nEZ (uoo) ' (wl) p,p 
uma sequência admissível para a tal que 
(12) supiiErn(·)T"'a.II,([Ol]L•• (E)) $1 








Segue de (15) que se F C 7L é finito então 
(16) 11(~)2(l-O)nla.(x)l)2)1i2w,(x)I!E ~ C1 I'- a.e. 
F 
Agora como (f.( ·)2(k-O)nan)neZl' é LP([O, 1], L~)(E))-somável e LP([O, 11, L(;;,,)( E))· 
somável para k = O, 1 respectivamente, segue que dado e > O, existe Fe C 7Z fin.ito tal que 
se F' C 7.t é finito com F' n Fe = 0 então, após usarmos a desigualdade de Khintchine-




De (18) temos 
(19) 
F' 
A seguir vamos considerar A,(x) = II(L:F'2(k-8)nlan(x)l)2) 1i 2w,(x)lls, e 
A(x) = max1=0,1 <I>k(Ak(x)f2e). Temos usando (1), (19) e a Proposição IV.l.3 que 
~li ~a.(x)w(x)lls < C ( Ao;•)) 1-8 ( A,;x)) 8 
< C ( Ao;•)t' =C ( <I>õ' ( <l'o ( Ao;•))) r 
= C<J>-1 ( <l'o (Ao; X))) I'- a.e. 
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e entã.o usa.ndo(17) temos 
k iJ; ( ~,11 ~a.(x)w(x)IIE) dp, :5 k iJ;0 ( Ao;•)) dp,::; 1 
ou seja, IIL:F'aniiL(..,)(E)::::; Ce, mostrando que (an)ne.Z é somável em L[w)(E) e pela 
primeira inclusão e o Teorema lll.2.2 segue que a = E~=-oo an em Lrw)(E), ou seja, 
a E Lrw)(E). Além disso, repetindo o processo acima, trocando e por C1 e usando (12) 




OS ESPAÇOS Bs,w E F.'·w ~~q l),q 
No presente capítulo vamos definir os espaços de Besov-Triebel-Orlicz B~~ e F::; onde 
<})é uma função de Orlicz, w um peso, 1 :::; q :5 oo e sé um parâmetro real. Um resultado 
preliminar que apresentaremos, e de fundamental importâ.cia no desenvolver da teoria, é 
um teorema de multiplicadores para os espaços de Orlicz L~(e:). A seguir passaremos a 
definir os espaços de Besov-Triebel-Orlicz e apresentaremos algumas propriedades desses 
espaços. Finalmente, faremos uso dos resultados dos capítulos V e VI e de um teorema 
de retração para demonstrannos os teoremas de interpolação para os espaços B~wq e F0s,w. 
' ,q 
Dentre esses teoremas aparecerá. um que caracteriza os espaços de Besov-Triebel-Orlicz via 
interpolação dos espaços de Besov-Triebel usuais, que aparecem por exemplo em (24] (em 
particular os espaços de Sobolev~Orlicz são caracterizados como espaços de interpolação 
de espaços de Sobolev~LP). 
1. NOTAÇÕES 
No que segue faremos uma exposição das notações que usaremos neste e no próximo 
capítulo. 
1.1. Seja x;:::: (x1,· • · ,xn) um ponto do espaço Euclidiano n~dimensional IRn e a,j3 E JNn, 
isto é, a = (a11 .. ·, an) e {1 ;;; (!31, • .. ,f3n) com O:i,f3i E IN, 1 $ i _$ n. Definimos 
e 
( a ) a! ( <>1 ) ( <>n ) fJ =fJ!(a-fJ)!= fJ1 ... fJn 
onde a.$ {1, isto é, O:i .${li, i= 1, • · ·, n. Para x E lRn e a E JNn colocaremos 
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Derivadas parciais serã.o denotadas por 8~. , 1 ~ j ~ n, e para. a E INn colocaremos 
' 
1.2. Seja U C IRn um conjunto aberto. O espaço vetorial de todas as funções a valores 
complexos definidas em U que tem derivadas de todas as ordens será denotado por C00 (U). 
Para f,g em C00(U) vale a seguinte regra de Leibnitz 
D"(fg) = E ( ~) (D"-P J)(DPg) 
P<a 
(1) 
1.3. Seja f: U C IR.n---+ C, onde Ué um subconjunto aberto do corpo dos números com-
plexos C. Definimos o suporte de f e denotaremos supp f, o fecho em U do conjunto 
{x EU: f(x) ;i O}. 
1.4. Por C~(U) denotaremos o espaço vetorial das funções de C00 (U) que tem suporte 
compacto em U. 
1.5. Se f,g são duas funções localmente integráveis em IRn, com f ou g em C~(IRn) 
então, f* g, a convoluc;ão de f e g, é definida por 
(f* g)(x) = J. f(x- y)g(y)dy = J. f(y)g(x- y)dy 
Rn nn 
onde a integração é no sentido de Lebesgue. 
1.6. A classe de Schwartz S(JRP) é a classe das funções de decrescimento rápido, isto 
é, das funções f E C00 (1Rn) ta.is que 
(1) 
para todos a, {3 E ./Nn. 
A farnilia de seminormas (PO',p) define uma topologia localmente convexa de Hausdorff 
em S(JRn). Pode-se demonstrar também que tal topologia é metrizável e completa, e então 
S(IRn) é um espaço de Frechet. 
Uma sequência (</>j) converge a zero em S(JRn) se e somente se xO'D.84>i(x) __,. O 
uniformemente em IRn para todo a, (3 E ./Nn. 
Tem-se as seguintes imersões contínuas 
C';( IR")<--+ S(JR") '--+c=( IR") 
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As inclusões acima são densas. 
1.7. A transformada de Fourier de uma função f E S(JRn) é definida por 
:Ff(x); f(x); J. e_,,; •. , f(y)dy, 
R• 
onde X • Y = X1Y1 + · · · + XnYn· 
A transformada de Folll'ier define uma transformação linear contínua de S(JRn) em 
S(JRn), com inversa definida por 
Temos também que :F-1 : S(JR") ~ S(JR") é contínua e portanto :F: S(JR") ~ S(JR") 
é um isomorfismo topológico. 




1.8. Os elementos de S'(IRn), o dual topológico de S(IRn), são chamados distribuições 
temperadas. SeTE S'(JRn) e tP E S(IRn), então a ação deTem 1> será denotada por 
< T,t/> >. 
Cada função f pertencente a um espaço de Orlicz L~(JRn) define uma distribuição 
temperada quando colocamos 
(1) <f,</>>; J. f(x)<P(x)dx, 
R• 
(</>E S(JR")). 
De fato, temos pela desigualdade de Hõlder que 
Agora, observando que se uma sequência (r/>i) converge a zero em S(JR"') ela converge a 
zero também em Li~~, concluímos que cada f E L4 define um funcional linear contínuo em 
S(JR"). 
1.9. Se T E S'(IRn), sua transformada de Fourier, é a distribuição temperada definida 
por 
(1) (</>E S(JR")). 
Analogamente a transformada inversa é definida por 
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(2) - 1 -< T,ljJ >=<f T,4> >=< T,4> >, (</>E S(JR")). 
Temos também que :F: S'(JR.n)--+ S'(JR.n) é um isomorfismo. 
1.10. Seja TE 8 1(./Rn). O suporte de T, supp T, é definido como o complementar do 
maior subconjunto aberto do JRn onde T é zero. Se T E S'(JRn) e f tem suporte com-
pacto, então pelo Teorema de Paley-Wiener-Schwartz (ver [13], [26] ou [32]), segue que 
T = T(x) é uma função analítica, e então pode ser representada como em 1.8(1). 
1.11. Para 1> E S(lR") e TE S'(JR") o produto r/>T E S'(JR") é defutido por 
< r/>T,.,P >=< T,</n/J > ( "1/J E S(JR")) 
e a convolução 4> * T = T * 4> é dada por 
onde :fi(x) = q)(-x). 
Para maiores detalhes a respeito do que foi explanado acima sugerimos as referências 
[15[, [26), etc. 
2. UM TEOREMA DE MULTIPLICADORES PARA Lfw)(e;) 
2.1. Sejam E um espaço de Banach, 1 ::; q :$ oo e s E JR. O seguinte espaço sequencia.l 
com peso será. bastante utilizado 
t;(E) = {(a;);~o C E: (2;'[[a;[IE);~o E t,}. 
O espaço eg(E) torna-se um espaço de Banach quando munido da norma 
00 
il(•;);~ollt:(E) = 1[(2;'1/•;IIE);~ol[t, = ([;(2;'II•;IIE)')11' 
j=O 
Quando E = IR usaremos a notação .e;. 
2.2. Seja () uma função de Orlicz e w um peso. Denotaremos por L~ o espaço de Orlicz 
L0 (JR",dp.) onde dp.(x) = w(x)dx. 
Estaremos interessados na situação em que o peso w se encontra na classe de 
Muckenhoupt Ap. 
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2.3. Diz-se que um peso w ·: JRn ---+ IR+ pertence à classe Ap, 1 < p < oo, e escreve-se 
w E Ap, se 
(1) 
para todo cubo Q do lRn. 
2.4. PROPOSIÇÃO: Se w E A, então 
(a) w é localmente integrá.vel, 
(b) existe q com 1 < q < p tal que w E Aq, 
(c) w E Aq para todo q tal que p < q < oo, 
(d) existe e> O tal que wl+s E Ap, e 
(e) se O< e< 1 temos que ws E AepH-e. 
A definição 2.3 pode ser extendida para funções de Orlicz . 
2.5. DEFINIÇÃO: Se IP é uma função de Orlicz diz-se que um peso w : JRn ---+ IR+ 
pertence á. classe A~, e escreve-se w E A~, se 
(1) c~ I h w(x)dx) <p c~ I h <p-l (wtx)) dx) ~c 
para todo cubo Q do lll'11 , onde cp é a função densidade de~. 
Em [14], R.A.Kerman e A.Torchlnsky demonstraram a. seguinte equivalência 
2.6. PROPOSIÇÃO: Seja. w : JRn ---+ IR+ localmente integrá.vel e cp uma função de 
Orlicz que juntamente com sua conjugada satisfaçam a condição-.6.2. Então w E A~ se e 
somente se w E Aq~· 
Passemos agora ao teorema de multiplicadores para os espaços Le(.e;). Vamos denotar 
por .lã o espaço das sequências de números reais que são nulos a menos de uma quanti-
dade finita de índices, e por S(JRP ,iõ) o espaço das quase-nulas sequências de funções de 
S(JRn) . 
2.7. TEOREMA: Seja M(t) = (mij(t))-oo<i,j<oo uma matriz com IDij E L00 (1Rn). 
Assuma que IDij é de classe Ck fora da origem, com k = [n/2], e satisfaz 
(!) ~ f: ID"m;;(t)i'dt ~ CRn-21"1 
Jt:51ti:52R i,j=-oo 
para cada multi-indice a tal que I ai :::; k. Se~ é uma função de Orlicz que juntamente 
com sua conjugada satisfazem a condição-.6.2 e se w E Aqw.k/n, n/k < Qifl < oo, então o 
105 
operador TM dado por 
(2) (TMF)(x) = { M(x- y)F(y)dy }R• , (F= (/;);>o E S(JRn,i()")), 
onde M = (fiíi i )i,j e mi j(t) = mi i( -t), aplica (após extensão) L:{l2) em L!(l2), e temos 
que J]TM]] :::; f3C onde f3 depende somente de (J.) e n. Além disso, se 
{3) mi i = O , para i f= j , 
então TM aplica {após extensão) L~(.t;) em L~(t;) para todo 1 < q < oo, com ]]TM]] ::; "fC 
onde "/ depende somente de 4», q e n. 
Demonstração. Dado w E Aqwk/n• podemos escolher r tal que 1 < r< qc»k/n e w E Ar 
(Proposição 2.4(b)). Tomemos p E p+-, Po,PJ com 
1 < Pl :': rnfk < qo :': Po < Po < oo 
tal que w E Ap;h/n , i = O, 1, e o Teorema V.1.2 seja verdadeiro com a medida 
dp.(x) = w(x)dx e E= t:, isto é, 
(4) 
Agora a demonstração segue de {4) e [6, Teorema 5]. 
2.8. OBSERVAÇÃO: No Teorema 5 de [6] o resultado continua ainda verdadeiro se 
exiginnos maior regularidade para mij· Por exemplo, se mij é de classe c= podemos 
tomar o peso w na classe Ap. Então no Teorema 2.7, se considerarmos mi j na classe G00 
podemos tomar o peso w na classe Aq.. 
3. DEFINIÇÃO E PROPRlEDADES DE B·~ E F;;; 
3.1. DEFINIÇÃO: Seja O(lR") a coleção de todos os sistemas</>= (</>;);>o C S(JRn) 
tais que ~i(x) ~O, j = 0,1,···, e (1), (2) e (3) abaixo são verificados, -
(1) { 
supp ~ = {x E JR• : [x[ :': 2} 
supp \i>;= {x E lRn : 2i-l :': [x[ :': 2i+l} paraj = 1,2, .... 
Para cada multi-indice a: E JNn, existe um número positivo C a tal que 
(2) 
para todo x E IRn, j = 0,1,· ··e 
= 
(3) L:;\i>;(x) = 1 (xElR"). 
i=O 
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Vamos verificar que O(JRn) é não-vazio. 
3.2. PROPOSIÇÃO: Existe um sistema</>= {</>;);~o C S(IR") tal que i;(x) ~ O e 
3.1(1)-{3) são verificadas. 
Demonstração. Segue do Lema 6.1.7 de [B-L] que existe ,P E S(IR") com {i;(x) ~ O 
satisfazendo 
{1) supp {fi= {x E IR" : 2-1 :o; I• I :o; 2}, 




00 L {i;(2-'x)=1 se x;<o 
k=-oo 
Definimos o sistema <P = ( </lj )j;?:O por 
{ 
t;(x) = {i;(2-;~ s~ j = 1,2,--·, 
</>o(x) = 1- L;=1 </>;(x), 
Vamos supor j = 1,2,· ··e tomemos x E supp J;. Então existe (xi)i>O C IRn com 
Xi --+ x e ~j(Xi) = ~(2-ixi) # O. Segue então de (1) que 2j-l .$ lxi! $.- 2i+1 e então 
2j-l $. JxJ.$ 2i+I, ou seja 
{5) 
Vamos considerar agora x tal que 2j-l $. lxl $. 2i+1. Então ! < ]2-jxl $. 2, ou 
seja, 2-ix E supp ;j; e assim existe uma sequência (xi)t>o com ~(xi) #O e Xi-+ 2-ix, ou 
equivalentemente, 2ixi --+ x. Se Vi = 2ixi então Jj(Yi)-; ;f;(2-iyi) = ;f;(xi) #O e Yi--+ x, 
mostrando que x E supp J;j e consequentemente 
(6) 
Suponhamos agora que lxJ > 2. Notemos que se j $. O temos 12-ixl > 2-j+I 2:: 2, 
e usando (1) temos que {i;(2-ix) = O. Agora segue de (3) que 2:~1 i;(x) = 1 e então 
~0(x) =O, implicando em 
(7) supp ia C {x E IR": I• I,; 2}. 
A seguir consideremos x tal que O < lxJ < 2. Se j > 2, 12-ixl < 2-j+l < ! e então 
{i;(2-; x) = O. Logo 
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2 
(8) :h,(x) = 1- I;~;(x). 
j::l 
Poroutrolado,paraO < Jx] < 2e ]x] f: 1, existej < 1 talque2i-1 < ]xJ < 2i+t. Com 
efeito, se 1 < ]x] < 2 temos que j =O serve. Suponhamos então O< ]xJ < 1 e tomemos j 
tal que 
(9) j - 1 < log2 lxl < j + 1. 
Como log2 ]x] < O, segue de (9) que j < 1 e 2j-l < ]x] < 2i+l. Temos também que 
paraO< lxl < 2, 
00 2 o 
(10) 1= L :f(Tix)= L :f(TÍx)= L :f(TÍx)+f1(x)+~(x) 
i=-oo i=-oo i=-oo 
Segue da observação acima e de (1) que se lxl # 1, O< lxl < 2 então I:J=-oo $(2-ix) > 
O. Assim usando (10) temos que ~0(x) + ~,(x) < 1 e segue de (8) que ~ofx) # O se 
O< lxl < 2 e lxl # 1, ou seja {x E JR•: lxl # 1 e O< lxl < 2} C {x E JR•: <Po(x) # 0}. 
Tomando o fecho, temos 
(11) { x E JR" : lxl ~ 2) C supp :h, 
Desta forma, usando (5), (6), (7) e (11) fica demonstrado 3.1(1). Além disso, 3.1(3) 
segue imediatamente de ( 4). Finalmente se j = 1, 2, · · · temos que 
(12) 
Mas, como 1/J E S(JR") temos que existe C, tal que I(D":f)(2-Íx)l ~C,. Logo 
(13) ID"f;(x)l ~ c.2-il•l j = 1,2, .... 
Por outro lado, se lxl > 2 então:h,(x) = Ooqueimplicaem ID":h,(x)l =O e se lxl ~ 2 
temos que ~o(x) = 1- ~,(x), e então ID":h,(x)l = ID"~,(x)l ~C,. De qualquer modo 
temos 
(14) 
Assim, (13) e (14) demonstram 3.1(2) e com isto fica demonstrada a Proposição. 
Podemos agora formular nossas definições básicas. Consideremos então w : JRn -+ IR+ 
um peso, 1 :5 q :S oo, sE IR, IP uma função de Orlicz e q, = (4>i)J>O E O(JRn). 
3.3. DEFINIÇÃO: Os espaços de Besov~Orlicz e Triebel~Orlicz com peso são 
definidos respectivamente por 
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B~; ~{f E S'(JR") llfllk~ ~ ll(<b; * /);~ollt!(L~) < oo} 
e 
Fo:; ~{f E S'(JR") : 11/llt:;~ ~ ll(<b; * /);~oiiLW;l < 00}, 
com as interpretações usuais quando q = oo. 
3.4. OBSERVAÇÃO: Quando (b(t) = tP 1 1 < p < oo, temos que B~·; e F~:; são os 
espaços B;;~ e F;,•;' que aparecem em [24]. 
3.5. PROPOSIÇÃO: Os espaços B~; e F::; são espaços vetoriais normados. 
Demonstrat;ão. A única dificuldade está em mostrar que 
(1) II/I I~···~ O (ou 11/llt•.• ~O) 
+,q ~.q 
implica em f= O. Se (1) ocorrer segue que t/Jj *f= O em 8 1(/Rn). Vamos considerar 
.jJ E S( JR•) qualquer e ~~ ~ Ei=o (/;;. Como (</>;);~o E O( IR") segue que 
(2) 
t;(x) ~ (/;;(x) se 2; ~ lxl ~ 2i+' { 
1 se lxl < 2; 
O selxl>21 
Assim, usando a regra de Leibnitz temos 
~ 
sup lx" nP(t;.P- .P)(x)l 
xER"' 
sup lx"DP( (€; -1),P)(x)l 
lxl~2j 
Mas como (,P;);>o E O( IR") segue de 3.1(2) que pru:a todo x E JR• ternos 
Por outro lado, como '1j; E S(IRn), segue de 1.6(1) que para todo x E lRn 
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(3) 
Logo, usando (2) e (3) temos que 
Pa,p(e;.P- ,P):; '~ ((3 !~)!7!Cp,Ca,,2-i!P-'I 
o que mostra que Pa,p((j'I/J- '!/J) --7 O quando j"""" oo. Então (j'I/J-+ 'lj; em S(JR'~'~). Agora, 
como </>i * f = O segue que L:}=o 1/Ji * f = O e então 
i i i 
o= L,<!>; •f = L,<t>i*f= L, i;. f 
j=O j=O j=O 
Consequentemente se '1/J E S(/Rn) é qualquer, então 
i i 
o=< L, f;'[,,;,>=< !.L, f;. ,p >-+< [,,;, > 
j=O j=O 
ou seja,< J,'I/J >=O para toda 'ljJ E S(JRn), mostrando finalmente que f= O. 
Na definição da norma dos espaços B;·; e F::; vimos a ação direta do sistema 
</> E O(IR.n ). Contudo, se usarmos um outro sistema teremos uma equivalência das normas 
obtidas. É o que demonstraremos no próximo resultado. 
3.6. PROPOSIÇÃO: Sejam</>= (</>;);~o e ,P = (,P;);~o dois sistemas em O(JR"). Então 
se W é uma função de Orlicz que juntamente com sua conjugada satisfazem a condição-6..2 
e w E Aq;, temos que 




(2) lltllt•.• ~ 11/llt •.• 
<l>,q 4>,q 
(l<q<oo) 
Demonstração. Tendo em vista as hipóteses para o suporte de ;fij temos que se 
x E supp ;fij então ;fik(x) =O para k < j -1 e k _> j + 1. Logo 
00 1 





$;(x) $;(x) E $;+,(x); E $;(x)$;+,(x) 
r=-1 r=-1 
-1 1 
; E (<P; * •/>;+,)(x); (E <P; * ,Pj+,)(x) 
r=-1 r=-1 
o que mostra que c/>;= L~=-l <P; * 1/Ji+r· Então se f E S'(JRn) temos que 
1 
(3) <P; • f; E <P; • <J>;+, • f 
r=-1 
Para demonstrar (1) vamos utilizar o Teorema 2. 7 com ( Tni ;) definida por mtt(t) = 
$;(t), m;; ; O se i # I # j e F ; (!;) definida por h ; </>;+, * f e f; ; O se j f' I. 
Notando que 
segue que $j satisfaz 2.7(1) e 2.7(3), e então segue da Observação 2.8 que o operador 
TM = convolut;ão com !foi é contínuo (após extensão) de L~( f~) em L~( f~), ou seja 
IITMFIIL~(t;J ; II<P; * .P;+, * fiiL~ 
s CII.P;+, •fiiL~ 




Usaodo (3) e (4) vemos que 
00 
(E(2;'II<P; * </>;+, • fiiL~)') 11' 
j=O 
00 
< (E(2;'CII.PH, • /IIL~)')'i• 
j=O 
S CII(.P;+, * f);~ollt;(L~J 
1 
II(<P; * J);~ollt;(L~J S C E II(,P;+, * f);~ollt;(L~J 
r=-1 
Consequentemente, 
llfll~··· S 3CIIfll~··· 
4-,q <l>,q 
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Como os sistemas (<P;);>o e (1/J;);>o são arbitrários a equivalência (1) segue de (6). 
- -
Agora para demonstrarmos (2) vamos considerar (mu) e (/;) definidas por 
e 
m··(x)={ f;(x) sei=j=O,l,··· 
'
3 O caso contrário 
f;(x) = { 
Segue da Definição 3.1 que 
00 
sej = 0,1,··· 
caso contrário 
(2.:: ID"~;(x)l 2)112 :o; Clxl-1"1 
j=O 
o que mostra que 2.7(1) é satisfeito e então 
(7) 
com constante dependendo somente de iP, n e q. Usando a seguir (3) e (7) temos que 
1 
(8) li(~;* f)IIL:rt;l :o; C 2.:: li( I";+, • f)IIL:tt;l 
r=-1 
o que implica que 
(9) 11/llt·.· :o; 3CIIflli··· ~.q ~.q 
Logo, (2) segue de (9) e da arbitrariedade dos sistemas. 
3.7. OBSERVAÇÕES: 1.) Em tudo o que segue vamos considerar as funções de Orlicz, 
bem como suas conjugadas, satisfazendo a condiçã.o-.6.2• Consideraremos também o peso 
w sempre na classe de Muckenhoupt modelada em funções de Orlicz (classe AC) ). 
2.) Em vista da Proposição 3.6 vamos trocar a notação 11·11~··· ( resp. ll·llt•.• ) por 
~~ ~.q 
II·IIB··· (resp. II·IIF··· ). 
<l>,q <l>,q 
A seguir estudaremos algumas imersões dos espaços B~.~ e F:::. 
3.8. TEOREMA: (i) Se -oo < so ::; s1 < co e 1 :::; q :::; oo então 
(1) 
(ii) Se 1 :::; q0 ::; q1 :::; oo e -oo < s < oo então 
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(2) 
(iü) Se e > O, 1 :::; q0 , q1 :::; oo e -oo < s < oo então 
(3) BIS+e,w '--t Bl!+e,w e pB+e,w <--+ ps+e,w 
Cli,qo <li,q1 <ll,qo <li,q1 ' 
(iv) Se -oo < s0 ::=; s1 < oo então 
(4) BBt.W <-+ Bso,w e Bs1,w '--t pso,w 
ili,oo <li,l oli,oo '1,1 ' 
(v) Se -oo < so::; s1 < oo e 1:$ q::; oo então 
(5) 
Demonstração. (1) e (2) seguem do ca.rater monótono das normas dos espaços .e; e L:. 
Para demonstrar (3) suponhamos inicialmente que 1 :$ q1 < oo. Temos então que 
( ) ''" ~(2i'II.P; • !IILt)" 
= 
s; sup 2i(-+<lii.P; * !IILt(I: z-i''' )'1" 
J i=O 
c sup 2i(•+•l II.P; • !IIL• j • 
o que mostra que 
(6) 
Mas por (2) e {6) concluímos que B~+,e,w '--t B;·w, . Agora supondo q1 = oo segue de 
' o ' 1 (1) que B~;~w <--+ B~.~ e usando novamente {2) temos B~~~,w <--+ B~~· Analogamente 
vale F~+,e,w <-+ F~·w, . Passemos agora à demonstração de (4). Desde que so- St < O, 
' o ' 1 
temos 
II!IIB·•·· .. , 
= ~ I:2i"II.P; • !IILt 
j=O 
= ~ I:2;("-"l2i"II.P; • !IILt 
j=O 
= 
::; L 2j(so-st) s~p 2ist jjq)j * /IIL: 
i=O J 
CII!IIB·'·" . •.~ 
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Da mesma forma temos 
00 




o que demonstra (4). Usando (2) e (4) demonstramos (5). Com efeito, 
4. TEOREMA DE CARACTERIZAÇÃO E CONSEQUÊNCIAS 
Neste parágrafo desenvolveremos um teorema que caracteriza os espaços B~,w e F:,w 
• • - • ,q ,q 
v1a mterpolaçao dos espaços B;;:' e F;,~ com o auxHio de uma ferramenta chamada re-
tração. Vamos à definição e aos resultados auxiliares. 
4.1. DEFINIÇÃO: Um espaço vetorial normado E é uma retração de um outro espaço 
vetorial normado F, se existirem aplicações lineares contínuas R : E-+ F e S : F-+ E 
tais que S o R = lfE, onde llE é a aplicação identidade de E. 
4.2. LEMA: Seja </> = (</>;);~o E O(JR•) e suponha que (a;);~o E e;(L!) ou 
(aj)j~O E L~( i~) com 1 ::; q ::; oo. Então colocando 1/Ji = L:~=- 1 c/Ji+r (1/1-1 := 0), 
teremos que L:~o t/Ji *ai converge em S'(JRP). 
Demonstração. Vamos supor inicialmente que W(t) = tP, 1 < p < oo. Suponhamos 
também que (aj)j~o E i~( L~) e Ç E S(JRn) é arbitrário. Então 
k 






L I< a;, ;pi * { > I · 
i=i 
Mas, desde que Uj E L~, segue que (ver 1.8) 
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= 1]. a;(x)(;f;•Ç)(x)dxl 
R• 
< JR" [a;(x)w(x);ll(;f; * Ç)(x)w(x)-~[dx 
$ lla;llv,;ll;f; •~llr.t 
onde v= w-l/p-l e Ifp + 1/p' = 1. Além disso 
(;f;•~)(x) = J. ;f;(x- y)Ç(y)dy 
IR" 
= J. .P;(Y- x)~(y)dy 
IR" 
= J. .P;(-x- y)~(-y)dy 
IR" 
= f. ,P;( -X - y )~(y)dy 
IR" 
= (.P; •Ü(-x) 
e então 
ll;f;•~IIL'' = J. l(;f;•~)(x)IP'v(x)dx 
' R• 
= J. I(.P;•{)(-x)IP'v(x)dx 
R• 
= JR" I(.P; •Ü(x)IP'v(-x)dx 
= II.P; • {lia.', 
• 
onde u = V. Tomando e > O temos 
k k 
I< 2:.P; *"';.~>I 
J'""i 
< 2: lla;IIL~II.P; * {IILv 
. . . 
J=f 
k 
= 2:2*-•>t[a;llv,;2;(-•+•lii.P; • ~li L'' 
j=i u 
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Mas, sabemos que se w E Ap, 1 < p < oo e 1 ::; q ::; oo então S(IRn) L.-J. B;;~ (ver 
[24]). Além disso, temos também que u E Ap' se w E A,. De fato, usando a relação 
1/p + 1/rl = 1 temos 
( 1 f ) ( 1 f ' )p'-1 jQj }q v(x)dx jQj }q v(xr"'-'dx = 
( 1 1 ) ( 1 1 -' )p'-1 = I-QI -Q•(x)dx I-QI -Q•(x) il=idx 
( 
1 1 )p'-1 ( 1 1 ' ) (p'-1)(p-1) 
= I-QI -Qw(x)dx I-QI -Qw(x)-Hdx 
(( 1 1 ) ( 1 1 --' )'-1)•'-1 ' = I-QI -Qw(x)dx I-QI -Qw(x) •-•dx ~c•-1 
Desta forma concluímos que f E B~s+e,ll e 
··= 
k k 
I < L,</>; • a;,{ > I ~ C('L, 2-i••'JW 
i=i 
e assim segue a convergência desejada. Suponhamos agora (a;);~o E L~(e:). Da mesma 
forma temos que 
k 









i=i 3 .. 
k 
= II'L,2i(•-•lla;lllv,;llsup2i(-•+•ll</>;•i'lllr.e 
j=i 3 .. 
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e notando que S(IRn) <.......+ F;:~,u ([24]) segue a convergência. Para terminarmos a demon-
stração, suponhamos agora que (b é qualquer e vamos escolher (Teorema V.l.2) Po,p1 tais 
que 1 < Po,Pt <co, w E APO n Apl e 
e 
Usando o Teorema III.2.2, e [4] temos 
t:(L~) .e:(< L~,L~1 >p,p) 
<.......+ .e;( L~+ L~) 
t;(L~) +t;(L::J) 
L!(t;) < L'f:}(t;),L~(f:) >p,p 
<.......+ L~a(t;) + L~(t;). 
Logo se, (a;);;::o E .e;(L!) (ou L!(t;)), então (a;);;::o = (f3;);;::o + (ó;)j;::o com 
({Jj)j;::o E .e;( L{;!') (ou L~(t;)) e (ój)j;::o E .e;(~) (ou Lt;(t;)). Consequentemente 
00 00 00 
2: 1/1; *a; = 2: 1/1; * !1; + 2: 1/1; d; 
j=O j=O j=O 
e a demonstração fica completa. 
4.3. TEOREMA: B~~ (resp. F~:~, 1 < q < oo) é uma retração de .e;(L~)(resp. L!( L;), 
l<q<oo). 
Demonstração. Seja (f/>j);>o E CJ(Dln) e vamos definir para f E S'(IRn) e 
(!;);~o C S'(JR"),"" aplicações-
( 1) R(!) = ( t/J; * f);> o 
e 
00 
(2) S((J;);~o) ~ 2: 1/1; • I; 
j=O 
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onde 1/;j = E!=-l <Pi+r· Se Uih?:o E .e:( L~) ou {!j)j~o E L!U~:), segue do Lema 4.2 que 
Sé bem definida. Segue das hipóteses no suporte de (h que S o R= lls'(RP)· Com efeito, 
00 
S(R(f)) ; S(( </>; * !);~o) ; L, .P; * </>; *f 
j=O 
Mas se x E supp t/Jj temos que {fij(x) = 1 e então 1/Ji * t/Ji = t/Jj, donde obte-
mos que S(R(J)) = L,f=0 t/Jj *f. Mas, na demonstração da Proposição 3.5 vimos que 
S'(.R") L:;o <P; *f ; f, e eotão S(R(f)); f se f E S'(JR"). Agora, vamos demonstrar que 
Sé uma aplicru;ão linear contínua de .e;(L!) (resp. L!( L;), 1 < q < oo) em B~~ (resp. 
F.0
8
•w, 1 < q < oo ), e R é uma aplicação linear contínua de B~wq (resp. F:·w,, 1 < q < oo) 
,q ' ' 
em .e;( L!) (resp. L!( e;), 1 < q < oo). A conclusão para R segue imediatamente de (1). 
Vamos à demonstração para S. Das hipóteses no suporte de Jj, temos 
00 




(3) </>; * S((f;)); </>; • L, </>• * f•; 'L, </>;*</>i+,* f;+, 
k=O r=-2 
(</>k; fk; O se k <O), segue que 
(4) 
Considerando agora mu(t); (</>; ;;pJ+,)(t), m;;(t); O se i 'f 1 'f j e F; (Dk)k>o 
definido por 91 = fi+" Uk = O se k f: 1 temos que ( mi i) satisfaz as hipóteses {1) e (3) do 
Teorema 2. 7. Então 
2 2 
(5) L, li</>;* >/Ji+, * fJ+,IIL~ S C L, llfJ+,IIL$ 
r=-2 r=-2 
com C independente de j. Portanto, segue de (4) e (5) que 
Por outro lado, temos usando novamente (3) que 
2 
IIS({f;);~o)IIF;·,~ :> L, li(</>;* </>i+,*/;+, );~oiiLW;J · 
r=-2 
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A seguir aplicaremos o Teorema 2.7 duas vezes consecutivas. Na primeira aplicação 
consideramos (mij) e (Uj) definidas por 
e 
m··(x)={ if;;(x) sei=j=O,l,··· 
t J O caso contrário 
Assim, usando 3.1(1)-(2) observamos que 
00 
sej = 0,1,··· 
caso contrário 
([; JD"if;;(x )J 2) 1i 2 :e; CJxJ-1•1 
j=O 
o que mostra que vale 2.7(1). Então 
Aplicando novamente o Teorema 2. 7 com 
e 




se i =j = 0,1,··· 
caso contrário 
se j = 0,1,··· 
caso contrário 
JIS((f;);~o)IIF;:~ :':C L ll(fH,);~oiiLW;l :': 5CIJ(f;);~oi1Ltl';l 
r=-2 
o que conclui a demonstração do Teorema. 
4.4. COROLÁRIO: Os espaços B·~ (1 :$ q :$ oo) e F:;; (1 < q < oo) são espaços de 
Banach. 
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Demonstração. Segue imediatamente do fato que retração de espaços de Banach são 
espaços de Banach. 
Podemos agora demonstrar o Teorema de caracterização. 
4.5. TEOREMA: Existem 1 < Po, Pl < oo e p E p+- tais que 
(1) 
e 
(2) < ps,w ps,w > _ Ds,w L'pu,q'L'Pl,q p,p- .t'<l>,q' l<q<oo. 
Demonstração. Podemos escolher Po, Pl e p E p+- tais que w E Apu n Ap1 e o 
Teorema V .1.2 vale, i.e., 
(3) < m(E),L!:J(E) >,,,=L!( E). 
Desde que l~(E) = Llu)(IN,dp.; E) onde p. é a medida contagem L:~oêi com Si(j) = 1 
se i= j e Si(j) =O se i f:. j e u(x) = 2sx, nós temos, usando o Teorema IV.2.1 e (3) com 
E= IR, que 
(4) 
Agora, usando o Teorema 4.3 com c))i(t) = tP;, i= O, 1, temos 
(5) 
e ainda pelo Teorema 4.3 
(6) S : L;( L!)~ B~~. 
Segue de (5), (6), do Teorema III.2.3 e (4) que 
e como R oS= li, temos 
< B ,,w B'•w > '-' B'•w PO,q• Pt.q p,p it,q ' 
Usando novamente o Teorema 4.3 vemos que 
R · B'·w ~ i'(L~) 
•JP,q qw 
e procedendo como anteriormente 
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s 
o que nos dá a inclusão 
(7) 
donde concluímos (1). De forma semelhante temos 
e 
S : L:(i:;) --+ F;·,~ . 
Logo, usando (3) e o Teorema 11!.2.3 
o que demonstra que 
(8) 
Por outro lado temos 
< F.,,W F.'•W > '-> F.''W pa,q, Pt,q p,p ~.q 
R 
e novamente por (3) 
S . L,.(") ~< F'•w F'•w > 
• w .r..q po,q• Pt,q p,p 
o que dá a inclusão contrária de (8) e consequentemente concluímos (2). 
A seguir apresentaremos algumas consequências do Teorema 4.5. 
4.6. COROLÁRIO: (i) S(JR") <-> B~; '--+ S'(JR") (1 ~ q ~ oo). 
(ii) S(JR") <-+F~·.~<-> S'(JR") (1 < q < oo). 
Demonstração. As afirmações do Corolário são verdadeiras para IP{t) = tP, 1 < p < oo, 
(ver [24]). Sejam 1 < PthPl < oo e p E p+- tais que w E A110 n Ap1 e o Teorema 4.5 vale, 
isto é, 
(1) < B,,w B'•w > _ B'•w < F.'•w F'•w > _ F.'•w P<I,Q' Pt.Q p,p- <li,q ' Jl(l,q, Pt,Q p,p- ~.q 
Logo a conclusão do Corolário segue de ( 1) e do Teorema III.2.2, pois 
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valendo o mesmo para F:;~. 
4.7. COROLÁRIO: Existem r,; min(qo,q) e t ;:>: ma.x(po,q) tais que 
(!) 
Demonstração. Sejam Po. P1 e p E p+- tais que 1 < P1 < Qib :$ PiP < Po < oo e o 
Teorema 4.5 vale, isto é, 
< B •,w B'•w > _ B'·w < F'•w F'•w > _ F'•w po,q• Pl>q p,p- ib,q ' po,q• Pl>q p,p- ib,q 
Sejam r = min(p1, q) e t = ma.x(po, q). Assim segue de 3.8(2) que 
pois r :5 min(po,q). Mas pelo Teorema 2.6 de [24] temos 
e 
e usando novamente 3.8(2) temos 
o que demonstra (1). 
4.8. COROLÁRIO: ~:~ = L!. 
Demonstra~ão. Segue de [24, Teorema 1.4] e Teoremas V.1.2 e 4.5. Com efeito, 
roO,w < Fo,w Fo,w > < L'" L" > Lo 1'~,2 = p0,2• Pl!2 p,p= w • w p,p= w· 
4.9. TEOREMA: Se 1 < q < oo então os espaços B;·; e F::; têm a propriedade U .M.D. 
Demonstração. Os espaços e;, 1 < q < oo, têm a propriedade U.M.D. uma vez que lq, 
1 < q < oo tem tal propriedade. De fato, 
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ll11(f;)IIYC<;J ~ 11(2;'11/;)IIY(<,J ~ 1111(2;' f;)IIL•(<,J 
~ Cll(2;' f;)IIL•(<,J ~ ll(f;)IIL•(<;J 
ou seja, 1t : LP(t;) -+ LP(.t;). Por outro lado, o espaço de Calderón X(E) tem a pro~ 
priedade U.M.D. se e somente se X e E têm a propriedade U.M.D. (ver [25]). Além disso 
CobosMFernandez demonstraram em [5] que retração de espaços com a propriedade U.M.D. 
herda essa propriedade. Logo, usando o Teorema 4.3 concluímos a demonstração. 
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• CAPITULO VIII 
OS ESPAÇOS Bu,w E Fu,w W,q W,q 
Neste último capítulo vamos extender as definições dos espaços B~~ e F;·,~ onde 
trocamos o parâmetro real s por um parâmetro funcional O' pertencente a uma classe 
conveniente. Apresentaremos uma caracterização dos espaços n;·,~ e F;;; via interpolação 
dos espaços B~~ e F::~, respectivamente. Finalizando, demonstraremos outros teoremas 
de interpolação onde destacaremos o caso geral de p e o caso p(t) = t 0• 
1. DEFINIÇÕES E PROPRIEDADES 
A · ali B'w p•w d ' aJ segmr gener zaremos os espaços <},q e iP:q trocan o o numero re s por um 
parâmetro funcional. 
1.1. Seja B a dasse dos parâmetros funcionais contínuos u 
u(l) = I e tals que 
(!) õ'(t) = sup u((st)) < oo , 
s>O U 8 
(O,oo) ~ (O,oo) com 
Os índices de Boyd au e f3u do parâmetro funcional u são definidos por 
"F= inf logõ'(t) = lim logõ'(t) 
t>l logt t->-oo logt 
e 
f3a = sup logõ'(t) = lim logõ'(t) 
O<t<l log t t-+o+ log t 
Os índices O!:;; e {3;; satisfazem (ver [21] ) 
(2) 
(3) aq < O se e somente se 100 dt u(t)- < oo 1 t 
e 
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(4) r' dt f3ü >O se e somente se Jo õ'(t)T < oo. 
1.2. Para u E B, 1 :::;; q ::; oo e E um espaço de Banach consideremos o espaço de Banach 
e~(E) = {(a;);~o c E : ll(a;);~ollt;CEJ = ll(u(2;)II•;IIE);~ollt, < oo), 
com a interpretação usual quando q = oo. Escreveremos l~ no lugar de l~(JR). 
1.3. Para q E 8 oS espaços B~:; e F;:: são definidos do mesmo modo que os espaços 
B~: e F~·.~ trocando o número real s pelo parâmetro funcional a. 
No que segue vamos considerar sempre a E B. Necessitaremos do seguinte resultado 
auxiliar. 
1.4. LEMA: Para u E B existem sa,st E IR e p E p+- tais que 
(1) t'' u(t) = p(t•o '') . 
Demonstração. Sejam so, s1 tais que 
-oo < s1 < min(O,.Bü)::; max(l,a;;:-) < s0 < oo 
e vamos definir p por 
{2) 
e 
Desta forma temos que (ver [21]) 
so 
So- St 
Assim, da escolha de s0 e s1 temos que O < (Jp ::; ap < 1. Vejamos que esta última 
expressão é equivalente a p E p+-. Como {3p > O, podemos supor sem perda de gener~ 
alidade que pé crescente e tomando e(t);;;; r 1p(t) segue que ae;;;; -1 + ap <o e então 
também podemos supor que e(t) é decrescente (ver [22]). Logo, pé quase- concava. Vamos 
mostrar agora que 
00 
(3) L: min{1,2-;')p(~') < oo (s >O). 
j=-oo 
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De fato, usando 1.1{4) temos 
1 /,2(i+l)• . dt I:-- p(2'')-j<Oslog2 21• t 
1 /,2(j+l)• dt 
< Lo slog2 ,,, p(t)t 
J< 
1 [1 dt 
s!og2 lo p(t)t < 00 
e por 1.1(3) temos 
< I:-1-/,''' l(t)dt 
. oslog2 2(j-l)s t J> 
_1_ roo~(t)dt < 00 
slog2 A t 
o que prova (3). Porém (3) implica em p(t) = o(ma.x(1, t)), pois dado e > O existe to = 2!•• 
{com io suficientemente pequeno) tal que, para. t :::; t0 , temos 
p(t) :<:; p(2;'') :<:; L p(ZÍ') <e. 
i:Sio 
Por outro lado, existe t0 = 2ios tal que se t ~ to então 
M s; ~(2;,'l s; I: ~(2;'l <e. 
i?.io 
Assim p E p+- e o Lema fica provado. 
1.5. TEOREMA: O teorema de multiplicadores, Teorema VIL2.7 continua verdadeiro 
para L~(l~). 
Demonstração. Sejam s0 ,s1 e p E p+- como no Lema 1.4 Desde que l~ = L(u)(lN,dJ.t) 
com u{x) = u(2x) e J.t a medida contagem, temos pelo Teorema IV.2.2 e 1.4.(1), que 
(1) < '"l"> _ou .(,q' q p,p--Lq. 
Agora., desde que o método < , > p,p é um método de interpolação, a prova do Teorema. 
segue de (1) e dos Teoremas Vll.2. 7 e VI.1.2. 
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1.6. TEOREMA: O espaço B;·,~, 1 ~ q:::;: oo (resp. F;;;, 1 < q < oo) é uma retração 
de l~(L!), 1 ~ q ~ oo (resp. L~(l~), 1 < q < oo). 
Demonstração. Análoga à demonstração do Teorema VII.4.3, usando o Teorema 1.5 no 
lugar do Teorema VII.2.7. 
Como consequências temos 
1. 7. COROLÁRIO: Os espaços B~·.~ (1 ~ q ~ oo) e F;;: {1 < q < oo) são espaços de 
Banach. 
1.8. COROLÁRIO: Se 1 < q < oo então os espaços B~:~ e F;;; têm a propriedade 
U.M.D. 
2. TEOREMAS DE INTERPOLAÇÃO E CONSEQUÊNCIAS. 
CASO GERAL 
Os espaços B~·.~ e F;;: podem ser caracterizados como espaços de interpolação entre 
os espaços B~·~ e F;:~, respectivamente. 
2.1. TEOREMA: Existem so, SI E .IR e p E p+- tais que 
(1) < Bso,w BSl,W > = Ba,w (1 < q < oo) «>,q ' «>,q p,p «>,q - -
e 
(2) < vso,w v.St.W > va,w (1 < < ) -''«>,q ,.c<l',q p,p= -''41,q q 00 • 
Demonstra~ão. Sejam so, SI e p E p+- dadas no Lema 1.4. Como no Teorema 1.5 
temos 
(3) < e;•(E),t;'(E) >,,,= f~(E), 
onde E é um reticulado de Banach com concavidade finita. Então usando (3) e os Teore-
mas de retração temos 
< B"·w B''•w > ~< i"(L~) i"(L~) > = i"(L0 ).!, B"·w <l',q ' <l',q p,p q w ' q w p,p q w 41,q 
e 
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Lembrando que S o R = li, podemos concluir (1). Observemos agora que pelo 
Teorema VI.1.2 e (3) com E = IR temos 
(4) 
e 
Assim, usando (4) e os Teoremas de retração obtemos (2) através de 
< pso,w Fs1,w > ~ Lib(l")!.., F:_•W ib,q ' <l',q p,p w q <li,q 
A prova está completa. 
2.2. COROLÁRIO: (i) S(JR") '-' B;-_; '-' S'(JR") (1 <; q <; oo) 
{ii) S(IRn) '->F~;;'-+ S'(IRn) (1 < q < oo). 
Demonstração. Segue do Corolário VII.4.6 e dos Teoremas ITI.2.2 e 2.1. 
2.3. COROLÁRIO: Existem r<; min(qo,q) e t ~ max(po,q) tais que 
(1) 
Demonstração. Segue do Corolário VII.4. 7 e do Teorema 2.1. 
Para alguns dos próximos resultados, necessitaremos do seguinte resultado auxiliar. 
2.4. LEMA: Sejam ()o, q;l funções de Orlicz e IP dada por VI.l.l(I). Se w E Ar, 
r= rnin(qo,/2,qo,/2) então w E Ao. 
Demonstração. Lembrando que Mib(s) = supt>o(q;-1(t)jq;-1(st)) temos que 
i!> -l ( t) R( '1>01( t), i!> j 1( t)) <; R( Mo, ( 8 )'1>01( 8!), Mo, ( 8 )'1>)1 ( 8!)) 
< maxMo,(s)R(ii>01(st),ii>j1(st)) = maxMo,(s)ii>-1 (st) k=0,1 k=O,I 
o que mostra que Mib(s) s; maxk=o,1 Mib,.,(s). Então para todo O< s < 1 temos 
- maxlogMo,(s) = rnin -logMo,(s) <; -logMo{s) k=O,l k=O,l 
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e assim 
(1) "• :<:: -logMo(s) < mink-o,1-logMo,(s) logs logs 
max -logMo,(s) < -logMo,(s) + _-_:l:::!og"-'M=o'-',("-'s) 
k=O,l log 8 - log 8 log s 
Por outro lado, se n E IN é arbitrário, existem O< sn,s~ < 1 tais que 
(2) -logMo,(s.) 1 -logMo,(s~) 1 I <a~o+- e I I <aQ1+-. ogsn n ogsn n 
Vamos supor inicialmente Sn :$; s~. Então MQ0 (s~) :$; M~0 (sn) e usando (2) 
(3) -logMo,(s~) < _-_:l::oog\"M:::.Co"º-'(2s.,) -logMo,(s.) 1 < <<>o+-logs~ - logs~ - logsn ° n 
Supondo agora s~ :$; Sn teremos que M~1 ( sn) :$; MQ1 (s~) e usando novamente (2) 
-logMo,(s.) < -logMo,(s~) -logMo,(s~) 1 (4) < <a$+-logsn - logsn - logs~ 1 n 
Desta forma, temos usando (1), (3) e (4) que a<~'< a<~'o + a~1 + 2/n e desde que n é 
arbitrário temos aq; ::; aq;0 + aq;1. Isto implica que aq; :$" 2maxk=o,l aq;k = maxk=o,t2aq;k 
e consequentemente 
_!__ > 1 
a<~' - 2 maxk=o,t awk 
. 1 . q'~~k 
- mm ---- = rmn -
k=O,l 2a~k k=O,l 2 
A conclusão segue de VII.2.4( c) e da Proposição VII.2.6. 




< B u,w Bu,w > _ B"•w Qo,q' <P1,q p,p- <P,q 
< F.u,w F."•w > _ r.>U,w Qo,q' <llt.q p,p- r$,q (1<q<oo). 




(4) < L!•(r,),L!'(t;) >,,,:L!( r,). 
Então, (1) segue de (3) e Teoremas 1.6, Ill.2.3, JV.2.1, Vl.1.4 e (2) segue de (4) e 
Teoremas 1.6, !Il.2.3, VI.1.4. 





Demonstração. Segue de [4] que a E B. A seguir, tomando Uk(x) = ak(2x), k =O, 1 
teremos que u(x): u(2"): uo(x)fp(uo(x)fu,(x)) e então pelo Teorema IV.2.2 temos 
(3) < l~"(E),i~'(E) >,,,:< L1.,)(E),L1.,)(E) >,,,: L1u)(E): l~(E) 
onde E é um reticulado de Banach com concavidade finita. Assim, (1) segue de (3) e dos 
Teoremas 1.6 e 111.2.3. Com efeito, 
< B"o,w Bu1 1w > ~ l"(LO)!., Bu,w 
<I>,q 1 .P,q p,p q w <J,q 
e 
Por outro lado (2) segue de (3) e dos Teoremas 1.6, Ill.2.3 e VI.1.4, pois 
e 
Fica então demonstrado o Teorema. 
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3. CASO p(t) = t' 
Para encerrar este trabalho, apresentaremos um resultado que engloba alguns dos 
Teoremas anteriores no caso que p(t) = t0 , O<()< 1. 
3.1. TEOREMA: Seja p(t) = t', O< O< 1. Então, 
(i) Se i.Po, <Jh são funções de Orlicz , w E Ar, onde r é como no Lema 2.4, i}) é dada por 
VI.l.l(l) e 1 ~ q0 ,1J1 :$ oo, temos que 
(1) 1 1- o o -=-+-. 
q qo '11 
(ii) Se ao, O't e u são como no Teorema 2.6, e 1 :$ qo, q1 :$ co, temos que 
(2) 1 1- o o -=--+-. 
q qo QI 
(iii) Se i.Pk , ak, k =O, 1, i.P eu são como em (i) e (ü), e 1 < q < oo, temos que 
(3) 1 1- o o -=-+-. 
q Qo Qt 
Demonstração. A prova de {1) segue dos Teoremas 1.6, ITI.2.3, N.3.2 e VI.1.4. Para a 
prova de (2) é suficiente usarmos os Teoremas 1.6, III.2.3 e IV.3.3. Finalmente a prova de 
(3) é consequência dos Teoremas 1.6, Ill.2.3, IV.3.3 e VI.2.1. 
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