We derive a new semidefinite programming relaxation for the general graph partition problem (GPP). Our relaxation is based on matrix lifting with matrix variable having order equal to the number of vertices of the graph. We show that this relaxation is equivalent to the Frieze-Jerrum relaxation [A. Frieze and M. Jerrum. Improved approximation algorithms for max k-cut and max bisection. Algorithmica, 18(1):67-81, 1997] for the maximum k-cut problem with an additional constraint that involves the restrictions on the subset sizes. Since the new relaxation does not depend on the number of subsets k into which the graph should be partitioned we are able to compute bounds for large k.
Introduction
The general graph partition problem (GPP) is defined as follows. Let G = (V, E) be an undirected graph with vertex set V , |V | = n and edge set E, and k ≥ 2 be a fixed number. The goal is to find a partition of the vertex set into k disjoint subsets S 1 , . . . , S k of specified sizes m 1 ≥ . . . ≥ m k , k j=1 m j = n such that the total weight of edges joining different sets S j is minimized. Here we also refer to the described GPP problem as the k-partition problem. If there is a requirement that all m j , j = 1, . . . , k are equal, then we refer to this as the graph equipartition problem (GEP). The case of the GPP with k = 2 is known as the graph bisection problem (GBP). The special case of the GBP with both m j equal is usually called the equicut problem, see e.g., [35] .
We denote by A the adjacency matrix of G. For a given partition of the graph into k subsets, let X = (x ij ) be the n × k matrix defined by Note that the jth column X :,j is the characteristic vector of S j , and k-partitions are in one-to-one correspondence with the set P k := X ∈ R n×k : Xu k = u n , X T u n = m, x ij ∈ {0, 1}, ∀i, j ,
where m = (m 1 , . . . , m k ) T , and u k (u n ) is the all-ones k-vector (n-vector, respectively). For each X ∈ P k , it holds that
• tr X T DX = tr D, if D is diagonal.
• 1 2 tr X T AX gives the total weight of the edges within the subsets S j .
Therefore, the total weight of edges cut by X, i.e., those joining different sets S j is w(E cut ) := 1 2 tr(X T LX), where L := Diag(Au n ) − A is the Laplacian matrix of the graph. Thus, the graph partition problem in a trace formulation is:
(GPP) min 1 2 tr(X T LX) s.t. X ∈ P k .
The graph partition problem has many applications such as VLSI design [36] , parallel computing [6, 26, 44] , network partitioning [19, 43] , and floor planing [9] . The graph equipartition problem also plays a role in telecommunications, see e.g., [37] .
The GPP is a NP-hard [22] combinatorial optimization problem. Nevertheless, it is a fundamental problem that is extensively studied. Many heuristics are suggested; see e.g., Kernighan and Lin [29] , Fiduccia and Mattheyses [19] , Battiti and Bertossi [5] , Bui and Moon [7] . There are also known relaxations of the problem, some of which we list below.
In 1973, Donath and Hoffman [15] derived an eigenvalue-based bound for the general GPP that was further improved by Rendl and Wolkowicz [41] in 1995. Alizadeh [1] proved that the Donath-Hoffman bound is the dual of a semidefinite program (SDP). Also, Anstreicher and Wolkowicz [2] showed that the Donath-Hoffman bound can be obtained using the Lagrangian dual of an appropriate quadratically constrained problem.
In 1998, Karisch and Rendl [34] suggested two relaxations with increasing complexity for the graph equipartition problem that are stronger than the Donath-Hoffman eigenvaluebased bound and the Rendl-Wolkowicz bound. These relaxations are based on matrix lifting with matrix variables having order n. The strongest bound from [34] is currently the best known SDP bound for the GEP. In [11] , a SDP relaxation for the GEP is derived from a SDP relaxation for the more general quadratic assignment problem. This bound can be computed efficiently for larger graphs that have suitable algebraic symmetry. For a comparison of the SDP bounds for the GEP, see [45] .
While the GEP is well studied, there are very few SDP relaxations for the general GPP. In particular, besides the SDP formulation of the Donath-Hoffman bound we only know of the Wolkowicz-Zhao relaxation for the general GPP [47] . The Wolkowicz-Zhao relaxation is based on vector lifting and its matrix variable has order kn. Clearly, it is very hard to solve that relaxation for large k. The case of the GPP where k = 2, i.e., the graph bisection problem (GBP) is studied separately in the literature. For the GBP there is a SDP relaxation with matrix variable of order n. This SDP relaxation is introduced by Karisch, Rendl, and Clausen [35] and it is also used in [17, 25] to derive approximation algorithms for the GBP. Of course the Wolkowicz-Zhao relaxation [47] also provides a bound for the GBP.
Frieze and Jerrum [20] derived a SDP relaxation for the maximum k-cut problem whose matrix variable depends only on the number of the vertices of the graph. The max-k-cut problem partitions the vertex set into at most k subsets such that the total weight of edges joining different sets is maximized. Eisenblätter [16] proposed a SDP relaxation for the minimum k-partition problem using the approach similar to the one used in [20] . The minimum k-partition problem from [16] asks for a partition of the vertex set into at most k subsets such that the total weight of edges in the induced subgraphs is minimized. Since in the above mentioned two problems there is no restriction on the sizes of the subsets in partitions, they can be seen as generalizations of the graph partition problem that we analyze here. Moreover, the minimum k-partition problem from [16] is equivalent to finding a maximum k-cut. Karger, Motwani, and Sudan [32] derived a SDP relaxation for the graph coloring problem using the approach similar to the one used in [20] and [16] .
Several researchers presented results on solving the GPP by incorporating semidefinite programming relaxations within a branch-and-bound framework or a branch-and-cut framework. Karisch, Rendl, and Clausen [35] reported on solving the graph bisection problem for problem instances with 80 to 90 vertices using a branch-and-bound algorithm, and they also obtained tight approximations for larger instances. Ghaddar, Anjos, and Liers [21] implemented a branch-and-cut algorithm based on SDP for a special case of the GPP in which there is no prespecified size of k subsets. They computed optimal solutions for dense graphs with up to 60 vertices, for grid graphs with up to 100 vertices, and for different values of k. Armbruster, Helmberg, Fügenschuh, and Martin [4] evaluated the strengths of a branch-and-cut framework for linear and semidefinite relaxations of the minimum graph bisection problem on large and sparse instances. They showed that in the majority of the cases the semidefinite approach is the clear winner. This is very encouraging since SDP relaxations are widely believed to be of use only for small dense instances.
Main results and outline
In this paper we propose a new SDP relaxation of the general GPP that is based on matrix lifting with matrix variable of order n. We show that this relaxation is equivalent to the well known Frieze-Jerrum relaxation [20] for the max-k-cut problem with an additional constraint that involves the restrictions of the subset sizes. To the best of our knowledge this is the only SDP relaxation of the general GPP whose size is independent of k. The computational experiments show that when k > 2 the new relaxation is solved significantly faster than any other known SDP relaxation for the GPP. The numerical tests also show that it is the only SDP relaxation for the general GPP that could be solved when k > 5 and n > 50.
The further set-up of the paper is as follows. In Section 2, we study vector lifting SDP relaxations of the GPP. In particular, in Section 2.1 we simplify the technical approach from the paper by Wolkowicz and Zhao [47] to derive the Wolkowicz-Zhao relaxation of the GPP. Then, the Wolkowicz-Zhao bound is improved by adding nonnegativity constraints (we refer further to this relaxation as the improved Wolkowicz-Zhao relaxation). In Section 2.2 we show that the GPP is a special case of the quadratic assignment problem (QAP). Therefore, we suggest the well known SDP relaxation of the QAP [48] for a relaxation of the GPP. The same relaxation was used as the SDP relaxation of the GEP in [11, 45] .
In Section 3, we study matrix lifting SDP relaxations of the GPP. In Section 3.1, we derive the new SDP relaxation and prove that it is dominated by the improved WolkowiczZhao relaxation. Here we we also suggest possible improvements of the new SDP relaxation by adding triangle constraints and/or independent set type of constraints. In Section 3.2 we show that the new relaxation is equivalent to the Frieze-Jerrum relaxation [20] for the max-k-cut problem with an additional constraint.
In Section 4 we show that when restricted to the equipartition problem, the new SDP relaxation is equivalent to the improved Wolkowicz-Zhao relaxation, and in Section 5 we compare SDP relaxations of the graph bisection problem. We prove that when restricted to the bisection problem the improved Wolkowicz-Zhao relaxation is equivalent to the QAP relaxation from [48] . Further, we show that the improved Wolkowicz-Zhao relaxation dominates the SDP relaxation from [35] that is proven to be equivalent to our relaxation.
In Section 6, the new relaxation is numerically compared to all above mentioned relaxations. The numerical results include random graphs and graphs from the literature that are known to be hard. The results show that the bounds provided by the new relaxation are competitive and that these are computed significantly faster compared to the other relaxations.
Notation
The space of p × q real matrices is denoted by R p×q , the space of k × k symmetric matrices is denoted by S k , and the space of k × k symmetric positive semidefinite matrices by S + k . We will sometimes also use the notation X 0 instead of X ∈ S + k , if the order of the matrix is clear from the context. For two matrices X, Y ∈ R n×n , X ≥ Y means x ij ≥ y ij , for all i, j.
For an index set I ⊂ {1, . . . , n} the principal submatrix of A is abbreviated as A I,I . To denote the ith column of the matrix X we write X :,i . We use I n to denote the identity matrix of order n, and e i to denote the i-th standard basis vector. Similarly, J n and u n denote the n×n all-ones matrix and all-ones n-vector respectively. We will omit subscripts if the order is clear from the context. We set E ij = e i e T j . The 'vec' operator stacks the columns of a matrix, while the 'diag' operator maps an n × n matrix to the n-vector given by its diagonal. The adjoint operator of 'diag' we denote by 'Diag'. The trace operator is denoted by 'tr'.
The Kronecker product A ⊗ B of matrices A ∈ R p×q and B ∈ R r×s is defined as the pr ×qs matrix composed of pq blocks of size r ×s, with block ij given by a ij B, i = 1, . . . , p, j = 1, . . . , q, see e.g., [23] . We use the following property of the Kronecker product
The Hadamard product of two matrices A and B of the same size is denoted by A • B and defined as (A • B) ij = a ij · b ij for all i, j.
Vector lifting SDP relaxations of the GPP
In this section we study the Wolkowicz-Zhao relaxation [47] , the improved Wolkowicz-Zhao relaxation, and the Zhao-Karisch-Rendl-Wolkowicz relaxation [48] .
The improved Wolkowicz-Zhao relaxation
We simplify the technical approach from [47] to derive the Wolkowicz-Zhao relaxation. Further, we impose on the derived SDP relaxation nonnegativity constraints and obtain the improved Wolkowicz-Zhao relaxation. In order to compare the bounds in later sections, we reformulate the improved Wolkowicz-Zhao relaxation.
Wolkowicz and Zhao obtain a tractable relaxation after linearizing the objective function by lifting a variable into the space of (nk + 1) × (nk + 1) matrices. They approximate the polytopeP
by a larger set that containsP k . In the sequel we use the following block notation
for matrices in S nk+1 where Y (00) is a scalar, Y (10) , . . . , Y (k0) ∈ R n and Y (ij) ∈ R n×n for i, j = 1, . . . , k. Note that we index elements from the space of symmetric matrices of order nk + 1 from zero. In order to derive the Wolkowicz-Zhao relaxation, we need the following lemma.
Lemma 1. Let V p , p ∈ {k, n} be defined as
and m = (m 1 , . . . , m k ) T . Then,
Proof. This follows from the fact that V T p u p = 0 and rank(V p ) = p − 1, for p ∈ {k, n} .
The previous lemma follows from Lemma 3.1 [41] . Recall that matrix V p that is used in Lemma 1 could be any basis of u ⊥ p . The following theorem gives us some more structure of the elements inP k .
where V k , V n are of the form (3) . Then there exists a symmetric matrix Z of order
Proof. (See also [47] .) First we look at the extreme points ofP k . Let Y be one of them i.e.,
where x = vec(X), X ∈ P k . It follows from Lemma 1 that for X ∈ P k there exists a matrix R ∈ R (n−1)×(k−1) such that
From (1) we have
and
with Z =zz T . Hence Z is a symmetric positive semidefinite matrix and Z 00 = 1. Since the same holds for convex combinations of several extreme points the theorem is proved.
Zhao and Wolkowicz [47] approximateP k by the larger set
Further, they note that for X ∈ P k one has
and therefore impose to the elements ofP k the constraints
We collect all these equalities in the constraint G(Y ) = 0. This sparsity pattern is sometimes called the Gangster constraint, see e.g., [47, 48] . Finally, the SDP relaxation of the GPP introduced in [47] is
where
The following theorem gives an explicit description ofP k . This extends the lemma of Wolkowizc and Zhao [47] , who only proved the sufficiency.
with the block form (2) . Then Y ∈P k if and only if (i)
follow from the fact that T Y = 0, where
see Lemma 4.1 in [47] . [47] we know that TV = 0 and that the columns ofV are linearly independent. Therefore there exists a U ∈ R ((k−1)(n−1)+1)×(kn+1) such that Y =V U . Since Y is a symmetric matrix, it follows that Y = Y T = U TV T and therefore T U TV T = 0. From the same reasoning as before, there exists a
The following corollary is an immediate consequence of part (iv) of Theorem 3, see also [47] .
Note that the relaxation GPP ZW can be strengthened by adding nonnegativity constraints. Although Zhao and Wolkowicz do not add nonnegativity constraints to their relaxation, they mentioned that it would be worth adding them. Here we do add them, and call the corresponding relaxation GPP ZWN , i.e.,
In this paper we also refer to GPP ZWN as the improved Wolkowicz-Zhao relaxation. Our numerical results show that GPP ZWN provides much stronger bounds than GPP ZW , see Section 6. Since GPP ZWN contains O(n 4 ) constraints it is difficult to solve the relaxation for larger graphs and/or larger k.
Remark 5. If the nonnegativity constraints are added to GPP ZW , then the Gangster constraint in the so obtained relaxation GPP ZWN can be replaced by
The improved Wolkowicz-Zhao relaxation can also be derived in the following way. For X ∈ P k we define y := vec(X) and Y := yy T . We write Y ∈ S + nk in block form (2) where the first row and column are excluded, and
We associate X ∈ P k with a rank-one matrix Y X ∈ S + nk+1 as follows:
which has block form (2) where Y (i0) = X :,i , i = 1, . . . , k. The matrix Y X has the sparsity pattern (4), and any Y ∈ S nk , Y ≥ 0 has the same sparsity pattern if and only if
The constraints Xu k = u n and X T u n = mu k are equivalent to
where T is defined in (5) . This constraint may be rewritten as
For any Y ∈ S nk , Y ≥ 0 that satisfies (7), one has
Thus constraint (8) becomes
Finally, by relaxing the rank-one condition on Y X to Y X ∈ S + nk+1 we obtain the following reformulation of GPP ZWN :
Due to its simplicity, we use the above reformulation of GPP ZWN to compare the bounds in Section 5.
The Zhao, Karisch, Rendl, and Wolkowicz relaxation
It is known that the GPP is a special case of the quadratic assignment problem. To show this, we recall that the set Π n of all permutation matrices and P k are related in the following way (see e.g., [33] ). If Z ∈ Π n then X = ZU ∈ P k where
Conversely, each X ∈ P k can be written as X = ZU with Z ∈ Π n . For such a related pair (Z, X) it follows that
Note that in (9) we exploit the fact that for X ∈ P k it follows
where L is the Laplacian matrix of the graph. Now, the GPP may be formulated as the QAP
where A is the adjacency matrix of G, and B is of the form (10). Therefore, the following SDP relaxation of the QAP (see [48, 40] ) is also a relaxation for the GPP:
One may easily verify that GPP QAP is indeed a relaxation of the QAP by noting that
T is a feasible point of GPP QAP for Z ∈ Π n , and that the objective value of GPP QAP at this point Y is precisely tr(AZBZ T ). The constraints involving E jj are generalizations of the assignment constraints Zu n = Z T u n = u n , and the sparsity constraints, i.e., tr(
Note that it is in general hard to solve GPP QAP since the relaxation has O(n 4 ) sign constraints and O(n 3 ) equality constraints. De Klerk et al. [11] show that in the case of the GEP and when the adjacency matrix of the graph has a large automorphism group, then GPP QAP can be solved efficiently. In Section 5 we analyze GPP QAP for another special case of the GPP, i.e., for the bisection problem.
Matrix lifting SDP relaxations of the GPP
In this section we derive a new SDP relaxation of the GPP that is based on matrix lifting and compare it with the SDP relaxation GPP ZWN that is based on vector lifting. Further, we show that our new relaxation is equivalent to the Frieze-Jerrum relaxation [20] for the max-k-cut problem with an additional constraint.
The new SDP relaxation
One way to obtain a relaxation of the graph partition problem is to linearize the objective function tr(X T LX) = tr(LXX T ) by replacing XX T by a new variable Y . This yields the following feasible set of the GPP:
It is clear that for Y ∈ P k one has
The following proposition shows that one can impose a stronger positive semidefiniteness constraint on elements in P k than Y 0.
Proof. First we look at the extreme points of P k . Let Y be one of them, i.e., Y = XX T where X ∈ P k . Let
Since the same holds for convex combinations of several extreme points the proposition is proved.
By collecting all mentioned constraints we obtain the following SDP relaxation for the graph partition problem:
Note that this semidefinite program has a matrix variable of order n, independent of k. To the best of our knowledge this relatively simple model has not been previously investigated. It is easy to see that GPP RS has a strictly feasible point. Indeed, the following point is in the interior of the feasible set of GPP RS :
Note that Y can be derived from the barycenter point of GPP ZWN , see [47] . In order to strengthen GPP RS one can add the triangle constraints
Constraints (13) explore the following property of P k : if i, j and i, k belong to the same set of the partition, then i, j and k must be in the same set. Note that there are 3 n 3 inequalities of type (13) . One can also add to GPP RS the independent set type of constraints i<j, i,j∈I
These constraints insure that if Y ∈ P k , then the graph with adjacency matrix Y has no independent set of size k + 1. There are n k+1 inequalities of type (14) . Constraints (13) and (14) are also used in [34] to strengthen the SDP relaxation for the graph equipartition problem, and in [8] for a polyhedral setting of the GPP. By adding constraints (13) and/or (14) to GPP RS , we obtain stronger relaxations that are more computationally demanding than GPP RS . In the section with numerical results we will show the trade-off between the strengths of the GPP RS bound without, and with (13) and/or (14) , and the computational effort required to compute these relaxations.
The following result relates the new relaxation GPP RS with GPP ZWN .
Theorem 7. The SDP relaxation GPP ZWN dominates the SDP relaxation GPP RS .
Proof. Let (Y, y) be feasible for GPP ZWN and of block form (2) . We construct from Y a feasible point Y ∈ S n for GPP RS in the following way:
Clearly, Y ≥ 0. From Theorem 3 and Corollary 4 it follows that
To prove that k Y − J n 0 we use
Now, the positive semidefinite constraint follows from the Schur complement theorem. It remains to show that the objectives coincide. Indeed,
Numerical experiments show that there are graphs for which relaxations GPP ZWN and GPP RS provide the same optimal values. On the other hand, our numerical results show that for k ≥ 3, GPP RS provides stronger bounds than GPP ZW (for details see Section 6).
The Frieze-Jerrum relaxation
In [20] , Frieze and Jerrum derived a SDP relaxation for the max-k-cut problem. The max-k-cut problem partitions the vertex set into at most k subsets such that the total weight of edges joining different sets is maximized. Note that here there is no restriction on the sizes of the subsets. The relaxation from [20] takes the form
The SDP relaxation k-MC FJ was used to derive an approximation algorithm for the maxk-cut, see [20] . This form of the relaxation was also used in [16] to partition a vertex set of a graph into at most k subsets such that the total weight of edges in the induced subgraphs is minimized. Since in the max-k-cut problem there is no restriction on the sizes of the subsets, it differs from the GPP of our interest. Nevertheless, we compare bounds for these two problems in the following way. For a given graph and k, we compute the SDP bound k-MC FJ and compare it with the SDP bounds GPP RS for the maximum k-partitions that are computed for all combinations of (m 1 , . . . , m p ) T such that m 1 + . . . + m p = n, p = 2, . . . , k, see Section 6.
Note that one can also add a constraint to k-MC FJ that involves the restrictions of the subset sizes. This results in the following SDP relaxation
Although this relaxation has not been considered in the literature, we use the abbreviation FJ to emphasize that this model is motivated by k-MC FJ due to Frieze and Jerrum [20] . It turns out that GPP FJ is equivalent to GPP RS . Proof. Let Y ∈ S + n be feasible for GPP FJ . We construct from Y a feasible point Z ∈ S n for GPP RS . Namely, we set Z :
Conversely, let Z ∈ S n be feasible for GPP RS , and set Y := (kZ − J)/(k − 1). It follows by direct verification that Z is feasible for GPP FJ . It is also easy to see that the two objectives coincide.
The graph equipartition problem
The graph equipartition is a special case of the GPP where the vertices of the graph are partitioned into subsets of the same size. This problem is studied in detail in [45] . Here, we relate the known relaxations for the GEP with GPP RS .
For the graph equipartition problem Karisch and Rendl [34] derive the following SDP relaxation with matrix variable also in S n :
Note that k-GEP KR is not a relaxation for the general GPP. In [45] it is proven that, when restricted to the GEP case, relaxations GPP ZWN , GPP QAP , and k-GEP KR are equivalent. We show here that also k-GEP KR and GPP RS are equivalent.
Theorem 9. Let n = mk. When restricted to the equipartition case, the SDP relaxation GPP RS is equivalent to k-GEP KR .
Proof. Let Z ∈ S + n be feasible for k-GEP KR . Then, diag(Z) = u n and
To finish this part of the proof we need to show that kZ −J n 0. Since u n is an eigenvector of Z with corresponding eigenvalue n/k, the eigenvalue decomposition of Z is
where λ i and q i are the eigenvalues and eigenvectors of Z, respectively. It follows that kZ − J n 0. Conversely, let Y ∈ S n be feasible for GPP RS . Then from kY − J n 0 it follows that Y By collecting all results from this paper and [45] , it follows that for the graph equipartition problem the following relaxations are equivalent: k-GEP KR , GPP RS , GPP FJ , GPP ZWN , and GPP QAP .
The graph bisection problem
The graph bisection problem is a special case of the GPP where k = 2, m 1 ≥ m 2 , m 1 +m 2 = n. We restrict here to m 1 > m 2 . In this section we compare several SDP relaxations for the GBP. In particular, we compare the improved Wolkowicz-Zhao relaxation and the Zhao-Karisch-Rendl-Wolkowicz relaxation [48] with the relaxation by Karisch, Rendl and Clausen [35] , and then our new relaxation with the latter.
In Section 2.2 we showed that the GPP is a special case of the QAP. Here we prove that when k = 2, the SDP relaxation GPP ZWN is equivalent to GPP QAP where
To show this, we use the result that the SDP relaxation GPP QAP for the GBP reduces to the following SDP relaxation:
, and s 6 = m 2 (m 2 − 1), see [10] . Proof. Let Y ∈ S + n 2 be feasible for GPP QAP with block form (2) where Y (ij) ∈ R n×n , i, j = 1, . . . , n. We construct from Y ∈ S + n 2 a feasible point (W, w) with W ∈ S 2n for GPP ZWN in the following way. First, define blocks
and then collect all four blocks into the matrix
where W (21) = (W (12) ) T , and w := diag(W ). The sparsity pattern tr((J 2 − I 2 )⊗ I n )W = 0 follows from the sparsity pattern of Y , i.e., from tr((J n − I n ) ⊗ I n )Y = 0. By direct verification it follows that
It remains only to prove that 1 w T w W 0.
In [24] it is proven that if W ∈ S 2n such that diag(W ) = cW u 2n for some c ∈ R, then (18) holds if and only if tr(JW ) ≥ tr(W ) 2 and W 0. From the valid equalities for GPP QAP (see [48] ) it follows that W u 2n = n diag(W ), tr(JW ) = n 2 , tr(W ) = n.
To finish this part of the proof let x ∈ R n 2 be defined by
for any x ∈ R 2n . Then
since Y 0, and we can apply the result from [24] . Conversely, let (W, w) be feasible for GPP ZWN and suppose that W has the block form (17) . By exploiting the fact that relaxations (15) and GPP QAP are equivalent, we define:
From Theorem 3, it follows that 2 i,j=1
It only remains to show the linear matrix inequalities. Note that
where the last equality follows from Theorem 3. Now, for any x ∈ R n we have
Similarly, one can show that X 5 − 1 m 2 −1 X 6 0. Finally, for any x ∈ R 2n letx ∈ R 2n be defined bỹ
It remains to show that the objective values coincide for any pair of feasible solutions (Y, (W, w)) that are related as described. This follows trivially from (11) and (16) .
Note that for the graph equipartition problem it is also known that the relaxations GPP ZWN and GPP QAP are equivalent, see [45] . Karisch, Rendl, and Clausen [35] consider the following SDP relaxation for the GBP
The relaxation GBP KRC with added triangle inequalities (13) was implemented within a branch-and-bound framework to solve instances of the GBP with 80 to 90 vertices, see [35] . The same relaxation was later used to derive approximation algorithms for the maximum bisection problem, see [17, 25] .
In the sequel we compare GBP KRC with GPP RS and GPP ZWN . In [10] De Klerk et al. show that the optimal value of (15) is at least that of GBP KRC , and can be strictly greater for some instances. Therefore, the following result follows trivially. In the following theorem we relate GBP KRC and GPP RS (or equivalently GPP FJ ). Proof. Let X ∈ S + n be feasible for GBP KRC , and set Y := (J n + X)/2. Now the result follows by direct verification.
Conversely, let Y ∈ S + n be feasible for GBP RS , and set X = 2Y − J n . It is clear that diag(X) = u n and X 0. By direct verification we have tr(J n Y ) = (m 1 − m 2 ) 2 and We summarize the relations between the presented SDP relaxations of the GBP in Figure 1 . In the diagram the arrow points from a weaker to a stronger relaxation. We also indicate where one can find a proof of the relation between the two relaxations. Although numerical experiments show that GPP RS (equivalently GBP KRC ) and GPP ZW provide the same bounds for all test instances, we could not prove that these two relaxations are equivalent. 
Numerical results
In this section we present numerical results. All relaxations are solved with SeDuMi [46] using the Yalmip interface [38] on an Intel Xeon X5680, 3.33 GHz dual-core processor with 32 GB memory.
6.1
The GPP with more than two subsets
Random graphs
We first compare the SDP relaxations GPP ZWN , GPP ZW , and GPP RS on randomly generated graphs with 30 vertices for the 3, 4, and 5-partition problem. Each edge in a graph is generated independently of other edges with probability p = 0.5. For any given p, a graph formulated in the described way is known as the Erdös-Rényi random graph G p (|V |). The Erdös-Rényi random graph was initiated by Erdös and Rényi in 1959, see [30, 31] .
In Figure 2 (a) the bounds GPP ZWN , GPP ZW , and GPP RS are plotted for 100 graphs G 0.5 (30) in the case of the 3-partition problem where m = (15, 10, 5) T . These lower bounds are sorted w.r.t. increasing values of GPP ZWN . The dashed line represents GPP ZWN , the thin line GPP ZW , and the thick line GPP RS . From Figure 2 (a) it is clear that GPP ZWN dominates the other two bounds, and that GPP RS dominates GPP ZW . (It is interesting that for the 3-partition problem we were able to find randomly generated graphs with 15 vertices for which GPP RS and GPP ZWN provide the same bounds.) Figure 2 (b) contains the computation times required for solving the relaxations. Here, the times are sorted w.r.t. increasing computation times required to solve GPP ZWN . While the average time for solving the strongest relaxation is 32 seconds, and for GPP ZW it is 13 seconds, for the new relaxation it is only 0.6 seconds.
We did similar experiments on 100 Erdös-Rényi random graphs G 0.5 (30) for the 4-partition problem where m = (15, 10, 3, 2) T (see Figure 3) , and the 5-partition problem where m = (10, 10, 5, 3, 2) T (see Figure 4) . Clearly, our bound dominates GPP ZW in all instances. However, the computation times to solve our relaxation remains below one second, independent of k, while the computation times to solve GPP ZW and GPP ZWN significantly increase with k (see Figure 3 (b) and Figure 4 (b) ).
The three relaxations are also compared on 50 Erdös-Rényi random graphs G 0.75 (20) for the 6-partition problem. The outcome of the computations is that in all instances our relaxation and GPP ZWN provide the same bound, while GPP ZW is significantly weaker, see Figure 5 . To solve GPP ZWN one requires 5GB memory, while to solve GPP RS the computational effort is negligible.
Besides this we have conducted all described tests for different values of the edge probability p, and for randomly generated weighted graphs. (We derive a randomly generated weighted graph in a similar way as the Erdös-Rényi random graph, but assign random numbers from the open interval (0,1) as weights to the edges.) The results show that the quality of GPP RS does not depend on the density of the graph, or on whether the graph is weighted or not.
Our bound can be improved by adding triangle constraints (13) and/or independent set type of constraints (14) . In Table 1 we present results obtained for G 0.5 (100) and the 3-partition problem where m = (60, 30, 10) T . Here we compare bounds for all three SDP relaxations with the bounds that are obtained by iteratively adding the most violated inequalities of type (13) and/or (14) to GPP RS , see the second row of the table. The numerical experiments show that the triangle inequalities are stronger than the independent set inequalities, in the sense that adding only the triangle inequalities leads to better bounds than adding only the independent set inequalities. Here the cutting plane scheme adds at most 5000 most violated cuts in each iteration and iterates until no more inequalities are violated. In the third row of Table 1 (13) to GPP RS . After solving GPP RS there are only 754 violated constraints of type (14) . Therefore the computational time to solve GPP RS with added violated constraints of type (14) is not large.
We have also tested other strategies of adding cuts. Our experiments show that the best strategy for graphs with 100 vertices is to add (up till) the 500 most violated cuts at once, and restrict to 5 rounds of adding cuts. By doing so, we computed the bound 1648 in one hour and six minutes for the graph whose results are reported in Table 1 . It is clear that there is a trade-off between the quality of the bound obtained by adding cuts and the computational time. Since in cutting plane approaches it is common to have a tailing-off effect, it is reasonable to stop earlier iterations of the cutting plane algorithm. Similar results are also reported in [34] . Table 1 : Bounds for G 0.5 (100), m = (60, 30, 10) T . The time is given in hr:min:s.
In Table 2 we have GPP ZWN , GPP ZW , and GPP RS for k ∈ {4, 5, 6} of G 0.5 (|V |), where |V | ∈ {50, 60, 100}. The table shows that we couldn't solve GPP ZWN and GPP ZW relaxations for the 4-partition (resp. 6-partition) problem when |V | = 100 (resp. |V | = 50), and also GPP ZWN for the 5-partition problem when |V | = 60. We managed to compute GPP ZW for the 5-partition problem on a graph with 60 vertices. This computation took more than 2 days, but the obtained bound is weaker than the bound GPP RS that was computed in 20 seconds. This table also shows that GPP RS is solved easily for all test instances and partitions. Table 2 : Bounds for G 0.5 (|V |). The time is given in hr:min:s.
Rudy instances
We compare here the SDP relaxations GPP ZWN , GPP ZW , and GPP RS on the following types of graphs, generated by the rudy graph generator [42] (and of which most were also used in [21] ).
• clique: Complete graphs with the edge weight of edge (i, j) being |i − j|.
• grid 2D: Planar unweighted grid graphs, where |V | = (# rows) × (# columns).
• spinglass2pm: Toroidal two-dimensional grid graphs with ±1 weights, where |V | = (# rows) × (# columns). The percentage of negative weights is 50%.
• spinglass3pm: Toroidal three-dimensional grid graphs with ±1 weights, where |V | = (# rows) × (# columns) × (# layers). The percentage of negative weights is 50%. Table 3 shows the computational results for grid 2D instances where k = 3, 4, 5, 6. Table 4 presents the computational results for clique instances where k = 3. Table 5 (resp. Table  6 ) shows the computational results for spinglass2pm and spinglass3pm where k = 3 (resp. k = 4). Results presented in Table 3 are obtained by solving the GPP as a minimization problem, whereas the other tables present results for the GPP as a maximization problem. We assign arbitrary values for the subset sizes. Also, we round up (resp. down) the bounds to the closest integer for the minimization (resp. maximization) problems. The computational results lead to the following observations:
• The SDP relaxation GPP ZWN provides the best bounds with significant computational effort.
• The SDP relaxation GPP RS (equivalently GPP FJ ) provides good bounds and requires considerable less computational effort than GPP ZWN .
• The relaxations GPP RS and GPP ZWN provide the same bounds for several grid 2D instances and k = 3, 4, 5, 6.
• The SDP bounds GPP RS and GPP ZWN differ when k = 6. Note that for the random instances of size 20 and k = 6 we obtained the same bounds for both relaxations, see Section 6.1.1.
• The numerical results indicate that it is harder to solve the above mentioned structured instances than the random ones of Section 6.1.1. Table 3 : Computational results for the GPP as a minimization problem for grid 2D instances where k = 3, 4, 5, 6. The time is given in hr:min:s.
The minimum bisection problem

Random graphs
In Figure 6 we compare all known SDP relaxations for the bisection problem on 100 randomly generated weighted graphs with 60 vertices and m = (40, 20) T . In Figure 6 (a) the dashed line represents GPP ZWN , and the thick line GPP RS that is proven to be equivalent to GBP KRC and GPP FJ , see Theorem 12 and Theorem 8 respectively. These lower bounds are sorted w.r.t. increasing values of GPP ZWN bounds. The numerical results suggest that the relaxations GPP ZW and GPP RS are equivalent since we obtain the same bounds for all test instances. (We have compared also these two relaxations on 100 instances for n ∈ {40, 50, 80} and always obtained the same optimal values for both relaxations.) Unfortunately, we were not able to theoretically prove the conjecture that the relaxations GPP ZW and GPP RS are equivalent. Figure 6 ( Table 5 : Computational results for the GPP as a maximization problem and for spinglass2pm and spinglass3pm instances where k = 3. The time is given in hr:min:s.
the same bounds, i.e., GPP ZW , GPP RS , and GBP KRC , one can solve GBP KRC with the smallest effort.
Graphs from the literature
We now compare SDP relaxations for the bisection problem on various classes of graphs from the literature. We consider instances from the following types of graphs that have less than 200 vertices.
• compiler design instances: These instances were introduced by Johnson, Mehorta, and Nemhauser [28] . They were also used in [3, 35] for solving the graph equipartition problem. We denote them with the initials cd.xx.yy, where xx is the number of vertices and yy the number of edges in the graph. • kkt instances: These instances originate from nested dissection approaches for solving sparse symmetric linear systems. Each instance consists of a graph that represents the support structure of a sparse symmetric linear system, for details see [27] . These instances were also considered in [3, 4] . We denote them with the initials kkt name.
• mesh instances: These instances arise from an application of the finite element methods [12] . They were solved as equipartition problems in [3, 35] . We denote them with the initials mesh.xx.yy, where xx is the number of vertices and yy the number of edges in the graph.
• VLSI design instances: These instances were created from data arising in the layout of electronic circuits. For details see Ferreira et al. [18] . They were also used in computations in [3, 4] . We denote them with the initials vlsi.xx.yy where xx is the number of vertices and yy the number of edges in the graph.
The computational results for the bisection problem that involve the above mentioned instances are presented in Table 7 . We partition vertices of graphs into subsets of arbitrary sizes. Also, we round up the bounds to the closest integer. The results lead to the following observations:
• GPP ZW and GBP KRC (equivalently GPP RS ) provide the same bounds for all test instances.
• The SDP relaxation GPP ZWN dominates GBP KRC in all presented instances, except for kkt lowt01 where all relaxations provide the same bound.
• There is only a marginal time difference for solving GPP ZW and GBP KRC for graphs up to 100 vertices. 
6.3
The maximum k-cut problem and the maximum k-partition problem
In the sequel we compare the max-k-cut problem with the max-k-partition problem. Since in the max-k-cut problem there is no restriction on the size of the subsets in the partitions, in order to compare relaxations k-MC FJ and GPP RS (where minimization is replaced by maximization) we do the following. For a given k ≥ 2, we compute GPP RS for all combinations of m 1 ,. . . , m k such that m 1 + . . . + m p = n, p = 2, . . . , k.
In Figure 7 the bounds GPP RS (as a maximization problem) are plotted for 100 graphs G 0.8 (37) in case of k = 2 and different (m 1 , m 2 ) T . Our numerical results show that among all possible combinations of (m 1 , m 2 ) T such that m 1 + m 2 = 37, the upper bounds GPP RS and 2-MC FJ differ only marginally when (m 1 , m 2 ) = (19, 18) . Therefore we do not plot 2-MC FJ in Figure 7 (19, 18) , dashed line for (25, 12) , dotted line for (28, 9) , and thin line for (32, 5) Finally, in Figure 8 the bounds GPP RS (as a maximization problem) and k-MC FJ are plotted for 100 graphs G 0.5 (21) in case of k = 3. The thick line represents 3-MC FJ and GPP RS where m = (7, 7, 7) T , and all other lines represent GPP RS for different (m 1 , m 2 , m 3 ) T such that m 1 + m 2 + m 3 = 21. We do not plot GPP RS for the maximum bisection problem although we also compute them. If plotted, these bounds would be in the lower part of the figure. Figure 8 demonstrates differences between the max-kcut problem and different max k-partition problems. The computational time to compute GPP RS or 3-MC FJ for an instance with 21 vertices is less than one second.
Conclusion
In this paper, we derive a new SDP relaxation for the general graph partition problem, i.e., not restricted to the equipartition problem. We show that the new relaxation is equivalent to the well know Frieze-Jerrum relaxation [20] for the max-k-cut problem with an additional constraint on the sizes of the partition subsets. The new relaxation is based on matrix lifting and it is the only known SDP relaxation of the GPP whose size does not increase with the number of subsets k in which the graph should be partitioned. Therefore this is, to the best of our knowledge, the only known SDP relaxation for the GPP that provides bounds for graphs with more than 50 vertices and when the number of subsets is larger than five. We prove here that our relaxation is dominated by the best known SDP relaxation of the GPP that is based on vector lifting, i.e., the improved Wolkowicz-Zhao relaxation. However, the computational effort to compute our bound is negligible in comparison with the computational effort required to solve the improved Wolkowicz-Zhao relaxation. Due to the mentioned quality of the new relaxation, we believe that it is suitable for implementation within a branch and bound framework.
In this paper, [13] , [14] , [39] , and [45] , it is shown that for some combinatorial optimization problems one can derive matrix lifting based SDP relaxations that turn out to be competitive with vector lifting based SDP relaxations. In particular, relaxations obtained by using matrix lifting can be solved with less computational effort than those obtained by using vector lifting. Besides this, the results show that the relaxations from a lower dimensional space have bounds that are close, and for some problems even equal, to the bounds of relaxations from a higher dimensional space. To conclude, we believe that there is a large potential in matrix lifting obtained SDP relaxations that should be investigated also for other combinatorial optimization problems.
