Dedicated to our friend, Xu-Dong Liu, notre Xu-Dong.
Introduction
We consider numerical solutions by convex ENO schemes (CENO for short) for the Cauchy problems of the Hamilton-Jacobi (HJ for short) equation with Hamiltonian H:
(1.1)
HJ equations arise mainly from optimal control theory, differential games, geometric optics, ... etc and are closely related to conservation laws (CL for short) with fluxes f i ,
∂xi f i (u) = 0, u(x, 0) = u 0 (x).
(1.2)
Typically, solutions for HJ equations experience a loss of regularity as does the primitive of solutions to nonlinear CL.
To be more precise, solutions of conservation laws in general, form discontinuities −−shocks, contact discontinuities et al., in a finite time even when the initial data are smooth. Indeed, for one-dimensional HJ equations ϕ is the viscosity solution of HJ equation (1.1) with Hamiltonian H if and only if u = ∂ ∂x ϕ is the entropy solution of conservation laws (1.2) with flux f (u) = H( ∂ ∂x ϕ) and initial data u 0 = ϕ 0 [1] . In the multi-dimensional case, however, this kind of correspondence no longer exists. Instead, ∇ x ϕ satisfies a weakly hyperbolic system of conservation laws [9] . In view of these arguments, we can think of viscosity solutions of the HJ equations (1.1) as primitives of entropy solutions for the conservation laws (1.2). Based on this idea, both theoretical and numerical concepts used for conservation laws can be passed to HJ equations. (Consult, for example, [16] and the reference therein.) In the last decade, several numerical schemes for conservation laws have been successfully extended to solve the HJ equations, for example, ENO schemes [20] , WENO schemes [8] , relaxation schemes [9] , discontinuous Galerkin methods [6] , central schemes [15] , central-upwind schemes [12] ... etc. In this paper, we extend CENO schemes for conservation laws [17] to HJ equations.
The design of CENO schemes is to modify and extend this procedure of central schemes and ENO schemes so to obtain a third, or higher order component-wise central ENO scheme which is simple to implement in multi-dimensions. For ENO schemes, the interpolant is chosen to be the one which has the smaller (in magnitude) derivative of possible candidates. The (ENO) motivation for this choice was that choosing one or the other enables us to proceed to a higher degree polynomial, hence higher order accurate flux, in an hierarchical fashion. ENO schemes may lead to oscillations when implemented in a component-wise way. The main problem is that the numerical flux does not degenerate to the associated first order flux, eg, Lax-Friedrichs flux, at discontinuities. The key feature of CENO schemes is then to introduce a new ENO-type decision to extend point (not cell-average) values to obtain high order accurate numerical fluxes. Unlike ENO decision process, CENO decision process is designed to stay as close as possible to a flux which degenerates to first order at discontinuities, while maintaining higher order accuracy at smooth region and which can be implemented componentwise.
Based on the primitive relationship between solutions for HJ and for CL, we extend CENO schemes by Xu-Dong Liu and Osher [17] to HJ equations according to the conservative recipe introduced in [20] . This paper is organized as follows. In §2, we describe briefly the construction of third-order convex ENO schemes for conservation laws in [17] . We then construct CENO schemes for HJ equations in §3. In §4, numerical simulations are performed. Errors and convergence rates are calculated in both L 1 -and L ∞ -frameworks.
We solve the Cauchy problem of the one-dimensional conservation laws subject to initial data u 0 (x):
For simplicity, we assume a uniform computational grid: x j = j∆x. We use u n j to denote the computed approximation to the exact solution u(x j , t n ) at the current time level, t = t n . ∆ ± p j = ±(p j±1 − p j ). We shall use conservative schemes of the fully-discrete form
with a consistent numerical flux
Instead of using the fully-discrete form (2.5), we may solve the conservation laws (2.3) using a semi-discrete form
together with an ODE solver for time discretization, for example a 3rd order TVD Runge-Kutta:
(2.7)
Consult [22] , [4] and the reference therein for more high order ODE solvers.
We start our construction of a 3rd order convex ENO scheme based on the first-order monotone Lax-Friedrichs (LF for short) scheme. In general, f is not monotone. We first split flux by setting
where the parameter α ≥ max |f (u)| so that f + (u) ≥ 0 and f − (u) ≤ 0. Then the LF flux at time level t n is f j+
where h +,1 j+
and h
Algorithm:: (3rd order convex ENO scheme for CL)
Step 1: (Second-order interpolation of numerical fluxes) The possible second-order numerical flux of f
The possible second-order numerical flux of f
Step ,
Same process to choose the second-order numerical flux for f − yields h −,2 j+
Here MM is the minmod limiter:
Step 3: (3rd order interpolation of numerical fluxes) The possible 3rd order numerical fluxes for f + at (x j+ 1 2 ) are
+ 5f
+ j+
The possible 3rd order numerical fluxes for f − at (x j+ 1 2 ) are
− j+
Step 4 . Same procedure to obtain h −,3 j+
Step 5: (Time-marching) Update u n+1 j according to (2.5) with flux
Before we turn to the construction of CENO schemes for HJ equations, a few remarks follow.
Remark 2.1 Instead of LF flux, we may use other numerical fluxes, for example, the local LaxFriedrich f LLF j+
Note, that if f (u) = 0, on the interval above, then
In above construction, we use minmod limiter for illustration. Indeed, it can be replaced by other limiters such as UNO limiter. Consult [17, 11] and reference therein for other candidates.
Remark 2.3 Due to numerical dissipation, numerical resolution by central schemes is lower compared to its counterpart, upwind schemes. To avoid the loss of accuracy, one may add in the CENO decision a free parameter 0 ≤ α ≤ 1 [21] to select the most appropriate numerical flux from all possible ones.
Remark 2.4
One can check easily that our second order numerical flux is the same for the second order non-oscillatory TVD schemes.
f LF,2 j+
(2.13)
Convex ENO for H-J equations
We now turn to the construction for a third order CENO scheme for HJ equation. For simplicity of exposition, we consider 2-dimensional HJ equations with Hamiltonian dependent on ∇φ only
On the computational grid, x j := j∆x and y k := k∆y, we use ϕ n jk , to denote the numerical approximation to the viscosity solution ϕ(x j , y k , t n ) of the HJ equations (3.14) at the current time level t = t n . We also use the standard notations ∆
We shall take the fully-discrete form
where
the numerical HamiltonianĤ is a Lipschitz continuous function consistent with H, that iŝ H(u, u, v, v) = H(u, v).
A typical example is the Lax-Freidrichs Hamiltonian:
We demonstrate our construction of a CENO scheme for the one-dimensional HJ equation based on the above Lax-Friedrichs Hamiltonian as follow Algorithm:(3rd order CENO for HJ)
Step 1: (1st order interpolation) Set the 1st order interpolation to be φ
Step 2: (2nd order interpolation) The possible 2nd order approximation for φ
The possible 2nd order approximation for φ
Step
Same process to choose the second-order approximation for u
Step 4: (3rd order interpolation) Let S j be the stencil {x j−2 , x j−1 , x j , x j+1 }. The possible 3rd order approximation for φ 
The possible 3rd order approximation for φ
Step 5 
Step 
Indeed, we can choose other numerical Hamiltonian, for example
Remark 3.2 For multi-dimensional HJ equations, we can compute CENO interpolation in each direction according to Steps 1-5 in the above Algorithm. Consult, for example, [20] for details.
Remark 3.3
With the LF Hamiltonian, our first order CENO for HJ reads
and numerical Hamiltonian for the second order CENO schemes reads
We note that the above formulae are slightly different to those central schemes for HJ equations introduced in [15] .
Numerical experiments
In this section, we implement our 3rd order CENO schemes constructed in sections §2 for both CL in §4.1 and HJ equations in §4.2.
CENO for Conservation laws
Numerical simulation on several typical test problems of conservation laws using CENO was reported in the original work by X.-D. Liu and Osher [17] . We present here simulation on Riemann problems for two-dimensional Euler equations.
Example 4.1 (Riemann Problems for Two-Dimensional Gas Dynamics)
We consider Riemann problems for the two-dimensional Euler equations
for a compressible gas and without the 4th component for an isentropic gas. Here ρ is the density, u the velocity component in x-dimension, v the velocity component in y-dimension, p the pressure, e the energy. p, ρ and e are connected by an equation of state that for an isentropic gas or a polytropic gas takes the form
respectively, here A > 0 is a function of entropy.
The Riemann problem is the initial value problem for (4.18) with initial data
for compressible gas. The total number of genuinely different configurations for polytropic gas is nineteen, see the following Table 4.1 We give out initial data for all configurations for a polytropic gas. Density contour for each configuration is shown in Figures 4.1 and 4 .2. Our numerical results are strikingly consistent with calculations by Kurganov and Tadmor [13] , and by Lax and Liu [14] for the same configurations with the same initial data. No 
and a non-convex Hamiltonian H:
The exact solution can be found through the solution of the corresponding conservation laws after changing variables −− consult Shu and Osher [20] for details. For simplicity, we take α = 1. For the convex case, the singularity occurs at time t = 1/π 2 , and near this time for the non-convex case.
The third order convex ENO scheme with LF Hamiltonians is used for this example. We recorded data at t = 0.5/π 2 before singularity exists. L 1 -and L ∞ -errors and convergence rates are calculated and listed in Table 4 .2 for Burgers' equation and in Table 4 .3 for the nonconvex HJ equation. We find that both L 1 -and L ∞ -measure of the error in both cases achieves the expected convergence rate of order O(∆x) 3 . The resolution of numerical solutions at t = 0.5/π 2 (before the formation of singularity) and at t = 1.5/π 2 (after singularity) for both equations are also presented in Figure 4 .3.
Example 4.3 (Two dimensional Burgers' equations)
We solve the two-dimensional periodic HJ equations: Using the 3rd order CENO scheme, we record data at t = 0.6 (after singularity) with mesh 50 × 50. the graph of the numerical solution is presented in Figure 4 .5. The kink singularity has been carefully studied in [9] .
(1) We solve a two-dimensional non-convex Riemann problem with fixed boundary condition [20] . We solve the following problems related to control optimal cost determination: [20, 8] The Hamiltonian depends on not only ∇ϕ but also (x, y). Numerical simulation by the second-order scheme, Algorithm 5, at t = 1.0 with mesh 50 × 50 is presented in Figure 4 .7.
(1) 
