Abstract-In this work we tackle the problem of bathymetry estimation using: i) a multispectral optical image of the region of interest, and ii) a set of in situ measurements. The idea is to learn the relation that between the reflectances and the depth using a supervised learning approach. In particular, quadratic TakagiSugeno fuzzy rules are used to model this relation. The rule base is optimized by means of a multiobjective evolutionary algorithm. To the best of our knowledge this work represents the first use of a quadratic Takagi-Sugeno fuzzy system optimized by a multiobjective evolutionary algorithm with bounded complexity, i.e., able to control the complexity of the consequent part of second-order fuzzy rules. This model has an outstanding modeling power, without inheriting the drawback of complexity due to the use of quadratic functions (which have complexity that scales quadratically with the number of inputs). This opens the way to the use of the proposed approach even for medium/high dimensional problems, like in the case of hyper-spectral images.
INTRODUCTION
The rapid assessment of the bathymetry of a coastal area is more and more demanded by both civilian and military sectors. As an example, assessing the bathymetry near the mouth of a river after a flood could significantly help civil defense agencies in conducting search and rescue operations. In the military context, rapid bathymetry estimation is very useful in amphibious landing operations, especially for uncharted or rapidly changing coastal regions [23] .
In recent years several studies [15] [23] [25] [27] have proven that a rapid assessment of bathymetry can be remotely achieved, provided that i) a multi/hyper-spectral optical image is available, acquired by satellite/airborne sensors, and ii) a sufficient number of in situ measurements is available, acquired by unmanned vehicles (USVs, AUVs, gliders, etc.).
The underlying idea for remote bathymetry estimation consists in employing supervised computational intelligence tools, like neural networks or fuzzy systems, trained using those spatial points having both an in situ depth measurement and an optical spectral signature attached to them. What we can expect in the near future is that such an approach will be more and more successful, due to the combination of higher spatial and spectral resolution optical sensors and to cheaper vehicles able to gather the in situ measurements. In the meantime we can still improve bathymetry estimations by working on the algorithmic side, i.e., by using more powerful techniques able to achieve a better accuracy using the current quality of satellite images and quantity of in situ measurements.
In this work we propose a different approach with respect to the algorithm we used in the past to solve the bathymetry estimation problem [15] . While in our previous work we used a first-order Takagi-Sugeno (TS) fuzzy rule-based system [31] (i.e., a linear function in the consequent clause of the rule), in this work we use a quadratic one. The new model uses quadratic functions of the inputs, which enables higher modeling power and expressiveness, but with the obvious drawback of a greater computational complexity. Indeed, the number of explaining variables (the regressors) increases quadratically with the number of inputs (i.e., with the number of spectral bands available in the optical image used). To overcome this issue, we present a Multiobjective Evolutionary Algorithm (MEA) able to control (and bound) the complexity of the system, in order to search for the least complex structure able to achieve the same accuracy level. The complexity is measured in terms of number of free parameters, which is influenced by the number of rules and, for each rule, by the number of inputs and the number of regressors involved. Our goal has been achieved by introducing a specially tailored chromosome representation, able to model which subset of the regressors has to be used for each rule in the system, among the ( ) ( )
+ available ones (M being the number of spectral bands).
In the experimental section we prove that not only in the final Pareto front approximation, obtained at the end of the evolutionary optimization process, some solutions are more accurate than the solution found by our previous linear approach [15] , but also that these solutions are less complex. This remarkable result has been possible due to the fact that here we are using a more powerful and expressive modeling system (fuzzy rules with quadratic terms) combined with an improved algorithm for selecting only a subset of the available regressors, rule by rule.
II. BATHYMETRY ESTIMATION: PROBLEM STATEMENT
Bathymetry estimation using remotely sensed images has been widely studied since the 1970's, when the first empirical models were proposed [28] [29] . Thus the remotely sensed radiance, at specific wavelengths, can be related to the depth, especially when adopting a supervised learning method coupled with the availability of some in situ measurements (the latter collected by ships, AUVs or underwater gliders [22] ). In this paper we propose the use of neuro-fuzzy rules [24] , as done in [15] , as a supervised technique able to automatically create a model that predicts the depth from the reflectances measured by sensors positioned on-board of satellites. Examples of good reflectances (the inputs to our model) are those provided by high resolution (both in space and in frequency) remotely sensed optical images, such as QuickBird, IKONOS, or WorldView-2, to name a few. Under this approach, the problem consists in deriving a fuzzy model from a training set made of pairs
, where
is the vector of the M reflectances associated with the pth pixel in the image for which an in situ depth is available (p d ). In this study we have used QuickBird images, which provide three spectral bands, so M=3
for the pth sample in the training set). Thus the three radiance bands of the image corresponding to wavelengths centered in the visible spectrum were used as input for the fuzzy inference system. The output of the system represents the estimated bottom depth, while the in situ measured depth represents the desired output from the system, that is the target.
III. THE QUADRATIC TS MODEL
Fuzzy rule-based regression is usually approached using zero-order or first-order TS fuzzy rules. The use of secondorder polynomials in the consequent part of the rules has started to be used only recently [4] [6] [17] [18] [19] . The motivation is their higher complexity, which was intractable with the hardware of decades ago. Recently, even high-order TS models have been investigated ( [2] [20] [30] ). Generally speaking, these studies prove that the use of more complex consequent functions allows reaching the same accuracy using fewer rules. In this study we focus our attention on quadratic TS models, since they can be a meaningful choice when one needs a more powerful modeling tool but without sensibly increasing the search space. 
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We can add a constraint on the maximum number of non don't care conditions, as done in [5] , in order to bound the complexity of the antecedent part. In the rest of the paper this constraint has been named max 
The vector i q that minimizes i J can be obtained by pseudo-
We have called the columns of se consequent regressors. Differently from [4] [6] , where all the consequent regressors were used for each rule in the genetic optimization of the quadratic fuzzy model, in this work we have also let the MEA select the subset of consequent regressors to use for each rule (different rules could involve different consequent regressors). Doing so we have been able to control the complexity of the whole quadratic TS model, as described in the next section.
IV. THE MULTIOBJECTIVE EVOLUTIONARY ALGORITHM USE FOR THE RULE LEARNING
The use of MEAs for optimizing TS rules has been proposed in the last decade [5] [33] . An extensive list of contributions to this research area (falling under the umbrella of multiobjective genetic fuzzy systems) can be found in [3] , where multiobjective genetic fuzzy systems of the Mamdani type are also reported.
As regards MEAs, many algorithms are available today, like NSGA-II [16] , PAES [26] and SPEA2 [35] , among many more recent ones [9] [32] [34] . In this study we have used the same MEA used in [13] , namely the (2 2)M-PAES + , using accuracy and complexity as the two conflicting objectives. maintains an archive containing the nondominated solutions generated so far. At each epoch, two solutions randomly selected from the archive are recombined using a crossover operator. With a given probability, each offspring is also mutated before computing its fitness.
We have used (2 2)M-PAES
+ to learn the quadratic fuzzy rules starting from scratch (no initial rule base generation tool has been used here). We have assumed that the user is able to decide how many fuzzy terms T should be used in the antecedent part, for the input partitions. Thus the (2 2)M-PAES + has to identify both the matrix Z and which consequent regressors to use in the consequent part. The latter part has been modeled by introducing a string of bits 
As regards the antecedent part, i.e., the matrix Z, the crossover operator and the three mutation operators are the ones used in [13] . Concerning the consequent part (matrix S), a standard mutation operator for bit strings is adopted. In particular, when applying the mutation (with probability 0.1), we have flipped every bit with probability 0.05. After crossover and possibly mutation, we ensure that no more than 
which correspond to the rule base:
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Once the structure of the fuzzy system (matrices Z and S) has been decided by the genetic operators, the membership functions of the involved fuzzy sets and the consequent parameters are refined by transforming the TS system into its equivalent anfis neuro-fuzzy system [24] . The latter is then trained using the gradient descent on the antecedent part and the Kalman filtering on the consequent part.
At the end of the optimization both the accuracy of the model (the mean square error between d and ) d and its complexity (the sum of number of non-zero elements in Z and S) are computed. The new solution enters the archive only if it is non-dominated by any other solution in the archive itself (if the achieve is full, after the insertion, one solution is removed according to a crowding metric [26] ).
A. Computational complexity
The computational complexity of the whole MEA essentially coincides with the complexity of the fitness evaluation (multiplied by the number of its evaluations, which is proportional to the population size and the number of epochs). The complexity of each fitness evaluation is mainly due to the estimation of the consequent parameters i q for each rule. In the worst case, i.e., when using all the available regressors max ( ), τ τ ≡ such complexity is 2 max , P τ ⋅ as shown in [13] . This computational complexity is linear with the number of points P and quadratic with the number of consequent regressors τ , which has been bounded exactly to limit the complexity of the whole identification process.
The interesting feature here is that this complexity does not depend on the fact that we are using first-order or second-order polynomials. Indeed, it would be the same even using highorder polynomials.
V. RESULTS Figure 1 shows the coastal area of interest for which we had both a remotely sensed image and in situ measurements. The area is Castiglione della Pescaia (Grosseto, Italy), and the Quickbird image was acquired on April 27th, 2007 at 10:32 UTC. We have used the pixels in the QuickBird image for which we had the corresponding in situ measurement. The obtained dataset { , } p p d l has been randomly partitioned into three subsets: training, validation and test sets, as in [15] . The validation set is useful for early stopping during the anfis learning max (h being the maximum number of anfis iterations).
Then we have run the MEA algorithm using the parameters specified in Table I . We have run it with two objectives: the mean square error (as a measure of accuracy) and the total number of free parameters (as a measure of model complexity). In Table II we compare the results of two different approaches. The first is the linear TS described in [15] , while the second is a quadratic TS obtained with the new method in this work, both using Gaussian fuzzy sets. The first and the second column contain the mean squared error on the training and test set, respectively. The last column contains the complexity. As we can see, the quadratic TS model achieves both a better accuracy on the test set (19.6% of improvement) and a significantly lower complexity. The huge complexity of the linear TS used in [15] stems from the fact that that approach used all the input variables (no use of don't care conditions) and all the consequent regressors (M+1=4), together with a high number of rules (32) . Thus the linear TS made use of 192 antecedent parameters (32 rules × 3 inputs × 2 parameters for each fuzzy set). The number of consequent parameters was: 32 (the number of rules) × 4 (the number of consequent parameters for each rule) = 128. Thus the total number of parameters was 192+128 = 320 (see Table I ).
In the quadratic approach, we have selected one solution from the final Pareto front approximation made of 27 quadratic rules. The average number of non don't care condition is 1.7 ≅ (having constrained it to be less than or equal to 2 per rule), while the average number of consequents per rule is equal to 2.26 ≅ (the maximum max τ being 3). In total, the selected quadratic system is made of 92 ( 27 2 1.7)
≅ ⋅ ⋅ antecedent parameters and 61 ( 27 2.26) ≅ ⋅ consequents parameters, for a total of 92+61 = 153.
This means that we have obtained a better accuracy (with respect to the linear TS model) using less than half of the parameters (153 320 / 2 160). < =
VI. DISCUSSION
In [6] we have found the non intuitive result that a quadratic TS fuzzy system was both more accurate and less complex (in terms of the total number of parameters) than a linear counterpart in another regression problem (namely, ocean color properties estimation from remotely sensed multispectral images). That was possible due to the fact that in the quadratic version fewer rules were needed to achieve a very good accuracy. In this study we have further proven that this situation can happen quite frequently, especially when only a subset of all the consequent regressors (whose number grows quadratically) is considered. Furthermore, the same actions used in [5] [13] to speed up the fuzzy identification can be applied here. As a future work we are also considering to speed up our multiobjective evolutionary fuzzy system by using parallel MEAs (as discussed in [7] ) and by moving the fitness evaluation on the GP-GPU, as done in [11] . All these actions would allow to approach bathymetry estimation even when using upcoming high-resolution, hyper-spectral images.
VII. CONCLUSIONS TS fuzzy systems of order higher than one are increasingly attracting research attention. In this paper we have employed quadratic TS fuzzy systems to model the relation between the reflectance (obtained from remotely sensed optical images) and the depth, exploiting a set of in situ measurements. We have used an MEA to learn the rules from the data. A remarkable feature of our MEA algorithm is that it can bound the complexity of the TS model, in order to control both the degrees of freedom and the training time. We have shown how a quadratic TS model can achieve better accuracy with less than half of the number of parameters used by a linear TS. This opens the way to exploiting the next generation of hyperspectral and high spatial resolution imagery, along with the large datasets of in situ measurements that are going to be collected by next generation of AUVs/gliders.
