We present self-consistent calculations of non-equilibrium (time-dependent) cooling rates for a dust-free collisionally controlled gas in wide temperature (10 K T 10 8 K) and metallicity (10 −4 Z ⊙ Z 2 Z ⊙ ) ranges. We confirm that molecular hydrogen dominates cooling at 10 2 < ∼ T < ∼ 10 4 K and Z < ∼ 10 −3 Z ⊙ . We find that the contribution from H 2 into cooling rate around T ∼ (4 − 5) × 10 3 K stimulates thermal instability in the metallicity range Z < ∼ 10 −2 Z ⊙ . Isobaric cooling rates are generally lower than isochoric ones, because the associated increase of gas density leads to both more efficient hydrogen recombination and equilibration of the fine-structure level populations. Isochoric cooling keeps the ionization fraction remains quite high at T < ∼ 10 4 K: up to ∼ 0.01 at T ≃ 10 3 K and Z < ∼ 0.1 Z ⊙ , and even higher at higher metallicity, contrary to isobaric cooling where it at least an order of magnitude lower. Despite this increase in ionization fraction the gas-phase formation rate of molecular hydrogen (via H − ) lowers with metallicity, because higher metallicity shorttens the evolution time. We implement our self-consistent cooling rates into the multidimensional parallel code ZEUS-MP in order to simulate evolution of a supernova remnant, and compare it with an analogous model with tabulated cooling rates published in previous works. We find significant differences between the two descriptions, which may appear, e.g., in mixing of the ejected metals in the circumstellar medium.
INTRODUCTION
A choice between equilibrium and non-equilibrium (time-dependent) cooling rates in collisionally controlled gas strongly depends on the ratio between dynamical and chemical/cooling times. Calculations of the cooling rates of astrophysical plasma in the collisional ionization equilibrium (CIE) for T > ∼ 10 4 K were performed by many authors (House 1964; Cox & Tucker 1969; Raymond et al. 1976; Shull & van Steenberg 1982; Gaetz & Salpeter 1983; Böhringer & Hensler 1989; Sutherland & Dopita 1993; Landi & Landini 1999; Benjamin et al. 2001; Bryans et al. 2006; Schure et al. 2009 ). However, calculations of the time-dependent ionization of metals and associated radiative cooling rates showed significant deviations from the CIE states and rates (Kafatos 1973; Shapiro & Moore 1976; Edgar & Chevalier 1986; Schmutzler & Tscharnuter 1993; Sutherland & Dopita 1993; Gnat & Sternberg 2007; de Avillez & Breitschwerdt 2010; Vasiliev 2011) .
⋆ E-mail:eugstar@mail.ru A more complex task is a calculation of cooling rate below 10 4 K, because we need to take into account many processes between atomic and molecular species (e.g., Dalgarno & McCray 1972; Hollenbach & McKee 1979 . Apart from these difficulties a level of the calculation complexity of the cooling rate depends on one's purposes and typical timescales of physical problem considered. Under some conditions chemical network at T < 10 4 K can be constrained significantly. For example, Abel et al. (1997) and Galli & Palla (1998) proposed the reduced chemical network for the primordial gas, Glover & Jappsen (2007) considered the chemistry of the metal-enriched interstellar medium. Sometimes, only cooling rates (without solving chemical kinetics equations) are used to study the interstellar medium, for instance, the rates calculated by Dalgarno & McCray (1972) are applied widely.
Usually the cooling rates are provided separately in two temperature ranges, the first is T = 10 4 − 10 8 K (e.g., Raymond et al. 1976 ; Sutherland & Dopita 1993 ; Bryans et al. 2006; Gnat & Sternberg 2007 ) and the second is T < ∼ 10 4 K (e.g., Dalgarno & McCray 1972;  c 3004 RAS Hollenbach & McKee 1989) . Very rarely the rates are presented in both ranges (e.g., Spaans & Norman 1997) . This is explained by difference in physical problems considered by authors. But very frequently one needs cooling rates in both ranges. So that usually high-and low-temperature cooling rates are combined from different tables, where the rates were computed using different assumptions. Thus, it is necessary to conduct a self-consistent calculation of cooling rate within both high-and low-temperature ranges. In this paper we present self-consistent calculations of non-equilibrium cooling rates of a collisionally cooled metalenriched dust-free gas in wide temperature range, 10 K T 10 8 K, and we study dependence of the rates on metallicity and density. A possible influence from dust grains and external ionizing radiation field will be considered elsewhere. The paper is organized as follows. In Section 2 we briefly describe the details of the model. In Sections 3 and 4 we present our results. In Section 5 we study the supernova shell evolution using newly calculated cooling rates. In Section 6 we summarize our results.
MODEL DESCRIPTION
The chemical and thermal evolution of a gas parcel can be divided into a high-temperature (T > 2 × 10 4 K) and a low-temperature (T 2 × 10 4 K) ranges. Such division can be explained by the transition to neutral gas and the formation of molecules in the latter range. The full description of the method and the references to the atomic data for the former temperature range can be found in Vasiliev (2011) . Briefly, in our calculations we consider all ionization states of the elements H, He, C, N, O, Ne, Mg, Si and Fe. We take into account the following major processes in a collisional gas: collisional ionization, radiative and dielectronic recombination as well as charge transfer in collisions with hydrogen and helium atoms and ions.
To study the chemical evolution of a low-temperature (T 2 × 10 4 K) gas we should take into account molecules, especially molecular hydrogen, which is expected to be the most significant coolant in a gas with metallicity below 10 −3 Z⊙. Hence, the above-listed ionization states of the elements is replenished by a standard set of species:
HD, needed to model the H2/HD gasphase kinetics (Abel et al. 1997; Galli & Palla 1998 ). The corresponding rates are taken from Galli & Palla (1998); Stancil et al. (1998); Mac Low & Shull (1986) . The list of the chemical reactions for molecular hydrogen and deuterium chemistry is presented in Appendix 1.
The system of time-dependent ionization state equations should be complemented by the energy equation, which can be written in the form
where u = p/(γ − 1)ρ is the thermal energy, p is the gas pressure, ρ is the gas density, γ is the adiabatic index, and L is the generalized energy loss function. The equation (1) can be expressed as Assuming γ = 5/3 we find that the gas temperature evolves as (e.g., Kafatos 1973 )
where n is the total particle density of the gas, ne and nH are the electron and total hydrogen number densities, Λ(xi, T, Z) is cooling rate, kB is the Boltzman constant, A is a constant equal to 3/2 for isochoric and 5/2 for isobaric cooling. The second term in equation (3) reflects the relative change in the number of particles in the unit of volume, such change is very important in gas below T < ∼ 10 4 K, where gas recombines rapidly.
The total (except molecular deposit) cooling rate is calculated using the photoionization code CLOUDY (ver. 08.00, Ferland et al. 1998 ). The radiative losses by H2 is taken from (Galli & Palla 1998) and the HD cooling rate is taken from (Flower 2000; Lipovka et al. 2005) . For the solar metallicity we adopt the abundances reported by Asplund et al. (2005) , except Ne for which the enhanced abundance is adopted (Drake & Testa 2005) , the solar abundances are listed in Table 1 . In our calculations we assume the helium mass fraction YHe = 0.24, which corresponds to [He/H]=0.081. Such value is close to observed one (Izotov & Thuan 1998) . In general, it would be difficult at this time to exclude any value of YHe inside the range 0.232 − 0.258 (e.g. Olive 2010 ). We solve a set of 103 coupled equations (102 for ions, atoms and molecules, and one for temperature) using a Variable-coefficient Ordinary Differential Equation solver
1 (Brown et al. 1989 ). In our calculations we don't include the chemical kinetics of carbon monoxide and lithium hydrid, dust and photoionization effects. It is well known that CO and H2O molecules significantly affect on the thermal state of the interstellar gas (e.g., Hollenbach & McKee 1979; Omukai et al. 2005; Glover & Jappsen 2007) . The CO and H2O cooling rates dominate over the C and O fine-structure cooling in gas with T > ∼ 500 K (e.g., Glover & Jappsen 2007 ), but whether it is possible to produce enough CO and H2O molecules in the gas during its cooling timescale. In the next section we show that the CO/H2O formation timescale is greater than the cooling time, so that such molecules cannot form in significant amounts within timescale considered here. Hence, we can neglect CO/H2O kinetics in this model. The LiH molecule is a significant coolant only at T < ∼ 50 K. Figure 1 . The cooling rates for solar metallicity. The isochoric rate for gas with n = 1 cm −3 calculated in this work is depicted by solid line. The other lines correspond to the rates obtained in the previous calculations (see text for details).
More important influence on the thermal and chemical evolution is expected from dust and ionizing radiation. Dust particles confine a significant part of metals, produce additional cooling or heating, catalyze the H2 formation as well. The ionizing radiation ionizes gas and dust. We are going to consider these effects elsewhere. But we note that a simple estimate gives that the H2 formation on dust grains is inefficient within timescale considered here (see the next section). Several effects from the ionizing radiation on gas at T > 10 4 K were described in (Vasiliev 2011) .
ISOCHORIC COOLING RATES
For isochoric case we start our calculations from T = 10 8 K and follow it until the temperature becomes low as T = 10 K. In general, the evolution of gas depends on initial ionic composition, temperature and density (see e.g. Sutherland & Dopita 1993; Vasiliev 2012 ), but here we will consider cooling of gas from very high temperature, so that there is no dependence on initial ionic composition of gas (e.g. Vasiliev 2011 , see the next section also). Initially the ionization composition corresponds to the CIE at T = 10 8 K obtained from CLOUDY. Figure 1 presents the isochoric cooling rates for a gas with number density n = 1 cm −3 and solar metallicity. The isochoric rate calculated in this work is depicted by solid line. To compare our calculations of the rates to the previous ones we show the cooling rates obtained by Sutherland & Dopita (1993) (SD93, we have choosen their non-equilibrium data), Spaans & Norman (1997) Schure et al. (2009) (S09), and Dalgarno & McCray (1972) for ionization fraction, fi = ne/nH = 10 −4 , 10 −3 , 10 −2 , 0.1, which are shown by dash-dot-dotted lines from bottom to top. The data obtained from CLOUDY code is depicted by crosses (the H2 molecules are ignored in the equilibrium calculation). One should note that the cooling rates obtained by Sutherland & Dopita (1993) , Spaans & Norman (1997) , Gnat & Sternberg (2007) were got in non-equilibrium calculations, so that these rates are more or less close to our rate within temperature range 10 4 − 10 6 K. Figure 2 . Upper panel. The isochoric cooling rates for gas with
The gas density is n = 1 cm −3 . Middle panel. The temperature dependence on the value of fluence, η = ndt (for isochoric process it is simply η = tn), for the same gas parameters. Lower panel. The isochoric cooling time.
(1997) didn't include high ionization states of metals in their model, so their cooling rate demonstrates significant difference at T > ∼ 10 6 K. The deviation at T below 10 4 K can be explained by different atomic data used in the calculations, and, as a consequence, difference of the ionization states of metals. The cooling curves obtained by Schure et al. (2009) and by using the CLOUDY code are examples of CIE rates, so that significant difference of these rates from non-equilibrium calculations is not a surprise. The Dalgarno & McCray (1972) cooling curves were obtained by simply summing up cooling rates of hydrogen and metals, in which the fractional ionization is used as a free parameter. One can note that our cooling rate is close to the Dalgarno & McCray (1972) rate for xe = 0.1 at T ∼ 10 3 − 10 4 K and drops to that for xe = 10 −4 at T < ∼ 10 2 K. This proves a necessity of self-consistent calculations of cooling rates. Figure 2 (upper panel) presents non-equilibrium cooling rates for a dust-free collisionally controlled gas in wide temperature (10 K T 10 8 K) and metallicity (10 −4 Z⊙ Z 2 Z⊙) ranges. The middle panel shows the temperature evolution (we present the dependence on fluence, η = ndt, which is for isochoric process η = tn, where t is time elapsed from the beginning of the evolution, n is the number density of gas). Here we should note that all collisional processes are proportional to the square of density. To see clearly the importance of non-equilibrium effects the cooling time, t cool = k b T /Λ(T )n, is depicted at lower panel. One can see that the cooling time is comparable with the time elapsed since the beginning of the evolution at very high temperature, log T > ∼ 7.5, (early time of the evolution) for any metallicity and at low temperature, log T < ∼ 2.5 for Z < ∼ 10 −3 Z⊙. In other temperature and metallicity ranges the cooling time is shorter than the evolution time, thus, the non-equilibrium effects are significant. Figure 3 shows the contributions to the total cool- ing rate from each chemical element and molecules for 10 −3 Z⊙ (upper panel) and 1Z⊙ (lower panel). Coolants at temperature higher than 10 4 K are described by e.g. Sutherland & Dopita (1993) ; Schure et al. (2009); Vasiliev (2011) . Also it is well-known that below 10 4 K carbon, oxygen and H2 molecules dominate in cooling depending on metallicity of gas (see, e.g. Hollenbach & McKee 1979 . At very low metallicities, Z < ∼ 10 −3 Z⊙, molecular hydrogen is the main coolant below 10 4 K. For Z ∼ 10 −3 Z⊙ the contribution from carbon becomes significant only at T < ∼ 100 K (upper panel). The increase of metallicity leads to rise of contribution from metals and shortening of temperature range, where the H2 dominates in cooling. For Z > ∼ 0.1 Z⊙ the H2 deposit becomes minor at T < 10 4 K, e.g. for solar metallicity the molecules produce a negligible cooling rate, whereas the contribution from metals is dominant (lower panel).
One should note that thermal instability can develop at T < ∼ 10 4 K. For Z < ∼ 10 −2 Z⊙ the instability criterion for a gas cooled isochorically (Shchekinov 1978; Chevalier & Imamura 1982) 
is fulfilled around a small bump in the cooling rate at T ∼ (4 − 5) × 10 3 K, which is produced due to the contribution from molecular hydrogen (Figure 3a) . The instability criterion is not reached within 10
Again the conditions favoured to thermal instability can be found for Z > ∼ Z⊙ at T ∼ (0.8 − 7) × 10 3 K (Figure 3b ), where the instability develops due to cooling by metals.
The higher metallicity of a gas is the faster evolution goes, or in other words, the cooling time is decreased with the increase of metallicity, e.g. at T ∼ (1 − 10) × 10 3 K the cooling timescale for gas with solar metallicity becomes shorter more than ten times compared to that scale for gas with Z = 0.1 Z⊙ (lower panel of Figure 2 ). Protons and electrons cannot recombine rapidly and such gas remains overionized: the electron fraction is high as 0.03 at 100K for solar metallicity (Figure 4a ). Such fast evolution reveals in decrease of the H2 fraction (although the H − fraction is high enough and depends on metallicity weakly: it decreases from ∼ 1.4 × 10 −7 for 10 −4 Z⊙ to 5 × 10 −8 for Z⊙, the H + 2 fraction has the same order), so that for solar metallicity the H2 fraction decreases more than 100 times compared to its 'universal' value, (2 − 3) × 10 −3 , (Oh & Haiman 2002) , which is reached for Z < ∼ 0.1 Z⊙ (Figure 4b ). Here we consider the evolution starting from very high temperature, which initially corresponds to the conditions behind strong shock wave, v > ∼ 100 km s −1 . Usually it is assumed that dust grains existed in a gas before such shock wave are destroyed behind it, because the destruction time due to thermal sputtering. τ ≃ 2 × 10 4 yr (a/0.01µm)/n (where a is the size of the dust particle, see Draine & Salpeter 1979) , is shorter than the cooling time for a gas cooled from T > ∼ 10 6 K depicted in Figure 2c . Moreover, the accretion growth rate is negligible compared to sputtering rate (see Figure 7 in Draine & Salpeter 1979) , so that dust grains have no time to reform before the final time is reached in our calculations. Hence, in the present calculations we can do not take into account the H2 formation on dust grains.
But if dust grains nevertheless exist in a gas, then it is well-established that they catalyze the H2 production in the interstellar medium (Hollenbach & McKee 1979) . In the warm neutral gas (T > ∼ 10 3 K) the H2 formation of grains dominates over that due to the gas-phase reactions at Z > ∼ 0.1 Z⊙ (see the analysis in Glover 2003) . The time of H2 formation on grainsurface is t Hollenbach & McKee 1979) 2 . The H2 formation process can be effective, if the formation time is shorter than the time elapsed from the beginning of the evolution presented in Figure 2b . More exactly, we are interested in the part of the evolution starting from the moment, when the temperature reaches T ≃ 10 4 K, to the end the calculation, when T = 10 K. Just in this temperature range hydrogen recombines efficiently and H2 molecules can form on grain surface. This timescale is the same order of magnitude as the full time of the calculation (Figure 2b) . One can see that the t H 2 grains is about 1-2 orders of magnitude longer than the 2 A recent analysis of H 2 formation on grain surfaces by Cazaux & Tielens (2004) that takes both physisorbed and chemisorbed hydrogen into account demonstrates that in the conditions of interest in this paper the computed H 2 formation rate is very similar to the widely used rate of Hollenbach & McKee (1979) time needed to cool from T ∼ 10 4 K to 10 K. So that, we note that neither grain-surface nor gas-phase H2 formation channel is effective in a gas with Z > 0.1 Z⊙, and the H2 fraction remains negligible (see lower panel of Figure 4 ).
In general, if dust grains survive after strong shock waves, they contain a significant part of metals. In this case the evolution time of a gas becomes longer and, as a consequence, grain-surface molecule formation becomes more efficient. Because of several additional free parameters, e.g. dust destruction efficiency, depletion factor, we will study the effects from dust on thermal evolution elsewhere.
Another molecules, which can significantly affect the thermal evolution of gas, are CO and H2O (e.g., Hollenbach & McKee 1979; Glover & Jappsen 2007) . These molecules mainly form via reaction channels initiated by the hydroxyl OH (e.g., Hollenbach & McKee 1979) . The OH radical forms through reaction between neutral oxygen and molecular hydrogen. Then, the lack of H2 molecules produces smaller OH fraction. Moreover, as it is mentioned above the H2 formation on dust grains is inefficient in the conditions considered here, and its fraction decreases with metallicity. The CO formation timescale (for H2O molecule the timescale is close) is t(O → CO) ≃ (10 −3 /xH 2 )(100cm −3 /n)(Z⊙/Z) Myr (Glover & Jappsen 2007) . Comparing t(O → CO) with the cooling time, which is t cool ∼ 0.01 Myr (1cm −3 /n) at T ∼ 10 3 − 10 4 K for solar metallicity (Figure 2c) , it is easy to see that the CO and H2O molecules will not form in quantities large enough to dominate the cooling. The higher gas density is the smaller recombination timescales of hydrogen and metals become, so the abovedescribed picture is expected to change in isobaric process.
ISOBARIC COOLING RATES
First of all we should choose initial temperature and density of a gas for isobaric calculations. Certainly, to compare with the isochoric models we should start our calculations from T = 10 8 K. However we extend our calculations to T < 10 4 K, in this range main radiative losses are through fine-structure lines of metals. The level populations of these lines go from equilibrium to non-equilibrium within n ∼ 1 − 100 cm −3 at T < ∼ 10 3 K. To catch this transition we should set initial density n < ∼ 10 −5 cm −3 for isobaric calculations started from T = 10 8 K. Such density, which is relevant for the intergalactic medium, is quite low for the interstellar medium and, moreover, the cooling time of such gas is larger than the current age of the Universe. For higher density isobaric cooling rates calculated from T = 10 8 K have negligible dependence on number density. Hence, to study the transition of level populations of metal fine-structure lines from non-equilibrium to equlibrium we need to take lower initial temperature. But this temperature should be high enough, that initial difference between isochoric and isobaric cooling rates is small and dependence of the evolution on initial temperature is negligible. Using these conditions we can constrain the gas temperature from several×10 Also we should mention that we consider isobaric compression, which is natural for a gas parcel crossed through strong shock front. So the gas temperature ahead a shock is much lower than the value T = 3mpv 2 /16k, where v is a shock front velocity. To mimic this we assume that the ionic composition in a gas before a shock corresponds to that at T = 2 × 10 4 K. Since here we consider pure collisional ionization model, we should constrain shock wave velocity by a value that does not lead to the radiative precursor formation. A stable photoionization precursor will be formed for shock velocity higher than v * > ∼ 175 km s −1 (Dopita & Sutherland 1996) or shock temperature T * = 3mpv 2 * /16k > ∼ 7 × 10 5 K. We have found that the cooling rate of a gas behind a shock wave with Ts ≃ 5 × 10 5 K tends rapidly to the rate in a gas collisionally cooled from T = 10 8 K (Vasiliev 2012) . Thus, taking into account the above-mentioned constrains on gas temperature we can choose T = 5 × 10 5 K as initial temperature.
In general, the transition from isobaric to isochoric cooling is controlled by dynamical time of a system: cooling is isobaric when the cooling time is much greater then the dynamical time of a system, tc/t d ≫ 1 and it is isochoric when the time ratio is opposite, tc/t d ≪ 1. For a example, the evolution of a density fluctuation (e.g., a cloud) is determined by the transition from isobaric to isochoric cooling (e.g., Gnat & Sternberg 2007) . Such transition is able to determine the characteristic size and mass of the cold dense clumps in two-phase medium (Burkert & Lin 2000) . Figure 5 presents the isobaric cooling rates for gas with metallicity 10 −3 Z⊙ and 1 Z⊙ (thick lines) and the initial number densities n = 10 −4 , 10 −3 , 10 −2 , 0.1 and 1 cm −3 (the numeric labels in the Figure are the logarithm of the initial density). As it is mentioned above the initial temperature for the isobaric calculations equals 5 × 10 5 K. First of all, the tails at T ∼ 5 × 10 5 K are connected with the relaxation of gas behind a shock front (Vasiliev 2012) . During this relaxation gas is rapidly ionized, the ionic composition corresponded initially to T = 2×10
4 K tends rapidly to that at T ∼ 5×10 5 K. The duration of the period corresponded to almost constant temperature is very short ∼ 0.01t f , where t f is the total evolution time, which is elapsed from the beginning to that at which the temperature reaches 10 K. But more or less full relaxation reaches during t ∼ 0.1t f . In Figure 5 one can see that the difference between isochoric and isobaric cooling rates reveals at T < ∼ 10 4 K. Such difference can be explained by two reasons. At first, the recombination of hydrogen and metals becomes more efficient in a gas with higher density. At second, the cooling below 10 4 K is mainly due to molecule roto-vibrational and metal fine-structure transitions, whose level populations go from non-equilibrium (L ∼ n 2 ) to the equilibrium (L ∼ n) in gas with n ∼ 1 − 10 4 cm −3 . The first (the hydrogen recombination) is significant at T ∼ 10 3 − 10 4 K, the second (the equilibration) plays a role at T < ∼ 400 K. One can see that for isobarically evolved gas the thermal instability can develop at T < ∼ 10 4 K. The instability criterion is weaker than that for isochorically cooling gas (Shchekinov 1978; Chevalier & Imamura 1982) 
For Z < ∼ 10 −2 Z⊙ this criterion is fulfilled around a small bump in the cooling rate at T ∼ (4 − 5) × 10 3 K, which is produced due to the contribution from molecular hydrogen. For gas with Z > ∼ Z⊙ and initial density n = 10 −4 cm −3 at T = 5 × 10 5 K the temperature range, where the thermal instability can develop, is T ∼ (0.2 − 10) × 10 3 K. This range becomes narrower with increase of initial density, which is explained by steeping of cooling curve (Figure 3b ) due to both more efficient hydrogen recombination and equilibration of the fine-structure level populations. Figure 6 shows the electron (upper panel) and molecular hydrogen (lower panel) fractions for metallicities 10 −3 Z⊙ (black lines), 1 Z⊙ (grey lines) in gas cooled isobarically. The numeric labels are the logarithm of the initial density. The increase of density intensifies both hydrogen recombination and H2 molecule formation. For solar metallicity gas the decrease of ionization fraction compared to that for gas cooled isochorically is significant and reaches 0.5-2 order of magnitude at T < ∼ 10 3 K (compare the thin dash line to the thick ones in the upper panel). So that the higher initial density is the larger deviation from the isochoric case can be found. The H2 fraction at Z = Z⊙ increases about 10 times (thick grey lines in the lower panel), but the H2 contribution to the cooling rate still remains negligible for solar metallicity. We should note that although the H2 fraction is higher than that in the isochoric case, but this is still insufficient for CO/H2O formation. For 10 −3 Z⊙ the dependence of ionization kinetics on initial gas density is less pronounced (thick black lines in the upper panel). It can be appreciable only at T < ∼ 100 K. The H2 fraction reaches its 'universal and isobarically (dot and dash-dotted lines) cooled gas with solar metallicity. In the isochoric calculation the density of a gas is 0.1 cm −3 (the pressure equals 1.38 × 10 −13 (T /10 4 K) erg cm −3 ).
In the isobaric models the initial density values are 10 −2 cm −3 (the pressure is 6.9 × 10 −13 erg cm −3 ) and 1 cm −3 (the pressure is 6.9 × 10 −11 erg cm −3 ), depicted by dot and dash-dotted lines, respectively. The initial temperature for the isobaric calculations equals 5 × 10 5 K.
value' and does not depend on density (thick black lines in the lower panel). Figure 7 shows the contributions to the total isobaric cooling rate from major chemical elements for initial number densities n = 1 cm −3 (upper panel) and n = 10 −2 cm −3
(lower panel) for gas with Z = Z⊙ (the contributions by N, Ne, Mg and molecules are minor in this temperature range for gas with such metallicity). We present the lowtemperature part of the cooling curve, because the isobaric effects reveal in this range. One can note a strong difference between cooling rates at T < ∼ 300 K. The contribution by carbon, which is the main coolant for the initial density 10 −2 cm −3 , is significantly suppressed for higher initial density value. One can find that at T < ∼ 300 K the energy losses in the fine-structure transition of CI (609 µm) dominate in the cooling, and also that the critical density (when the level populations go from non-equilibrium, L ∼ n 2 , to equilibrium, L ∼ n) of this transition is 160(T /100) −0.34 cm −3 (Hollenbach & McKee 1989) . During isobaric contraction from 5 × 10 5 K to < ∼ 300 K the density increases more than > ∼ 2.3 × 10 3 times. So that at T < ∼ 300 K the cooling of gas with initial density n = 10 −2 cm −3 should be more efficient (where L ∼ n 2 ) than that of gas with initial density n = 1 cm −3 (where L ∼ n). As an example we consider the carbon ionization kinetics in detail. Figure 8 present the carbon ionization states for a gas with solar metallicity cooled isochorically (solid line) and isobarically (dot and dash-dotted lines). In the isobaric models the CI fraction is about 1 at T < ∼ 300 K. Then, there are no other coolants except CI in this temperature range (Figure 7) , and the difference between the cooling rates ( Figure 7) is explained by the equilibration of the CI level populations. Similar effect can be found for CII within T ∼ 300 − 10 4 K, but it is less pronounced than that for CI. In general, a decrease of pressure (or initial density with fixed initial temperature) leads to that the isobaric cooling rate tend to the isochoric one (see e.g. Figure 5 ). For lowmetallicity gas the role of metals to cooling rate diminishes and the transition becomes less distinguishable, because the critical density for the H2 roto-vibrational levels is higher, it is about 10 4 cm −3 . In the presence of UV radiation this transition can be significant in diffuse clouds in the interstellar medium (see e.g. Liszt 2011).
APPLICATION: SUPERNOVA EXPLOSION
In the previous sections we have considered the cooling rates of gas cooled from T > ∼ 5×10 5 K. These conditions naturally correspond to a gas behind strong shock waves originated in collisions of galaxies, virial shocks in clusters of galaxies and, more common and usual process in the interstellar gas, supernova (SN) explosions. The temperature of gas just behind SN shockwave is generally higher than 5×10 5 K, so that the cooling rates calculated in this paper are valid for physical conditions behind SN shockwave. To study the SN evolution we use the multi-dimensional parallel code ZEUS-MP (Hayes et al. 2006) . We have added the cooling processes into the energy equation using the explicit four-step RungeKutta method.
The upper panel of Figure 1 shows that in the hightemperature regime (T > ∼ 10 4 K) the cooling rate calculated in this work is close to that obtained in other studies. A significant difference of the rates can be found in the lowtemperature regime (T < ∼ 10 4 K). Certainly, the difference between cooling rates more than 2-3 times can lead to earlier (or later) beginning of the radiative phase of a SN shell and, as a result, different scales of fragments appeared due to thermal instability. In general, gasdynamic simulations with self-consistent chemical kinetics undoubtedly trace any variation of cooling rate due to both chemical transformation and gas dynamics, but such calculations are very time-consuming, restricted in resolution (one should include multi-species advection in gas dynamics) and in applications (one should take into account valid chemical species and processes for a given physical task).
Use of tabulated cooling rates gives more flexibility in study of some physical processes. One of them is mixing metals in the interstellar/intergalactic medium (Ferrara et al. 2000; de Avillez & Mac Low 2002; Dedikov & Shchekinov 2004; Scalo & Elmegreen 2004; Vasiliev et al. 2009; Ntormousi & Burkert 2011; Vasiliev et al. 2012) . Metals are produced in stellar interiors and ejected into surroundings by supernova explosions. But available data for cooling rates (Sutherland & Dopita 1993; Gnat & Sternberg 2007; Schure et al. 2009; Wiersma et al. 2009 ) are very constrained in metallicity and temperature, or even combined from different sources (Schure et al. 2009 ). Of course, one can utilize pre-computed tables assumed the equilibrium (e.g. use CLOUDY, see Wiersma et al. 2009 ) or choose several species for nonequilibrium calculations, whereas others are considered in equilibrium (e.g. Smith et al. 2008) . But in the former we have equlibrium rates, which significantly differ from the nonequilibrium ones, whereas the latter needs a significant computational time.
Besides our cooling rates Figure 1 presents two other cooling curves at T < 10 4 K: Spaans & Norman (1997) and Dalgarno & McCray (1972) . The former differs slightly from the rate calculated here at T > ∼ 10 2 K, so we don't consider it. The latter widely used in the ISM studies (e.g., de Avillez & Mac Low 2002; Ntormousi & Burkert 2011 ) is valid only at T < 10 4 K and demonstrates significant differences from ours for xe < ∼ 0.1. So that we use the cooling rates calculated in this paper in high temperature range, T > 10 4 K, whereas for T < 10 4 K we take three options for cooling rate: a) our self-consistent isochoric calculations (label 'NEQ'), b) the Dalgarno & McCray (1972) rate for the fixed electron fraction xe = 0.1 (label 'NEQ+DMC72, xe = 0.1') and c) the same rate, but for xe = 10 −4 (label 'NEQ+DMC72, xe = 10 −4 '). Our choice of xe is explained that the rate for higher value xe is close to our rate at T ∼ 10 3 −10 4 K, whereas the lower xe is close to the value that Smith et al. (2008) found for the interstellar gas with solar abundance (the same value can be obtained for gas ionized by cosmic rays in the local ISM, see e.g. Wolfire et al. 1995) .
Here we investigate the dependence of the SN shell evolution in a homogeneous medium with solar metallicity on different cooling rates in low temperature range, T < 10 4 K. We have carried out the 2D gasdynamic simulations (cylindrical geometry) of a SN explosion. The numerical resolution is 1000 × 1000, that corresponds to the physical size of a cell 0.4 pc. The SN energy is initially injected in the central region with radial size 3.2 pc, the total energy is 10 51 erg. To exclude the evolution of the gas in the medium before shockwave we set the temperature of this gas to 50 K and do not allow to cool it down. The differences of the SN shell evolution due to variation of the cooling rate can be found just after time t ∼ 10 13 s, when initially hot shell cooled to ∼ 10 4 K. We continued the calculations as long as t = 10 14 s, at this time various instabilities destroy SN shell, but here we are interested in the beginning of the shell evolution cooled below 10 4 K. At t < ∼ 3 × 10 13 s the shell is still close to spherical shape, so that we can present radial distributions of physical quantities only. Figure 9 present the radial distributions of density (upper) and temperature (lower) around a SN exploded in a homogeneous medium with density n = 3 × 10 −2 cm −3 and solar metallicity for different cooling rates at T < 10 4 K. At t = 1.4 × 10 13 s (the left row of panels in Figure 9 ) one can find that the radiative phase begins in the SN shell cooled with the rate calculated in this work ('NEQ') and the Dalgarno & McCray (1972) rate for the fixed electron fraction xe = 0.1 ('NEQ+DMC72, xe = 0.1'). In the first ('NEQ') model the thin shell is formed, the density in the shell increases in several times and the temperature is low as ∼ 100 K. Whereas in the second ('NEQ+DMC72, xe = 0.1') model the effects of radiative cooling begin to become apparent only: the radiative phase have just begun. The main difference between two models is the absence of temperature plateau at T ≃ 10 4 K in case of the selfconsistent cooling rate ('NEQ'). The plateau (see radial distances r ∼ 200−250 pc) originates from lower cooling rate in the 'NEQ+DMC72, xe = 0.1' model in comparison with the rate used in the 'NEQ' model. At t = 1.6×10
13 s the SN shell becomes radiative for the 'NEQ+DMC72, xe = 0.1' model. A gas in the shell begins to cool below 10 4 K, and the plateau in the radial temperature distribution disappears gradually. In the third ('NEQ+DMC72, xe = 10 −4 ') model considered here a gas in the shell starts to cool down below 10 4 K only Figure 9 . The radial distributions of density (upper panels), temperature (lower panels) around a SN exploded in a homogeneous medium with n = 3 × 10 −2 cm −3 and solar metallicity for cooling rates in low temperature range, T < 10 4 K: a) the self-consistent calculations presented in this paper (solid lines), b) the Dalgarno & McCray (1972) rate for the fixed electron fraction xe = 0.1 (dashed lines) and c) the same rate, but for xe = 10 −4 (dotted lines). Left column panels shows the distributions at t = 1.4 × 10 13 s after explosion, middle column presents the same at t = 1.6 × 10 13 s and right column of panels shows the same at t = 2.4 × 10 13 s. In high temperature range, T > 10 4 K, we use the cooling rates calculated in this work.
at t = 2.4 × 10 13 s (right column of panels in Figure 9 ). This delay can be easily explained by lack of cooling at T ∼ 10 4 K in the 'NEQ+DMC72, xe = 10 −4 ' model in comparison with the other models considered in this section (Figure 1 ). Note that this delay can significantly affect on the SN hot bubble dynamics: the hot bubble has different sizes depending on the cooling curve assumed in calculation. This can be apparent in mixing metals, because the metals ejected by SN are initially confined in the hot bubble. Thus, we can conclude that tabulated cooling rates should be used carefully, because some gaseous structures may form due to using cooling rates cooling rates calculated for different physical conditions. As far as possible one should use cooling rates calculated self-consistently for the whole temprature range of one's interest.
CONCLUSIONS
In this paper we have presented self-consistent calculations of the non-equilibrium cooling rates of a dust-free collisionally controlled gas with metallicities in the range 10 −4 Z⊙ Z 2 Z⊙ cooling from high temperatures T > 5 × 10 5 K down to 10 K 3 . We have found that
• molecular hydrogen dominates cooling at 10 2 < ∼ T < ∼ 10 4 K and Z < ∼ 10 −3 Z⊙, its contribution 3 The isochoric cooling rates presented in Figure 2b are available in electronic form at http://ism.rsu.ru/cool/coolfun.html.
around T ∼ (4 − 5) × 10 3 K stimulates thermal instability at Z < ∼ 10 −2 Z⊙; • the ionization fraction remains rather high at T < ∼ 10 4 K: it reaches up to ∼ 0.01 at T ≃ 10 3 K and Z < ∼ 0.1 Z⊙, and becomes higher for higher Z;
• despite high ionization fraction the abundance of molecular hydrogen decreases with metallicity;
• at T < ∼ 10 4 K isobaric cooling rates are lower than isochoric ones;
• in isobaric processes the ionization fraction decreases considerably and molecular hydrogen grows more efficient compare to isochoric ones.
We have compared our self-consistent cooling functions with those published in previous works and found considerable differences. In particular, we found that the two approaches for the cooling processes result in a fairly distinct dynamics of supernova remnants.
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