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Zusammenfassung
¨Uberriesen der Spektralklassen B und A za¨hlen zu den visuell hellsten Sternen in Spiralgalaxien und Irregula¨ren
Galaxien. Sie stellen aufgrund ihrer Helligkeit (bis zu MV −10) ideale Objekte fu¨r die bodengebundene Spek-
troskopie dar und ko¨nnen mit den verfu¨gbaren Teleskopen der 8–10m Klasse und modernen Instrumenten in Ent-
fernungen bis zu den na¨chsten Galaxienhaufen im Sternbild Virgo bzw. Fornax beobachtet werden. ¨Uberriesen
sind somit nicht nur im Rahmen der stellaren Atmospha¨renphysik von Interesse, sondern erlauben auch die
Auseinandersetzung mit viel weitergehenden Fragestellungen der modernen Astrophysik. Die quantitative Spek-
troskopie von ¨Uberriesen gestattet Ru¨ckschlu¨sse auf die Entwicklung massereicher Sterne in Abha¨ngigkeit von
Metallizita¨t und Massenverlust. Galaktische Ha¨ufigkeitsgradienten und Elementha¨ufigkeitsverteilungen, die sich
aus der Analyse gro¨ßerer Ensembles von ¨Uberriesen in nahegelegenen Galaxien in bisher unerreichtem Detail
ableiten lassen, bilden das empirische Fundament fu¨r das Studium der chemischen Entwicklung von Galaxien.
Schließlich kann durch die Anwendung der Windimpuls-Leuchtkraft-Relation (WLR) ein Beitrag zur Kalibration
der kosmischen Entfernungsskala geleistet werden.
Ziel dieser Studie ist die Erarbeitung einer verbesserten Methodik zur Spektraldiagnostik von ¨Uberriesen und
deren Anwendung auf eine Reihe von galaktischen und extragalaktischen Objekten. Die Spektrumssynthese bildet
dabei die Basis fu¨r das Studium der beobachteten Linienspektren. Nur mit dieser Technik lassen sich Spektren
unterschiedlicher Gu¨te sowohl bei hoher als auch bei niedriger Auflo¨sung analysieren. Daru¨ber hinaus gestat-
tet die Methode auch die Studie von Spektren mit starkem Linienu¨berlapp. Die Sternparameter werden anhand
rein spektroskopischer Indikatoren wie Ionisationsgleichgewichten und der Starkverbreiterung der Balmerli-
nien ermittelt, und Elementha¨ufigkeiten werden aus der Modellierung einzelner Spektrallinien abgeleitet. Insge-
samt werden fu¨r die Spektrumssynthese mehrere zehntausend Linien von 28 Elementen beru¨cksichtigt, so daß die
beobachteten Linienspektren nahezu vollsta¨ndig reproduziert werden ko¨nnen. Abweichungen vom lokalen ther-
modynamischen Gleichgewicht (NLTE) gewinnen in den Atmospha¨ren von BA- ¨Uberriesen aufgrund der hohen
Strahlungstemperatur und der geringen Teilchendichte an Bedeutung und erfordern eine detaillierte Behandlung
der Wechselwirkung von Strahlungsfeld und Materie. Zu diesem Zwecke werden Modellatome fu¨r C I/II, N I/II,
O I und Mg I/II erstellt, unter Verwendung pra¨ziser Atomdaten fu¨r Stoß- und Strahlungsprozesse, die erst ku¨rzlich
fu¨r Anwendungen in der Astrophysik und der Fusionsforschung mittels der R-Matrix-Methode im Ansatz des
Close Couplings berechnet wurden. Zusa¨tzlich werden existierende Modellatome von H, He I, O II, S II/III, Ti II
und Fe II herangezogen. Gegenu¨ber fru¨heren Studien wird damit eine signifikant verbesserte Behandlung der Li-
nienentstehungsrechnungen fu¨r die wichtigsten Elemente in der Astrophysik erreicht. Die Spektrumssynthese ba-
siert dabei auf hydrostatischen, planparallelen LTE-Modellatmospha¨ren unter Beru¨cksichtigung von Line-Blanke-
ting, die sich trotz der damit verbundenen Na¨herungen als geeignet fu¨r die Analyse von BA- ¨Uberriesen erweisen.
Umfangreiche Tests der Atomdaten werden an einem rauscharmen Spektrum hoher Auflo¨sung und großer
Wellenla¨ngenabdeckung (vom visuellen bis in den nah-infraroten Spektralbereich) von Wega durchgefu¨hrt, einem
hellen Standardstern der Hauptreihe mit zuverla¨ssig bestimmten Atmospha¨renparametern. NLTE-Effekte jenseits
der Hauptreihe werden in den galaktischen ¨Uberriesen η Leo, HD 111613, HD 92207 und β Ori untersucht, von
denen Spektren a¨hnlich hoher Qualita¨t aufgenommen wurden. Pra¨zise Atmospha¨renparameter ergeben sich kon-
sistent aus NLTE-Ionisationsgleichgewichten mehrerer Elemente, u¨blicherweise N I/II, O I/II, Mg I/II und S II/III,
sofern Line-Blocking-Effekte beachtet werden. Die Beru¨cksichtigung von NLTE-Effekten reduziert die Streuung
in der Ha¨ufigkeitsanalyse und entfernt systematische Fehler. Insbesondere vermag eine genauere Behandlung der
Elektronensto¨ße einige seit la¨ngerer Zeit bekannte Diskrepanzen zu beseitigen, die bei Studien von Linien aus
verschiedenen Spinsystemen einzelner Ionen auftreten. Im untersuchten Parameterbereich werden alle Linien
von He I, C I/II, N I/II, O I/II und S II/III durch NLTE-Effekte deutlich versta¨rkt, wohingegen Mg II bis auf die
sta¨rksten Linien unbeeinflußt bleibt; NLTE-Effekte reduzieren die Linieneinsenkungen von Mg I, Ti II und Fe II in
¨Uberriesen. Eine Sta¨rkung der Linien durch NLTE-Effekte ist im allgemeinen mit einer markanten ¨Uberbesetzung
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eines metastabilen Energieniveaus verbunden, wa¨hrend eine Abschwa¨chung bei der ¨Uberionisierung einer Neben-
ionisationsstufe auftritt. Die Elementha¨ufigkeiten mu¨ssen unter Beru¨cksichtigung von NLTE-Effekten typischer-
weise um bis zu einen Faktor 3 korrigiert werden; in einigen Fa¨llen ko¨nnen die Korrekturen aber auf einen Faktor
50 bis 100 anwachsen, z.B. in einigen starken Linien von N I und O I. Eine Abscha¨tzung der zu erwartenden
Unsicherheiten in der NLTE-Ha¨ufigkeitsanalyse von CNO und Mg zeigt, daß sich die Elementha¨ufigkeiten auf
typischerweise∼0.1 bis 0.25 dex genau ermitteln lassen (statistischer+systematischer 1σ-Fehler). Die statistische
Signifikanz der Analysen konnte ebenfalls erheblich gesteigert werden, da Echellespektren eine große Anzahl
von Linien zuga¨nglich machen. Zusa¨tzlich lassen sich durch eine konsistente Behandlung des Mikroturbulenz-
Parameters in den NLTE- und Linienentstehungsrechnungen zu diesen Elementen bisher unbeachtete Effekte auf
die Liniensta¨rken aufdecken.
Die Analyse der Elementha¨ufigkeiten besta¨tigt die Verwandschaft von Wega zu den λ Bootis Sternen: die
leichten Elemente (CNO) weisen eine Unterha¨ufigkeit von ∼0.25 dex gegenu¨ber der solaren Mischung auf,
wa¨hrend die schwereren Elemente um∼0.55 dex abgereichert sind. Dagegen weisen alle galaktischen ¨Uberriesen
nahezu solare Metallizita¨t auf. Die NLTE-Ha¨ufigkeiten der schwereren Elemente streuen dabei geringfu¨gig um
einen zur solaren Mischung systematisch versetzten Mittelwert, wohingegen eine klassische LTE-Analyse ir-
refu¨hrende Muster in der Ha¨ufigkeitsverteilung suggeriert. Insbesondere tendieren LTE-Analysen zur ¨Uberscha¨t-
zung der Ha¨ufigkeiten der α-Elemente und zur Unterscha¨tzung der Ha¨ufigkeiten in der Eisengruppe. Dieser
systematische Effekt nimmt mit steigender Leuchtkraft zu. Unter der Pra¨misse der Existenz analoger NLTE-
Mechanismen in Atomen/Ionen vergleichbarer atomarer Struktur lassen sich NLTE-Korrekturen auch fu¨r weitere
Elemente zumindest qualitativ abscha¨tzen, die aber weiterer Studien zu ihrer Quantifizierung bedu¨rfen. Eine Zu-
nahme der Streuung der einzelnen Elementha¨ufigkeiten um den Mittelwert mit steigender Effektivtemperatur und
Leuchtkraft kann im Sinne der vorgenommenen Approximationen in der Atmospha¨renmodellierung interpretiert
werden – NLTE-Effekte auf die Atmospha¨renstruktur nehmen mit der Temperatur zu, und zusa¨tzlich machen sich
Spha¨rizita¨t und Massenausfluß bei den leuchtkra¨ftigsten Objekten bemerkbar.
Eine Analyse von fru¨hen A- ¨Uberriesen in zwei weiteren Galaxien der Lokalen Gruppe wird anhand von
hochaufgelo¨sten VLT/UVES und Keck/HIRES Spektren durchgefu¨hrt. Ein Objekt nahe des Zentrums der ir-
regula¨ren Zwerggalaxie NGC 6822 weist eine Metallunterha¨ufigkeit von ∼0.55 dex auf, in guter ¨Ubereinstim-
mung mit den Ergebnissen fru¨herer Studien von Sternen und H II Regionen in diesem System. Die NLTE- ¨Uber-
ionisierung von Ti II erfa¨hrt bei dieser geringen Metallizita¨t eine deutliche Versta¨rkung. Zwei weitere ¨Uberriesen
in einer Entfernung von∼12 kpc vom Zentrum der Spiralgalaxie M 31 werden studiert: ihre Elementha¨ufigkeiten
entsprechen den solaren bzw. liegen sogar etwas daru¨ber, ebenfalls in guter ¨Ubereinstimmung mit Werten aus
benachbarten H II Regionen dieser Galaxie. Die NLTE-Effekte a¨hneln denen ihrer galaktischen Pendants.
Wa¨hrend verla¨ßliche Anzeichen dafu¨r gefunden werden, daß die Ha¨ufigkeiten der schwereren Elemente in
den ¨Uberriesen nur wenig um einen Mittelwert streuen, weisen die leichten Elemente ein deutliches Muster auf:
Helium und Stickstoff sind angereichert, Kohlenstoff abgereichert und Sauerstoff verha¨lt sich wie die schwereren
Elemente. Damit lassen sich die Voraussagen der neuesten Sternentwicklungsmodelle zur chemischen Mischung
u¨berpru¨fen. Fu¨r die galaktischen ¨Uberriesen findet sich eine gute ¨Ubereinstimmung hinsichtlich der Heliumanrei-
cherung und des Anteils von Stickstoff zu Kohlenstoff, wohingegen das beobachtete N/O Verha¨ltnis geringer als
die Modellvorhersage ausfa¨llt. Mit der gegenwa¨rtig erreichten Genauigkeit in der Ha¨ufigkeitsbestimmung lassen
sich unterschiedliche Stadien der Sternentwicklung sicher unterscheiden. Demnach durchla¨uft η Leo eine Blue-
Loop, wa¨hrend die anderen galaktischen Sterne sich direkt von der Hauptreihe weg entwickelt haben. In den
NGC 6822 und M 31 ¨Uberriesen treten a¨hnliche Heliumanreicherungen und unvera¨nderte Sauerstoffha¨ufigkeiten
auf. Weitergehende Aussagen u¨ber den Entwicklungsstatus dieser Sterne lassen sich jedoch nicht treffen, da
Spektrallinien der empfindlicheren Mischungsindikatoren, Kohlenstoff und Stickstoff, nicht beobachtet wurden.
Spektren niedriger Auflo¨sung von ¨Uberriesen in den Spiralgalaxien NGC 300 und NGC 3621, in einer Ent-
fernung von 2.0 bzw. 6.6 Mpc, wurden ku¨rzlich mit FORS1 am VLT aufgenommen. Die Anwendbarkeit der
Spektrumssynthese-Technik fu¨r die quantitative Analyse solcher Daten wird an HD 92207, dem leuchtkra¨ftigsten
der hier untersuchten galaktischen Objekte, bei ku¨nstlich reduzierter spektraler Auflo¨sung getestet. Es zeigt
sich, daß die Sternparameter mit hinreichender Genauigkeit aus der Spektralklassifikation und der Sta¨rke der
Balmerlinien ermittelt werden ko¨nnen, um die Metallizita¨t auf ±0.2 dex festzulegen. Auch lassen sich individu-
elle Ha¨ufigkeiten fu¨r einige wichtige Elemente ableiten. Je zwei der hellsten fru¨hen A- ¨Uberriesen in NGC 300
und NGC 3621 werden einem genaueren Studium unterzogen. Die Objekte weisen Metallizita¨ten von 1/5 bis na-
hezu solar auf, in ¨Ubereinstimmung mit Erwartungswerten aus Ha¨ufigkeitsanalysen von H II Regionen in diesen
Galaxien. Quantitative Analysen von Sternen außerhalb der Lokalen Gruppe werden hier erstmalig durchgefu¨hrt;
sie erlauben eine Ausdehnung des fu¨r die Stellardiagnostik zuga¨nglichen Volumens um einen Faktor ∼10 4.
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Abstract
The objective of this thesis is to improve the status of the quantitative spectroscopy of blue supergiants and to
provide first applications on a sample of Galactic and extragalactic targets. It is shown that photospheric analy-
ses of BA-type supergiants can be performed on the basis of classical model atmospheres, provided a realistic
treatment of atmospheric helium abundance and line blanketing is made. Spectrum synthesis is used to model
the line spectra. The stellar parameters are determined from purely spectroscopic indicators and elemental abun-
dances are derived by modelling individual (weak) spectral features. Several ten-thousand spectral lines from
28 chemical species are included in the line formation, permitting reproduction of almost the entire observed
spectra. In order to account for non-LTE effects, comprehensive model atoms are constructed for C I/II, N I/II,
O I and Mg I/II, incorporating highly accurate atomic data. By adopting further model atoms for non-LTE cal-
culations from the literature (H , He I, O II, S II/III, Ti II, Fe II), an improved treatment for the main elements of
astrophysical interest is achieved. Extensive testing of the atomic data is performed for the nearby bright main
sequence standard Vega, at well-determined stellar parameters and atmospheric structure. As a further test and
first application of the methods, stellar parameters and abundances are determined for four Galactic supergiants
on the basis of high-S/N and high-resolution spectra, obtained in the course of the work. Stellar parameters are
consistently derived from various indicators, and the non-LTE corrections reduce the random errors and remove
systematic trends in the analyses, resolving long-standing discrepancies from previous work. The computed non-
LTE line profiles fit the observations well for different species at a given elemental abundance. Furthermore, the
nature of the non-LTE effects is investigated and estimates of the systematic uncertainties in the non-LTE anal-
yses are provided. Absolute elemental abundances are determined in non-LTE, being accurate to ∼0.1–0.25dex
(statistical+systematic 1σ-uncertainties). The abundance analysis for Vega confirms its status as a mild λ Bootis
star, while all four Galactic supergiants have metallicities close to solar. Accounting for non-LTE effects, where
available, removes the anomalous abundance patterns for the heavier elements appearing in LTE studies. Only for
the light elements are distinctive patterns found, with helium and nitrogen being enhanced, carbon depleted and
oxygen being compatible with the heavier element abundances. The findings confirm the predictions of recent
stellar evolution models accounting for mass-loss and rotation, except for the observed N/O ratios which are lower
than in the models. The data allow different stages of stellar evolution to be distinguished: one of the Galactic
supergiants is apparently undergoing a blue-loop, while the other objects have evolved directly from the main
sequence. Similar analyses are performed for supergiants in nearby Local Group galaxies, with high-resolution
spectra made available from Keck/HIRES and VLT/UVES observations. One A-type supergiant near the centre
of the dwarf irregular galaxy NGC 6822 is confirmed to be metal-poor by ∼0.55 dex, whereas two early A-type
supergiants in the giant spiral M 31, at a galactocentric distance of ∼12 kpc, have nearly solar or slightly higher
metallicity. These results agree with the findings for oxygen abundances from previous H II region studies, but
extend the species sampled to the Iron Group and other α–elements. Low-resolution spectra of supergiants in the
nearby Sculptor Group spiral galaxy NGC 300 and in NGC 3621 in the field, at distances of 2.0 and 6.6 Mpc –
well beyond the Local Group – were obtained recently with FORS1 on the VLT. In order to perform quantitative
analyses of these stars, the applicability of the spectrum synthesis technique is tested on the most luminous Galac-
tic supergiant, the spectrum being degraded artificially to low resolution. It is shown that the stellar parameters
can be determined with sufficient accuracy to constrain the metallicity to ±0.2 dex. Also, individual abundances
for a few key elements of astrophysics can be determined at this resolution. Two early A-type supergiants in
NGC 3621 and two similar objects in NGC 300 are studied: the stars have metallicities of slightly sub-solar to
∼0.2× solar, typically in concordance with expectation from their position in their host galaxies. The stellar
metallicities agree with literature data on abundance gradients for these galaxies, as derived from H II regions.
Analyses of stars at such distances were performed for the first time.
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1 Introduction
Massive stars are rare and short-lived phenomena in star-forming galaxies. But, they dominate the appearance of
these galaxies (Fig. 1.1). They are the main source of intense UV radiation in galaxies, ionizing their surrounding
interstellar medium (ISM) and thus giving rise to prominent H II regions. In the IR, they power the galactic
luminosity by heating the dust and their contribution to the soft X-ray emission of galaxies can be substantial.
Stellar winds, and the final explosion of a massive star as a supernova, enrich the ISM with processed matter
(helium, metals) and constitute the dominant contribution to the momentum and energy budget of the ISM. Thus,
massive stars are the main drivers for the dynamical and chemical evolution of the interstellar environment, and
consequently for the evolution of entire galaxies. In the high-redshift universe, spectra of young galaxies are
dominated by hot, massive stars. They are good candidates for explaining the re-ionization of the universe at this
early epoch. Also the most energetic processes in the universe, perceivable as gamma-ray bursts, are suspected
to result – at least in part – from the final collapse of a massive star to a black hole. The deeper study of massive
stars is therefore a prerequisite for improving our understanding of stars, galaxies and of the universe.
Stars with initial masses in excess of∼40M spend their lifetimes entirely in the blue part of the Hertzsprung-
Russell diagram (HRD), according to contemporary stellar evolution models. Their surface temperatures do not
drop below∼15000 K, thus their flux maxima peak in the UV spectral region, which is effectively blocked by the
Earth’s atmosphere. It is therefore left to the less massive stars – late O and early B-type main sequence objects of
∼10–40M – to evolve into the visually brightest ‘normal’ stars, due to the effects of the bolometric correction.
These become the supergiants, and the even more luminous hypergiants, of spectral types A and F. As the latter
happen to fall into a region of the HRD with fast evolution time scales, the optically brightest stars in galaxies are
typically late B and early A-type (BA-type) supergiants.
In Fig. 1.2 a schematic HRD, absolute visual magnitude MV vs. the spectral type of blue supergiants, is dis-
played; mean magnitudes for the different sub-classes of supergiants are indicated. The most luminous hyper-
giants are found around MV−10, surpassed only by Luminous Blue Variables (LBVs) during their sporadic
giant outbreak phases. It is this high luminosity that allows ground-based spectroscopy of these objects to be per-
formed at distances up to the Virgo and Fornax cluster of galaxies, using large telescopes of the 8–10m class and
efficient instrumentation (Kudritzki 1998, 2000). First observations of blue supergiants in galaxies well beyond
the Local Group have been already obtained (Bresolin et al. 2001, 2002a,b).
Quantitative spectroscopy aims to interpret the stellar spectra physically. Stellar parameters (effective tem-
perature Teﬀ , surface gravity log g, microturbulence ξ) are derived for individual objects. The visual and near-IR
line spectra allow the determination of elemental abundances for a large number of chemical species. In the
BA-type supergiants these are: the light elements helium, carbon, nitrogen and oxygen (CNO), the α–process
elements (Ne, Mg, Si, S, Ca), the Iron Group elements, s–process elements (Sr, Ba) and several other species.
These define the global stellar parameters helium content Y and metallicityZ . Reddening estimates are obtained,
also providing clues on the intervening ISM. The strong radiation field of luminous stars triggers mass-outflow
via momentum transfer on the atmospheric matter, which is quantified by the global wind parameters, terminal
velocity v∞ and mass-loss rate M˙ . The determination of the physical properties of single stars, luminosities L,
masses M and radii R, is based on these spectroscopic measurements. Thus, quantitative spectroscopy is the tool
for the comprehensive study of stars.
Despite their importance, quantitative analyses of BA-type supergiants are scarce. Only a few single ob-
jects were studied in an early phase, several bright Galactic supergiants (Groth 1961; Przybylski 1969; Wolf
1971; Aydin 1972); in the Large Magellanic Cloud (LMC) the two brightest objects (Przybylski 1968, 1971;
Wolf 1972); and in the Small Magellanic Cloud (SMC) the brightest supergiant (Wolf 1973). Surveys for the
most luminous stars in the Local Group galaxies followed (Humphreys 1978, 1979, 1980a, 1980b; Humphreys
& Davidson 1979), but were not accompanied by detailed quantitative analyses. A summary of BA-type super-
3
4 INTRODUCTION
Figure 1.1: Examples for star-forming galaxies, the spiral NGC 2997 (left) and the Large Magellanic Cloud (right), of
irregular type. Both are dominated by the light of blue stars and H II regions, located in the spiral arms or scattered over the
whole galaxy. c© Anglo-Australian Observatory, AAO/Royal Observatory, Edinburgh. Photographs by David Malin.
giant studies in this early epoch is given by de Jager (1980), Underhill & Doazan (1982) and Wolff (1983). These
first quantitative studies were outstanding for their time, but from the present point of view they were also largely
restricted in accuracy by oversimplified model atmospheres, inaccurate atomic data (oscillator strengths) and the
lower quality of the observational material (photographic plates). Non-LTE effects, which become important in
hot stars and supergiants, were completely ignored at that time, as appropriate models were just being developed
(e.g. Mihalas 1970, 1978, and references therein; Kudritzki 1973).
BA-type supergiants have become an active field of research again, just recently, following the progress made
in model atmosphere techniques and detector technology (CCDs), and with the large telescopes of the 8–10m class
coming into operation. In the pioneering study of Venn (1995a,b) over twenty Galactic A-type supergiants were
analysed for abundances, in part using non-LTE methods. Similar work followed on ten SMC objects (Venn 1999)
and on supergiants in M 33 (McCarthy et al. 1995), M 31 (Venn et al. 2000) and NGC 6822 (Venn et al. 2001),
establishing A-type supergiants as extragalactic abundance indicators complementary to H II regions. Parallel to
this, Galactic BA-type supergiants were studied by Takeda (1994), Takeda & Takada-Hidai (1995, 1998, 2000)
and Takeda et al. (1996) in order to investigate non-LTE effects on the light elements. An analysis of αCyg was
also conducted by Albayrak (2000), using modern techniques. In addition, quantitative studies of a few early B-
type supergiants in Local Group galaxies beyond the Magellanic Clouds were performed recently: in NGC 6822
(Muschielok et al. 1999), in M 33 (Monteverde et al. 2000) and in M 31 (Smartt et al. 2001). An overview of the
contemporary status of luminous star surveys within the Local Group is given by Massey (1998).
Quantitative spectroscopy of larger ensembles of stars is well suited to address a number of vital questions
in astrophysics that can only be treated in a statistical approach. Stellar evolution theory of massive stars has
attained a high degree of sophistication (Maeder & Meynet 2000; Meynet & Maeder 2000; Heger et al. 2000;
Heger & Langer 2000) by accounting for the effects of mass-loss and rotation, and is now capable of explaining
the observed abundance anomalies (He, CNO mixing) in Galactic hot main sequence stars and blue supergiants
(e.g. Lyubimkov 1991; Herrero et al. 1992, 1999, 2000b; Gies & Lambert 1992; Kilian 1992; Venn 1995b;
McErlean et al. 1999). Several studies have investigated stellar evolution effects in other galactic environments, in
particular in the LMC and SMC at sub-solar metallicity (Maeder & Meynet 2001; Lennon et al. 1991, 1993, 1996;
Fitzpatrick & Bohannan 1993; Rolleston et al. 1996; Haser et al. 1998; Venn 1999; Dufton et al. 2000; Korn et
al. 2000, 2002). These studies have clearly demonstrated that stellar evolution is not only a function of mass and
metallicity, but of angular velocity as well. However, the conclusions are based on a small sample and further
efforts are needed to improve the accuracy and the significance of the results. Spectroscopy of blue supergiants
will help in this and in extending the studies to other galaxies.
The study of abundance patterns and gradients gives valuable information on nucleosynthesis, stellar evolu-
tion, and the chemodynamical evolution of galaxies (e.g. Gehren 1988; Wheeler et al. 1989; McWilliam 1997;
Pagel 2001). In the Galaxy, a number of indicators are available for this task. Highly accurate abundance pattern
data is obtained from (mostly) local F and G dwarfs, covering a wide variety of elements, even from the r–process,
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Figure 1.2: The blue supergiant regime in the
HRD; displayed are the mean absolute visual
magnitudes of Galactic A- and B-type super-
giants as a function of spectral type and lumi-
nosity class. Luminous Blue Variables (LBVs)
can become brighter than the brightest hyper-
giants.
(e.g. Edvardsson et al. 1993; Fuhrmann 1998, 2000) in thin disk, thick disk and halo stars. At larger distances,
stellar studies have to rely on more luminous objects, in particular on unevolved B dwarfs (e.g. Kilian 1992, 1994;
Cunha & Lambert 1994; Daflon et al. 2001a), restricting the abundance information to the light and α–process
elements, and iron. The Galactic abundance gradients, as derived from H II regions, were verified by B star
studies only recently (Smartt & Rolleston 1997; Gummersbach et al. 1998; Rolleston et al. 2000). Luminous H II
regions provide valuable abundance data not only for the Galaxy (Shaver et al. 1983; Afflerbach et al. 1996, 1997;
Rudolph et al. 1997), but also for more distant star-forming galaxies (Zaritsky et al. 1994, Skillman 1998). In
this context, blue supergiants offer an opportunity to study abundance gradients in nearby galaxies from a second
indicator and to extend the analysis to the Iron Group and s–process elements.
Final results from the Hubble Space Telescope Key Project to measure the Hubble constant were obtained
recently (Freedman et al. 2001). These are based on Cepheid distances measured from the period–luminosity
(PL) relation. Systematic errors are introduced into these measurements by ill-determined reddening, by the
poorly defined metallicity dependence of the PL, by zero-point uncertainties (distance to the LMC), and other
factors. While the present zero-point discrepancy will be resolved by future space interferometry missions (GAIA,
Perryman et al. 2001), blue supergiants can already help to address the first two issues by providing abundance
and reddening information in nearby galaxies for stars close to Cepheids.
Moreover, blue supergiants are well suited to act as distance indicators by themselves. Over a long time this
fact was overseen in futile attempts to relate the luminosity to crude phenomenological classification schemes.
The progress made in stellar atmosphere and wind modelling (Kudritzki 1988, 1998; Kudritzki & Hummer 1990;
Lamers & Cassinelli 1999; Kudritzki & Puls 2000) has changed the situation. The theory of radiation driven winds
(Castor et al. 1975; Pauldrach et al. 1986; Kudritzki et al. 1989) predicts a tight relation between the total mecha-
nical momentum flow M˙v∞ contained in the stellar wind outflow and the luminosity L of the mass losing star,
M˙v∞ ∝ R−1/2L1/αeff ,
whereR is the stellar radius and αeﬀ the exponent of the power-law line strength distribution function of the wind-
driving metal lines. This wind momentum–luminosity relationship (WLR) has been shown to exist for luminous
stars in the Galaxy and the Magellanic Clouds (Puls et al. 1996; Kudritzki et al. 1999). In Fig. 1.3, the WLR for
A-type supergiants at Galactic metallicity is displayed, with additional data points from similar objects in M 31
(McCarthy et al. 1997) and in NGC 3621 and NGC 300 (Bresolin et al. 2001, 2002a). After a proper empirical
calibration for different metallicities, the WLR can be used to determine distance moduli of nearby galaxies from
the analysis of ten to twenty objects with an accuracy of ∼0.1 mag by purely spectroscopic means (Kudritzki et
al. 1999). In this context, BA-type supergiants will be the preferred targets for ground-based observations due to
their visual brightness.
This enormous potential for astrophysical application has motivated the present thesis on quantitative spec-
troscopy of BA-type supergiants. The objective will be: improving the current analysis techniques, giving re-
liable error estimates and providing first applications on a sample of Galactic and extragalactic targets. In the
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Figure 1.3: Wind momentum–luminosity re-
lationship for A-type supergiants in the Galaxy
and M 31 (at ∼solar metallicity). The posi-
tions of objects in NGC 300 and NGC 3621 are
also displayed. The abscissa is visual absolute
magnitute instead of luminosity, justified by the
near-zero bolometric correction in A-type su-
pergiants.
next chapter the basic concepts of model atmosphere analyses and spectral line formation are summarised. Chap-
ter 3 concentrates on atomic data and the construction of model atoms for non-LTE calculations. Methods for
the determination of stellar parameters are discussed in the following chapter. Results from high-resolution spec-
troscopy of supergiants in the Galaxy and other Local Group members are presented in Chapter 5. Next, the
implications of the observational constraints on the evolutionary status of the objects are investigated. In Chap-
ter 7, a technique for the analysis of low- and medium-resolution data is tested, and for the first time stars in
galaxies beyond the Local Group are studied in a quantitative manner. Finally, a short summary is given and
prospects for future work are sketched. Extensive information on line data and the stellar analyses is collected in
the Appendix.
Parts of this thesis have already been published (Przybilla 2000, 2001, 2002; Przybilla & Butler 2001; Przybilla
et al. 1999a,b, 2000, 2001a–c, 2002a,b). In addition, several other publications have been co-authored (Venn et
al. 2000, 2001; Herrero et al. 2000a; Bresolin et al. 2001, 2002a,b; Korn et al. 2001, 2002).
2 Model Atmosphere Analysis &
Spectral Line Formation
Virtually all our knowledge about stars is derived from the analysis of their radiation, which is emitted in the
outermost layers, the stellar atmosphere. It is therefore of considerable importance to develop a theoretical
framework for extracting the information encoded in the spectrum. The methods are provided by the theory of
stellar atmospheres, which describes the complex interaction of radiation and matter in the stellar plasma. In this
chapter, after some general considerations, a short overview is given on the basic concepts of radiative transfer,
model atmosphere construction and spectral line formation. It is concluded with an evaluation of contemporary
model atmospheres for their suitability in BA-type supergiant analyses.
2.1 General Considerations
Stellar atmospheres are a vivid field of research since the pioneering work of Unso¨ld in the 1930s and 40s (Unso¨ld
1955). Great progress has been made since then, triggered by the vast developments on technological, observa-
tional and theoretical grounds. Complete wavelength coverage from X-ray to radio has been achieved, with space
observatories closing the gaps imposed by an opaque Earth’s atmosphere, thus allowing different parts of a stellar
atmosphere to be probed. New detectors, like the highly efficient CCDs, have greatly increased the quality of the
observations. Fast and efficient numerical methods have been implemented, facilitating the handling of complex
problems. New developments in atomic physics have provided huge amounts of accurate atomic data, required
for dealing with the interaction of matter with the radiation field. And, all of this activity has profited immensely
from the enormous progress made in computer technology.
Classical plane-parallel atmosphere models in hydrostatic and radiative equilibrium have reached a high de-
gree of sophistication over the past few years and have to be viewed as a mature field. They are widely and
successfully used for the analysis of early-type stars. The following overview is therefore based on textbook
knowledge, orienting on the works of Mihalas (1978) and, for the more recent developments, of Hubeny (1997).
With the basic assumptions of classical atmospheres, analyses are restricted to atmospheric layers that are
close to hydrostatic equilibrium. This region is traditionally called the stellar photosphere, where practically the
entire visible spectrum of a star is formed. In typical BA-type supergiants the photosphere also forms the base
of the stellar wind. Here, the atmospheric material is starting to be accelerated via momentum transfer from
the radiation field on the metal absorbers. The mass-loss rate is determined by these radiative forces, while the
macroscopic velocities remain sub-sonic. A more sophisticated approach has to be chosen in order to cope with
the full problem of stellar atmospheres (photosphere+ stellar wind), which implies relaxing the assumption of
hydrostatic equilibrium. First steps have been taken in this direction, under the name unified models (Gabler et
al. 1989; Schaerer & de Koter 1997; Santolaya-Rey et al. 1997; Hillier & Miller 1998; Pauldrach et al. 2001).
The unified models are highly successful in the description of hot (O-type) stars and the detailed investigation
of single spectral features that are formed over the entire stellar atmosphere (like H α). However, at present they
cannot compete with classical models in the analysis of the photospheric spectrum of BA-type supergiants, with
ten-thousands of lines to consider. The following discussion is therefore largely restricted to classical models.
Details on important recent developments beyond classical models can be found in the review articles by
Kudritzki (1988, 1998) and Kudritzki & Hummer (1990), in the conference proceedings by Garmany (1990),
Crivellari et al. (1991) and Howarth (1998), and in the lecture notes by De Greve et al. (1997). Theoretical and
observational aspects of stellar photospheres are covered by the textbook of Gray (1992a).
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2.2 Radiative Transfer
Radiation plays a somewhat privileged roˆle in the stellar atmosphere theory of hot stars, as it acts not only as
the probe of the physical properties of the stellar medium, but in fact determines the state of the plasma. In the
following, a one-dimensional planar atmosphere is assumed. The propagation of the photons through the stellar
medium is described by the radiative transfer equation. The specific intensity, I ν , of radiation of the frequency ν
is defined by the amount of energy transported by the radiation in the frequency range (ν, ν+ dν) through unit
area dS into the solid angle dω within a time interval dt
dE = Iν dS cos θ dω dν dt , (2.1)
where θ is the angle between the direction of propagation and the surface normal. Hence, the dimension of I ν
is erg cm−2 s−1 hz−1 sr−1 (in cgs units). The specific intensity provides a complete description of the radiation
field from the macroscopic point of view.
For the description of the interaction of the radiation field with matter two phenomenological quantities are
introduced. The energy removed by an element of material, of cross-section dS and length ds, from a beam of
specific intensity Iν (incident normal to dS into a solid angle dω) is
dE = χνIν dS ds dω dν dt , (2.2)
defining the absorption coefficient χν . The dimension of χν is cm−1. Consequently, 1/χν measures the char-
acteristic distance a photon travels between absorption processes, the photon mean-free path. In analogy, the
emission coefficient ην is defined via the amount of energy released by the material in form of radiation,
dE = ην dS ds dω dν dt . (2.3)
The dimension of ην is erg cm−3 s−1 hz−1 sr−1. Numerical values for the absorption and emission coefficients
have to be assigned from a microscopic point of view. They are of the form
absorption coefficient = number of absorbers× atomic cross-section ,
where the relevant cross-sections are provided from atomic physics considerations (Sect. 3.1). The number of
absorbers is often denoted as the population.
Sometimes it is convenient to distinguish between two types of absorption processes: true absorption and
scattering. In the first case, a photon is destroyed and its energy thermalized, while in the case of scattering
the absorbed photon is immediately re-emitted in a different direction at a Doppler-shifted frequency. Techni-
cally, this is expressed by the separate contributions of true absorption, κ ν , and scattering, σν , to the absorption
coefficient: χν =κν +σν .
In thermodynamic equilibrium (TE), the energy removed by matter from the radiation field is in detail balance
with the energy emitted, and from Eqns. (2.2) and (2.3) follows, that χ νIν = ην . Moreover, in TE the radiation
intensity is equal to the Planck function, Iν =Bν , with
Bν =
2hν3
c2
1
exp(hν/kT )− 1 . (2.4)
This is a function of frequency and temperature T only; h is the Planck constant, k the Boltzmann constant and c
the speed of light. A direct consequence from these considerations in TE is Kirchhoff’s law, η ν/χν = Bν .
With the previous definitions, a heuristic derivation of the radiative transfer equation is straightforward, read-
ing in the usual notation for the planar 1-D case as
µ
dIν
dz
= ην − Iνχν , (2.5)
where z is the geometrical coordinate and µ the directional cosine, defined by µ ≡ cos θ. After dividing the
transfer equation by χν , it can be written in its standard form
µ
dIν
dτν
= Iν − Sν , (2.6)
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with the elementary optical depth defined by
dτν ≡ −χνdz , (2.7)
and the source function defined by
Sν ≡ ην/χν . (2.8)
The optical depth τν corresponds to the integrated absorptivity of the material along the line of sight; it measures
the number of photon mean-free paths. Then, the source function is proportional to the number of photons emitted
per unit optical depth interval.
In the description of the radiation field it is useful to employ various angular averages, or moments, of the
specific intensity. The zero-order moment is the mean intensity
Jν =
1
2
∫ 1
−1
Iν dµ , (2.9)
which corresponds – except for a numerical factor – to the photon energy density. The first-order moment is
defined as the Eddington flux
Hν =
1
2
∫ 1
−1
Iν µ dµ , (2.10)
which corresponds to the astrophysical flux, Fν =4Hν . Finally, the second-order moment
Kν =
1
2
∫ 1
−1
Iν µ
2 dµ (2.11)
is physically related to the radiation pressure.
Regarding Sν as given, the transfer equation (2.6) is a linear first-order differential equation with constant
coefficients, readily solved via an integrating factor exp(−τν/µ). The formal solution for the emergent intensity
from a semi-infinite atmosphere seen by an external observer (τ = 0) then is
Iν(0, µ) =
∫ ∞
0
Sν(t) exp(−τν/µ) dt/µ , (2.12)
i.e. it is a weighted average of the source function along the line of sight. The weighting function is the frac-
tion of the energy emitted at each depth that penetrates to the surface along a ray of optical slant-length (τ /µ).
Consequently, the emergent intensity is characteristic of the value of the source function at about optical depth
unity along the line of sight. Typically, one is interested in the angle-averaged mean intensity, and here the formal
solution reads in its general form
Jν(τν) =
1
2
∫ ∞
0
Sν(t)E1(|t− τν |) dt = Λτν [S(t)] , (2.13)
where E1 is the first exponential integral. In the second expression, the mean intensity is formulated in terms of
an operator acting on the source function. This is the so-called Λ-operator. For practical applications, Eqn. (2.13)
has to be replaced by a quadrature sum, with the mean intensity and the source function discretised for a number
of depth points. The Λ-operator is then realised in the form of the Λ-matrix, which describes the coupling of
the contributions of the source function from all depth points. In principle, a simple iteration scheme can be
used to solve the transfer problem, the so-called Λ-iteration. Starting from a first estimate of the source function
(e.g. derived from populations assuming local thermodynamic equilibrium) the radiation field is computed by
solving the transfer equation. The radiation field in turn is used to determine revised populations, resulting
in a new estimate for the source function. This procedure can be iterated until some convergence criterion is
met. However, in practical applications the Λ-iteration fails to converge. The physical reason for this is the
following: each iteration describes the propagation of photons over their mean-free path, and at large optical
depths (e.g. in line cores) a large number of scatterings occur, making the number of iterations needed prohibitive.
Other algorithms have therefore to be found.
Deep in the atmosphere, the source function approaches the Planck function, S ν → Bν , as virtually no
photons escape, and thus the medium is close to thermal equilibrium. Under these conditions, it can be shown
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that the transfer problem can be expressed in terms of a diffusion process. The total radiation flux in the diffusion
approximation is proportional to the temperature gradient and an averaged opacity, defined by
1
χR
dB
dT
=
∫ ∞
0
1
χν
dBν
dT
dν , (2.14)
the Rosseland mean opacity. The importance of the Rosseland opacity lies in the fact that it yields the exact
total radiation flux at large depths and therefore the correct temperature structure. Integration of χ R over the
geometrical distance gives the Rosseland optical depth τR.
The general problem is much more complex and several ingenious methods have been developed in order
to solve the radiation transfer problem numerically. Details can be found in Mihalas (1978) and in the concise
overview by Hubeny (1997), and the references therein. Currently, the most powerful techniques are the Acceler-
ated Lambda Iteration (ALI) methods, reviewed by Hubeny (1992). The basic clue is to realise that some part of
the physical coupling in the radiation transfer problem is more important than others. Cannon (1973) introduced
the method of operator splitting into astrophysical radiative transfer. The idea consists of writing
Λ = Λ∗ + (Λ− Λ∗) , (2.15)
where Λ∗ is an appropriately chosen approximate lambda operator. The mean intensity resulting from the i-th
iteration is then
J i = Λ∗Si + (Λ− Λ∗)Si−1 . (2.16)
The action of the Λ-operator is split into two contributions: the approximate Λ ∗-operator acts on the source
function of the current iteration, describing the (slowly converging) local absorption and emission processes,
while the difference between the exact and the approximate operator,Λ−Λ ∗, acts on the previous, known, iterate
of the source function, accelerating the convergence. The ALI approach for solving the non-LTE line-formation
problem, as in the present work, was first used by Werner & Husfeld (1985). A summary of the quest for the
optimum Λ∗-operator is given by Hubeny (1992); the numerically most advantageous approximate operator is
a diagonal (i.e. local) operator Λ∗ (Puls & Herrero 1988). The preferred recipe for the realisation of the ALI
scheme for numerical radiative transfer was developed in the study of Rybicki & Hummer (1991, 1992). It is this
formulation that is implemented in the numerical codes used in the course of the present work.
2.3 Model Atmospheres
2.3.1 LTE vs. non-LTE
It is well known from statistical physics that a description of material properties is greatly simplified if thermo-
dynamical equilibrium holds. In this state, the particle velocity distributions as well as the distributions of atoms
over excitation and ionization states are specified uniquely by two thermodynamic variables, which in the stellar
atmosphere context can be chosen as the absolute temperature T and the total particle number density N , or the
electron number density ne. Obviously, the assumption of TE cannot be applied to stellar atmospheres, as the stars
emit radiation. However, even if TE does not hold globally for the stellar atmosphere, the standard thermodynamic
relations can be employed locally. This concept is called local thermodynamic equilibrium (LTE). Note, that the
equilibrium values of distribution functions are assigned to massive particles only. Indeed, the radiation field is
allowed to depart from Planckian character.
Specifically, LTE is characterised by the following three distributions: the Maxwellian velocity distribution
of particles
f(v)dv = (m/2πkT )3/2 exp(−mv2/2kT ) 4πv2 dv , (2.17)
as formulated here for the 1-D case, with the particle mass m; the Boltzmann excitation formula
(nj/ni) = (gj/gi) exp(−(Ej − Ei)/kT ) , (2.18)
where gi is the statistical weight and Ei the excitation energy of a level i; and, the Saha ionization equation
NI
NI+1
= ne
UI
UI+1
CT−3/2 exp(χI/kT ) , (2.19)
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with the total number density of the ionization stage I , N I , the partition function, U =
∑imax
1 gi exp(−Ei/kT ),
the ionization potential of the ion I , χI , and a constant, C = (h2/2πmk)3/2 (= 2.07× 10−16 in cgs units).
Equations (2.17)–(2.19) define the state of LTE from the macroscopic point of view. Microscopically, LTE holds
if all atomic processes are in detailed balance, i.e. if every process is exactly balanced by its inverse.
In contrast, any state departing from LTE is denoted as being in non-LTE. Usually, this means that the popu-
lations of some energy levels of some atoms/ions are allowed to depart from their LTE values, while the velocity
distributions of all particles remain Maxwellian, with the same kinetic temperature, T . Only the Saha-Boltzmann
equations have to be replaced by a more sophisticated approach, accounting for the detailed atomic processes
populating and depopulating the energy levels, as formulated in the rate equations (see below).
One of the big issues of modern stellar atmospheres theory is whether, and if so, to what extent, should depar-
tures from LTE be accounted for in numerical modelling. From the microscopic definition of LTE it is evident,
that collisions between massive particles (typically with electrons in ionized matter, due to their higher velocities)
tend to retain LTE, as the particles strictly obey the local conditions in the plasma – they are thermalised. It is
the photons that transport non-local information while propagating through the stellar atmosphere. Therefore,
the validity of LTE depends on whether the radiative transitions are in detailed balance or not; alternatively, LTE
will prevail if collisional transitions largely dominate over the radiative transitions. These conditions are well
met deep in the atmosphere, but detailed balance in the radiative transitions generally breaks down at a certain
point near the surface, since photons escape. These considerations indicate that in the atmospheres of supergiants
considerable departures from LTE can be expected: the low particle densities suppress collision processes and
favour large photon mean-free paths. Moreover, the significance of radiative transitions, which are propotional to
the intensity of the radiation, is further emphasised in blue supergiants due to their high radiation temperature.
2.3.2 Basic assumptions of classical stellar atmospheres
In the following, the basic assumptions and equations of the classical stellar atmosphere problem are summarised.
General The spatial extension of the atmosphere is assumed to be small compared to the radius of the star,
implying that the radiation transfer problem can be treated in plane-parallel geometry. Furthermore, it is supposed
that the atmosphere consists of horizontally homogeneous layers, thus reducing the task to a 1-D problem. From
the observers point of view, the depth variable, usually optical depth or column mass, is zero at the stellar surface
and rises while progressing into the atmosphere. Virtually all of the stellar mass is confined to the layers below
the atmosphere – the stellar envelope and the stellar core –, therefore gravity remains constant throughout the
atmosphere. The atmosphere is assumed to be stationary, i.e. there are no explicitly time-dependent phenomena.
Hydrostatic equilibrium This condition requires, that throughout the atmosphere the weight of the overlying
layers is supported by the total pressure. The equation of hydrostatic equilibrium reads
dP
dz
= −ρ(g − grad) , (2.20)
where P is the total pressure, ρ the mass density, g the surface gravity and g rad the radiative acceleration. The
latter is defined by grad = 4πc
∫∞
0 χν Hν dν. It acts outwards, reducing the effects of gravity, thus the (g − g rad)
term is to be viewed as the effective gravitational acceleration.
Radiative equilibrium This assumption expresses the fact that all the energy created in the stellar core is
transported through the atmosphere in the form of radiation. It is equivalent to the conservation of the radiative
flux, ∫ ∞
0
Hν dν = const. =
σ
4π
T 4eﬀ , (2.21)
where σ is the Stefan-Boltzmann constant and Teﬀ the effective temperature. This equation may be rewritten,
using the radiative transfer equation, as∫ ∞
0
(κνJν − ην) dν =
∫ ∞
0
κν(Jν − Sν) dν = 0 . (2.22)
Note, that here only true absorption processes enter the energy balance of the medium (κ ν instead of χν), as
scattering contributions to the absorptivity and emissivity cancel out.
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Thermodynamic state One of two alternative conditions is usually assumed: either LTE, then the thermody-
namic state is defined by the Maxwellian velocity distribution and the Saha-Boltzmann equations, Eqns. (2.17)–
(2.19), or non-LTE, also known as statistical equilibrium. In this case the Saha-Boltzmann equations are replaced
by the equations of statistical equilibrium, or rate equations,
ni
∑
j =i
(Rij + Cij) =
∑
j =i
nj(Rji + Cji) , (2.23)
where theRij andCij are the radiative and collisional rates, respectively, for the transitions from level i to level j.
The left-hand side of Eqn. (2.23) represents the transitions depopulating the level i, while the right-hand side
describes the processes populating this level. Radiative upward rates are given by the following expression,
Rij = 4π
∫
σij
Jν
hν
dν , (2.24)
where σij is an atomic cross-section for bound-bound or bound-free processes. The downward rate is then
Rji = 4π
(
ni
nj
)∗ ∫
σij
hν
(
2hν3
c2
+ Jν
)
exp(−hν/kT ) dν , (2.25)
with the asterisk denoting LTE populations. The first term is due to spontaneous emission, while the second
describes stimulated emission. In the case of collisional processes the upward-rates are given by
Cij = ne
∫
σij(v)f(v)v dv , (2.26)
where f(v) is the velocity distribution of the colliding particles, which are mainly electrons in stars earlier than
spectral type∼mid-A. The collisional downward rates result fromC ji = (ni/nj)∗Cij . For practical applications,
cross-sections are commonly determined from approximation formulae, in particular for collisional transitions,
while a more sophisticated approach requires detailed data from atomic physics consideration (Sect. 3.1).
The set of rate equations for all levels of an atom form a linearly dependent system. In order to close the sys-
tem, one of these equations has to be replaced by another relation. Usually, this is the total number conservation
equation,
∑
i ni = Natom, with the summation extending over all levels of all ions of a given species.
Charge conservation This condition expresses the global electric neutrality of the medium,∑
i
niZi − ne = 0 , (2.27)
where Zi is the charge associated with level i. This equals 0 for levels of a neutral species, 1 for those of a singly-
ionized species, etc. The summation extends over all levels of all ions of all chemical species.
In addition, the radiation transfer is described by the transfer equation (2.6). The resulting set forms a highly-
coupled, highly non-linear system of equations that have to be solved simultaneously. Due to the complexity of
the problem, these basic structural equations have to be discretised and are solved numerically.
A variety of computer codes for performing this task has been developed over the last 30 years. In the case
of LTE, the dominating computer code is certainly ATLAS (Kurucz 1970, 1979, 1993b). A number of codes for
solving the full non-LTE structure is also available, with the most powerful using the ALI technique. First appli-
cations in this context were performed by Werner (1986); other implementations resulted in e.g. the ALI code
by Kunze (1994) and TLUSTY (Hubeny & Lanz 1995). These usually treat only a rather restricted number of
atoms/ions explicitly in non-LTE, typically H+He, and in addition the light elements, CNO. A hybrid version be-
tween these two solutions also exists, which allows non-LTE line-formation calculations for even highly complex
species, like Iron Group elements, to be performed. Here, the atmospheric structure is assumed to be known from
previous calculations (either LTE or simplified non-LTE), and is kept fixed. On top of this, the radiative transfer
and the statistical equilibrium for an atom/ion of interest is solved simultaneously. One of these computer codes
is DETAIL/SURFACE (Giddings 1981; Butler & Giddings 1985), which has been largely improved by K. Butler
recently, by implementation of e.g. an ALI scheme for the radiative transfer in the static case (using the treatment
of Rybicki & Hummer 1991) and an ALI operator in the comoving frame (Puls 1991), offering the possibility to
account for wind outflow velocity fields (K. Butler, private communication).
Observations of BA-type supergiants indicate deviations from several of the classical assumptions. In order
to assess the reliability of analyses, the effects of these have to be discussed; this is done in Sect. 2.5.
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2.3.3 Line blocking and line blanketing
The terms line blocking and line blanketing describe the effects of thousands to millions of spectral lines on the
atmospheric structure and on the predicted emergent spectrum. Spectral lines are opaque to radiation, so that the
energy transport has to take place at other frequencies in order to conserve the total flux. As numerous strong
features are located in the UV region of the spectrum in A stars, the photons have to escape at longer wavelengths.
This line blocking affects the overall shape of the emergent spectrum. Furthermore, because the bandwidth of the
spectrum in which energy transport occurs is restricted by lines, a steeper temperature gradient is necessary to
drive the flux through; as a result, the temperature in the deeper layers rises, leading to the backwarming effect. In
the highest layers, on the other hand, the presence of lines gives rise to surface cooling. The combined effects are
known as line blanketing. Iron Group species, in particular the abundant elements with numerous lines, Fe and
Ni , are the dominant contributors to the blanketing effect. In Sect. 2.5, the differences in the atmospheric structure
between line blanketed and simple unblanketed model atmospheres are examined in more detail (e.g. Fig. 2.1).
The sheer number of transitions (millions between hundreds of energy levels per ion) of the Iron Group el-
ements precludes them from being treated individually in line blocking and blanketing applications, either in
LTE or non-LTE. A statistical approach has to be chosen, with two alternative realisations: Opacity Distribution
Functions (ODF) and Opacity Sampling (OS). With ODFs the basic idea is to resample the detailed line opacity
distribution to form a monotonic function of frequency. The resulting function is then represented by a small
number of frequency quadrature points. Thus, the detailed calculations are performed once and the ODFs are
tabulated (e.g. as a function of temperature and pressure) for discrete frequency intervals for use in further ap-
plications. The idea of OS is a simple Monte Carlo-like sampling of the line opacity distribution, offering many
advantages in the treatment of line blends and overlaps. ODFs and OS are commonly used assuming LTE popula-
tions. A realisation for the more complex non-LTE case requires a reformulation of the problem, grouping levels
with close enough energies into ‘superlevels’ and the corresponding transitions into ‘superlines’. The statistical
equilibrium is solved for these superlevels; then, for the individual levels within a superlevel, detailed balance is
assumed. ODFs are constructed or OS is performed on the basis of these superline opacity distributions (Ander-
son 1991). For an illustration of the various treatments of line opacities for blocking and blanketing applications,
see e.g. Fig. 5 of Hubeny (1997). More details on the topic, in particular on the non-LTE treatment, can also be
found in that work, and in the original references given therein.
2.4 Spectral Line Formation
While the overall emergent spectrum in the early-type stars is mainly determined by the continuum flux, just
coarse physical information is encoded in this. Only from an analysis of the spectral lines, arising from transitions
between bound states of atoms and ions, can a deeper insight in the physical state of the stellar atmosphere be
gained. This is because spectral lines provide a sampling of a wide range of atmospheric depths, from high layers
(seen in the line core) to the deepest points observable (the continuum formation region), as they are much more
opaque in the core than in the wing. Thus, it is important to develop reliable methods to model spectral lines in
order to infer the desired physical information. Here, the basic principles of line formation are summarised.
The strength of a spectral line is basically determined by the number of absorbers and the line absorption
cross-section, which is given by (unaccounted for stimulated emission)
σij =
πe2
mc
fijφν = Bij
hνij
4π
φν , (2.28)
where e is the electron charge, m the electron mass and f ij the oscillator strength (cf. Sect. 3.1). φν is the line
absorption profile, which is normalised such that
∫
φν dν= 1. For complete redistribution, as is assumed in the
majority of cases, this is identical with the emission profile. Therefore, the basic atomic quantity determining the
line strength is the oscillator strength. It is related to the Einstein coefficientB ij , which gives the absorption prob-
ability, and νij is the line-centre frequency of the transition. The Einstein coefficients for absorption, stimulated
emission (Bji) and spontaneous emission (Aji) are connected via the Einstein relations
Aji = (2hν3/c2)Bji and giBij = gjBji . (2.29)
The Einstein coefficients Bij and Bji can be obtained from a quantum mechanical treatment of atoms; the ab
initio derivation of the Aji on the other hand requires considerations within quantum field theory, but such calcu-
lations do not need to be performed if one is satisfied to use the Einstein relations.
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A common approach for spectral line analyses (in particular for abundance analyses) is to measure and model
the integrated line profile, which is expressed in terms of the equivalent width, defined by
Wλ =
∫ ∞
0
Fc − Fλ
Fc
dλ , (2.30)
where the flux in the line, Fλ, is measured relative to the flux in the continuum, Fc. The equivalent width equals
the width of a perfectly black line with the same area under the continuum level as the line under study. It is
apparent that a given equivalent width can be obtained from an infinite number of line profiles, therefore inter-
pretations on the basis of equivalent widths alone can be misleading. Hence, analyses should preferably rely on
the modelling of the detailed line profile especially since this contains far more information from which to profit.
The line absorption profile depends upon the local conditions in the stellar plasma and upon the atomic
properties of an atom or ion under investigation. For an ideal, isolated atom with levels having essentially infinite
lifetimes, the spectral lines would be almost perfectly sharp. But in reality there are several different mechanisms
that produce an indefiniteness in the energy levels of real atoms in a plasma, and thereby result in line broadening.
Natural damping refers to the line width, which is produced by the finite lifetime of the atomic levels set by
the radiative decay itself. It is consistent with the uncertainty principle ∆E∆t ≥ h, where ∆t is a characteristic
lifetime for a decaying state and ∆E refers to the energy spread of the state. Only the ground states of atoms/ions
are stable. Typically, lifetimes of excited states are of the order 10−8 s; the so-called metastable levels have
significantly larger lifetimes, as they are exclusively depopulated by transitions violating some selection rules,
cf. Sect. 3.1. Radiation damping yields a Lorentz profile,
φν =
γrad/4π2
(ν − νij)2 + (γrad/4π)2 (2.31)
with a full half-intensity width (which is equivalent to the full width at half-maximum (FWHM) mathematically)
of γrad. This is equal to the sum of reciprocal mean lifetimes of the upper and lower states,
γrad =
∑
n<i
Ain +
∑
m<j
Ajm , (2.32)
which accounts for all possible radiative decays of both levels. Lifetimes are obtained either experimentally or
as a by-product of oscillator strength computations. Radiation damping is of primary importance for strong lines
in low-density media like the ISM, as it occurs even for solitary, isolated atoms. However, in stellar atmospheres
other broadening mechanisms prevail.
If the atom is embedded in a plasma, there will be an additional pressure broadening of the lines caused by
collisions with other atoms, or charged particles, in the gas. Accurate line-broadening data is obtained from the
quantum theory of pressure broadening, which is well beyond the scope of this thesis; details can be found in the
textbooks by Griem (1964, 1974). The most important mechanisms for collisional broadening in BA-type stars
are the linear Stark effect for the hydrogen lines and the quadratic Stark effect for the non-hydrogenic atoms and
ions. Broadening data from quantum mechanical computations can be found e.g. in the references given in the
Appendix. A convenient approximation formula for estimating Stark-widths is given by Cowley (1971),
γcol = 4.335× 10−7Z2 (R c)2 (E−2u + E−2l ) , (2.33)
whereZ is the ionic charge (Z= 1 for neutrals, 2 for singly-ionized species, etc.),R=R∞ µ/m the Rydberg con-
stant (with the reduced mass µ and R∞= 109737.315cm−1) and Eu/l the ionization energy of the upper/lower
level (in s−1). Pressure broadening (with the exception of the linear Stark effect at high densities) also yields a
Lorentz profile and the combined line profile is Lorentzian, with a total width (radiative + collisional damping)
of γ = γrad + γcol, assuming both damping processes to be completely uncorrelated.
Other pressure broadening mechanisms are resonance broadening and van der Waals interactions, which de-
scribe collisions of neutral hydrogen atoms with one another and of non-hydrogenic atoms with neutral hydrogen
atoms, respectively. Both effects are important in solar-type stars, but can be neglected in BA-type stars due to
the rarity of neutral hydrogen. Recent developments in this field are reported by Barklem et al. (2000a, 2000b).
In stellar atmospheres only ensembles of atoms are seen, moving with a velocity distribution along the line
of sight. The profile for each atom is Doppler-shifted according to its individual line-of-sight velocity. If the
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damping process producing the intrinsic profile of each atom is uncorrelated with its velocity, then the shifted
profiles may be superimposed to yield the characteristic profile for Doppler broadening, a Gaussian,
φν =
1√
π∆νD
exp(−∆ν/∆νD)2 , (2.34)
where ∆ν= ν − νij ; ∆νD is the Doppler width of the line,
∆νD =
νij
c
√
2kT
mA
+ ξ2 , (2.35)
withmA being the mass of an atom of the chemical species under consideration and ξ the microturbulent velocity.
The first term of the Doppler width corresponds to the thermal motion of atoms in the medium, while the second
is due to a non-thermal component, which is referred to as microturbulence. It is assumed that the non-thermal
motions have a Gaussian distribution around a most probable value ξ and occur on scales that are small compared
to a photon mean-free-path and hence constitute, in effect, an additional source of line broadening. Microtur-
bulence was originally introduced as a parameter to bring bring model calculations into better agreement with
observation. However, it has to be stressed that the concept of some additional non-thermal line broadening is not
physically excluded, despite the lack of a comprehensive theoretical explanation for it at present.
The total line profile, accounting for natural, collisional and Doppler broadening, results from the convolution
of a Lorentzian with a Gaussian, and is referred to as the Voigt profile,
φν = φDopplerν ∗ φLorentzν =
γ/4π2√
π∆νD
∫ ∞
−∞
exp[−(∆ν/∆νD)2]
(ν − νij −∆νD)2 + (γ/4π)2 d∆ν . (2.36)
All the previous broadening mechanisms act on small or microscopic scales and affect both line strengths and line
shapes. As stars cannot be resolved by conventional means they appear as point sources, requiring an integration
of the emitted light over the stellar disk and thus introducing macroscopic scales into the line broadening as well.
The effects of rotation on the emergent continuous spectrum are small, except for the case of fast rotators
near break-up, which corresponds to the von Zeipel theorem (von Zeipel 1924). Spectral lines, on the other hand,
are strongly affected by the relative Doppler shifts of the light emerging from different parts of the stellar disk,
giving rise to rotational broadening. Note, that only the line shape is altered by the frequency redistribution of
the photons, whereas the line strength remains unchanged.
While looking from the centre to the limb of a star, radiation from increasingly higher photospheric layers is
seen, which are cooler and therefore less bright. This is the so-called limb darkening, commonly approximated
by a linear relation,
I(0, µ)/I(0, 1) = 1− ε(1− µ) (2.37)
which gives the intensity at angle θ=cos−1 µ relative to the disk centre. The limb-darkening coefficient ε is a
slowly varying function of λ, and is constant over a line profile, see e.g. Wade & Rucinski (1985) for extended
tabulations. For practical applications, the disk integration of the intensity is replaced by an a posteriori convo-
lution of the line profile (2.36) with the combined broadening function from rotation and limb darkening. An
expression for this is given by Gray (1992a, Eqn. 17.12).
Turbulent motions can also occur on a scale that is large compared to a photon mean-free-path; these are
referred to as macroturbulence. Individual macroturbulence cells give rise to Doppler shifts corresponding to the
velocity of the cell. In this respect, macroturbulence acts on the line profile in a way similar to rotation. Cool stars
show macroturbulence in the form of convective cells. The effects on the line profile are successfully described
in the so-called radial-tangential model for macroturbulence (see Gray (1992a), p. 405–409 for details), which
requires a further convolution of the line profile with an appropriate macrobroadening function (Gray 1992a,
Eqn. 18.10), introducing the radial-tangential macroturbulent velocity ζ RT as an additional parameter. However,
surface convection zones do not exist in the hotter stars. An alternative explanation for the macroturbulence-like
surface motions in the A-type supergiant αCygni was proposed by Lucy (1976): non-radial oscillations might
take over the roˆle of convective cells in these stars.
Finally, the measuring process itself introduces an additional broadening of the spectral lines due to the
finite resolution of the spectrograph. This can be typically neglected for high-resolution observations of BA-type
supergiants as the other broadening mechanisms dominate, but it can become important at medium resolution.
The instrumental profile is assumed to be Gaussian, with a FWHM corresponding to v= c/2√ln 2R, where
R=∆λ/λ is the resolving power of the spectrograph.
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2.5 Model Atmospheres for BA-type Supergiant Analyses
The accuracy of stellar analyses depends critically on the degree to which extent model atmospheres are capable of
describing physical reality. Classical LTE models are found to be a fairly good representation for the atmospheres
of the majority of main sequence stars, except for the hottest objects, where non-LTE becomes important. In the
case of supergiants, however, a full account of the effects of spherical extension, velocity fields and deviations
from LTE would be desirable, as clear evidence for their presence is found in observed spectra. Emission lines and
an IR-excess in the continuum radiation indicate spherical extension; the presence of lines with P-Cygni profiles
tells of velocity fields associated with mass-loss; finally, abundances in individual stars depend on the strength of
the lines analysed, or abundances in an ensemble of stars correlate with stellar temperature or with luminosity (i.e.
surface gravity), which all point to deviations from LTE. Such models are currently under development (J. Puls,
private communication; Aufdenberg 2000), but are not available for comprehensive spectral analyses yet. In the
following, the presently available model atmospheres are evaluated for their suitability in BA-type supergiant
analyses and the influence of various factors on the atmospheric structure and on line profiles of diagnostic lines
is investigated. In addition, the effects of the neglected properties of supergiants (sphericity, variability, etc.) on
the line spectrum are discussed. Finally, several technical details of the computation of model atmospheres for
supergiants are summarised.
2.5.1 Classical models
Comparison of contemporary model atmospheres
Two kinds of classical model atmospheres are used in the contemporary literature for analyses of blue supergiants:
line-blanketed LTE atmospheres and non-LTE H+He models (without line-blanketing); line-blanketed non-LTE
models have also been constructed for a few stars, mainly for objects on or close to the main sequence. In order
to discuss the importance of the various effects, two additional types of models are included in the following
comparison: an LTE H+He model without line-blanketing and a grey stratification. The atmospheric structures
are compared for two cases: for a less-luminous supergiant, represented by models for the A0 Ib star η Leo, and for
an object close to the Eddington limit, represented by models for the A0 Iae supergiant HD 92207 (cf. Sect. 5.2).
For the grey temperature structure, T 4 = 34 T
4
eﬀ [τ + q(τ)], exact Hopf parameters q(τ) (Mihalas 1978, p. 72)
are used. The non-LTE models are computed using the code TLUSTY (Hubeny & Lanz 1995), the LTE models
are calculated with ATLAS9 (Kurucz 1993b, in the version of M. Lemke, as obtained from the CCP7 software
library); line blanketing is accounted for by solar metallicity ODFs from Kurucz (1992).
In Fig. 2.1 the different model atmospheres are compared, represented by the temperature structure and the
electron number density. For the less-luminous supergiant marked differences in the line formation region (for
metal lines, typically between Rosseland optical depth −1  log τR  0) occur only between the line-blanketed
model, which is heated due to the backwarming effect by ∼200 K, and the unblanketed models. In particular,
this means that non-LTE effects on the atmospheric structure are almost negligible; a reduction of the local
temperature by∼50 K is indicated. This has yet to be verified for a non-LTE line-blanketed model. The similarity
of the grey stratification and the unblanketed models indicates that Thomson scattering is a prominent opacity
source. Farther out in the atmosphere, the surface cooling effect becomes significant in the line-blanketed model;
the temperature rise in the non-LTE model is due to the recombination of the hydrogen – it is an artifact of the
neglect of metal lines. The gradient of the density rise with atmospheric depth is slightly flatter in the line-
blanketed model. In the case of the highly luminous supergiant, line-blanketing effects retain their importance
(heating by ∼300 K), but non-LTE also becomes significant (cooling by ∼200 K). From the comparison with the
observations it is found empirically, that a model with the metal opacity reduced by a factor of 2 (despite the
fact that the line analysis yields solar abundances) gives an overall better agreement. This is slightly cooler than
the model for solar metal abundance and can be interpreted as an empirical correction for unaccounted non-LTE
effects. The local electron number density in the line-blanketed case is slightly lower than in the unblanketed
models.
The results of spectral line modelling depend on the details of the atmospheric structure; therefore, varying
line strengths are expected from computations based on the different stratifications. Non-LTE line profiles for
important stellar parameter indicators are compared in Fig. 2.2: H δ as a representative for the gravity sensitive
Balmer lines, a singlet and a triplet He I line, and features of Mg I/II, which are commonly used for temperature
determinations. In the case of the Balmer lines and the Mg II lines a discrimination is possible between the
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line-blanketed and the unblanketed models only; both, the LTE and non-LTE H+He model structure without
line blanketing result in practically the same profiles. This picture changes for the lines of He I and Mg I, which
react sensitively to modifications of the atmospheric structure: all the different models lead to distinguishable line
profiles when compared with high-quality observations.
This comparison of model structures and theoretical line profiles is instructive, but the choice of the best
suited model can only be made from a confrontation with observations. It is shown later (Chapt. 5), that the most
sophisticated approach, LTE with line blanketing, allows highly consistent analyses of BA-type supergiants to
be performed, when non-LTE line formation is used and several other parameters are appropriately chosen (see
below). Almost the entire observed line spectra can be reliably modelled, with the exception of the strongest lines,
which are formed in the uppermost photospheric layers. Once line-blanketed LTE models have been chosen, the
influence of several other factors on the atmospheric structure has to be investigated.
Helium abundance
Helium lines become visible in main sequence stars at the transition between A- and B-types at T eﬀ ≈ 10000 K.
In supergiants this boundary is lowered to∼8000 K due to stronger non-LTE effects in He I and by the commonly
enhanced atmospheric helium abundance in these stars (Chapt. 6). The main effect of an helium enhancement is
the increase of the mean molecular weight of the atmospheric material, affecting the pressure stratification; the
decrease of the opacity on the other hand is negligible (Kudritzki 1973). A detailed discussion of the effects of
an enhanced helium abundance on the atmospheric structure and on the line profiles of diagnostic lines is found
in Appendix A.1. The spectrum analysis of the most luminous supergiants is distinctly influenced by helium
enhancement, while farther away from the Eddington limit the effects diminish in view of the higher atmospheric
density due to a higher surface gravity. All studies of highly luminous BA-type supergiants (like αCyg or β Ori)
to date have neglected atmospheric structure modifications due to helium enhancements, as these introduce an
additional parameter into the analysis. It is shown that this is not justified; significant progress is therefore made
in the present work by explicitly accounting for this parameter.
Line blanketing
Line blanketing is an important factor for atmospheric analyses. However, it is not only a question of whether line
blanketing is considered or not, but how it is accounted for in detail. The two important parameters to consider
here are metallicity and microturbulence, which both affect the line strengths and consequently the magnitude of
the line blanketing effect. In studies of supergiants so far this has been completely neglected; the introduction
of two extra parameters further complicates the analysis procedure and requires additional iteration steps. A
detailed discussion of the effects on the atmospheric structure and on the line profiles of diagnostic lines is
found in Appendix A.1. In particular, metallicity variations strongly affect the stratification and the resulting line
profiles, with microturbulence also being non-negligible. The consistent treatment proposed here improves the
significance of analyses, in particular for the most luminous supergiants. This also applies to the closely related
line blocking, which is likewise treated in a consistent manner.
However, the ODF approach chosen for the present work also shows some weaknesses. The tabulated opac-
ities are available for a number of cases with scaled solar composition only, individual abundance patterns can
generally not be taken into account. Moreover, the ODFs of Kurucz (1992) are calculated for the high solar iron
abundance log ε(Fe)= log(Fe/H)+ 12= 7.67 of Anders & Grevesse (1989), whereas the modern value for the
main line opacity contributor is log ε(Fe)= 7.50 (Grevesse & Sauval 1998), resulting in a general slight overes-
timation of the line blanketing effect. An alternative would be the opacity sampling technique, in particular for
line-blocking applications, which is unfortunately not widely used due to the computational expense.
2.5.2 Neglected effects
Spherical extension
Spherical extension is the first of a number of factors neglected in the current work. It becomes important in
all cases where the atmospheric thickness is no longer negligible as compared to the stellar radius. Observable
quantities like the emergent flux, the colours and line equivalent widths from extended models deviate from plane-
parallel results for increasing extension η (= atmospheric thickness/stellar radius), which can lead to a modified
interpretation of the observed spectra. Quantitative work on this is scarce; so far, the only spherically extended
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Figure 2.1: Comparison of different present-day model atmospheres: temperature structure (top) and electron density (bot-
tom) for two supergiant models as a function of the Rosseland optical depth. On the left for the luminosity class Ib with the
stellar parameters of our model for η Leo, on the right for the luminosity class Iae (HD 92207), corresponding to the Galactic
sample supergiants at lowest and highest luminosity. Full line: ATLAS9 line-blanketed LTE model (adopted for the analysis),
dashed: ATLAS9 H+He LTE model without line blanketing, dashed-dotted: TLUSTY H+He non-LTE model without line
blanketing, boxes: grey atmosphere. A second ATLAS9 line-blanketed LTE model is displayed in the case of the Iae object
(dotted), calculated with background opacities corresponding to solar metallicity. In the final model the background opacities
are reduced by an empirical factor of two in metallicity, correcting at least qualitatively for neglected non-LTE effects. No
line-blanketed non-LTE model is available at present. In the inset, the formation region for weak lines is displayed.
hydrostatic LTE model atmospheres with line blanketing have been constructed by Fieldus et al. (1990). For
the Fe II λ4583.8 transition in the spherically extended model they find an equivalent width reduced by ∼20%
when compared to the plane-parallel result, for atmospheric parameters similar to the case of η Leo in the present
work, and η= 0.05. This is caused by emission from the extended outer regions, which fills in the absorption
line. The effect is further increased by a shift of the dominant ionization stage from Fe II in the plane-parallel
model to Fe III in the extended case, as ionizing photons are numerous but recombinations are inhibited at the
lower density. Unfortunately, Fieldus et al. (1990) do not provide information on the behaviour of other spectral
lines beyond this, e.g. for minor ionization species, and they ignore non-LTE effects in the line formation, which
are also expected to change in the spherically extended case. It is observationally proven that some lines, like
the O I IR triplet, experience a large strengthening (e.g. Faraggiana et al. 1988), which can be – at least in part –
attributed to non-LTE effects in spherically extended geometry (see Sect. 3.2.3).
For the objects in the present work, the degree of atmospheric extension can be estimated from a criterion
similar to that used by Fieldus et al. (but for the plane-parallel models), by identifying the atmospheric thick-
ness as the geometrical distance between the continuum formation region and the smallest relevant optical depth
at τR= 10−4, and by adopting stellar radii from Table 5.1. In the case of the least luminous Galactic sample
supergiant, η Leo, a value of η≈ 0.02 is found, increasing to η≈ 0.10 for the most luminous object, HD 92207.
However, all the weak lines are formed much deeper in the atmosphere, therefore the effective spherical extension
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Figure 2.2: Comparison of theoretical non-LTE profiles for several diagnostic lines, calculated on the basis of different
model atmospheres for A0 supergiants of luminosity class Ib (η Leo, left) and Iae (HD 92207, right). The same designations
as in Fig. 2.1 are used, and the profiles are broadened accounting for instrumental profile, rotation and macroturbulence (see
Table 5.1). Note that the He I and Mg I lines react sensitively to the detailed structure of the models while for the Balmer lines
and the Mg II lines only the profiles of the line-blanketed and the unblanketed models can be discriminated well.
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seen by them is much smaller, and plane-parallel geometry may well be a good enough approximation, except
for the most luminous objects and for the cooler supergiants (spectral types F – M). Indeed, the detailed analysis
(Chapt. 5) reveals that the weak-line spectrum is well reproduced, while deviations from the plane-parallel predic-
tions are seen in the strongest observed lines. However, a final statement on this can only be made by comparison
with future spherically extended, hydrodynamic non-LTE computations, accounting for line-blanketing. First re-
sults indicate that spherical extension is indeed negligible for the less-luminous BA-type supergiants, while close
to the Eddington limit the lower atmospheric layers are extended significantly (Santolaya-Rey et al. 1997; J. Puls,
private communication).
Velocity fields
Evidence for the presence of macroscopic velocity fields associated with mass-loss in BA-type supergiants is
manyfold, manifested most obviously in P-Cygni type profiles of strong lines from the UV to the IR, but also
perceivable from small line asymmetries with extra absorption in the blue wing and blue-shifts of the central
line wavelength (increasing with equivalent width) in less spectacular cases. The problem of diagnosing velocity
fields from line profiles has already been studied by Mihalas (1979, and references therein), who also provides
an overview of the early approaches to tackle the subject. Kudritzki (1992) investigates the influence of realistic
velocity fields from radiation driven winds on the formation of weak lines. The subsonic outflow velocity field at
the base of the stellar wind is strengthening lines that are saturated in their cores even for the moderate mass-loss
rates typically observed for BA-type supergiants. Desaturation of the lines due to the Doppler shifts experienced
by the moving medium is the driving mechanism for the strengthening of the spectral features. For higher mass-
loss rates even the weakest lines can be affected. This might be interpreted as a large ‘microturbulent’ velocity
in the hydrostatic approach. Indeed, Lamers & Achmad (1994) attribute the high microturbulent velocities,
sometimes found to be larger than the velocity of sound in hydrostatic analyses of supergiants, to the presence of
a velocity gradient in the atmosphere and not to intrinsic small-scale isotropic motions in the medium.
Velocity fields therefore counteract the proposed line weakening effects of sphericity (see above). The detailed
analysis of several supergiants (Chapt. 5) indicates that the effects of velocity fields are small, if not absent, for
the weak lines and only become noticeable for the strong lines in the most luminous objects. It seems that the
combined effects of spherical extension and velocity fields cancel each other insofar, as plane-parallel analyses
lead to consistent results, not contradicting reasonable expectations. But again, the subject can be settled only by
a comparison with realistic models, which will be available soon, e.g. by the code of Santolaya-Rey et al. (1997),
after the full inclusion of line-blocking and blanketing effects (J. Puls, private communication).
Variability
BA-type supergiants have been known as photometric and optical spectrum variables for a long time. The most
comprehensive study in this context to date is that of Kaufer et al. (1996a, 1996b, 1997); they also summarise the
observational evidence. Additional observational findings in the UV spectral region, in particular of the Mg II and
Fe II resonance lines, are presented by Talavera & Gomez de Castro (1987) and Verdugo et al. (1999a). Typically,
spectral variation is traced by the strongest lines only; the deeper atmospheric layers are stationary to a good
approximation. Kaufer et al. (1997) find equivalent-width variations of less than 1% for the weak lines. It is
therefore unlikely that unaccounted variability will corrupt stellar analyses such as those in the present work.
Rotation
BA-type supergiants are slow rotators with typical observed values of v sin i between 30 to 50 km s−1 (Ver-
dugo et al. 1999b). This is in excellent agreement with theoretical predictions from stellar evolution (Meynet &
Maeder 2000), as mass-loss during the previous stages of stellar evolution removes angular momentum and the
expansion during the supergiant stage further reduces the apparent rotational velocity. In particular, not a single
rapid rotator has been found among these objects. Therefore, the classical approach for treating stellar rotation as
described in Sect. 2.4 is appropriate. Otherwise, a more sophisticated approach would have to be chosen for the
line analysis (Collins & Truax 1995). Ideally, the reduction to a 1-D problem is relaxed, allowing for deviations
from spherical geometry, which is expected for rapid rotators; e.g., the formation of the strong H α feature is
studied by Petrenz & Puls (1996) for this more general case.
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Magnetic fields
The presence of strong magnetic fields up to ∼10 kG has been demonstrated for a subtype of the BA-type main
sequence stars, referred to as Ap-stars. These magnetic fields imply deviations from homogeneity, resulting in
starspots traced by varying anomalous abundance patterns. Yet, for the majority of the stars, magnetic fields are
weak, often below the detection threshold. In particular, little is known about magnetic field strengths in BA-type
supergiants, as only a handful of measurements are reported in the literature. Their presence is not in question,
as pulsars – remnants of massive stars – show strong magnetic fields, which are explained by the amplification
of the intrinsic field through the stellar collapse due to magnetic flux conservation. However, it appears that the
field strengths are typically too weak to cause atmospheric inhomogeneities. For the bright late B-type supergiant
β Ori a weak longitudinal magnetic field, in the order of 100 G was observed by Severny (1970). An exceptional
case is the magnetic early A-type supergiant ν Cep, where a temporary magnetic field in excess of 1 kG was
measured (Gerth et al. 1991).
2.5.3 Technical details
Modifications within ATLAS9
Finally, it is appropriate to state some technical details of the computation of model atmospheres for the most
luminous supergiants. Several simple modifications within the ATLAS9 model atmosphere code allow for an
extension of model convergence to lower surface gravities than was previously possible. Thus, analyses of some
of the supergiants discussed in Chapt. 5 became feasible on the basis of line-blanketed atmospheres for the first
time.
In the calculation of line-blanketed model atmospheres for the most extreme supergiants close to the Edding-
ton limit, technical problems arise within ATLAS9. The pressure P in the outer layers of the atmosphere drops
below the values for which the opacity data are tabulated (lower limit at logP =−2, cgs units), implying extra-
polation. Moreover, the local (gas) temperatures in the outermost model depth points for the A-type supergiants
drop as low as ∼4000 K. Thus the ODF data will overestimate the true opacity by large factors, as in LTE the
contribution of neutral atom and molecular opacity dominate at these temperatures, while the real stellar plasma
is exposed to a radiation field of ∼10000 K, ionizing the material and inhibiting molecule formation. Effectively
this results in an overestimation of the radiative acceleration g rad, which can exceed the surface gravity and there-
fore violate the hydrostatic equilibrium equation close to the Eddington limit. In order to overcome this problem,
in the critical cases the tabulated Rosseland opacities are replaced by Thomson scattering in the outermost depth
points (at logP <−2) and the tables are subsequently activated over a transition region (−2≤ logP ≤−1) to
avoid discontinuities; ODF line opacities are neglected for logP <−2 and are activated in analogy to the Rosse-
land opacities. This procedure suffices to extend the range of converging models closer to the Eddington limit
while the original model structures are retained at higher surface gravities.
Limits of the analyses
The spectrum synthesis technique described in the present work is applicable to a rather wide range of stellar pa-
rameters, but nevertheless is restricted. Its scope of validity principally concentrates on BA-type supergiants and
related objects of lower luminosity. This is mainly due to the limits posed by the underlying atmospheric models.
From estimates, such as that one presented by Kudritzki (1988, Fig. III,9), it is inferred that non-LTE effects
on the atmospheric structure, increasing with stellar effective temperature, will inhibit analyses with the present
technique of any supergiants above ∼20000 K, i.e. in the early B-types. However, main sequence stars and even
(sub-)giants of such spectral type are analysed with classical atmospheric models on a routine basis. For the
less-luminous supergiants of mid B-type the method is expected to work, while the more luminous supergiants
of these types are problematic, also because of other factors. Generally, spherical extension is reduced at a
given luminosity in the hotter objects, as these are more compact. On the other hand, the maximum bolometric
luminosities in the earlier stars reach much higher values than in the BA-type supergiants, with the consequence
of stronger stellar winds, pushing the sonic point of the velocity field deeper into the atmosphere; the higher
luminosities also partially compensate for the reduction of the spherical extension. It has to be decided for each
individual case, on the basis of internal consistency, whether the analysis for a mid B-type supergiant is reliable
or not. Studies of such stars are not performed within the present work, as adequate spectra were not taken in the
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course of the thesis. Note also, that analyses of mid B-type supergiants would in addition require an extension of
the model atom database to doubly-ionized species.
The lower limit (in Teﬀ) for the applicability of the method is determined by several factors simultaneously.
At Teﬀ ≈ 8000 K, the transition region of early to late A-type supergiants, helium lines disappear in the spectra,
thus the helium abundance has to remain undetermined, introducing an uncertainty into the analyses. Around the
same temperature convection is believed to set in. Atmospheric convection in supergiants has been poorly studied
since the theoretical considerations of Schwarzschild (1975), which attribute a completely different character to
convective cells in late-type supergiants when compared to the solar-like case: only a handful of giant cells are
supposed to be scattered over the whole stellar surface instead of millions of small cells in the sun. Interferometric
observations of the late-type supergiant αOri (Young et al. 2000) can be interpreted in favour of this hypothesis.
However, nothing is known about atmospheric convection in late A-type supergiants, which introduces further
uncertainty into the analyses.
Moreover, supergiant model atmospheres below this boundary show an uncommon phenomenon, pressure
inversion and the related density inversion. This develops in hydrostatic equilibrium models for cases where the
stellar luminosity locally exceeds the Eddington luminosity, i.e. where the right-hand side of Eqn. (2.20) becomes
positive. Supergiant models at Teﬀ  8000 K are susceptible to the development of pressure inversion due to their
intrinsic low surface gravity and a strong peak in opacity as hydrogen ionizes in the low density regions of the
photosphere. A pressure inversion layer can also be present in hydrodynamical models, where Eqn. (2.20) has
to be replaced by the momentum equation, as Achmad et al. (1997) and Asplund (1998) have shown. It is not
removed by stationary mass outflow except for very high mass-loss rates not supported by the observations.
In addition, this local super-Eddington luminosity does not initiate the stationary stellar wind. Yet, pressure
inversion is probably associated with an instability and it is therefore suggested to act as the driving mechanism
for intense mass loss in the form of shell ejections (Maeder 1989, 1992). Indeed, this region in the HRD is sparsely
populated and the stars in this temperature range show dramatic spectral variations with frequent shell ejections
(Humphreys 1990). In a stability analysis for late-type stars close to the Eddington limit, Asplund (1998) finds
no conclusive evidence for the suppression or the realization of pressure inversion in real stellar atmospheres.
Further efforts with more sophisticated methods are needed to understand the observational findings on a sound
theoretical basis. This topic will be taken up later (Sect. 4.2), in particular in view of the systematic effects that
pressure inversion introduces into stellar parameter determinations. The presence of pressure inversion will also
lead to large uncertainties in the analysis. Finally, for late A-type supergiants and in particular the cooler objects,
spherical extension is no longer negligible.
From these considerations, severe doubt on the reliability of present modelling techniques for luminous late
A-type and F-type supergiants seems appropriate. Thus analyses will be, for the time being, restricted to objects
with Teﬀ  8000 K. Further discussion of the applicability of classical model atmospheres for the analysis of
cooler super- and hypergiants can be found in Gustafsson & Plez (1992). On the other hand, at lower luminosities
the problems diminish, except for an undetermined helium content; classical models are routinely and highly
successfully applied to analyses of non-supergiant F–K stars. At the lowest temperatures problems arise again
due to inadequately determined molecular opacities.
Final conclusions
From the above discussion, and from the internal consistency obtained in practical applications (Chapt. 5), ev-
idence is found that the weak line spectrum of BA-type supergiants even close to the Eddington limit can be
analysed using classical model atmosphere techniques. However, great care has to be taken in order to account
for an accurate treatment of helium content, line-blanketing and non-LTE effects (for the line formation), as the
analyses become highly sensitive to these in the most luminous objects. Only very subtle systematic effects have
the potential to change this interpretation, due to the high internal consistency of the results presented in this work.
3 Atomic Data
Astrophysics is the principal field of research in which a huge amount of accurate atomic data is needed. Infor-
mation concerning the physical state of plasma in objects for which LTE is not valid can be extracted from spectra
only to the extent that radiative and collisional rates for atoms and ions are known. Non-LTE model atoms for
statistical-equilibrium computations consist of a compilation of energy levels and radiative and collisional tran-
sition data; spectrum synthesis demands accurate wavelengths, oscillator strengths and line-broadening data. As
only a very limited amount of atomic data has been determined experimentally up to now, mostly energy levels
and wavelengths, theoretical values have to be used in most cases. Collaborative efforts have therefore been made
recently to provide large amounts of accurate data. Transition probabilities and photoionization cross-sections
were provided by the Opacity Project (OP, Seaton 1987; Seaton et al. 1994), while the main goal of its successor,
the IRON Project (IP, Hummer et al. 1993), is the computation of electron excitation cross-sections. In addition,
radiative data missing in the OP are also provided. Independently from these, large amounts of atomic data were
obtained by a tremendous effort by Kurucz over two decades (Kurucz 1992, and references therein).
The actual computation of atomic data is beyond the scope of this thesis, therefore only a short description of
the OP/IP methods is given in the next section. It is mainly OP/IP data that are used for the construction of model
atoms for a number of elements. These, a detailed discussion of the corresponding non-LTE effects and a short
introduction to the non-LTE models adopted from the literature are presented in the following. For the majority
of the line features in BA-type spectra non-LTE computations are thus available, covering the most important
elements of astrophysical interest. In order to cover all features in the observed spectra, additional elements are
implemented in the spectrum synthesis in LTE, which is described afterwards. An overview of the current status
of the spectrum synthesis is given in Fig. 3.1. Finally, the roˆle of background opacities is examined.
3.1 Schematic Description of the OP/IP Computations
The primary goal of the OP and IP was/is to systematically compute reliable ab-initio radiative transition data
and electron excitation cross-sections for astrophysical applications. The following schematic description of the
methods used in the OP/IP computations is based on the key publications by Seaton (1987) and Hummer et
al. (1993), where more details can be found, and on the textbook by Friedrich (1994). Both projects apply the
R-matrix method for the solution of the many-body time-independent Schro¨dinger equation,
HN+1Ψ = EΨ , (3.1)
for both radiative and collisional processes. The calculation of the total wavefunction Ψ of the system with total
energy E is made in the close-coupling approximation (see below). Using atomic units and measuring energies
in Ryd and radial distances in units of the Bohr radius, the non-relativistic Hamiltonian for N target electrons
plus one scattered electron (bound or unbound) in the field of an atomic nucleus with electric charge Z reads
HN+1 =
N+1∑
i=1

−∇2i −
2Z
ri
+
N+1∑
j>i
2
rij

 . (3.2)
Here rij = |ri − rj |, where ri is the radius vector of electron i with respect to the target nucleus, which is – here
for simplicity – assumed to have infinite mass. The first term in (3.2) describes the kinetic energy of the electrons,
the second the potential energy of the electrons in the field of the nucleus and the third the Coulomb interactions
of the electrons with each other.
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Figure 3.1: Schematic periodic system, indicating the current status of the spectrum synthesis computations. Elements which
are implemented in non-LTE are marked in green, those in LTE in blue. For each element, the first and second ionization
potential (in eV) is indicated. Non-LTE models are available for S II, Ti II and Fe II only, the corresponding neutral species
are treated in LTE. Note, that S III (in non-LTE) and Al/Si/Fe III (in LTE) are also implemented.
With the Hamiltonian (3.2) the Schro¨dinger equation (3.1) can be solved in Russell-Saunders (LS) coupling,
which is adequate for light atoms, where bothZ and the residual charge z=Z−N are small. Orbital L and spin S
angular momenta and parity π are conserved separately. The resulting LS-coupling term is labelled by 2S+1Lπ.
In the case of heavier elements, like those of the Iron Group, and for the computation of fine-structure data,
additional relativistic effects have to be considered, e.g. the spin-orbit interaction. This is done in some of the IP
computations, where the Hamiltonian in the low-Z Breit-Pauli approximation is adopted. The relevant quantity
in this context is the total angular momentum J =L+S, giving rise to terms labelled with J π.
In order to carry out the calculations to obtain radiative and collisional data for an atom or ion, the N -electron
target states must first be determined. The target eigenstates Φi (with total orbital and spin angular momenta
Li and Si and parity πi) are usually written as a configuration interaction (CI) expansion in terms of Slater
determinants built up from orthonormal one-electron wavefunctions. The determinants are called configurations
and are denoted by φj . Then,
Φi =
∑
j
cjφj , (3.3)
where the coefficients cj are determined by the diagonalisation of the target Hamiltonian, 〈Φ i|HN |Φj〉= <iδij .
The <i are the eigenenergies corresponding to the Φ i. This is done using a variational method (commonly Ritz’
method), where the one-electron orbitals depend on a set of free parameters that are determined by requiring the
minimisation of the target energies. In principle, the exact solution can be approximated to any accuracy, if one
accounts for a sufficient number of terms in (3.3). In practice, however, the sum has to be truncated for some not
too large value of j. The quality of the final results for cross-sections depends on the development of good target
wavefunctions. These can be checked by comparing the calculated target energies and oscillator strengths with
those from experiments.
Once the target wavefunctions are known, those of the complete (N+1) electron system can be determined by
utilising the close-coupling (CC) approximation of electron-atom collision theory,
Ψ = A
∑
i
Φi(x1. . .xN )θi(xN+1) +
∑
j
c˜jχj(x1. . .xN+1) . (3.4)
Here the Φi are the N -electron target wavefunctions (3.3) for electron coordinates x i (position+ spin), θi is the
wavefunction of the scattered electron, and A is the antisymmetrisation operator, which ensures that the Pauli
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exclusion principle is obeyed. The second term in (3.4) is introduced in analogy to (3.3) for the N + 1 electron
system to allow for electron correlation effects and to ensure completeness of the total wavefunction. The func-
tions θi and coefficients c˜j are optimised using R-matrix methods. Every combination of quantum numbers SLπ
that can be formed by the target+ added electron system gives rise to a term in the first summation, and is called
a channel. For energies of the added electron << i the channel is said to be closed and in the case of a continuum
state, at energies ><i, the channel is said to be open. A state at an energy < 0 (with the ionization threshold at
energy 0) where all channels are closed is bound. The boundary conditions satisfied by a bound state correspond
to exponentially decaying wavefunctions in all channels, whilst those satisfied by a free state correspond to a
plane wave in the direction of the ejected electron momentum and ingoing waves in all open channels.
An efficient method for obtaining the bound- and continuum-state wavefunctions of Eq. (3.4) uses the R-
matrix method, in which the problem is split into two parts. For a radial distance r > a – in the so-called outer
region – interactions between the scattered and the target electrons are negligible and the problem is solved
using Coulomb functions and, possibly, perturbation theory. In the inner region, r≤ a, electron exchange and
correlation between the scattered electron and the N -electron target are important, and a non-trivial eigenvalue
problem has to be solved. The boundary conditions at r= a are expressed in terms of the R-matrix and they are
such that the inner and outer region solutions match there. Details about the R-matrix method and the numeri-
cal implementation can be found in Berrington et al. (1987), and references therein, with further developments
by the inclusion of relativistic effects through the Breit-Pauli Hamiltonian described in Hummer et al. (1993).
The method takes the coupling between the channels fully into account, which gives rise to resonances in the
calculated cross-sections.
From the boundary conditions of the solutions at infinity the reactance (K-)matrix is determined that allows
the scattering (S-)matrix to be derived. S-matrix elements S ij determine the collision strength Ωij for a transition
from an initial state i to a final state j:
Ωij =
1
2
∑
LS
g|Sij − δij |2 , (3.5)
where g is the statistical weight, g = (2L + 1)(2S + 1) in LS-coupling, and the summation runs over the
partial waves and channels coupling the initial and final states of interest. The collision strength is related to the
excitation cross-section σij ,
σij = Ωij
πa20
giEi
, (3.6)
where a0 is the Bohr radius, gi the statistical weight of the initial state i, and Ei equals the energy of the incident
electron (in Rydbergs). In non-LTE computations the transition rates C ij are of interest, cf. Sect. 2.3.2. In this
context it is convenient to define the thermally-averaged effective collision strength Υ ij ,
Υij =
∫ ∞
0
Ωij exp(−Ej/kT ) d(Ej/kT ) , (3.7)
with the transition rates being proportional to Υ ij . The collision strength is symmetric as well as dimensionless,
i.e. Ωij = Ωji.
Severe problems are encountered in the calculation of collisional ionization data due to the presence of three
particles in the asymptotic region. Typically, one has to rely on measurements in the determination of this quantity.
Yet, absolute values are difficult to obtain and experiments have been performed only for ground state ionization.
Radiative transition data are also provided by the R-matrix computations. Photoionization cross-sections and
the dimensionless oscillator strengths fij (cf. Sect. 2.4, using cgs-units),
fij =
8π2mνij
he2gi
S(j; i) , (3.8)
are proportional to the line strength S(j; i). The relation between the line absorption cross-section and the
oscillator strength is given by Eq. (2.28). Using the dipole length operator D L= e
∑
i ri, where the sum is over
all atomic electrons, the line strength is
SL(j; i) = |〈Ψj |DL|Ψi〉|2 . (3.9)
An analoguous expression, SV, is found by using the dipole velocity operator instead of the dipole length operator.
Use of exact wavefunctions would give SL=SV. With approximate wavefunctions the differences between SL
and SV give an indication of the accuracy achieved in the computations.
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For final states ΨE in the continuum (photoionization) with energy E the definition (3.8) of the oscillator
strength has to be modified, in a sense of oscillator strength per unit energy,
dfiE
dE
=
8π2mνiE
he2gi
S(E; i) , (3.10)
and the photoionization cross-section is given by
σiE =
πe2
mc
dfiE
dE
. (3.11)
Similar expressions can be derived for free-free transitions. In hot stars such processes are dominated by
interactions of electrons with the fields of bare nuclei, as hydrogen is almost fully ionized, and they are referred
to as Coulomb free-free transitions. In the case of electrons moving in the field of ions containing some bound
electrons one has two contributions: one is similar to the Coulomb free-free process and is usually negligible
due to the lower abundances of the heavier elements when compared to hydrogen; the other contribution can
perturb the line absorption processes and gives rise to line broadening by electron impact (pressure broadening,
cf. Sect. 2.4).
Finally, it has to be mentioned, that radiative transitions are restricted by selection rules. Electric dipole
transitions require a change of the parity between the initial and final state, and the total angular momentum J is
allowed to change by ∆J = 0 or±1. The transition 0↔ 0 is forbidden. For Russell-Saunders coupling additional
selection rules apply: ∆L= 0,±1 and ∆S= 0, i.e. intercombination transitions between two spin systems are
forbidden. LS-coupling is characterised by a small separation of the fine-structure levels when compared to the
separation of the terms; it is realised in the light elements. The heavy elements should in principle show pure
jj-coupling; however, in practice a form of intermediate coupling is found. Forbidden transitions, not obeying
the selection rules, can occur through quadrupole electric or dipole magnetic transitions, yet at significantly lower
transition probability.
3.2 Model Atoms for non-LTE Calculations
In the following, details of a number of model atoms for non-LTE calculations that have been implemented for
stellar – in particular BA-type supergiant – analyses in the course of this work are given. The compilation of the
required atomic data, the performance of test calculations, that allow the systematic uncertainties in the abun-
dance analyses to be assessed, and the identification of the effects leading to the observed deviations from LTE is
discussed in depth for the most complex case, neutral and singly-ionized nitrogen (N I/II). In addition, the influ-
ence of microturbulence on the statistical-equilibrium calculations is investigated and the results from the present
non-LTE study are compared with those of previous work. Then the cases of C I/II, O I and Mg I/II are discussed.
Further information can be found in Przybilla et al. (2000, 2001b, 2001c) and Przybilla & Butler (2001).
3.2.1 Nitrogen
Nitrogen belongs to the most abundant metals in the universe, being in 4th place after oxygen, carbon and neon.
Two stable isotopes of this light element are found in nature, the dominant species being 14N with a contribution
of over 99%. The basic nuclear mechanism for nitrogen production is the bottleneck-reaction 14N(p, γ)15O in the
CN-branch of the CNO-cycle in hydrogen-burning stellar zones, which results in a pileup of 14N at the expense
of carbon. Intermediate mass-stars are believed to be the primary site for the synthesis of nitrogen (e.g. Henry et
al. 2000, and references therein).
Energy levels
The atomic model for nitrogen has to be fairly complete in order to predict the non-LTE effects quantitatively and
consequently to ensure that the ionization balance between the atomic and singly-ionized species is accurate. For
the most part, nitrogen is singly-ionized throughout the atmosphere of BA-type supergiants, with a fraction of N I
on the order of several percent at line-formation depths, rapidly decreasing with increasing temperature. In main
sequence stars, this ionization balance is shifted towards the neutral species. Non-LTE effects are expected to be
of importance for the interpretation of the N I/II lines at visual and near-IR wavelengths which all emerge from
highly-excited and in some cases also metastable levels (10.3/18.5eV above the ground states of N I/II).
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Figure 3.2: Grotrian diagrams for N I, doublet (upper left) and quartet spin system (upper right) and for N II, singlets (lower
left) and triplets (lower right). Both ionic species and all spin systems (with five additional quintet levels in N II) are treated
simultaneously. Displayed are the energy levels and the radiative bound-bound transitions treated explicitly in non-LTE.
Numerous intercombination lines, connecting the spin systems of each of the two ionic species, are not shown in the diagram.
28 ATOMIC DATA
Energy levels up to 0.26/1.10 eV below the ionization thresholds at 14.53/29.60eV as listed by Moore (1993)
are therefore explicitly included in the N I/II model. This includes all observed energy levels with principal
quantum number n≤ 7 and the 8s states in N I and all observed levels with n≤ 6 in N II. Only the ground state
of N III is considered as the ionization energy of 47.45 eV is rather high. Fine structure splitting is not taken into
account: sub-levels belonging to the same term are combined into a single level. The intermediate-coupling terms
of N I and N II are split to resemble the LS-coupling levels for which OP radiative data is available. The resulting
inconsistencies are expected to be negligible as the deviations from pure LS coupling are small.
Additionally, the remaining level populations of N I and N II up to n= 10 are computed in LTE relative to the
ground state of the higher ionization stage with energies derived from their quantum defects. They are considered
only in the number conservation equation.
Radiative transitions
All optically allowed bound-bound transitions between energy levels with non-LTE populations are taken into
account. The oscillator strengths required are OP data (Burke & Lennon, available only from the TOPBASE
database, Cunto & Mendoza 1992) for N I and from Luo & Pradhan (1989) for N II. In order to improve the
computational efficiency, the individual lines of a multiplet are reduced to a single effective ‘multiplet line’.
Grotrian diagrams for N I and N II are shown in Fig. 3.2, displaying the terms and radiative transitions treated
explicitly in non-LTE. These are performed simultaneously for N I/II. Additional radiative coupling between the
different spin systems of N I/II is provided by the intercombination transitions listed by Wiese et al. (1996). A
detailed comparison of OP oscillator strengths for N II with experimental and theoretical work by other authors
is performed by Luo & Pradhan (1989); good agreement is found in most cases. The superior performance of the
R-matrix method in the CC approximation typically allows the determination of atomic data accurate to within
10%. It is therefore expected, that the uncertainties of the majority of the data remain within this limit, outdating
most of the older data used in previous studies on non-LTE effects in N I or N II.
Photoionization from all energy levels with non-LTE populations are treated with cross-sections fitted to the
OP data (Burke & Lennon, available only from the TOPBASE database) for N I and from Luo & Pradhan (1989)
for N II. A carefully chosen frequency grid ensures a thorough representation of the numerous resonances present
in the results of the R-matrix calculations, typically being accurate to 10%. Cross-sections for energy levels
missing in the OP data (for quantum number A= 4 in N I) are calculated in the hydrogenic approximation (Miha-
las 1978, p. 99).
A comparison of OP cross-sections for the ground states and several low-excitation levels with those of
Henry (1970) and Hofsa¨ß (1979) – used in previous non-LTE studies on N I/II – is given in Fig. 3.3. All three
show the same general trend and agree well to a factor better than 2, except for the numerous narrow resonances
present in the OP data. For the higher-excited levels of N I/II the use of detailed OP data also significantly
improves the description of the photoionization processes compared to the majority of previous non-LTE studies
of those ions.
In the first step of our computations, with DETAIL, the radiative transfer is solved and non-LTE level popu-
lations are calculated, assuming LS coupling. Depth dependent Doppler profiles are used at this point, and the
microturbulence is explicitly accounted for by inclusion of an additional term in the Doppler width ∆λ D,
∆λD =
λ0
c
√
v2th + ξ2 , (3.12)
where λ0 is the rest wavelength of the transition, c the speed of light, v th the thermal velocity for the chemical
species of interest and ξ the microturbulent velocity; see below for further discussion. Both continuous opacities
and ATLAS9 line-distribution functions are included as background opacities (i.e. they are assumed to be fixed)
in solving the radiation transfer.
These LS-coupling populations are then split according to the statistical weights of the individual sub-levels
in order to calculate the emergent spectrum with detailed line profiles via the program SURFACE. In this step
Voigt profile functions are adopted and the same microturbulent velocity as in DETAIL is applied. The damping
parameters are calculated from OP radiative lifetimes for the radiative widths and adopted from Griem (1964,
1974) for electron impact and ion broadening in N I/II. Missing collisional damping data are computed from the
approximation of Cowley (1971). Van der Waals damping can be neglected, as test calculations have shown, due
to the almost completely ionized nature of the plasma in the atmospheric parameter range considered here.
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Figure 3.3: Comparison of photoionization cross-sections from CC OP computations (full line) and from CC calculations
(only for the ground-state configuration) of Henry (1970, dotted line) and from Hofsa¨ß (1979, dashed line), who used the
scaled Thomas-Fermi method. On the left hand side, data for the ground states of N I and N II are displayed, on the right data
for the first and second excited levels of N I. In general, the cross-sections agree well except for numerous narrow resonances
present in the OP computations, arising from the channel-coupling in the CC approximation.
Collisional transitions
The interest in accurate collisional excitation data for N I/II in technological applications and for fusion-plasma
modelling has led to significant progress in computations and measurements for this kind of data recently. Frost
et al. (1998) have performed R-matrix calculations in the close-coupling approximation for electron-impact ex-
citations in N I/II for all transitions involving energy levels with principal quantum numbers n≤ 3. Therefore, for
a significant fraction (over 450 transitions, including the most important) of the data needed in the present work,
accurate temperature-dependent effective collision strengths are available. Frost et al. (1998) find agreement of
their computed data and their measurements for selected transitions within a factor of generally ∼2, with a few
transitions discrepant up to a factor of 10. For the remaining bulk of the transitions, however, approximate formu-
lae must be used, giving threshold values accurate to a factor 2–3 at best and with possible discrepancies of one
or two orders of magnitude at worst. Van Regemorter’s formula (Van Regemorter 1962) is applied for radiatively
permitted transitions with OP oscillator strengths. For the optically forbidden transitions, the semiempirical Allen
formula (Allen 1973) is used with the collision strength Ω set to 1.0. For collisions between the (artificially split)
LS-coupling terms belonging to the same intermediate-coupling level the oscillator strength is set to 1000 in these
energetically close levels to enforce their coupling.
Experimental cross-sections from Brook et al. (1978) and Yamada et al. (1989) are adopted for the collisional
ionization of the ground states of N I and N II. The authors expect uncertainties <40% and <20%, respectively,
for their data at energies near the ionization threshold, with significant improvements in the accuracy at higher
energies (at a few percent uncertainty). All the remaining collisional ionization data are computed using the
Seaton formula (Seaton 1962) with threshold photoionization cross-sections from the OP data, where available,
or from the hydrogenic approximation (Mihalas 1978, p. 99).
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Table 3.1: Uncertainties in the non-LTE analysis of nitrogen
changes in log ε(N)NLTE
9500/4.0 9500/2.0 9500/1.2 12000/1.8
N I N I N II N I N II N I N II
Atmospheric parameters:
Teﬀ − 150K σTeff −0.02 −0.04 +0.11 −0.06 +0.09 −0.02 +0.08
log g + 0.15 dex σlog g +0.04 −0.01 +0.10 −0.11 −0.04 −0.04 +0.12
ξ+1 km s−1 σξ −0.02 −0.01 −0.02 ±0.00 ±0.00 ±0.00 ±0.00
y + 0.15 dex +0.02 −0.02 ±0.00 −0.03 +0.01 ±0.00 −0.06
[M/H]− 0.2 dex σ[M/H] ±0.00 ±0.00 +0.01 −0.02 −0.01 ±0.00 ±0.00
[C/H]− 0.2 dex σ[C/H] ±0.00 ±0.00 ±0.00 ±0.00 ±0.00 ±0.00 ±0.00
Line transitions:
Oscillator strengths +10% σlog gf −0.05 −0.04 −0.04 −0.04 −0.05 −0.04 −0.04
Damping constant ∗2 σdamp ±0.00 ±0.00 ±0.00 ±0.00 ±0.00 ±0.00 ±0.00
Photoionisations:
Cross-sections +10% σrbf ±0.00 ±0.00 ±0.00 ±0.00 ±0.00 ±0.00 ±0.00
Cross-sections ∗5 +0.01 +0.04 ±0.00 +0.03 ±0.00 +0.05 ±0.00
Collisional transitions:
Cross-sections ∗0.1 −0.30 −0.06 −0.02 −0.01 −0.01 −0.05 −0.03
Cross-sections ∗0.5 σcbb −0.11 −0.03 −0.01 ±0.00 −0.01 −0.02 −0.01
Cross-sections ∗2 σcbb +0.09 +0.05 +0.01 +0.01 +0.01 +0.02 +0.02
Cross-sections ∗10 +0.23 +0.22 +0.07 +0.06 +0.05 +0.13 +0.09
Collisional ionization:
Cross-sections ∗0.1 σcbf +0.01 +0.01 ±0.00 ±0.00 ±0.00 ±0.00 ±0.00
Cross-sections ∗10 σcbf −0.01 −0.01 +0.01 ±0.00 ±0.00 ±0.00 ±0.00
Continuum placement σcont ±0.05 ±0.05 ±0.05 ±0.05 ±0.05 ±0.05 ±0.05
Estimated total uncertainty σsys ±0.14 ±0.09 ±0.16 ±0.14 ±0.12 ±0.08 ±0.16
Error estimates for the non-LTE calculations
To assess the effects of uncertainties in the atmospheric parameters and crucial atomic data on the accuracy of the
non-LTE computations, test calculations were performed for typical atmospheric parameters of BA-type stars:
a main sequence model with 9500 K/4.0 (Teﬀ /log g) at ξ=2 km s−1 and supergiant models with 9500 K/2.0 at
ξ=4 km s−1 and with 9500 K/1.2 and 12000 K/1.8 at ξ=8 km s−1, assuming solar metallicity. For each parameter
or set of cross-sections varied, a small grid of models at different abundances is calculated to investigate the
systematic shift in abundance needed to fit the original line strengths. The results of the tests are summarised
in Table 3.1. They correspond to the mean value obtained from a study of the lines λλ 6008, 7423, 7468, 7899,
8567, 8629, 8680, 8686, 8711, 8718, 9028, 9045 (N I) and λ 3995 (N II, for T eﬀ < 10000 K) and λλ 3995, 4447,
4613, 4630, 4788, 5045, 5679, 5686 (N II, for T eﬀ > 10000 K).
The strengths of the N I and/or N II lines are highly dependent on the atmospheric parameters (T eﬀ /log g). This
sensitivity predestines the ionization equilibrium of N I/II as an ideal tool for the determination of stellar parame-
ters in BA-type supergiants (N II lines are absent in the corresponding main-sequence objects). A modification of
the stellar helium content affects the atmospheric structure (Kudritzki 1973) and considerable enrichment is ex-
pected for supergiants (e.g. Meynet & Maeder 2000). The effects of an increased helium abundance (by a typical
amount) on the nitrogen lines are therefore examined: in some cases this constitutes one of the more important
contributors to systematic errors while in others it is completely negligible. In the following estimation of the
systematic error this effect is ignored as the helium abundance is explicitly determined and accounted for in the
model atmosphere computations; unfortunately, this is not done in most similar studies found in the literature.
The other atmospheric and stellar parameters such as microturbulence and metallicity are almost negligible and
affect only the strongest features. In particular, no dependency of the nitrogen ionization equilibrium on reason-
able uncertainties in the carbon abundance is found, in contrast to the findings of previous non-LTE studies using
less accurate atomic data. Carbon affects the radiation field in the far-UV due to the bound-free absorption from
the C I ground state shortward of 1100 A˚. However, other (line) opacity sources are found to be of greater impor-
tance for the ionization from excited N I levels (in particular Lyα), while photoionizations from the N I ground
state arise under optically thick conditions (in the Lyman continuum), which implies small deviations from LTE.
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The accuracy of the atomic data used in the N I/II model atom is high and variations within the uncertainties
result in negligible abundance errors in most cases. In general, the gf -values for the visible N I/II lines are well
determined, with typical uncertainties in the 10% range, cf. Table A.1. Although small, these consitute the main
source of (atomic data) systematic error for supergiant analyses (up to 0.05 dex). Variations of the photoionization
cross-sections within the expected 10% on the other hand result in no abundance changes. This is in contrast to
some of the previous non-LTE studies, for which only less accurate data were available. Also, the damping
constants are not a critical issue in the line-formation. Collisional ionization from the energetically low-lying
energy levels is unimportant due to the fairly low kinetic energy of the electrons (∼1 eV) as compared to the
ionization energies of 14.53 and 29.60 eV for N I and N II, respectively. For the high-excitation levels this process
ensure coupling to the next ionization stage, but changes by a factor 10 in the rates do not affect the visible lines.
The other critical parameters for the non-LTE analysis besides the gf -values are the collisional excitation data.
This is clearly demonstrated for the main-sequence model, where a systematic uncertainty in the rates within a
factor of two results in an abundance differing by 0.1 dex. A factor of 10, which is easily reached for isolated
transitions – if the detailed computations of Frost et al. (1998) are compared with the approximate formulae
commonly used – will lead to abundances differing by up to 0.3 dex in the mean. For single lines, like N I
λ8680, the abundance can even be modified by 0.5 dex. Naturally, the resulting errors diminish for supergiants as
collisions become less important in their tenuous atmospheres. Nevertheless, the usage of the detailed collisional
excitation data is identified as the main improvement in the present non-LTE analysis as compared to previous
studies, in particular for N I; consistent results from spectral lines of the doublets and quartets are obtained for
the first time (cf. Sect. 5.2).
A further source of systematic error is the continuum placement in the observed spectra. This strongly depends
on the S/N ratio obtained. The estimate in Table 3.1 should be applicable to high quality data with S/N 100 only.
In general, equivalent widths studies are more susceptible to this systematic error than the spectrum synthesis
technique, which also accounts for the continuum regions explicitly.
The total uncertainties are computed from the sum of the squares of the appropriate uncertainties listed above,
assuming them to be independent:
σ2sys = σ
2
Teff + σ
2
log g + σ
2
ξ + σ
2
[M/H] + σ
2
[C/H] + σ
2
log gf + σ
2
damp + σ
2
rbf + σ
2
cbb + σ
2
cbf + σ
2
cont . (3.13)
The systematic error of abundance determinations for nitrogen, within the limitations set by the method applied
in the present work, is therefore typically 0.15 dex in main sequence stars and supergiants alike, but with differing
error sources. Under main sequence conditions, the uncertainties in the collisional excitation data dominate, while
for supergiants the main uncertainties arise from inaccurate stellar parameters.
The non-LTE effects in N I/II
The run of the ionization fractions of N I–III with Rosseland optical depth τR in the photospheres of several
stars from the sample discussed in Sect. 5.2 (hereinafter referred to as the sample stars) is displayed in Fig.
3.4. For the early A-type main sequence star, nitrogen remains neutral throughout most of the atmosphere with
N II becoming dominant for τR  1 and with a negligible fraction of N III. This picture changes drastically
in the early A-type supergiants, where nitrogen is almost entirely singly-ionized in the photosphere and the N I
fraction drops to the percent level. The N III fraction – although enhanced – is still insignificant at line-formation
depths. In the late-B supergiant N I diminishes further to several parts in ten-thousand at line-formation depths,
while N III rapidly becomes the dominant ionization stage below the continuum formation region. The tenuous
atmospheres of the supergiants facilitate ionization processes through large mean-free paths for the photons of
the rapidly intensifying (with Teﬀ) radiation field. Non-LTE effects favour the overionization of N I and result in
an overpopulation of the ionized species.
Departure coefficients bi=nNLTEi /nLTEi (the ni denoting the level populations) for energy levels i are dis-
played in Fig. 3.5 as a function of τR for some models of the objects discussed in Sect. 5.2. All the observed N I/II
lines in the visual/near-IR originate from highly-excited energy levels (10.3/18.5eV); the formation depths (at
τ ≈ 1) of the line cores are also marked in Fig. 3.5. In Table 3.2, identifiers for the consecutively numbered energy
terms of the N I/II model are given and the levels involved in the observed transitions are identified in Table 3.3.
Deep in the atmosphere, the departure coefficients approach unity, as the density increases and collisional
processes dominate, enforcing LTE (inner boundary condition). Farther out, non-LTE effects prevail and affect
the level populations throughout the bulk of the photosphere. A remarkable feature of the departure coefficients
for the levels in N I is the separation of the energetically close ground state and the collisionally coupled first
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Figure 3.4: Non-LTE and LTE ionization bal-
ance of nitrogen for several sample stars of
Sect. 5.2: Vega (solid lines and filled circles,
respectively), η Leo (dotted lines/open circles),
HD 92207 (dashed lines/open diamonds) and
β Ori (dashed-dotted lines/open triangles). Dis-
played are the ratios of the total level popula-
tions of the three ionization stages n(N I/II/III)
to the total nitrogen population N (N) as a func-
tion of Rosseland optical depth τR.
Table 3.2: Term identifiers for nitrogen
Ion No. Term Ion No. Term Ion No. Term Ion No. Term Ion No. Term
N I 1 2p3 4So N I 8 3p 4Do N I 43 3p′ 2Fo N II 97 3s 3Po N II 105 3p 1D
2 2p3 2Do 10 3p 4So 50 3p′ 2Po 98 3s 1Po 108 3d 1Do
3 2p3 2Po 12 3p 2Po N II 90 2p2 3P 100 3p 1P 109 3d 3Do
4 3s 4P 13 3s′ 2D 91 2p2 1D 101 3p 3D N III 167 2p 2Po
5 3s 2P 16 3d 2P 92 2p2 1S 103 3p 3S
7 3p 2So 30 4d 2P 93 2p3 5So 104 3p 3P
Table 3.3: Line identification for nitrogen
Ion λ (A˚) Transition l – u Ion λ (A˚) Transition l – u
N I 3830.43 3s 2P – 3p′ 2Po 5 – 50 N I 9045.88 3s′ 2D– 3p′ 2Fo 13 – 43
5999.43 3p 2So– 4d 2P 7 – 30 9049.49 3s′ 2D– 3p′ 2Fo 13 – 43
6008.47 3p 2So– 4d 2P 7 – 30 9049.89 3s′ 2D– 3p′ 2Fo 13 – 43
7423.64 3s 4P – 3p 4So 4 – 10 N II 3955.85 3s 3Po– 3p 1D 97 – 105
7442.30 3s 4P – 3p 4So 4 – 10 3995.00 3s 1Po– 3p 1D 98 – 105
7468.31 3s 4P – 3p 4So 4 – 10 4447.03 3p 1P – 3d 1Do 100 – 108
7898.98 3s′ 2D– 3p′ 2Po 13 – 50 4601.48 3s3Po– 3p 3P 97 – 104
7899.28 3s′ 2D– 3p′ 2Po 13 – 50 4607.15 3s3Po– 3p 3P 97 – 104
8567.74 3s 2P – 3p 2Po 5 – 12 4613.87 3s 3Po– 3p 3P 97 – 104
8594.00 3s 2P – 3p 2Po 5 – 12 4630.54 3s 3Po– 3p 3P 97 – 104
8629.24 3s 2P – 3p 2Po 5 – 12 4643.09 3s 3Po– 3p 3P 97 – 104
8655.88 3s 2P – 3p 2Po 5 – 12 4788.14 3p 3D – 3d 3Do 101 – 109
8680.28 3s 4P – 3p 4Do 4 – 8 4803.29 3p 3D – 3d 3Do 101 – 109
8683.40 3s 4P – 3p 4Do 4 – 8 5045.10 3s 3Po– 3p 3S 97 – 103
8686.15 3s 4P – 3p 4Do 4 – 8 5666.63 3s 3Po– 3p 3D 97 – 101
8703.25 3s 4P – 3p 4Do 4 – 8 5676.02 3s 3Po– 3p 3D 97 – 101
8711.70 3s 4P – 3p 4Do 4 – 8 5679.56 3s 3Po– 3p 3D 97 – 101
8718.84 3s 4P – 3p 4Do 4 – 8 5686.21 3s 3Po– 3p 3D 97 – 101
8728.90 3s 4P – 3p 4Do 4 – 8 5710.77 3s 3Po– 3p 3D 97 – 101
9028.92 3p 2So– 3d 2P 7 – 16
3.2 Model Atoms for non-LTE Calculations 33
Figure 3.5: Departure coefficients bi for N I/II as a function of Rosseland optical depth τR for several of the sample stars.
The formation depths of the line cores (τ ≈ 1) for several transitions are indicated. Term identifiers and information on the
levels involved in the transitions are found in Tables 3.2 and 3.3. For the Vega model, the departure coefficients for the lowest
three levels of N I are also shown after setting Jν =Bν for the photoionization continua (dashed line). N II lines are absent in
the Vega spectrum, the departure coefficients for that ion in HD 92207 are qualitatively similar to those in η Leo.
two doublet levels from the rest of the highly-excited levels. The energetically lowest levels are depopulated by
photoionizations: when the non-LTE radiation field is neglected by replacing the mean intensity by the Planck
function, Jν =Bν , in the photoionization continua, the situation changes and these levels remain at their detailed-
equilibrium value, as a test on Vega has shown (cf. Fig. 3.5). Photoionizations are mainly effective for the two
doublet terms, as the optically thick Lyman continuum blocks the photons necessary for ground state ionization.
This overionization of N I is accompanied by a corresponding overpopulation of the N II ground state (and also
the collisionally coupled low-lying N II levels). Accurate photoionization cross-sections are therefore necessary
to predict the N I/II ionization equilibrium in non-LTE quantitatively, given the small contribution of all other N I
energy levels to the total of neutral nitrogen. In the β Ori model, the collisional coupling of the low-excitation
levels is weakened, as radiative processes are more intense in the hotter atmosphere.
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Figure 3.6: Ratio of line source function SL to Planck function Bν at line centre for diagnostic lines of N I (full lines) and
N II (dotted lines) as a function of τR for the models of η Leo (left) and β Ori (right). The formation depths of the line cores
(τ ≈ 1) are indicated.
The higher-excited levels of N I on the other hand develop considerable overpopulations in the line-formation
region, most notably for the lower levels of the strongest N I lines in the near-IR, 3s 4P and 3s 2P. A marked
non-LTE strengthening of these lines is therefore expected. The overpopulation reaches a maximum at −2.5 
log τR  −1 in the various models. Farther out in the atmosphere the trend is reversed and the departure coef-
ficients approach the underpopulation of the low-excitation states. The overpopulation is facilitated by radiative
cascades, which in both spin systems of N I end in the 3s states. Effectively, these states become metastable, as the
transitions to the 2p3 levels are optically thick and consequently contribute only marginally to the depopulation
of these levels. The radiative detailed balance begins to break down for the 2p 3 2Do – 3s 2P and 2p3 2Po – 3s 2P
transitions in the most luminous objects of the sample, weakening the quasi-metastable character of the 3s 2P
level in these stars. This effect was first identified by Takeda & Takada-Hidai (1995), who also found that it
critically depends on the computational details. The more sophisticated modelling of the present work largely
improves the agreement between theory and observation, but excellent quantitative agreement is still not obtained
(see Sect. 5.2). Closer to the stellar surface the lower particle densities complicate the recombination and thus
the cascading is suppressed. Departure coefficients for levels at slightly higher excitation energy (the other levels
with n= 3) follow this trend to a lesser degree (these are the upper states for the observed transitions), while
the levels close to the N I continuum approach the departure coefficient of the N II ground state, as collisional
coupling becomes significant.
When N II becomes the dominant ionization stage, as in the more luminous supergiants, the (triplet) ground
state departure coefficient approaches its detailed equilibrium value. Two other energetically close singlet states
and a quintet level are – again – coupled collisionally. In the line-formation region the departures from LTE are
generally small. Non-LTE effects cannot affect the strongly populated lower levels as the corresponding radiative
processes occur under optically thick conditions in the Lyman continuum. Radiative transitions are only effective
for the N II 3s states and the levels above. The slight underpopulation of these levels at line-formation depths is
attributed to these processes, resulting in an overpopulation of N III. A detailed analysis of the non-LTE effects is
complicated by the small departures and they will be sensitive to small modifications in the entirety of the atomic
data at this level. Additional investigations for N II should therefore be carried out for objects at higher T eﬀ .
The non-LTE abundance corrections for single spectral lines in the sample stars, as derived in Table A.1,
are explained by the run of the departure coefficients and the corresponding line source function S L for a given
transition. In Fig. 3.6 the ratio of the line source function to the Planck function
SL
Bν
=
exp(hνij/kT )− 1
nigj/njgi − 1 =
exp(hνij/kT )− 1
bi/bj exp(hνij/kT )− 1 (3.14)
for diagnostic lines for the models of η Leo and β Ori is displayed. A non-LTE strengthening of lines will occur in
cases with a relative overpopulation of the lower level, a condition which is generally met at the formation depths
of the observed N I/II lines. The run of SL/Bν as given for the η Leo model is typical for the other early A-type
supergiants. Departures from unity set in deeper in the atmosphere for increasing T eﬀ and decreasing surface
3.2 Model Atoms for non-LTE Calculations 35
Figure 3.7: Theoretical line profiles for the η Leo model with an increased microturbulence of ξ= 10 km s−1. Solid line:
statistical-equilibrium calculation with microturbulence included, Eqn. (3.12); dotted line: without microturbulence.
gravity; only small departures are therefore found in Vega, resulting in the much smaller non-LTE abundance
corrections when compared to the supergiants. Typically, the N II lines are formed deeper in the atmosphere than
the N I features. In addition, the ratio of non-LTE to LTE line opacities
χL
χ∗L
= bi
1− njgi/nigj
1− exp(−hνij/kT ) (3.15)
is found to mainly follow the departure coefficients of the lower levels of the transitions. Thus particularly for the
strong near-IR lines a marked increase in the line opacity as compared to LTE is expected.
Microturbulence
Microturbulence was originally introduced as a free parameter to explain the fact that the observed equivalent
widths of saturated lines are greater than predicted by models based on thermal and damping broadening alone.
The concept of some additional non-thermal line-broadening is not physically excluded, despite the lack of a
comprehensive theoretical explanation for it at present.
Recently, McErlean et al. (1998) explicitly included microturbulence in the statistical-equilibrium calculations
with DETAIL, Eqn. (3.12), for helium in OB-type stars and find significantly different profiles as compared to the
standard procedure of including microturbulence only in the final step of the spectrum synthesis (with SURFACE)
for microturbulent velocities in excess of 10 km s−1. Here the contribution of this effect to the line-formation of
N I/II is investigated. Note that the microturbulent velocities typically found in the sample objects are comparable
or even larger than the thermal velocity for nitrogen (v th=
√
2kT/mN∼ 3.5 km s−1 at 10 kK).
This rather subtle effect depends on the details of the ionization balance and on the run of the departure
coefficients for a given element. The lines of N I are expected to show some sensitivity to a non-zero microtur-
bulence in the statistical-equilibrium calculations as the occupation numbers of the levels involved vary over the
line-formation depths. Thus the radiative transitions occur under slightly different conditions as the formation
depths of the line centres are pushed deeper into the atmosphere but simultaneously the frequency bandwidths
for absorption are broadened by an increased microturbulent velocity. Changes in the non-LTE level populations
and the line source functions vary in magnitude for different lines. Even lines too weak to react sensitively to
microturbulence in the classical sense might therefore be affected.
In Fig. 3.7, test calculations for the model of η Leo with an increased microturbulence are displayed. For
most of the N I lines a strengthening of up to 10% is found as ξ is increased from 0 to 10 km s−1 in the statistical-
equilibrium computations within DETAIL. The line-formation itself is performed with SURFACE on the basis of
the resulting population numbers for ξ= 10 km s−1 as in the classical approach. In general, the stronger lines are
more sensitive. On the other hand, for some lines like N I λλ 9045–49 a small weakening is found. The N II lines
are unaffected, even in an analogous experiment for β Ori. For typical microturbulence values (< 10 km s −1)
found in the sample stars, the magnitude of this effect is reduced but nevertheless should be accounted for in
high S/N observations such as those from the present study. A consistent microturbulence is therefore used in
all statistical-equilibrium and line-formation calculations in order to reduce the systematic error in the stellar
parameter and abundance determination.
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Comparison with previous N I/II non-LTE studies
The comparison of the model atom and the non-LTE departures with those of previous studies on N I will be
instructive in explaining the large discrepancies, up to a factor of 2, in the derived nitrogen abundances for
supergiants in particular, cf. Sect. 5.2.
Even for the main sequence star Vega all four studies on non-LTE effects in nitrogen, by Takeda (1992b),
Rentzsch-Holm (1996a, hereinafter referred to as RH), Lemke & Venn (1996, LV) and the present work, find
rather different departure coefficients – quantitatively as well as qualitatively. Takeda (1992b) has compiled the
most comprehensive N I model atom so far, with regard to the number of levels (119) and transitions (>2100)
treated explicitly. Nevertheless, the quality of the atomic data is lower than ours, as – except for the oscillator
strengths and the photoionization cross-sections of the lowest three levels – only approximate data are used.
By inspection of Takeda’s Fig. 1 one might expect that the departure coefficients are too large, the model at
solar metallicity already resembles that of the present work to some point and the b i increase enormously in his
1/10×solar model. Larger departure coefficients are also found by RH and LV, resulting in systematically larger
non-LTE abundance corrections than in the present case. Both model atoms resemble each other, with improved
radiative data as compared to Takeda (1992b) but still using only approximate collisional data. The number of line
transitions is restricted in both studies, to 80 (RH) and 189 (LV) for a number of energy levels similar to that of
the present work, as both use a complete linearisation scheme instead of the more powerful ALI technique, which
allows us to treat∼700 transitions in N I explicitly. The non-LTE effects in particular for neutral nitrogen seem to
depend critically on accurate atomic data. All the previous studies struggle with difficulties to bring abundances
from the doublet and quartet lines into accordance, indicating inaccurate collisional coupling between the two
spin systems. This problem can be almost completely resolved with the new model atom, with the one exception
of the strongest observed line from the doublet spin system, N I λ8629, which is found to still give a slightly
low abundance. The finding of LV, that Lyα is of significant importance for the N I bound-bound rates cannot be
confirmed: the ‘critical’ N I resonance line in the Lyα wing is optically thick throughout the atmosphere, implying
a net radiative rate of practically zero.
The studies of Venn (1995b) and Takeda & Takada-Hidai (1995, TTH) apply the LV and Takeda (1992b)
models, respectively, to supergiants where the strengthened non-LTE will amplify the differences between the
different models. Departure coefficients for N I levels in η Leo, the supergiant that those and the present study
have in common, are unfortunately not discussed. The non-LTE abundance corrections of TTH for the quartet
lines agree to ∼0.2 dex with ours, but for the N I λ8629 doublet line TTH find a positive abundance correction;
a second doublet line in their observations is unfortunately not analysed. Due to the breakdown of the pseudo-
metastable character of the lower level of this transition and its sensitivity to even slight changes in the conditions
of the calculations (see above), TTH exclude this line from the abundance determination. Considering the more
accurate atomic data in the present study, such severe problems are not encountered. Venn (1995b) finds non-
LTE abundance corrections systematically larger by∼0.2–0.4 dex for η Leo, except for the only doublet line in her
study, again N I λ8629, where∆log ε is almost identical with ours. The marked non-LTE strengthening in Venn’s
study has to be attributed to the large overpopulations of the 3s levels. In Venn’s Fig. 8 departure coefficients for
a supergiant at Teﬀ = 8400 K and log g= 1.2 (cgs) are displayed. Test calculations with the present model atom
for the same parameters show that Venn’s departure coefficient for the 3s 2P level is almost an order of magnitude
larger at the maximum and for 3s 4P Venn finds a continuous rise with decreasing optical depth to a much larger
overpopulation, where a similar decrease as displayed in Fig. 3.5 is found. The b i of the other excited levels are
also enhanced, but to a lesser degree, which might explain her larger non-LTE abundance corrections. Moreover,
the three lowest-lying levels in Venn’s calculation show a depopulation, while we find them to be in detailed
equilibrium. This also indicates a shift in the ionization balance of N I and N II when compared with the present
case. In Venn’s experiments, in which she modified the collisional cross-sections, a solution is found which
would bring her results into much better agreement with ours, cf. Sect. 5.3.2. in Venn (1995b). By artifically
increasing the cross-sections to πa20 (a0 being the Bohr radius), Venn finds a reduction of the abundances from
quartet lines on the order of 0.3 dex, while the doublet lines remain almost unaffected. Here, the superior quality
of the collisional excitation cross-sections from quantum-mechanical computations used in the new model atom
has to be re-emphasized, which ensures the accurate coupling of the different spin systems in both N I and N II.
A comparison of the non-LTE predictions from our new N II model with those of Dufton & Hibbert (1981)
and Becker & Butler (1989) is not carried out, as these studies concentrate on early B- and late O-type stars, close
to the line-strength maximum for N II features. The study of such stars would require a significant extension of
the analysis techniques, which is well beyond the scope of the present work.
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3.2.2 Carbon
Carbon is the 2nd most abundant metal in the universe. Similar to the case of nitrogen two stable isotopes are
found, 12C and 13C, with the former contributing almost 99% to the total carbon abundance. Carbon is produced
by the triple-α process during the helium-burning phase of stars via the reaction 4He(α, )8Be(α, )12C∗( ,γγ)12C.
Massive stars are the main source for the enrichment of the ISM with carbon, which is released in the final SN
explosion.
Energy levels
Carbon is almost completely ionized throughout the atmosphere of BA-type stars, with a small fraction (on the
order of several parts in a thousand) of C I at line-formation depths. Non-LTE effects are expected to be of
importance for the interpretation of the C I/II lines at visual and near-IR wavelengths, which are all emerging
from highly-excited levels (7.5/14.5eV above the ground states of C I/II).
Energy levels up to ∼0.37/0.67eV below the ionization threshold as listed by Moore (1993) are included
explicitly in the C I/II model. Missing data for highly excited C II levels are adopted from Sigut (1996). This
includes all energy levels with n≤ 6 and the 7s states in C I and all levels with n≤ 9 and A≤ 4 in C II. Only the
ground state of C III is considered, as the ionization energy of 47.89 eV is large. Fine structure and intermediate-
coupling terms are treated in analogy to nitrogen.
The populations of the remaining levels of C I (up to n= 10) and of C II (up to n= 14) are considered in the
number conservation equation. They are computed in LTE relative to the ground state of the higher ionization
stage, with level energies derived from their quantum defects.
Radiative transitions
Oscillator strengths for all optically allowed bound-bound transitions between energy levels with non-LTE pop-
ulations are adopted from OP data (Luo & Pradhan 1989, for C I) and from Fernley et al. (TOPBASE, for C II).
Again, the individual lines of a multiplet are reduced to a single effective ‘multiplet line’ in order to improve the
computational efficiency.
Grotrian diagrams for the different spin systems of the present C I/II model atom are displayed in Fig. 3.8.
All ionization stages under consideration are treated simultaneously in the non-LTE calculations. Additional
radiative coupling between the different spin systems of C I is provided by all intercombination transitions listed
by Wiese et al. (1996). On the other hand, intercombinations in C II are neglected due to the very small transition
probabilities. Luo & Pradhan (1989) and Yan et al. (1987) have compared the OP oscillator strengths for C I/II
with experimental and theoretical work by other authors; the majority of the data is expected to be accurate to
within 10%, superceding most of the older data used in previous studies of non-LTE effects on C I or C II.
Opacity Project data are also adopted for the photoionization cross-sections (Luo & Pradhan (1989) for C I
and Fernley et al. for C II), as available through the TOPBASE database. The full resonance structure, as indicated
by the R-matrix calculations, is accounted for in detail. These photoionization data are expected to be of similar
accuracy as the oscillator strengths. Cross-sections for energy levels missing in the OP data (for A= 4 in C II)
are calculated in the hydrogenic approximation (Mihalas 1978, p. 99). A comparison of OP cross-sections with
those of Henry (1970) – usually used in previous non-LTE studies on C I/II – is given in Fig. 3.9. The OP cross-
section for the C II ground state agrees well with that of the less elaborate approach, except for several sharp
resonances. On the other hand the OP data for the three lowest C I states are systematically larger on the average,
thus increasing the rate of photoionization. In addition, broad resonances corresponding to autoionizing states
dominate the important near-threshold region, enlarging the cross-sections considerably. For the higher excited
levels of C I/II, the use of detailed OP data also significantly improves the description of the photoionization
processes compared to most of the previous non-LTE studies of these ions.
The further computations with DETAIL and SURFACE were made as in the case of nitrogen. Transition wave-
lengths for the final spectrum synthesis are taken from Wiese et al. (1996) and Moore (1993) and transition
probabilities from the sources indicated in Table A.1. The damping parameters are calculated from OP radiative
lifetimes for the radiative widths and adopted from Griem (1964, 1974) for electron impact and ion broadening in
C I/II. Missing collisional-damping data are computed from the approximation of Cowley (1971). Van der Waals
damping is neglected in the parameter range considered here, as the atmospheric plasma is mostly ionized.
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Figure 3.8: Grotrian diagrams for C I, singlet (upper left) and triplet spin system (upper right) and for C II, doublets (lower
left) and quartets (lower right). Both ionic species and all spin systems (with an additional quintet level in C I) are treated
simultaneously. Displayed are the energy levels and the radiative bound-bound transitions treated explicitly in non-LTE. The
intercombination lines connecting the spin systems of C I are not shown in the diagram; in C II intercombinations are neglected
due to the small transition probabilities.
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Figure 3.9: Comparison of photoionization cross-sections from OP computations (full line) and from Henry (1970, dotted
line). On the left hand side data for the ground states of C I and C II are displayed, on the right hand side data for the first and
second excited levels of C I. The near-threshold regions of the latter two are dominated by broad resonances corresponding to
autoionizing states.
Collisional transitions
Substantial interest in accurate cross-sections for collisional excitation in C I/II for fusion-plasma modelling (pol-
lution of the plasma by carbon becomes a problem as the tokamak inner walls are made of graphite, which is
released in traces during operation and therefore has to be monitored) and astrophysical applications has led to
computational efforts on a large scale recently. For a significant fraction (over 300 transitions) of the data needed
in the present work, detailed results are available from calculations carried out in the CC approximation using
the R-matrix method. Effective collision-strengths for C I are calculated from the collisional cross-section com-
putations of Dunseath et al. (1997), following Burgess & Tully (1992). Additional cross-sections for collisional
excitation between the four lowest-lying energy levels are adopted from Thomas & Nesbet (1975). For C II,
effective collision-strengths are taken from the work of Blum & Pradhan (1992). Error estimates for these data
are difficult to obtain, as no comparison with other experimental or theoretical results is available for almost all
transitions. For test purposes (see below), a factor of two in accuracy is assumed. This is a rather conservative
assumption, as the uncertainties in data obtained by the R-matrix method in the CC approximation are known
to be typically on the order of a few 10%. For the remaining bulk of the transitions, however, approximate for-
mulae must be used, giving threshold values accurate to a factor 2–3 at best. Van Regemorter’s formula (Van
Regemorter 1962) is applied for radiatively permitted transitions with OP oscillator strengths. For the optically
forbidden transitions, the Allen formula (Allen 1973) is used with the collision strength set to 1.0.
Experimental cross-sections from Brook et al. (1978) and Yamada et al. (1989) are adopted for the collisional
ionization of the ground states of C I and C II. The authors expect uncertainties <30% and <20%, respectively,
for their data at energies near the ionization threshold, with significant improvements in the accuracy at higher
energies (at a few percent uncertainty). All the remaining collisional ionization data are computed using the
Seaton formula (Seaton 1962) with threshold photoionization cross-sections from the OP data, where available,
or from the hydrogenic approximation.
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Table 3.4: Uncertainties in the non-LTE analysis of carbon
changes in log ε(C)NLTE
9500/4.0 9500/2.0 9500/1.2 12000/1.8
C I C I C II C I C II C II
Atmospheric parameters:
Teﬀ − 150K σTeff −0.11 −0.09 +0.10 −0.06 +0.12 +0.07
log g + 0.15 dex σlog g −0.03 −0.04 +0.10 −0.10 +0.08 +0.08
ξ+1 km s−1 σξ −0.05 −0.02 −0.03 −0.01 −0.03 −0.06
y + 0.15 dex ±0.00 −0.03 −0.03 −0.04 −0.04 −0.06
[M/H]− 0.2 dex σ[M/H] +0.01 −0.03 ±0.00 ±0.00 ±0.00 −0.01
Line transitions:
Oscillator strengths +10% σlog gf −0.05 −0.05 −0.05 −0.05 −0.04 −0.05
Damping constant ∗2 σdamp −0.01 ±0.00 ±0.00 ±0.00 ±0.00 ±0.00
Photoionisations:
Cross-sections +10% σrbf ±0.00 ±0.00 ±0.00 ±0.00 ±0.00 ±0.00
Cross-sections ∗5 +0.08 +0.17 +0.02 +0.13 +0.03 +0.07
Collisional transitions:
Cross-sections ∗0.1 −0.16 −0.09 −0.06 −0.02 −0.06 −0.10
Cross-sections ∗0.5 σcbb −0.06 −0.03 −0.02 −0.01 −0.02 −0.04
Cross-sections ∗2 σcbb +0.06 +0.04 +0.02 +0.02 +0.03 +0.04
Cross-sections ∗10 +0.18 +0.15 +0.08 +0.14 +0.15 +0.18
Collisional ionization:
Cross-sections ∗0.1 σcbf +0.03 ±0.00 ±0.00 ±0.00 ±0.00 ±0.00
Cross-sections ∗10 σcbf −0.01 ±0.00 −0.01 ±0.00 ±0.00 ±0.00
Continuum placement σcont ±0.05 ±0.05 ±0.05 ±0.05 ±0.05 ±0.05
Estimated total uncertainty σsys ±0.16 ±0.13 ±0.16 ±0.14 ±0.16 ±0.15
Error estimates for the non-LTE calculations
To assess the effects of atmospheric parameters and crucial atomic data on the accuracy of carbon abundance
determinations by the present non-LTE approach, test calculations were performed for typical atmospheric pa-
rameters of BA-type stars as in the case of nitrogen. The results of the tests are summarised in Table 3.4. They
correspond to the mean value obtained from a study of the lines λλ 4228, 4771, 5052, 5380, 6013, 6828, 7111,
7115, 9078, 9088, 9111 (C I) and λλ 3918, 4267, 6578, 6582 (C II).
The carbon non-LTE calculations turn out to react sensitively to inaccuracies in the stellar parameters and
the atomic data. In general, the stronger lines are more susceptible, as they show stronger non-LTE effects.
Changes in the effective temperature and surface gravity affect the delicate ionization balance of C I/II: within
the assumed error bars for these parameters, the carbon abundance can be typically fixed only to approximately
±0.1 dex. Inaccuracies in the microturbulent velocity primarily alter the strengths of lines on the flat part of the
curve of growth. Effects of an increased microturbulence are therefore small, as most of the lines remain weak
in the parameter range of the present study. Only the near-IR lines of C I in the main sequence model and the
C II lines in the hotter supergiant model are affected, resulting in abundance uncertainties of ∼0.15/0.06dex.
An increase of the atmospheric helium content systematically lowers the derived carbon abundances for both
ionization stages in all the supergiant models, while the lines in the main-sequence model are insensitive to such
a change. In the following estimation of the systematic error this effect is ignored as the helium abundance is
explicitly determined and accounted for in the model atmosphere computations. Line-blocking effects introduced
by metallicity variations on the order of 0.2 dex have a negligible impact on the C I/II line-formation calculations.
Inaccurate gf -values enter the abundance determination linearly, as long as the carbon lines remain weak as is
mostly the case in the present study. Modifications of the collisional-damping widths within a factor of 2 result in
irrelevant changes of the line strengths, except for the near-IR C I lines in the main sequence model, where small
abundance corrections of ∼0.05 dex become necessary. No corrections have to be applied for variations in the
photoionization cross-sections at the 10% level. On the other hand larger inaccuracies, by a factor of 5, strongly
affect the lines of the minor ionic species of C I by way of a displaced ionization balance. The near-IR C I lines
react most sensitively, resulting in abundance corrections of ∼0.2 dex. In the hotter supergiant model a similar
sensitivity is found for C II λ 4267. Accurate photoionization data are therefore an important ingredient in the
non-LTE calculations for C I/II. The new model atom improves the situation in comparison with former studies.
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In the present work, detailed collisional excitation data are used for the first time for a considerable number
of transitions in C I/II. Collisions play an important roˆle in the abundance analyses, as is inferred from the test
calculations. Even a systematic inaccuracy of a factor 2 in the collisional rates results in a ∼0.2 dex change in
abundance derived from the C I λλ 9061–9111 lines in the main sequence model. This uncertainty increases to
∼0.5 dex in abundance when the collisional rates are varied by a factor of 10. The weaker lines of C I and C II
react less sensitively – abundance uncertainties typically amount to less than 0.1 dex. Due to the lower particle
densities, accurate collisional data become less important in supergiants. Nevertheless, C II λ 4267 is found to
react sensitively to a reduction of the collisional rates in the supergiant models as well. Practically no influence
on line strengths is found for a variation of the collisional ionization rates by an order of magnitude. A further
source of systematic error is the continuum placement in the observed spectra, see the discussion of systematic
error sources in nitrogen for further comments on this.
The total uncertainties are computed from the sum of the squares of the appropriate uncertainties in Table 3.4,
according to Eq. (3.13). They should be viewed as the (conservative) systematic errors applicable to the non-LTE
calculations on C I/II within the limitations set by the method applied in the present work. The total uncertainty
(systematic+statistic on the 1σ-level, cf. also Sect. 5.2) typically amounts to an unsatisfactory∼0.3 dex.
The non-LTE effects in C I/II
The ionization balance of carbon in the photospheres of typical early A-type stars is displayed in Fig. 3.10. The
dominant ionization stage in the line-formation region is C II, with small admixtures of C I (typically a few parts
in a thousand) and C III, the latter showing a strong increase from ∼10−7 to 10−3 in fraction with increasing
Rosseland optical depth τR. In the main sequence model, the ionization balance is shifted in favour of the lower
ionization stage, due to the larger surface gravity and hence higher particle densities. The impact of an increase
in Teﬀ on the ionization balance is also shown in Fig. 3.10 for the late B-type supergiant β Ori. The changes are
in the expected direction, i.e. shifting the balance to the higher ionization stage. In general, the total C II and C III
populations are enhanced in non-LTE, while C I becomes overionized.
In Fig. 3.11 departure coefficients b i are displayed as a function of τR for the models of several objects
discussed in Sect. 5.2. In addition, departure coefficients for a Vega-like model at solar elemental composition
(Grevesse & Sauval 1998) are also given to study the influence of metallicity on the carbon non-LTE calculations.
All the observed C I/II lines in the visual/near-IR originate from fairly high-excited energy levels (7.5/14.5eV).
In Table 3.5, identifiers for the consecutively numbered energy terms of the C I/II model are given and the levels
involved in the observed transitions are identified in Table 3.6.
The most striking feature in the main sequence models is the marked underpopulation of the ground state and
the energetically close singlet and quintet states, which are coupled collisionally; these four levels are largely
decoupled from the remaining C I levels. Photoionizations depopulate these lowest levels efficiently and the
departures increase as the line blocking is reduced (Vega model at Z=−0.5 dex vs. the Z model). On the other
hand, neglecting the non-LTE radiation field by replacing the mean intensity by the Planck function, J ν =Bν , in
the photoionization continua results in a complete relaxation of the situation and the low-energy levels of C I stay
close to their detailed-equilibrium value.
The levels at higher excitation show departure coefficients slightly greater than unity in the line-formation
region. But they contribute only little to the total C I population, resulting in the net overionization of this ioniza-
tion stage. As the excitation energy of C I levels approaches the ionization threshold, the departures diminish due
to the increasing collisional coupling with the ground state of C II, which is in LTE.
The C I lines are progressively weakened at higher luminosities due to the increasing overionization and
become unobservable in the objects at highest luminosity class (for the temperature range under consideration).
Departure coefficients for a number of C I levels are therefore displayed for the η Leo model only, as the situation
in HD 111613 is found to be similar. The ground state is even more depopulated than in the main sequence
case and the collisional coupling of the singlet and quintet terms at low excitation energy is weakened. Again,
the more highly excited C I levels show only marginal deviations from detailed equilibrium populations in the
line-formation region.
C II lines become observable in early A-type supergiants and strengthen rapidly with increasing T eﬀ . The
doublet ground state and the collisionally coupled lowest quartet term remain in detailed balance throughout the
depth range covered by the models, as expected for the main ionization stage. The populations of the excited
energy levels important for the formation of the observed lines (see Table 3.6) deviate only marginally from LTE,
as in the C I case. A marked overpopulation of the C III ground state is developing at small optical depths.
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Figure 3.10: Non-LTE and LTE ionization equilibrium of
carbon for Vega (solid lines and filled circles, respectively),
η Leo (dotted lines/open circles) and HD 92207 (dashed lines/
open diamonds; left panel) and β Ori (above). Displayed are
the ratios of the total level populations of the three ionization
stages n(C I/II/III) to the total carbon population N (C) as a
function of Rosseland optical depth τR.
Table 3.5: Term identifiers for carbon
Ion No. Term Ion No. Term Ion No. Term Ion No. Term
C I 1 2p2 3P C I 27 4p 1D C II 81 2p 2Po C III 128 2s2 1S
2 2p2 1D 28 4p 1S 82 2p2 4P
3 2p2 1S 29 4d 1Do 86 3s 2S
4 2p3 5So 30 5s 3Po 87 3p 2Po
5 3s 3Po 31 4d 3Fo 89 3d 2D
6 3s 1Po 33 5p 1S 91 4s 2S
8 3p 1P 41 4d 1Po 93 3s′ 4Po
9 3p 3D 43 5p 1P 94 4d 2D
11 3p 3P 49 5d 3Fo 96 4f 2Fo
23 3p 3P 50 6s 3Po 108 6f 2Fo
26 4p 1P 60 5d 1Po 112 3p′ 4P
Table 3.6: Line identification for carbon
Ion λ (A˚) Transition l – u Ion λ (A˚) Transition l – u
C I 4228.33 3s 1Po– 5p 1S 6 – 33 C I 7115.17 3p 3D – 4d 3Fo 9 – 31
4371.37 3s 1Po– 5p 1P 6 – 43 7115.18 3p 3D – 5s 3Po 9 – 30
4771.74 3s 3Po– 4p 1P 5 – 26 7116.99 3p 3D – 5s 3Po 9 – 30
4775.90 3s 3Po– 4p 1P 5 – 26 7119.66 3p 3D – 5s 3Po 9 – 30
4932.05 3s 1Po– 4p 1S 6 – 28 9078.29 3s 3Po – 3p 3P 5 – 11
5052.17 3s 1Po– 4p 1D 6 – 27 9088.51 3s 3Po – 3p 3P 5 – 11
5380.34 3s 1Po– 3p 3P 6 – 23 9111.81 3s 3Po – 3p 3P 5 – 11
5668.94 3p 1P – 5d 1Po 8 – 60 C II 3918.97 3p 2Po – 4s 2S 87 – 91
6013.17 3p 3D – 6s 3Po 9 – 50 3920.68 3p2Po – 4s 2S 87 – 91
6013.21 3p 3D – 5d 3Fo 9 – 49 4267.00 3d2D – 4f 2Fo 89 – 96
6014.83 3p 3D – 6s 3Po 9 – 50 4267.26 3d2D – 4f 2Fo 89 – 96
6587.61 3p 1P – 4d 1Po 8 – 41 5132.95 3s′ 4Po– 3p′ 4P 93 – 112
6828.12 3p 1P – 4d 1Do 8 – 29 5133.28 3s′ 4Po– 3p′ 4P 93 – 112
7100.12 3p 3D – 5s 3Po 9 – 30 6151.27 4d2D – 6f 2Fo 94 – 108
7108.93 3p 3D – 5s 3Po 9 – 30 6151.53 4d2D – 6f 2Fo 94 – 108
7111.47 3p 3D – 4d 3Fo 9 – 31 6578.05 3s 2S – 3p 2Po 86 – 87
7113.18 3p 3D – 4d 3Fo 9 – 31 6582.88 3s 2S – 3p 2Po 86 – 87
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Figure 3.11: Departure coefficients bi for C I/II as a function of Rosseland optical depth τR for several of the sample stars.
In addition, data for a main sequence object at solar metallicity is displayed in the upper right panel. The formation depths
of the line cores (τ ≈ 1) for several transitions are indicated. Term identifiers and information on the levels involved in the
transitions are found in Tables 3.5 and 3.6. For the Vega model, the departure coefficients for the lowest four levels are also
shown after setting Jν =Bν for the photoionization continua (dashed line). No further information on excited C II levels is
given for the main-sequence models, as C II lines are absent in their spectra; the analogous argument holds for the excited C I
levels in HD 92207 and β Ori.
The non-LTE abundance corrections for the sample stars, as derived in Table A.1, are explained by the run
of the departure coefficients and the corresponding line source function S L for a given transition. Figure 3.12
shows the ratio of the line source function to the Planck function for diagnostic lines exemplarily for the models
of η Leo and β Ori. A non-LTE strengthening of lines will occur for b i>bj , cf. Eqn. (3.14), a condition which is
met at the formation depths of the observed C I/II lines. Nevertheless, the ratio SL/Bν at line-formation depths
stays close to unity, as expected for small departures from detailed balance. The trend of S L/Bν for the other
supergiants is similar to the case given. In the Vega model the departures from the LTE source function occur
farther out in the atmosphere, thus affecting only the strongest lines (C I λλ 9061–9111).
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Figure 3.12: Ratio of line source function SL to Planck
function Bν at line centre for diagnostic C I/II lines as a
function of τR for the models of η Leo (full lines) and β Ori
(dotted lines). The formation depths of the line cores (τ ≈ 1)
are indicated.
An evaluation of the physical accuracy of the present model atom for carbon turns out to be difficult due to
the smallness of the non-LTE departures for levels involved in the observed transitions in the visual and the near-
IR. No single process dominates, except for the strong sensitivity of the C I ground state to photoionization.
Therefore, the scatter in the abundance found in the analysis, cf. Sect. 5.2, might be well explained by the
remaining – nevertheless small – uncertainties of the atomic data used in the present study, see also the scaling
experiments on the atomic data above.
An additional source of uncertainty might influence the computations, but cannot be accounted for properly
in the current approach: interaction of the Lyman series transitions with the C I ground state photoionization and
some of the C I resonance lines are expected. This effect can only be handled in a simultaneous and consistent
non-LTE treatment of radiative transfer and atmospheric structure calculations. It will primarily affect the four
lowest-lying energy levels of C I – which are largely decoupled from the rest model atom – and will impact the
emerging flux between Lyα and the Lyman jump and the strengths of the C I resonance lines. The more excited
energy levels, however, should only be indirectly influenced.
Microturbulence
In analogy to nitrogen the effects of a non-zero microturbulence in the statistical-equilibrium calculations are
briefly discussed in the following. In Fig. 3.13, test calculations for the model of η Leo with an increased mi-
croturbulence are displayed. For the C I λλ 9061–9111 features the equivalent width increases by ∼8% as ξ is
increased from 0 to 10 km s−1 in the statistical-equilibrium computations with DETAIL. The line-formation itself
is performed with SURFACE on the basis of the resulting population numbers for ξ= 10 km s−1 as in the classical
approach. Equivalent widths for the other very weak C I lines are also increased, with variations of typically
several percent. On the other hand, the (weak) C II lines remain virtually unaffected. For typical microturbulence
values (< 10 km s−1) found in the sample stars, the magnitude of this effect is reduced and should be negligible
for observational data at a typical S/N of100. Nevertheless, in the following it is preferred to perform the model
calculations in a consistent way.
Comparison with previous C I/II non-LTE studies
Substantial efforts have been carried out in the past to determine the non-LTE effects on neutral and singly-ionized
carbon quantitatively. For C I, Stu¨renburg & Holweger (1990, 1991) and Takeda (1992b) provide extensive data
on the early A-type main sequence star Vega and Venn (1995b) applies the Stu¨renburg & Holweger model to
A-type supergiants. In the following the results from the new model atom are compared with those from the
previous studies. Non-LTE effects of C II are discussed exclusively for early-B/late-O stars (Eber & Butler 1988,
Sigut 1996) at significantly higher temperatures than in the present work; a direct comparison is therefore not
possible. Nevertheless, the new model atom closely resembles the C II model of Sigut (1996), thus the present
study can be viewed as an extension of that work to lower temperatures and surface gravities.
First, it has to be noted that the new abundance results for Vega (cf. Sect. 5.2) agree well with those of
Stu¨renburg & Holweger (1990, 1991) and Takeda (1992b), within the error margins. All three model atoms are
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Figure 3.13: Theoretical line profiles for the η Leo model (Sect. 5.2) with an increased microturbulent velocity of
ξ= 10 km s−1. Solid line: statistical-equilibrium calculation with microturbulence included, Eqn. (3.12); dotted line: without
microturbulence.
fairly comprehensive in terms of the energy levels and the processes connecting them. Differences have therefore
for the most part to be attributed to the atomic data, and to the physical assumptions used in the computations. In
the direct comparison, the present model comprises of more accurate radiative data, and detailed collisional data
has been used for the first time. Also, the restrictions of fixed rates for the photoionizations have been eased. A
number of C I resonance lines are situated at wavelengths where photoionizations from low-lying levels of this
ion contribute to the background opacity (cf Fig. 3.28 below). In principle, the assumption of fixed rates is no
longer valid in this case, as the radiation field is now coupled to the statistical equilibrium. On the other hand,
these resonance lines are strong – i.e. optically thick in their line-cores – and therefore basically in LTE, resulting
in only small corrections to the derived abundances.
The departure coefficients for the three model atoms show qualitatively and quantitatively a similar behaviour
in the line-formation region. Farther out, some discrepancies are apparent, in particular for the Stu¨renburg &
Holweger model, but these cannot be verified for physical significance due to a lack of suitable observed lines.
The depopulation of the lowest four levels in the Stu¨renburg & Holweger model is less prominent than in the
present case. This is attributed to the larger photoionization cross-sections (see Fig. 3.9) and to the larger number
of UV resonance lines included in the present model. Takeda’s model predicts almost the same depopulations for
these levels as does the present one.
The supergiants offer a more critical test of non-LTE effects. The present study has the A0 Ib supergiant
η Leo in common with the sample of Venn (1995b) and Takeda & Takada-Hidai (2000). Unfortunately, both
works do not provide such details (departure coefficients, line source-functions) as would allow an assessment
of the accuracy of the model predictions. But, the non-LTE abundance corrections of Venn (1995b) for the C I
multiplet λλ 9061–9111 can be confirmed, allowing for small uncertainties due to residuals of Venn’s telluric
line removal. A similar carbon abundance is derived from an additional C I line accessible due to the higher S/N
of the present observations and also from several C II lines, thus indicating that the C I λλ 9061–9111 lines are
indeed reliable abundance indicators. Venn’s conclusion, that this is not the case – as Venn finds a significantly
lower mean carbon abundance from these lines in the hotter stars of her sample (spectral classes A2–A0) than in
the cooler F0–A3 types – has therefore to be reconsidered. An alternative explanation is indeed suggested by the
new stellar evolution calculations including rotation (Meynet & Maeder 2000): a stronger depletion of carbon is
expected for the more massive objects on the mean and in particular for objects performing a blue-loop at first
dredge-up abundances. By coincidence, the hotter stars in Venn’s sample are the more massive ones (10M ),
cf. Table 6 in Venn (1995a), while the cooler are less massive (∼ 5–8M). A (re)analysis of a larger sample of
carefully selected objects, for the more sensitive mixing indicator of nitrogen as well, might clarify this question.
Moreover, in the particular case of η Leo, a high nitrogen abundance is found and also considerably enhanced
helium (cf. Sect. 5.2), which both favour a low carbon abundance in terms of stellar evolution models. But no final
conclusion can be drawn here as the present calculations still show some discrepancies between the C I and C II
abundances – nevertheless within the error margins – and there is also some indication of a strong sensitivity of the
C I λλ 9061–9111 features to the atomic data used in the carbon model, which despite considerable improvements
are not perfect. The comparison of the new results for η Leo with those of Takeda & Takada-Hidai (2000) is even
more restricted due to the different temperature scales used in both studies, cf. Sect. 5.2. Additional observations
of the numerous strong near-IR lines of C I around ∼1–1.2µm can help to improve the statistics and to further
constrain the carbon abundance in particular of the supergiants.
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Figure 3.14: Grotrian diagrams for O I, triplet (left) and quintet spin system (right). Both spin systems (with three additional
singlets) are treated simultaneously. Displayed are the energy levels and radiative transitions treated explicitly in non-LTE.
3.2.3 Oxygen
Oxygen is the most abundant metal in the universe with a contribution of approximately 50% to the total metal-
licity. Three stable isotopes exist, 16O (>99%), 17O and 18O. Oxygen is produced during He-burning by the
12C(α, γ)16O reaction. It is the first element in the chain of the so-called α–elements, which are formed by
the addition of α-particles to seed nuclei. The main source for the enrichment of the ISM with oxygen are SN
explosions of massive stars. Here, only the non-LTE model atom for O I is discussed. For an extension of the
calculations, the O II model of Becker & Butler (1988) has been adopted, see Sect. 3.2.5 for further details.
Energy levels
Neutral oxygen lines are most prominent in late A-/early F-type stars where the population of the excited energy
levels reaches its maximum. At higher temperatures, within the parameter range under consideration, oxygen
ionizes rapidly but only a small population is expected for excited O II energy levels connected to the ground
state via radiatively permitted transitions, as excitation energies of  15 eV are involved. Therefore, these are
neglected for the study of the non-LTE effects in O I and only the ground state of O II is taken into account. Test
calculations with a merged O I/II model atom have shown that this is a good approximation in particular for stars
of spectral types later than B.
Since the O I lines in the visible originate from excited levels (9 eV above the ground state), the O I model
atom has to be fairly complete with respect to these levels. All energy levels below an excitation energy of 13.4 eV
as listed by Moore (1976) are included explicitly in the model atom, together with additional P terms for principal
quantum number n= 7, 8 and F terms for n= 8, adopted from OP computations (Butler & Zeippen 2002). Fine-
structure levels belonging to the same term are combined into a single level.
Additionally, level populations of O I up to n= 10 are computed in LTE relative to the ground state of O II
with energies derived from their quantum defects. They are considered only in the number conservation equation.
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Radiative transitions
All optically allowed bound-bound transitions between energy levels with non-LTE populations are considered.
The required LS-coupling oscillator strengths are adopted from OP data (Butler & Zeippen 1991, 2002). The
reduction of individual lines of a multiplet into a single effective line introduces only small errors in the transition
rates and occupation numbers as Baschek et al. (1977) have shown. In order to improve the computational
efficiency fine-structure splitting is therefore ignored.
Grotrian diagrams of the triplet and quintet spin systems are shown in Fig. 3.14. Both spin systems together
with the singlets (2p4 1D, 2p4 1S, 2p3(2Do)3s 1Do) are treated simultaneously, the latter couple to the triplets via
intercombination and forbidden transitions. The only direct coupling between the triplets and quintets is provided
by the intersystem line λ 1356 (2p4 3P – 3s 5So). Oscillator strengths for these transitions are taken from the com-
pilation of Wiese et al. (1996). A detailed comparison of the adopted oscillator strengths with measurements and
theoretical work by other authors is performed by Butler & Zeippen (1991); the majority of the data is expected
to be accurate to within 10%, outdating most of the older data used in previous studies of non-LTE effects on O I.
Photoionizations from all energy levels with non-LTE populations are treated with cross-sections fitted to the
OP data (Butler & Zeippen 1990, 2002). A carefully chosen frequency grid ensures a thorough representation
of the numerous resonances present in the results of R-matrix calculations. Butler & Zeippen (1990) discuss the
reliability of the cross-sections for the first three states of O I in the context of the available experimental data and
theoretical results from the literature; excellent agreement was found. The expected accuracy of the bulk of the
OP photoionization cross-sections amounts to approx. ±10%.
A comparison of photoionization cross-sections for the ground state and the quintet metastable state is pre-
sented in Fig. 3.15. Discrepancies up to an order of magnitude at threshold are present between the OP calcu-
lations and the data of Hofsa¨ß (1970) used in the O I study of Baschek et al. (1977). Takeda (1992a) uses cross
sections provided by Henry (1970) and calculated values according to Peach (1967). These are in better agree-
ment with the OP data but for the cross-sections of levels at higher energies he uses the hydrogenic approximation
which provides reasonable results only for high quantum numbers A. In summary, the use of the OP data signifi-
cantly improves the description of the photoionization processes compared to previous O I non-LTE studies.
The further computations with DETAIL and SURFACE are done as in the case of nitrogen. Transition wave-
lengths for the final spectrum synthesis are taken from Wiese et al. (1996) and transition probabilities from the
sources indicated in Table A.1. The damping parameters are calculated from OP radiative lifetimes for the radia-
tive widths and from the approximation of Cowley (1971) for collisional damping. A comparison with profiles
computed with the more sophisticated data from Griem (1974) shows only negligible differences.
Collisional transitions in O I
Special attention should be paid to an accurate description of electron collisions in view of their importance
for the balance between the different spin system populations. Energy-resolved measurements for only a few
transitions from the ground state are found in the literature; the results of Wang & McConkey (1992) are adopted.
Theoretical cross sections for collisions between the ground state and the low excited singlet levels are taken
from Tayal (1992). Results for the transitions to quintet terms were calculated by Tayal & Henry (1989) together
with some additional cross-sections in the triplet spin system. From a comparison with data presented in former
work an accuracy significantly better than a factor of 2 is expected. For all remaining transitions up to the 3d
energy levels the collision strengths from the distorted wave calculations of Bhatia & Kastner (1995) are used.
The authors claim a generally good accuracy, even in the worst case being better than an order of magnitude,
despite the fact that this method is not well suited to neutral species. For all other optically allowed transitions
the Van Regemorter formula (Van Regemorter 1962) is applied with OP oscillator strengths. All the remaining
bound-bound transitions are treated according to the semiempirical Allen formula (Allen 1973) with Ω set to 1.0.
In Fig. 3.15 the collisional cross-sections used in this work are compared to those derived from the approxi-
mation formula of Van Regemorter (1962) as adopted by Baschek et al. (1977). Large discrepancies up to several
orders of magnitude are found. For the optically forbidden transition the cross-section according to Allen (1973)
and the results from the distorted-wave calculations of Sawada & Ganas (1973) as used by Takeda (1992a) are
also displayed. The former offers a better description than the Van Regemorter approximation; the latter are in
good agreement with the data preferred in the present study. In summary, the preference of experimental and
sophisticated theoretical data over results from approximation formula for many important transitions improves
the reliability of the present statistical-equilibrium calculations.
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Figure 3.15: Comparison of different photoionization cross-sections (left panel) and excitation cross-sections for electron
collisions (right panel) on a logarithmic scale. Displayed are cross-sections from OP computations (full line) and data from
Hofsa¨ß (1970, dotted), Henry (1970, dashed) and Peach (1967, dashed-dotted) for the photoionizations. In the case of the
electron collisions an analytical fit (full line in upper diagram) to measured cross-sections (Wang & McConkey 1992, dots) is
shown, as well as results from the approximations from Van Regemorter (1962, dotted) and from Allen (1973, dashed) and
the theoretical data of Tayal & Henry (1989, full line in lower diagram) and Sawada & Ganas (1973, diamonds). Note that the
Van Regemorter results are multiplied by a factor of 10000 in the lower right diagram.
Experimental cross-sections from Thompson et al. (1995) are adopted for the collisional ionization of the
ground state. Agreement better than a factor of 2 within the measured energy range is expected confirming
previous results from other authors. Supplementary cross-sections for ionization from n= 3 triplet levels are
provided by Chung et al. (1993). Their comparison for different theoretical approaches suggests an accuracy
better than 50%. The Seaton formula (Seaton 1962) is used for collisional ionization of the remaining non-LTE
levels; threshold photoionization cross-sections are taken from the OP data.
Charge exchange reactions in O I
The nearly resonant charge exchange reaction O 0 (2p4 3P)+H+ O+ (2p3 4So)+H0 (1s 2S) has been taken
into account in the non-LTE calculations with rate coefficients determined according to the analytic fits of Arnaud
& Rothenflug (1985). Non-LTE level populations n i of hydrogen are calculated with DETAIL on the ATLAS9
model structure in advance. They show departure coefficients b i=nNLTEi /nLTEi differing significantly from unity
only close to the Eddington limit (Kudritzki 1973). This process dominates the ionization balance of oxygen as
the departures of the n(H I 1s 2S)/n(H II) ratio are forced upon n(O I 2p4 3P)/n(O II 2p3 4So) – and the first two
low-lying terms 2p4 1D and 2p4 1S which are in detailed balance with the O I ground state. Note that the O I/II
ground states are already thermalised throughout most of the atmosphere when the charge exchange reaction
is neglected (Fig. 3.16). As a consequence, the formation depths for the spectral lines discussed here are only
marginally affected by charge exchange even for supergiants, resulting in negligible effects on the line strengths
as tests have shown. Small effects on the Wλ are expected for the resonance lines in the UV only.
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Figure 3.16: Effects of the charge exchange reac-
tion O0 (2p4 3P)+H+  O+ (2p3 4So)+H0 (1s 2S)
on the departure coefficients and the ionization bal-
ance of oxygen as a function of the Rosseland optical
depth τR in a supergiant model for Teﬀ = 10000 K,
log g= 1.5, ξ= 8 km s−1. Solid line: with, dotted
line: without charge exchange. The formation depths
of the line core (τ ≈ 1) for several transitions are in-
dicated.
Error estimates for the non-LTE calculations of O I
In contrast to carbon and nitrogen, oxygen abundances are not strongly affected by mixing processes in stellar
atmospheres. Therefore, the case of oxygen is discussed in a more general context in the following, no longer
concentrating exclusively on the sample objects. To assess the importance of various parameters entering the non-
LTE computations and to estimate systematic errors on the abundance analysis test calculations are performed for
typical supergiant atmospheric parameters in an extended parameter range: T eﬀ/ log g of 8500 K/1.0, 10000 K/1.5
and 15000 K/2.0 with the microturbulence fixed at ξ= 8 km s−1 assuming solar metallicity. At Teﬀ ≈ 8000 K the
hydrostatical model atmospheres for supergiants develop pressure inversion and should therefore – as well as for
other reasons – be viewed with caution as a reliable description of the physical conditions, cf. Sect. 2.5.3. For
a given synthetic spectrum of O I the abundance is adjusted in the model with modified parameters to reproduce
the original line strengths. The results of the tests (mean values from O I lines commonly used in analyses) are
summarised in Table 3.7.
Uncertainties in the atmospheric parameters (at typical values of the analyses) have the largest effects on the
non-LTE abundance determination for oxygen. Here one has to rely on the weak lines in the visible as the strong
near-IR lines react sensitively to even small changes in the microturbulence. In any case, these lines are abundance
indicators of only limited reliability for reasons discussed below. Entries in Table 3.7 for a varying He abundance
and for a varying metallicity in the background opacities, as was the case of N and C, are missing. In the present
work the atmospheric He abundance is explicitly determined thus this factor plays no part in the systematic error
estimation. The ionization equilibrium of O I/II is not strongly affected by line blocking effects, as the ionization
threshold of O I is located slightly shortward of the Lyman-edge in an optically thick frequency region and the
O II threshold in a region without flux. Therefore this is also a negligible issue in terms of systematic errors.
Errors in the abundances derived from weak lines are directly proportional to inaccuracies in the gf -values.
The 10% overall error anticipated from the OP data manifests itself in an abundance uncertainty of ∼0.05 dex.
Nevertheless, this might be an underestimate for individual transitions, cf. Table A.1. Generally, uncertainties in
the line broadening due to radiative lifetimes are negligible. In the case of collision broadening the comparison of
the values used with Stark-broadening parameters from Griem (1974) for selected lines results in almost identical
line profiles. But it should be noted that a typical error of a factor 2 in the collisional damping half-widths mainly
affects the strong near-IR lines.
No systematic error on the abundance analysis is expected from the variation of OP photoionization cross-
sections within the given error bars. A factor of 5 in the absolute values of the cross-sections – a difference easily
reached in comparison with former studies – on the other hand results in significant abundance corrections. The
near-IR lines are most strongly affected. But even this is an underestimation, larger differences are present even
in some of the threshold values, amounting to factors of 10 2–103 in the – sometimes broad – resonances. The use
of the OP data results in a significant improvement compared to former O I studies.
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Table 3.7: Uncertainties in the non-LTE analysis of O I
changes in log ε(O)NLTE
8500/1.0 10000/1.5 15000/2.0
Atmospheric parameters:
Teﬀ − 150K σTeff −0.09 −0.04 −0.02
log g + 0.15 σlog g −0.09 −0.05 −0.06
ξ+1 km s−1 σξ −0.05 −0.01 ±0.00
Line transitions:
Oscillator strengths +10% σlog gf −0.06 −0.06 −0.05
Damping constant ∗0.5, ∗2 σdamp ±0.00 ±0.00 ±0.00
Photoionizations:
Cross-sections +10% σrbf ±0.00 ±0.00 ±0.00
Cross-sections ∗5 +0.17 +0.23 +0.30
Collisional transitions:
Cross-sections ∗0.1 −0.05 −0.05 −0.06
Cross-sections ∗0.5 σcbb −0.02 −0.03 −0.03
Cross-sections ∗2 σcbb +0.04 +0.03 +0.04
Cross-sections ∗10 +0.14 +0.14 +0.17
Collisional ionization:
Cross-sections ∗0.1, ∗10 σcbf ±0.00 ±0.00 ±0.00
Charge exchange reaction:
Rate coefficients ∗0.1, ∗10 σce ±0.00 ±0.00 ±0.00
Continuum placement σcont ±0.05 ±0.05 ±0.05
Estimated total uncertainty σsys ±0.16 ±0.11 ±0.10
Collisional excitation cross-sections also prove to be critical parameters in the statistical-equilibrium com-
putations. Unfortunately, for most of the transitions, the data are based on an approximate formula, giving an
accuracy within a factor 2 or 3 at best near threshold. Nevertheless, larger overall systematic errors for the
present model than given in the corresponding entry of Table 3.7 are not expected as for the most important tran-
sitions quite accurate data are used. In-/decreasing the cross-sections by a factor 10 and therefore shifting farther
to/from LTE conditions results in comparatively large abundance uncertainties and demonstrates again the need
for accurate atomic data. The importance of detailed collisional data for the development of the strong non-LTE
effect in the near-IR triplet will be discussed later.
It is found that the accuracy of the collisional ionization cross-sections is not a critical factor in the non-LTE
computations as scaling them by a factor as large as 10 has virtually no effect on the calculated equivalent widths.
Due to the small mean kinetic energy of the colliding electrons the low lying levels are not depopulated and thus
the ionization balance is only marginally affected. Inaccuracies in the rate coefficients of the charge exchange
reaction also have no effect on the abundance analysis in the present approach as the changes occur only outside
the line forming region. A further source of systematic error is the continuum placement in the observed spectra,
see the discussion of systematic error sources in nitrogen for further comments on this.
The total uncertainties are computed from the sum of the squares of the appropriate uncertainties in Table 3.7,
according to Eqn. (3.13) and assuming them to be independent. They should be viewed as the (conservative)
systematic errors applicable to the non-LTE calculations on O I within the limitations set by the method applied in
the present work. The total uncertainty (systematic+statistic on the 1σ-level) typically amounts to 0.15–0.20dex.
Oxygen abundances therefore belong to the best determined elemental abundances in the present work.
For the model of the supergiant HD 92207 (cf. Sect. 5.2) the same parameter study as above is performed to
examine the reliability of the abundance analysis close to the Eddington limit. An estimated systematic uncer-
tainty of±0.13 dex with errors due to the atmospheric/atomic parameters similar to those from Table 3.7 is found.
Note that the uncertainties in the atmospheric parameters of this star might be somewhat larger than adopted here
thus slightly increasing the systematic error. Finally, for main sequence stars slightly smaller systematic errors
than from Table 3.7 are expected as most of the observed lines are formed under LTE conditions, the detailed
atomic structure becoming irrelevant. The given uncertainties should therefore be viewed as upper limits for
objects on the main sequence. In particular, for Vega a systematic uncertainty of ±0.08 dex is derived from the
parameter study.
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The non-LTE effects in O I
The non-LTE ionization balance for oxygen at various stellar parameters is displayed in Fig. 3.17. At mid-
A type temperatures O I is the dominant ionization stage but oxygen rapidly ionizes with increasing effective
temperature and decreasing surface gravity. The variations of the ionization balance with microturbulence and
metallicity basically reflect the changes in the line blanketing at these parameters. In addition, the non-LTE
ionization balance for oxygen deviates only marginally from that under LTE conditions as displayed in Fig. 3.17
for selected cases.
Departure coefficients bi are shown in Fig. 3.18 as a function of the Rosseland optical depth τR for main
sequence and supergiant models of mid-/early A-type and late B stars. All the observed lines originate from
the fairly highly-excited (>9 eV) energy levels 3s 5So, 3s 3So, 3p 5P and 3p 3P. In Table 3.8, identifiers for the
consecutively numbered energy terms of the O I model are given and the levels involved in the observed transitions
are identified in Table 3.9.
Strong overpopulations are found for the metastable level 3s 5So and for 3s 3So, the lower states for the O I
λλ 7771–5 and 8446 transitions, respectively. Overpopulations by a factor of ∼4 occur in main sequence stars
and 6–16 in supergiants at maximum. This behaviour may be understood in terms of recombinations cascading
to lower n via transitions among the levels with quantum numbers (n, A=n− 1). The radiative downward rates
feed the 3s level populations both in the triplet and the quintet spin system. Electron collisions are ineffective
in depopulating the metastable 3s 5So term and the 3s 3So level. Moreover, the latter energy level also gains
metastable character as the net radiative rate to the O I ground state turns out to be essentially zero. However,
the two 3s levels are close energetically and can be coupled collisionally at higher densities despite the small
collision strength of this (octupole) transition. Thus their departure coefficients behave similarly. The other level
populations show much smaller deviations from LTE, less than a factor of 2 even in the supergiants. The 3p
terms – the lower levels of the observed weak O I lines – show a moderate overpopulation due to being part of the
recombination cascade mentioned above and the strong radiative coupling with the 3s levels. Collisions couple
these two levels in the same manner as for the 3s levels at a larger collision strength. In general, accounting
for the detailed collision cross-sections is essential to determine the non-LTE corrections quantitatively as the
lines in the visible and near-IR are strongly influenced by the collisional processes even in supergiants. Finally,
the ground states of O I/O II and the first two excited O I singlet levels coupled with the O I ground state via
strong collision rates deviate only marginally from detailed equilibrium. This has to be checked for non-LTE
atmospheric models where the hydrogen non-LTE departures (negligible here) are expected to be forced upon
oxygen via charge exchange. A reduction of the metal content in the atmospheric model and the microturbulence
affect the departure coefficients only moderately.
The importance of recombination cascades for the strengthening of the observed oxygen lines has just been
discussed. A problem in this context might arise from insufficient collisional coupling of the highest energy levels
treated explicitly in the present statistical-equilibrium calculations with the continuum. As a test the coupling of
these levels to the continuum is increased by a factor of 103. The populations of the lower levels of the observed
lines change by less than 2% with negligible effects on the calculated equivalent widths.
The formation depths of the line core at τ ≈ 1 for the strongest lines in the near-IR and the visible are also
indicated in Fig. 3.18. All other weak lines in the visible are formed even deeper in the atmosphere than O I
λ 6158. The extent of the non-LTE abundance corrections can be qualitatively deduced from the b i-diagrams and
the behaviour of the line source function as shown exemplarily in Fig. 3.19 for the model of η Leo. Deviations
of SL from Bν set in deeper in the atmosphere with increasing Teﬀ and decreasing log g. For the near-IR lines a
marked reduction of the line centre intensity is expected due to photon escape (see e.g. Mihalas 1978, Ch. 11-2).
This also affects the lines in the visible. In the main sequence models the non-LTE effects on the line source
function are dramatically reduced, deviations from SL/Bν = 1 occur only in the outer formation region of the
strong near-IR lines. A simple approximation to the behaviour of the source functions of the strong near-IR lines
is given by the classical two-level atom. The SL from the detailed calculation and the simple model resemble
each other throughout the line formation region.
Additionally, the ratio of non-LTE to LTE line opacities χL/χ∗L is found to mainly follow the departure
coefficients of the lower levels of the transitions. Thus in particular for the strong near-IR lines a marked increase
in the line opacity as compared to LTE is expected. The lines are strengthened enormously due to the (pseudo-)
metastability of the lower levels.
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Figure 3.17: Ratio of O I to O II non-LTE pop-
ulations as a function of τR for different stel-
lar parameters Teﬀ/ log g. Solid line: ξ =
2 km s−1, [O/H] = 0, [Fe/H] = 0; dotted line:
ξ = 8 km s−1, [O/H] = 0, [Fe/H] = 0; dashed
line: ξ= 2 km s−1, [O/H]= 0, [Fe/H]=−0.7.
For the ξ=2 km s−1 model at solar oxygen con-
tent and metallicity the LTE ratio is also dis-
played (thick dots).
Table 3.8: Term identifiers for oxygen
Ion No. Term Ion No. Term Ion No. Term Ion No. Term Ion No. Term
O I 1 2p4 3P O I 5 3s 3So O I 12 4p 5P O I 18 4d 3Do O I 41 7d 5Do
2 2p4 1D 6 3p 5P 13 4p 3P 24 6s 3So 48 8d 5Do
3 2p4 1S 7 3p 3P 15 5s 5So 25 5d 5Do O II 52 2p3 4So
4 3s 5So 10 3d 5Do 17 4d 5Do 33 6d 5Do
Table 3.9: Line identification for O I
λ (A˚) Transition l – u λ (A˚) Transition l – u
3947.29 3s 5So– 4p 5P 4 – 12 6156.74 3p 5P – 4d 5Do 6 – 17
3947.48 3s 5So– 4p 5P 4 – 12 6156.76 3p 5P – 4d 5Do 6 – 17
3947.59 3s 5So– 4p 5P 4 – 12 6156.78 3p 5P – 4d 5Do 6 – 17
4368.19 3s 3So– 4p 3P 5 – 13 6158.15 3p 5P – 4d 5Do 6 – 17
4368.24 3s 3So– 4p 3P 5 – 13 6158.17 3p 5P – 4d 5Do 6 – 17
4368.26 3s 3So– 4p 3P 5 – 13 6158.19 3p 5P – 4d 5Do 6 – 17
4654.12 3p 5P – 8d 5Do 6 – 48 6453.60 3p 5P – 5s 5So 6 – 15
4654.56 3p 5P – 8d 5Do 6 – 48 6454.44 3p 5P – 5s 5So 6 – 15
4772.45 3p 5P – 7d 5Do 6 – 41 7001.90 3p 3P – 4d 3Do 7 – 18
4772.91 3p 5P – 7d 5Do 6 – 41 7001.92 3p 3P – 4d 3Do 7 – 18
4773.75 3p 5P – 7d 5Do 6 – 41 7002.17 3p 3P – 4d 3Do 7 – 18
4967.38 3p 5P – 6d 5Do 6 – 33 7002.20 3p 3P – 4d 3Do 7 – 18
4967.88 3p 5P – 6d 5Do 6 – 33 7002.23 3p 3P – 4d 3Do 7 – 18
4968.79 3p 5P – 6d 5Do 6 – 33 7002.25 3p 3P – 4d 3Do 7 – 18
5329.10 3p 5P – 5d 5Do 6 – 25 7771.94 3s 5So– 3p 5P 4 – 6
5329.68 3p 5P – 5d 5Do 6 – 25 7774.17 3s 5So– 3p 5P 4 – 6
5330.73 3p 5P – 5d 5Do 6 – 25 7775.39 3s 5So– 3p 5P 4 – 6
6046.23 3p 3P – 6s 3So 7 – 24 8446.25 3s 3So– 3p 3P 5 – 7
6046.44 3p 3P – 6s 3So 7 – 24 8446.36 3s 3So– 3p 3P 5 – 7
6046.49 3p 3P – 6s 3So 7 – 24 8446.76 3s 3So– 3p 3P 5 – 7
6155.96 3p 5P – 4d 5Do 6 – 17 9265.83 3p 5P – 3d 5Do 6 – 10
6155.97 3p 5P – 4d 5Do 6 – 17 9265.93 3p 5P – 3d 5Do 6 – 10
6155.99 3p 5P – 4d 5Do 6 – 17 9266.01 3p 5P – 3d 5Do 6 – 10
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Figure 3.18: Departure coefficients bi of term i as a function of Rosseland optical depth τR. The same line identifiers as
in Fig. 3.17 are used and formation depths of the line core (τ ≈ 1) for several transitions are indicated. Term identifiers and
information on the level involved in the transitions are found in Tables 3.8 and 3.9.
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Figure 3.19: Ratio of line source function SL to Planck func-
tion Bν at line centre for diagnostic O I lines as a function of
τR for the model of η Leo. The formation depths of the line
cores (τ ≈ 1) are indicated.
Figure 3.20: The importance of collisional cross-sections:
theoretical line profiles from different atomic models for the
mean oxygen abundance as derived in Sect. 5.2 are compared
with those observed for Vega (full line). Dotted: collision
strengths from Bhatia & Kastner (1995) for most of the transi-
tions between energy levels with n ≤ 3 adopted; dashed: Van
Regemorter (1962) and Allen (1973) approximation (Ω= 1
for the latter) for these transitions assumed.
Figure 3.21: Comparison of theoretical line profiles of
O I λλ 7771–5 with those observed for Vega, η Leo and
HD 92207 (full lines). Dotted: best fits in non-LTE; dashed:
LTE line-formation for the same abundances; dashed-dotted:
LTE line-formation for increased oxygen abundances such
that the observed equivalent widths are reproduced.
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The strong near-IR O I lines
Figure 3.18 also offers some indication for the reasons for the failure to reproduce the observed strong near-IR
lines. In contrast to the weak lines they are tracers for the physical structure of the stellar atmosphere over a
considerable part of its geometrical extent. However, at optical depths log τR−1 non-LTE effects on the model
structure of Ib supergiants become increasingly important. This is the case at even larger τ R in the atmospheres of
the more luminous supergiants. Furthermore, spherical extension and outflow velocity fields present at the base of
the stellar wind of the supergiants will alter the conditions for the line formation significantly. A reinvestigation
will shed light on these points as improved model atmospheres become available.
Weaknesses in the present O I model atom (in particular in the collision rates) might also be present. These
may be investigated most easily in main sequence stars where the atmospheric structure is sufficiently well de-
scribed by the classical assumptions of being plane-parallel, homogeneous, stationary and of being in hydrostatic
and radiative equilibrium. In Fig. 3.20 the results from model calculations with two sets of collisional data
are compared with the observed near-IR lines of Vega. Obviously a significant improvement can be achieved by
avoiding widely used approximation formulae for the collisional processes. Therefore the collisional data of Bha-
tia & Kastner (1995) is used for the rest of the present work. Unfortunately, detailed data on collisions are scarce
and there is no possibility at present to check whether the remaining differences between theory and observation
result from this deficiency or whether alternative explanations need to be found as discussed below.
In the following theoretical results for O I λλ 7771–5 in comparison with the observations for the main se-
quence star Vega and the two supergiants η Leo and HD 92207 are discussed in order to show what can be achieved
within the present approach. The observed profiles for this extremely strong oxygen triplet (W λ larger than those
of the strongest Balmer lines in supergiants) are displayed in Fig. 3.21 together with results from computations
in non-LTE and LTE, see the figure caption for details. The observed profiles for λλ 7771–5 cannot be exactly
reproduced with the abundances determined from the weak lines, neither in non-LTE nor in LTE. They indicate
a higher oxygen abundance. The absorption coefficient at line centre is increased in non-LTE in addition to a de-
pression of the line source function due to photon escape, resulting in much deeper line profiles compared to the
LTE profiles for the same oxygen abundance. Only in the wings do they approach the values given by LTE. But
the equivalent widths derived for both are too small compared to those observed as the computed profiles are not
broad enough in the case of supergiants. A further LTE computation is also displayed that matches the observed
Wλ. In this case the line centre is not deep enough but marked damping wings begin to develop, especially in
the supergiants. These are not present in the observations (note that the blue wings can be affected by mass-loss).
The situation is similar in O I λ 8446. It is concluded that equivalent-width studies of the strong near-IR O I lines
are inadequate for abundance determinations. While non-LTE line formation for these lines occurs on the flat part
of the curve of growth, in LTE the large abundances required imply formation on the damping part.
For an accurate representation of the line profiles a number of parameters have to be correctly determined.
Varying the projected rotational velocity v sin i and the micro- and macroturbulent velocities (ξ, ζ) for the objects
within the range given by Table 5.1 does not improve the fit significantly. Only changes in the microturbulence
parameter alter the equivalent width, variation of the other parameters only results in profile changes. The limits
are set by numerous other metallic lines throughout the spectra. Furthermore, the present Stark broadening
parameters for the lines might be inaccurate but tight limits are set for the case of Vega and consequently the
values needed to fit the supergiant line wings can be excluded. Weaknesses in the model atom/atmospheres might
be another possibility but no definitive conclusions can be drawn as e.g. a depth-dependent microturbulence
claimed by other authors will resolve the problem, see below for details.
Microturbulence
In analogy to nitrogen the effects of a non-zero microturbulence in the statistical-equilibrium calculations are
briefly discussed in the following. No profile changes are found in the case of the O I lines in the model for
η Leo, when the microturbulence is increased from 0 to 10 km s−1 in the statistical-equilibrium computations
with DETAIL. Here, the level populations are only marginally affected. This is related to the the behaviour of
the occupation numbers ni throughout the line formation region for the energy levels involved . The n i/N (N
being the total particle density) for the 3s 5So, 3s 3So, 3p 5P and 3p 3P terms are nearly constant. Thus the line
opacity remains practically constant as an increased microturbulence pushes the formation depth of the line centre
deeper into the atmosphere but simultaneously broadens the frequency bandwidth for absorption. This behaviour
is common to all objects within the given parameter range.
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Figure 3.22: The impact of a
depth-dependent microturbulence
in the case of Vega. Displayed are
the observed profiles (full line) of
the stronger O I lines and theoreti-
cal profiles for a constant microtur-
bulence of ξ= 2 km s−1 (dashed)
and for a depth-dependent micro-
turbulent velocity (0. . . 3.5 km s−1
throughout the atmosphere, dotted)
as derived by Gigas (1986). The
weaker lines remain virtually unaf-
fected. Note the presence of lines
from elements other than oxygen,
missing in the spectrum synthesis
for a depth-dependent ξ.
Throughout the stellar analyses in the present work (Chapts. 5 & 7) a depth-independent microturbulent
velocity is favored to bring abundances from weak and strong lines into agreement. Practically all spectral lines
in the sample objects can be satisfactorily reproduced by this assumption, the remaining discrepancies attributed
to inaccuracies in the gf -values and to unaccounted non-LTE effects. For test purposes, it is investigated in the
following what can be achieved if a depth-dependent microturbulence is invoked.
For Vega, a depth-dependent ξ was derived by Gigas (1986) from a non-LTE study of Fe I/II lines varying from
0–3.5 km s−1 through the atmosphere (bottom to top). The resulting line profiles for the derived mean oxygen
abundance are shown in Fig. 3.22 for O I λλ 6155–8, 7771–5, 8446 and 9260–5 in comparison with the profiles
for a depth-independent ξ of 2 km s−1 for the same elemental abundance. Lines weaker than O I λλ 6155–8
are virtually insensitive to the change in the microturbulence parameter. For O I λλ 6155–8 a slightly better
concordance for the single components is achieved while the fit for the stronger lines is significantly improved
as can be expected from their position on the curve of growth. Also in the case of supergiants a significant
improvement can also be achieved by assuming a depth-dependent microturbulence in the non-LTE computations
for O I, with the necessary microturbulent velocities not exceeding the speed of sound.
However, this procedure worsens the overall good agreement between the spectrum synthesis (for all ele-
ments) and the obseved spectra and different microturbulent velocity fields for the various elements have to be
introduced (e.g. Rosendhal 1970; Aydin 1972). A definite statement cannot be made in this context as there still
remain uncertainties in the atomic data. Moreover, the strong near-IR lines may be subject to effects of sphericity
and velocity fields in particular in supergiants. Consequently, a possible depth dependence of the microturbulence
is neglected in the following.
Comparison with previous O I non-LTE studies
Several studies on non-LTE effects for neutral oxygen have been carried out in the past. Two of them deal with
the general problem rather than with particular details so that a comparison with the present results is desirable.
Baschek et al. (1977) discuss an O I model consisting of the ground state and the first seven excited energy
levels of the quintet spin system plus the continuum. The non-LTE abundance corrections they find are sys-
tematically larger than the present values. Also the maximum in the line strengths occurs around 10000 K in
their calculations in contrast to the present results and the observations (e.g. the compilation of observations in
Takeda 1992a). A closer inspection of their departure coefficients for stellar parameters comparable with those of
the present case shows qualitatively similar behaviour; however, the non-LTE departures set in deeper in the at-
mosphere and are also more pronounced. It is supposed that their neglect of line-blanketing is an important factor
in this context as a strengthening of the non-LTE effects is also found here when the line opacities are omitted.
Due to the absence of backwarming effect their models show a reduced local temperature at the line formation re-
gion thus explaining the shift of line strength maximum at least qualitatively. As their model atom is quite limited
in the energy levels considered and the atomic data also somewhat outdated final conclusions for the discrepancy
with the present results cannot be drawn. Their model atom cannot be implemented in DETAIL/SURFACE for
further comparison as they used unpublished photoionization cross-sections.
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A comprehensive non-LTE model for neutral oxygen is also presented by Takeda (1992a). Again, the derived
non-LTE abundance corrections are larger than ours, as are the departure coefficients b i. For some levels the be-
haviour is not even qualitatively similar to that in the present work. Tracing the discrepancies back to their origins
is difficult as insufficient details are provided. Line-blanketing is accounted for by older ODFs (Kurucz 1979),
therefore the background opacities should be somewhat smaller, resulting in strengthened non-LTE departures. In
general, the atomic data and even the gf -values differ; the atomic data used in the present work is of higher accu-
racy. For Vega, abundances from the strong O I lines are slightly underestimated in Takeda’s model (Takeda 1993)
when compared to the weak line results, contrary to the present findings. This trend increases dramatically in the
calculations for the supergiant αCyg (Takeda 1992a). Whether this is due to an overestimation of the non-LTE
effects or due to inaccurate stellar parameters for αCyg cannot be decided here.
3.2.4 Magnesium
Magnesium is also one of the most abundant metals in the universe, with three stable isotopes, 24Mg (79%), 25Mg
(10%) and 26Mg (11%). Magnesium is produced by the capture of an α-particle by 20Ne and is therefore one
of the α–elements. Massive stars provide the main contribution to the enrichment of the ISM with magnesium,
which is released in the final SN explosion.
Energy levels
The main ionization stage of magnesium at line-formation depths in the A-type stars is Mg II, with the exception
of the early A-type supergiants where the Mg III population becomes comparable. Mg I is found only in traces,
with a contribution on the order of 10−4 (main sequence) to 10−6 (supergiants) in the line formation region.
Non-LTE effects are expected to be of importance for the interpretation of the lines from the minor ionization
species Mg I and for the Mg II lines emerging from highly excited levels (8.8 eV above the ground state).
Energy levels up to∼0.2/0.5 eV below the ionization threshold are therefore explicitly included in the Mg I/II
model as listed by Martin & Zalubas (1980). Missing states at high orbital angular momentum number A are
calculated using a polarization theory (Chang & Noyes 1983). This includes all energy levels with principal
quantum number n≤ 9 and the 10s and 10p states in Mg I and all levels with n≤ 10 and A≤ 4 in Mg II. Only the
ground state of Mg III is considered, as excited levels of Mg III are seperated by a large energy gap of ∼53 eV.
Fine structure splitting is not taken into account: sub-levels belonging to the same term are combined into a single
level.
Additionally, the remaining level populations of Mg I and Mg II up to n= 12 and n= 10, respectively, are
computed in LTE relative to the ground state of the higher ionization stage with energies derived from their
quantum defects. They are considered only in the number conservation equation.
Radiative transitions
All optically allowed bound-bound transitions between energy levels with non-LTE populations are considered.
The required LS-coupling oscillator strengths are adopted from OP data (Butler et al. 1990, 1991, 1993) for Mg I
and K.T. Taylor (TOPBASE) for Mg II. Missing data are calculated in the Coulomb approximation (Bates &
Damgaard 1949). In order to improve the computational efficiency, the individual lines of a multiplet are reduced
to a single effective ‘multiplet line’ as in the previous cases.
Grotrian diagrams for the singlet and triplet spin systems of Mg I and for Mg II are displayed in Fig. 3.23. The
non-LTE calculations are performed simultaneously for Mg I/II. Additional radiative coupling between both spin
systems of Mg I is provided by the intercombination transitions 3s 2 1S – 3p 3P, 3p 3P – 3d 1D, – 4d 1D, – 5d 1D,
– 6d 1D and 3p 1P – 3d 3D with a mean gf -value from Wiese et al. (1969) and Moccia & Spizzo (1988) for the
first transition and from Kurucz & Peytremann (1975) for the latter transitions. A detailed comparison of the
adopted oscillator strengths with theoretical work by other authors has been performed by Butler et al. (1993);
the majority of the data is expected to be accurate to within 10%, superceding most of the older data used in
previous studies of non-LTE effects on Mg I. A similar accuracy in the radiative data is to be expected for the
Mg II ion.
Photoionizations from all energy levels with non-LTE populations are treated using detailed cross-sections
from the Opacity Project (Butler et al. 1993) for Mg I and K.T. Taylor (TOPBASE) for Mg II. A carefully chosen
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Figure 3.23: Grotrian diagrams for Mg I, singlet (upper left)
and triplet spin system (upper right) and for Mg II (left). Both
ionic species and all spin systems are treated simultaneously.
Displayed are the radiative transitions treated explicitly in non-
LTE. Additional radiative coupling between both spin systems
of Mg I is provided by several intercombination transitions not
displayed here.
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frequency grid ensures a thorough representation of the numerous resonances present in the results of the R-
matrix calculations for Mg I. Butler et al. (1993) discuss the reliability of the cross-sections for the first three
states of Mg I in the context of the available experimental data and theoretical results from the literature; fairly
good agreement is found. A new theoretical study of the photoionization from the ground state of Mg I (Kim &
Tayal 2000) confirms the reliability of the OP data. Butler et al. (1993) expect the accuracy of the rest of the Mg I
photoionization cross-sections to be high. For test purposes an accuracy of ±10% is assumed. This accuracy
is also expected for the photoionization data for Mg II. Cross-sections for energy levels missing in the OP data
(at high A) are calculated in the hydrogenic approximation (Mihalas 1978, p. 99). In summary, the use of the
detailed OP data significantly improves the description of the photoionization processes compared to previous
Mg I/II non-LTE studies.
The further computations with DETAIL and SURFACE are made as in the case of nitrogen. Transition wave-
lengths are taken from Kaufman & Martin (1991a) and transition probabilities from several sources, as indicated
in Table A.1. The damping parameters are calculated from OP radiative lifetimes (Butler et al. 1991) for the
radiative widths and adopted from Dimitrijevic´ & Sahal-Bre´chot (1996) and Griem (1964, 1974) for electron
impact and ion broadening in Mg I/II. Missing collisional damping data are computed from the approximation of
Cowley (1971). Van der Waals damping can be neglected in the parameter range considered here, as tests at the
lower Teﬀ boundary of ∼8000 K have shown.
Collisional transitions
Only a few detailed data on collisional excitation are available for magnesium from the literature. Collisional
cross-sections from Clark et al. (1991) are adopted for Mg I and effective collision strengths from Sigut & Prad-
han (1995) for Mg II transitions. The authors compare the data with those of previous experimental and theoretical
studies and find, in general, good agreement. The expected errors are in the range of 20–30% with some being
as small as 10%. For the remaining bulk of the transitions, approximate formulae must be used, giving thresh-
old values accurate to a factor of 2–3 at best. Van Regemorter’s formula (Van Regemorter 1962) is applied for
radiatively permitted transitions with OP oscillator strengths. In Mg II the effective gaunt factor is set to 0.2 for
all transitions, following Sigut & Lester (1996). For the optically forbidden transitions, the semiempirical Allen
formula (Allen 1973) is used with the collision strength set to 1.0.
Experimental cross-sections from Freund et al. (1990) and Crandall et al. (1982) are adopted for the col-
lisional ionization of the ground states of Mg I and Mg II, respectively. These authors expect an accuracy of
±10% for the measurements. All the remaining collisional ionization data are computed using the Seaton for-
mula (Seaton 1962) with threshold photoionization cross-sections from the OP data where available or from the
hydrogenic approximation.
Error estimates for the non-LTE calculations of Mg I/II
Test calculations were performed for typical atmospheric parameters of early A-type stars: a main sequence
model with 9500 K/4.0 at ξ= 2 km s−1 and a supergiant model with 9500 K/1.5 at ξ= 4 km s−1 assuming solar
metallicity. For a given synthetic spectrum of magnesium, the abundance is adjusted in the model with modified
parameters to reproduce the original line strengths. The results of the tests (mean values from lines typically used
in the abundance analysis) are summarised in Table 3.10.
Two important conclusions can be drawn from this. First, for the given model atom, uncertainties in the atomic
data are not a critical issue. Uncertainties in the oscillator strengths have the greatest impact and the present model
certainly benefits from the highly accurate OP data. In the main sequence model, the line-broadening parameters
also become important due to the higher particle densities in its atmosphere. Quite accurate data are also available
in this case. This relative insensitivity of the present magnesium model to the atomic parameters corresponds to
the small non-LTE corrections found from the comparison with observations. The second conclusion concerns the
strong dependence of the ionization equilibrium of Mg I/II on the atmospheric parameters. As the major ionization
stage of Mg II turns out to be insensitive to variations in Teﬀ and log g – and therefore should be viewed as the
preferable abundance indicator – the Mg I populations react differently. Even small changes are reflected. Hence,
this delicate ionization balance is an ideal tool for stellar parameter determination. The temperature sensitivity is
highest but for supergiants the dependence on surface gravity becomes comparable. In either case, one can profit
from this sensitivity only as long as the atmospheric models reliably reflect the local conditions in the star. For
models close to the Eddington limit, this will need further investigation. Lines of intermediate strength are most
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Table 3.10: Uncertainties in the non-LTE analysis of magnesium
changes in log ε(Mg)NLTE
9500/4.0 9500/1.5
Mg I Mg II Mg I Mg II
Atmospheric parameters:
Teﬀ − 150K σTeff −0.11 −0.01 −0.18 −0.03
log g + 0.15 dex σlog g −0.06 −0.01 −0.16 −0.05
ξ+1 km s−1 σξ −0.10 −0.03 −0.02 −0.07
[M/H]− 0.2 dex σ[M/H] −0.01 ±0.00 −0.01 +0.02
Line transitions:
Oscillator strengths +10% σlog gf −0.04 −0.04 −0.02 ±0.00
Damping constant ∗2 σdamp −0.05 −0.05 ±0.00 ±0.00
Photoionizations:
Cross-sections +10% σrbf ±0.00 ±0.00 ±0.00 ±0.00
Cross-sections ∗5 +0.03 +0.03 −0.01 ±0.00
Collisional transitions:
Cross-sections ∗0.1 +0.02 −0.02 +0.01 +0.01
Cross-sections ∗0.5 σcbb +0.01 −0.01 +0.01 +0.01
Cross-sections ∗2 σcbb ±0.00 +0.01 −0.02 −0.01
Cross-sections ∗10 +0.01 +0.03 −0.01 −0.01
Collisional ionization:
Cross-sections ∗0.1 σcbf ±0.00 ±0.00 +0.01 +0.01
Cross-sections ∗10 σcbf ±0.00 ±0.00 −0.04 −0.02
Continuum placement σcont ±0.05 ±0.05 ±0.05 ±0.05
Estimated total uncertainty σsys ±0.18 ±0.09 ±0.25 ±0.11
affected by microturbulence. Weak lines with equivalent widths  100 m A˚ should be preferred for the analyses.
Metallicity has only a small effect on the magnesium populations. The appropriate changes in the background
opacities are achieved by choosing ODFs for elemental abundances reduced by typical uncertainties. On the
other hand, line blocking is an important ingredient for the statistical-equilibrium calculations and must not be
neglected. Variations in the helium abundance are neglected, once more, as the helium content is determined
in each case. Another source of systematic error is the continuum placement in the observed spectra, see the
discussion of systematic uncertainties in nitrogen for further comments on this.
The total uncertainties are computed from the sum of the squares of the appropriate uncertainties in Table 3.10,
according to Eqn. (3.13), assuming them to be independent. They should be viewed as the (conservative) system-
atic errors applicable to the non-LTE calculations on Mg I/II within the limitations set by the method applied in
the present work. The total uncertainty (systematic+statistic on the 1σ-level) typically amounts to 0.2–0.3 dex
for Mg I and 0.15 dex for Mg II, predestining the latter for the accurate determination of magnesium abundances
in main sequence stars and supergiants alike.
The non-LTE effects in Mg I/II
The ionization balance of magnesium in the photospheres of typical early A-type stars is displayed in Fig. 3.24.
Only a small fraction (a few parts in ten thousand) of magnesium remains neutral in the main sequence object
and this is reduced by a further 1 to 2 orders of magnitude in supergiants. In the Vega model, Mg II is the
dominant ionization stage throughout the line- and continuum-formation region; deeper in the atmosphere Mg III
prevails. This pattern is shifted to lower optical depths in supergiants and the Mg II→Mg III transition already
occurs in the line-formation region. The non-LTE computations indicate an overionization of the material in the
supergiant models, most notably in Mg I. For Vega, only small deviations from detailed equilibrium are found in
the ionization balance.
Departure coefficients bi are displayed in Fig. 3.25 as a function of the Rosseland optical depth τR for some
models of the objects discussed in Sect. 5.2. The lower levels involved in the transitions giving rise to all the
observed Mg I lines in the visual/near-IR have rather low excitation energies of 2.71 eV (3p 3Po) and 4.35 eV
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Figure 3.24: Non-LTE and LTE ion-
ization equilibrium of magnesium for the
sample objects Vega (solid lines/filled cir-
cles), η Leo (dotted lines/open circles) and
HD 92207 (dashed lines/ open diamonds).
Displayed are the ratios of the total level
populations of the three ionization stages
n(Mg I/II/III) to the total magnesium pop-
ulation N (Mg) as a function of Rosseland
optical depth τR. Note the non-LTE over-
ionization of Mg I in the supergiant models
and the overpopulation of Mg III.
(3p 1Po). The corresponding Mg II lines originate from the 3d and the n= 4 levels (8.8 eV above the ground
state). Additional features in the UV also give information about the ground states of both ionization stages. In
particular, the whole sequence 3s–3p–3d–4f of Mg II is sampled, giving rise to prominent absorption features. In
Table 3.11, identifiers for the consecutively numbered energy terms of the Mg I/II model atom are given and the
levels involved in the observed transitions are identified in Table 3.12.
Non-LTE corrections are expected to be small for Mg I as the departure coefficients deviate only slightly
from unity at line-formation depths. In addition, the line formation is progressively shifted to deeper layers with
decreasing surface gravity at comparable effective temperatures, thus compensating for the stronger deviations of
the bi. The energetically low-lying Mg I levels are systematically depopulated by photoionizations, resulting in
bi< 1. This is tested by replacing the mean intensity with the Planck function, J ν =Bν , for the photoionization
continua in the η Leo model, thus eliminating the non-LTE radiation field for these transitions: the b i then show
much smaller deviations from unity, typically < 0.2 dex even close to the outer boundary of the model. The more
excited levels are also affected by photoionizations but also show stronger collisional coupling to the ground state
of Mg II, resulting in smaller departures.
The lowest two energy levels of Mg II are essentially in LTE throughout the atmosphere, even for the super-
giant models. Practically all radiative transitions from the ground state occur at optically thick conditions (at
wavelengths shortward of the Lyman jump or coinciding with Lyman lines), thus reducing the non-LTE effects.
In addition, collisions couple the first excited level to the ground state (with the collisional rates exceeding the
radiative rates typically by several orders of magnitude). The optically thick resonance lines in the UV (Mg II
λλ 2795,2802) are therefore in detailed balance throughout the depth range of the models.
Photoionizations help to depopulate the lower excited Mg II levels (mostly the 3d and the n= 4 levels) and
facilitate the overpopulation of the Mg III ground state. AdoptingB ν for the photoionization continua of the Mg II
levels in the case of the η Leo model (see above) results in a slight underpopulation of Mg III instead. In addition,
the 3d and 4s levels are kept close to LTE populations throughout the line formation region due to their (optically
thick) radiative coupling with the thermalised 3p level. Then, the depopulation of the other Mg II levels results
from the complex interaction of photoionizations, collisional ionizations and excitation processes. Modifications
in the ionizations via photon or electron impact (by setting J ν =Bν or increasing the bound-free collision rates of
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Table 3.11: Term identifiers for magnesium
Ion No. Term Ion No. Term Ion No. Term Ion No. Term Ion No. Term
Mg I 1 3s2 1S Mg I 12 4d 1D Mg II 90 3p 2Po Mg II 97 5p 2Po Mg II 116 8g 2G
2 3p 3Po 20 5d 1D 91 4s 2S 98 6s 2S Mg III 126 2p6 1S
3 3p 1Po 21 5d 3D 92 3d 2D 99 5d 2D
4 4s 3S 28 3p2 3P 93 4p 2Po 106 6g 2G
6 3d 1D 42 7d 1D 95 4d 2D 111 7g 2G
8 3d 3D Mg II 89 3s 2S 96 4f 2Fo 115 8f 2Fo
Table 3.12: Line identification for magnesium
Ion λ (A˚) Transition l – u Ion λ (A˚) Transition l – u
Mg I 2776.69 3p 3Po– 3p2 3P 2 – 28 Mg II 2798.00 3p2Po– 3d 2D 90 – 92
2778.27 3p 3Po– 3p2 3P 2 – 28 2802.71 3s 2S – 3p 2Po 89 – 90
2779.82 3p 3Po– 3p2 3P 2 – 28 2928.63 3p 2Po– 4s 2S 90 – 91
2781.42 3p 3Po– 3p2 3P 2 – 28 2936.51 3p 2Po– 4s 2S 90 – 91
2782.97 3p 3Po– 3p2 3P 2 – 28 3848.21 3d 2D – 5P 2Po 92 – 97
2846.72 3p 3Po– 5d 3D 2 – 21 3848.34 3d2D – 5P 2Po 92 – 97
2848.34 3p 3Po– 5d 3D 2 – 21 3850.39 3d2D – 5P 2Po 92 – 97
2848.35 3p 3Po– 5d 3D 2 – 21 4384.64 4p2Po– 5d 2D 93 – 99
2851.65 3p 3Po– 5d 3D 2 – 21 4390.51 4p2Po– 5d 2D 93 – 99
2851.66 3p 3Po– 5d 3D 2 – 21 4390.57 4p2Po– 5d 2D 93 – 99
2852.13 3s2 1S– 3p 1Po 1 – 3 4427.99 4p 2Po– 6s 2S 93 – 98
3829.36 3p 3Po– 3d 3D 2 – 8 4433.99 4p 2Po– 6s 2S 93 – 98
3832.30 3p 3Po– 3d 3D 2 – 8 4481.13 3d 2D – 4f 2Fo 92 – 96
3838.29 3p 3Po– 3d 3D 2 – 8 4481.15 3d 2D – 4f 2Fo 92 – 96
4167.27 3p 1Po– 7d 1D 3 – 42 4481.33 3d2D – 4f 2Fo 92 – 96
4702.99 3p 1Po– 5d 1D 3 – 20 4739.59 4d2D – 8f 2Fo 95 – 115
5172.68 3p 3Po– 4s 3S 2 – 4 4739.71 4d 2D – 8f 2Fo 95 – 115
5183.60 3p 3Po– 4s 3S 2 – 4 4851.08 4f 2Fo – 8g 2G 96 – 116
5528.41 3p 1Po– 4d 1D 3 – 12 5401.54 4f2Fo – 7g 2G 96 – 111
8806.76 3p 1Po– 3d 1D 3 – 6 6545.97 4f2Fo – 6g 2G 96 – 106
Mg II 2790.78 3p 2Po– 3d 2D 90 – 92 7877.05 4p2Po– 4d 2D 93 – 95
2795.53 3s 2S – 3p 2Po 89 – 90 7896.04 4p2Po– 4d 2D 93 – 95
2797.93 3p 2Po– 3d 2D 90 – 92 7896.37 4p2Po– 4d 2D 93 – 95
the highly excited Mg II levels (n≥ 8) by a factor of thousand) alone do not remove these strong depopulations;
they are only weakened. Again, the highly excited levels of Mg II approach the departure of the ground state of
the higher ionization stage.
The non-LTE abundance corrections for the sample objects are explained in view of the run of the departure
coefficients and the corresponding line source function for a given transition. Figure 3.26 shows the ratio of
the line source function to the Planck function for diagnostic lines in the model for the supergiant η Leo. The
behaviour of SL/Bν is qualitatively the same for the other objects, but the deviations from the Planck function
are much smaller in Vega and even stronger for the case of HD 92207.
A non-LTE strengthening of lines will occur in cases where b i>bj ; otherwise a weakening is seen, as is
inferred from Eqn. (3.14). Thus, the entirely positive non-LTE corrections for Mg I transitions in the supergiants
result from the relative overpopulation of the upper levels, leading to shallower line profiles (S L/Bν > 1). The
triplet lines in Vega, on the other hand, experience a strengthening as the line cores are formed farther out in the
atmosphere where the ratio of SL to Bν drops below unity. For the singlet lines the conditions are similar to
those of the supergiant case. In Mg II only the features λλ 4481 and 7877–96 are affected by stronger non-LTE
corrections, as can be inferred from the formation depths (τ ≈ 1) of the corresponding line cores as marked in
Figs. 3.25 and 3.26. Photon escape most probably reduces the line centre intensities of these lines, an effect
strongest in the extended atmospheres of supergiants. For the other Mg II lines the ratio S L/Bν remains close to
unity.
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Figure 3.25: Departure coefficients bi for Mg I (left) and Mg II (right) as a function of Rosseland optical depth τR for some
of the sample stars in Sect. 5.2. The formation depths of the line cores (τ ≈ 1) for several transitions are indicated. Term
identifiers and information on the level involved in the transitions are found in Tables 3.11 and 3.12.
Microturbulence
In analogy to nitrogen the effects of a non-zero microturbulence in the statistical-equilibrium calculations are
briefly discussed in the following. Lines from both species, Mg I and Mg II, are expected to show some sensitivity
to a non-zero microturbulence in the statistical-equilibrium calculations as the occupation numbers of the levels
involved vary significantly over the line-formation depths.
In Fig. 3.27, test calculations for the model of η Leo with an increased microturbulence are displayed. For
the weak Mg I λ 8806 feature, the equivalent width decreases by ∼20% as ξ is increased from 0 to 10 km s −1
in the statistical-equilibrium computations with DETAIL. Equivalent widths for all other Mg I lines are also
decreased with variations of typically several percent. On the other hand, Mg II lines are strengthened by several
percent (∼12% at maximum). For typical microturbulence values (< 10 km s−1) found in the sample stars, the
magnitude of this effect is reduced but nevertheless has to be accounted for in high S/N observations such as those
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Figure 3.26: Ratio of line source function SL to Planck
function Bν at line centre for diagnostic Mg I/II lines as a
function of τR for the model of η Leo. The formation depths
of the line cores (τR≈ 1) are indicated.
Figure 3.27: Comparison of theoretical
line profiles for the η Leo model with
an increased microturbulent velocity of
ξ= 10 km s−1. Solid line: non-LTE cal-
culation with microturbulence included
according to Eqn. (3.12); dotted line:
without microturbulence.
from Sect. 5.2. Moreover, the systematic weakening of Mg I and strengthening of Mg II lines mimics a change
in effective temperature – impacting all other derived quantities. Therefore a consistent microturbulence in all
statistical-equilibrium and line-formation calculations of this work is used in order to reduce the systematic error
in the stellar parameter and abundance determination.
Comparison with previous Mg I/II non-LTE studies
So far, the only Mg I/II non-LTE model atom comparable to the present in complexity is that of Gigas (1988).
A comparison of that study with the present work is desireable in order to check the validity of the non-LTE
calculations.
Gigas himself performs non-LTE calculations for magnesium only for Vega. The departure coefficients found
by him (Figs. 3 and 4 in Gigas 1988) show qualitatively and quantitatively similar behaviour to those from this
work (Fig. 3.25). Consequently, as the atmospheric parameters and gf -values do not differ drastically, his LTE
and non-LTE abundances match well with the present within the uncertainties. Nevertheless, some trend seems
to be indicated: the Mg b lines (Mg I λλ 5167–83) and the Mg II λ 4481 feature are subject to stronger non-LTE
corrections in the present approach.
The systematic differences are expected to be amplified in supergiants at conditions more suitable for non-
LTE. Venn (1995a) analyses the supergiant η Leo using the Gigas model to determine the magnesium ionization
equilibrium. Indeed, the present abundance corrections for the Mg I lines are more pronounced, by over 0.1 dex,
whereas those for the weak Mg II lines show no significant differences. Accounting for Venn’s higher T eﬀ value
for this star worsens the situation, as the difference in the non-LTE abundance corrections increases.
The consistent modelling of the observations for Vega and η Leo with reduced random errors in the present
approach clearly indicates the improvement achieved in the description of the real processes, when applying the
new model atom instead of that of Gigas (1988). The recent efforts of various groups in providing accurate atomic
data play an important part in this.
The present model atom for Mg II is a slightly reduced version of the one discussed by Sigut & Lester (1996).
Consequently, their departure coefficients for a main sequence model at T eﬀ = 9000 K and log g= 4.0 resemble
those from the present Vega model. However, as the topic of their study were predictions of infrared Rydberg
emission lines in B-type stars, no further comparison is made.
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3.2.5 Miscellaneous elements
In order to account for non-LTE effects in the analysis of spectral lines from other important elements additional
model atoms have been adopted from the literature. These are used not only for abundance determinations but also
for the derivation of important stellar parameters and for their verification by additional (independent) indicators.
In the following the models are briefly introduced and some modifications that have been made in the course of
this work are discussed; additional information on atomic data is also given in the Appendix. For further details
the reader is referred to the original publications.
Hydrogen
Hydrogen is the most abundant element in the universe and consequently also the main constituent of stellar
matter (with a few exceptions, such as Wolf-Rayet stars or White Dwarfs). It is of primordial origin, appears
as two stable isotopes, 1H, and a small fraction of 2H, has the most simple atomic structure of all elements and
is consumed in stars by nuclear fusion processes. The stellar hydrogen fraction X in the present work is not
directly determined by line-formation computations but is inferred from the helium abundance Y and the stellar
metallicity Z , X = 1−Y −Z . However, the hydrogen lines have to be predicted accurately, in order to be able
to use them as surface gravity indicators, cf. Sect. 4.2.
Non-LTE calculations are therefore performed using the model atom of Husfeld et al. (1989), which was
considerably extended for the analysis of supergiants. Now, all terms in H I up to n= 20 are treated explicitly in
non-LTE. The extension is performed in analogy to the procedure of Husfeld et al. (1989). Oscillator strengths
are adopted from Wiese et al. (1966), which are also used in the computation of collisional bound-bound rates.
The missing photoionization cross-sections are calculated analytically (Mihalas 1978, p. 99) and the resulting
threshold values are used for the determination of the collisional ionization data for the n> 10 terms following
Seaton (1962). For the line-formation calculations with SURFACE, additional levels in H I up to n= 30 are treated
in LTE, with oscillator strengths from Wiese et al. (1966) for the Balmer series and from Goldwire (1968) for
the Paschen series. Stark broadening is accounted for by using data from Vidal et al. (1973) or alternatively from
Stehle´ & Hutcheon (1999). The modifications are motivated by the presence of resolved Balmer and Paschen
transitions in supergiant spectra that excite upper levels with n up to near 30. This is facilitated by the extremely
low particle densities in the extended stellar atmospheres.
Helium
Helium is the second most abundant element in the universe, with two stable isotopes, 3He and 4He, the latter
dominating with a contribution of more than 99.99%. Most of the helium is of primordial origin, but it is also
the fusion product of the pp-chain and the CNO-cycle of H-burning. Over many stellar generations the ISM has
therefore been enriched in helium. The structure of stars and their atmospheres react to variations of the helium
abundance, due to the changes in the mean molecular weight and – to a lesser extent – due to modified opacities.
The helium abundance becomes an important stellar parameter for the analysis in particular of supergiants close
to the Eddington limit (Kudritzki 1973), see the Appendix for further details.
For the determination of statistical-equilibrium populations in He I, the helium model atom of Husfeld et
al. (1989) is adopted. Only the ground state of He II is accounted for, with the remaining He II model removed,
as in contrast to the sdO stars investigated by Husfeld et al. the excited levels of this ion are not populated
in the objects discussed here. The number of He I lines in the line-formation calculations with SURFACE is
almost doubled. All He I lines in the visual down to 3800 A˚ are now accounted for, with oscillator strengths
for the additional lines adopted from Wiese et al. (1966) and Stark broadening parameters from Dimitrijevic´ &
Sahal-Bre´chot (1990). The accuracy of the gf -values is high, typically they are determined to better than 10%
uncertainty, cf. Table A.1.
Oxygen
The case of O I has already been discussed in detail. For the application in late B-type supergiants (such as the
sample object β Ori) an extension of the non-LTE computations to singly-ionized oxygen is desirable, as a few
O II lines become visible in the spectra. Thus a further ionization equilibrium is available for the determination
of Teﬀ /log g. The extensive O II model atom of Becker & Butler (1988), originally intended for abundance
studies in early B-type stars, is therefore merged with the present O I model. Both O I and O II are then treated
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simultaneously. This combined model atom also includes the ground state of O III; all energy levels at higher
energies in the original Becker & Butler (1988) model have been removed as these are not populated in the stellar
parameter range covered by the present work. For the line-formation calculations updated gf -values from Wiese
et al. (1996) have been adopted, using radiative lifetimes from OP computations (Burke & Lennon, as available
via TOPBASE) and the approximation of Cowley (1971) for the determination of radiative widths and collisional
damping parameters, respectively.
Silicon
Silicon is one of the α–elements, which are predominantly built up in massive stars. Three stable isotopes
exist, with 28Si dominating by a fraction of over 92%. The Si II lines reach their maximum strength in BA-
type supergiants and are then among the most prominent features at visual wavelengths, which are subject to
pronounced non-LTE effects. In the late B-type supergiants Si III lines also become visible, which offers the
opportunity to apply the Si II/III ionization equilibrium for stellar parameter studies.
For test calculations the model atom of Becker & Butler (1990) was adopted. This model atom of Si II/III/IV
is optimized for analyses of B-type stars at Teﬀ > 15000 K, with special emphasis on the modelling of the Si III/IV
ionization equilibrium, which is an important temperature indicator in the early B-types. For this purpose it has
been widely and successfully used. However, for the application in BA-type stars the small number of non-
LTE energy levels in Si II, a mere 12, becomes a critical issue. Several energy levels involved in the observed
transitions are missing and the non-LTE abundances derived from individual Si II lines show a wide spread.
Moreover, in the case of β Ori the non-LTE ionization balance of Si II/III, as determined with this model atom,
indicates a different Teﬀ as the other indicators, which agree on a single value. On the basis of these findings it
was decided not to use this model atom for analyses in the present work. Further efforts are needed to cope with
the quantitative description of non-LTE effects on Si II/III in the range of stellar parameters covered here.
Sulphur
Sulphur is another α–element, with four stable isotopes, the most common being 32S (over 95% contribution).
The spectral lines of S II and S III (only in late B-type supergiants and earlier spectral types) are generally weak
but offer an additional opportunity to verify the stellar parameter determination through the S II/III ionization
equilibrium. Moreover, stellar sulphur abundances can be used to compare with those from nebular studies,
where sulphur is typically one of the heaviest elements for which emission lines are observed.
The sophisticated S II/III model atom of Vrancken et al. (1996) is adopted for the non-LTE computations. The
only modification made affects the treatment of the photoionization cross-sections. In the original model atom
these were approximated by polynomial fits to the OP data, where the resonance structure was partly accounted
for by averaging through the resonances. Here, the cross-sections are treated in full detail, which is facilitated by
the use of an ALI operator instead of the Auer-Heasley scheme (Auer & Heasley 1976) applied in that work. The
line-formation calculations are performed on the basis of gf -values from Fuhr & Wiese (1998), where available,
or alternatively from Wiese et al. (1969). Transition wavelengths are adopted from Kaufman & Martin (1993);
radiative lifetimes from OP computations (Butler et al., Nahar & Pradhan, as available via TOPBASE) and the
approximation of Cowley (1971) is used for the determination of radiative widths and collisional damping pa-
rameters once more.
Titanium
Titanium is an Iron Group element which follows the trend generally shown by α–elements in the observed
abundance patterns. As opposed to iron it is therefore supposed to be mixed into the ISM mainly by SN explosions
of massive stars. The most common of its five stable isotopes is 48Ti. A large number of Ti II lines are present
in the spectra of BA-type stars; in order to reproduce the overall feature of the observed spectra in a quantitative
way by spectrum synthesis this species must not be neglected. Strong non-LTE effects on Ti II are expected due
to overionization, as the ionization threshold is situated longward of the Lyman jump.
The extensive Ti II model atom of Becker (1998) is used for the non-LTE computations, which also accounts
for a number of Ti I and Ti III levels, and the ground state of Ti IV. This model atom is adopted unchanged.
However, the treatment of line background opacities is performed in a more approximate way, by using ODFs
instead of the opacity-sampling technique, as favoured by Becker. Therefore, an overestimation of the back-
ground opacity results in the present case, as the Ti II line opacity is accounted for twice. Whilst this approach is
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unproblematic with all of the elements discussed so far, as these contribute only little to the total line opacity, this
is not the case with Ti II, which is one of the more important contributors. Further efforts are therefore needed
to implement a more realistic treatment of background opacities in the non-LTE calculations than has been done
for the present work. The Ti II lines in BA-type stars are weakened by overionization, which becomes more
pronounced at lower metallicities, cf. Sects. 5.2 and 5.3.
Iron
The iron peak is a striking feature in the standard abundance distribution of the elements. Deviating from the
general trend of diminishing abundances with increasing atomic weight, with the odd-even effect superimposed,
a conspicious rise in the lighter Iron Group elements is found, with a peak at iron and decreasing abundances for
the heavier Iron Group elements again, see e.g. Cowley (1995) for details. The special roˆle of iron, in particular
its dominant isoptope 56Fe (over 90% contribution), is explained by the fact that it has the highest binding energy
per nucleon of all elements. The fusion processes in massive stars end with the production of 56Ni, which is
finally β-decaying to 56Fe. However, this is not released in large amounts by SNe of massive stars, as the stellar
core – where the heavy burning products are accumulated – collapses to form a neutron star or a black hole.
Thus the main source for the enrichment of the ISM with iron are SNe arising from symbiotic binaries. Here,
a white dwarf exceeds the Chandrasekhar limit by accretion of matter overflowing from the Roche-lobe filling
companion. The resulting SN explosion disrupts the entire star leaving no remnant.
Iron is the main contributor to the line opacity in BA-type stars, in the form of numerous Fe II lines in the visual
and the UV. These affect the appearence of the stellar spectra in a decisive way. Non-LTE effects on Fe II were
generally assumed to be negligible in these stars, based on studies of main-sequence objects (e.g. Gigas 1986,
Rentzsch-Holm 1996b). However, in the luminous supergiants Fe II becomes subject to overionization which in
turn results in marked non-LTE abundance corrections for the analysis of Fe II lines (cf. Sect. 5.2).
The sophisticated Fe II model atom of Becker (1998) is used in the non-LTE analysis. In addition to 265
non-LTE terms in Fe II this model also accounts for several levels of Fe I and Fe III, and the ground state of
Fe IV, to ensure a realistic ionization balance. Extensive use of IP data was made by Becker in the construction
of this model atom. It is adopted without further modification for the present work, but the same restrictions in
the treatment of line background opacities apply as in the case of Ti II. This implies an underestimation of the
non-LTE effects. Again, this situation has to be improved in future work.
Note that large amounts of CPU time are required to perform the non-LTE calculations for Fe II, which is by
far the most extensive of all the model atoms used in the present work. Typically, several hours on a 1.5 GHz PIV
CPU are needed to achieve convergence. For the other models the computational expense is on the order of only
several (up to ∼20) CPU minutes, and these require also only a fraction of the core memory needed for non-LTE
calculations of Fe II.
3.3 Atomic Data for LTE Calculations
Most of the observed lines in the spectra of BA-type stars at visual wavelengths are covered by the non-LTE cal-
culations described in the last section. In order to achieve complete coverage and to derive at least approximate
information about the abundances of several additional elements, these are incorporated in the spectrum synthesis
in LTE. Those elements for which lines are observed in the sample objects are discussed briefly in the follow-
ing. Several other chemical species have also been implemented for test purposes, see Fig. 3.1 for a schematic
overview. But these are of no further relevance for the present work and are therefore omitted.
The sources of the atomic data – energy levels, transition wavelengths and radiative lifetimes (for the deter-
mination of the natural broadening) – used in the LTE line formation are summarised in Table 3.13. Additional
information on the sources of the gf -values and Stark broadening parameters are tabulated in the Appendix.
Neon
Neon is one of the most abundant metals in the cosmic material with the main contribution by the isotope 20Ne
(∼90%). As it is a member of the α-chain, an accurate estimate of its abundance is of interest in studies of
stellar evolution and nucleosynthesis. It is a noble gas with a closed outer-electron shell in the case of the neutral
species. This is only indirectly relevant for LTE calculations but complicates the computation of accurate atomic
data significantly. The structure and spectrum of Ne I are atypically complex for a light atom – Ne I shows the
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Table 3.13: Sources of data for LTE calculations
Element Energy levels Wavelengths Lifetimes
Ne I Saloman et al. (1999) Saloman et al. (1999) Fuhr & Wiese (1998)
Na I Martin & Zalubas (1981) Reader & Corliss (1998) OP (Taylor, only available via TOPBASE)
Al I Martin & Zalubas (1979) Reader & Corliss (1998) OP (Mendoza et al., via TOPBASE)
Al II Kaufman & Martin (1991b) OP (Butler et al. 1993)
Al III OP (Taylor, via TOPBASE)
Si II Martin & Zalubas (1983) Moore (1965) OP (Mendoza et al., via TOPBASE)
Si III OP (Butler et al. 1993)
P II Martin et al. (1985) Reader & Corliss (1998) Kurucz & Bell (1995)
S I Martin et al. (1990) Kaufman & Martin (1993) OP (Butler et al., via TOPBASE)
Ca I/II Sugar & Corliss (1985) Reader & Corliss (1998) OP (Berrington et al., via TOPBASE)
Iron Group Sugar & Corliss (1985) Kurucz & Bell (1995) Kurucz & Bell (1995)
Sc – Ni
Sr II Moore (1971) Reader & Corliss (1998) Gaillard et al. (1976)
Ba II Moore (1958) Reader & Corliss (1998) Kuske et al. (1978)
Roig & Tondello (1975)
typical characteristics of an intermediate-coupling spectrum, normally realised in much heavier elements. Non-
LTE line-formation calculations for Ne I in BA-type supergiants have not been performed yet. Only two studies
address this topic for the case of B-type main sequence stars, Auer & Mihalas (1973) and Sigut (1999). Both find
a large non-LTE strengthening of the generally weak Ne I lines. Similar corrections are required to remove the
apparent stellar overabundances of this element in the present work (Sect. 5.2).
Sodium
Sodium is an element with only one stable isotope, 23Na. The odd number of nucleons means that its synthesis
deviates from that of the neighbouring α–elements. Thus sodium is of interest for nucleosynthesis studies. The
NeNa-cycle, 21Ne (p, γ) 22Na ( , β+νe) 22Ne (p, γ) 23Na, takes place along with the CNO-cycle. Thus, in analogy
to the mixing of CNO, Na-enrichments are predicted in stellar evolution calculations for massive stars (Heger &
Langer 2000) as well as derived from observations, see Lambert (1992) for a review of the findings in yellow
supergiants and Takeda & Takada-Hidai (1994) and Venn (1995a) for findings in AF-type supergiants. However,
the low ionization energy of Na I (5.14 eV) implies that few subordinate lines are visible in the A-types – if at all –
while the strong Na D lines (the resonance lines) are covered by interstellar components in the more distant objects
(i.e. all sample supergiants). Moreover, the low ionization energy makes Na I susceptible to non-LTE effects, as
it rapidly becomes the minor ionic species. Several studies address this problem, among the more recent ones
are those of Takeda & Takada-Hidai (1994) and Baumu¨ller et al. (1998, solar type stars). The stronger Na I lines
are typically found to be strengthened by non-LTE effects. In particular, the apparent overabundance of sodium
in Vega (Sect. 5.2) will be removed by accounting for similar abundance corrections as proposed by Takeda &
Takada-Hidai (1994) for the Na D lines in Sirius, another bright early A-type main sequence star.
Aluminium
Aluminium is also one of the elements with only one stable isotope, 27Al. It is produced during C-burning. Con-
sequently, stellar aluminium abundance determinations give pristine abundances, not altered by possible mixing
processes. Thus aluminium is the preferred light element with an odd number of nucleons for nucleosynthesis
studies, especially as several lines of Al I–III are typically accessible in the spectra of BA-type stars. Non-LTE
studies at these spectral types are not available but for early B-type and O-type stars the behaviour of Al III was
investigated by Dufton et al. (1986); non-LTE effects strengthen the Al III lines in these stars. Qualitatively, such
an effect is required to remove the apparent overabundance of this species in β Ori (cf. Sect. 5.2). A model atom
for Al I has been recently presented by Baumu¨ller & Gehren (1996). However, their discussion of the non-LTE
effects is restricted to the Sun. In the present case, only the resonance lines of Al I are observable, where the de-
rived abundances (cf. Sect. 5.2) indicate an underpopulation of the Al I ground state (with a fairly low ionization
energy of 5.99 eV), similar to the findings of Baumu¨ller & Gehren. Also Al II seems to be affected by non-LTE
effects, as is inferred from the comparatively large error bars for this species (cf. also Sect. 5.2).
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Silicon
The case of silicon has already been discussed above in Sect. 3.2.5. Thus silicon abundances are derived from the
weakest Si II/III lines assuming LTE. However, indication is found that non-LTE effects are typically weakening
these Si II lines and strengthening the Si III lines, cf. Sect. 5.2. Note, that the oscillator strengths of this and
the following chemical species are known to lower accuracy than the gf -values of the lighter elements – typical
uncertainties range between 20–50%, cf. Table A.1.
Phosphorus
The only stable isotope of phosphorus is 31P. Phosphorus is produced during O-burning and is in principle of
interest for nucleosynthesis studies due to its odd number of nucleons. However, the spectral lines of phosphorus
in the visual are typically weak and have hitherto aroused litte interest; non-LTE studies are not available.
Sulphur
The ionized species of sulphur are treated in non-LTE within the present study (cf. Sect. 3.2.5). In addition, a
few weak lines of S I are observed in the main sequence object Vega; these are analysed under the restrictions
imposed by LTE. The motivation for an accurate sulphur abundance determination in the case of Vega arises
from its characteristic as a volatile metal. In the scenario proposed by Venn & Lambert (1990) the abundance
anomalies in λ Bootis stars (Vega is a mild λ Bootis star according to them) result from the accretion of gas
depleted in the refractory elements. Thus a sulphur overabundance relative to the refractory elements is expected
for Vega, of similar magnitude as in CNO. Previous non-LTE studies on S I (Takada-Hidai & Takeda 1996) find a
negative non-LTE abundance correction on the order of 0.1 dex for S I λ 8694 (the only line in their observations)
in Vega. This would indicate a high sulphur abundance, in accordance with the expectations. Note however, that
the gf -value for this transition is still under debate, as indicated by Lemke & Venn (1996). Thus, a non-LTE
reinvestigation using accurate atomic data is highly desireable for this ion to further address the nature of the
abundance anomaly in Vega.
Calcium
Calcium is another α–element with six stable isotopes, dominated by 40Ca (∼97%). Due to the low ionization
energies of 6.11 eV (Ca I) and 11.87 eV (Ca II), only small fractions of the total calcium remain in these ionization
stages. Despite this, several strong Ca II lines are present in the spectra of BA-type stars, namely the Ca II H and
K resonance lines and the (subordinate) near-IR triplet. The neutral calcium resonance line is typically the only
line of Ca I visible in BA-type main-sequence stars. However, like the Ca II resonance lines it is blended with
interstellar components in all of the more distant objects. A sensitivity of the Ca I/II lines to non-LTE effects,
in particular to overionization, is confirmed by test calculations performed with a model atom constructed in the
course of the present work. But, as convincing agreement between the modelling and observation has not yet been
achieved in all cases, this will not be discussed any further. Besides this, Mihalas (1973) finds marked non-LTE
abundance corrections for the Ca II K-line for early B-type stars while in the middle B-type objects these are
negligible, in particular at higher surface gravities. Non-LTE effects in cool stars are discussed in a number of
studies, e.g. Watanabe & Steenbock (1985), Drake (1991) and Jørgensen et al. (1992). Generally small effects are
found, but a tendency for increased non-LTE effects at higher temperatures and lower surface gravity is noted.
The Iron Group – Scandium through Nickel
The transition elements Sc, Ti, V, Cr, Mn, Fe, Co and Ni are summarised under the term ‘Iron Group’. They
are characterised by a partially filled 3d electron shell which gives rise to a highly complex term structure with
many low-lying (metastable) energy levels. This distinguishes the Iron Group elements markedly from the lighter
chemical species, where the outer electrons couple to only few terms in the ground state configuration. In addition,
the characteristic large energy gap between the few low-lying and the next excited terms in the light elements is
missing – the numerous levels in the Iron Group elements are spread more equally over the whole energy range
up to the ionization threshold.
The distribution of the elements from the Iron Group in cosmic material is closely matched by calculations
in nuclear equilibrium, in analogy to the explanations in Sect. 2.3.1. More detailed calculations replace the
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equilibrium by a network of rate equations in the framework of nuclear statistical equilibrium. The production of
the Iron Group elements takes place during Si-burning. For a short introduction concerning the nucleosynthesis
of the Iron Group elements the reader is referred to e.g. Cowley (1995), and references therein.
Typically, lines of singly-ionized species can be found in BA-type spectra, and possibly a few additional
features from neutral species of the most abundant Iron Group elements (Cr, Mn, Fe, Ni). The close relation
of the Iron Group elements through their common origin implies, that in principle it is sufficient to determine
abundances for just one of these elements to use it as a tracer for the whole group in galactochemical studies.
The usual (best) choice is iron, the most abundant Iron Group element, with numerous Fe I and/or Fe II lines
dominating the spectra for a wide range of stellar parameters, even at low metallicity. Yet, such a procedure
requires that the analyses are free from systematic errors, which is difficult to assess as the atomic structure is
highly complex. Thus analyses for other Iron Group elements are highly desirable in general. In the present
case, where the modelling of the entire stellar spectrum is aspired, all Iron Group elements have to be analysed
quantitatively. Note that in particular Fe II and Ti II, and also Cr II, contribute the bulk of the lines in the spectra of
the sample objects. It is illusory to perform a detailed analysis of the whole spectrum of these elements, in contrast
to the lighter elements. Usually the most suitable features are selected, free of blends and with critically evaluated
gf -values available (cf. the Appendix). For the Iron Group, such data are provided by Martin et al. (1988) and
Fuhr et al. (1988). Yet, the data for the majority of the line transitions required in the spectrum synthesis has to
be assembled from a larger database; in the present case they are adopted from Kurucz & Bell (1995).
As mentioned above, iron is usually used as a tracer for the whole Iron Group. Detailed non-LTE calculations
for Fe II are performed in the present study, thus iron abundances can be determined accurately from this ioniza-
tion stage. Relatively few weak Fe I lines are present in the early A-type stars but they rapidly strengthen with
decreasing Teﬀ . Currently, these have to be analysed under the assumption of LTE but the low ionization poten-
tial of Fe I (7.87 eV) leads to the suspicion that non-LTE overionization might be effective. Indeed, Gigas (1986)
finds such an overionization for Fe I in Vega using a rather restricted Fe I/II model atom with 100 levels and 75
line transitions. Gigas further reports strong effects on the line strengths in Fe I resulting in non-LTE abundance
corrections on the order of +0.3 dex on the mean. However, these are strongly sensitive to the atomic data used,
in particular to photoionization and electron collision cross-sections; approximate data had to be used by Gigas
for the most part, as few accurate data were available at that time. Note that the application of such corrections
indicates a displacement in the Fe I/II ionization equilibrium at the (canonical) T eﬀ adopted by Gigas – the LTE
abundances on the other hand give a more consistent result. A recent study by Rentzsch-Holm (1996b) applies
the Fe I/II model of Gigas to predict average non-LTE abundance corrections for the whole range of stellar pa-
rameters in main sequence stars from late B- to early F-type. These are always positive, ranging between 0.1 and
0.3 dex, and increase for decreasing stellar metallicity. A comparison with observations for a verification of the
relevance of these predictions is unfortunately not provided. Similar studies for BA-type supergiants are presently
not available but highly desirable.
It is also instructive to account for the progress made in the construction of Fe I/II model atoms for the analysis
of cool stars. Here, a number of models have been presented, the more recent ones being those of Takeda (1991),
Gratton et al. (1999), The´venin & Idiart (1999) and Gehren et al. (2001a,b). These all find an overionization of
neutral iron giving rise to non-LTE abundance corrections of different magnitude for a range of stellar parameters,
depending on the atomic data implemented. In particular the studies of Gehren et al. critically investigate the
difficulties in constructing a realistic model atom for an element with such a complex atomic structure as Fe I/II.
Despite the general overionization of Fe I, non-LTE abundance corrections are small in cool stars as the source
functions of the Fe I lines deviate only marginally from detailed equilibrium. This remarkable feature results from
the thermalising effect of collisions which are effective among the closely spaced energy levels. Exactly such a
behaviour is required to explain the findings of the present study (Chapter 5). Non-LTE abundance corrections on
the order of  0.15 dex are indicated for some of the supergiants only, where higher temperatures and possibly a
low stellar metallicity emphasize the importance of radiative transitions and low densities suppress the collisions.
In late B-type supergiants like β Ori (Sect. 5.2) Fe III lines also become visible. Doubly-ionized iron is the
main ionization stage and non-LTE abundance corrections are expected to be small. Indirect evidence for this is
given by Vrancken (1997) who investigated non-LTE departures in mid/early B-type main sequence stars, indeed
finding negligible non-LTE abundance corrections.
Non-LTE studies of other singly-ionized Iron Group elements are practically unavailable from the literature,
largely owing to missing atomic data. Recent exceptions are the studies of Becker (1998) concerning Ti II, as
discussed above, and Sigut (2001) for Mn II. However the topic of the latter work is rather specialised (Mn II
emission lines in stratified atmospheres of chemically peculiar stars), so that a comparison with the present study
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cannot be made. Generally, one could expect that the non-LTE effects identified in the case of iron are also
affecting the rest of the Iron Group elements, at least qualitatively, due to their similar atomic structure. In
particular Sc II and Ti II (see above) are prone to non-LTE effects, which can be attributed to the values of their
second ionization potentials. These are the lowest in the Iron Group, emphasising their roˆle as minor ionization
species and giving rise to non-LTE overionization.
Heavy elements – Strontium and Barium
Beyond the iron peak, the synthesis of the elements can no longer occur as a by-product of stellar energy gener-
ation. These elements are produced by the addition of nucleons. Two processes of neutron-capture are realised,
slow and rapid, called the s- and the r-process; slow or rapid is with respect to the β-decay rates. The produc-
tion sites for s–process elements are for the main, thermally pulsing asymptotic giant branch (AGB) stars with a
contribution from core He-burning massive stars for the lighter elements with mass numbersA 90 via the weak
s–process (Ka¨ppeler et al. 1989). The r-process takes place during supernova explosions, see e.g. Cowley (1995)
or Meyer et al. (1996) for further details.
In the spectra of BA-type stars such as those analysed in Chapter 5 only a few features indicate the presence
of heavy elements. Typically these are the resonance lines of singly-ionized strontium and barium. The dominant
contribution in the production of both elements comes from the s–process. Consequently, there is strong interest
in setting accurate constraints on the abundances of these s–process elements with regard to cosmochemical
studies and galactic evolution.
Singly-ionized strontium is a minor ionic species throughout the atmospheres of BA-type stars due to its low
ionization energy of 11.03 eV. In the presence of a marked UV radiation field overionization of Sr II is expected.
The resulting underpopulation of the ground state qualitatively suffices to explain the apparent underabundance
of this element in the sample stars. However, a quantitative study of non-LTE effects on Sr II in BA-type stars and
in particular supergiants has not yet been performed. Accurate atomic data for strontium are scarce. Nevertheless,
non-LTE computations for Sr II in cool stars have been undertaken recently (Mashonkina & Gehren 2001). There,
Sr II is the main ionization stage, so that a comparison with the present case cannot be made.
Similar arguments as in the case of Sr II hold for Ba II. The ionization energy is even lower, 10.00 eV, so
that overionization is again expected. Indeed, the study of non-LTE effects on Ba II by Gigas (1988) finds this
effect to be in operation. For the Ba II resonance lines in Vega non-LTE abundance corrections on the order of
0.3 dex are derived by Gigas. However, the result strongly depends on the quality of the atomic data. A more
recent study – restricted to cool stars – confirms this finding, see Mashonkina et al. (1999) and Mashonkina &
Gehren (2000). Non-LTE effects on Ba II in BA-type supergiants have not yet been investigated. Generally, the
non-LTE weakening of the resonance lines should be smaller than for the corresponding lines of Sr II, as the Ba II
features are much weaker. This is in good accordance with the observational findings, cf. Sect. 5.2.
3.4 Background Opacities
The stellar radiation field is strongly affected by continuous and line opacities which must be correctly accounted
for in the statistical equilibrium calculations. Synthetic (ATLAS9) far-UV fluxes for typical supergiant parameters
are displayed in Fig. 3.28 for two sets of C and N abundances, together with the locations of relevant opacity
sources (ionization edges) and the C I/II, N I/II, O I/II and Mg II resonance lines in this wavelength region. All
important resonance transitions of Mg I, from the ground state to levels of low-excitation energy, are situated
at longer wavelengths in the near-UV. The coarse wavelength resolution of the flux results from the 10 A˚-wide
ODF bins. Ionization from the C I ground state is an important opacity source in the solar abundances model,
after the line opacity. Its roˆle diminishes for a carbon depleted (by a factor of five) model; here, the enhanced
bound-free opacity from the first excited level of N I almost replaces it, except for the region between these two
ionization edges. It is assumed that the depleted carbon is transformed into nitrogen, as might be expected if CN-
cycled matter is mixed into the atmospheric layers. This LTE experiment should be viewed only as an instructive
example for the effects anticipated, as a fully consistent treatment in non-LTE is beyond the scope of this work,
see also the remarks at the end of this section.
Bound-free opacities for H , He , C , N and O are therefore explicitly included with level populations calcu-
lated in non-LTE, using the model atoms described in Sect. 3.2. LTE line opacities are represented by ODFs for
the appropriate metallicity and microturbulence. The original sawtooth pattern is transformed into a step function
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Figure 3.28: Synthetic far-UV (astro-
physical) fluxes from ATLAS9 supergiant
models for Teﬀ = 9500 K, log g = 2.0
and ξ= 4 km s−1 at solar metallicity, ac-
counting for continuous and (ODF) line
opacity (full/dotted line) and continuous
opacity only (dashed/dashed-dotted line)
for solar/ 0.2×solar carbon abundance
and a correspondingly increased nitrogen
abundance in the latter case. The loca-
tions of several relevant ionization edges
and Lyα are marked; continuous and dot-
ted markers on the top give the positions
of line transitions from the ground states
of the neutral and the singly-ionized spe-
cies of CNO and Mg, respectively.
by averaging over the 10 A˚-wide intervals. This procedure meets the requirements for calculating the radiation
field as a whole. However, at certain important wavelengths a more detailed description is desirable. In par-
ticular, line opacities slightly longward of the Lyman and Balmer jump are only poorly reproduced in the ODF
approach, in particular for supergiants, as the merging hydrogen lines are inappropriately sampled. Moreover,
most transition wavelengths for opacity calculations are only known from theoretical calculations which implies
comparatively large errors (see e.g. Johansson & Leckrone 1996) and therefore less accurate opacities. In partic-
ular, the vacuum ultraviolet region is affected, where several of the more important ionization edges from excited
energy levels of C I, N I and O I are located.
Despite the success in reproducing the observations (Sect. 5.2), the calculations might also be affected by
a systematic effect neglected in the atmosphere modelling. Non-LTE effects will cause overionization of the
relevant species, i.e. the Iron Group elements, in the opacity determination. The backwarming introduced by line
blanketing might therefore be overestimated in LTE, as well as the magnitude of line blocking. First calculations
of non-LTE line-blanketed model atmospheres for main sequence A-types (Hubeny & Lanz 1993) indicate some
changes in the expected direction but adequate models for the more interesting case of supergiants are just being
investigated (J. Puls, private communication; Aufdenberg 2000) and are still not available for detailed abundance
work.
3.5 Concluding Remarks
The spectral diagnosis of astrophysical plasmas ultimately relies on the accuracy of atomic data. Significant
improvements can be achieved in stellar studies (cf. Chapter 5) by using sophisticated model atoms as those
presented here. In particular, the uncertainties in analyses of spectra from individual elements can be drasti-
cally reduced. The new absolute abundance determinations for CNO and Mg are accurate to the order of 0.05
to 0.1 dex (1σ random scatter), taking all observed lines at visual and near-IR wavelengths into account without
discarding ‘unreliable’ lines, as is often done in comparable studies. There, the 1σ statistical scatter is typically
on the order of 0.15 to 0.3 dex. The present accuracy in abundance determinations can rival that in differential
studies of solar type stars where the atomic data is adjusted in order to match the observations for the sun. Note
that – strictly speaking – differential studies are applicable to a very restricted sample of stars closely matching
the physical properties of the sun, and they might fail for e.g. metal-poor solar-type stars. One can conclude from
the few cases where reliable data are available that at present it is the quality of the atomic data that restricts
the accuracy of stellar analyses in the BA-type regime, not problems in atmospheric modelling. Exceptions to
this might be the stronger spectral lines and a few objects near the Eddington limit with obviously anomalous
spectra. An attractive application of the insights gained from the present non-LTE studies would be their transfer
to analyses of cool stars in order to reduce the number of parameters in that research field.
In addition, systematic uncertainties for abundance determinations for CNO/Mg have been estimated (on the
order of 0.1–0.15 dex on a 1σ-level). Such crucial information is often missing in other non-LTE studies.
4 Determination of Stellar Parameters
An accurate determination of the stellar atmospheric parameters is of fundamental importance for the study of
stars. Knowledge of the atmospheric parameters is a prerequisite for the quantitative interpretation of the observed
line spectra and for the derivation of the fundamental physical properties of stars. On the other hand, it is the line
spectrum and the observed flux distribution that provides the information for the determination of the atmospheric
parameters; different approaches have been developed to accomplish this task. In the following, a brief overview
of the methods most often used for the determination of stellar parameters is given. Then, the spectroscopic
approach, the method of choice in the present study, is discussed in detail. Finally, the remaining quantities
related to the parameter determination are introduced.
4.1 Methods for Stellar Parameter Determination
Among the various parameters used for the specification of the physical conditions of stellar atmospheres the most
important are the stellar effective temperature Teﬀ and the (logarithmic) surface gravity log g (and the chemical
composition). Only these are directly related to the fundamental physical properties of the stars, mass M , radius
R and luminosity L. All other parameters such as e.g. micro- and macroturbulence are of secondary importance
in the overall description of stars but nevertheless cannot be ignored in a fine analysis. Here we will concentrate
on the classical methods for the determination of Teﬀ /log g, before proceeding to the detailed description of the
procedure used in the present work to derive all atmospheric parameters in the next section.
The most commonly-used methods for the determination of stellar atmospheric parameters in astrophysics
derive from the analysis of photometric data. The variations of the stellar flux with wavelength are linked to
temperature, surface gravity and chemical composition. Several photometric systems have been developed to
account for parameter sensitive features in the shape of the stellar flux distributions via magnitude (colour) differ-
ences. The most widely-used photometric systems are the broad-band Johnson UBV and the intermediate-band
Stro¨mgren uvbyβ systems. Once proper calibrated on the basis of model atmospheres, the photometric colour
indices can then be used to determine the atmospheric parameters, cf. Smalley (1996) for an overview of the most
popular calibrations. In the hot stars the Stro¨mgren system provides a temperature sensitive indicator (associated
with the Balmer jump), the gravity-sensitive β-index (which effectively measures the strength of H β) and a metal-
licity sensitive indicator. Note that the three-colour Johnson system is less useful for a parameter determination
due to its broad-band character, thus giving less accurate results.
The calibrations are usually restricted to main sequence stars and giants; only a few studies address this
topic in supergiants. Buser & Kurucz (1978) and Castelli (1999) present synthetic photometry in the Johnson
system and Gray (1992b) gives a calibration in the Stro¨mgren system. All these are restricted to log g≥ 1.5–2.0
in the BA-type supergiant regime, thus including only the luminosity classes Ib and possibly Iab. For the more
luminous objects no such studies exist. When compared to the huge amount of detailed data on main sequence
stars and giants, supergiants have attracted little interest in the past due to the fact that the modelling of their
extended atmospheres is apparently a complex task, as they show indications of a (varying) hydrodynamical
outflow and are susceptible to non-LTE effects. The emission from the stellar wind superimposes the flux emitted
by the stellar photosphere, affecting the appearance of the stellar flux distribution and thus complicating the
interpretation in some cases. As an example, the Stro¨mgren β-index is affected through filling of the H β profile
by wind emission, rendering this otherwise effective indicator useless for the parameter determination in luminous
BA-type supergiants (Gray 1992b).
Typical uncertainties for photometrically determined parameters in main sequence and giant stars amount to
±200 K and ±0.2 dex in Teﬀ and log g at best. In the less luminous supergiants the uncertainties can be ex-
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pected to be larger, despite other claims (Gray 1992b). An illustrative example is given by Venn (1995a). For an
A0 Ib star similar to η Leo from the present study, with a spectroscopically determined T eﬀ = 9700±200K and
log g= 2.1±0.2, Venn derives effective temperatures in the range 9200. . . 10200K and log g values of 1.2. . . 2.1
using different (extrapolated) photometric calibrations. This results from a lack of proper comparison of the cali-
brations with empirical data, with additional complications from uncertainties in the interstellar reddening. Buser
& Kurucz (1978) and Castelli (1999) refrain from making a comparison with observations, while Gray (1992b)
relies effectively on two early A-type supergiants for the empirical calibration. In view of this, no efforts have
been undertaken in the present study to derive atmospheric parameters from photometric indicators. On the con-
trary, such analyses as presented here can be used to investigate whether photometric calibrations for parameter
determination in supergiants are feasible.
Another possibility for the determination of stellar atmospheric parameters is offered by spectrophotometry.
In contrast to the wide bandpasses (∼1000 A˚ half-width in the Johnson and ∼200 A˚ in the Stro¨mgren system)
used by photometric systems, spectrophotometry is the measurement of stellar flux through narrow bandpasses
(typically on the order of several 10 A˚), usually over wider wavelength ranges. However, only a restricted spectral
window can be accessed from the ground: optical spectrophotometry covers the range from ∼3200 to 10000 A˚,
thus including the Balmer jump and the Paschen continuum, the sensitive indicators at these wavelengths. By co-
incidence, this is also the spectral region for BA-type supergiants where the stellar energy output peaks according
to Wien’s law. The optical data can be supplemented by satellite observations to access the UV and IR.
The atmospheric parameters are derived by comparison of the shape of the observed flux with model atmo-
sphere predictions. Here the energy distribution mainly depends on T eﬀ and secondarily on log g and metallicity.
Often an additional indicator, like the Stark broadening of the Balmer lines (see below), is needed to constrain the
surface gravity in order to avoid ambiguities. The model fluxes have to be realistic in order to achieve accurate
parameters: in the case of supergiants this means that non-LTE effects, spherical extension and hydrodynamical
effects have to be accounted for; see Aufdenberg (2000) for a discussion of the various influences on the flux
distribution. However, present-day models for BA-type supergiants are not sophisticated enough to reproduce
the flux distribution convincingly for a single object. In particular, fitting of spectrophotometric data with model
fluxes from classical atmospheres is only partially successful, see Albayrak (2000) for a test on the bright A2 Iae
supergiant Deneb. Classical models reproduce the Paschen continuum fairly well, but they fail to describe the
Balmer jump quantitatively.
Severe restrictions to the applicability of this method are also imposed by interstellar reddening, which has
to be allowed for, since it has a significant effect on the observed flux distribution. Even the nearest BA-type
supergiants are subject to a colour excess, as they are typically located in the plane of the galactic disk where dust
absorption is a relevant factor. The reddening has to be determined independently. Note that the uncertainty with
which this quantity can be assessed dominates the error margins in the stellar parameter analysis. In the case of the
most intensively studied luminous A-type supergiant, Deneb, spectrophotometry yields the effective temperature
with an uncertainty of ∼700 K (Aufdenberg 2000), corresponding to an error margin of 8% in this important
parameter. Therefore, because of the large uncertainties due to imperfect models and a general lack of reddening
information, and because of the additional observational effort needed to obtain the required spectrophotometric
data, no attempt has been made in the present study to derive atmospheric parameters via spectrophotometry.
A third widely-used method for the effective temperature determination is the so-called infrared flux method
(IRFM), introduced by Blackwell & Shallis (1977) and later developed as described by Blackwell & Lynas-
Gray (1994, and references therein); this method provides angular diameters simultaneously. In brief, the IRFM is
based on absolute measurements of stellar monochromatic fluxes in the infrared region, F˜λ, and the integrated flux
F˜ . Then, in the absence of interstellar absorption, the effective temperature and angular diameter θ can be derived
from the relations F˜ /F˜λ=σT 4eﬀ/Fλ and F˜ = θ2σT 4eﬀ/4, where Fλ is the monochromatic flux emergent from the
stellar photosphere and σ the Stefan-Boltzmann constant. The IRFM relies on the fact that the stellar surface flux
at infrared wavelengths is relatively insensitive to temperature. The method is almost model independent, with
only the IR flux at the stellar surface requiring the use of models. However, additional indicators have to be used
in order to derive the stellar surface gravity and the metallicity.
The IRFM is applied most successfully to nearby main-sequence stars and giants in the temperature range
between 4000 to 8500 K, where a conservative error estimate implies an uncertainty of 2% in T eﬀ and 4% in θ.
At lower temperatures the IRFM is less sensitive, whilst in the hotter stars the accuracy is restricted due to
larger uncertainties in the integrated flux measurement owing to an increasing contribution from the UV flux
inaccessible to ground-based observations. Applications to BA-type supergiants, which are also further subject
to interstellar absorption, are therefore scarce and data for only a few objects have been derived so far (Blackwell
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et al. 1980, Aufdenberg 2000). Moreover, the uncertainties in the parameter determination for supergiants are
larger than for objects at lower luminosity; for example Aufdenberg (2000) estimates the temperature of Deneb
to be accurate to 6% using the IRFM. These studies also neglect the systematic effects introduced by an infrared
excess commonly found in BA-type supergiants, which originates from free-free emission in the stellar wind (see
e.g. Underhill & Doazan (1982) for an overview). This will result in stellar effective temperatures that are too low,
if not corrected for. Again, due to the comparatively large uncertainties and due to the additional observational
efforts needed for the application of the IRFM, this method has not been used here.
This leaves the last method – the use of absorption line profiles from hydrogen and the metals (via ionization
equilibria) – to be applied to the parameter determination in the present case. Studies of hot stars at T eﬀ > 30000 K
exclusively rely on this purely spectroscopic approach, as continuum methods fail in these objects (Hummer et
al. 1988). Likewise, analyses of later spectral types can also profit from the application of this highly sensitive
method.
4.2 The Spectroscopic Approach
Here, the basic procedure for the determination of the stellar atmospheric parameters for the BA-type stars of the
present study is discussed. It relies exclusively on the analysis of spectroscopic data, on profiles and line strengths
of the spectral features from hydrogen, helium and the metals. The different parameters are discussed individually
in the following, in the sequence they are commonly ascertained. A first estimate of T eﬀ/ log g can be obtained
from the spectral and luminosity classification which is used as the starting-point for the quantitative analysis of
the detailed indicators. Note that at each step modifications of the previously determined values may become
necessary, and the whole process can only be accomplished in an iterative manner. The final set of parameters is
obtained when the overall conditions set by the different indicators are met and internal consistency is achieved.
Effective temperature and surface gravity
Important temperature- and gravity-sensitive spectral indicators in BA-type stars are the (non-LTE) ionization
equilibria of elements which simultaneously show lines from two ionization stages in the stellar spectra. In the
present study ionization equilibria between neutral and singly-ionized species of abundant metals are applicable,
like C I/II, N I/II, O I/II, Mg I/II and Fe I/II, or between singly- and doubly-ionized species, like Si II/III, S II/III
and Fe II/III. The lines of the minor ionic species are highly sensitive to modifications of the atmospheric param-
eters, while the weak lines of the major ionic species are excellent elemental abundance indicators. A suitable
set of parameters Teﬀ/ log g is found in the case where both ionic species indicate the same elemental abundance
– within the individual error margins. However, great care has to be practised in the modelling, using carefully
selected model atmospheres (Sect. 2.5 and Appendix A.1) and sophisticated non-LTE techniques (Chapt. 3). An
example is displayed in Fig. 4.1, where tests on the Mg I/II ionization balance in one of the sample objects from
the present study are performed. Results from the best fit obtained in the detailed non-LTE analysis in Sect. 5.2
are compared with those from parameter studies at an unchanged elemental abundance. The sensitivity of the
predicted Mg I line strengths to changes of Teﬀ and log g within the error margins is high and corresponds to an
abundance variation on the order of 0.1 dex. On the other hand, no perceptible changes are seen in the Mg II line
for the same parameter variations. All Mg I/II lines behave in a similar way, and the same qualitative character-
istics are shared with ionization equilibria from other elements. Note also the importance of line blends: good
fits can often be achieved only if these are accounted for, as is the case of the Mg I feature at 5172.68 A˚ which is
blended with an Fe II line at 5173.00 A˚. The line list for the spectrum synthesis is quite complete below∼5000 A˚,
above a number of lines from high-excitation levels of iron group elements are missing, for the most part from
Fe I/II.
In order to resolve the ambiguity in Teﬀ/ log g the ionization equilibrium of a different chemical species has
to be accounted for, or a qualitatively different indicator has to be found. The linear Stark effect on the hydrogen
lines offers such an opportunity in the almost completely ionized atmospheric plasma at effective temperatures
above∼8000 K. There, a strong sensitivity of the broadening of the hydrogen lines to the atmospheric pressure is
found, i.e. in the first instance to the surface gravity, but also a weak temperature dependence. The higher Balmer
series members like Hγ or Hδ are the classical features investigated for such purposes. However, lines from the
Paschen series (or other series of hydrogen) are also suitable. Application of a detailed Stark broadening theory
is mandatory for the derivation of accurate parameters. Accurate tabulations were provided by Vidal et al. (1973)
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Figure 4.1: Temperature determination for η Leo using the Mg I/II non-LTE ionization equilibrium. Displayed are the
observed line profiles (thin continuous line) for some of the strategic lines, Mg I λλ 5172, 5183 (left panel) and Mg II λ 4390
(right panel), and the best non-LTE fit for stellar parameters as given in Table 5.1 (thick continuous line); theoretical profiles
for various parameters are also shown (dotted/dashed lines, as indicated). A vertical shift by 0.3 units has been applied to
the upper set of profiles. Note that the best fit also includes the contributions from other elements to account for line blends.
These have been omitted in the parameter study, except for He I λ 4387. See the text for further explanation.
Figure 4.2: Non-LTE line profile fits for Hδ (left) and Hγ (right) in η Leo (upper panels) and HD 92207 (lower panels) for
stellar parameters as given in Table 5.1, and values as indicated. The same line identifiers as in Fig. 4.1 are used; a vertical
shift by 0.5 units has been applied to the upper profiles. Note the decrease of the Balmer line strength in the progression from
luminosity class Ib (η Leo) to Iae (HD 92207). See the text for further explanation.
4.2 The Spectroscopic Approach 77
Figure 4.3: Balmer line-wing and non-LTE ionization equilibria loci for the supergiants η Leo (left) and β Ori (right) on
the temperature-gravity plane with the helium abundance y (by number) as an additional parameter. The adopted values for
Teﬀ /log g are shown with their estimated uncertainties. Note that in the case of β Ori the ionization equilibria of O I/II and
S II/III yield the same Teﬀ /log g as the other indicators. Atmospheric parameters used in other analyses are also displayed:
arrows indicate shifts in Teﬀ to the values cited.
using the generalised Unified Theory of line broadening (referred to as VCS, with extensions of the grids by
Scho¨ning & Butler, unpublished, and Lemke 1997), or more recently by Stehle´ & Hutcheon (1999) using the
Model Microfield Method (MMM). Both theories result in almost identical Balmer and Paschen profiles in BA-
type supergiants, giving consistent values for the surface gravity. The results from a parameter study on H γ and
Hδ in two sample supergiants are displayed in Fig. 4.2. Evidently, the line profile changes are more sensitive to
a modified surface gravity than to variations in T eﬀ . In the less luminous supergiant η Leo the entire line profiles
are reproduced, except for the very line cores, indicating that the model atmosphere is sufficiently realistic over
almost the whole atmospheric depth range. At higher luminosity (HD 92207) the hydrogen lines are much weaker,
and the spectrum synthesis fails to match the line profiles exactly, in particular discrepancies are found in the line
depths (indicating spherical extension) and the small line asymmetries (wind emission in the red line wings).
However, the line wings remain valuable surface gravity indicators. Note that the relative changes within the line
profiles and line strengths for a modified log g are larger the closer a supergiant comes to the Eddington limit.
This, in principle, allows a more accurate determination of the surface gravity in the most luminous supergiants.
On the other hand, the analyses become more prone to uncertainties in the models. Note in addition, that the
strengths of the Balmer lines can also be utilised as surface gravity indicators in BA-type supergiants, being
useful in cases where the line profiles are not accessible in detail, in low-/intermediate-resolution spectroscopy
(cf. Chapt. 7) for instance. However, the accuracy at highest luminosity is somewhat reduced in comparison to
line-wing fitting due to increased systematic uncertainties.
The whole process of the basic atmospheric parameter determination can be summarised in an T eﬀ–log g
diagram, as is done for two of the sample supergiants in Fig. 4.3, which have already been well studied in the
literature (atmospheric parameters from several other studies are indicated). The intersection of the different
loci marks the appropriate set of stellar parameters. Note that the loci have to be parameterised with the helium
abundance, as this influences the atmospheric structure, see below and also Appendix A.1. The steeper the slope
of an indicator in the Teﬀ–log g diagram the better suited it is to the determination of the effective temperature;
a shallow slope indicates a high sensitivity to surface gravity. In most of the applications several indicators are
available, an optimum solution is found when full consistency is achieved.
Atmospheric parameter determinations of BA-type supergiants using the spectroscopic approach are accurate
to typically 2% in Teﬀ and 0.15 dex in log g (1-σ uncertainties). This accounts for uncertainties in the atmo-
spheric models and the atomic data employed for the non-LTE analysis, assuming the availability of high-quality
observations. Slightly reduced error margins can be expected for BA-type stars of lower luminosity class, which
are realistically described by present-day model atmospheres. The main constraints for the parameter determi-
nation are presently set by uncertainties in the atomic data, in particular the gf -values, and, for objects close to
the Eddington limit, by the model atmospheres as well. A key to the improvement of the situation is provided
by detached eclipsing binary systems, where highly-accurate surface gravities (average mean errors amount to
0.015 dex in log g) can be determined independently from model atmosphere techniques in a fundmental way.
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Helium abundance
Helium is the second most abundant element in the atmospheres of BA-type stars, with enhancements expected
to be found in supergiants, as mentioned earlier. The main consequence of helium enhancement arises from its
influence on the atmospheric pressure stratification due to the increase in the mean molecular weight. This mimics
the effects of an enhanced surface gravity and will alter the detailed appearance of the stellar line spectrum,
cf. Appendix A.1.
In the BA-type supergiants the helium lines in the visual are typically weak, with the line formation occurring
on the linear part of the curve of growth. The line strength is proportional to the number of absorbing atoms,
thus the helium abundance y (by number) can be conveniently inferred from line profile fits, as highly accurate
oscillator strengths are available, cf. Table A.1, and also reliable line broadening data. A complication arises
from the fact that the Teﬀ /log g determination itself depends on the helium abundance – most notably close to
the Eddington limit. Therefore, the grid of model atmospheres used for the stellar parameter analysis has to be
extended to account for this extra quantity, as three parameters have to be constrained simultaneously. However,
one can profit from the slow and rather predictable behaviour of the derived abundance with varying T eﬀ /log g for
a given set of helium lines, cf. Fig. 4.3. Typical uncertainties in the determination of stellar helium abundances
amount to 10–20%.
Microturbulence
All ionic species that show a variety of lines of different strengths are suited for the determination of the stellar
microturbulent velocity, provided that line-formation for these can be performed reliably. This usually requires
non-LTE computations in BA-type supergiants. The standard technique of deriving ξ is used: it is constrained by
forcing the elemental abundance to be independent of the line equivalent widths. The so-called turbulence lines
with equivalent widths of ∼100 to a few hundred mA˚ are most useful for this purpose, while the weakest lines
serve as abundance standards. Typically, iron group elements are chosen for the microturbulence analysis, in the
present case the spectra of Ti II and Fe II are applicable. As the gf -values of the iron group elements show rather
large inaccuracies, the microturbulence has to be determined in a statistical manner by the analysis of typically
20–30 lines. In the BA-type supergiants the N I spectrum offers an alternative, high-accuracy oscillator strengths
being available.
Good estimates for the microturbulent velocity in BA-type supergiants are ξ= 4, 6 and 8 km s −1 for objects
of luminosity class Ib, Iab and Ia, respectively. After the determination of an improved value of ξ the model
atmosphere has to be recalculated in some cases, and small corrections to T eﬀ /log g/y might become applicable.
Only one iteration step is typically necessary to reestablish consistency in the atmospheric parameters. The
uncertainties amount to ±1 km s−1. In the present study the different microturbulence indicators give a single
value for ξ within these error margins. A single microturbulent velocity is consistent with findings from recent
work on A-type supergiants (Venn 1995a, 1999), while previous studies report varying values between various
elemental species and with atmospheric depth (e.g. Rosendhal 1970; Aydin 1972). These trends vanish when
modern gf -values and model atmospheres are included for in the analysis (Venn 1995a).
Metallicity – chemical abundances
The chemical composition of a star is deduced from the analysis of the line spectra of the individual elements.
Chemical abundances are preferentially determined from weak lines, which are most sensitive, as the line strength
is directly proportional to the number of absorbers. Abundances are usually denoted on a logarithmic scale,
log ε(X) = log(NX/NH) + 12 , (4.1)
for any element X , with the hydrogen abundance defined as log ε(H)= 12, and the NX expressing the corre-
sponding number fractions. Often, the derived stellar abundances are also given relative to the solar composition,
[X ] = log ε(X) − log ε(X) . (4.2)
Non-LTE calculations are mandatory for the quantitative analysis of BA-type supergiant spectra if accurate results
are desired. Line-profile fits should be preferred over the classical equivalent width analysis. Problems can be
more easily recognised via the inspection of detailed data instead of integrated quantities; however, this is more
time-consuming. Both methods allow abundances to be determined with a resolution of 0.01 dex from unblended
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lines. Elemental abundances are derived as the mean from a (preferentially) statistically significant sample of
spectral lines, with the standard deviation σ usually expressing the uncertainty in the abundance determination.
Individual metal abundances are typically not required for the computation of model atmospheres, as elemen-
tal ratios are remarkably constant over a wide variety of stars from different environments. The stellar chemical
composition beyond hydrogen and helium is therefore conveniently expressed by a single parameter, the metal-
licity Z (by mass fraction). This still implies a knowledge of the individual elemental abundances. Often the iron
abundance relative to the solar value, [Fe/H], replaces Z as the metallicity indicator. However, one has to be con-
fident that [Fe/H] is free from systematic error, which is not entirely the case in the present study, cf. Sect. 3.2.5.
A more robust metallicity indicator, [M/H], is therefore defined for our applications,
[M/H] ≡ ([O/H] + [Mg/H] + [S/H] + [Ti/H] + [Fe/H])/5 . (4.3)
This includes those elemental abundances for which non-LTE computations are available and which are not
altered by mixing. A large weight is given to the α–process elements; note here, that for Population I objects an
[α/Fe]∼ 0 is expected. The statistical scatter around the mean value is used to estimate the uncertainty in [M/H].
Rotational velocity & macroturbulence
The projected rotational velocity v sin i and the (radial-tangential) macroturbulent velocity ζ are derived from a
comparison of observed line profiles with synthetic profiles of identical Wλ. Both quantities are treated as free
parameters to obtain a best fit via convolution of the synthetic profile with rotation and macroturbulence profiles,
while also accounting for the instrumental profile. From this inspection by eye alone values with a typical relative
uncertainty of 10–20% can be obtained for the objects under study. Weak lines have to be used in supergiants in
order to avoid systematic uncertainties introduced by the outflowing velocity field.
A slightly higher accuracy, of a few percent uncertainty, can be reached by applying a Fourier transform
analysis of line profiles, see Chapter 17 of Gray (1992a) for a discussion of the method. Simple estimates
can usually also be obtained from a measurement of the line profile half-width and comparison with standard
calibrations. Note that only a combined value of v sin i and ζ can be derived by measuring a single quantity.
Often the rotational contribution dominates and v sin i is thus well constrained; however, in supergiants both
velocities are of similar magnitude, rendering this method useless for practical applications.
Radial velocity
The radial velocity vrad parameterises the radial component of the stellar space velocity, manifested in a Doppler
shift ∆λ/λ= vrad/c of the spectral lines. Except for the most nearby objects, where proper motions can also
be measured, this is the only component of the space motion that is usually accessible. It is derived from a
cross-correlation of the observed spectrum (corrected for the heliocentric component) with a suitable synthetic
spectrum, which serves a rest-frame reference. The basic algorithm is described by Tonry & Davis (1979).
Limitations: systematic effects due to pressure inversion
Pressure inversion is almost certainly an artifact of inappropriate physical assumptions in the model atmosphere
calculations (cf. Sect. 2.5.3). The determination of stellar parameters on the basis of models in which pressure
inversion occurs becomes subject to systematic uncertainties which are hard to quantify. In particular, supergiant
models with Teﬀ of 7000–8000K (corresponding to late A-type and early F-type) will be affected, as the pressure
inversion layer extends into the line-forming region (see Table 1 in Achmad et al. 1997). At cooler temperatures,
the hydrogen ionization zone shifts progressively to deeper atmospheric layers and the modelling of spectral
features will be only influenced indirectly.
Surface gravities from Balmer wing fitting will be affected by pressure inversion, as the Stark broadening
depends on the local electron density (∝ne). Within a pressure inversion layer this density is increased by up to an
order of magnitude in some cases. The derived surface gravities will therefore be systematically underestimated.
Also, the ionization equilibria are affected, although to a lesser extent. In the simplified case of LTE the local
electron density influences the ionization balance through the Saha equation. Higher electron densities result in
a strengthening of the lines from the lower ionization stage. An inappropriate T eﬀ will therefore follow from a
comparison with the observations. This situation also arises in non-LTE, at least qualitatively.
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The suspected higher log g values help to resolve discrepancies in the mass determination for these objects.
Spectroscopic masses are in better agreement with masses determined from evolutionary tracks for higher surface
gravities at a given luminosity.
On the other hand, it should be noted that the determination of elemental abundances is not affected so severely
by these systematics on the parameter analysis and the enhanced (metal) line broadening (quadratic Stark and van
der Waals damping) due to higher particle densities. Objects for ‘critical’ combinations of T eﬀ /log g show similar
abundances as for objects well outside the pressure inversion regime (see e.g. Venn 1995a, 1999). The question
of whether this is a coincidence or evidence for true pressure inversion in real stellar atmospheres could be settled
by the analysis of an appropriate (visual) binary system with one component in the pressure inversion regime and
the other outside, which would act as the abundance reference.
4.3 Related Quantities
A number of quantities related to the stellar parameter determination are not accessible through spectroscopy and
require supplementary observations. This is beyond the scope of the present work, but data from the literature
can be adopted; some general comments are given here. In combination with the atmospheric parameters these
quantities allow the determination of the basic physical properties of the stars.
Distances
The fundamental method for the determination of distances d to the stars relies on astrometric measurements of
trigonometric parallaxes π. Both quantities are related via
d = 1/π , (4.4)
if π is measured in arcseconds and d in pc. Reliable parallax measurements for supergiants are not available,
even following the highly successful Hipparcos mission (ESA 1997). A few useful parallaxes for BA-type super-
giants will be obtained by the forthcoming satellite missions DIVA (Double Interferometer for Visual Astrometry,
Ro¨ser 1999) and FAME (Full-Sky Astrometric Mapping Explorer, Horner et al. 2000); a comprehensive census
will be provided, in the long term only, by GAIA (Global Astrometric Interferometer for Astrophysics, Perry-
man et al. 2001). Galactic supergiants typically are also too remote for other geometrical indicators, such as the
convergent point method, to be applicable. Spectroscopic parallaxes (see below) therefore offer the only way
of distance determination for supergiants within the Galaxy at present. While this method provides reasonably
reliable distances to cluster objects, the accuracy diminishes for members of associations and in particular for
field supergiants. Consequently, inaccurate distances are one of the main hindrances for stellar analyses, as many
quantities depend on them. For objects in other nearby galaxies the relative uncertainties in the distances are con-
siderably smaller. These are typically derived from the period–luminosity relation for Cepheids in the galaxies (or
similar primary extragalactic distance indicators). Note however, that these extragalactic distances are all affected
by a (systematic) uncertainty in the zero-point calibration of the PL relation which is given by the distance to the
LMC.
Angular diameters
Stellar angular diameters θD can be obtained by various techniques, mostly interferometric, but lunar occultations
are also useful; see e.g. Chapter 15 of Gray (1992a) for an overview. In combination with fundamental distances,
measurements of angular diameters offer one of the few possibilities to derive stellar radii R directly,
R = 107.5 θD d , (4.5)
with R expressed in R, θD in arcseconds and d in pc. Angular diameters have been determined so far almost
exclusively for nearby main sequence stars and giants; only a few measurements for supergiants are available,
cf. Hanbury Brown et al. (1974). Note that the expanding atmospheres of supergiants allow only approximate
data to be obtained, there is no sharp boundary between the photosphere and the surrounding medium.
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Magnitudes, colour indices, distance modulus
Important data are also provided by stellar photometry, the measurement of the brightness of stars in different
frequency bands. The apparent brightness m of a star is given by
m = −2.5 log 1
d2
∫ ∞
0
R2FλEλ dλ+ const. , (4.6)
where Eλ is the transmission function for a given filter; the normalisation constant is fixed by definition. The unit
of m is the magnitude (mag).
Information about the stellar energy distribution can be obtained from the difference between the apparent
brightness at two frequency bandpasses X and Y , the so-called
colour index = mX −mY . (4.7)
In the present work, only colour measurements in the broad-band Johnson system are considered, using the
following common abbreviations,
U = mU , B = mB , V = mV . (4.8)
The central wavelengths of the filters are situated in the ultraviolet, blue and visual spectral regions at
λU  3650A˚ , λB  4400A˚ , λV  5500A˚ . (4.9)
The apparent brightness of a star (in any photometric system) depends on its distance, according to Eqn. (4.6). By
placing the star at a standard distance of 10 pc, the stellar brightness is defined on an absolute scale, namely the
absolute magnitudeM . For absent interstellar extinction, the difference between apparent and absolute magnitude
is related to the distance via
(m−M)0 = 5 log d− 5 , (4.10)
the so-called true distance modulus, which is equivalent to the spectroscopic parallax.
Extinction, reddening
Photons are subject to absorption and scattering by the ISM – processes, which are summarised under the labels
extinction and reddening. Hence, only a part of the radiation originally emitted by the stars can be measured
and the shape of the energy distribution will be altered. The difference between the measured apparent and the
absolute magnitude of a star is given by the apparent distance modulus,
m−M = 5 log d− 5 +A , (4.11)
which includes the extinction A. Reddening gives rise to a colour excess E(X − Y ) of the stellar light,
E(X − Y ) = (X − Y )− (X − Y )0 , (4.12)
for any photometric system, with the quantity indexed by ‘0’ expressing the unreddened value. Parametrisations
for a mean Galactic extinction law Aλ are given by e.g. Seaton (1979) and Howarth (1983), cf. also Savage &
Mathis (1979) for an overview. To a good approximationA λ is proportional to 1/λ at visual wavelengths.
Again, for practical applications the Johnson system is often favoured. Here, the mean relation between the
extinction in the visual, AV , and the colour excess E(B − V ) within the Galaxy reads
AV = (3.1± 0.1)E(B − V ) . (4.13)
Thus, once the colour excess has been determined – values of (B − V ) 0 can be derived from synthetic colours
(as in the present case) or adopted from the literature (e.g. FitzGerald 1970) – the interstellar extinction is also
constrained. Note that this relation depends on the composition of the ISM and varies for different galactic
environments, as a comparison of the Galaxy with the MCs has shown (e.g. Bouchet et al. 1985, and references
therein).
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Bolometric correction, absolute bolometric magnitude
Besides the stellar brightness in particular frequency bands the integrated flux, the so-called bolometric magnitude
Mbol is also of interest. Satellite data, or model atmosphere computations, are needed to constrain M bol, since
the earth’s atmosphere is not transparent over the whole frequency range. M V is the most common quantity
ascertained by ground-based observations. A useful quantity in this context is the bolometric correction B.C.,
B.C. = Mbol −MV = mbol −mV , (4.14)
which measures the stellar flux contribution outside the visual band; it is applicable to apparent and absolute
magnitudes alike. By definition, B.C. can only be negative, and reaches a maximum at T eﬀ  7000 K where it is
equal to zero. At higher temperatures the stellar flux is emitted more and more in the UV, at lower temperatures in
the IR. The bolometric correction is a slowly varying function of T eﬀ with only a slight dependency on luminosity
class and metallicity; tabulations are given by e.g. Schmidt-Kaler (1982)
Physical properties
Once all the stellar parameters have been obtained, the basic physical properties of a star can finally be derived.
The relation between the stellar bolometric magnitude and the stellar luminosity L is given by
Mbol = −2.5 logL/L + 4.74 , (4.15)
with Mbol,= 4.74. This allows the stellar radius R to be determined from
L = 4πR2σT 4eﬀ . (4.16)
Finally, the so-called spectroscopic mass M spec can be obtained from
M/M spec =
g
2.736× 104 (R/R)
2 , (4.17)
with the solar surface gravity log g= 4.4371 explicitly written in cgs-units. Alternatively, an evolutionary mass
M evol can be derived from the theory of stellar evolution for a given value of T eﬀ and L, which allows for a
consistency check.
Typically, the error margins of the physical properties determined in this way are rather high, on the order of
several 10%, due to error propagation. Accurate distances in particular are the key to improve this situation. Note
that independent measurements of R and M with accuracies of ∼2% or better can be obtained from detached,
double-lined, eclipsing main-sequence binaries (Andersen 1991).
5 Stellar Analyses: High-resolution
Spectroscopy in the Local Group
Considerable improvements in the analysis techniques and non-LTE model atoms for studies of BA-type super-
giants have been discussed in the previous chapters. These cannot stand on their own but have to be shown to
be successful in practice. As a test and first application, analyses of a number of bright Galactic objects are per-
formed: of the important main sequence standard Vega and of four supergiants, covering the spectral types from
early-A to late-B. The analyses are based on high-resolution and high-S/N Echelle spectra of the whole wave-
length range from the visual to the near-IR. Advantage has thereby been taken of recent developments in highly
efficient instrumentation for small telescopes. With the new generation of 8–10m class telescopes and dedicated
instrumentation, high-resolution spectroscopy of blue supergiants has also become feasible throughout the (star-
forming) galaxies of the Local Group. The diversity of galactic environments sampled within the Local Group
(see Fig. 5.1 for a schematic overview) allows for stellar and galactic studies at a wider range of metallicities than
is possible for the Galaxy and its nearest neighbours, the Magellanic Clouds, alone. In particular the metal-poor
galaxies of irregular type and the outskirts of the spiral galaxies offer an opportunity to study star formation in
environments similar to those present at the early epochs of the universe. Three supergiants in NGC 6822 and
M 31 are analysed on the basis of spectra taken with the VLT (Very Large Telescope) and the Keck telescope. In
the following, the results from the Galactic and extragalactic sample are discussed, preceded by a short summary
of the observations and the data reduction.
5.1 Observations and Data Reduction
For the Galactic supergiants η Leo, HD 92207 and HD111613 Echelle spectra using FEROS (Fiberfed Extended
Range Optical Spectrograph, Kaufer et al. 1999) at the ESO 1.52m telescope in La Silla were obtained in Jan-
uary 1999. Nearly complete wavelength coverage between 3600 and 9200 A˚ was achieved with a resolving power
R=λ/∆λ≈ 48000 (with 2.2 pixels per ∆λ resolution element), yielding a S/N of several hundred in V in a 2, 5
and 10 min exposure, respectively. A publicly available spectrum of similar quality of β Ori (#0783, 20 sec expo-
sure), taken during Commissioning II in November 1998, was selected to complete the small Galactic supergiant
sample. In general, the observations are of high quality with few spectral regions corrupted by CCD defects. As
the data were obtained only as an addendum to the main observing program, bright objects had to be chosen to
obtain the desired high S/N-ratio within short exposure times. Therefore no additional spectra of a fast rotator are
available at the correct airmass to remove telluric features properly.
The data reduction was performed using the FEROS context in the MIDAS package (order definition, bias sub-
traction, subtraction of scattered light, order extraction, flat-fielding, wavelength calibration, barycentric move-
ment correction, merging of the orders), as described in the FEROS documentation (only available online, cf. ‘in-
ternet resources’ in the bibliography). Optimum extraction of the orders with cosmic ray clipping was chosen. In
the spectral region above∼8900 A˚ problems with the optimum extraction arose due to the faintness of the signal;
standard extraction was therefore performed in this region. The resulting merged spectra unfortunately lacked a
proper global continuum rectification. Normalisation was achieved by fitting a spline function to carefully se-
lected continuum points and subsequent division of the spectrum by this spline function. This procedure suffices
to retain the line profiles of the Balmer lines in supergiants as these are rather weak and typically sampled by
a single Echelle order. Note however, that the much broader features in giants and in particular main sequence
stars of the spectral types under study cannot be treated in this manner. A modified approach in the data reduction
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Figure 5.1: Schematic 3-D view of the Local Group. The dashed ellipsoid marks a radius of 1 Mpc around the Local Group
barycentre. The underlying grid is parallel to the plane of the Milky Way. Galaxies above the plane are indicated by solid lines
and below with dotted lines. The dashed circles enclose the presumed M 31/M 33 and the Milky Way subsystems. Morpholog-
ical types: large spirals (open symbols), dwarf irregulars (dIrrs; blue/dark symbols), dwarf ellipticals and gas-deficient dwarf
spheroidals (dEs & dSphs; orange/light symbols), dSph/dIrr transition types (yellow/light symbols, e.g. Pegasus, LGSS 3,
Phoenix). From Grebel (1999), by kind permission.
would be needed in that case. Finally, the spectrum is shifted to the wavelength rest frame accounting for a radial
velocity vrad determined from cross-correlation with an appropriate synthetic spectrum.
An Echelle spectrum of Vega was made available by A. Korn with almost complete wavelength coverage
between 3900 and 9400 A˚. FOCES (Fibre Optics Cassegrain Echelle Spectrograph, Pfeiffer et al. 1998) at the
Calar Alto 2.2m telescope was used in June 1999 to obtain three exposures of 4 s and 2×10 s, respectively.
The spectra were reduced in the standard way using the routines described by Pfeiffer et al. (1998); note that
the reduction software for FOCES allows for an excellent continuum rectification. After rectification and S/N-
weighted co-addition of the single spectra a S/N of ∼750 near Hα was measured at R≈ 40000 (2 pixels per
∆λ resolution element). A second spectrum of Vega, taken with HEROS (Heidelberg Extended Range Optical
Spectrograph, Kaufer 1996), was provided by A. Kaufer, extending the wavelength range for the analysis from
3900 A˚ down to the Balmer jump. A S/N>200 at R ≈ 20000 was achieved in the blue, cf. Kaufer et al. (1996a,b)
for details of the observations and the data reduction procedures.
High-resolution spectroscopy of stars in Local Group members besides the Milky Way and the Magellanic
Clouds requires extended observing programmes even in the era of large telescopes in the 8–10m class. Data
for only a small number of blue supergiants in a few galaxies have therefore been obtained so far. Keck/HIRES
(High Resolution Echelle Spectrometer, Vogt et al. 1994) spectra of two M 31 A-type supergiants have been
made available for the present work by J.K. McCarthy, and VLT/UVES (Ultraviolet-Visual Echelle Spectrograph,
Dekker et al. 2000) Commissioning data for one A-type supergiant in NGC 6822 by A. Kaufer.
A S/N> 80 per resolution element was attained for the HIRES data at R= 35000 in the wavelength range
from 4300 to 6700 A˚, although the wavelength coverage was not complete for λ> 5000 A˚. An extended, yet
also incomplete, wavelength coverage from 3600 to 6657 A˚ was achieved with UVES, giving a S/N of 50 to
70 per resolution element of the spectrum at R= 30000. We will limit ourselves to this short summary of the
important characteristics of the spectra analysed here, as more detailed information on the observations and the
data reduction has already been published (McCarthy et al. 1997; Venn et al. 2000, 2001).
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5.2 Stars in the Galaxy
In the following, results from detailed quantitative analyses of five Galactic stars are described. The motivation
for these is twofold. On the one hand they help to constrain the details of the analysis technique and the non-LTE
model atoms discussed in the previous chapters. On the other hand, accurate results on individual objects help
to improve our understanding of the whole class of stars and are important ingredients for the study of questions
of much broader interest, stellar and galactochemical evolution for example. The sample consists of the main-
sequence star Vega, a bright, nearby and well-studied standard star of astronomy with accurately determined
atmospheric parameters, and four BA-type supergiants, of which two are subjected to a detailed analysis for the
first time. Note that quantitative data on Galactic BA-type supergiants are scarce, with analyses of ∼30 objects,
including a very few on stars of luminosity class Ia(e), described in the literature so far.
Stellar parameters
The basic properties and stellar parameters of the Galactic sample stars are summarised in Table 5.1. In the first
section, alternative identifiers for the objects are given, their affiliation to a Galactic stellar association is indicated
where applicable, and the spectral classification listed. The positions are expressed in equatorial coordinates
(right ascension RA and declination DEC) and in galactic coordinates (longitude l and latitude b). Galactocentric
distances Rg are calculated from
Rg = [R20 + (d cos b)
2 − 2R0d cos b cos l]1/2 , (5.1)
with R0 denoting the solar galactocentric distance and d the distance to the star as measured from the sun, which
is related to the distance modulus via Eqn. (4.10). A value of R 0= 8.5±1.1kpc (IAU standard, Kerr & Lynden-
Bell 1986) was adopted; note that more recent studies indicate a smaller distance, R 0= 8.0±0.5 kpc (Reid 1993).
Furthermore, data on radial velocities vrad, parallaxes πHip (from the Hipparcos astrometric mission) and angular
diameters θD (from interferometry) is compiled. The measurements of v rad performed here are in excellent
agreement with the literature data. Note that at present not a single trigonometric parallax measurement can be
claimed to be reliable for any blue supergiant and that interferometric radius determinations for these objects
are scarce. This situation can only be alleviated by future astrometric satellites and sophisticated ground-based
interferometers. In the meantime, this lack of knowledge prevents us from constraining the physical properties of
the blue supergiants to higher accuracy, giving rise to considerable systematic error.
In the second section of Table 5.1 the atmospheric parameters of the sample stars are summarised: effective
temperature Teﬀ , surface gravity log g, helium abundance (by number) y=n(He)/[n(H) + n(He)], metallicity
[M/H], microturbulence ξ, macroturbulence ζ and the apparent rotational velocity v sin i. These are derived by
application of the techniques described in the last chapter; for Vega the widely used ATLAS9 model of Castelli &
Kurucz (1994) is adopted for the atmospheric analysis.
Photometric data on the sample stars is compiled in the third section: apparent magnitude in the visual V ,
colours in the Johnson system,U−B andB−V , reddeningE(B−V ), true distance modulus (m−M) 0, absolute
magnitude MV , bolometric correction B.C. and absolute bolometric magnitude M bol. No error margins for the
magnitudes of the stars are given in the literature, but for such bright objects a typical value should be <0.01 mag.
However, BA-type supergiants are intrinsically variable on the order of a few hundredths magnitude (e.g. Maeder
& Rufener 1972), thus the data in Table 5.1 should be viewed as a mean value. Also the reddening values should
be accurate to better than 0.01 mag, accounting for uncertainties in the stellar parameters but neglecting systematic
errors due to the atmospheric models. Finally, distances to the supergiants are a critical issue, as mentioned above.
While the Hipparcos parallax provides an accurate distance to Vega, comparatively large uncertainties have to be
assigned to the supergiant distance moduli. In particular the distance to the field star η Leo can only be estimated,
based upon its spectroscopic parallax. For the other three supergiants somewhat more accurate data can be
obtained, as these are members of stellar associations.
For β Ori, a short distance modulus of 6.m9 (corresponding to d= 240 pc) is derived from the Hipparcos paral-
lax, whereas a larger value of 8.m5 (viz. 500 pc) is found for the Ori OB 1 association (Blaha & Humphreys 1989).
A third value, in between, of 360 pc is indicated by Hoffleit & Jaschek (1982), with β Ori associated with the
τ Ori R1 complex. This value is finally adopted, supported by other evidence: parallax measurements give only
lower limits due to a systematic effect quantified by Lutz & Kelker (1973), with the systematic error depending
on σ/π (σ is the standard deviation of π). The short distance to the star would also indicate a too low M bol for its
luminosity class of Iae. On the other hand, β Ori shows a smaller radial velocity than the mean of the Ori OB1
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Table 5.1: Basic properties and stellar parameters for the Galactic sample objects
HD 172167 HD 87737 HD 111613 HD 92207 HD 34085
Name αLyr, Vega η Leo . . . . . . β Ori, Rigel
Associationa Field Field Cen OB1 Car OB1 Ori OB1
Spectral Typeb A0 V A0 Ib A2 Iabe A0 Iae B8 Iae:
RA (J2000)b 18 36 56.34 10 07 19.95 12 51 17.98 10 37 27.07 05 14 32.27
DEC (J2000)b +38 47 01.3 +16 45 45.6 −60 19 47.2 −58 44 00.0 −08 12 05.9
l (◦)b 67.45 219.53 302.91 286.29 209.24
b (◦)b +19.24 +50.75 +2.54 −0.26 −25.25
Rg (kpc) 8.50±0.00 8.81±0.05 7.47±0.10 8.18±0.04 8.79±0.04
vrad (km s−1)b −13.9±0.9 +3.3±0.9 −21.0±2.0 −8.5±5.0 +20.7±0.9
πHip (mas)b 128.93±0.55 1.53±0.77 1.09±0.62 0.40±0.53 4.22±0.81
θD (mas)c 3.08±0.07 . . . . . . . . . 2.43±0.05
Atmospheric:
Teﬀ (K) 9550±150 9600±150 9150±150 9500±200 12000±250
log g (cgs) 3.95±0.10 2.00±0.15 1.45±0.15 1.20±0.15 1.75±0.15
y 0.09±0.01 0.13±0.02 0.105±0.02 0.12±0.02 0.135±0.02
[M/H] (dex) −0.54±0.02 −0.04±0.03 −0.11±0.03 −0.09±0.07 −0.06±0.10
ξ (km s−1) 2±0.5 4±1 7±1 8±1 7±1
ζ (km s−1) 0±2 12±2 21±3 20±5 22±5
v sin i (km s−1) 22±2 9±1 19±3 30±5 36±5
Photometric:
V (mag)d 0.03b 3.52 5.72 5.45 0.12
B − V d 0.00b −0.03 +0.38 +0.50 −0.03
U −Bd −0.01b −0.21 −0.10 −0.24 −0.66
E(B − V ) 0.00 0.02 0.39 0.48 0.05
(m−M)0 −0.55±0.01e 9.0±0.3∗ 11.8±0.2∗ 12.4±0.2∗ 7.8±0.2∗
MV 0.58±0.01 −5.54±0.3 −7.29±0.2 −8.44±0.2 −7.84±0.2
B.C.f −0.30 −0.41 −0.28 −0.41 −0.66
Mbol 0.28±0.01 −5.95±0.3 −7.57±0.2 −8.85±0.2 −8.50±0.2
Physical:
logL/L 1.78±0.00 4.28±0.12 4.92±0.08 5.44±0.08 5.30±0.08
R/R 2.8±0.1 50±8 115±12 194±21 104±11
M/MZAMS 2.6±0.1 10±1 16±1 28±4 24±2
M/M spec 2.6±0.7 9±5 14±6 22±10 22±10
a Blaha & Humphreys (1989) b adopted from the SIMBAD database at CDS c Hanbury Brown et
al. (1974) d Nicolet (1978) e from Hipparcos parallax f Schmidt-Kaler (1982) ∗ see text
association (∼30 km s−1). Therefore, the value of 8.m5 gives an upper limit, if one assumes that the star was
formed near the centre of the association; β Ori could have moved ∼100 pc from its formation site during its
presumable lifetime of approximately 10 Myr (from evolution tracks).
Recent studies of NGC 4755 (also known as κCru or Herschel’s Jewel Box) derive a distance modulus of
11.6±0.2 mag for this rich southern Galactic cluster with a mean value of E(B−V ) of 0.41±0.05mag (Sagar &
Cannon 1995) and 0.36±0.02mag (Sanner et al. 2001). However, the brightest star in this cluster, HD 111613, is
situated at a rather large distance from the cluster centre and was not observed in either study. In a previous work
(Dachs & Kaiser 1984), covering a larger area, this star is found to be placed slightly behind the cluster centre (by
0.2 mag). Consequently, this difference is accounted for in the present study, otherwise using the modern value
for the distance modulus.
The problem with obtaining an accurate distance to HD 92207 is that the line of sight to the Car OB1 associ-
ation lies along a Galactic spiral arm. Thus the young star population in Car OB1 is distributed in depth over 2 to
3 kpc (Shobbrook & Lynga˚ 1994). A decisive constraint would be, if membership of the star to NGC 3324, a clus-
ter within the Car OB1 complex, could be ascertained. This question has recently been investigated by Carraro et
al. (2001). The H II gas surrounding HD 92207 seems to be connected with the cluster centre, but this can also be
a projection effect. A more robust argument is provided by a comparison of the reddening towards the star and
the cluster (E(B−V )= 0.48±0.03); excellent agreement is found with the value for HD 92207 derived here. On
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the other hand, a proper motion study argues against membership, based however on statistically poor evidence.
To summarise, while HD 92207 may not be gravitationally bound to NGC 3324 it appears to be spatially close to
the cluster. Thus the cluster distance modulus is also adopted for HD 92207, but with an increased error margin.
Finally, in the fourth section of Table 5.1 the derived physical properties of the Galactic sample stars are
summarised – luminosity L, radius R, mass on the zero-age main sequence M ZAMS and spectroscopic mass
M spec, all given in solar units. The comparatively large uncertainties in these quantities for the supergiants are
dominated by the badly constrained distances, and by the errors in log g in the case of M spec.
Some additional comments are required on a possible binary character of the sample stars, as multiplicity is
rather common among stars and can drastically affect the interpretation of the observations. β Ori is a confirmed
member of a multiple system: a pair of B5 V stars is gravitationally bound to β Ori. However, the separation
is large, 9.5′′, and the pair of main-sequence stars is much fainter, by 6.m5 (Hoffleit & Jaschek 1982). At the
distance of β Ori this separation corresponds to∼3500 astronomical units (au). Although nothing is known about
the orbit, the effect of the components on β Ori itself is therefore likely to be small. The radial velocity variations
of the supergiant can be interpreted in terms of radial and non-radial pulsations (Kaufer et al. 1997) and are
presumably not evidence for an additional close and unresolved companion. Consequently, in the present study
β Ori is assumed to have evolved as a single star. The situation is less clear for η Leo. It appears to be a visual
binary with a separation of 0.039±0.004 ′′, as derived from speckle interferometry (Blazit et al. 1977). At the
distance of η Leo this corresponds to ∼25 au. However, this finding relies on only a single measurement, and
little is known about the system parameters, except that Hoffleit & Jaschek (1982) list this star as an occultation
binary, indicating a ∆m of 0.m5 between both stars. In this case the companion would reveal itself in the spectrum,
whereas not a single trace of this, doubled lines or lines inappropriate for the spectral type of η Leo, is found.
On the other hand, the radial velocity and (small) brightness variations can also be explained by the instability
of η Leo’s atmosphere; as for other BA-type supergiants the presence of radial and non-radial oscillations can
be expected. Moreover, η Leo is known to experience sporadic mass-loss events, as deduced from spectacular
profile variations of the resonance lines in the UV (Verdugo et al. 1999a), which could explain the brightness
variations. A definite answer on the binary character cannot be given here and has to await further observational
evidence. For the present, η Leo is viewed to have evolved as a single star. Vega is definitely a single star, and
for HD 111613 and HD 92207 no indication for binarity is found in the literature. Radial velocity variations in
HD 92207 are explained by different modes of radial and non-radial pulsation (Kaufer et al. 1997).
Besides the present determinations of stellar parameters, data for two of the supergiants, η Leo and β Ori,
have been obtained in several previous studies. For η Leo, Venn (1995a) finds a T eﬀ of 9700±200K and log g
of 2.0±0.2 (cgs) from spectroscopic indicators, viz Hγ wing fitting and the Mg I/II non-LTE ionization equilib-
rium, being in excellent agreement with the present findings. Previous work on the stellar parameters of η Leo is
summarised by Lobel et al. (1992), who also find (10200±370K/1.9±0.4) from a reanalysis of the photographic
observations of Wolf (1971). The data are obtained by various techniques. To assess their accuracy it should be
noted that they are based on less elaborate (LTE) atmospheric models and on photographic plate observations, re-
sulting in a wide spread. In addition to this, Lambert et al. (1988) use the values (10500 K/2.2) for their analysis,
without giving details of their derivation. The values reported by the different authors are indicated in Fig. 4.3.
Note that from Stro¨mgren photometry a T eﬀ of 9380 K is obtained, using the calibration of Gray (1992b). For
β Ori two alternative groups of disjunct effective temperatures are found in the literature. The more recent deter-
minations by McErlean et al. (1999), Israelian et al. (1997) and Takeda (1994) all agree on a T eﬀ of 13000 K with
log g varying between 1.6 and 2.1 (cgs). The two former studies adopt pure H+He non-LTE atmospheres for their
analysis, thus neglecting the important line-blanketing, which will introduce a systematic shift in temperature. In
the latter study the parameters are derived from photometric indicators (Balmer jump and the Paschen continuum
gradient) and the Hγ and Hδ wings on the basis of a coarse grid of ATLAS6 atmospheres (Kurucz 1979). The
high temperature value mostly results from the photometric indices, where the systematic errors may be large. A
number of studies derive the temperature directly from measured fluxes and interferometric stellar radius determi-
nations or from the infra-red flux method. Lower temperatures have been found: 11550±170 (Code et al. 1976),
11410±330 (Beeckmans 1977), 12070±160 (Stalio et al. 1977), 11780 (Underhill et al. 1979), 11014 (Blackwell
et al. 1980), 11380 (Underhill & Doazan 1982) and 11023/11453 (Glushneva 1985). Systematic errors will arise
from inappropriate corrections for interstellar absorption. Indeed, of these, the only study that accounts for a non-
zero E(B − V ) (Stalio et al. 1977, +0.04 vs. +0.05 as derived here) finds a temperature in excellent accordance
with the present value. For the standard star Vega no such comparison with previous studies is performed, as this
has already been done by Castelli & Kurucz (1994), whose model atmosphere is adopted here. Note that their
atmospheric parameters are confirmed by the present work.
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Figure 5.2: Spectrum synthesis for selected N I/II lines in the Galactic sample stars. Abscissa units are wavelengths in A˚,
ordinate is relative flux. Observed (thin solid) and computed (thick solid) non-LTE profiles for the nitrogen abundances in
Table 5.2 are displayed with line identifiers. Profiles for the appropriate LTE abundances are marked by a dotted line. The
spectra in the red are contaminated by numerous sharp telluric lines and the FEROS data reduction is troubled by CCD fringes
in the spectral region around 8700A˚. Note also, that the continuum in the red is often determined by the (overlapping) wings
of the Paschen lines.
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Figure 5.2: (cont.)
Stellar abundances
The aim of each abundance analysis should be to derive as accurate data as possible. This can only be achieved
if a reliable database for the spectral line analysis is used. Unfortunately, it is often the case that different sources
of atomic data disagree on the precise value of oscillator strengths or the broadening parameters; a selection
has to be made. The spectrum of Vega is used for this purpose, based on the criterion of achieving maximum
consistency. The well-determined atmospheric parameters of this star and the small deviations from LTE are a
precondition for this procedure. Adjustments of the atomic data in order to match the observations, which are
common practice in differential analyses of solar-type stars, have not been made. Note that Vega is an ideal object
for the preparation of an atomic database for applications to BA-type supergiants, as most of the spectral lines
in this slightly metal-poor star are comparable in strength to the features in the supergiants at solar metallicity,
where the higher ionization stages are preferentially populated.
Once the atmospheric parameters have been determined, an elemental abundance analysis can be performed
for those ionic species for which spectral lines are observed. Abundances are derived by fitting the individual
lines (cf. Appendix A.2) and averaging over the entire sample of features for one ionic species, with the standard
deviation giving an estimate of the uncertainty. This is done on the basis of non-LTE line formation, where
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Figure 5.3: Spectral synthesis of the UV region around the Mg I/II resonance lines in Vega. The spectral atlas data (thin
solid) and a synthetic spectrum (thick solid) are displayed, with line identifiers given for Mg I/II only. See text for details on
the possible interstellar contamination of the resonance line centres.
possible, and also in LTE. The results for the Galactic sample stars are summarised in Table 5.2. There, the solar
reference values are also listed together with mean results from previous LTE and non-LTE studies of A-type
supergiants and B-type main-sequence stars.
A typical example of the final spectrum synthesis at visual and near-IR wavelengths, concentrating on the
lines of N I/II, is displayed in Fig. 5.2. Excellent agreement of the non-LTE modelling with the observations is
found in most cases. Discrepancies worth mentioning for this example occur only for N I λ8629, the strongest line
in the N I doublet spin system (cf. the discussion in Sect. 3.2.1). N II λ4621 is strongly blended by a Fe II line with
an apparently inaccurate gf -value, as the other N II lines of the same multiplet give consistent results. The lines in
the A-type supergiants with Wλ 300 mA˚, like the N I λλ8680/83 features, Mg II λ4481, or the strong near-IR
lines of O I, also show an indication of the presence of an additional broadening process, probably connected
to the hydrodynamical outflow at the base of the stellar wind, as the broadening becomes more pronounced for
increasing mass-loss rates at comparable line strengths. Note that the line depths, on the other hand, are in most
cases well reproduced. By analysing only integrated quantities, i.e. equivalent widths, this problem will not be
noticed and will lead to additional discrepancies between the weak and strong line analyses. For comparison,
profiles from the mean LTE abundance are also shown, which give less satisfactory fits, most notably due to the
systematic effects of non-LTE on the strongest lines. Note that the quality of the observed spectra, otherwise
extremly high, is degraded in the blue and red, as the sensitivity of the CCD detectors drops rapidly there.
Additional examples of spectrum synthesis for other elements can be found elsewhere (Przybilla et al. 2000,
2001b,c), and more are scattered throughout the present work.
Many of the strong resonance lines and the features from rare elements are typically found in the UV. Spec-
trum synthesis is mandatory for the quantitative interpretation of spectra at such wavelengths, as virtually all
features are subject to severe blending. With slight extensions to the database, analyses can also be performed
there, see Fig. 5.3 for an example of the spectral region around the Mg I/II resonance lines in Vega. High-S/N
and high-resolution data are adopted from the spectral atlas of Rogerson (1989), obtained with the Copernicus
satellite. Elemental abundances as derived from the analysis of the visual and near-IR spectrum are used for the
spectrum synthesis in this test case. There is generally good accordance between the observations and the model
computations. Some discrepancies are expected to arise from missing spectral lines, from uncertainties in the
gf -values and unaccounted non-LTE effects in some of the elements. Other discrepancies, at the centres of the
Mg I/II resonance lines, have a different origin. Here, interstellar absorption is likely to contribute to the observed
line profiles. The extra absorption slightly blueward of the line centres of Mg I λ 2852 and Mg II λλ 2795–2802
is well correlated with the interstellar Fe II components identified by Lallement et al. (1995). On the other hand,
for the study of the interstellar matter – well beyond the scope of the present work – accurate stellar line profiles
like those presented here are needed to correct for the stellar component.
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Table 5.2: Elemental abundances in the Galactic stars
Element Suna Vega η Leo HD 111613 HD 92207 β Ori Gal AIb Gal BVc Gal BVd Gal BVe
He I 10.99±0.02 11.03±0.02 (3) 11.18±0.04 (14) 11.07±0.05 (10) 11.14±0.04 (10) 11.19±0.04 (15) . . . 11.13±0.22 . . . 11.05±0.10
C I 8.52±0.06 8.23±0.11 (22) 7.94±0.10 (4) 8.10±0.07 (2) . . . . . . 8.14±0.13 . . . . . . . . .
C II 8.52±0.06 . . . 8.10±0.09 (3) 8.24±0.06 (3) 8.33 (1) 8.15±0.05 (3) . . . 8.20±0.10 7.87±0.16 8.22±0.15
N I 7.92±0.06 7.69±0.06 (14) 8.41±0.09 (20) 8.40±0.10 (16) 8.25±0.04 (11) 8.50±0.07 (11) 8.05±0.19 . . . . . . . . .
N II 7.92±0.06 . . . 8.32 (1) 8.36 (1) 8.28 (1) 8.51±0.06 (16) . . . 7.75±0.27 7.90±0.22 7.78±0.27
O I 8.83±0.06 8.57±0.05 (10) 8.78±0.05 (13) 8.70±0.04 (9) 8.79±0.07 (6) 8.78±0.04 (6) 8.77±0.12 . . . . . . . . .
O II 8.83±0.06 . . . . . . . . . . . . 8.83±0.03 (5) . . . 8.64±0.20 8.89±0.14 8.52±0.16
Ne I 8.08±0.06 . . . 8.39±0.07 (7) 8.42±0.06 (5) 8.50±0.14 (7) 8.40±0.08 (9) . . . . . . . . . 8.10±0.05∗
Na I 6.32±0.02 6.14±0.12 (2) . . . . . . . . . . . . 6.97±0.19 . . . . . . . . .
Mg I 7.58±0.01 7.02±0.06 (8) 7.52±0.08 (7) 7.46±0.04 (4) 7.60±0.04 (4) . . . 7.48±0.17 . . . . . . . . .
Mg II 7.58±0.01 7.02±0.03 (4) 7.53±0.04 (12) 7.43±0.04 (6) 7.40±0.05 (5) 7.42±0.02 (4) 7.46±0.17 7.59±0.22 7.70±0.34 7.38±0.12
Al I 6.49±0.01 5.47±0.09 (2) 6.11±0.06 (2) 6.06±0.06 (2) . . . . . . . . . . . . . . . . . .
Al II 6.49±0.01 5.84 (1) 6.39±0.17 (5) 6.55±0.27 (6) 6.38±0.38 (6) 6.14±0.08 (4) . . . . . . . . . . . .
Al III 6.49±0.01 . . . . . . . . . . . . 7.00±0.38 (4) . . . 6.21±0.19 6.31±0.15 6.12±0.18
Si II 7.56±0.01 6.94±0.05 (6) 7.58±0.19 (4) 7.45±0.29 (3) 7.33±0.05 (2) 7.27±0.13 (3) 7.33±0.17 7.42±0.23 . . . 7.19±0.21
Si III 7.56±0.01 . . . . . . . . . . . . 8.13±0.23 (3) . . . 7.42±0.23 7.50±0.15 7.19±0.21
P II 5.56±0.06 . . . . . . . . . . . . 5.53±0.06 (4) . . . . . . . . . . . .
S I 7.20±0.06 7.06±0.03 (4) . . . . . . . . . . . . 7.55±0.15 . . . . . . . . .
S II 7.20±0.06 . . . 7.15±0.07 (14) 7.07±0.08 (10) 7.12±0.08 (16) 7.05±0.09 (26) . . . . . . . . . . . .
S III 7.20±0.06 . . . . . . . . . . . . 7.08±0.04 (2) . . . . . . . . . 6.87±0.26
Ca I 6.35±0.01 5.67±0.11 (2) . . . . . . . . . 6.65±0.19 . . . . . . . . . . . .
Ca II 6.35±0.01 5.72±0.08 (2) 6.31 (1) . . . . . . . . . 6.03±0.26 . . . . . . . . .
Sc II 3.10±0.01 2.28±0.15 (3) 2.57±0.14 (3) 2.64±0.27 (2) 2.42 (1) . . . 3.13±0.20 . . . . . . . . .
Ti II 4.94±0.02 4.42±0.09 (23) 4.89±0.13 (29) 4.86±0.12 (25) 4.87±0.09 (15) 5.01±0.07 (4) 4.86±0.25 . . . . . . . . .
V II 4.02±0.02 3.47±0.06 (6) 3.57±0.06 (6) 3.63±0.08 (6) 3.55±0.04 (3) . . . . . . . . . . . . . . .
Cr I 5.69±0.01 5.12±0.04 (4) . . . . . . . . . . . . 5.89±0.10 . . . . . . . . .
Cr II 5.69±0.01 5.18±0.11 (15) 5.62±0.08 (29) 5.55±0.08 (24) 5.28±0.08 (21) 5.42±0.11 (8) 5.61±0.23 . . . . . . . . .
Mn I 5.53±0.01 4.96±0.04 (3) . . . . . . . . . . . . . . . . . . . . . . . .
Mn II 5.53±0.01 . . . 5.38±0.02 (7) 5.36±0.04 (6) 5.24 (1) 5.33 (1) 5.81±0.20 . . . . . . . . .
Fe I 7.50±0.01 6.96±0.08 (34) 7.34±0.12 (21) 7.37±0.10 (13) . . . . . . 7.56±0.24 . . . . . . . . .
Fe II 7.50±0.01 6.97±0.12 (25) 7.52±0.09 (35) 7.42±0.05 (35) 7.34±0.07 (24) 7.47±0.08 (20) 7.40±0.11 . . . . . . . . .
Fe III 7.50±0.01 . . . . . . . . . . . . 7.45±0.07 (10) . . . . . . . . . 7.36±0.20
Ni I 6.25±0.01 5.78 (1) . . . . . . . . . . . . 6.35±0.15 . . . . . . . . .
Ni II 6.25±0.01 5.61 (1) 6.30±0.06 (7) 6.17±0.04 (7) 6.00±0.01 (2) 5.91±0.08 (4) . . . . . . . . . . . .
Sr II 2.92±0.02 1.93±0.01 (2) 2.37±0.04 (2) 2.41±0.03 (2) 2.49±0.04 (2) . . . 2.41±0.21 . . . . . . . . .
Ba II 2.22±0.02 1.58±0.01 (2) 2.00 (1) 2.13 (1) . . . . . . . . . . . . . . . . . .
non-LTE abundances are depicted in italics; a Grevesse & Sauval (1998): meteoritic abundances for non-volatile elements; b Venn (1995a,b); c Gummersbach et al. (1998): mean values
of 10 stars at Rg of 6.8 to 10.3 kpc; d Rolleston et al. (2000): mean of stars from 11 clusters/associations at Rg of 6.8 to 10.4 kpc; e mean from Kilian (1992, 1994); ∗ Ne II
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Figure 5.4: Spectral region around Hα in the
two most luminous supergiants of the Galactic
sample with prominent C II lines. Hα shows
the typical P-Cygni profile characteristic for a
line dominated by the stellar wind. Note that
the C II lines are formed in the photospheric Hα
wing, which is masked by subsequent (inco-
herent) electron scattering occurring in the ex-
tended stellar wind. The spectrum of HD 92207
is shifted vertically by 0.4 units.
The spectrum synthesis technique presented here is inadequate for the modelling of the strong resonance lines
in the supergiants. It does not account for sphericity and the hydrodynamic outflow, which can severely influence
the line profiles of the strong features. One example at visual wavelengths is Hα, cf. Fig. 5.4. This line shows
a typical P-Cygni profile and extended incoherent electron scattering wings (cf. McCarthy et al. (1997) for a
discussion of this effect), which require sophisticated hydrodynamical computations for a quantitative analysis,
see e.g. Kudritzki et al. (1999) for some applications. Important diagnostic C II lines are embedded in the line
wings. A discrepancy between the line abundances derived from these and the other C II features is found for
the objects of highest luminosity (cf. Table A.1). It is likely that problems arise due to the fact that the present
computations do not reproduce the local continuum, which is defined by the Balmer line wing, properly. The
situation may be similar to that of the formation of N I λλ 8680–8728 in the wings of the Paschen lines (Fig. 5.2),
in particular for the case of Vega. There, the neglect of the Paschen wing opacity results in the line formation
occuring at the wrong optical depths, leading to inappropriate abundances (Lemke & Venn 1996; Takada-Hidai
& Takeda 1996).
To conclude, the spectrum synthesis reproduces the observations accurately over the accessible wavelength
range, with the exception of a few spectral features. In the spectral region between the Balmer jump and∼5000 A˚
the line list is almost complete for the application to BA-type supergiants, with only a negligible portion of weak
features missing. At longer wavelengths, the coverage is less complete, as some of the high-excitation lines of the
Iron Group elements are missing. This applies to the non-LTE calculations of Fe II in particular, where several of
the required upper energy levels are not included in the present non-LTE model atom.
Abundance analyses for the important main-sequence standard star Vega are numerous, but still some im-
provement can be achieved by reducing the (mostly systematic) uncertainties to which the individual elemental
abundances are known. This is done here by applying the new non-LTE model atoms for the quantitative analysis
of the high-S/N spectrum (see below for a comparison with previous studies). In order to discuss the overall
picture, the results of the detailed abundance analysis for Vega, as listed in Table 5.2, have been visualised in
Fig. 5.5. There, the abundances are given relative to the solar standard. If one primarily concentrates on the ele-
ments for which non-LTE computations are available, it is obvious that Vega shows a chemical peculiarity. While
the bulk composition (helium and therefore also hydrogen) is close to solar, a distinct abundance pattern emerges
for the metals: the light elements CNO are depleted by ∼0.25 dex, whereas the heavier species (Mg, Ti and Fe)
are underabundant by a further factor of two. The non-LTE computations thereby allow for a reduction of the
systematic scatter in the abundance pattern when compared to the LTE results (most notably for N I). Also, the
statistical scatter from the line analysis of individual ionic species is reduced in non-LTE (N I, Mg I). Note that
the minimal increase of the random error in C I is an artifact that comes from the extension of the line sample in
the non-LTE analysis. The near-IR lines of C I have been excluded in LTE in order to reduce the random scatter,
as they are obviously subject to strong non-LTE effects, cf. Table A.1. With only a few other exceptions, the
non-LTE abundance corrections for individual lines are typically small in this star, well below 0.2 dex. Note that
due to the discrepancy in the abundances from CNO and the heavier elements the stellar metallicity determination
according to Eqn. (4.3) is based on magnesium, titanium and iron only.
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Figure 5.5: Elemental abundances (relative to
the solar composition, Grevesse & Sauval 1998)
for Vega. Open symbols denote non-LTE, filled
symbols LTE results. The symbol size codes
the number of spectral lines analysed – small:
1 to 5, medium: 6 to 10, large: more than 10.
Boxes: neutral, circles: singly-ionized species.
The error bars represent 1σ-uncertainties from
the line-to-line scatter. The grey shaded area
marks the deduced metallicity within 1σ-errors
(see Table 5.1).
The overall abundance pattern for Vega is consolidated when the remaining elements are taken into account,
for which only LTE analyses can be performed at present. As mentioned earlier in Sect. 3.3, non-LTE studies
for several of these elements are available from the literature and the additional information can be used to apply
non-LTE corrections at least qualitatively.
The sodium resonance lines are prone to a pronounced non-LTE strengthening in A-type stars as indicated by
Takeda & Takada-Hidai (1994), so that the apparent overabundance will be markedly reduced when deviations
from detailed equilibrium are accounted for. On the other hand, a strong non-LTE weakening seems to affect
the Al I lines. This suspicion is supported by the findings of Baumu¨ller & Gehren (1996) who attribute the Al I
ground state depopulation in the Sun to the very large photoionization cross-section of this level. In the much more
intense radiation field of Vega, photoionization processes will be more effective and consequently the non-LTE
abundance corrections can be expected to be more pronounced. The non-LTE abundance corrections cannot be
quantified here, but the single Al II line measured is assumed to be a reliable abundance indicator; Al II is the main
ionization stage and the non-LTE effects are likely to be small for such a weak line. Consequently, aluminium
is anticipated to show a depletion similar to that of the other heavier elements. The same statement applies to
silicon. Non-LTE strengthening is expected for S I: Takeda & Takada-Hidai (1996) find non-LTE abundance
corrections on the order of −0.1 dex for S I λ 8694, the strongest line observed in the present study. Assuming
similar corrections for the other lines – the transitions share the same lower level –, this would indicate a high
sulphur abundance, with a depletion comparable to that of CNO. Little is known of non-LTE effects on calcium
and Sc II in early A-type stars (cf. Sect. 3.3). But, their low ionization energies indicate a potential for non-
LTE overionization, which can explain the apparent depletion below the level of the other heavier elements. For
the remaining Iron Group elements, with their higher ionization potentials, only small deviations from detailed
equilibrium are anticipated in Vega. Non-LTE abundance corrections as derived for Ti II and Fe II are assumed to
be typical for the whole group of elements. Finally, the resonance lines of Sr II and Ba II are again prone to non-
LTE overionization due to the low ionization energies involved. An LTE analysis will consequently obtain only
lower limits for the abundances. This was verified in the non-LTE study on Ba II by Gigas (1988), who found non-
LTE abundance corrections on the order of +0.3 dex. However, this value has to be treated with caution, as few
detailed atomic data were available for the model atom construction at that time; the direction of the correction,
on the other hand, should be unquestioned. Note that the Sr II lines are stronger than the Ba II features, which
should result in larger non-LTE effects, in accordance with the empirical findings. To conclude, the abundance
anomaly in Vega is of bimodal character, with the light elements CNO and the volatile species sulphur being
underabundant by ∼0.25 dex as compared to the solar standard, and the other observed metals being depleted by
a common factor of ∼0.55 dex.
Similar abundance patterns, however at a much more pronounced underabundance of the heavier elements by
1 to 2 dex, are typical for a whole class of chemically peculiar A-type stars, the so-called λ Bootis stars. In view of
this, Venn & Lambert (1990) concluded that Vega is a mild λBootis star, based on an LTE study alone. The present
abundance analysis confirms this status on a statistically firmer basis. Moreover, the assumption of LTE is re-
placed in several important cases by more sophisticated modelling, thus avoiding systematic uncertainties.
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The origin of the abundance anomaly is still not completely understood, but the pattern resembles that of
the interstellar gas, where the non-volatile metals are depleted through the formation of dust grains. It can be
speculated that the chemical peculiarity of Vega results from accretion of circumstellar gas onto the star – gas
that had been separated from the grains by a process still to be identified. This hypothesis is supported by
the presence of a circumstellar dust disk around Vega, see Venn & Lambert (1990) for a further discussion on
the topic. Additional evidence for or against this hypothesis would come from an abundance determination for
zinc, another volatile metal. Zinc should be expected to share the low depletion factor of CNO and S, as in the
interstellar gas.
The results of the abundance analysis for the Galactic supergiants are displayed in Fig. 5.6. If one concentrates
on the species with non-LTE abundances available, a characteristic pattern is revealed in the four supergiants.
While the metallicity defining elements, oxygen, magnesium, sulphur, titanium and iron, share a common deple-
tion factor of 0.1 dex relative to solar (1σ-uncertainties are marked by the grey shaded area), helium is slightly
enhanced, carbon moderately depleted and nitrogen strongly enriched. The light element abundances thereby
show a signature typical for matter processed in the CN fusion cycle. Carbon and nitrogen act as fusion catalysts,
with the different reaction rates leading to an accumulation of nitrogen, and helium is the burning product. Note
that the depletion factor of the sum of the carbon and nitrogen (and also oxygen) particles correlates well with the
metallicity, [CNO/H]  [M/H]. This topic will be resumed in detail in the next chapter, where the implications of
the observational findings for our understanding of the evolution of massive stars is discussed.
The non-LTE effects are generally more pronounced in the low-density environments of the supergiant atmo-
spheres than in Vega, and trends are found for increased effects with increasing stellar luminosity and effective
temperature, both in accordance with expectation. Note in this context, that the apparent non-LTE effects are
also biased by the strengths of the lines themselves, as the non-LTE abundance corrections are determined by the
departure coefficients at line-formation depths of the energy levels involved in the transitions.
All the lines from C I/II, N I/II, O I/II and S II/III are significantly strengthened by non-LTE effects, i.e. the
systematic non-LTE corrections are typically larger (sometimes much larger, as for N I) than the statistical un-
certainties. The He I features are also subject to significant non-LTE strengthening. However, a quantitative LTE
analysis has not been performed in this case due to the influence of the helium abundance on the atmospheric
structure, which requires a redetermination of the atmospheric parameters; on the other hand, a direct comparison
for given stellar parameters results in undesirable inconsistencies between the helium abundances used for the
atmospheric structure calculations and the line-formation computations. Only small – if any – departures from
LTE are found for the main constituent, hydrogen, throughout most of the atmosphere. In part, this is an artifact
from the use of LTE model atmospheres. On the other hand, studies of non-LTE model atmospheres (lacking
metal line-blanketing) have shown that departures from detailed equilibrium are indeed rather small at optical
depths log τR−2 (Kudritzki 1973), see also below for further explanation. Singly-ionized magnesium is also
almost unaffected by non-LTE effects, except for the strongest lines, which are strengthened (Mg II λ4481 and
the near-IR features Mg II λλ7877–96). Non-LTE weakening is found for the lines of Mg I, Ti II and Fe II in the
supergiants. This weakening is rather moderate in the two objects at lower luminosity, but becomes significant for
HD 92207 and β Ori, which are more luminous and in the latter case also hotter. The non-LTE abundances of Ti II
and Fe II may still be affected by small systematic uncertainties due to the current treatment of the background
opacities (ODFs instead of the better suited OS technique), as discussed in Sect. 3.2.5. Note that in addition to
the reduced systematic errors the non-LTE abundances also show lower statistical uncertainties in all the super-
giants. In the cases where features from two ionization stages of an element are observed, both give consistent
abundances, according to expectation, as the ionization equilibria played an important roˆle in the atmospheric
parameter determination. The C I/II ionization equilibrium is less reliable than the other indicators due to the
problems mentioned in Sect. 3.2.2. Some further comments are also required on the apparent discrepancy of the
non-LTE abundances from neutral and singly-ionized magnesium in HD 92207. This is attributed to inaccuracies
in the ionizing radiation field longward of the Lyman jump (LTE background opacities are used), which may
disturb the rather delicate Mg I ground state ionization but are not relevant in the case of N I with its higher ion-
ization energy. Consequently, only the N I/II ionization equilibrium and the Stark broadening of the Balmer lines
were used for the Teﬀ/ log g determination. At the present parameters the overall agreement between the spec-
trum synthesis and the observations is improved in comparison to the values from the Mg I/II non-LTE ionization
balance (Teﬀ = 9100 K/log g= 0.98). Nevertheless, in the case of the early A-type supergiants not too close to
the Eddington limit, i.e. at luminosity classes below Iae, the Mg I/II non-LTE ionization equilibrium appears to
be a statistically more significant temperature indicator, as several lines in both ionization stages are available, in
contrast to nitrogen, where only one N II line is strong enough to be observed.
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Figure 5.6: Results from the elemental abundance analysis (relative to the solar composition) for the galactic supergiants.
See Fig. 5.5 for further annotations. In addition, diamonds denote abundances from doubly-ionized species.
Non-LTE abundance corrections of up to a factor of∼50 are found in the strongest N I lines in the supergiants,
cf. Table A.1. In the case of the strong near-IR lines of O I factors of over 100 can occur (Przybilla et al. 2000).
However, these are exceptions and only apply to the strongest spectral features, which are less well suited as
abundance indicators anyway. Typically the non-LTE corrections are far less dramatic, with the mean values
scarcely exceeding a factor of 3, as the lines are also weaker. Still, these will introduce considerable systematic
error in abundance analyses, if not accounted for. Contrary to the widespread assumption of negligible non-LTE
effects for the weakest lines, significant non-LTE corrections are indeed found for features with W λ 10–15 mA˚,
as is the case for S II in HD 92207 (∼0.3 dex) and Fe II in β Ori (∼0.4 dex), cf. Table A.1. This is facilitated by
departures from LTE reaching down into the atmosphere as far as slightly below the continuum forming layers,
see the panels for HD 92207 and β Ori in Fig. 3.5 for an example (in the case of N I/II). A failure of the LTE
line-blanketed model atmospheres for the analysis is not implied by this, at least as long as the main consituent
(hydrogen) and the important opacity contributors (the strong UV lines of the Iron Group elements) are in or
close to detailed equilibrium. Even a considerable fraction of the line features in a stellar spectrum can be subject
to non-LTE effects without affecting the overall atmospheric structure.
The nature of the non-LTE effects has already been discussed in Sect. 3.2 for the new model atoms (CNO,
Mg) presented here. Generally, non-LTE strengthening occurs in conjunction with a strong overpopulation of
(quasi)metastable energy levels, and related levels. An additional requirement in this context is that these levels
have to be separated from the ground state by an energy gap large enough for collisional processes to be ineffective
in depopulating the levels. Consequently, He I also falls into this category. Non-LTE weakening on the other hand
typically prevails in cases of overionization of a minor ionic species, which occurs under different conditions for
the various ionic species, depending on the ionization potential. It is highly probable that the other ions of the
Iron Group besides Ti II and Fe II are also subject to non-LTE weakening, in particular in HD 92207 and β Ori.
The Iron Group elements share a similar atomic structure with a partially filled 3d electron shell, which gives rise
to many (metastable) low-excitation levels, easily coupled by collisions. Note also the general trend of increasing
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ionization energy from scandium to nickel, such that Sc II, Ti II and V II will be affected first, as indicated by
the LTE analysis. However, in many applications the overionization will hardly be noticed, as many levels –
in particular those of low-excitation – are thermalised relative to each other, despite the general departure from
detailed equilibrium. This can explain the good accordance of the Fe I LTE abundances with the Fe II non-LTE
abundances in the sample stars. The high-excitation levels on the other hand are influenced by the ground state
of the higher ionization stage, which is typically in detailed balance. Thus, the departure coefficients of the
upper levels of many transitions lie between those of the low-excitation levels, which are the lower levels of the
transitions, and that of the ground state of the higher ionization stage. This constellation facilitates the non-LTE
weakening. A more detailed description of the non-LTE effects in the prototype Iron Group element is given
by Gehren et al. (2001a, for Fe I in the Sun) and Becker & Butler (in preparation, for Fe II in A-type stars). It
has to be stressed again, that the spectral lines of the α–process and the Iron Group elements in the visual and
the near-IR are systematically subject to effects pointing in opposite directions: the atomic structure of the α–
process elements facilitates non-LTE strengthening while the Iron Group is dominated by non-LTE weakening.
In HD 92207 (and to some degree also in β Ori) an LTE analysis therefore indicates an apparent α-enhancement,
similar to that found in the Galactic Population II objects. The only exception from this is titanium, which
follows the trend of the other Iron Group elements here, whereas in the Population II stars it behaves like an
α–process element. This finding is of great significance for the interpretation of abundances from supergiants in
other galaxies, where only the most luminous objects are accessible to spectroscopy. Due to this selection effect
a non-nexistent α-enhancement can be derived by means of an LTE analysis (cf. also Sect. 5.3), with far-reaching
implications for studies on galactochemical evolution.
Based on the insight into the basic non-LTE effects being operative in the supergiant atmospheres, one can
evaluate the validity of the assumption of LTE for the model atmosphere construction from a different point of
view. The main opacity sources in BA-type supergiant atmospheres are Thomson scattering, the metal lines and
the bound-free opacity of hydrogen. Non-LTE effects have little influence on the Thomson scattering, as the
atmospheric plasma is ionized to 85% – helium remains almost completely neutral and the H I contribution is
only several percent; shifts in the ionization balance therefore result in only small variations of the free electron
reservoir. The main contributors to the metal line opacity, the Iron Group elements, are also little affected by
non-LTE: the populations of the energy levels in the main ionization stages are in any case close to LTE, and
in the minor ionization stage they are for the most part in detailed equilibrium relative to each other, despite a
general non-LTE overionization, as shown above. Line opacities from a (currently not feasible) full non-LTE
treatment are therefore not expected to deviate drastically from the present LTE calculations. The metal line
opacity on the other hand blocks the ionizing radiation from the deeper atmospheric layers, which reduces the
non-LTE effects on the main atmospheric contributor hydrogen; consequently, the non-LTE effects described by
Kudritzki (1973) have to be viewed as upper limits. Both the lines and the bound-free edges of H I are supposed
to be approximated quite well by the LTE computations. Finally, the bound-free opacities of the metals play only
a minor roˆle in supergiants, cf. Sect. 3.4. The influence of non-LTE effects, such as the strong depopulation of the
C I ground state, will therefore be restricted to narrow wavelength regions. To conclude, all this indicates that LTE
line-blanketed atmospheres are indeed a suitable tool for the analysis of BA-type supergiants. However, at some
point the approximations will break down; the increased scatter in the stellar metallicity of HD 92207 and β Ori
(the width of the grey band in Fig. 5.6) might be an indication for this. Note that the effects of a spherical extension
of the stellar atmosphere facilitate deviations from LTE, as the photons experience larger mean-free paths. Yet,
the effects of mass-loss are more complex: the Doppler shift desaturates the lines but simultaneously increases
the bandwith for absorption; both processes have opposite effects on the departures from detailed equilibrium and
detailed computations are required to decide which process dominates or whether the effects cancel.
In order to continue with the discussion of the abundance analysis for the Galactic supergiants, we focus in
the following on the LTE results for the elements lacking a proper non-LTE treatment (Table 5.2 and Fig. 5.6). A
non-uniform pattern is found, in contrast to the consistent non-LTE results. Neon, for example, generally shows
an apparent overabundance, other elements seem to be underabundant (Sc, V, Sr, Ba) and others deviate only
marginally from the stellar metallicity indicated by the non-LTE calculations; the ionization equilibria appear to
be discrepant in LTE (Al I/II in η Leo and HD 111613, Al II/III and Si II/II in β Ori). As in the case of Vega, ex-
trapolation of non-LTE studies from the literature (cf. also Sect. 3.3 and the discussion above) indicates that this
scatter is not real and has to be attributed to the simplifications made by the assumption of LTE. Abundance de-
terminations based on an LTE analysis of even weak lines have therefore to be viewed with caution, as systematic
errors of a factor 2–3 can creep in unnoticed. However, for several elements in the less luminous supergiants the
presumed non-LTE corrections are small enough (0.1 dex) to be neglected, if a high accuracy is not required.
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Table 5.3: Elemental abundances in the Galactic sample stars (based on the new non-LTE model atoms)
Object log (C/H)+12 log (N/H)+12 log (O/H)+12 log (Mg/H)+12
Vega 8.23±0.11±0.14 (22) 7.69±0.06±0.12 (14) 8.57±0.05±0.10 (10) 7.02±0.05±0.05 (12)
η Leo 8.00±0.12±0.14 (7) 8.40±0.09±0.08 (21) 8.78±0.05±0.10 (13) 7.53±0.06±0.10 (19)
HD 111613 8.19±0.10±0.14 (5) 8.40±0.10±0.08 (17) 8.70±0.04±0.10 (9) 7.44±0.04±0.10 (10)
HD 92207 8.33± . . . ±0.19 (1) 8.25±0.04±0.14 (12) 8.79±0.07±0.12 (6) 7.49±0.11±0.13 (9)
β Ori 8.15±0.05±0.16 (3) 8.51±0.06±0.14 (27) 8.80±0.05±0.10 (11) 7.42±0.02±0.13 (4)
displayed are non-LTE abundances±statistical±systematic uncertainties (number of lines analysed in parenthesis)
Besides the abundances for the sample stars the solar values have also been included in Table 5.2 to facil-
itate a comparison with the standard abundance distribution, and mean values (avaraged over ∼20 stars) from
several previous studies on less-luminous A-type supergiants and early B-type stars, their precursors on the main
sequence. Meteoritic abundances have been adopted as representative values for the solar standard, with a few
additional values from photospheric indicators (Grevesse & Sauval 1998). Note that the solar photospheric abun-
dances are less certain and have undergone substantial revision over the last decade, with a general tendency
towards decreased values (e.g. −0.10 dex for oxygen, −0.17 dex for iron) and a better accordance between the
photospheric and meteoritic values. The reduction of the systematic uncertainties is presently an active field of
solar research, and further modifications of the solar standard cannot be excluded, see Holweger (2002) for an
overview on the latest developments. Note also, that these reductions in the solar standard remove some of the ap-
parent discrepancy of∼0.2–0.3dex between the solar values and the abundances from young stars (cf. Table 5.2)
and the ISM (e.g. Esteban et al. 1998) in the solar neighbourhood, which emerged in previous studies.
The non-LTE supergiant abundances from the present study agree quite well with the solar values (except for
He, C and N, see above) and the derived stellar metallicities are close to solar. General agreement is also found
with the LTE study of A-type supergiants by Venn (1995a,b), who restricted her sample to less-luminous and on
the whole cooler objects in order to reduce the uncertainties due to non-LTE effects. Systematic discrepancies
are only found for nitrogen, which arise from the differences of the non-LTE model atoms for N I, cf. Sect. 3.2.1
for details. The situation is less clear for the studies of the B-type main sequence stars. Two of those rely on
a non-LTE analysis (Kilian 1992, 1994; Gummersbach et al. 1998) while the third assumes LTE (Rolleston et
al. 2000). The LTE analysis gives abundances closest to the solar standard (except for carbon), but sub-solar
abundances are indicated by the non-LTE studies. Both non-LTE analyses show internal consistency for some
elements (CNO, Al), yet they barely agree on the 1σ-level for others (Mg, Si), despite the fact that they are based
on identical non-LTE model atoms. It can be speculated that unrecognised systematic errors affect the analyses,
which might be e.g. insufficient line-blanketing (only∼100 strong UV-lines) in the LTE model atmospheres used
by Kilian (1992, 1994) and the neglect of line-blocking by Gummersbach et al. (1998). A re-analysis of the B-star
data, also accounting for the recent improvements in the atomic data, could shed light on this problem. In the long
run, any discrepancies in the abundances from BA-type supergiants and their precursors on the main sequence
should vanish.
Comparison with previous abundance analyses of individual sample objects
Subsequent to the discussion of the abundance analysis for the sample stars, a detailed comparison for selected
abundances with literature data is made in the following. The discussion will be basically restricted to the abun-
dances of CNO and Mg in Vega, η Leo and β Ori (the other two stars are analysed here for the first time) in
order to demonstrate the improvements allowed by the use of the new non-LTE model atoms. In addition, brief
comments on the helium abundance in the two supergiants will be given at the end. No comparison data is
available in the other cases (Ti II, S II/III, Fe II), as such calculations have been performed for the first time. The
only exception is Fe II in Vega, where good accordance with the results from Gigas (1986) has to be noted (the
non-LTE corrections are negligible). Furthermore, LTE analyses for a wide range of elements in Vega generally
agree within the error margins, which is not unexpected for this well-studied standard star; we therefore refrain
from a detailed comparison of the numerous studies, as little will be learned from this.
The present non-LTE results for CNO and Mg in the Galactic sample stars are summarised in Table 5.3.
These are mean abundances (and statistical uncertainties) from all lines of the neutral and singly-ionized species.
Somewhat more realistic values for the systematic uncertainties as noted in Sect. 3.2 are also given here. The
contribution of the uncertainty due to the continuum setting was reduced to 0.02 dex, as the present spectra have a
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Table 5.4: Comparison of C I/II abundance determinations for the test stars
Source log εLTE(C I) log εLTE(C II) log εNLTE(C I) log εNLTE(C II)
αLyr
This work 8.24 ± 0.10 (19) . . . 8.23 ± 0.11 (22) . . .
Castelli (1993) 8.12 8.22 . . . . . .
Takeda (1992b) 8.3−8.4 (17) . . . 8.3−8.4 (24) . . .
Stu¨renburg & Holweger (1990, 1991) 8.34 ± 0.14 (12) . . . 8.28 ± 0.13 (12) . . .
Venn & Lambert (1990) 8.42 ± 0.10 (6) . . . . . . . . .
Adelman & Gulliver (1990) 8.19 ± 0.09 (5) . . . . . . . . .
Lambert et al. (1982) 8.57 ± 0.15 (10) . . . . . . . . .
η Leo
This work 8.30 ± 0.16 (4) 8.25± 0.11 (3) 7.94 ± 0.10 (4) 8.10 ± 0.09 (3)
Takeda & Takada-Hidai (2000) 8.68 ± 0.12 (4) 7.82 (1) 8.14 ± 0.10 (4) . . .
Venn (1995b) 8.34 ± 0.07 (5) . . . 7.94 ± 0.06 (5) . . .
Lambert et al. (1988)  8.65 . . . . . . . . .
Wolf (1971) . . . 8.65 (1) . . . . . .
β Ori
This work . . . 8.35± 0.18 (3) . . . 8.15 ± 0.05 (3)
Takeda & Takada-Hidai (2000) . . . 8.02± 0.05 (2) . . . . . .
listed are the abundances with 1σ-errors from the line-to-line scatter (number of lines analysed in parenthesis)
Table 5.5: Comparison of N I/II abundance determinations for the test stars
Source log εLTE(N I) log εLTE(N II) log εNLTE(N I) log εNLTE(N II)
αLyr
This work 7.87± 0.09 (14) . . . 7.67± 0.07 (14) . . .
Lemke & Venn (1996) 7.97± 0.15 (8) . . . 7.56± 0.05 (8) . . .
Rentzsch-Holm (1996a) 8.07± 0.22 (14) . . . 7.77± 0.18 (14) . . .
Takada-Hidai & Takeda (1996) . . . . . . ∼7.5 . . .
Roby & Lambert (1990) 7.94± 0.11 (8) . . . . . . . . .
Venn & Lambert (1990) 8.00± 0.03 (3) . . . . . . . . .
Sadakane & Okyudo (1989) 7.85± 0.17 (6) . . . . . . . . .
Lambert et al. (1982) 7.93± 0.15 (16) . . . . . . . . .
η Leo
This work 8.77± 0.16 (12) 8.47 (1) 8.41± 0.09 (20) 8.32 (1)
Venn (1995b) 9.01± 0.10 (3) . . . 8.09± 0.06 (8) . . .
Takeda & Takada-Hidai (1995) 8.90 (1) . . . 8.27± 0.03 (7) . . .
Lambert et al. (1988) 9.0 . . . . . . . . .
β Ori
This Work 9.08± 0.09 (9) 8.78 ± 0.11 (15) 8.50± 0.07 (11) 8.51 ± 0.06 (16)
Takeda & Takada-Hidai (1995) 9.16± 0.13 (5) . . . 8.36± 0.07 (7) . . .
very high S/N, and those due to the uncertainties of the atmospheric parameters have been adjusted to match the
real error margins of the individual objects. In Tables 5.4–5.7 the comparison with LTE and non-LTE data from
previous studies is shown for each of the elements. For Vega the data are far from being complete, as several
older studies have been omitted, since the quality of the atomic data and the atmospheric models at that time was
rather restricted in comparison to present standards. On the other hand, in the case of η Leo and β Ori all previous
analyses have been accounted for, to our knowledge. The studies rely predominantly on the analyses of lines in
the visible and near-IR. Little work has been done in the UV. In the following some comments explaining the
comparison are given on a star-by-star basis.
Both LTE and non-LTE analyses for C I in Vega agree well, as they are based on similar stellar parameters and
matching equivalent widths. Systematically smaller gf -values explain the discrepancies in the carbon abundances
derived by Venn & Lambert (1990) and Lambert et al. (1982). In contrast to all other studies Castelli (1993)
analyses the features in the vacuum-UV. Castelli’s C II abundance is in excellent agreement with the results from
the present work, as no significant deviations from LTE are expected for this ionic species. The C I lines on the
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Table 5.6: Comparison of O I/II abundance determinations for the test stars
Source log εLTE(O I) log εLTE(O II) log εNLTE(O I) log εNLTE(O II)
αLyr
This work 8.59 ± 0.05 (10) . . . 8.57± 0.05 (10) . . .
Takeda (1993) 8.76 ± 0.06 (5) . . . ∼8.6 (11) . . .
Venn & Lambert (1990) 8.74 (1) . . . . . . . . .
Lambert et al. (1982) 8.82 ± 0.12 (4) . . . . . . . . .
η Leo
This work 8.87 ± 0.08 (13) . . . 8.78± 0.05 (13) . . .
Takeda & Takada-Hidai (1998) 9.02 (1) . . . 8.70 (1) . . .
Venn (1995b) 8.97 ± 0.05 (6) . . . . . . . . .
Lambert et al. (1988) 9.07 . . . . . . . . .
Wolf (1971) 8.83 ± 0.67 (3) . . . . . . . . .
β Ori
This Work 9.06 ± 0.06 (6) 9.10 ± 0.05 (5) 8.78± 0.04 (6) 8.83 ± 0.03 (5)
Takeda & Takada-Hidai (1998) 9.11 (1) . . . 8.69 (1) . . .
Table 5.7: Comparison of Mg I/II abundance determinations for the test stars
Source log εLTE(Mg I) log εLTE(Mg II) log εNLTE(Mg I) log εNLTE(Mg II)
αLyr
This work 7.09 ± 0.15 (8) 7.02± 0.03 (4) 7.02 ± 0.06 (8) 7.01± 0.03 (5)
Castelli (1993) 7.04 7.04 . . . . . .
Venn & Lambert (1990) . . . 6.71± 0.16 (3) . . . . . .
Adelman & Gulliver (1990) 6.93 (1) 6.89± 0.05 (5) . . . . . .
Gigas (1988) 7.07 ± 0.10 (5) 6.96± 0.10 (3) 7.08 ± 0.08 (5) 6.92± 0.09 (3)
Freire Ferrero et al. (1983) . . . . . . . . . 7.00 (2)
η Leo
This Work 7.37 ± 0.10 (7) 7.55± 0.07 (10) 7.52 ± 0.08 (7) 7.53± 0.04 (11)
Venn (1995a) 7.55 ± 0.12 (4) 7.54± 0.14 (5) 7.58 (4) 7.46 (5)
Lambert et al. (1988) . . . 7.78 . . . . . .
Wolf (1971) 7.76 (1) 7.84± 0.11 (6) . . . . . .
other hand might be affected by non-LTE, but this cannot be verified, as Castelli gives no details of her analysis
procedure. Note that the application of the new non-LTE model atom gives abundances for the C I lines slightly
longward of 1µ in accordance with the result listed in Table 5.2; equivalent widths as measured by Lambert et
al. (1982) are used in that case, as our own observations do not cover this spectral region. These strong lines
experience a marked non-LTE strengthening.
The LTE abundances of practically all previous studies on N I in Vega agree with the present findings within
the 1σ-errors; accounting for a higher T eﬀ (by 100 K) will bring the result of Venn & Lambert (1990) also into
better agreement. This is not unexpected, as the stellar parameters and the gf -values used in the analyses are
similar and the equivalent widths from the different measurements match well as in the case of carbon. The rather
high abundance result of Rentzsch-Holm (1996a) is derived from gf -values systematically smaller than those of
the present study. Non-LTE abundances are determined in three previous studies: Lemke & Venn (1996) find a
slightly lower nitrogen abundance, barely consistent with the value of this work on the 1σ-level. In order to reduce
their line-to-line scatter they exclude the doublet lines, as they find discrepancies in the non-LTE calculations
between the doublet and quartet term systems. The apparently larger nitrogen abundance finding by Rentzsch-
Holm (1996a) has to be corrected for the differences in the gf -values, as in LTE. Note the enhanced statistical
scatter; the only doublet line in that analysis also shows large inconsistencies with the quartet results (by almost
0.4 dex). Takada-Hidai & Takeda (1996) present corrections to the original work by Takeda (1992a) where the
influence of the Paschen lines on the formation of several N I lines in the near-IR was neglected, which resulted
in a surprisingly low value of log ε 7.2 instead of ∼7.5, as derived in the more recent work. However, Takada-
Hidai & Takeda also expect this to be an underestimate. In comparison, no discrepancies between the doublet
and quartet spin system lines remain with the new model atom and the statistical error is reduced.
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In the case of O I in Vega, the statistical scatter in all studies is reduced with regard to the other elements and
thus allows for significant discrepancies with the previous analyses to be revealed. Takeda (1993) derives the oxy-
gen abundance from a non-LTE analysis of O I lines with equivalent widths similar to the present measurements
(Table A.1). The scatter in the abundances from individual lines is larger than ours. Remarkable are Takeda’s
comparatively large non-LTE abundance corrections – typically two to three times as large as those derived here,
even for the weak lines. Takeda’s high LTE abundance from the weak lines results partly from using log gf -
values ∼0.1–0.15dex smaller than the present OP data. Some of the discrepancy is also related to the different
background opacities, ODFs from Kurucz (1979) vs. Kurucz (1992) used here. On the other hand, Takeda’s basic
atmospheric parameters for Vega are almost identical to ours. Venn & Lambert (1990) find the abundance from
an LTE analysis of O I λλ 6155–8 for stellar parameters and gf -values similar to ours. However, their equivalent
widths differ by 25% from the present measurements. In the LTE study of Lambert et al. (1982) an abundance
is derived from weak O I lines that is inconsistent with the present findings. Their gf -values and the equivalent-
width measurements are similar to ours. Yet, Lambert et al. (1982) use a model atmosphere with solar elemental
composition at Teﬀ = 9650 K and log g= 4.0 thus compensating the higher temperatures by increasing the oxy-
gen abundance. To conclude, the apparent discrepancy between the higher abundances from previous studies and
the present lower value can be resolved by properly accounting for the systematic differences in the analyses.
The various Mg I/II abundance determinations for Vega are also in good agreement, with one exception.
Excellent agreement is found in comparison with the studies of Gigas (1988), Castelli (1993) and Freire Ferrero
et al. (1983). The latter two analyse the magnesium UV lines, which are almost unaffected by non-LTE as the
present work has shown. Note however, that Freire Ferrero et al. (1983) concentrate on the Mg II UV resonance
lines, which are formed on the damping part of the curve of growth and are therefore less sensitive abundance
indicators. The slightly lower LTE abundance of Adelman & Gulliver (1990) can be explained on the basis of
their choice of a lower Teﬀ (9400 K); their equivalent widths and gf -values are almost identical with those of the
present study. On the other hand, the more than two times lower abundance of Venn & Lambert (1990) is puzzling.
Mg II λ4481 and two near-IR lines not included in the present work were studied. The equivalent width of Mg II
λ4481 thereby differs by only several percent from our measurement and the gf -value is identical (cf. Przybilla et
al. 2001b for details on the analysis of this line). Consequently, from their choice of the atmospheric parameters
(Teﬀ = 9650 K/log g= 4.0) one would expect a too large LTE abundance, instead of the significantly lower value
reported.
The non-LTE effects are strengthened in the supergiants. Thus, a comparison of the results from the various
studies in these objects is better suited for the assessment of the quality of different non-LTE model atoms than
the main sequence star Vega, cf. Sect. 3.2. For η Leo, two other groups of recent studies besides the present are
available (Venn 1995a,b; Takeda & Takada-Hidai 1995, 1998, 2000); data from two older LTE studies (Wolf 1971;
Lambert et al. 1988) are also included for completeness.
Takeda & Takada-Hidai (2000) find a C I abundance in η Leo barely consistent with the results of the present
study. The higher abundance is most likely explained by their choice for the effective temperature (T eﬀ=10200K),
as the other atmospheric parameters match well and the gf -values are identical. Takeda’s & Takada-Hidai’s C II
LTE abundance from the λ 4267 feature can also be interpreted in terms of an inappropriate T eﬀ . Applying our
non-LTE correction for this line would worsen the situation, leading to the conclusion that the ionization balance
for C I/II is incorrect in that work. On the other hand, Takeda & Takada-Hidai adopt gf -values for this C II
feature∼10% larger than the one used here, which leads to a slightly reduced abundance. Venn (1995b) uses the
Stu¨renburg & Holweger (1990) C I model to derive the carbon abundance, for gf -values and stellar parameters
almost identical with those of the present work. Thus, the LTE and non-LTE abundances in both studies are in
excellent agreement. Only upper limits for the LTE abundance are given by Lambert et al. (1988). They do not
provide enough details on their line-formation calculations, but as their T eﬀ value exceeds ours by 900 K some of
the abundance discrepancy can be understood at least qualitatively. The same argument (T eﬀ +800 K) applies to
the result of Wolf (1971) who derives an LTE carbon abundance from the C II λ 4267 feature. Moreover, Wolf’s
equivalent width measurement from photographic data exceeds our value by 40%.
In the case of nitrogen in η Leo, significant discrepancies between the various studies are found. The individ-
ual non-LTE abundances are best explained by the fundamental differences in the atomic models, cf. Sect. 3.2.1.
Here, the comparison of the LTE results is also very instructive. Only one weak line (W λ≤ 150 mA˚) is present
in the Takeda & Takada-Hidai (1995) study, N I λ 8728; the line abundance for this feature is listed in Table 5.5,
assuming it to be representative for the whole ionic species. As in the case of C I, Takeda & Takada-Hidai derive
a higher LTE abundance than is found in the present study. Again, their hotter atmosphere is the main reason
for this, as the gf -values and the Wλ measurements of both studies agree. The higher N I LTE abundance of
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Venn (1995b), by more than 70%, is surprising, as the atmospheric parameters and her set of gf -values are al-
most identical with the present values; morover, Venn’s equivalent width measurements are also systematically
smaller by ∼10% (except for one line). However, if only the three lines that Venn uses in her LTE analysis are
compared, this difference is reduced to 0.1 dex, which agrees with the present findings within the uncertainties.
Finally, the larger Teﬀ and lower gf -values in the doublet spin system used by Lambert et al. (1988, cf. their
Table 2) explain their higher abundance result qualitatively.
The LTE oxygen abundances from the previous analyses of η Leo are generally larger than in the present case.
All the differences are explained well in terms of the differing atmospheric parameters, as the equivalent-width
measurements and the line-formation data agree. The good accordance of the O I abundance of Wolf (1971)
on the other hand is coincidential, if Wolf’s higher effective temperature (by 800 K) and the differences in the
gf -values (e.g. a factor of ∼10 in one of the triplets) and the equivalent widths are accounted for. Takeda &
Takada-Hidai (1998) derive a non-LTE abundance correction of more than a factor of two for O I λλ 6155–8,
which is significantly larger than our correction for this transition. This is explained by the differences of the
model atoms, cf. Sect. 3.2.3 for details.
Good agreement between the various studies on Mg I/II abundances is found, if corrections for the higher
effective temperatures in the two older studies are allowed for. Note that the LTE ionization equilibrium of
Venn (1995a) seems to match better than her non-LTE ionization balance. The non-LTE abundances of Mg I and
Mg II would agree better if the effective temperature in Venn’s study were to be reduced in order to correspond to
the value used in the present work.
Only one group of authors has dealt with a dedicated abundance analysis for β Ori so far (Takeda & Takada-
Hidai 1995, 1998, 2000). Their atmospheric parameters adopted for this supergiant differ significantly from
the present values (∆Teﬀ =+1000 K, ∆log g=+0.25 dex). Note that such a modification of T eﬀ will require
an increase/decrease of the LTE abundances in order to match the observed W λ of the neutral/singly-ionized
species – which are the minor/main ionic species – and the reverse to compensate for the modification of the
surface gravity. Consequently, the differences between the studies of Takeda & Takada-Hidai and the present
are qualitatively understood, as the measured equivalent widths and the gf -values used for the line formation
are similar. In the case of the N I and O I non-LTE abundances of Takeda & Takada-Hidai (1995, 1998) the
discrepancies of the model atoms in comparison to those of the present study, cf. Sect. 3.2, play a more important
roˆle than those imposed by the different atmospheric parameters. Note that McErlean et al. (1999) state normal,
i.e. close to solar, carbon and nitrogen abundances for β Ori from a medium-resolution spectrum, without giving
further details.
Non-LTE analyses of helium in BA-type supergiants are scarce. Takeda & Takada-Hidai (2000) provide the
only systematic study of He I abundances in these objects to date. For η Leo they find an underabundance relative
to the solar value by −0.29 dex and for β Ori an overabundance by +0.35 dex. These results are based on the
spectrum synthesis for one (blended) line, He I λ 6678. An estimate for the uncertainty of these analyses can be
obtained from an earlier study of β Ori by Takeda (1994). There, Takeda gives a rather large 1σ-uncertainty of
0.30 dex from the analysis of 8 He I lines (the same atmospheric parameters and the same model atom are used).
On the other hand, in the present study overabundances of +0.19±0.04dex and +0.20±0.04dex, respectively,
are derived for both objects from∼15 features. Takeda & Takada-Hidai’s large uncertainties, in combination with
the systematically different atmospheric parameters, can explain the discrepancy between the two studies. Note
that their model atom for He I is also not identical to that used here.
To conclude, from the comparison with previous non-LTE studies it is found that the present work increases
the accuracy of abundance analyses considerably, by reducing the statistical errors and in particular by removing
systematic effects. The statistical significance of the results is also improved, as all the spectra of the elements
under study are reproduced simultaneously. Moreover, consistent non-LTE abundances are obtained from the
diverse ionization stages in the supergiants, where the higher degree of ionization allows features of singly-
ionized CNO to become visible.
5.3 Supergiants in NGC 6822 and M 31
In this section, the results from a quantitative analysis of high-resolution spectra of three A-type supergiants
in NGC 6822 and M 31 are described. These objects are among the first stars studied in Local Group galaxies
besides the Milky Way and both Magellanic Clouds. This allows in particular for an extension of the present
non-LTE studies to metallicities other than solar.
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Figure 5.7: Location of the sample supergiants in M 31 (left) and NGC 6822 (right). North is up, east to the left and the
field-of-view is approx. 2◦×2◦ (M 31) and 30′×30′ (NGC 6822). The stellar positions are marked, M31 41-3654 lies north
of M31 41-3712. Both images are from the Digitized Sky Survey (DSS); several DSS images are tiled together for the M 31
mosaic (hence the apparent break in the background; M 31 mosaic provided by S.J. Smartt).
General remarks on NGC 6822 and M 31
NGC 6822 is a barred irregular galaxy and shows a morphology strikingly similar to the Magellanic Clouds. It
is one of the more luminous dwarf galaxies within the Local Group, at a metallicity slightly above the SMC.
This galaxy is of special interest, as it is the nearest isolated dIrr to the Galaxy (cf. Fig. 5.1) and therfore allows
for a detailed study of star formation and galactic evolution undisturbed by the effects of tidal interactions, other
than in the MCs. Located at a distance of 500 kpc, all stars of the upper HRD are accessible to high-resolution
spectroscopy using the new generation of large telescopes of the 8–10m class.
The Andromeda galaxy (M 31), on the other hand, is a giant spiral like the Milky Way, and the most luminous
galaxy in the Local Group. This allows for the study of a system similar to our own, without the restrictions
imposed by the local dust lanes, which confine visual observations in the Milky Way to typically a few kpc
around the Sun. Yet, M 31 has had an evolutionary history different than our own Galaxy, and it appears that most
of the star formation, and the production of heavy elements, occurred long ago. The overall metallicity of this
system is therefore higher than in the Galaxy. At a distance of ∼780 kpc, some of the stars in the upper HRD are
difficult to access with high-resolution spectroscopy, so that the luminous BA-type supergiants are the objects of
choice for gound-based observations. Also, crowding becomes a problem in some parts of the galaxy.
So far, only a few bright supergiants in these galaxies have been analysed quantitatively on the basis of high-
resolution spectra. Two A-type supergiants in NGC 6822 (Venn et al. 2001) and two A-type supergiants and
one F-type (Venn et al. 2000) in M 31 were studied using mainly LTE techniques; in addition, an early B-type
supergiant and a Wolf-Rayet star were analysed by Smartt et al. (2001), requiring a more sophisticated approach.
In the following, two A-type supergiants of the studies of Venn et al. are reanalysed using the new non-LTE
model atoms, and a detailed investigation of a previously disregarded object (Venn et al. 2000) is provided. The
positions of the objects in their host galaxies are displayed in Fig. 5.7. Both supergiants in M 31 are located in a
spiral arm at a galactocentric distance of ∼12 kpc. The object in NGC 6822 is located in the bar, near the centre
of that galaxy.
Stellar Parameters
The basic properties and atmospheric parameters of the supergiants in NGC 6822 and M 31 are summarised in
Table 5.8, where the data are organised in the same manner as in Table 5.1. The same techniques as for the analysis
of the Galactic sample have been applied, but at a lower S/N-ratio. M31 41-3712 appears to be a normal A-type
supergiant of roughly solar metallicity. NGC 6822 m resembles the galactic supergiant HD 111613, but at a third
of its metallicity, and M31 41-3654 is a metal-rich relative of HD 92207. The latter two stars are thereby the most
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Table 5.8: Basic properties and stellar parameters for objects in NGC 6822 and M 31
NGC6822 m M31 41-3712 M31 41-3654
Spectral Type A2 Iaa A3 Iaeb A1 Iae
RA (J2000) 19 44 56.5c 00 45 10.36d 00 45 07.49d
DEC (J2000) −14 46 14c +41 36 53.6d +41 37 36.5d
vrad (km s−1) −68±2 −140±3 −114±3
Atmospheric:
Teﬀ (K) 9000±150 8500±150 9250±200
log g (cgs) 1.40±0.15 0.92±0.15 1.10±0.20
y 0.09±0.02 0.14: 0.145±0.02
[M/H] (dex) −0.56±0.05 −0.04±0.05 +0.13±0.06
ξ (km s−1) 4±1 8±1 8±1
ζ (km s−1) 12±4 18±5 20±5
v sin i (km s−1) 12±4 25±5 36±5
Photometric:
V (mag) 17.38±0.03c 16.506±0.021e 16.335±0.014e
B − V 0.40±0.04c 0.120±0.023e 0.175±0.021e
E(B − V ) 0.40±0.04 0.05±0.02 0.14±0.02
(m−M)0 23.49±0.08f 24.47±0.07g 24.47±0.07g
MV −7.35±0.15 −8.12±0.10 −8.57±0.09
B.C.h −0.28 −0.21 −0.32
Mbol −7.63±0.15 −8.33±0.10 −8.89±0.09
Physical:
logL/L 4.95±0.06 5.23±0.04 5.45±0.04
R/R 123±10 190±11 207±13
M/MZAMS 17±1 22±1 28±2
M/M spec 14±6 11±5 20±12
a Venn et al. (2001) b Humphreys et al. (1990) c Wilson (1992, 1995) d adopted
from the SIMBAD database at CDS e Magnier et al. (1992) f Gallart et al. (1996)
g Holland (1998) h Schmidt-Kaler (1982)
luminous objects in the present high-resolution study. Note that M31 41-3654 is reclassified here. Originally,
Humphreys et al. (1990) adopted a spectral classification of A2 Ia for this star. Later, Herrero et al. (1994) noted
that ‘a spectral classification closer to A0 would be more appropriate’. The current classification as A1 Iae is
in agreement with this and is a consequence of the detection of the slight super-solar metallicity and the helium
enhancement of this star. The helium enrichment is shared by the other two stars. Note in this context that in
metal-poor environments the helium abundance is also lower than solar; it is closer to the primordial value, and
for NGC 6822 a pristine helium abundance of y= 0.074 (0.089 is the solar value) is estimated here, in analogy to
the procedure used by Maeder & Meynet (2001).
The atmospheric parameters for M31 41-3712 and NGC 6822 m as derived here agree with those of Venn
et al. (2000, 2001) within the error bars. For M31 41-3712 a slightly larger T eﬀ (by 100 K) is obtained, and for
NGC 6822 m a slightly larger log g (by 0.1 dex) and a lower microturbulence (by 2 km s −1). Negligible deviations
are found for the remaining data of these stars. Due to this good accord, we refrain from citing more details, which
can be found in the studies of Venn et al. (2000, 2001).
On the other hand, the parameter determination for the highly luminous object M31 41-3654 turns out to be a
challenge. Even Hγ is markedly contaminated by the stellar wind, showing an asymmetric profile with character-
istic line-filling by wind emission in the red and blue-shifted extra absorption. The surface gravity determination
is thus considerably complicated, as synthetic profiles based on hydrostatic models give only unsatisfactory fits.
However, an indirect approach can be chosen. A comparison of the spectrum of M31 41-3654 with data of the
Galactic supergiant HD 92207 shows that they resemble each other closely, so that both objects can be expected
to have similar atmospheric parameters. In Fig. 5.8 the spectral region around H γ is displayed. Reasonably good
agreement is found for the Balmer line, accounting for the stronger stellar wind contamination of H γ in the M 31
object. At comparable stellar luminosity this has to be due to a higher metallicity, which is indeed indicated by the
analysis of the metal lines (see below). A value for log g as in HD 92207 is therefore adopted for M31 41-3654,
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Figure 5.8: Surface gravity determination for M31 41-3654.
The spectrum of M31 41-3654 (continuous line) is compared
to the observations of HD 92207 (dots). The Hγ features re-
semble each other, except for the stronger stellar wind con-
tamination in the M 31 supergiant. In consequence, a surface
gravity slightly lower than in HD 92207 is anticipated, ac-
counting for the lower effective temperature of M31 41-3654.
Figure 5.9: Comparison of Hα in the M 31 and NGC 6822
supergiants, and in the Galactic object HD 111613. Note the
marked P-Cygni profiles in the high-luminosity objects in
M 31. NGC 6822 m is as luminous as HD 111613, however
at only one third of its metallicity, which weakens the stellar
wind considerably. The spectra are shifted vertically by one
unit relative to each other.
but this has to be slightly reduced in order to compensate for the lower effective temperature of the M 31 star.
Note that the effective temperature determination is also prone to uncertainty, as the Mg I/II ionization equilib-
rium relies on only one Mg I and two Mg II lines, respectively, thus lacking true statistical significance. In analogy
to HD 92207, the non-LTE ionization equilibrium is assumed to be less reliable, and the Mg I/II LTE ionization
balance has been preferred as temperature indicator. A second indicator such as N I/II in the case of HD 92207 is
not available unfortunately, as the wavelength coverage of the present HIRES spectra is rather restricted. In order
to account for these limiting factors the error margins for the basic atmospheric parameters have been increased.
Once the basic atmospheric parameters are found, the remaining parameters are assessed using the same proce-
dure as in the case of the Galactic supergiants. All these data indicate that M31 41-3654 is indeed a metal-rich
relative of HD 92207.
The reddening towards NGC 6822 is largely dominated by the galactic foreground because of its low galactic
latitude (b−18.4◦). A value of E(B − V )= 0.40 for NGC 6822 m is in good agreement with the findings
of Massey et al. (1995), who derive E(B − V )≈ 0.45 near the centre of the galaxy. A marked variation of the
NGC 6822 reddening (internal+foreground) is noted by these authors, ranging fromE(B−V )≈ 0.26 on the east
and west extremes of the galaxy to the central value given above. The minimum amount of foreground reddening
towards M 31 on the other hand is much lower, E(B − V )= 0.06 (Schlegel et al. 1998). Thus, M31 41-3712
appears to be unaffected by internal reddening, and M31 41-3654 only to a small extent. The reddening has
been determined as the difference of the observed and synthetic colours from the model atmosphere analysis, in
analogy to the procedure for the Galactic sample. Note that the dereddend colours of the supergiants match the
intrinsic colours from the empirical study of FitzGerald (1970) well. All other entries in Table 5.8 need no further
explanation, with one exception: a conspicuous feature is the large discrepancy between M ZAMS and M spec in
M31 41-3712, but this topic will be discussed in more detail in Sect. 6.2.
Finally, in Fig. 5.9 the Hα features of the extragalactic supergiants and the Galactic object HD 111613 are
displayed. In addition to the photospheric analysis these offer an opportunity to study the stellar winds of stars
in different galactic environments. Here, only a few qualitative considerations will be made as a quantitative
analysis is beyond the scope of the present work. Note that a detailed study of the stellar wind features in the
two M 31 supergiants was already performed by McCarthy et al. (1997). The high luminosity, combined with a
slight super-solar metallicity – the metal lines drive the wind –, favours a strong mass outflow in M31 41-3654,
manifesting itself in a P-Cygni profile with a marked emission component. The P-Cygni profile in M31 41-3712
is less spectacular, due to a weaker wind, and in the metal-poor supergiant NGC 6822 m this characteristic line
profile is barely perceivable (a quantitative analysis of the stellar wind properties is not available at present). On
the other hand, in the equally luminous Galactic supergiant HD 111613, at a three times higher metallicity, the
influence of the stellar wind is still evident.
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Table 5.9: Elemental abundances in the NGC 6822 and M 31 supergiants
Element Suna NGC6822 m M31 41-3712 M31 41-3654 Gal AIb
He I 10.99±0.02 10.99±0.06 (6) 11.21 (1) 11.23±0.03 (3) . . .
O I 8.83±0.06 8.30±0.02 (2) 8.80±0.09 (4) 8.96±0.09 (2) 8.77±0.12
Mg I 7.58±0.01 6.95±0.03 (4) 7.60±0.05 (2) 7.79 (1) 7.48±0.17
Mg II 7.58±0.01 6.99±0.08 (2) 7.56±0.03 (5) 7.62±0.10 (2) 7.46±0.17
Al II 6.49±0.01 . . . . . . 6.56±0.08 (2) . . .
Si II 7.56±0.01 6.94±0.07 (6) 7.54±0.03 (2) 7.68 (1) 7.33±0.17
S II 7.20±0.06 . . . . . . 7.38±0.03 (3) . . .
Sc II 3.10±0.01 1.88 (1) 3.05±0.06 (3) . . . 3.13±0.20
Ti II 4.94±0.02 4.43±0.08 (15) 4.94±0.08 (12) 5.08±0.10 (9) 4.86±0.25
Cr II 5.69±0.01 5.05±0.07 (13) 5.61±0.08 (12) 5.60±0.14 (9) 5.61±0.23
Mn II 5.53±0.01 . . . 5.54 (1) . . . 5.81±0.20
Fe I 7.50±0.01 6.80±0.09 (4) 7.46±0.23 (2) . . . 7.56±0.24
Fe II 7.50±0.01 6.96±0.09 (23) 7.40±0.07 (13) 7.54±0.11 (13) 7.40±0.11
Ni II 6.25±0.01 5.43±0.04 (2) . . . . . . . . .
Sr II 2.92±0.02 1.83±0.16 (2) . . . . . . 2.41±0.21
non-LTE abundances are depicted in italics; a Grevesse & Sauval (1998); b Venn (1995a,b)
Stellar Abundances
The abundance analysis for the supergiants in NGC 6822 and M 31 is performed using the same procedure as
for the Galactic sample. Mean abundances and the corresponding uncertainties from the non-LTE and LTE line
analysis (cf. Appendix A.2) are summarised in Table 5.9. There, the solar reference values are also listed, and
mean values from the previous LTE study of (less-luminous) Galactic A-type supergiants by Venn (1995a,b). A
smaller wavelength coverage and the lower S/N of the spectra reduce the number of the elements accessible for
a detailed study considerably. In particular, the key elements for confining the evolution scenario of these stars
(cf. the next chapter), carbon and nitrogen, are missing. Also, the number of lines available per ionic species
typically decreases, so that in comparison to the Galactic sample the results are statistically less robust.
A visualisation of the data from Table 5.9 is presented in Fig. 5.10, where the abundances are shown rel-
ative to the solar standard (Grevesse & Sauval 1998). Patterns similar to those in the Galactic supergiants are
revealed. In M31 41-3712 the non-LTE effects for the elements under study are rather small. This can be under-
stood in terms of the lower effective temperature of M31 41-3712, which generally reduces the deviations from
detailed equilibrium. An overall metallicity close to solar is derived for this object. However, as was mentioned
previously, in the case of Fe II the non-LTE effects are likely to be somewhat underestimated. Thus the overall
metallicity may require a correction towards a higher value. M31 41-3712 is probably slightly more metal-rich
than any of the Galactic supergiants analysed here. The similarity of M31 41-3654 with HD 92207 is also ev-
ident from the behaviour of the non-LTE abundance corrections. Negative corrections for the α–elements and
positive corrections of the Iron Group species of the same magnitude as in HD 92207 are found, except for Ti II.
M31 41-3654 is the most metal-rich star analysed in the present study. The finding of metal-rich M 31 supergiants
at galactocentric distances of∼12 kpc is in accordance with claims for a general metal overabundance of M 31 in
comparison to the Milky Way, see below for more details. In contrast, the elemental abundances in NGC 6822 m
reflect the metal-poor character of the star’s host galaxy. The present results support the claims of previous stud-
ies (e.g. Muschielok et al. 1999) that attribute a mean metallicity between that of the LMC ([M/H]−0.3 dex)
and the SMC ([M/H]−0.7 dex) for NGC 6822. Similar non-LTE abundance corrections as in HD 111613 are
found, again except for Ti II. A common feature in all three objects is the enhanced helium abundance, presently
the only indication that mixing of nuclear processed matter into the atmospheric layers has occured.
The similarity of the non-LTE abundance corrections in the two extragalactic (metal-poor/metal-rich) su-
pergiants with counterparts at similar stellar parameters in the Galaxy is interpreted in terms of an indepen-
dency of the non-LTE effects on metallicity – at least over the range of 0.6 dex in [M/H], and for the ionic
species (O I, Mg II, (S II) and Fe II), sampled here. An exception is Ti II (and probably Mg I), where the non-LTE
abundance corrections increase for decreasing metallicity, cf. the pairs HD 92207/M31 41-3654 and HD 111613/
NGC 6822 m. This behaviour is most likely linked to the location of the ionization edges of Ti II and the other
ions mentioned above. The ionization of Ti II is dominated by the radiation field longward of the Lyman jump,
which is influenced by the metallicity-dependent line blocking, whereas the (ground state) ionization of the other
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Figure 5.10: Results from the elemental abundance anal-
ysis (relative to the solar composition, Grevesse & Sau-
val 1998) for the M 31 and NGC 6822 supergiants. Open
symbols denote non-LTE, filled symbols LTE results. The
symbol size codes the number of spectral lines analysed –
small: 1 to 5, medium: 6 to 10, large: more than 10. Boxes:
neutral, circles: singly-ionized species. The error bars repre-
sent 1σ-uncertainties from the line-to-line scatter. The grey
shaded area marks the deduced metallicity within 1σ-errors
(see Table 5.8)
species occurs in the Lyman continuum, where the metal line opacity is a negligible factor. A similar metallicity-
dependency of the non-LTE effects is predicted for Al I, Sc II, Sr II and Ba II, based on the ionization potentials
of these ions and on the findings summarised in Figs. 5.5, 5.6 and 5.10. Further investigations, supplemented by
data for additional metal-poor objects, are needed to address this topic in more detail.
A comparison of the present results from the abundance analyses for M31 41-3712 and NGC 6822 m with the
data published by Venn et al. (2000, 2001) shows a generally good accordance. The abundances agree within the
1σ-uncertainties. Only in one case, Sc II in NGC 6822 m, Venn et al. derive a significantly higher abundance, by
more than a factor of five. This is likely due to a misidentification of Fe II λ4314.31 with Sc II λ4314.08 and of
Ti II λ4320.96 with Sc II λ4320.73 in that work.
5.4 Outreach
On the basis of the few supergiants analysed here, few conclusions of relevance for a larger context can be drawn,
beyond the precise analysis of the individual stars itself. Nevertheless, a short summary is given in the following
on the most obvious applications of the improved analysis techniques presented here. All of these require the
detailed study of a larger number of objects, typically on the order of ten to a few tens of individual stars, to
establish the results on a statistically sound basis.
Due to their intrinsic brightness, blue supergiants are accessible to high-resolution spectroscopy within all
the star-forming galaxies of the Local Group. Consequently, analyses of supergiants in these systems can also
be employed for an investigation of global galactic properties. A primary application will be the provision of
observational constraints for galactochemical evolution, namely for abundance gradients and abundance patterns.
Even for the Milky Way, the best studied system, many problems connected to the radial variation of metal-
licity within the disk are still under dispute. Most of the information concerning the Galactic abundance gradient
(and on abundances in other galaxies) have been derived from the spectroscopic investigation of H II regions. The
study of Shaver et al. (1983) is still a benchmark, to which all subsequent studies (see e.g. Rolleston et al. (2000)
for an overview) have to be compared. As an alternative to the study of nebulae, an investigation can also be car-
ried out using stellar abundances; results from several recent studies of luminous stars are displayed in Fig. 5.11.
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Figure 5.11: Comparison of data on Galactic stellar abundance gradients for several important elements from B-type stars
and their evolved descendants. Shown are abundances for individual objects (symbols) and derived abundance gradients (lines)
as a function of galactocentric radius (for R0= 8.5 kpc). Full circles: non-LTE abundances from BA-type supergiants (present
work), open circles/dotted lines: LTE abundances from B-type stars (Rolleston et al. 2000), diamonds/dashed lines: non-LTE
abundances from B-type stars (Gummersbach et al. 1998), triangles/dashed-dotted lines: non-LTE (O, Mg)/LTE (S, Fe) abun-
dances from B-type stars (Kilian 1992, 1994; Kilian et al. 1994; Kilian-Montenbruck et al. 1994), boxes/long-dashed lines:
LTE abundances from Cepheids (Harris & Pilachowski 1984), dashed-triple-dotted line: LTE abundances from Cepheids (An-
drievsky et al. 2002), full line: LTE abundances from GK-type supergiants (Luck 1982); indicators for single objects of the
last two studies have been omitted (more than 50 objects were analysed in each study). Solar values are marked by . For
clarity, only mean error bars from the different studies are displayed in the upper right of each panel, with the exception of the
data from the present study; Harris & Pilachowski (1984) do not provide error estimates.
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Figure 5.12: Oxygen abundances from supergiants and H II regions in M 31 as a function of galactocentric distance. Open
diamonds: H II region abundances (Blair et al. 1982), open box: non-LTE data from a B-type supergiant (Smartt et al. 2001),
open circles: non-LTE data from AF-type supergiants (Venn et al. 2000), filled circles: non-LTE abundances from A-type
supergiants (present study). The dotted line shows a least-squares fit to the H II region results, giving a gradient of −0.03 ±
0.01 dex kpc−1. A distance to M 31 of 783 kpc (Holland 1998) was assumed for the derivation of galactocentric distances,
cf. Smartt et al. (2001).
So far, unevolved B-type stars have been the preferred objects, but also GK-type supergiants and Cepheids have
been studied. Note that the latter two groups of stars are likely affected by mixing of nuclear processed matter into
the atmospheric layers, thus these might be unsuited for the derivation of pristine C and N abundances. From the
inspection of the data, cf. Fig. 5.11, discrepancies both in the absolute values of the abundances and in the slope of
the radial variation are evident, despite the fact that stars of essentially similar initial mass are studied. Analyses
of Galactic BA-type supergiants using the sophisticated (non-LTE) techniques presented here can help to improve
our understanding of this whole field of research, facilitated by a reduction of the random scatter (cf. Fig. 5.11)
and by avoidance of systematic errors for the most part. Moreover, these objects also offer the opportunity to
sample the Iron Group and some s–process elements, species inaccessible in B-type stars and nebulae.
The presently available results on the stellar oxygen abundance gradient in M 31 are displayed in Fig. 5.12 and
compared to a sub-set of data on H II regions. Here, more observations are definitely needed in order to obtain
firm conclusions, but already from these few results the general metal-overabundance of M 31 in comparison
to the Milky Way (Fig. 5.11, top panel) can be deduced. In contrast to the data from H II regions the stellar
sample indicates a flat gradient, but this strongly depends on the two objects at smallest and largest galactocentric
distance. Note also that the abundance gradient from H II regions is currently under debate (Smartt et al. 2001).
An analoguous study is also required for M 33, the third spiral galaxy in the Local Group. This will allow for an
investigation of how the characteristic global parameters of a galaxy affect its galactochemical evolution.
Information on the metallicity distribution in galaxies is not only of significance for studies of galactic evolu-
tion. In particular, in combination with data on reddening, important sources of systematic error in the determi-
nation of the extragalactic distance scale from studies of Cepheids in nearby galaxies (e.g. Freedman et al. 2001)
can thereby be removed. The application of data gathered from quantitative spectroscopy of A-type supergiants
– which are in good accordance with the results from the present work, see above – on Cepheids in M 31 and
NGC 6822 is described by Venn et al. (2000, 2001). Note however, that this procedure still does not provide the
optimum solution, as variations of the reddening on small scales are rather common, cf. the different E(B − V )
values for the apparently adjacent objects M31 41-3712 and M31 41-3654. Consequently, unequivocal results can
be expected only after a proper empiric calibration of the WLR (Kudritzki et al. 1999), using the blue supergiants
themselves as independent distance indicators.
An important further step will be the application and extension of the new non-LTE model atoms for the
study of classes of stars other than those discussed here. The new non-LTE model atoms are already successfully
employed for abundance analyses of B-type main sequence stars in the Galaxy (Daflon et al. 2001b) and the LMC
(Korn et al. 2002). In the latter work, present-day abundances of CNO are determined from unevolved stars in
the LMC for the first time, confirming the strikingly low nitrogen abundance of this system previously found in
studies of H II regions (e.g. Garnett 1999). The proposed extension of the studies to stars of other spectral types
will allow problems to be tackled that cannot be solved from the analyses of supergiants, which are all too rare
objects alone, such as the investigation of self-enrichment within stellar clusters and associations (e.g. Cunha &
Lambert 1994). A worthwhile project would also be the application of the present non-LTE model atoms for the
determination of the solar CNO abundances, which are under debate still (Holweger 2002).
6 Stellar Evolution: Observational
Constraints
In this chapter an overview on the status of our understanding of massive star evolution is given, with particular at-
tention to blue supergiants. The observational constraints for the evolutionary scenario of the sample supergiants
are discussed in relation to new results from stellar evolution computations accounting for mass-loss and rotation.
6.1 Overview on Massive Star Evolution
The study of the evolution of massive stars is one of the primary topics in contemporary stellar astrophysics. How-
ever, it is not only important for stellar astrophysics per se, as massive stars dominate the appearance and evolution
of star-forming galaxies. They are the main contributors to the energy and momentum budget of galaxies and they
are important sites of nucleosynthesis and the principal sources for galactic enrichment with helium and metals.
Massive stars (M  9M at the beginning of the H-burning phase) experience evolution on short time-scales.
Starting their life as O- and early B-type stars on the Main Sequence (MS), their core hydrogen is rapidly (on the
order of several 106 to a few 107 yr) consumed in the CNO-cycle, followed by the evolution into the supergiant
phase with shell H-burning and core He-burning after core contraction. Such stars also experience further stages
of quiet nuclear burning (C, Ne, O and Si-burning) after these two main phases, in contrast to the intermediate-
mass objects (4MM  8M). In these stars the explosive ignition of the C-burning in a degenerate C-O-core
can lead to the disruption of the entire star if the mass-loss during the red giant phase fails to remove enough mass.
If it does, the following evolution resembles that of the low-mass stars, which end as white dwarfs.
Roughly, massive star evolution proceeds as follows, according to our present understanding. Objects with
initial masses 40M remain in the blue part of the HRD for their entire lifetimes. They evolve from a MS star
into a blue supergiant (BSG), experience a short phase as a Luminous Blue Variable (LBV), lose their envelope,
and become a Wolf-Rayet (WR) star – the bare core of a massive star – before finally exploding as a supernova
(SN). In the case that the final collapse of such a massive star leads to the formation of a rapidly rotating black
hole instead of a neutron star as remnant, the stellar death can give rise to a γ-ray burst as an alternative to the SN
explosion (Woosley 1993; Paczyn´ski 1998). For the mass range 25MM  40M the star evolves from the
MS redwards in the HRD, in the sequence BSG, yellow supergiant (YSG) and red supergiant (RSG), and then
eventually returns to the blue to become a WR star and explode as a SN. Massive stars of 15MM  25M
experience a rapid development to the red and spend most of their He-burning lifetime as a RSG. Objects at still
lower mass also rapidly evolve to become RSGs, where the outer convective zone penetrates deep enough into the
star to transport nuclear processed matter to the stellar surface – the so-called first dredge-up. This temporarily
prevents the extension in mass of the He-core and enables the occurrence of a blue loop. The star crosses the
Cepheid instability strip during the blueward evolution and then again during the redward propagation after the
outer stellar layers have returned to radiative equilibrium in a temporary phase as a BSG. These stars also end
in a SN explosion. However, the modelling of massive star evolution sensitively depends on the details of the
physical effects included in the computations.
The comparison of observed Hertzsprung-Russell diagrams (HRD) for massive stars (e.g. Humphreys &
McElroy 1984) with the standard theory of stellar evolution (at constant mass, e.g. Kippenhahn & Weigert 1991)
shows that this theory is not able to reproduce the observed distribution of luminous stars, together with their
number frequency per spectral type. In particular, such evolutionary models fail to reproduce the Humphreys-
Davidson limit (Humphreys & Davidson 1979) by predicting a large number of high-mass (M  40M ), highly
luminous core He-burning red supergiants, whereas no such objects are observed.
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Table 6.1: Properties of the sample supergiants relevant for stellar evolution
Galaxy NGC 6822 M 31
η Leo HD 111613 HD 92207 β Ori m 41-3712∗ 41-3654
log Teﬀ 3.98±0.01 3.96±0.01 3.98±0.01 4.08±0.01 3.95±0.01 3.93±0.01 3.97±0.01
logL/L 4.28±0.12 4.92±0.08 5.44±0.08 5.30±0.08 4.95±0.06 5.13±0.04 5.45±0.04
M/MZAMS 10±1 16±1 28±4 24±2 17±1 22±1 28±2
M/M spec 9±5 14±6 22±10 22±10 14±6 11±5 20±12
M/Mevol 9.5 14 24 21 16: 21/13 24
Y 0.37±0.04 0.32±0.04 0.35±0.04 0.38±0.04 0.28±0.05 0.39: 0.40±0.04
0.38 0.33 0.40 0.37 0.25: 0.36/0.45 0.40
N/C 2.93±1.38 1.89±0.69 0.97±0.09: 2.68±0.52 . . . . . . . . .
3.8 1.5 2.7 2.1 2.2: 1.9/10 2.7
N/O 0.37±0.10 0.44±0.12 0.25±0.05 0.45±0.09 . . . . . . . . .
0.8 0.5 0.9 0.7 0.2: 0.7/2 0.9
[CNO/H] −0.06±0.05 −0.08±0.04 −0.04±0.05: ±0.00±0.04 −0.53±0.02: −0.03±0.09: +0.13±0.09:
[M/H] −0.04±0.03 −0.11±0.03 −0.09±0.07 −0.06±0.10 −0.56±0.05 −0.04±0.05 +0.13±0.06
v sin i 9±1 19±3 30±5 36±5 12±4 25±5 36±5
∗ theoretical values for the BSG stage/at the end of He-burning
A first step towards a more realistic theory was the inclusion of the effects of mass-loss on stellar evolution,
see Chiosi & Maeder (1986) for a overview. In particular, the luminosity of a star evolving with mass-loss is
lower than for constant-mass evolution. The reduction of the stellar mass also increases the MS lifetime. High
mass-loss rates explain the occurrence of the Humphreys-Davidson limit. Appropriate stellar evolution tracks
for a variety of metallicities were provided by the Geneva group (Schaller et al. 1992; Schaerer et al. 1992,
1993; Charbonnel et al. 1993; Meynet et al. 1994) and the Padova group (Alongi et al. 1993; Bressan et al. 1993;
Fagotto et al. 1994a, 1994b, 1994c; Girardi et al. 1996), which both also account for improvements in the radiative
opacities provided by the OPAL study (Iglesias et al. 1992) – a project independent of the OP – which became
available at that time.
Despite the successes of stellar evolution models with mass-loss, a number of observational findings is not
accounted for. Spectroscopic masses are smaller than evolutionary masses (e.g. Groenewegen et al. 1989; Herrero
et al. 1992, 2000b) and the post-MS gap in the HRD – predicted by such evolutionary calculations – is found to
be filled with stars (e.g. Blaha & Humphreys 1989, Fitzpatrick & Garmany 1990). In addition, the observed
abundance anomalies (He and N enrichments, e.g Lyubimkov 1991; Gies & Lambert 1992; Herrero et al. 1992,
2000b) for luminous stars even near the MS are not explained and the blue-to-red supergiant ratio (B/R-ratio)
in galaxies at different metallicity (Meylan & Maeder 1982; Humphreys & McElroy 1984) is not reproduced.
The trend of the B/R-ratio with Z might be explained by an insufficient understanding of convection (Langer &
Maeder 1995). However, the other three points remain unexplained.
Rotation has been considered as a second-order effect for a long time, but recently indications have been found
that together with mass and chemical composition it is an important initial condition for the evolution of massive
stars (e.g. Langer 1992). However, it took some time to develop an theoretical basis for the understanding of the
effects of rotation on stellar evolution, promoted in particular by the Geneva group, see Maeder & Meynet (2000)
for an overview. Very recently, appropriate stellar evolution models accounting for mass-loss and rotation have
been obtained (Meynet & Maeder 2000, Maeder & Meynet 2001; Heger et al. 2000; Heger & Langer 2000).
Indeed, the effects of rotation have an importance comparable to those of mass-loss on the computations. For
a typical average rotation the MS lifetime is increased by about 30%. Rotation introduces a large scatter in the
mass-luminosity relation, so that for the same effective temperature and surface gravity differences of masses
by 30% may easily occur, thus explaining the mass discrepancy. Rotation also reproduces the observed He- and
N-enhancements, both for fast and apparently slow rotators. The latter result from initially fast rotators which
experienced mixing and strong angular momentum losses due to the enhanced mass-loss, further stimulated by
fast rotation. Finally, an indication is found that rotation becomes a dominant effect at low metallicity due to the
reduced mass-loss rate at lower Z , which removes less angular momentum; chemical mixing also becomes more
efficient at lower metallicity. Moreover, the models with rotation account well for the observed B/R ratios.
Three scenarios for the evolutionary status of BSGs are possible. Either they perform their first crossing from
the blue part of the HRD to the red or they reside in a blue-loop phase, or they have proceeded to a very late
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Figure 6.1: Hertzsprung-Russell diagram with
evolution tracks accounting for mass-loss and
rotation (Meynet & Maeder 2000; Maeder &
Meynet 2001), for solar (full line) and SMC
(dotted line) metallicity and vini= 300 km s−1.
Starting with an initial solar value of 0.25, N/C
ratios (by mass fraction) are given at the end of
the main sequence evolution, during the blue su-
pergiant stage (at 104 K), and for the less mas-
sive stars after the first dredge-up and during the
blue-loop phase. The positions of the Galac-
tic supergiants (filled circles), NGC 6822 (open
square) and M 31 objects (open diamonds) are
indicated. The error bars for the Galactic super-
giants are dominated by uncertainties from the
distances (accurate trigonometric parallaxes are
not available).
phase of evolution after core He-burning, comparable to the BSG progenitor of SN 1987A in the LMC. In the
first case, their surface abundances of the light elements, He and CNO, reflect the mixing that occurred during
their MS evolution, as the timescale for crossing of the HRD is sufficiently small to prevent further mixing on a
large scale. In the second case, much higher amounts of nuclear processed matter will be present. These were
mixed into atmospheric layers during the first dredge-up, permitting us to distinguish such stars from those of
the first scenario by their higher He abundances and the significantly larger N/C and N/O ratios. In the third
case, even higher He and N enrichments are expected. Thus the evolutionary status of individual BSGs can in
principle be determined by analyses of their light element abundances. Accurate abundance determinations are
required for this, free from systematic errors and preferably with small statistic uncertainties. In the following
such a comparison is made for the sample supergiants, based on the accurate abundances determined in the last
chapter.
The comparison of the new stellar evolution computations with observation also has the aim of determin-
ing, whether they are already sufficiently realistic, or whether they require further refinement by accounting for
binarity or magnetic fields. Analyses for a large sample of BSGs are needed in this context, for a variety of
galactic environments. Multi-object spectrographs like FLAMES/GIRAFFE on the VLT (Pasquini et al. 2000)
will provide the necessary observational databases in the near future.
6.2 The Sample Supergiants in Terms of Stellar Evolution
Details of the observational findings for the sample supergiants relevant for stellar evolution are summarised
in Table 6.1: zero-age main sequence masses, spectroscopic and (predicted) evolutionary masses, helium mass
fraction Y , N/C and N/O ratios (in mass), the combined CNO abundance and the metallicity relative to solar
(Grevesse & Sauval 1998) and the measured rotational velocities. For convenience, the data has been compiled
from Tables 5.1, 5.2, 5.8 and 5.9. Entries without error margins are predicted values for objects with solar
composition and an initial rotational velocity of v ini= 300 km s−1 (Meynet & Maeder 2000, Table 1). Rotational
velocities in the BSG stage of evolution for this v ini are expected to be <50 km s−1 (Meynet & Maeder 2000,
Fig. 13). For the supergiants in NGC 6822 and M 31, the spectral regions with carbon and nitrogen lines were
not observed, thus the corresponding [CNO/H] entries reflect only the oxygen abundance. Stellar evolution tracks
for the NGC 6822 metallicity are not available; the predicted properties for NGC6822 m are therefore estimates
from an inspection of the tracks forZ= 0.020 andZ = 0.004 (Meynet & Maeder 2000; Maeder & Meynet 2001).
The positions of the sample supergiants in the HRD are displayed in Fig. 6.1, with stellar evolution tracks from
Meynet & Maeder (2000) and Maeder & Meynet (2001).
The stellar luminosities and spectroscopic masses of the Galactic supergiants in particular show large uncer-
tainties as no direct distance determinations by trigonometric parallax measurements are available for any such
object. As a consequence, absolute stellar radii of BSGs are also not well determined, with only a few interfero-
metric measurements for the nearest objects being available. The distances to NGC 6822 and M 31 show lower
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relative uncertainties, but they may be systematically affected by inaccuracies in the zero point of the Cepheid
distance-scale, given by the distance to the LMC, which is still under debate (e.g. Walker 1999).
In view of this, the spectroscopic and evolutionary masses show in general good agreement within the error
margins, with the possible exception of M31 41-3712. Note however, that the spectroscopic masses tend to be
systematically slightly smaller than the evolutionary masses (with the exception of β Ori). This mass discrepancy
is less pronounced than for the O-type stars (Herrero et al. 1992). A weak indication of a trend of the mass
discrepancy with luminosity class – and therefore with the stellar mass itself – is found, i.e. it is largest for
HD 92207 and M31 41-3654, and smallest for η Leo. This can be explained by neglected sphericity and mass-
loss effects, in analogy to the findings of Herrero et al. (2000b). An increase in the gravities by  0.05 dex
in the present case – well within the observational uncertainties – would resolve the remaining discrepancy.
Note here, that β Ori has a smaller radius than the other Iae supergiants of the sample by a factor of ∼2. This
star also has a considerably weaker stellar wind, with only upper limits for the mass-loss rate published so far,
M˙ ≤ 9.1×10−7M (Abbott et al. 1980) and M˙ ≤ 1.3×10−7M (Underhill & Doazan 1982), while HD 92207
and the two M 31 objects show mass-loss rates of 1 to 2×10−6M (Kudritzki et al. 1999; McCarthy et al. 1997).
Taking solely the derived helium abundances and the N/C ratios for the individual Galactic supergiants into
account, good agreement is found with the predictions, allowing for variations in the initial rotational velocities.
On the other hand, the observed N/O ratios are systematically lower than the predicted values, and this at high
statistical significance. The comparatively large uncertainties in the N/C ratios result from the carbon abundances,
which are determined with lower accuracy than those of the other elements. Typically only 2–5 lines can be
analysed per object, distributed over two ionization stages; only one unblended C line is observed in HD 92207.
The dilution of carbon by the mixing processes further complicates the detection of the weak lines in the visual.
In comparison, 10–20 lines of He, N and O are present in the supergiant spectra. As expected, the combined CNO
abundance [CNO/H] correlates well with [M/H] (and [O/H] vs. [M/H] in the case of the extragalactic supergiants).
Assuming an average orientation of the rotation axes, resulting in an average sin i of 〈sin i〉= π/4, all the sample
supergiants fall below the predicted < 50 km s−1 limit for v sin i.
The light element abundances of the least massive supergiant of the sample, η Leo, suggest a blue-loop sce-
nario for this object. Its high helium abundance and N/C ratio are best explained if the first dredge-up has already
taken place; the occurrence of such high values is not expected for stars of this mass when evolving from the
main sequence to the red, even for strong rotational mixing in the case of a v ini close to break-up. Note however,
that such an abundance pattern can also result from a binary scenario with mass transfer (Vanbeveren et al. 1998).
In that case η Leo would be the redwards-evolving secondary of the system, exposing nuclear processed matter
in its atmosphere previously accreted from the now faint primary. Such a scenario cannot be excluded in view
of the potential binary character of this star (cf. Sect. 5.2). For the other Galactic objects the surface abundances
indicate that they have evolved directly from the main sequence. The same scenario is also the most probable
for NGC6822 m and M31 41-3654, given their spectroscopic masses and helium abundances, despite the missing
N/C and N/O data. The conspicuously low spectroscopic mass of M31 41-3712 in combination with a pronounced
He enrichment – however based on the observation of only one He I line – allows for an interesting possibility
for this star, when compared to the other sample supergiants in a differential manner. M31 41-3712 might be a
highly evolved star, already beyond the core He-burning phase, with half of its initial mass lost due to its stellar
wind (presently M˙ = (1.10± 0.20)× 10−6M, McCarthy et al. 1997) during its presumable ∼10 Myr lifetime.
Further observations at higher S/N and for an extended wavelength range are required to confirm the high He
abundance by the analysis of more (weaker) lines and also to obtain information on the C and N abundances,
which would allow us to decide whether this star is a candidate supernova progenitor or whether the analysis
is subject to unidentified systematic errors. Note that an increase of ∼0.25 dex in log g would be required to
bring this star into agreement with the predicted mass for a BSG evolving redwards in the HRD (cf. the model
computations for 20M stars with different vini by Meynet & Maeder 2000), which is larger than the observa-
tional uncertainty. On the other hand, no such discrepancy remains if the star is assumed to be beyond its core
He-burning phase. The probability for finding such a highly evolved BSG is small, as this episode in the stellar
life only lasts on the order of 103 yr. Nevertheless such objects have to exist, as the explosion of SN 1987A in the
LMC with its BSG progenitor Sk−69 202 (B3 Iab:) has proven (Gilmozzi et al. 1987).
To conclude, with the new non-LTE model atoms, abundances can be determined with an accuracy that allows
one to confidently discriminate between different evolutionary scenarios for BSGs. A further improvement of the
statistical significance of the findings for the individual supergiants can be obtained by the extension of the
observations to the IR near 1–1.2µm, where most of the stronger C I lines are situated. These would help to
reduce the remaining uncertainties in the most sensitive indicator for mixing processes, the N/C ratio.
7 Quantitative Spectroscopy Beyond the
Local Group
The advent of the 8–10m class telescopes not only opens new horizons for stellar astrophysics within the Local
Group, for the first time, it is also possible to obtain spectra of single stars in galaxies beyond this boundary.
However, the challenge is not only to identify proper targets and access spectra in long-time exposures, but also
to perform a quantitative analysis of low- to intermediate-resolution data. In the following, it is demonstrated
that our spectrum synthesis technique is well-suited for this problem, and applications to BA-type supergiants
in the field galaxy NGC 3621 and the Sculptor Group galaxy NGC 300 are provided. Quantitative spectroscopy
is thereby employed for the determination of stellar parameters, chemical composition and reddening of stars at
distances ten times further than in any previous investigation.
7.1 Test of the Analysis Technique
In order to analyse low- and intermediate-resolution data (R 1000–5000) whole spectral regions have to be
modelled at once, as the individual spectral features are typically no longer resolved by the instrument. The spec-
trum synthesis technique developed here allows for such analyses, as practically all spectral features in BA-type
supergiants of significant strength (more than a few mA˚) are included in the line list, which presently comprises
several ten-thousand entries. In particular the spectral region between the Balmer jump and ∼5000 A˚ – the clas-
sical region for analyses of hot stars – is well covered. Above, a number of features is not reproduced by the
current models, mostly lines from highly-excited levels of the Iron Group elements, but these are intrinsically
weak (Wλ 10 mA˚) and will therefore hardly be noticed in low-resolution spectra. Thus, an estimate of the
overall stellar metallicity can be obtained from a comparison of the observed spectrum with models at varying
metallicity. The feasibility of this approach is tested in the following. Note that spectral regions containing lines
of intermediate strength (Wλ 300 mA˚) are best suited for an analysis, as these are strong enough to produce
a noticeable signal, but are also weak enough to be of photospheric origin; but, non-LTE effects have to be ac-
counted for in the analysis. In BA-type supergiants several ionic species give rise to such lines, typically N I, O I,
Mg II, Si II, Ti II, Cr II, Fe II and in the hotter stars He I as well. The three Iron Group elements hereby dominate
the line spectrum, whereas He I, N I and the three α–elements contribute only a few distinct features. In a further
step, the potential for the derivation of abundances of several astrophysically key elements also has to be investi-
gated, as a number of features of the above mentioned ionic species is only slightly blended by lines from other
elements, even at low resolution.
A comparison of the high-resolution observations of the luminous Galactic supergiant HD 92207 with our
spectrum synthesis is made in Fig. 7.1. The model can successfully reproduce the line spectrum with high ac-
curacy over extended wavelength regions, except for a few features which are strong enough to be affected by
sphericity effects and the stellar wind. An obvious example for this is H γ and, more subtly, Mg II λ4481; the
latter is one of the strongest metal lines (with Wλ 640 mA˚ in this star). Note that the line-formation calcula-
tions reproduce the depth of the line quite well, but do not give the observed line-width, indicating the presence
of an additional broadening mechanism, probably due to the velocity field associated with the stellar wind. Con-
sequently, the observed equivalent width is not correctly reproduced. Further problems might also arise on the
observational side: interstellar absorption bands complicate the spectrum normalisation in several localised spec-
tral regions, and CCD defects and cosmic ray hits can render whole regions useless for the analysis, e.g. near
Ti II λ4501 in the present case. In high-resolution data these are easily recognised. However at low resolution, in
particular at low S/N, special care has to be taken to identify the artifacts and to exclude them from the analysis.
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Figure 7.1: The Galactic A0 Iae supergiant HD 92207 at high resolution, observation (full line) and spectrum synthesis
(dotted line) for stellar parameters and elemental abundances as determined in the high-resolution analysis (Sect. 5.2). Short
vertical marks in the element identification section designate Fe II lines. An interstellar absorption band around 4430A˚ is
indicated. With few exceptions, good to excellent agreement between theory and observation is found (Hγ is wind-affected).
Figure 7.2: Same as Fig. 7.1, however artifically downgraded to 5 A˚ resolution, as achieved by FORS1 in spectroscopy mode.
The good agreement between theory and observation is preserved. Deviations are found only for Hγ , Mg II λ4481 (see text)
and in the regions of the interstellar band around 4430A˚ and near Ti II λ4501 (due to a CCD defect, cf. also Fig. 7.1).
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Figure 7.3: Same as Fig. 7.2, but artifically downgraded to a S/N	 50. A spectrum of this quality will be obtained of a star
at V = 20 with a total exposure time of ∼11 hrs using FORS1 on the VLT. The comparison with synthetic spectra for scaled
abundances and modified temperatures (dashed lines, as indicated) shows that the models react sensitively to changes of the
metal abundances only. Consequently, stellar parameters estimated from the spectral classification (Teﬀ ) and from fitting of
the higher Balmer lines (log g) suffice to constrain the stellar metallicity to ∼0.2 dex. The lower set of spectra in each panel
has been shifted by −0.2 units.
The step from high to low resolution is displayed in Fig. 7.2, whereby both, the observed and the synthetic
spectrum from Fig. 7.1 have been artifically downgraded to 5 A˚ resolution; such data will be provided e.g. by
FORS1 (FOcal Reducer and low-dispersion Spectrograph) on the VLT. The same good agreement between model
and observation is found, except for the above mentioned features. But, observational data at such a high signal-
to-noise ratio will be typically not be available. In order to consider a more realistic case, the observed spectrum
of HD 92207 is further downgraded to a S/N 50 in Fig. 7.3. This corresponds to what can be expected from
a BA-type supergiant at V = 20 in a total exposure time of ∼11 hrs using FORS1 on the VLT. In addition, test
calculations for scaled abundances and modified effective temperature have been made. The background for
this lies in the fact that at low resolution the stellar parameter determination becomes problematic. While the
surface gravity can still be reliably derived from modelling of the higher Balmer lines, ionization equilibria
are unavailable for the Teﬀ-determination, so that this quantity has to be estimated from the spectral type. A
prerequisite for this procedure is, however, that one has derived an empirical spectral type–effective temperature
relation at high resolution in advance. Consequently, current applications will be restricted to objects of spectral
type∼B8 to A2, but this can easily be extended. Note that the effective temperature scale is hereby assumed to be
independent of the stellar metallicity, at least for metallicities not too different from solar, e.g. within a factor of 5.
As a matter of course, this has to be verified empirically by further analyses at high resolution, with supergiants
in both MCs being ideal objects for the calibration. The test calculations already show that any such systematic
effects have to be small, as the response of the synthetic spectrum in Fig. 7.3 to reasonable variations of T eﬀ is
rather weak. Modifications of the abundances on the other hand have a marked influence on the appearance of the
model spectra and therefore allow the stellar metallicity to be constrained within approximately±0.2 dex. From
a few features, like Fe II λλ4351, 4508 and the Fe II blends around 4520 and 4580 A˚, even the iron abundance can
be derived in this wavelength region. In a similar manner, one can use the regions around He I λλ4026 and 4471
to determine the helium abundance.
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The question of how the microturbulent velocity can be determined from low-resolution spectra has been
omitted so far, for good reason. This quantity cannot be derived as long as the whole range from the weak lines to
those of intermediate strength is not resolved. However, the present analyses at high resolution (Chapter 5) show
– as do the studies of McCarthy et al. (1995) and Venn et al. (2000) –, that BA-type supergiants with luminosities
logL/L 5.0 typically have microturbulence values of ξ= 8±2 km s−1. Such objects are the primary targets
for spectroscopy beyond the Local Group and it is a reasonable assumption, that the majority of these will have
similar microturbulent velocities. Within the typical uncertainties in ξ, no marked systematic effects for the
metallicity determination are expected. More studies of luminous BA-type supergiants at high resolution are
needed to address the frequency of deviations from this empirical value from a statistical point of view.
To conclude, the present spectrum synthesis technique in combination with the new non-LTE model atoms
allows for reliable metallicity determinations for BA-type supergiants even on the basis of low- and intermediate-
resolution spectra. With suitable spectra available, abundances for several elements of general astrophysical
relevance can also be obtained. An equivalent procedure has been chosen recently for the successful quantitative
analysis of low-resolution data of B-type supergiants in NGC 6822, taken with FORS1 on the VLT (Muschielok
et al. 1999).
7.2 Supergiants in NGC 3621 and NGC 300
General remarks on NGC 3621 and NGC 300 & observations of blue supergiants in these galaxies
The galaxies NGC 3621 and NGC 300 are both late-type spirals of rather low absolute luminosity, and they both
resemble the least luminous giant spiral in the Local Group, M 33. NGC 3621 is a field galaxy located at a distance
of 6.6 Mpc, whereas NGC 300 is a member of the Sculptor Group at 2.0 Mpc distance. Both galaxies attracted
attention recently, as they were part of the Hubble Space Telescope Key Project to measure the extragalactic
distance scale (Freedman et al. 2001), and data on their abundance properties are available from studies of H II
regions (e.g. Zaritsky et al. 1994, and references therein). The two galaxies show clear signs for recent massive
star-forming activity, so that a considerable number of blue supergiants can be expected to be present. A recent
wide-field photometric survey has e.g. identified more than 100 OB associations in NGC 300 (Pietrzyn´ski et
al. 2001). This galaxy is an ideal target for galactic studies for other reasons as well – its position near the Galactic
South Pole results in negligible foreground reddening, while the internal reddening is also at a minimum, as the
galaxy is seen at a relatively small inclination.
The first spectroscopic observations of blue supergiants beyond the Local Group in NGC 3621 were described
in detail by Bresolin et al. (2001). In brief, spectra for 19 candidate objects at 19.m6 to 22.m3 (see Fig. 7.4 for
the distribution of the targets over NGC 3621) were simultaneously obtained with FORS1 on the VLT in several
exposures, giving a total integration time of 10.7 hrs and covering as a minimum the 3800–4900 A˚ wavelength
range at 5 A˚ resolution. Ten of the objects turned out to be supergiants – one of B-type, six of A-type and one
of F-type, and two LBVs. The remaining objects are H II regions or have composite spectra, one object is a
faint foreground star. A S/N 50 was achieved for the objects at ∼20 mag. The quantitative analysis of two
supergiants of spectral type A1 Ia, NGC3621 #1 and #9, as marked in Fig. 7.4, will be discussed below.
Blue supergiants in NGC 300 were the next targets for multiobject spectroscopy using FORS1 on the VLT,
with the project details being described by Bresolin et al. (2002a). To summarise, four fields scattered over
the galaxy (Fig. 7.5) were observed, and spectra of up to 19 objects per field were obtained simultaneously. In
Fig. 7.6 two of the fields are displayed in detail and the targets of the observing campaign are identified. The
individual objects are designated in the following by the letter corresponding to the galaxy field (A–D) and the
progressive FORS slitlet number (1–19). Five exposures, each of 45 min, were secured at every pointing. The
spectra have approximately a 5 A˚ resolution, and the spectral coverage is about 1000 A˚ wide, centred around
4500 A˚ (dependent on an object’s position in the focal field along the dispersion axis), including in most cases
the range from Calcium H and K up to the Balmer Hβ line. An average S/N close to 50 was achieved for most
of the spectra, but for the brightest stars it goes up to ∼100. Only very few spectra are underexposed (S/N< 25).
Of the 62 spectroscopically confirmed blue supergiants (out of about 70 candidates), with spectral types ranging
from late O to F, 57 have types between early-B and mid-A. A quantitative analysis of two supergiants of spectral
types B9-A0 Ia and A0 Ia, NGC300 A-8 and D-13, will be discussed in the following. The analysis of the whole
supergiant sample will allow for the determination of the metallicity gradient, and for the mapping of the internal
reddening in the disk of NGC 300.
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Figure 7.4: NGC 3621. The positions of stars (circles) and H II regions (boxes) observed with the VLT and the FORS1
spectograph are marked on a colour image obtained by combining 5 min B-. V - and I-band frames taken with the same
instrument in imaging mode. The field of view is approximately 7′ × 7′. Different coloured markers are used for clarity only.
Note that most of the targets are situated on the near side of the galaxy (the left half of the figure, where the dust lanes are
resolved to more detail as on the far side). Figure originally published by Bresolin et al. (2001).
Stellar analyses
The quantitative analysis of the four supergiants in NGC 3621 and NGC 300 is performed in analogy to the
procedure tested on HD 92207 in Sect. 7.1. Their basic properties and the finally adopted stellar parameters are
summarised in Table 7.1. The spectral classification is adopted from Bresolin et al. (2001, 2002a). This was based
on a visual comparison of the observed spectra with template spectra of BA-type Galactic supergiants. Radial
velocities have been determined from cross-correlation of the observed spectra with the synthetic ones. The values
are in good agreement with the system velocities of NGC 3621 (v sysrad= 727 km s−1, Tormen & Burstein 1995) and
NGC 300 (vsysrad= 170 km s−1, Da Costa et al. 1998), if galactic rotation is accounted for.
As mentioned earlier, the effective temperature is estimated from the spectral classification and the surface
gravity is determined from fitting the strength of the higher Balmer lines. The helium abundance is derived from
spectrum synthesis of the two strongest features in the observed spectra, He I λλ4026 and 4471, and a value of
ξ= 8 km s−1 is assigned to the microturbulent velocity of the stars, following the argumentation in Sect. 7.1.
Finally, the stellar metallicity is ascertained from the comparison of synthetic spectra for scaled solar abundances
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Figure 7.5: The positions of the four FORS1 fields observed in NGC 300 are marked on a montage of eight B-band
ESO/MPI 2.2m+WFI frames. North is at the top, east to the left. Field size is approximately 34′ × 33′.
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Field DFigure 7.6: Fields A (left panel) and D (right panel) from a 5 min, V -band FORS1 exposure. The field of view is approxi-
mately 6.8′×6.8′. The multi-object spectroscopy targets are marked by the circles. A bright foreground star has been masked
out in field D using two arms of the FORS MOS unit. These and Fig. 7.5 originally published by Bresolin et al. (2002a).
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Table 7.1: Basic properties and stellar parameters for objects in NGC 3621 and NGC 300
NGC3621 #1 NGC3621 #9 NGC300 A-8 NGC300 D-13
Spectral Type A1 Ia A1 Ia B9–A0 Ia A0 Ia
RA (J2000) 11 18 14.3 11 18 28.7 00 55 41.619 00 54 26.105
DEC (J2000) −32 45 40.1 −32 48 04.6 −37 40 58.61 −37 43 56.84
vrad (km s−1) +845±5 +739±5 +122±5 +189±5
Atmospheric:
Teﬀ (K) 9000±300 9000±300 10000±300 9500±300
log g (cgs) 1.20±0.10 1.05±0.10 1.60±0.15 1.35±0.15
ξ (km s−1) 8 8 8 8
y 0.12 0.13 0.09 0.12
[M/H] (dex) −0.1±0.3 ≤−0.1±0.2 −0.7±0.2 −0.3±0.2
Photometric:
V (mag) 21.43 20.47 19.44±0.03 18.98±0.03
B − V 0.14 0.17 −0.01±0.03 0.03±0.03
V − I 0.33 0.28 . . . 0.14±0.03
E(B − V ) 0.12 0.12 0.02±0.03 0.03±0.03
(m−M)a0 29.08±0.06 29.08±0.06 26.53±0.07 26.53±0.07
MV −8.02±0.06 −8.98±0.06 −7.15±0.08 −7.64±0.08
B.C.b −0.32 −0.32 −0.47 −0.41
Mbol −8.34±0.06 −9.30±0.06 −7.62±0.09 −8.05±0.09
Physical:
logL/L 5.23±0.03 5.62±0.03 4.94±0.04 5.12±0.04
R/R 169±13 266±20 99±8 134±11
M/MZAMS 22±1 33±2 16±1 19±1
M/M spec 17±5 29±9 14±6 15±7
a Freedman et al. (2001) b Schmidt-Kaler (1982)
with the observed data. This is displayed in Fig. 7.7 for the NGC 3621 supergiants. Both are rather metal-rich
objects, at [M/H]−0.1 dex the stars resemble the Galactic supergiants (Sect. 5.2) in terms of metallicity. Note
that the spectrum of NGC3621 #1 shows a markedly reduced S/N compared to the data of the 1 mag brighter
NGC3621 #9 – a S/N of ∼30 marks the lower boundary at which a meaningful analysis can be performed. In
addition to this noise level, an uncertainty of 1% is estimated for the placement of the continuum. The latter
was determined by low-order polynomial fits to relatively line-free regions of the observed spectra, where the
theoretical normalised fluxes reach unity simultaneously (e.g. around 4160, 4200, 4610 and 4690 A˚). This is in
contrast with the situation in the UV part of the spectrum, where the ‘true’ continuum is never observed (Haser
et al. 1998). The comparison of line intensities for NGC300 A-8 in Fig. 7.8 suggests a low abundance for this
star, on the order of 0.2 times solar, whereas the metal abundance of NGC300 D-13 is higher, on the order of half
solar. Note the high quality of these spectra, S/N 100. In agreement with expectation, the star closer to the
galactic centre of NGC 300 is therefore found to be more metal-rich than the object at the larger galactocentric
distance. The situation is less clear for the two objects in NGC 3621, which show similar abundances despite
largely differing galactocentric distances (by a factor ∼2). The discussion of this unexpected finding will be
resumed at a later date, as soon as the remaining observational data have been evaluated.
Photometric V magnitudes and colours, as determined by Bresolin et al. (2001, 2002a), are also quoted in
Table 7.1. The reddeningE(B − V ) is found by a comparison of the photometry with the synthetic colours from
the model fluxes. In all four cases the reddening is for the most part due to the Galactic foreground (Burstein &
Heiles 1984). After correction for the distance modulus, absolute visual magnitudes of the objects are obtained,
and finally absolute bolometric magnitudes, having applied a bolometric correction. From this and the atmo-
spheric parameters Teﬀ and log g, the stellar luminosity, the radius and the spectroscopic mass are determined.
Zero-age main-sequence masses are derived from a comparison with stellar evolution tracks accounting for mass
loss and rotation (Meynet & Maeder 2000; Maeder & Meynet 2001), cf. Fig. 7.9. The most metal-poor supergiant
of the present study, NGC300 A-8, is situated in a region of the Hertzsprung-Russell diagram where partial blue
loops may be found in stellar evolution calculations. This depends on the detailed physics accounted for (see the
discussion in Maeder & Meynet 2001 – note that their calculations do not show this characteristic, cf. Fig. 7.9).
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Figure 7.7: Spectrum synthesis for two NGC 3621 A1 Ia supergiants (slits #1 and #9, full lines) at two different metallicities
(solar, dashed line, and 1/3 solar, dotted line) for the stellar parameters listed in Table 7.1. Unlabeled short marks are used
for the identification of Fe II lines, all others are marked explicitly. A metal underabundance of [M/H]	−0.1±0.2 dex is
estimated for both stars. Note the reduced S/N in the spectrum of NGC3621 #1, which is∼1 mag fainter as NGC3621 #9. The
feature around 4365 A˚ in that spectrum is probably due to a CCD defect.
Figure 7.8: Model fits at 0.2, 0.5 and 1.0 solar metal abundance (dotted, dashed and solid lines, respectively) to the spectra
(thick solid lines) of the NGC 300 supergiants A-8 (left) and D-13 (right). The metal abundance of star A-8 is∼0.2 solar, and
of star D-13 ∼0.5 solar. Note the extended wavelength range compared to Fig. 7.7, and the reduced noise level (S/N	 100).
Figure originally published by Bresolin et al. (2002a).
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Figure 7.9: The positions of the NGC 3621
supergiants (full circles) and the NGC 300 ob-
jects (open circles) in the Hertzsprung-Russell
diagram. Stellar evolution tracks accounting
for mass-loss and rotation (Meynet & Maeder
2000; Maeder & Meynet 2001) are indicated,
for solar (full lines) and SMC (dotted lines)
metallicity and vini= 300 km s−1.
An enhanced He abundance supports such an interpretation for the evolutionary status of this object (see the 12
M track of Maeder & Meynet 2001). The most likely scenario for the three more massive supergiants, on the
other hand, is direct evolution from the main sequence. This interpretation is supported by the observed helium
enhancement and the spectroscopic masses, which are consistent with the predicted evolutionary masses. Note
that, for the metallicity indicated for NGC300 D-13, sophisticated stellar evolution calculations accounting for
rotation are not yet available. But the tracks for solar metallicity are expected to be sufficiently similar. Unfor-
tunately, information on the N/C ratio, the most sensitive indicator of the evolutionary status, cannot be derived
from the available spectra.
The supergiant NGC3621 #9 turns out to be the most luminous object analysed in the present study, surpass-
ing HD 92207 in the Milky Way by over 50% in luminosity. It is also the A-type supergiant with the strongest
wind found so far (M˙ = 3×10−6M yr−1 and v∞ 200 km s−1, Bresolin et al. 2001), cf. also Fig. 1.3. This
object consequently has no analogy at high resolution, and lack of experience might introduce additional sys-
tematic uncertainty into the analysis. In particular, the surface gravity and the microturbulent velocity may be
underestimated. One can expect that in the presence of such a strong stellar wind, the higher Balmer lines are no-
ticeably affected, so that fitting of the observed line strength in this case is inappropriate. Iinstead, the hydrostatic
modelling should indicate slightly stronger features, as in Fig. 7.3. The suspicion that the microturbulence is un-
derestimated is supported by a general trend for a progression of ξ with luminosity/wind momentum. Finally, the
spectral classification of NGC3621 #9, based on Galactic templates for approximately solar metallicity, can result
in a type that is too early, if the object is metal-poor, as its position in the outskirts of the galaxy would suggest.
All three effects on their own are expected to have a negligible effect on the analysis. However, they all point in
the same direction, stronger lines in the model spectra. Thus, the current analysis may overestimate the metallicity
because of the combined effect. Consequently, the value given in Table 7.1 has to be viewed as an upper limit.
Comparison with studies of H II regions
Abundance studies of H II regions in NGC 3621 and NGC 300 have already been performed. Zaritsky et al. (1994)
analysed 7 H II regions in the inner part of NGC 3621 for oxygen abundances, while Ryder (1995) gives results for
an extended sample of 23 H II regions in this galaxy, scattered over a large range of galactocentric distances. For
NGC 300, Deharveng et al. (1988) derive the oxygen abundance gradient from 20 H II regions, using their own
data, and observations from previous studies (Pagel et al. 1979; Webster & Smith 1983; D’Odorico et al. 1983;
Edmunds & Pagel 1984).
A summary of the available data on abundances from H II region studies is given in Fig. 7.10, where the
present results from the stellar analyses are also shown. In contrast to Fig. 5.12 the radial coordinate is now given
as a fraction of the isophotal radius (the radius at which the surface brightness equals 25.0 mag arcsec −2). These
radii are readily available from the literature, and they are typically preferred over absolute physical units (kpc)
in extragalactic studies, as they allow selection effects otherwise introduced by differences in the morphology
of various types of spiral galaxies to be avoided. Galaxy orientation parameters as used by Ryder (1995) and
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Figure 7.10: Oxygen abundances from H II regions in NGC 3621 (upper panel) and NGC 300 (lower panel) as a function of
fractional isophotal radius ρ/ρ0. In the upper panel, data from Ryder (1995, open diamonds) and from Zaritsky et al. (1994,
filled diamonds) are displayed, in the lower panel data from Deharveng et al. (1988, and references therein, open diamonds).
The arrows indicate lower limits to the oxygen abundance, typical error bars are shown in the lower left of each plot. Some
H II regions have been observed twice, in this case the corresponding symbols have been connected. The dotted lines are
least-squares fits to the data, and the dashed line visualises the oxygen gradient in NGC 300, if the calibration of Dopita &
Evans (1986) is used for the derivation of the abundances, instead of that of Zaritsky et al. (1994). Stellar abundances from
the present study are superimposed (filled circles). Note that oxygen abundances cannot be derived from the available A-type
supergiant spectra. Instead, the metallicity estimates are transformed into the given abundance scale, assuming [O/H] = [M/H].
For NGC3621 #9 (the object at larger galactocentric radius) only an upper limit for the stellar metallicity has been determined.
Deharveng et al. (1988) have been applied to produce the galactocentric radii of the supergiants. The stellar
abundance data fit the trend indicated by the H II regions well, and the uncertainties in the abundances from
both indicators are of comparable magnitude. Note that the nebular abundances depend on the calibration for
transforming the observed line fluxes into abundances, and significantly different interpretations may result from
the application of the various calibrations available from the literature, cf. also Fig. 7.10.
7.3 Outreach
Here, stars in galaxies beyond the Local Group have been analysed for the first time, and thus the versatility of
our spectrum synthesis technique has been demonstrated once more. The technique has now to be applied to a
larger sample of objects in external galaxies (like NGC 3621, and in particular NGC 300) in order to establish
quantitative spectroscopy of blue supergiants as a powerful diagnostic of extragalactic astrophysics, as many
of the questions posed in Sect. 5.4 can be also addressed at low resolution. However, the accessible volume
for observations of blue supergiants is increased by a factor of more than 10 4 at low resolution, using existing
large telescopes, so that objects in hundreds of galaxies can be investigated. Studies for a few tens of galaxies
will be needed to constrain correlations between present-day elemental abundances and other galactic properties,
which give indirect, but measurable, clues to the nature of galaxy formation and evolution. Blue supergiants are
therefore complementary to H II regions, providing an opportunity to access abundances for a much wider range
of chemical species. Finally, with the expected impact of blue supergiant studies on the extragalactic distance
scale – directly through the application of the WLR, and indirectly through improved Cepheid distances – one of
the important parameters of cosmology, the Hubble constant H 0, will be further constrained.
8 Conclusions & Prospects
The objective of this thesis was to improve the status of quantitative spectroscopy of BA-type supergiants and to
provide first applications on a sample of Galactic and extragalactic targets. It was shown that among the model
atmospheres available at present, the best suited for analyses of supergiants are line-blanketed classical LTE mod-
els. An investigation of the impact of various parameters such as helium abundance and line blanketing on the
atmospheric structure showed that for the most luminous objects an accurate treatment of these parameters is es-
sential for a quantitative analysis, whereas the less luminous supergiants show only a weak sensitivity. Spectrum
synthesis was used to model the line spectra. It is the only technique capable of providing analyses of spectra of
different qualities from low to high resolution, and able to cope with heavy line blending. The stellar parameters
were determined from purely spectroscopic indicators, from temperature and gravity sensitive ionization equi-
libria and the Balmer line wings. Elemental abundances were derived by modelling individual spectral features.
Several ten-thousand spectral lines from 28 chemical species were included in the line formation, allowing almost
the entire observed spectra to be reproduced. Non-LTE effects become important in blue supergiants, where a
strong radiation field at low particle densities favours deviations from LTE. Comprehensive model atoms were
therefore constructed for C I/II, N I/II, O I and Mg I/II in order to determine non-LTE level populations. Highly
accurate radiative and collisional atomic data recently determined for astrophysical and fusion research using the
R-matrix method in the close-coupling approximation were incorporated. In addition, model atoms for H , He I,
O II, S II/III, Ti II and Fe II were adopted from the literature, the atomic data being updated to more modern values
in some cases. Thus, an improved treatment for the main elements of astrophysical interest was achieved.
Extensive testing of the atomic data was performed for the nearby bright main sequence standard Vega (A0 V),
at well-determined stellar parameters and atmospheric structure. A high-resolution and low-noise spectrum with
large wavelength coverage from the visual to the near-IR was used for this purpose. Further tests were performed
for the Galactic supergiants η Leo, HD 111613, HD 92207 and β Ori, with similar high-quality spectra in order
to study the non-LTE effects across the parameter space. Accurate and consistent stellar parameters were derived
for these. Non-LTE ionization equilibria of several elements – typically N I/II, O I/II, Mg I/II and S II/III – agree
simultaneously, provided a realistic treatment of line-blocking is used. These parameters also constitute important
input data for further studies of the stellar winds of these objects. Accounting for non-LTE reduces the random
errors and removes systematic trends in the analyses. In particular, the improved treatment of electron collisions
largely removes long-standing discrepancies in analyses of lines from different spin systems of a given ion. The
computed non-LTE line profiles fit the observations well for the different species at a given elemental abundance.
In the parameter range covered, all lines from He I, C I/II, N I/II, O I/II and S II/III are significantly strengthened
by non-LTE effects; Mg II remains almost unaffected, except for the strongest lines; non-LTE weakening is found
for the lines of Mg I, Ti II and Fe II in supergiants. The nature of the non-LTE effects was investigated: non-LTE
strengthening generally occurs in conjunction with a strong overpopulation of metastable energy levels, while
non-LTE weakening is due to overionization of minor ionic species. In extreme cases, as for several strong
lines of N I and O I, non-LTE abundance corrections up to a factor of 50 to 100 are found, whereas typical
mean non-LTE abundance corrections for the diagnostic lines are within a factor of up to 3. Estimates of the
systematic uncertainties in the non-LTE abundance analysis of CNO and Mg were provided. Accounting for these
and random errors, it was shown that absolute elemental abundances can be derived with accuracies of ∼0.1 to
0.25 dex (1σ-uncertainties), depending on the element, in contrast to ∼0.2–0.3dex (only random contribution)
typically achieved in previous studies. The statistical significance of the analyses was also largely improved due
to the large wavelength coverage of the spectra, with many lines per element being available. In addition, hitherto
unaccounted effects on metal line strengths were found from the consistent treatment of microturbulence in the
non-LTE computations and line formation.
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The abundance analysis for Vega confirmed its status as a mild λ Bootis star: the light elements, CNO,
show an underabundance of ∼0.25 dex when compared to the solar composition, while the heavier elements are
depleted by ∼0.55 dex. All four Galactic supergiants have metallicities close to solar. The non-LTE abundances
for individual heavier elements in a star cluster around a mean offset to the solar composition, whereas in a
classical LTE analysis misleading ‘abundance patterns’ are seen. In particular, LTE analyses tend to overestimate
the abundances of the α–process elements and to underestimate the Iron Group abundances; this systematic
effect strengthens with increasing luminosity. It might be suspected that other elements with an atomic structure
comparable to the species investigated are susceptible to similar non-LTE mechanisms; these need to be quantified
in future studies. The increasing scatter of individual abundances around a mean value with increasing stellar
effective temperature and luminosity can be interpreted in terms of neglected effects in the atmospheric modelling.
Non-LTE effects on the atmospheric structure become more pronounced at higher temperature, while sphericity
and hydrodynamical outflow velocity fields are noticeable only for very luminous objects.
A similar analysis was performed on high-resolution spectra of supergiants in nearby Local Group galax-
ies, although at lower signal-to-noise ratios. VLT/UVES and Keck/HIRES spectra were available for this. One
early A-type supergiant near the centre of the dwarf irregular galaxy NGC 6822 was found to be metal-poor by
∼0.55 dex, confirming similar values from the literature, both from stellar and H II region studies. The non-LTE
overionization of Ti II shows a distinctive strengthening at this low metallicity. Two objects of early-A spectral
type were analysed in the giant spiral galaxy M 31, both located at a galactocentric distance of ∼12 kpc. The
objects have abundances compatible with and slightly above solar, also in good agreement with measurements
from close-by H II regions in M 31. The non-LTE effects follow the same trends as in the Galactic counterparts.
While indications were found that the abundances of the heavier elements in the supergiants cluster around a
mean value, distinctive abundance patterns for the light elements were derived, with enriched He and N, depleted
C, and O being compatible with the heavier element abundances. The predictions for chemical mixing from recent
stellar evolution models, accounting for mass-loss and rotation, could be verified: good agreement is found for
the He enrichment and the N/C ratios in the Galactic supergiants, whereas the observed N/O ratios are lower than
those from the models. With the presently achieved accuracy in the abundance determination, different stages
of stellar evolution – first crossing of the Hertzsprung-Russell diagram from the main sequence to the red vs. a
blue-loop scenario with first dredge-up abundances – can be distinguished with confidence. From the Galactic
sample, η Leo is apparently undergoing a blue-loop, while the other stars have directly evolved from the main
sequence. In the NGC 6822 and M 31 supergiants similar He enrichments and unchanged O abundances were
derived. However, as the diagnostic lines of the main indicators for mixing, C and N, are not covered by the
available spectra, further conclusions on their evolutionary status cannot be drawn at present.
Low-resolution spectra of supergiants in the Sculptor Group spiral galaxy NGC 300 and in NGC 3621 in the
field, at distances of 2.0 and 6.6 Mpc – well beyond the Local Group –, were recently obtained with FORS1 on
the VLT. In order to perform quantitative analyses of these stars, the applicability of the spectrum synthesis tech-
nique was tested on the most luminous Galactic sample star, HD 92207, its spectrum being artificially degraded
to FORS1 resolution. It was shown that the stellar parameters can be determined with sufficient accuracy from
the spectral classification and the Balmer line strengths to constrain the metallicity to ±0.2 dex. Also, individual
abundances for a few key elements of astrophysics can be determined at this resolution. Two early A-type super-
giants in NGC 3621 and two similar objects in NGC 300 were studied, each among the most luminous stars in
these galaxies. The objects have metallicities of slightly sub-solar to∼0.2× solar, typically, in concordance with
expectation from their position in their host galaxies. The stellar metallicities agree with literature data on abun-
dance gradients for these galaxies, as derived from H II regions; the reddening of the objects is compatible with
being due to Galactic foreground reddening. Analyses of stars at such distances were performed for the first time.
With the necessary analysis techniques developed, more such studies must follow in order to address the
astrophysical questions specified in the introduction. Blue supergiants in a dozen Local Group galaxies are
accessible to high-resolution spectroscopy, and the number is increased to several hundreds at low resolution,
using existing large telescopes. In the course of this thesis high-resolution spectra of the 20 brightest supergiants
in both Magellanic Clouds have been obtained, and additional data for a similar number of luminous Galactic
supergiants. The analysis will provide a huge amount of information not only on these objects and their host
galaxies, but will also allow a calibration of the WLR with respect to metallicity. Also, an investigation of the
other supergiants in NGC 3621 and NGC 300 will follow in order to establish quantitative spectroscopy of blue
supergiants as a powerful diagnostic of extragalactic astrophysics. Finally, further development of the non-LTE
analysis technique is highly desirable and will be achieved by an extension of the non-LTE model atom database.
Appendix
In this appendix details of the study of systematic effects in atmospheric modelling and on the spectral line
analysis are provided.
A.1 Model Atmospheres: Influence of Various Factors
The effects of a variation of helium abundance, metallicity and microturbulence on the model atmospheres are
investigated on the following pages. For the Galactic sample supergiants of lowest and highest luminosity, η Leo
and HD 92207, the resulting atmospheric structures and theoretical non-LTE profiles for diagnostic lines are
compared. All atmospheric structures are computed with ATLAS9, accounting for line-blanketing.
A.2 Line Data
Table A.1 summarises the results from the abundance analysis of different chemical species in the sample stars
with high-resolution spectra. The first block includes the central wavelength λ (in A˚) of the line, the excitation
potential of the lower level χ (in eV), the log gf value of the transition, an accuracy indicator and the reference
for the oscillator strength. Then, for each of the eight sample stars the measured equivalent width W λ (in mA˚)
is tabulated, followed by the derived abundance log ε(X)= log(NX/NH) + 12. In cases with an entry for the
non-LTE abundance correction ∆log ε= log εNLTE− log εLTE this denotes a non-LTE abundance, otherwise an
LTE abundance. For He I only non-LTE abundances are derived.
In general, only weak (Wλ 150 mA˚) and unblended features are used for the abundance analysis. In some
cases blended lines are also considered, provided the contributions from the different features can be separated,
e.g. for metal lines formed in the broad wings of the hydrogen lines. These are marked by ‘S’; the equivalent
width (in parentheses) is then measured against the local continuum as defined by the Balmer/Paschen wing.
Note that the abundances are always derived from spectrum synthesis and not from the equivalent widths alone.
Average values for abundances of the individual ionic species are given in Tables 5.2 and 5.9. Entries in italics
are not used for the averaging.
The accuracy indicators and the sources for the gf -values are itemized in the following. Most of the gf -data
was retrieved from the atomic spectra database (V2.0) of the National Institute of Standards and Technology
(cf. the paragraph ‘internet resources’ in the bibliography). This also provides the information on the accuracy of
the oscillator strengths. Finally, the sources of the Stark broadening parameters are listed. Additional information
on atomic data used for the line-formation calculations can be found in Sects. 3.2 and 3.3.
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Figure A.1: Influence of the helium abundance on the atmospheric structure: temperature structure (top) and electron density
(bottom) for two supergiant models as a function of the Rosseland optical depth. On the left for the luminosity class Ib with
stellar parameters (except helium abundance) according to our model for η Leo, on the right for the luminosity class Iae
(HD 92207). Full line: y= 0.089 (solar value), dotted line: y= 0.15. In the inset, the formation region for weak lines is
enlarged.
Helium abundance
The influence of a varying helium abundance on the atmospheric structure – exemplary on the temperature and
electron density structure – is shown in Fig. A.1. The test is performed for the η Leo and HD 92207 models, with
all parameters fixed to the values from the detailed analysis summarised in Table 5.1, except for the helium con-
tent, for which two values are chosen: the solar and an enhanced abundance of y= 0.15. Almost no effect on the
run of the temperature with optical depth is found at both luminosity classes. In contrast, the density shows a sen-
sitivity to helium enhancement through the increase in the mean molecular weight, as noticed by Kudritzki (1973).
The relative increase in density strengthens with decreasing surface gravity. The effects of an enhanced helium
abundance on selected diagnostic lines are displayed in Fig. A.2. All profiles are calculated on the basis of the
previously determined models. Magnesium abundances are adopted from Table 5.2, the helium content in the
line formation calculations corresponds to the values from the atmospheric modelling. As a matter of course, the
He I lines become notably strengthened, as demonstrated for the singlet line He I λ4387 and the triplet feature
He I λ4471. At luminosity class Ib, the Balmer lines (exemplary, H δ) are practically unaffected and the ionization
equilibrium of Mg I/II holds, as the lines of both ionic species (represented by Mg I λ5183 and Mg II λ4390) are
only marginally strengthened by the locally increased absorber density. Near the Eddington limit, this picture
changes completely. The Balmer lines are noticeably broadened through an intensified Stark effect, simulating a
higher surface gravity in less careful analyses. A marked strengthening of the Mg I lines is noticed, as the ioniza-
tion balance is shifted in favour of the neutral species through the increased electron density. In addition, the lines
from both ionic species of magnesium are strengthened by the locally increased absorber density: the combined
effects result in a higher effective temperature from Mg I/II, when the helium enhancement is neglected.
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Figure A.2: Comparison of theoretical line profiles for diagnostic lines at the two different helium abundances. The same
designations as in Fig. A.1 are used and the profiles are broadened accounting for instrumental profile, rotation and macrotur-
bulence (see Table 5.1).
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Figure A.3: Same as Fig. A.1, but for the effects of varying metallicity on the atmospheric line blanketing. The atmospheres
have been computed using ODFs with [M/H] = 0.0,−0.3,−0.7 and −1.0 dex (full, dotted, dashed, dashed-dotted lines) for
otherwise unchanged parameters.
Line blanketing: metallicity
The influence of the metallicity on the atmospheric line blanketing is displayed in Fig. A.3 in analogy to the
previous study. All parameters are kept fixed except the metallicity of the ODFs used for the model compu-
tations. A model sequence for four metallicities, spanning a range from solar to 0.1× solar abundances, is
compared. The ODF at [M/H] =−0.7 is linearly interpolated from the published ODFs at [M/H] =−0.5 and
−1.0 (Kurucz 1993a). In the Ib model, the density structure is hardly affected and the local temperatures in the
line-formation region differ by less than 100 K for a change of metallicity within a factor of ten. This difference
increases to almost 200 K close to the Eddington limit: the higher the metallicity, the stronger the backwarming
and the corresponding surface cooling due to line blanketing. In addition, the density structure is also notably
altered, to a larger extent as in the case of a moderately increased helium abundance. Radiative acceleration
diminishes for decreasing metallicity and thus the density rises. The corresponding effects on the line profiles are
summarised in Fig. A.4. In the Ib supergiant model, an appreciable effect is noticed only for the highly tempera-
ture sensitive He I and Mg I lines. Again, in the Iae model all the diagnostic lines are changed considerably, most
extremely in the case of the Mg I line which experiences a strengthening by a factor of almost three. Ignoring
the metallicity effect on the line blanketing in detail will result in significantly altered stellar parameters from the
analysis.
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Figure A.4: Same as Fig. A.2, but accounting for line blanketing at different metallicity. The same designations as in Fig. A.3
are used.
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Figure A.5: Same as Fig. A.1, but for the effects of varying the microturbulence on the atmospheric line blanketing. The
atmospheres have been computed using ODFs with ξ= 8, 4 and 2 km s−1 (full, dotted, dashed lines) for otherwise unchanged
parameters.
Line blanketing: microturbulence
Microturbulence has a similar impact on the atmospheric line blanketing as metallicity. An increase in the micro-
turbulent velocity strengthens the backwarming effect as does an increase in the metallicity, since a larger fraction
of the radiative flux is being blocked. The resulting atmospheric structures from a test with ODFs at three dif-
ferent values for microturbulence, for ξ= 2, 4 and 8 km s−1, and otherwise unchanged parameters are shown in
Fig. A.5. In both stellar models the local temperatures in the line-formation region are increased by∼100 K when
moving from the lowest to the highest value of ξ. A noticeable change of the density structure is only seen in the
Iae model. The corresponding changes in the line profiles are displayed in Fig. A.6. The same effects are found
as in the case of a varied metallicity, however less pronounced. Nevertheless, such details should not be ignored
in analyses aiming at high accuracy.
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Figure A.6: Same as Fig. A.2, but accounting for line blanketing at different microturbulence. The same designations as in
Fig. A.5 are used.
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Table A.1: High-resolution spectroscopy: line data
Vega η Leo HD 111613 HD 92207 βOri NGC 6822 m M 31 41-3712 M 31 41-3654
λ (A˚) χ (eV) log gf Acc. Src. Wλ(mA˚) log ε ∆ log ε Wλ(mA˚) log ε ∆ log ε Wλ(mA˚) log ε ∆ log ε Wλ (mA˚) log ε ∆ log ε Wλ(mA˚) log ε ∆ log ε Wλ(mA˚) log ε ∆ log ε Wλ(mA˚) log ε ∆ log ε Wλ(mA˚) log ε ∆ log ε
He I:
3819.60 20.96 −0.97 B WSG . . . . . . . . . S 11.17 . . . S 11.07 . . . . . . . . . . . . S 11.24 . . . S 10.93 . . . . . . . . . . . . . . . . . . . . .
3819.61 20.96 −1.19 B WSG
3819.76 20.96 −1.67 B WSG
3867.47 20.96 −2.06 B WSG . . . . . . . . . S 11.22 . . . S 11.06 . . . S 11.15 . . . 86 11.18 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3867.48 20.96 −2.28 B WSG
3867.63 20.96 −2.75 B WSG
3871.79 21.22 −1.85 C WSG . . . . . . . . . S 11.24 . . . . . . . . . . . . . . . . . . . . . 132 11.13 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3926.54 21.22 −1.65 A WSG . . . . . . . . . S 11.11 . . . . . . . . . . . . 42 11.17 . . . S 11.17 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3964.73 20.62 −1.30 A WSG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . S(152) 11.24 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4009.26 21.22 −1.47 C WSG . . . . . . . . . . . . . . . . . . . . . . . . . . . 47 11.14 . . . 156 11.16 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4023.98 21.22 −2.58 B WSG . . . . . . . . . S 11.17 . . . . . . . . . . . . . . . . . . . . . S 11.19 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4026.18 20.96 −2.63 A WSG . . . . . . . . . S 11.14 . . . S 11.02 . . . 126 11.10 . . . S 11.16 . . . S 11.09 . . . . . . . . . . . . . . . . . . . . .
4026.19 20.96 −0.63 A WSG
4026.20 20.96 −0.85 A WSG
4026.36 20.96 −1.32 A WSG
4120.81 20.96 −1.74 B WSG . . . . . . . . . S 11.17 . . . 27 11.07 . . . 39 11.17 . . . 118 11.20 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4120.82 20.96 −1.96 B WSG
4120.99 20.96 −2.44 B WSG
4143.76 21.22 −1.20 B WSG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . S 11.23 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4168.97 21.22 −2.34 A WSG . . . . . . . . . 11 11.19 . . . 10 11.14 . . . . . . . . . . . . 43 11.17 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4387.93 21.22 −0.88 A WSG . . . . . . . . . S 11.17 . . . S 11.13 . . . 80 11.18 . . . S 11.14 . . . S 11.00 . . . . . . . . . . . . S 11.20 . . .
4437.55 21.22 −2.03 B WSG . . . . . . . . . 10 11.15 . . . . . . . . . . . . . . . . . . . . . 56 11.19 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4471.47 20.96 −0.20 A WSG S 11.02 . . . S 11.16 . . . S 11.00 . . . S 11.06 . . . S 11.23 . . . S 10.99 . . . S 11.21 . . . S 11.23 . . .
4471.49 20.96 −0.42 A WSG
4471.68 20.96 −0.90 A WSG
4713.14 20.96 −1.23 B WSG 6 11.05 . . . 43 11.18 . . . 40 11.12 . . . 58 11.17 . . . 164 11.15 . . . . . . . . . . . . . . . . . . . . . S 11.26 . . .
4713.16 20.96 −1.45 B WSG
4713.38 20.96 −1.93 B WSG
4921.93 21.22 −0.44 A WSG . . . . . . . . . 70 11.19 . . . S 11.08 . . . S 11.19 . . . . . . . . . . . . S 11.03 . . . . . . . . . . . . . . . . . . . . .
5875.60 20.96 −1.52 A WSG 26 11.03 . . . 161 11.24 . . . 142 11.05 . . . 248 11.09 . . . . . . . . . . . . S 10.92 . . . . . . . . . . . . . . . . . . . . .
5875.61 20.96 0.48 A WSG
5875.63 20.96 −0.34 A WSG
5875.64 20.96 0.14 A WSG
5875.97 20.96 −0.22 A WSG
C I:
4228.33 7.68 −2.27 D LP S(7) 8.39 −0.02 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4371.37 7.68 −1.96 B− WFD S(12) 8.32 −0.01 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4771.74 7.49 −1.87 C WFD S(22) 8.38 −0.04 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4775.90 7.49 −2.30 C WFD S(10) 8.35 −0.02 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4932.05 7.68 −1.70 B LP S(18) 8.27 −0.02 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5052.17 7.68 −1.45 C LP 35 8.29 −0.01 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5380.34 7.68 −1.62 B WFD 21 8.19 +0.01 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5668.94 8.54 −1.43 C LP 9 8.18 −0.03 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
6013.17 8.65 −1.31 D WFD 13 8.08 −0.03 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
6013.21 8.65 −1.67 D WFD
6014.83 8.64 −1.59 D WFD 7 8.29 −0.02 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
6587.61 8.54 −1.00 B WFD S 8.20 −0.02 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
6828.12 8.54 −1.51 C LP 7 8.19 −0.02 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
7100.12 8.64 −1.47 B WFD 9 8.28 −0.02 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
7108.93 8.64 −1.59 B WFD S 8.05 −0.03 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
7111.47 8.64 −1.09 B− WFD 14 8.14 −0.06 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
7113.18 8.65 −0.77 B− WFD 21 8.03 −0.05 5 8.03 −0.21 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
7115.17 8.64 −0.94 B− WFD 21 8.10 −0.06 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
7115.18 8.64 −1.47 B WFD
7116.99 8.65 −0.91 B WFD 21 8.17 −0.06 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
7119.66 8.64 −1.15 B WFD S 8.17 −0.05 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
9078.29 7.48 −0.58 B WFD S 8.23 −0.38 S 7.88 −0.32 S 8.05 −0.48 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
9088.51 7.48 −0.43 B WFD S 8.40 −0.80 S 8.01 −0.52 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
9111.81 7.49 −0.30 B WFD S 8.31 −0.81 S 7.82 −0.40 S 8.15 −0.62 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
C II:
4267.00 18.05 0.56 C+ WFD . . . . . . . . . 36 8.17 −0.18 40 8.18 −0.28 66 8.33 −0.32 158 8.10 −0.41 . . . . . . . . . . . . . . . . . . . . . . . . . . .
4267.26 18.05 0.74 C+ WFD
5132.95 20.70 −0.21 B WFD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9 8.20 −0.19 . . . . . . . . . . . . . . . . . . . . . . . . . . .
5133.28 20.70 −0.18 B WFD
6151.27 20.84 −0.15 D F . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . S 8.16 +0.01 . . . . . . . . . . . . . . . . . . . . . . . . . . .
6151.53 20.84 0.02 D F
6578.05 14.45 −0.03 B WFD . . . . . . . . . S(12) 8.12 −0.15 28 8.25 −0.28 S(72) 8.43 −0.47 S(230) 8.55 −1.08 . . . . . . . . . . . . . . . . . . . . . . . . . . .
6582.88 14.45 −0.33 B WFD . . . . . . . . . S 8.00 −0.13 17 8.30 −0.26 S(51) 8.50 −0.46 S(269) 8.54 −0.90 . . . . . . . . . . . . . . . . . . . . . . . . . . .
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Accuracy indicators for the gf -values:
AA uncertainties within 1%
A uncertainties within 3%
B uncertainties within 10%
C uncertainties within 25%
D uncertainties within 50%
E uncertainties greater than 50%
X uncertainties unknown
Sources of the gf -values:
BMZ Butler et al. (1993)
BMZb Butler et al. (available electronically from TOPBASE)
CA Coulomb approximation, Bates & Damgaard (1949)
D Davidson et al. (1992)
F Fernley et al. (available electronically from TOPBASE)
FMW Fuhr et al. (1988)
FW Fuhr & Wiese (1998)
KB Kurucz & Bell (1995)
KP Kurucz & Peytremann (1975)
LP Luo & Pradhan (1989)
MEL Mendoza et al. (available electronically from TOPBASE)
MFW Martin et al. (1988)
S Sigut (1999)
T Taylor (available electronically from TOPBASE)
WFD Wiese et al. (1996)
WSG ∗ Wiese et al. (1966)
WSM ∗ Wiese et al. (1969)
∗ gf -values are replaced by updated data from Fuhr & Wiese (1998) where available
Sources of the Stark broadening parameters:
H I Vidal et al. (1973), Stehle´ & Hutcheon (1999)
He I Barnard et al. (1969, 1974), Dimitrijevic´ & Sahal-Bre´chot (1990)
C I Griem (1974), Cowley (1971)
C II Griem (1964, 1974), Cowley (1971)
N I/II Griem (1964, 1974), Cowley (1971)
O I/II Cowley (1971)
Ne I Griem (1974), Cowley (1971)
Na I Griem (1974)
Mg I Dimitrijevic´ & Sahal-Bre´chot (1996), Cowley (1971)
Mg II Griem (1964, 1974), Cowley (1971)
Al I Griem (1974), Cowley (1971)
Al II Griem (1964, 1974), Cowley (1971)
Al III Cowley (1971)
Si II Lanz et al. (1988), Griem (1974), Cowley (1971)
Si III Cowley (1971)
P II Cowley (1971)
S I Griem (1974), Cowley (1971)
S II/III Cowley (1971)
Ca I Dimitrijevic´ & Sahal-Bre´chot (1999), Cowley (1971)
Ca II Griem (1974), Cowley (1971)
Iron Group (Sc – Ni) Cowley (1971)
Sr II Cowley (1971)
Ba II Dimitrijevic´ & Sahal-Bre´chot (1997)
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