Abstract. We discuss recursive formulas for Branson's Q-curvatures. These formulas present Q-curvatures of any order on manifolds of even dimension in terms of lower order Q-curvatures and lower order GJMS-operators. They are universal in the sense that their formulation does not depend on the dimension of the underlying space. We introduce two algorithms of different nature for the computation of the coefficients in the universal recursive formulas. One of these rests on the theory of residue families ([25]). The second algorithm recursively generates systems of interpolation polynomials. These are used to describe all coefficients in terms of their values on the natural numbers. We formulate two conjectures. These concern the equivalence of both algorithms, and the actual coincidence of the resulting formulas with Q-curvature. Full proofs are given for Q 4 and Q 6 for general metrics, and for Q 8 for conformally flat metrics. We display explicit (conjectural) formulas for Q-curvatures of order up to 16. The high order cases are tested for round spheres of even dimension and Einstein metrics.
under conformal changesĥ = e 2ϕ h of the metric. These operators were derived in [21] from the powers of the Laplacian of the Fefferman-Graham ambient metric ( [14] , [13] ). For 2N > n, the construction in [21] is obstructed by the FeffermanGraham tensor. More sharply, in that range it is impossible to construct a conformally covariant operator (for all metrics) by adding lower order terms to ∆ N ( [19] , [16] ). On the other hand, if such operators exist, they are not uniquely determined by conformal covariance. In the following, P 2N will denote the operators constructed in [21] , and they will be referred to as the GJMS-operators. P 2 and P 4 are the well-known Yamabe and Paneitz operator which are given by P 2 = ∆ − n 2 −1 J,
respectively. Here
Ric− τ 2(n−1) h is the Schouten tensor of h, τ denotes the scalar curvature, and J = τ 2(n−1) is the trace of P. # denotes the natural action of symmetric bilinear forms on 1-forms. Explicit expressions for the higher order operators P 2N for N ≥ 3 are considerably more complicated.
The GJMS-operators P 2N give rise to a finite sequence Q 2N (1 ≤ N ≤ n 2 ) of Riemannian curvature invariants according to (1.1) P 2N (h)(1) = (−1) N n 2 −N Q 2N (h) (see [5] ). Q 2N is a curvature invariant of order 2N, i.e., it involves 2N derivatives of the metric. In the following, the quantities Q 2N (h) will be called the Qcurvatures of h.
In particular, we find (1.2) Q 2 = J and Q 4 = n 2 J 2 −2|P| 2 −∆J.
Explicit formulas for Q 2N for N ≥ 3 are considerably more complicated.
The critical GJMS-operator P n and the critical Q-curvature Q n play a special role. In that case, (1.1) does not define Q n , however. Instead, Q n arises by continuation in dimension from the subcritical Q-curvatures Q 2N (2N < n). The pair (P n , Q n ) satisfies the fundamental identity (1.3) e nϕ Q n (ĥ) = Q n (h) + (−1) n 2 P n (h)(ϕ).
It shows that the transformation of Q n under conformal changes of h is governed by the linear differential operator P n . This is one of the remarkable properties of Branson's Q-curvature Q n . (1.3) implies that, for closed M, the total Q-curvature
is a global conformal invariant. Despite the simple formulas (1.2), it remains notoriously difficult to find good expressions for Q-curvatures of higher order. Explicit formulas for Q 6 and Q 8 in arbitrary dimension were given in [17] . For conformally flat metrics and general dimensions, Q 6 already appeared in [5] .
It is natural to expect that the complexity of the quantities Q 2N increases exponentially with the order. This is one of the aspects in which its behaviour resembles that of the heat coefficients of self-adjoint elliptic differential operators. The relations between both quantities are much more substantial, though. The problem to understand the structure of heat coefficients of conformally covariant operators was actually one of the origins of the notion of Q-curvature ( [4] ). Explicit formulas for heat coefficients are known only for sufficiently small orders. There is an extensive literature devoted to such formulas (see [28] for a recent review).
The lack of information concerning the structure of high order Q-curvatures presently seems to obstruct the understanding of its nature and its proper role in geometric analysis (see [26] for a review in dimension 4).
In the present work we shed new light on the Q-curvatures by introducing formulas for all Q-curvatures which emphasise their recursive structure. The identities (Conjecture 3.1) express all Q-curvature quantities in terms of lower order GJMS-operators acting on lower order Q curvatures. In (1.5), the sum runs over all (ordered) partitions I of integers in [1, N − 1] as sums of natural numbers. For the partition I = (I 1 , . . . , I m ), the operator P 2I is defined as the composition P 2I 1 • · · · • P 2Im of GJMS-operators, and |I| = i I i . Finally, the operatorP 2 (h) denotes the Yamabe operator of the conformal compactification dr 2 + h r of the Poincaré-Einstein metric of h (the relevant constructions are reviewed in Section 2).Q 2 is Q 2 for the metric dr 2 + h r , and i * restricts functions to r = 0. The rational coefficients a (N ) I in (1.5) are generated by an algorithm which naturally originates from the theory of residue families ( [25] ).
It also seems to be natural to ask for recursive formulas for Q 2N which only rest on lower order GJMS-operators and lower order Q-curvatures of the same metric. In view of the contribution i recursive formulas for general Q 2N has been an open problem since the invention of Q-curvature (see [8] ). (1.5) provides some answer.
(1.5) shows that the structure of the constant term of any GJMS-operator is influenced by all lower order GJMS-operators. This emphasises the enormous complexity of the GJMS operators. The recursive structure for Q-curvature seems to be a phenomenon which is not known to have analogs for related quantities as, for instance, the heat coefficients (see (1.17) ).
The second basic feature of (1.5) is that the coefficients a
do not depend on the dimension of the underlying manifold. We refer to this property of (1.5) as universality.
The universal formula for Q 4 states that
. This formula is valid in all dimensions n ≥ 3, i.e., (1.6) is universal. In fact, it reads
This shows the equivalence of (1.6) and the traditional formula (1.2) for Q 4 . The presentation (1.6) is distinguished by the fact that it is uniform for all dimensions. It is the first example of analogous formulas for higher order Q-curvature. A disadvantage of (1.6) is that the fundamental transformation law (1.3) in the critical dimension n = 4 is less obvious. In this aspects, (1.6) resembles the holographic formula (1.20) . Next, we make explicit the coefficients in (1.5) for Q 6 and Q 8 . The formula for Q 8 is displayed here for the first time.
In dimension n = 6, we have
Direct calculations show that the same formula yields Q 6 in all dimensions n ≥ 6, i.e., (1.7) is universal. (1.7) is equivalent to a formula of Gover and Peterson ([17] ). Note also that in dimension n = 6 the contribution (B, P) (B denotes a version of the Bach tensor) in (1.8) Q 6 = 16 tr(P 3 ) − 24J|P| 2 + 8J 3 + 8(B, P) + divergence terms (see [22] , [25] ) is covered by the term
in (1.7). For full details around (1.6) and (1.7) we refer to [25] .
In dimension n = 8, we find
The relation between (1.9) and the Gover-Peterson formula ( [17] ) for Q 8 is not yet fully understood. The coefficients a (N ) I in (1.5) are generated by an algorithm which rests on the factorisation identities for residue families (we refer to Section 2 for the definition of the relevant concepts). This algorithm only involves linear algebra. But since the complexity of calculations increases exponentially with N, these quickly become laborious. Therefore, it would be optimal to have closed formulas for the coefficients. Instead of searching for closed formulas, we attempt to resolve the algorithm by relating it to another but much simpler algorithm which deals with polynomials instead of operators.
The idea is the following. We introduce an algorithm for the generation of a system of polynomials. It associates a canonical polynomial r I to any (ordered) partition I. The degree of r I is 2|I|−1. Then, for any I, the values of r I on the natural numbers yield the coefficients a in (1.9) is a relative of the operator
in (1.7), and also yields its relatives in the analogous representations of all higher order Q-curvatures. The complexity of the structure of a
increases with the number of items in the partition I. The simplest coefficients are those for the trivial partitions I = (k). In order to describe the contribution of
with a polynomial r (k) of degree 2k − 1. Then the polynomial r (k) is an interpolation polynomial which is characterized by its 2k values r (k) (−i) = 0 for all i = 1, . . . , k − 1,
These conditions are equivalent to the requirement that r (k) is constant on the set S(k) and has the constant term
Thus the interpolation formula (1.10) for the coefficients a (N ) (k) is linked with an interpolation problem on half-integers and integers in the interval [−k, 1 2 ]. For general partitions I, the polynomials r I are interpolation polynomials, too. However, the interpolation data are more complicated. The basic observation is that those for r I are recursively determined by those of polynomials r J which are associated to sub-partitions J of I. The corresponding recursive relations are non-linear (see (4.8), (4.7)). By iteration, they can be used to generate r I from the polynomials r (k) , where k runs through the entries of I.
In the special case of partitions I = (j, k) with two entries, the polynomial r (j,k) (of degree 2j + 2k − 1) is characterized by the j + k − 1 conditions (1.12) r (j,k) (−i) = 0 for all i = 1, . . . , j + k, i = k,
− (j + k) , and the relation (1.14)
(1.13) is equivalent to the condition that the left hand side is constant on the set S(j + k). The value of that constant is determined by the additional recursive relation (1.14) for the constant term of r (j,k) . For the corresponding coefficients in the universal recursive formula we get the following generalization of (1.10):
For the details we refer to Section 4.
We close the present section with a number of comments. Branson introduced the quantity Q n in order to systematize the study of extremal properties of functional determinants of the Yamabe operator P 2 (and other conformally covariant differential operators). The central idea is to decompose the conformal anomalies of the determinants as sums of a universal part (given by Q-curvature), locally conformally invariant parts (which vanish in the conformally flat case) and divergence parts with local conformal primitives ( [4] , [5] , [6] , [7] , [8] ). The concept rests on the observation that heat coefficients of conformally covariant differential operators display similar conformal variational formulas as Q-curvatures Q 2j . We briefly describe that analogy in the case of the Yamabe operator D = −P 2 . Assume that D is positive. The coefficients a j in the asymptotics
of the trace of its heat kernel are Riemannian curvature invariants which satisfy the conformal variational formulas
Here the notation • is used to indicate the infinitesimal conformal variation
of the functional F . In particular, the integral
is a global conformal invariant. The conformal variational formula
shows the significance of a n as a conformal anomaly of the determinant. For the details we refer to [9] , [10] . The conformal invariance of (1.17) has strong implications. In fact, when combined with the Deser-Schwimmer classification of conformal anomalies (proved by Alexakis in the fundamental work [1] ), it implies that a n is a linear combination of the Pfaffian, a local conformal invariant and a divergence. The existence of such a decomposition also follows for the global conformal invariant (1.4). The conformal invariance of (1.4) is a consequence of
The problem to find explicit versions of these decompositions is more difficult.
A third series of related scalar curvature quantities, which in recent years naturally appeared in connection with ideas around the AdS/CFT-correspondence, are the holographic coefficients v 2j . These quantities describe the asymptotics of the volume form of Poincaré-Einstein metrics (Section 2). Here
, and the integral
is a global conformal invariant ( [20] ). v n is the conformal anomaly of the renormalized volume of conformally compact Einstein metrics ( [20] ). The problem to understand the parallel between renormalized volumes and functional determinants is at the center of the AdS/CFT-duality ( [12] , [24] ).
Graham and Zworski [23] discovered that the global conformal invariants (1.18) and (1.4) are proportional. Moreover, the formula ( [22] , [25] )
for the critical Q-curvature completely expresses Q n in terms of holographic data, v 2j and T 2j (0), of the given metric. For the definition of the differential operators T 2j (0) we refer to Section 2. In dimension n = 4, (1.19) states that (1.20)
J, this is equivalent to (1.2). (1.19) implies that in the conformally flat case the Pfaffian appears naturally in Q n (as predicted by the Deser-Schwimmer classification). Although in that case all holographic coefficients v 2j are known, Q n is still very complex. The complexity is hidden in the differential operators T 2j (0) which define the divergence terms. (1.5) sheds new light on these divergence terms by replacing the coefficients v 2j by Q 2j , and T * 2j (0) by sums of compositions of GJMS-operators. Finally, we note that the coefficients v 2j for 2j = n give rise to interesting variational problems ( [11] ). In the conformally flat case, v 2j is proportional to tr(∧ j P), and the functionals M tr(∧ j P)vol were first studied by Viaclovski in [29] . The variational nature of the functionals M tr(∧ j P) has been clarified by Branson and Gover ([3] ).
The paper is organized as follows. In Section 2 we describe the theoretical background from [25] . In Section 3 we formulate the universal recursive formula in full generality, and discuss the status of this conjecture. In particular, we derive (1.7) and (1.9) for conformally flat metrics, and describe a part of the structure in terms of a generating function G. In Section 4 we relate the functions N → a (N ) I to certain interpolation polynomials r I which are generated by recursive relations. All formulated structural properties are obtained by extrapolation from numerical data (Section 6). The general picture is described in Section 4.1. Section 4.2 serves as an illustration. In particular, we reproduce all coefficients in the universal recursive formulas for Q 2N (N ≤ 5) in terms of the values of the polynomials r I . In Section 5 we formulate some natural open problems. In the Appendix we display explicit versions of the universal recursive formulas for Q 10 , Q 12 , Q 14 and Q 16 , test the universality of these expressions by evaluation on round spheres of any even dimension, and list a part of the numerical data from which the conjectures have been distilled.
The present paper combines theoretical results of [25] with computer experiments using Mathematica with the NCAlgebra package. The computer allowed to enter the almost unexplored world of Q-curvatures of order exceeding 8. The transformations of a large number of algorithms into effective programs is the work of the first named author.
The recursive structure of residue families
We derive recursive formulas for critical Q-curvatures by combining the identity (2.1) [25] ), which detects Q n in the linear part of the critical residue family D res n (λ), with the recursive structure of residue families. We recall the construction of residue families D res 2N (h; λ) and review their basic properties ( [25] ). For 2N ≤ n, the families D res 2N (h; λ), λ ∈ C are natural one-parameter family of local operators
They are completely determined by the metric h. Their construction rests on the Poincaré-Einstein metrics with conformal infinity [h] ([14], [13]).
A Poincaré-Einstein metric g associated to (M, h) is a metric on (0, ε) × M (for sufficiently small ε) of the form
where h r is a one-parameter family of metrics on M so that h 0 = h and
The Taylor series of h r is even in r up to order n. More precisely,
In (2.3), the coefficients h (2) , . . . h (n−2) and tr(h (n) ) are determined by h (0) = h 0 = h. These data are given by polynomial formulas in terms of h, its inverse, and covariant derivatives of the curvature tensor. Let
Here vol refers to the volume forms of the respective metrics on M. The co-
) are given by local formulas in terms of h, its inverse, and the covariant derivatives of the curvature tensor. v n is the holographic anomaly of the asymptotic volume of the Poincaré-Einstein metric g ( [20] ).
Here i * restricts functions to r = 0, and the holographic coefficients v 2j act as multiplication operators.
The rational families T 2j (h; λ) of differential operators on M arise by solving the asymptotic eigenfunction problem for the Poincaré-Einstein metric. In other words, T 2j (h; λ) is given by
describes the asymptotics of an eigenfunction u so that
In particular, the operators T 2j (h; 0) describe the asymptotics of solutions of the Dirichlet problem at infinity. Note that the asymptotics of an eigenfunction u for ℜ(λ) = n 2 contains a second sum with leading exponent n − λ. This sum is suppressed in (2.4). The renormalized families
are polynomial in λ. They satisfy P 2j (λ) = ∆ j + LOT for all λ and
Formal adjoints of T 2j (h; λ) are taken with respect to the scalar product defined by h. The family D res 2N (h; λ) is conformally covariant in the following sense. The Poincaré-Einstein metrics of h andĥ = e 2ϕ h are related by
where κ is a diffeomorphism which fixes the boundary r = 0. Then we have
For the proof of (2.5) one interprets the family as a residue of a certain meromorphic family of distributions ( [25] ). Now assume that h is conformally flat. Then for
factorizes into the product of a lower order residue family and a GJMS-operator:
The additional factorization identities which involve higher order GJMS-operators for dr 2 + h r ([25]) will not be important in the present paper. The factorization identities should be regarded as curved versions of multiplicity one theorems in representation theory.
For j = N, (2.6) states that
In particular, the critical residue family D res n (h; λ) specializes to the critical GJMS-operators at λ = 0:
The factorization identities in (2.6) and the identity (2.7) are of different nature. The identities in (2.6) actually hold true without additional assumptions on h. In [25] it is shown that this can be derived as a consequence of the identification of P 2N as the residue of the scattering operator ( [23] ). (2.7) is more difficult and presently only known for general order under the assumption that h is conformally flat. In that case, the identity follows from the conformal covariance (2.5) of the family, together with a corresponding factorization in the flat case.
The universal recursive formula
In the present section we formulate a conjectural recursive representation of all Q-curvature quantities and describe its status.
Conjecture 3.1 (Universal recursive formula). Let n be even and assume that 2N ≤ n. Then the Q-curvature Q 2N on Riemannian manifolds of dimension n can be written in the form
with certain rational coefficients a 
The operatorP 2 (h) denotes the Yamabe operator of the conformal compactification dr
2 + h r of the Poincaré-Einstein metric of h (Section 2).Q 2 is Q 2 for the metric dr 2 + h r . In more explicit terms,
The coefficients a (N ) I are generated by an algorithm which will be described below. It rests on the factorization identities of residue families (Section 2). Before we describe the algorithm, some comments are in order.
The sum in (3.1) runs over ordered partitions I = (I 1 , . . . , I m ). This reflects the fact that the GJMS-operators do not commute.
The sum in (3.1) contains 2 N −1 −1 terms. Alternatively, (3.1) can be viewed as a formula for the function
which is associated to a Poincaré-Einstein metric on the space (0, ε) × M. From that point of view, it states that the restriction of the functionP
(Q 2 ) to M can be expressed in terms of boundary data:
Here we use the convention P
are of the form
In particular, α (N ) 0 = −1. For the flat metric, the lower order terms in (3.6) vanish.
In Table 3 .1 we display the values of the coefficients α
The latter formula confirms the symmetry relation
which is clearly suggested by Table 3 .1. In particular,
Next, we observe that the coefficients α (N ) j can be read off from a generating function. Let
In fact, (3.8) is equivalent to
where (a) n = a(a+1) . . . (a+n−1). But using
we find that the coefficient of
This proves (3.11).
It is well-known that Q 2N = (−1) N −1 ∆ N −1 J, up to terms with fewer derivatives (see [5] ). In the critical case, this also follows from (1.19) . Thus the assertion that ∆ N −1 J contributes on both sides of (3.4) with the same weight is equivalent to the relation (3.12)
This identity follows by comparing the coefficients of z N −1 in (3.11) for z = w. In the conformally flat case, the Taylor series of h r terminates at the third term. More precisely,
, [25] , [27] ). Now (3.2) implies (3.14)Q 2 = tr (1− r
and it is not hard, although it becomes tedious for large N, to determine the contribution i * P N −1 2 (Q 2 ) to Q 2N . We shall apply this observation in Section 6.1. We continue with the description of the algorithm which generates the coefficients in (3.1). The main idea is to apply the factorization identities as follows. Since the family D res 2N (h; λ) is polynomial of degree N, the N + 1 identities (2.6) and (2.7) show that D res 2N (h; λ) is a linear combination of the right hand sides of these identities. But the lower order residue families which appear in this presentation, in turn, satisfy corresponding systems of factorization identities. These allow to write any of these families as a linear combination of the corresponding right hand sides of the factorization relations they satisfy. The continuation of that process leads to a formula for D res 2N (h; λ) as a linear combination of compositions of GJMS-operators P 2N (h), . . . , P 2 (h) andP 2 (h) = P 2 (dr 2 +h r ). We illustrate the method for the critical family D res 4 (h; λ). We write this family in the form Aλ 2 + Bλ + C, and determine the operator coefficients by using
The first identity implies C = P 4 (h)i * . The remaining two relations yield
.
Now by the factorization identities for
Thus we find
and B = 3P
In the general case, combining the resulting formula for the critical residue family D res n (h; λ) with (2.1), yields a formula for Q n (h) as a linear combination of compositions of GJMS-operators P n−2 (h), . . . , P 2 (h) andP 2 (h) = P 2 (dr 2 +h r ) (acting on u = 1). That formula contains compositions of GJMS-operators with powers ofP 2 (h) up to n 2 . Now for n = 4, the formula for B in (3.15), together with (2.1), implies
The last equality is a consequence of
2 (see (1.1)). But using i * Q 2 = Q 2 , we find (1.6) . Although, the derivation is only valid in dimension n = 4, this formula for Q 4 is valid in all dimensions (see the discussion on page 4).
Note that in the latter derivation we eliminated the contribution P 2 [i * (P 2 (1))] by using the observation that i * Q 2 = Q 2 . In the general case, the analogs of that step replace those terms in the formula for the critical Q-curvature Q n , which involve compositions of GJMS-operators with i * P k 2 (1) for k = 1, . . . , n 2 − 1, by subcritical Q-curvatures Q 2k . For that purpose, similar formulas for the subcritical Q-curvatures are required. Here universality becomes crucial. In fact, by assuming the universality of the respective formulas for Q 2 , . . . , Q n−2 , we regard these as formulas for i * P k
, and plug them into the formula for Q n . For more details in the case Q 8 we refer to Section 3.
The above algorithm yields the explicit formulas (1.6) and (1.7) for the respective critical Q-curvatures for conformally flat h. These formulas continue to hold true for all metrics and in all (sufficiently large) dimensions. For detailed proofs of these facts we refer to [25] .
Starting with Q 8 , the theory is less complete. In this case, we use the universality of (1.6) and (1.7) to deduce the formula (1.9) for Q 8 in dimension n = 8 for conformally flat h. The starting point is the identity h; − 11 2 P 2 (h).
In view of P 8 (h)(1) = 0, it follows that Q 8 (h) can be written as a linear combination of the four terms 1, 2, 3 ), in turn, can be written as linear combinations of compositions of respective lower order GJMSoperators and residue families. In order to obtain these presentations, we use the corresponding systems of factorization identities which are satisfied by these families. The continuation of the process leads to a presentation of Q 8 (h) as a linear combination of compositions of GJMS-operators with powers ofP 2 (h) (acting on 1). More precisely, we find contributions of the form * (i * P k 2 (h)(1)), k = 1, . . . , 4. Now we apply the fact that the formulas (1.6) and (1.7) are universal. In particular, in dimension n = 8 we regard these formulas as expression for i * P 3 2 (h)
Proving the universality of (1.9) through comparison with the formula for Q 8 derived in [17] seems to be a challenging task. A more conceptual (and moe general) approach should rest on the systematic application of the relations between Q 2N ,Ḋ res 2N (− n 2 + N)(1) and an analog of (1.19) for the subcritical Qcurvatures. In particular, we expect that Q 8 in dimension n ≥ 8 can be written in the form 1
The analogous formulas for subcritical Q 2 , Q 4 and Q 6 are discussed in [25] .
The structure of the coefficients a (N ) I
The coefficients in Conjecture 3.1 are generated by the algorithm described in Section 3. In the present section we take a closer look on the structure of these coefficients. More precisely, for any partition I, we shall define a canonical polynomial r I so that its values on the natural numbers describes the function N → a 
of half-integers, and on certain sets of negative integers. First of all, we define the polynomials r (k) , k ∈ N. These play the role of building blocks of the general case. Let r (k) be defined as the unique polynomial of degree 2k −1 with (simple) zeros in the integers in the interval [−(k −1), −1] so that r (k) is constant on S(k), and has constant term
Equivalently, r (k) can be defined as the interpolation polynomial which is characterized by its 2k values
The equivalence of both characterizations follows from Lagrange's formula.
In order to define r I for a general partition I, we introduce some more notation. For any I, we define the rational number
where the sum runs over all ordered partitions J 1 , . . . , J M which form a subdivision of I, i.e., the sequence of natural numbers which is obtained by writing the entries of J 1 followed by the entries of J 2 etc., coincides with the sequence which defines I. In particular, R (k) , R (j,k) and R (i,j,k) are given by the values of the respective sums
. Next, using the polynomials r I , we define Here I last denotes the last entry in the ordered partition I = (I first , . . . , I last ). The condition (4.7) constitutes the first system of multiplicative recursive formulas for the values of the polynomials r I . Now (4.6) and (4.7) determine (|I| − 1) + (|I| + 1) = 2|I| values of r I . Since the value of C I on S(|I|) was not chosen, one additional condition is required to characterize r I . For that purpose, we use the second system of multiplicative recursive formulas
for the constant terms. The relations (4.8) hold true for all k ≥ 1 and all partitions J. They describe how all values of the polynomials r I on the natural numbers finally influence the constant terms of polynomials which are associated to partitions of higher levels. The values r (k) (0) are given by the explicit formula (4.2).
It follows from the above definition that r I is determined by the (values of the) polynomials r J for all sub-partitions J of I. By iteration, it follows that r I is determined by the polynomials r (k) for all k which appear as entries of I. Now we are ready to formulate the conjectural relation between the coefficients a 
Conjecture 4.1 is supported by the observation that for N ≤ 14 all coefficients in (3.1) are correctly reproduced. In particular, we obtain uniform and conceptually simple descriptions of all coefficients in the universal recursive formulas for Q 6 , Q 8 and Q 10 in terms of the polynomials r I for all partitions I with |I| ≤ 4. In Section 4.2 we shall discuss these examples in detail.
Note that (4.9) implies 
on S(j + k), and the relation
on S(j + k), where
In particular, s (k,1) = 0 on S(k + 1).
In terms of s I , the condition (4.7) is equivalent to the condition that the polynomial (4.13)
vanishes on S(|I|). For instance, for partitions with three entries, (4.13) states that (4.14)
on S(i + j + k). This generalizes (4.11). (4.11) implies that s (j,k) vanishes on S(k) and
The latter relation is a special case of (4.15)
which holds true for all partitions J and all k ≥ 2. (4.15) is a formula for the value of r (J,k) at the largest half-integer in the set − N 0 for which this value differs from r (J,k) (
2
). It is a consequence of (4.13). Finally, we note that the values of r I at x = −I last satisfy the third system of multiplicative recursive relations
for all j, k ≥ 1 and all partitions J. We summarize both relations (4.8) and (4.16) in
for all j ≥ 0, k ≥ 1 and all J. Here we use the convention r (I,0) = r I . With the additional convention r (0) = −1, (4.17) makes sense also for J = (0).
Examples.
In the present section we illustrate the description of the coefficients in the universal recursive formula (given in Section 4.1) by a number of explicit results. Table 6 .1. They are characterized as follows by their properties. Both polynomials are of degree 2|I| − 1 = 3 and satisfy the respective relations
and
(see Table 6 .5). The values − respectively (see (6.10)). Alternatively, the value of r (1,1) on the set S(2) is determined by the recursive relation
(see (4.8)) for its constant term. Similarly, the value of r (2) on the set S(2) can be determined by the relation r (2) (0) = − with |I| = 3 are listed in Table 6 + 3 1 1!1! on the set S(3) (see (6.10) and Table 6 .6). Alternatively, r (3) is constant on S(3), and the value of the constant is determined by its constant term r (3) (0) = .8)). Similarly, r (1, 2) is characterized by its zeros in x = −1, −3, the constancy of
on the set S(3), and the relation Table 6 .3. We characterize these eight degree 7 polynomials in terms of their properties. Their values on S(4) are displayed in Table 6 .7. First of all, the interpolation polynomial r (4) is defined as in (4.3). A special case of Example 4.1 yields a characterization of r (3, 1) . In particular, s (3,1) = 0 on S(4). Note also that r (4) and r (3, 1) coincide with the averages σ (4, 4) and σ (3,4) (see (6.4)). These polynomials can be characterized as in Section 6.3 by their zeros and their values on the set S(4). The polynomials r (2, 2) and r (1, 3) are also covered by Example 4.1. The central facts are that C (2, 2) and C (1, 3) are constant on S(4). We recall that this is equivalent to s (2,2) = −R (2) · s (2) and s (1,3) = −R (1) · s (3) on S(4). Next, the polynomials r (2,1,1) and r (1,2,1) both have zeros in {−2, −3, −4}. Moreover, the functions C (2,1,1) = r (2,1,1) + R (2) · r (1,1) + R (2,1) · r (1) and
are constant on the set S(4) (see (4.5)), and we have the recursive relations
for the constant terms (see (4.8)). Note that C (2,1,1) and C (1,2,1) are constant on S(4) iff s (2,1,1) = −R (2) · s (1,1) and s (1,2,1) = −R (1) · s (2,1) on S(4), respectively (see (4.13)). Similar arguments apply to r (1,1,1,1) and r (1,1,2) . These polynomials vanish on the respective sets {−2, −3, −4} and {−1, −3, −4} , the functions (2) and
are constant on S(4), and r (1,1,1,1) (0) = −r (1,1,1) (1) · r (1) (0) and r (1,1,2) (0) = −r (1,1) (2) · r (2) (0) (see (4.8) ). Note that C (1,1,2) and C (1,1,1,1) are constant on S(4) iff
respectively (see (4.13)). The listed properties of s I and r I can be easily verified using Tables 6.5 -6.7 and Tables 6.9 -6.11. Here we use R (1,1) = − 
Explicit formulas for some coefficients a (N )
I . In some cases it is possible to find explicit formulas for the coefficients in the universal recursive formulas. Here we discuss general formulas for the coefficients of the extreme contributions P 2 (Q 2N −2 ) and P 2N −2 (Q 2 ) (assuming Conjecture 4.1).
Furthermore, we generate all coefficients in Q 2N for N ≤ 5 in terms of the polynomials r I , |I| ≤ 4. These polynomials were discussed in Example 4.2 -Example 4.4. For this purpose we apply the explicit formulas (Table 6 .1 - Table  6. 3) in order to calculate their values at certain integers. 
Proof. The first formula follows from r (1) = 1. The second claim is a consequence of the Lagrange representation of r (N −1) . By (4.9),
where the polynomial r (N −1) is characterized by (4.3). Now by Lagrange's formula,
Hence r (k) (1) = (−2)
A calculation shows that the latter formula is equivalent to
It follows that
Hence by (4.18),
i.e., the assertion is equivalent to
The latter identity follows by subtracting
from the sum of
The proof is complete.
Next we confirm Conjecture 4.1 for the coefficients in the universal formulas for Q 2N for N ≤ 5.
Example 4.5. By (4.9), the coefficients in the formula (1.7) for Q 6 are given by
Example 4.6. By (4.9), the coefficients in the formula (1.9) for Q 8 are given by the following formulas. First of all,
(1,1,1) = 3 · 2 5 · 3 · r (1,1,1) (1) and a
and the explicit formulas in Table 6 .2 yield r (1,1,1) (1) = −11 and r (1,2) (1) = 4. Hence a
(1,1,1) = − 
Example 4.8. We use (4.19) to determine the constant values r I (0) of the polynomials r I for all partitions I with |I| = 5. These values are listed in Table  6 .12. From this table it is evident that the values −r (J,1) (0) with |J| = 4 coincide with the values which are listed in Table 6 .11 for x = 1. Similarly, the values r (J,2) (0) with |J| = 3 easily follow from the values in Table 6 .10 for x = 2 using r (2) (0) = − 1 2
and (4.19). Finally, the values r (J,3) (0) with |J| = 2 follow from the values in Table 6 .9 for x = 3 using r (3) (0) = 1 2 and (4.19).
Open problems and comments
We formulate a number of questions which are expected to shed further light on the subject.
The main open problems are Conjecture 3.1 and Conjecture 4.1. For a proof of the universal recursive formula for the critical Q-curvature Q n , it suffices to prove the factorization identity (2.7) for n = 2N, and to prove that the universal recursive formulas for all critical Q-curvatures of order ≤ n − 2 continue to hold true in dimension n (universality).
According to Conjecture 4.1, the coefficients in the universal recursive formula (3.1) can be determined without reference to residue families. The latter observation motivates to ask for proofs of these formulas which do not rest on residue families.
The polynomials r I play a central role in Conjecture 4.1. These polynomials should be explored in a more systematic way. One should find a conceptual explanation of the observation that the polynomials r I are characterized in terms of their values at integers and half-integers in [−|I|, 1]. It would be interesting to know if the recursive relations among the values of the polynomials r I are equivalent to recursive relations for these polynomials itself? Are there alternative characterizations of these polynomials? It remains to find proofs of the identity (4.10) and of the properties of the averages σ (k,j) formulated in Section 6.3.
We recall that the coefficients α
have a nice generating function G (Section 3). What is the conceptual explanation of this observation? Can one phrase the structure of the polynomials r I in terms of generating functions, too? In particular, it seems to be natural to study the generating function
A calculation shows that
For x 1 = x 2 = · · · = x, it specializes to an elementary function (see (3.11)).
Appendix
In the present section we describe some of the data which led to the formulation of Conjecture 3.1 and Conjecture 4.1. We start with the explicit versions of the universal recursive formulas for Q 2N with N = 5, . . . , 8. Then we describe a test of the universality of the recursive formulas for the round metrics on spheres of arbitrary even dimension. We display the polynomials r I and their values on integers and half-integers for partitions I with |I| ≤ 5. Finally, we formulate some remarkable properties of the averages of the polynomials r I over certain sets of partitions.
6.1. Explicit formulas for Q 2N for N ≤ 8. Explicit versions of the universal recursive formulas for Q 2N for N = 2, 3, 4 are given in Section 1. Here we add the corresponding universal recursive formula for Q 10 , Q 12 , Q 14 and Q 16 . These formulas are generated by the algorithm of Section 3, i.e., the formulas for higher order Q-curvatures Q 2N are to be understood in the sense of Conjecture 3.1 stating that the generated expressions coincide with Q-curvature.
In dimension n = 10, the algorithm yields the following formula for Q 10 with 16 terms. 
This formula is derived under the assumption that (1.9) for Q 8 holds true in dimension n = 10. Conjecture 3.1 states that the above formula is universally true for n ≥ 10. Next, we find the following formula for Q 12 in dimension n = 12 with 32 terms. 
. This formula for Q 12 is derived under the assumption that (1.9) for Q 8 and the above formula for Q 10 both hold true in dimension n = 12. Conjecture 3.1 states that the above formula is universally true for n ≥ 12.
The following formulas for Q 14 and Q 16 contains 64 and 128 terms, respectively. Conjecture 3.1 asserts that these formulas are universal. Q 14 is given by 6 
6.2. Tests on round spheres. Here we describe some details of a test which confirms the universality of the displayed formulas for Q 6 , Q 8 on the spheres S n of arbitrary even dimension n with the round metric h 0 . Similar tests yield the correct values for Q 2N for N ≤ 10. Basically the same calculations cover the case of Einstein metrics. On (S n , h 0 ), the GJMS-operators are given by the product formulas (6.1)
, [2] , [18] ). (6.1) implies
Using (1.1), i.e.,
we find
These formulas suffice to determine the first 2 N −1 −1 terms in (3.1). In order to find the contributions i * P N −1 2
(Q 2 ), we note that P = 1 2 h 0 , i.e.,
(by (3.13)). Hencē
on functions which are constant on M. Moreover, we havē
by (3.14). Now calculations yield the following results.
On the other hand, a calculation using (6.2) and (6.3) yields the result 1 3 (−5m
for the first 3 terms in the universal formula (1.7) for Q 6 . Together with the contribution of i * P 2 2 (Q 2 ), we find
Another calculation using (6.2) and (6.3) yields
for the first 7 terms in the universal formula for Q 8 . Together with the contribution of i * P 3 2 (Q 2 ), we find
By [15] , the product formula (6.1) generalizes in the form
to Einstein metrics. In particular,
λh and
(see [25] ). Hence (on functions which are constant on M),
Therefore, for Einstein h with τ = n(n−1), the same calculations as on round spheres, prove (3.1). For general scalar curvature, the result follows by rescaling. The assertion is trivial for τ = 0.
6.3. The averages σ (k,j) . Here we consider averages of the polynomials r I over certain sets of partitions I of the same level |I|. We observe that these averages can be described in terms of standard interpolation polynomials. 
We use the polynomials r I for the partitions I with |I| = j to define the j averages σ (k,j) , 1 ≤ k ≤ j.
Definition 6.2 (Averages)
In particular,
Now we claim that the averages σ (k,j) are related to the interpolation polynomials I (M,N ) through the formula (6.5) σ (k,j) (x) = (−2)
In other words, (6.5) states the equalities
claims that this value coincides with (6.7) (−2)
and asserts that
The j − 1 zeros in (6.8) are quite remarkable. In fact, (6.8) states that σ (k,k) = r (k) has zeros in x = −1, . . . , −(k − 1). These are obvious by the definition of r (k) . But for k < j, the zeros of σ (k,j) in (6.8) are not obvious from the zeros of the individual terms r I defining the sum.
Note that the obvious relation This proves the assertion (6.9).
6.4. The polynomials r I for partitions of small level. In Table 6 .1 - Table  6 .4 we list the polynomials r I for all partitions I with 2 ≤ |I| ≤ 5. In each case, we factorize off the zeros in the negative integers. We recall that r (1) = 1.
6.5. Some values of r I . In Table 6 .5 - . From that presentation it is immediate that the averages σ (k,j) are constant on the respective sets of half-integers, and one can easily read off the values of s I . In Table 6 .5 - Table  6 .7 we also display some values of r I on half-integers ∈ S(|I|). These influence the values of corresponding polynomials for partitions of higher level through the multiplicative recursive relations. In particular, . These are special cases of s (1,k,1) + s (k,1) = 0 (see (4.14)) and s (1,k) + s (k) = 0 (see (4.11)). Table 6 .9 - Table 6 .12 display the values of r I for 2 ≤ |I| ≤ 5 on the respective sets of integers in [−|I|, 2]. One can easily confirm that the values r I (0) in Table  6 .11 are determined by the values of r I (1) in Table 6 .10 and r I (2) in Table 6 .9 according to the relation r (J,k) (0) + r J (k)r (k) (0) = 0 (see (4.8) ). Similarly, the values r I (0) in Table 6 .12 are determined by the values of r I (1) in Table 6 .11, r I (2) in Table 6 .10 and r I (3) in Table 6 .9 (see Section 4.2.3). (1 + x)(−3 + 2x + 4x 2 ) (1 + x)(2 + x)(−15 + 2x + 42x 2 + 16x 3 ) Table 6 .2. r I for partitions I with |I| = 3 (1 + x)(2 + x)(3 + x)(4 + x)(−945 − 888x + 3320x 2 + 3760x 3 + 1240x 4 + 128x 5 ) Table 6 .11. The values of r I (|I| = 4) on {−4, . . . , 1}
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