The multi-stage algorithm (MSA) has been widely used, especially in the area of sparserelated problems. Although several convergence results of MSA were established in the earlier literature, the convergence of the generated iterative points is still unclear. In this paper, we revisit the convergence results with some Bregman distance. With the help of Kurdyka-Łojasiewicz property, we prove that this algorithm converges to a critical point of the objective function. An extension about the singular values minimizations is made and the convergence is also presented.
I. INTRODUCTION
In this paper, we consider a broad class of nonconvex and nonsmooth problems with the following form:
where functions f and g satisfy the following assumptions:
A.1 f : R N → R is a continuous convex function and dom(f ) ⊆ dom( ).
A.2 h : R → R is a convex function and the subgradient of h is bounded by constant R h .
A.3 g : Im(h) → R is a differentiable concave function with a Lipschitz continuous gradient whose Lipschitz continuity modulus is bounded by L g > 0; that is
and g (t) > 0 when t ∈ Im(h). A.4 (x) → +∞ iff x 2 → +∞. In fact, model (1) generalizes quite various problems in applications for linear inverse problems. For example, when f = 1 2 b − Ax 2 2 , and g(s) = λ(s + ) q (0 < q < 1), and h(t) = |t|. Model (1) reduces to the following problem min
Model (3) is quite famous in sparse optimization. The term 
If g(s) = log( s+ ) and f (x) = δ C(A,b) (x), then, we recall the problem proposed in [6] min
The multi-stage algorithm [29] for problem (1) can be presented as
x k+1 ∈ arg min
where w k i = g [h(x k i )]. According to assumption A.3, we know w k i > 0; thus, the subproblem (6) is convex and can be solved by state-of-the-art algorithms [3] , [4] . Being applied to the previous problems, such an algorithm also generalizes various schemes like iteratively reweighted Although some convergence result of the multi-stage algorithm and reweighted style algorithms has been provided [29] , [34] , the convergence of the iteration points is still unknown (including the ones mentioned before). An important reason is that the sequence generated by the algorithms cannot lead to a sufficient descent condition. We note that the nonconvex alternating minimization algorithm [9] encounters a similar problem. The authors then add an augmented squared term to derive the sufficient descent condition [9] . Motivated by this, in this paper we consider a more general augmented term for MSA. More specifically, in each iteration we consider solving an approximation of (6) with some Bregman distance. A proper selection of the Bregman distance can guarantee the sufficient descent condition. Then, we can prove the sequence generated by multi-stage algorithm converges to a critical point of under Kurdyka-Łojasiewicz property. We also consider an extension about the singular values minimization and propose the corresponding algorithm.
The rest is organized as follows. Section 2 provides the preliminaries. Section 3 proves the convergence of the algorithm. Section 4 extends the algorithm and provides the corresponding convergence results. Section 5 concludes the paper.
II. PRELIMINARIES AND NOTATIONS A. BASIC CONCEPTS OF VARIATIONAL AND CONVEX ANALYSIS
We collect several definitions as well as some useful properties in variational and convex analysis. Given a lower semicontinuous function J : R N → (−∞, +∞], its domain is defined by
The graph of a real extended valued function J :
The notation of subdifferential plays a central role in (non)convex optimization. Definition 1 (Subdifferentials [5] , [23] ): Let J : R N → (−∞, +∞] be a proper and lower semicontinuous function.
1) For a given x ∈ dom(J ), the Fréchet subdifferential of J at x, written∂J (x), is the set of all vectors u ∈ R N which satisfy
2) The (limiting) subdifferential, or simply the subdifferential, of J at x ∈ R N , written as ∂J (x), is defined through the following closure process
∈∂J (x k ) → u as k → ∞}. It is easy to verify that the Fréchet subdifferential is convex and closed while the subdifferential is closed. When J is convex, the definition agrees with the one in convex analysis [22] as
When J is convex, (7) is also sufficient. A point that satisfies (7) is called (limiting) critical point. The set of critical points of J (x) is denoted by crit(J ). We call J is strongly convex with ν if for any x, y ∈ dom(J ) and any v ∈ ∂J (x), it holds that
Proposition 1 ( [35] ): Assume that J (x) is strongly convex with ν and x * ∈ arg min J (x). Then, for any x ∈ dom(J ), we have
Proposition 2: If h satisfies assumption A.2, h is Lipschitz continuous with
where v s ∈ ∂h(s) and v t ∈ ∂h(t). From assumption A.2, |v s | ≤ R h and |v t | ≤ R h . Then, we have
The subdifferential of singular value function is also very important. The routines of characterizing it are based on some basic concepts and results.
holds for any permutation π for {1, . . . , N }.
It is easy to verify that i g(|x i |) is an absolutely symmetric function. With the above definition, paper [2] gives the following result. Lemma 1 ( [2] ): Let f be an absolutely symmetric function, then the subdifferential of the corresponding singular value function f • σ at a matrix X is given by the formula
with X = U σ (X )V being the SVD of X and σ i (X ) is the i-th largest singular value.
With Lemma 1, we can easily obtain the following proposition.
Proposition 3: The subdifferential of i g[σ i (X )] at a matrix is given by the formula (13) with X = U V being the SVD of X and c i ∈ ∂|σ i (X )| and σ i (X ) is the i-th largest singular value.
Proof: Let X = U V be the SVD of X and h(x) = i g(|x i |). Then, we have that
Obviously, h is an absolutely symmetric function. Therefore, we obtain that
with X = U σ (X )V being the SVD of X , and c i ∈ ∂|σ i (X )|. Proof: Papers [15] , [26] 1≤i≤N , and (a) ++ = max{a, 0}. For any ζ ∈ ∂θ (X ), we can easily obtain that
Let X + ζ = U V be a SVD of X + ζ . Then, we have
Note that the diagonal entries in (18) are also nonnegative and decreasing. Then, U and V are also SVD matrices of X and
If
Then, we complete the proof.
B. BREGMAN DISTANCE
The Bregman distance, an extension of the squared Euclidean distance, was proposed by [16] . In recent years, it is used for various models and algorithms in signal processing and machine learning research [13] , [30] , [31] . For a convex differential function φ, the Bregman distance is defined as
In this paper, we assume that A.5 the convex function φ is strongly convex with δ φ > 0 and has a Lipschitz gradient with L φ > 0.
(b) Proper lower semicontinuous functions which satisfy the Kurdyka-Łojasiewicz inequality at each point of dom(∂J ) are called KL functions.
The Kurdyka-Łojasiewicz (KL) inequality was originally created in [27] and [14] . Then, extensions to nonsmooth cases were made in [8] - [11] . The concept of semi-algebraic sets and functions can help to find and check a very rich class of Kurdyka-Łojasiewicz functions.
Definition 4 (Semi-Algebraic Sets and Functions [7] , [9] ): [9] ): Let J : R N → R be a proper and lower semicontinuous function. If J is semi-algebraic then it satisfies the KL property at any point of dom(J ). In particular, if J is semi-algebraic and dom(J ) = dom(∂J ), then it is a KL function.
Lemma 3: [ [9] ] If κ is a semi-algebraic function and is semi-algebraic,
Proposition 6: When q is rational, the objective functions in the (3), (4) , (5) are all semi-algebraic. And the function
is also semi-algebraic. Proof: Finite sums of semi-algebraic functions are also semi-algebraic [7] . Then, we just need to verify whether both parts of the objective function are semi-algebraic.
(3): Assume that q 2 = q 1 q 2 where q 1 and q 2 are positive integers. From the composition result of semi-algebraic functions, it suffices to verify whether function s > 0 → (s 2 +ε) q 2 is semi-algebraic. Its graph in R 2 can be written as
From the definition, the last set is semi-algebraic. Then, which contains the constant rank matrices is also semialgebraic. From Lemma 3, we see that
is semi-algebraic. Then,
is semi-algebraic, too. Note that s 1 2 is semi-algebraic [9] , then,
is semi-algebraic, from the composition of semi-algebraic functions, so is (σ r (X ) 2 + ) q 2 . The summing rule then gives that r (σ r (X ) 2 + ) q 2 is semi-algebraic. Lemma 4 ( [12] ): Let J : R N → R be a proper lower semi-continuous function and be a compact set. If J is a constant on and J satisfies the KL property at each point on , then there exists function ϕ and η, ε > 0 such that for any x ∈ and any x satisfying that dist(x, ) < ε and
III. CONVERGENCE ANALYSIS
In this paper, we consider the multi-stage algorithm for problem (1) with some Bregman distance augmentation.
In each iteration, we solve an augmented form of the subproblem (6), i.e., we aim to use the following scheme
where
The subproblem is convex. Quite a lot of algorithms are available such as ISTA, FISTA and active set algorithm [1] , [19] , [36] . Note that the subproblem is actually farther strongly convex. If h(t) = |t| and f (x) = 1 2 b−Ax 2 2 , we refer the readers to some recently developed algorithm for strongly 1 regularized least squares problem [28] . For a special case, we consider h ≡ 0 and φ(x) = x 2 2 . In this case, the MSA reduces to the Proximal Point Algorithm(PPA) [24] . In some case, proper choice of the Bregman distance may also lead to computational advantages. For problem (3), in each iteration, the original multistage algorithm (IRL1) needs to solve min
where W k = Diag[g (|x k i |)] 1≤i≤N . The problem above is not a very easy task; it needs iterations for general case. But with the Bregman distance, we can choose φ(
Then, in each iteration, we have
After simplification, we have that
where Prox W k x 1 µ is the proximal map where can be easily calculated (W k is a diagonal matrix).
Algorithm 1 Multi-Stage Algorithm With Bregman Distance
Require: parameters γ k > 0 Initialization: x 0 ∈ R N for k = 0, 1, 2, . . . 
where ν = γ δ φ /2 > 0. The sequence {x k } k=0,1,2,... is bounded and
From the scheme of Algorithm 1, we have that
That actually is
Then, with (29) and (30), we can have that [3] ], the K.K.T condition of the subproblem is
Thus, we have
With (34) and (35), we can derive that
From assumption A.2, we have that
From assumption A. 3 and Proposition 2, we have
Combining (37), (38) and (39),
Let b = γ + √ N L g R 2 h , we complete the proof. In the following, we establish some results about the limit points of the sequence generated by MSA. We recall a definition about the limit point which is introduced in [12] .
Definition 5: Let {x k } k=0,1,2,. .. be the sequence generated by Algorithm 1. Define M(x 0 ) := u ∈ R N : ∃ an increasing sequence of integers
where x 0 ∈ R n is an arbitrary starting point.
Lemma 7: Suppose that {x k } k=0,1,2,... is generated by Algorithm 1. Then, we have the following results.
(1) M(x 0 ) is nonempty and M(x 0 ) ⊆ crit( ).
(2) lim k dist(x k , M(x 0 )) = 0.
(3) The objective function is finite and constant on M(x 0 ). Proof: (1) Due to that {x k } k=0,1,2,... is bounded, M(x 0 ) is nonempty. Assume that x * ∈ M(x 0 ), from the definition, there exists a subsequence x k i → x * . From Lemma 5, we have 0(where b is a positive constant) . The closedness of ∂ indicates that 0 ∈ ∂ (x * ), i.e. x * ∈ crit( ). (2) This item follows as a consequence of the definition of the limit point.
(3) Let the subsequence x k i → x * ∈ crit( ). It is easy to know that (x k i ) is decreasing and (x k i ) > −∞. Then, (x k i ) → (x * ) which is a finite value. Let x ∈ crit( ) be another point. It is easy to see that there exists x j i → x satisfying that j i ≤ k i for any i. The descend property of gives that And {x k } k=0,1,2,3,... converges to a critical point x * of . Proof: The proof is similar to [Theorem 1, [12] ] and is presented here for the sake of completeness. From Lemma 7, is constant on M(x 0 ). Let x * be a stationary point of {x k } k=0,1,2,... . Also from Lemma 7, we have dist(x k , M(x 0 )) < ε and (x k ) < (x * ) + η if any k > K for some K . Hence, from Lemma 4, we have that
together with Lemma 6 gives that
Then, the concavity of ϕ yields that
With Lemma 6, we have
which is equivalent to
Using the Schwartz's inequality, we then derive that
Summing (46) from K to K + j yields that
Letting j → +∞, with Lemma 5, we have
Then, {x k } k=0,1,2,... is convergent. Note that x * is a stationary point of {x k } k=0,1,2,... . Therefore, {x k } k=0,1,2,... converges to x * , which is a critical point of from Lemma 7.
IV. EXTENSION
In this part, we investigate the MSA with Bregman distance for the following singular values minimization problem
where σ i (X ) is the i-th singular value of X , and f and satisfy assumptions A.1, A.3 and A.4 presented for model (1) in Section 1. Model (49) is quite different from model (1) due to that σ i (X ) is not a convex function if i > 1. We consider the MSA for model (49) as
where ψ k i = g [σ i (X k )]. We provide the convergence analysis of this algorithm when φ satisfies assumption A.5. Note that g is concave, then, g [σ i (X )] is nondecreasing. Then, the proximal of N i=1 w k i σ i (X ) can be easily calculated.
Algorithm 2 Multi-Stage Algorithm With Bregman for Singular Values Minimization
Require: parameters γ k > 0 Initialization: x 0 ∈ R N for k = 0, 1, 2, . . . 1,2,. .. be the sequence generated by Algorithm 2 and γ := inf k {γ k } > 0. Then, we have that
From the scheme of Algorithm 2, we have that
Then, with (53) and (54), we can have that
Then, the sequence { (X k )} k=0,1,2,... is descending. From assumption A.4, the sequence {X k } k=0,1,2,... must be bounded. The continuity of then gives that 1,2,. .. be the sequence generated by Algorithm 2 and γ := sup k {γ k } > 0. Then, there exists b > 0 and D k+1 ∈ ∂ (X k+1 ) such that
Proof: The K.K.T condition of the subproblem is
Note that g is concave, then g [σ i (X )] is nondecreasing. Then, from Proposition 4 there exists α k+1 ∈ ∂f (X k+1 ) such that
where U k+1 and V k+1 are the SVD matrices of X k+1 , and W k = Diag[g (σ i (X k ))] 1≤i≤N and k+1
where W k+1 = Diag[g (σ i (X k+1 ))] 1≤i≤N . Thus, from Proposition 3, we have
D k+1
∈ ∂ (X k+1 ).
With (58) and (59), we can derive that
where we use the inequality AB F ≤ A F B 2 and AB F ≤ A 2 B F . From assumption A.3 and [Theorem 3.3.16, [20] ], we have
Combining (61) and (62),
Let b = γ L φ + √ N L g , we complete the proof. The proofs of the following results are identical to the ones in Section 3. We present them as follows directly without proofs.
Lemma 10: Suppose that {X k } k=0,1,2,... is generated by scheme (23) . Then, we have the following results.
(1) M(X 0 ) is nonempty and M(X 0 ) ⊆ crit( ).
(2) lim k dist(X k , M(X 0 )) = 0.
(3) The objective function is finite and constant on M(X 0 ). And {X k } k=0,1,2,3,... converges to a critical point X * of .
V. CONCLUSION
In this paper, we consider the convergence of multistage algorithm for a nonconvex and nonsmooth model which arises in signal processing and machine learning research. While the original multi-stage algorithm fails in deriving the sufficient descend condition, we slightly modify the algorithm. We prove the convergence of the algorithm under the Kurdyka-Łojasiewicz property. We also extend convergence results to multi-stage algorithm for the nonconvex and nonsmooth low-rank minimization problem.
