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Abstract
Cross entropy is the most widely used loss function for supervised training of image classification models. In this paper,
we propose a novel training methodology that consistently outperforms cross entropy on supervised learning tasks across dif-
ferent architectures and data augmentations. We modify the batch contrastive loss, which has recently been shown to be very
effective at learning powerful representations in the self-supervised setting. We are thus able to leverage label information
more effectively than cross entropy. Clusters of points belonging to the same class are pulled together in embedding space,
while simultaneously pushing apart clusters of samples from different classes. In addition to this, we leverage key ingredients
such as large batch sizes and normalized embeddings, which have been shown to benefit self-supervised learning. On both
ResNet-50 and ResNet-200, we outperform cross entropy by over 1%, setting a new state of the art number of 78.8% among
methods that use AutoAugment data augmentation. The loss also shows clear benefits for robustness to natural corruptions
on standard benchmarks on both calibration and accuracy. Compared to cross entropy, our supervised contrastive loss is
more stable to hyperparameter settings such as optimizers or data augmentations.
1. Introduction
Figure 1: Our supervised contrastive loss outperforms the
cross entropy loss with standard data augmentations such as
AutoAugment[9] and RandAugment[10]; we also compare to
CutMix [55]). We show results on ResNet-50, ResNet-101
and ResNet-200, and compare against the same ResNet archi-
tectures for other techniques (except CutMix models for which
we compare against ResNeXt-101).
The cross-entropy loss is the most widely used loss
function for supervised learning. It is naturally defined
as the KL-divergence between two discrete distributions:
the label distribution (a discrete distribution of 1-hot vec-
tors) and the empirical distribution of the logits. A num-
ber of works have explored shortcomings with this loss,
such as lack of robustness to noisy labels [59, 44] and the
possibility of poor margins [14, 30], leading to reduced
generalization performance. In practice, however, most
proposed alternatives do not seem to have worked better
for large-scale datasets, such as ImageNet [11], as evi-
denced by the continued use of cross-entropy to achieve
state of the art results [9, 10, 51, 26].
Many proposed improvements to regular cross-
entropy in fact involve a loosening of the definition of the
loss, specifically that the reference distribution is axis-
aligned. These improvements are often motivated in dif-
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Figure 2: Supervised vs. self-supervised contrastive losses: In the supervised contrastive loss considered in this paper (left),
positives from one class are contrasted with negatives from other classes (since labels are provided); images from the same
class are mapped to nearby points in a low-dimensional hypersphere. In self-supervised contrastive loss (right), labels are
not provided. Hence positives are generated as data augmentations of a given sample (crops, flips, color changes etc.), and
negatives are randomly sampled from the mini-batch. This can result in false negatives (shown in bottom right), which may
not be mapped correctly, resulting in a worse representation.
ferent ways. Label smoothing [45] makes a fuzzy distinction between correct and incorrect labels by moving off-axis, which
provides a small but significant boost in many applications [33]. In self-distillation [24], multiple rounds of cross-entropy
training are performed by using the “soft” labels from previous rounds as reference class distributions. Mixup [56] and
related data augmentation strategies create explicit new training examples, often by linear interpolation, and then apply the
same linear interpolation to the target label distribution, akin to a softening of the original cross entropy loss. Models trained
with these modifications show improved generalization, robustness, and calibration.
In this work, we propose a new loss for supervised training which completely does away with a reference distribution;
instead we simply impose that normalized embeddings from the same class are closer together than embeddings from dif-
ferent classes. Our loss is directly inspired by the family of contrastive objective functions, which have achieved excellent
performance in self-supervised learning in recent years in the image and video domains [50, 25, 21, 19, 46, 6, 43] and have
connections to the large literature on metric learning [48, 5].
As the name suggests, contrastive losses consist of two “opposing forces”: for a given anchor point, the first force pulls
the anchor closer in representation space to other points, and the second force pushes the anchor farther away from other
points. The former set is known as positives, and the latter as negatives. Our key technical novelty in this work is to consider
many positives per anchor in addition to many negatives (as opposed to the convention in self-supervised contrastive learning
which uses only a single positive). We use provided labels to select the positives and negatives. Fig. 2 and Fig. 3 provide a
visual explanation of our proposed loss.
The resulting loss is stable to train, as our empirical results show. It achieves very good top-1 accuracy on the ImageNet
dataset on the ResNet-50 and ResNet-200 architectures [20]. On ResNet-50 with Auto-Augment [9], we achieve a top-1 ac-
curacy of 78.8%, which is a 1.6% improvement over the cross-entropy loss with the same data augmentation and architecture
(see Fig. 1). The gain in top-1 accuracy is also accompanied by increased robustness as measured on the ImageNet-C dataset
[22]. Our main contributions are summarized below:
1. We propose a novel extension to the contrastive loss function that allows for multiple positives per anchor. We thus
adapt contrastive learning to the fully supervised setting.
2. We show that this loss allows us to learn state of the art representations compared to cross-entropy, giving significant
boosts in top-1 accuracy and robustness.
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Figure 3: Cross entropy, self-supervised contrastive loss and supervised contrastive loss: The cross entropy loss (left) uses
labels and a softmax loss to train a model; the self-supervised contrastive loss (middle) uses a contrastive loss and data
augmentations to learn representations about classes; the supervised contrastive loss (right) proposed in this paper has two
stages; in the first stage we use labels to choose the images for a contrastive loss. In the second stage, we freeze the learned
representations and then learn a classifier on a linear layer using a softmax loss: thus combining the benefits of using labels
and contrastive losses.
3. Our loss is less sensitive to a range of hyperparameters than cross-entropy. This is an important practical consideration.
We believe that this is due to the more natural formulation of our loss that pulls representations of samples from the
same class to be pulled closer together, rather than forcing them to be pulled towards a specific target as done in
cross-entropy.
4. We show analytically that the gradient of our loss function encourages learning from hard positives and hard negatives.
We also show that triplet loss [48] is a special case of our loss when only a single positive and negative are used.
2. Related Work
Our work draws on existing literature in self-supervised representation learning, metric learning and supervised learning.
Due to the large amount of literature, we focus on the most relevant papers. The cross-entropy loss was introduced as a
powerful loss function to train deep networks [38, 1, 28]. The key idea is simple and intuitive: each class is assigned a target
(usually 1-hot) vector and the logits at the last layer of the network, after a softmax transformation, are gradually transformed
towards the target vector. However, it is unclear why these target labels should be the optimal ones; some work has been
done into identifying better target labels vectors e.g. [52].
In addition, a number of papers have studied other drawbacks of the cross-entropy loss, such as sensitivity to noisy
labels [59, 44], adversarial examples [14, 34], and poor margins [4]. Alternative losses have been proposed; however, the
more popular and effective ideas in practice have been approaches that change the reference label distribution, such as label
smoothing [45, 33], data augmentations such as Mixup [56] and CutMix [55], and knowledge distillation [24].
Recent years have seen significantly more powerful self-supervised representation learning approaches based on deep
learning models, and exploiting structure in the data. In the language domain, state of the art models learn pre-trained
embeddings by predicting masked out tokens in a sentence or paragraph e.g. [12, 53, 31]. Downstream fine-tuning is then
used to achieve excellent results on tasks such as sentiment classification and question answering. Due to the very general
nature of pre-training, a huge amount of unlabeled data can be utilized, along with very large architectures.
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In the image domain, predictive approaches have also been used to learn embeddings [13, 57, 58, 35]: the typical setup is
that some part of the signal is left out and we try to predict that portion from other parts of the signal. To do this effectively
requires the network to learn some semantic information about the signal, especially when passed through a bottleneck of
lower dimension. However, the accurate prediction of high dimensional signals such as images is very difficult. A more
powerful approach has been to replace a dense per-pixel predictive loss in input space with a loss in lower-dimensional rep-
resentation space. A powerful family of models for self-supervised representation learning are collected under the umbrella
of contrastive learning [50, 21, 25, 46, 41, 6]. In these works, the losses are inspired by noise contrastive estimation [17, 32]
or N-pair losses [43]. Typically, the loss is applied at the last layer of a deep network. At test time, the embeddings from a
previous layer are utilized for downstream transfer tasks, fine tuning or direct retrieval tasks.
Closely related to contrastive learning are metric learning and triplet losses [7, 48, 40]. These losses have been used to
learn powerful representations, often in supervised settings, where labels are used to guide the choice of positive and negative
pairs. The key distinction between triplet losses and contrastive losses is the number of positive and negative pairs per data
point. The triplet loss uses just one positive and one negative pair. In the supervised metric learning setting, the positive pair
is chosen from the same class or category and the negative pair is chosen from other classes, often using hard-negative mining
[40]. Self-supervised contrastive losses similarly use just one positive pair, selected using either co-occurence [21, 25, 46] or
using data augmentation [6]. The major difference is that many negative pairs are used for each data-point. These are usually
chosen uniformly at random using some form of weak knowledge, such as patches from other images, or frames from other
randomly chosen videos, relying on the assumption that this approach yields a very low probability of false negatives.
Most similar to our supervised contrastive is the soft-nearest neighbors loss introduced in [39] and used in [49]. Similar to
[49], we improve upon [39] by normalizing the embeddings and replacing euclidean distance with inner products. We further
improve on [49] by the increased use of data augmentation, a disposable contrastive head and two-stage training (contrastive
followed by cross-entropy). These distinctions help us achieve state-of-the-art top-1 accuracies for ImageNet on the ResNet-
50 and ResNet-200 architectures [20]. In [49] introduces the approximation of only backpropagating through part of the loss,
and also the approximation of using stale representations in the form of memory bank. By only contrasting against samples
in the current mini-batch, we are able to remove these approximations. Furthermore, our specific loss formulation makes our
learning gradient efficient (see Section 3.2.3 for more details). The work in [15] also uses a similar loss formulation to ours;
however it is used to entangle classes at intermediate layers by maximizing, instead of disentangling classes at the final layer
as is done in our work.
3. Method
In this section, we start by reviewing the contrastive learning loss for self-supervised representation learning, as used in
recent papers that achieve state of the art results [36, 21, 46, 6]. Then we show how we can modify this loss to be suitable for
fully supervised learning, while simultaneously preserving properties important to the self-supervised approach. A natural
transition between self-supervision and full supervision is semi-supervision, but we do not consider that paradigm in this
paper.
3.1. Representation Learning Framework
Our representation learning framework is structurally similar to that used in [46, 6] for self-supervised contrastive learning
and consists of the following components (see Fig. 2 and Fig. 3 for an illustration of the difference between the supervised
and self-supervised scenarios).
• A data augmentation module, A(·), which transforms an input image, x, into a randomly augmented image, x˜. For
each input image, we generate two randomly augmented images, each of which represents a different view of the data
and thus contains some subset of the information in the original input image. The first stage of augmentation is applying
a random crop to the image and then resizing that back to the image’s native resolution. In light of the findings of [6]
that self-supervised contrastive loss requires significantly different data augmentation than cross-entropy loss, for the
second stage we evaluate three different options:
– AutoAugment: [9]
– RandAugment: [10]
– SimAugment: A variant of the strategy of [6] to sequentially apply random color distortion and Gaussian blurring,
where we probabilistically add an additional sparse image warp to the end of the sequence.
4
• An encoder network, E(·), which maps an augmented image x˜ to a representation vector, r = E(x˜) ∈ RDE . In our
framework, both augmented images for each input image are separately input to the same encoder, resulting in a pair
of representation vectors. We experiment with two commonly used encoder architectures, ResNet-50 and ResNet-200
[20], where the activations of the final pooling layer (DE = 2048) are used as the representation vector. This represen-
tation layer is always normalized to the unit hypersphere in RDE . We find from experiments that this normalization
always improves performance, consistent with other papers that have used metric losses e.g. [40]. We also find that
the new supervised loss is able to train both of these architectures to a high accuracy with no special hyperparameter
tuning. In fact, as reported in Sec. 4, we found that the supervised contrastive loss was less sensitive to small changes
in hyperparameters, such as choice of optimizer or data augmentation.
• A projection network, P(·), which maps the normalized representation vector r into a vector z = P(r) ∈ RDP
suitable for computation of the contrastive loss. For our projection network, we use a multi-layer perceptron [18] with
a single hidden layer of size 2048 and output vector of size DP = 128. We again normalize this vector to lie on the
unit hypersphere, which enables using an inner product to measure distances in the projection space. The projection
network is only used for training the supervised contrastive loss. After the training is completed, we discard this
network and replace it with a single linear layer (for more details see Sec. 4). Similar to the results for self-supervised
contrastive learning [46, 6], we found representations from the encoder to give improved performance on downstream
tasks than those from the projection network. Thus our inference-time models contain exactly the same number of
parameters as their cross-entropy equivalents.
3.2. Contrastive Losses: Self-Supervised and Supervised
We seek to develop a contrastive loss function that allows for an impactful incorporation of labeled data while at the same
time preserves the beneficial properties of contrastive losses which have been paramount to the success of self-supervised
representation learning. Similar to self-supervised contrastive learning, we generate minibatches by randomly sampling the
data. For a set of N randomly sampled image/label pairs, {xk,yk}k=1...N , the corresponding minibatch used for training
consists of 2N pairs, {x˜k, y˜k}k=1...2N , where, x˜2k and x˜2k−1 are two random augmentations of xk (k = 1...N ) and
y˜2k−1 = y˜2k = yk.
3.2.1 Self-Supervised Contrastive Loss
Within a minibatch, let i ∈ {1...2N} be the index of an arbitrary augmented image, and let j(i) be the index of the other
augmented image originating from the same source image. In self-supervised contrastive learning (e.g., [6, 46, 21, 25]), the
loss takes the following form.
Lself =
2N∑
i=1
Lselfi (1)
Lselfi = − log
exp
(
zi • zj(i)/τ
)∑2N
k=1 1i 6=k · exp (zi • zk/τ)
(2)
where z` = P(E(x˜`)) (remember that P(·) and E(·) refer to the projection and encoder networks), 1B ∈ {0, 1} is an indicator
function that returns 1 iff B evaluates as true, and τ > 0 is a scalar temperature parameter. Within the context of Eq. 2, index
i is called the anchor, index j(i) is called the positive, and the other 2(N − 1) indices (k = 1...2N, k /∈ {i, j}) are called the
negatives. zi • zj(i) computes an inner (dot) product between the normalized vectors zi and zj(i) in 128-dimensional space.
Note that for each anchor i, there is 1 positive pair and 2N − 2 negative pairs. The denominator has a total of 2N − 1 terms
(the positive and negatives).
It is insightful to consider the effects on the encoder due to minimizing Eq. 1. During training, for any i, the encoder
is tuned to maximize the numerator of the log argument in Eq. 2 while simultaneously minimizing its denominator. The
constraint that the term exp
(
zi • zj(i)
)
is present in both the numerator and the denominator ensures that the log argument
goes no higher than 1, and since Eq. 1 sums over all pairs of indices ((i, j) and (j, i)), the encoder is restricted from
minimizing the denominator or maximizing the numerator without doing the other as well. As a result, the encoder learns to
map similar views to neighboring representations while mapping dissimilar ones to non-neighboring ones.
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3.2.2 Supervised Contrastive Loss
For supervised learning, the contrastive loss in Eq. 2 is incapable of handling the case where more than one sample is known
with certainty to belong to the same class. To generalize the loss to handle arbitrary numbers of positives belonging to the
same class, we propose the following novel loss function:
Lsup =
2N∑
i=1
Lsupi (3)
Lsupi =
−1
2Ny˜i − 1
2N∑
j=1
1i6=j · 1y˜i=y˜j · log
exp (zi • zj/τ)∑2N
k=1 1i 6=k · exp (zi • zk/τ)
(4)
whereNy˜i is the total number of images in the minibatch that have the same label, y˜i, as the anchor, i. This loss has important
properties well suited for supervised learning:
• Generalization to an arbitrary number of positives. The major structural change of Eq. 4 over Eq. 2 is that now,
for any anchor, all positives in a minibatch (i.e., the augmentation-based one as well as any of the remaining 2(N − 1)
entries that are from the same class) contribute to the numerator. For minibatch sizes that are large with respect to
the number of classes, multiple additional terms will be present (on average, NLi = N/C, where C is the number of
classes). The loss encourages the encoder to give closely aligned representations to all entries from the same class in
each instance of Eq. 4, resulting in a more robust clustering of the representation space that that generated from Eq. 2,
as will be supported by our experiments in Sec. 4.
• Contrastive power increases with more negatives. The general form of the self-supervised contrastive loss (Eq.
4) is largely motivated by noise contrastive estimation and N-pair losses [17, 43], wherein the ability to discriminate
between signal and noise (negatives) is improved by adding more examples of negatives. This property has been shown
to be important to representation learning via self-supervised contrastive learning, with many studies showing increased
performance with increasing number of negatives [21, 19, 46, 6]. The supervised contrastive loss in Eq. 4 preserves
this structure: adding larger numbers of negatives to the denominator provides increased contrast for the positives.
By using many positives and many negatives, we are able to better model both intra-class and inter-class variability. As
we expect intuitively, and supported by our experiments in Sec. 4, this translates to representations that are provide improved
generalization, since they better capture the representation for a particular class.
3.2.3 Supervised Contrastive Loss Gradient Properties
We now provide further motivation for the form of the supervised contrastive loss in Eq. 4 by showing that its gradient has a
structure that naturally causes learning to focus more on hard positives and negatives (i.e., ones against which continuing to
contrast the anchor greatly benefits the encoder) rather than on weak ones (i.e., ones against which continuing to contrast the
anchor only weakly benefits the encoder). The loss can thus be seen to be efficient in its training. Other contrastive losses,
such as triplet loss [48], often use the computationally expensive technique of hard negative mining to increase training
efficacy [40]. As a byproduct of this analysis, we motivate the addition of a normalization layer at the end of the projection
network, since its presence allows the gradient to have this structure.
As shown in the supplementary (see Sec. 10), if we let w denote the projection network output immediately prior to
normalization (i.e., z = w/‖w‖), then the gradients of Eq. 4 with respect to w has the form:
∂Lsupi
∂wi
=
∂Lsupi
∂wi
∣∣∣∣
pos
+
∂Lsupi
∂wi
∣∣∣∣
neg
(5)
where:
∂Lsupi
∂wi
∣∣∣∣
pos
∝
2N∑
j=1
1i6=j · 1y˜i=y˜j · ((zi • zj) · zi − zj) · (1− Pij) (6)
∂Lsupi
∂wi
∣∣∣∣
neg
∝
2N∑
j=1
1i6=j · 1y˜i=y˜j ·
2N∑
k=1
1k/∈{i,j} · (zk − (zi • zk) · zi) · Pik (7)
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where:
Pi` =
exp (zi • z`/τ)∑2N
k=1 1i 6=k · exp (zk • z`/τ)
, i, ` ∈ {1...2N} , i 6= ` (8)
is the `’th component of the temperature-scaled softmax distribution of inner products of representations with respect to
anchor i and is thus interpretable as a probability. Eq. 6 generally includes contributions from the positives in the minibatch,
while Eq. 7 includes those for negatives. We now show that easy positives and negatives have small gradient contributions
while hard positives and negatives have large ones. For an easy positive, zi • zj ≈ 1 and thus Pij is large. Thus (see Eq. 6):
‖((zi • zj) · zi − zj)‖ · (1− Pij) =
√
1− (zi • zj)2 · (1− Pij) ≈ 0 (9)
However, for a hard positive, zi • zj ≈ 0 and Pij is moderate, so:
‖((zi • zj) · zi − zj)‖ · (1− Pij) =
√
1− (zi • zj)2 · (1− Pij) > 0 (10)
Thus, for weak positives, where further contrastive efforts are of diminishing returns, the contribution to
∥∥∥∇ziLsupi,pos∥∥∥ is
small, while for hard positives, where further contrastive efforts are still needed, the contribution is large. For a weak
negative (zi • zk ≈ −1) and a hard negative (zi • zk ≈ 0), analogous calculations of ‖(zk − (zi • zk) · zi)‖ · Pik from Eq.
7 give similar conclusions: the gradient contribution is large for hard negatives and small for weak ones. As shown in the
supplementary, the general ((zi • z`) · z` − z`) structure, which plays a key role in ensuring the gradients are large for hard
positives and negatives, appears only if a normalization layer is added to the end of the projection network, thereby justifying
the use of a normalization in the network.
3.3. Connections to Triplet Loss
Contrastive learning is closely related to the triplet loss [48], which is one of the widely-used alternatives to cross-entropy
for supervised representation learning. As discussed in Sec 2, the triplet loss has been used to generate robust representations
via supervised settings where hard negative mining leads to efficient contrastive learning [40]. The triplet loss, which can
only handle one positive and negative at a time, can be shown to be a special case of the contrastive loss when the number of
positives and negatives are each one. Assuming the representation of the anchor and the positive are more aligned than that
of the anchor and negative (za • zp  za • zn), we have:
Lcon = −log exp (za
• zp/τ)
exp (za • zp/τ) + exp (za • zn/τ)
= log (1 + exp ((za • zn − za • zp) /τ))
≈ exp ((za • zn − za • zp) /τ) (Taylor expansion of log)
≈ 1 + 1
τ
· (za • zn − za • zp)
= 1− 1
2τ
·
(
‖za − zn‖2 − ‖za − zp‖2
)
∝ ‖za − zp‖2 − ‖za − zn‖2 + 2τ
which has the same form as a triplet loss with margin α = 2τ . This result is consistent with empirical results [6] which
show that contrastive loss performs better in general than triplet loss on representation tasks. Additionally, whereas triplet
loss in practice requires computationally expensive hard negative mining (e.g., [40]), the discussion in the previous section
shows that the gradients of the supervised contrastive loss naturally impose a measure of hard negative reinforcement during
training. This of course comes at the cost of requiring large batch sizes to allow for the inclusion of many positives and
negatives, some of which will be hard in expectation as training proceeds.
4. Experiments
We evaluate our supervised contrastive loss by measuring classification accuracy on ImageNet and robustness to common
image corruptions [22]. After training the embedding network with supervised contrastive loss on ImageNet [11], we replace
the projection head of the network with a a new randomly initialized linear dense (fully connected) layer. This linear layer is
trained with standard cross entropy while the parameters of the embedding network are kept unchanged.
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Loss Architecture Top-1 Top-5
Cross Entropy AlexNet [27] 56.5 84.6
(baselines) VGG-19+BN [42] 74.5 92.0
ResNet-18 [20] 72.1 90.6
MixUp ResNet-50 [56] 77.4 93.6
CutMix ResNet-50 [55] 78.6 94.1
Fast AA ResNet-50 [9] 77.6 95.3
Fast AA ResNet-200 [9] 80.6 95.3
Cross Entropy ResNet-50 77.0 92.9
(our implementation) ResNet-200 78.0 93.3
Supervised Contrastive ResNet-50 78.8 93.9
ResNet-200 80.8 95.6
Table 1: Top-1/Top-5 accuracy results on ImageNet on ResNet-50 and ResNet-200 with AutoAugment [9] being used as the
augmentation for Supervised Contrastive learning. Achieving 78.8% on ResNet-50, we outperform all of the top methods
whose performance is shown above. Baseline numbers are taken from the referenced papers and we also additionally re-
implement cross-entropy ourselves for fair comparison.
Loss Architecture rel. mCE mCE
Cross Entropy AlexNet [27] 100.0 100.0
(baselines) VGG-19+BN [42] 122.9 81.6
ResNet-18 [20] 103.9 84.7
Cross Entropy ResNet-50 103.7 68.4
(our implementation) ResNet-200 96.6 69.4
Supervised Contrastive ResNet-50 87.5 64.4
ResNet-200 77.1 57.2
Table 2: Training with Supervised Contrastive Loss makes models more robust to corruptions in images, as measured by
Mean Corruption Error (mCE) and relative mCE over the ImageNet-C dataset [22] (lower is better).
4.1. ImageNet Classification Accuracy
Using the linear evaluation protocol as described above, we find that networks trained using our supervised contrastive
loss give state-of-the-art results on ImageNet. Table 1 shows results for ResNet-50 and ResNet-200 (we use ResNet-v1 [20]).
The supervised contrastive loss performs better than cross entropy for both architectures that we considered by over 1%. We
achieve a new state of the art accuracy of 78.8% on ResNet-50 with AutoAugment (for comparison, a number of the other
top-performing methods are shown in Table 1). Note that we also achieve a slight improvement over CutMix [55], which
is considered to be a state of the art data augmentation strategy. Incorporating data augmentation strategies such as CutMix
[55] and MixUp [56] into supervised contrastive learning could potentially improve results further. However, mixing labels
blurs the interpretation of our loss, so we leave such experiments for future work.
4.2. Robustness to Image Corruptions and Calibration
Deep neural networks often lack robustness to out of distribution data or natural corruptions. This has been shown not
only with adversarially constructed examples [16], but also with naturally occurring variations such as noise, blur and JPEG
compression [22]. To this end, [22] made a benchmark dataset, ImageNet-C, which applies common naturally occuring
perturbations such as noise, blur and contrast changes to the ImageNet dataset. In Table 2, we compare the supervised
contrastive models to cross entropy using the mean Corruption Error (mCE) and relative mean Corruption Error (rel. mCE)
metrics [22].
We see that the supervised contrastive models have lower mCE values across different corruptions, thus showing their
increased robustness. We believe this increased robustness reflects the more powerful representations that are learnt by the
contrastive loss function. In Fig. 5, it is seen that the supervised contrastive methods retain high accuracy at high corruption
severities while having low expected calibration errors. More details are provided in the supplementary material.
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Figure 4: Comparison of top-1 accuracy variability of cross entropy and supervised contrastive loss to changes in hyper-
parameters. We compare three augmentations (RandAugment [10], AutoAugment [9] and SimAugment) (left plot); three
optimizers (LARS, SGD with Momentum and RMSProp); and 3 learning rates that vary from the optimal rate by a factor of
10 smaller or larger. The supervised contrastive loss is more stable to changes in hyperparameters.
Figure 5: Expected Calibration Error and mean top-1 accuracy at different corruption severities on ImageNet-C, on the
ResNet-50 architecture (top) and ResNet-200 architecture (bottom). The contrastive loss maintains a higher accuracy over
the range of corruption severities, and does not suffer from increasing calibration error, unlike the cross entropy loss.
4.3. Hyperparameter Stability
Deep network training is well known to be sensitive to hyper-parameters and a large body of literature is devoted to
finding efficient ways to perform hyperparameter tuning [2, 8, 3]. We find that the contrastive supervised loss is more stable
to changes in hyperparameters. In Figure 4, we compare the top-1 accuracy of our loss against cross-entropy for different
9
optimizers, data augmentations, and learning rates. We see significantly lower variance in the output of the contrastive
loss when changing optimizer and data augmentation. While we do not have a theoretical explanation of this behaviour,
we conjecture that this is due to the smoother geometry of the hypersphere compared to labels which are the endpoints
of the n-dimensional simplex (as cross-entropy requires). Note that the minibatch sizes for cross entropy and supervised
contrastive are the same, thus ruling out effects related to batch size. We experiment with hyperparameter stability by
changing augmentations, optimizers and learning rates one at a time from the best combination for each of the methodologies.
4.4. Effect of Number of Positives
Number of positives 1 [6] 2 3 5
Top-1 Accuracy 69.3 78.1 78.2 78.8
Table 3: Comparison of Top-1 accuracy variability as a func-
tion of the number of positives Ny˜i in Eq. 4 varies from 1
to 5. Adding more positives benefits the final Top-1 accuracy.
We compare against previous state of the art self-supervised
work [6] which has used one positive which is another data
augmentation of the same sample; see text for details.
We run ablations to test the effect of the number of
positives in Eq. 4. Table 3 shows the steady benefit of
adding more positives for a ResNet-50 model trained on
ImageNet with supervised contrastive loss. The trade-off
is that more positives corresponds to a higher computa-
tional cost at training time. However, this is a highly
parallelizable computation. Note that for each experi-
ment, the number of positives always contains one pos-
itive which is the same sample but with a different data
augmentation; and the remainder of the positives are dif-
ferent samples from the same class. Under this defini-
tion, self-supervised learning is considered as having 1 positive.
4.5. Training Details
The supervised contrastive loss was trained for up to 700 epochs during the pretraining stage. We found that using half
the number of epochs (350) only dropped the top-1 accuracy by a small amount. Each training step is about 50% slower
than cross-entropy. This is due to the need to compute cross-products between every element of the minibatch and every
other element (Eq. 4). The supervised contrastive loss needs an (optional) additional step of training a final linear classifier
to compute top-1 accuracy. However, this is not needed if the purpose is to use representations for transfer learning tasks or
retrieval.
We trained our models with batch sizes of up to 8192, although batch sizes of 2048 suffice for most purposes for both
supervised contrastive and cross entropy losses. We report metrics for experiments with batch size 8192 for ResNet-50 and
batch size 2048 for ResNet-200 (due to the larger network size, a smaller batch size is necessary). We observed that for a
fixed batch size it was possible to train with supervised contrastive loss using larger learning rates and for a smaller number
of epochs than what was required by cross entropy to achieve similar performance. Additionally, we observe that a small
number of steps suffice to train the dense layers on top of the frozen embedding network, and we see minimal degradation
in performance by training for as few as 10 epochs. All our results used a temperature of τ = 0.07 and note that smaller
temperature benefit training more than higher ones. But, lower temperatures can be sometimes harder to train due to numerical
stability issues. We also find that AutoAugment [9] gives the best results for both Supervised Contrastive and Cross Entropy
and we report ablations with other augmentations in the supplementary. We experimented with standard optimizers such
as LARS [54], RMSProp [23] and SGD with momentum [37] in different permutations for the initial pre-training step and
training of the dense layer. While the momentum optimizer works best for training ResNets with cross entropy, we get the
best performance for supervised contrastive loss by using LARS for pre-training and RMSProp for training the dense layer
on the top of the frozen network. We give detailed results for combination of optimizers in the supplementary section of the
paper.
5. Discussion
We have presented a novel loss, inspired by contrastive learning, that outperforms cross entropy on classification accuracy
and robustness benchmarks. Furthermore, our experiments show that this loss is less sensitive to hyperparameter changes,
which could be a useful practical consideration. The loss function provides a natural connection between fully unsupervised
training on the one end, and fully supervised training on the other. This opens the possibility of applications in semi-
supervised learning which can leverage the benefits of a single loss that can smoothly shift behavior based on the availability
of labeled data.
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Supplementary
6. Effect of Temperature in Loss Function
Similar to previous work [6, 46], we find that the temperature used in the loss function (for the softmax) has an important
role to play in supervised contrastive learning and that the model trained with the optimal temperature can outperform
ablations up to 3%. Two competing effects that changing the temperature has on training the model are:
1. Smoothness: The distances in the representation space used for training the model have gradients with smaller norm
(||∇L|| ∝ 1τ ); see Section 10. Smaller magnitude gradients make the optimization problem simpler by allowing for
larger learning rates. In Section 3.3 of the paper, it is shown that in the case of a single positive and negative, the
contrastive loss is equivalent to a triplet loss with margin ∝ τ . Therefore, in these cases, a larger temperature makes
the optimization easier, and classes more separated.
2. Hard negatives: On the other hand, hard negatives have shown to improve classification accuracy when models are
trained with the triplet loss [40]. Low temperatures are equivalent to optimizing for hard negatives: for a given batch
of samples and a specific anchor, lowering the temperature increases the value of Pik (see Eq. 8) for samples which
have larger inner product with the anchor, and reduces it for samples which have smaller inner product. Further the
magnitude of gradient coming from a given sample k belonging to a different class than the anchor is proportional to
the probability Pik. Therefore the model derives a large amount of training signal from samples which belong to a
different class but it finds hard to separate from the given anchor, which is by definition a hard negative.
Based on numerical experiments, we found a temperature of 0.07 to be optimal for top-1 accuracy on ResNet-50; results
on various temperatures are shown in Fig. 6. We use the same temperature for all experiments on ResNet-200, as well.
Figure 6: Low temperatures benefit representation learning with contrastive losses since they put more weight on harder
negatives. Alternatively extremely low temperatures shape the geometry in the representation space to be considerably less
smooth, making the optimization problem more difficult.
7. Robustness
Along with measuring the mean Corruption Error (mCE) and mean relative Corruption Error [22] on the ImageNet-C
dataset (see paper, Section 4.2 and Table 2), we also measure the Expected Calibration Error and the mean accuracy of our
models on different severities of the corruption. The aim is to understand how performance and calibration degrades as the
data shifts farther from the training distribution and becomes harder to classify. Table 4 shows the results. We clearly observe
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that models trained with contrastive learning do not see degradation of calibration and show a lower degradation of top-1
accuracy as the corruption severity increases. This shows that the model learns better representations which are robust to
corruptions.
Model Test 1 2 3 4 5
Loss Architecture ECE
Cross Entropy ResNet-50 0.03 0.02 0.04 0.07 0.11 0.15ResNet-200 0.02 0.03 0.05 0.07 0.11 0.15
Supervised
Contrastive
ResNet-50 0.04 0.05 0.04 0.04 0.03 0.04
ResNet-200 0.04 0.06 0.06 0.06 0.06 0.05
Top-1 Accuracy
Cross Entropy ResNet-50 77.1 61.7 51.1 43.0 31.1 21.0ResNet-200 77.8 63.8 54.1 46.9 35.8 25.0
Supervised
Contrastive
ResNet-50 78.4 66.5 57.3 50.6 39.5 28.2
ResNet-200 80.8 70.3 62.8 57.6 47.3 36.1
Table 4: Top: Average Expected Calibration Error (ECE) over all the corruptions in ImageNet-C [22] for a given level of
severity (lower is better); Bottom: Average Top-1 Accuracy over all the corruptions for a given level of severity (higher is
better).
8. Comparison with Cross Entropy
We also compared against using models trained with cross-entropy loss for representation learning. We do this by first
training the model with cross entropy and then re-initializing the final layer of the network. In this second stage of training
we again train with cross entropy but keep the weights of the network fixed. Table 5 shows that the representations learnt
by cross-entropy for a ResNet-50 network are not robust and just the re-initialization of the last layer leads to large drop
in accuracy and a mixed result on robustness compared to a single-stage cross-entropy training. Both methods of training
cross-entropy are inferior to supervised contrastive loss.
Accuracy mCE rel. mCE
Supervised Contrastive 78.8 64.4 87.5
Cross Entropy (1 stage) 77.1 68.4 103.7
Cross Entropy (2 stage) 73.7 73.3 92.9
Table 5: Comparison between representations learnt using SupCon and representations learnt using Cross Entropy loss with
either 1 stage of training or 2 stages (representation learning followed by linear classifier).
9. Training Details
In this section we provide the details of the experiments we ran to find the best set of optimizers and data augmentations
to train supervised contrastive models.
9.1. Optimizer
We experiment with various optimizers for the contrastive learning and training the linear classifier in various combina-
tions. We present our results in Table 6. The LARS optimizer [54] gives us the best results to train the embedding network,
confirming what has been reported by previous work [6]. With LARS we use a cosine learning rate decay. On the other hand
we find that the RMSProp optimizer [47] works best for training the linear classifier. For RMSProp we use an exponential
decay for the learning rate.
9.2. Data Augmentation
We experimented with various data augmentations and found that AutoAugment [29] gave us the best results in terms
of downstream performance. We also note that AutoAugment is faster to implement than other augmentation schemes such
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Contrastive Optimizer Linear Optimizer Top-1 Accuracy
LARS RMSProp 78.6
LARS LARS 77.9
RMSProp RMSProp 77.8
LARS Momentum 77.6
Momentum RMSProp 73.4
Table 6: Results of training the ResNet-50 architecture with AutoAugment data augmentation policy for 350 epochs and
then training the linear classifier for another 350 epochs. Learning rates were optimized for every optimizer while all other
hyper-parameters were kept the same.
as RandAugment [10] or the data augmentations proposed in [6], which we denote SimAugment. As we show in Table 7,
using the same data augmentation (AutoAugment) for both pre-training and training the linear classifier is optimal. We leave
experimenting with MixUp [56] or CutMix [55] as future work.
Contrastive Augmentation Linear classifier Augmentation Accuracy
AutoAugment AutoAugment 78.6
AutoAugment RandAugment 78.1
AutoAugment SimAugment 75.4
SimAugment AutoAugment 76.1
SimAugment RandAugment 75.9
SimAugment SimAugment 77.9
RandAugment AutoAugment 78.3
RandAugment RandAugment 78.4
RandAugment SimAugment 76.3
Table 7: Combinations of different data augmentations for ResNet-50 trained with optimal set of hyper-parameters and
optimizers. We observe the best performance when the same data augmentation is used for both pre-training and training the
linear classifier on top of the frozen embedding network.
Further we experiment with varying levels of augmentation magnitude for RandAugment since that has shown to affect
performance when training models with cross entropy loss [10]. Fig. 7 show that supervised contrastive methods consistently
outperform cross entropy training independent of augmentation magnitude.
Figure 7: Top-1 Accuracy vs RandAugment magnitude for ResNet-50 (left) and ResNet-200 (right). We see that supervised
contrastive methods consistently outperform cross entropy for varying strength of augmentation.
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10. Derivation of Supervised Contrastive Learning Gradient
In Sec 2 in the main paper, we presented motivation based on the functional form of the gradient of the supervised
contrastive loss, Lsupi (zi) (Eq. 4 in the paper), that the supervised contrastive loss intrinsically causes learning to focus
on hard positives and negatives, where the encoder can greatly benefit, instead of easy ones, where the encoder can only
minimally benefit. In this section, we derive the mathematical expression for the gradient:
∂Lsupi (zi)
∂wi
=
∂zi
∂wi
· ∂L
sup
i (zi)
∂zi
(11)
where wi is the projection network output prior to normalization, i.e., zi = wi/‖wi‖. As we will show, normalizing the
representations provides structure to the gradient that causes learning to focus on hard positives and negatives instead of easy
ones.
The supervised contrastive loss can be rewritten as:
Lsupi (zi) =
−1
2Ny˜i − 1
2N∑
j=1
1i 6=j · 1y˜i=y˜j · log
exp (zi • zj/τ)∑2N
k=1 1i 6=k · exp (zi • zk/τ)
=
−1
2Ny˜i − 1
2N∑
j=1
1i 6=j · 1y˜i=y˜j ·
(
zi • zj
τ
− log
2N∑
k=1
1i 6=k · exp zi
• zk
τ
)
Thus:
∂Lsupi (zi)
∂zi
=
−1
(2Ny˜i − 1) · τ
·
2N∑
j=1
1i6=j · 1y˜i=y˜j ·
(
zj −
2N∑
k=1
1i 6=k · zk · exp (zi • zk/τ)∑2N
m=1 1i6=m · exp (zi • zm/τ)
)
=
−1
(2Ny˜i − 1) · τ
·
2N∑
j=1
1i6=j · 1y˜i=y˜j ·
(
zj −
2N∑
k=1
1i6=k · zk · Pik
)
=
−1
(2Ny˜i − 1) · τ
·
2N∑
j=1
1i6=j · 1y˜i=y˜j ·
(
(1− Pij) · zj −
2N∑
k=1
1k/∈{i,j} · zk · Pik
)
(12)
where we have defined Pi` as follows:
Pi` =
exp (zi • z`/τ)∑2N
k=1 1i 6=k · exp (zi • z`/τ)
, i, ` ∈ {1...2N} , i 6= `
Pi` is the `’th component of the temperature-scaled softmax distribution of inner products of representations with respect
to anchor i and is thus interpretable as a probability. Note that, were we not to normalize the projection network output
representations, then Eq. 12 would effectively be the gradient used for learning (simply let zi denote a non-normalized
vector). It will be insightful to contrast Eq. 12 with the form for the projection network gradient (derived below) in which
output representations are normalized.
The fact that we are using normalized projection network output representations introduces an additional term in Eq. 11,
namely ∂zi/∂wi, which has the following form:
∂zi
∂wi
=
∂
∂wi
(
wi
‖wi‖
)
=
1
‖wi‖ · I−wi ·
(
∂ (1/‖wi‖)
∂wi
)T
=
1
‖wi‖
(
I− wi ·w
T
i
‖wi‖2
)
=
1
‖wi‖
(
I− zi · zTi
)
(13)
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where I is the identity matrix. Substituting Eqs. 12 and 13 into Eq. 11 gives the following expression for the gradient wrt the
normalized projection network output representations:
∂Lsupi
∂wi
=
−1
(2Ny˜i − 1) · τ
· 1‖wi‖
(
I− zi · zTi
)
·
2N∑
j=1
1i 6=j · 1y˜i=y˜j ·
(
(1− Pij) · zj −
2N∑
k=1
1k/∈{i,j} · zk · Pik
)
=
1
(2Ny˜i − 1) · τ · ‖wi‖
·
2N∑
j=1
1i 6=j · 1y˜i=y˜j · ((zi • zj) · zj − zj)(1− Pij)
+
1
(2Ny˜i − 1) · τ · ‖wi‖
·
2N∑
j=1
1i 6=j · 1y˜i=y˜j ·
2N∑
k=1
1k/∈{i,j} · (zk − (zi • zk) · zk) · Pik
=
∂Lsupi
∂wi
∣∣∣∣
pos
+
∂Lsupi
∂wi
∣∣∣∣
neg
where:
∂Lsupi
∂wi
∣∣∣∣
pos
=
1
(2Ny˜i − 1) · τ · ‖wi‖
·
2N∑
j=1
1i 6=j · 1y˜i=y˜j · ((zi • zj) · zj − zj)(1− Pij)
∂Lsupi
∂wi
∣∣∣∣
neg
=
1
(2Ny˜i − 1) · τ · ‖wi‖
·
2N∑
j=1
1i 6=j · 1y˜i=y˜j ·
2N∑
k=1
1k/∈{i,j} · (zk − (zi • zk) · zk) · Pik
As discussed in detail in the main paper, for hard positives (i.e., zi•zj ≈ 0), the ((zi•zj)·zj−zj)(1−Pij) structure present
in ∂Lsupi /∂wi|pos results in large gradients while for easy positives (zi • zj ≈ 1), it results in small gradients. Analogously,
for hard negatives (zi • zj ≈ 0), the (zk − (zi • zk) · zk) · Pik structure present in ∂Lsupi /∂wi|neg results in large gradients
while for easy negatives (zi • zj ≈ −1), it results in small gradients. Comparing ∂Lsupi /∂wi|pos and ∂Lsupi /∂wi|neg to
that of Eq. 12, one can see that normalizing the projection network output representations served to introduce the general
((zi • z`) · z` − z`) structure, which plays a key role in ensuring the gradients are large for hard positives and negatives.
18
