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Abstract—Label free tracking of small bio-particles such as
proteins or viruses is of great utility in the study of biological
processes, however such experiments are frequently hindered by
weak signal strengths and a susceptibility to scattering impurities.
To overcome these problems we here propose a novel technique
leveraging the enhanced sensitivity of both interferometric de-
tection and the strong field confinement of surface plasmons.
Specifically, we show that interference between the field scattered
by an analyte particle and a speckle reference field, derived from
random scattering of surface plasmons propagating on a rough
metal film, enables particle tracking with sub-wavelength accu-
racy. We present the analytic framework of our technique and
verify its robustness to noise through Monte Carlo simulations.
I. INTRODUCTION
LOCALISING and tracking small biological particles,such as viruses or proteins, has played an important
part in enabling advances in our understanding of biological
processes at the microscopic and nanoscopic level [1], [2], [3].
Such studies require an ability to detect, monitor and analyse
processes dynamically without the usual ensemble averaging
inherent in many techniques. Optical microscopy has played
a pivotal role, however small biological particles typically
interact weakly with light thereby requiring detection of faint
signals which are prone to the effects of noise. Labelling ana-
lyte particles, for example with a fluorophore [3], is a proven
technique for increasing signal strength and has thus enabled
not only single molecule detection [4], [5], but also prompted
development of a wealth of super-resolution microscopy tech-
niques. Photo-activated localization microscopy (PALM) and
stochastic optical reconstruction microscopy (STORM) for
instance are capable of localising individual biomolecules with
nanometre precision [6], [7].
Although analyte labelling can help mitigate the effects of
noise, label free techniques are often preferable in a biological
context so as to avoid modifying the dynamics and function of
analyte particles [8], [9]. Label-free single particle detection
methods have thus attracted significant research attention in
recent years. Primarily, such techniques seek to improve
sensitivity through modified detection schemes or to enhance
light-matter interactions via strong field confinement. Interfer-
ometric scattering microscopy (iSCAT), for example, leverages
interference between light scattered by an analyte particle
and a known reference field so as to significantly increase
the magnitude of the relevant signal. Detection and tracking
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of single unlabelled proteins and viruses using iSCAT has
thus recently been reported [2], [10], [11], [12]. Alternatively,
resonance based sensing techniques typically monitor analyte
induced pertubations to a measured resonance line profile, such
as frequency shifts or mode broadening. Sensitivity in these
systems is ultimately limited by the resonance linewidth since
this dictates the size of detectable changes in the presence
of noise [13], [14]. High Q-factor resonances, for example
whispering gallery modes [15], [16] or photonic crystals cavity
modes [17], have thus been used to achieve single protein
detection [15], [18] and characterisation of single nanoparticles
[19], [20]. In contrast, plasmonic resonances are relatively
broad due to losses inherent in metals, however, they can ben-
efit from particularly strong field confinement. Accordingly,
surface plasmon resonances (SPRs) in thin metallic films have
been used extensively for sensing of biomolecules in bulk
[21], [22], whereas detection of single particle binding events
and conformational changes has been achieved using localised
surface plasmon resonance (LSPR) in metallic nanoparticles
[23], [24]. In particular, strong near fields associated with
plasmonic modes can also be leveraged for surface enhanced
Raman spectroscopy (SERS) [25], [26], [27], in turn en-
abling identification of analyte components. Hybrid photonic-
plasmonic resonance based systems have also been shown to
enable high sensitivity particle detection [28], [29].
Whilst resonance based modalities have a proven record for
sensitive detection, they provide only very limited positional
information about analyte particles and are thus less suitable
for localization and tracking based applications. Tracking of
biological molecules is currently achieved primarily through
imaging, for example using multifocal plane microscopy [30],
[31], dynamic localisation [32] or holographic imaging [33].
Typically, a series of images of the analyte is taken and sub-
sequent image analysis used to extract the particle trajectory
[34], [35], [36]. The accuracy of such a method thus depends
on both the algorithm and imaging modality. Super-resolution
methods using fluorescent labels can achieve nanometre scale
tracking precision [36], while iSCAT can similarly achieve
errors on the order 2 nm [2].
In this work we propose a technique for tracking small
biological particles which utilises both the enhanced sensitivity
of interferometric detection akin to iSCAT, whilst also bene-
fiting from enhanced local fields inherent to use of plasmonic
resonances. Use of surface plasmons in iSCAT has been shown
to be a sensitive technique for imaging of single exosomes
[37], however, due to its coherent nature, iSCAT is particularly
susceptible to scattering impurities whereby optical speckle
can degrade image quality [10]. This poses a significant obsta-
cle for tracking particles in complex scattering scenarios, such
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Fig. 1. (a) A schematic of the proposed experimental setup for particle tracking based on Kretschmann coupling and Fourier plane imaging of leakage
radiation. (b) Thin film structure, supporting an incident plane SPP wave which propagates along the metal-dielectric interface and scatters from an analyte
particle in the neighbouring aqueous solution. The scattering pattern from a dipole, with dipole moment proportional to the incident SPP field, is overlayed
(red) demonstrating the highly directional scattering into the leakage cone (dipole moment is oriented in direction of SPP field) (c) Random scattering from
a rough metal thin film gives rise to a ring-like speckle pattern in the Fourier plane. (d) Coordinate shift used to describe translation of the particle.
as lipid membranes or cellular environments. Our proposed
tracking technique utilises a speckle based reference signal
formed from random scattering of surface plasmon polaritons
(SPPs) [38] to help overcome such limitations and hence
move towards study of biomolecular function in more realistic
biological settings. We begin in Section II by introducing
the proposed system and discussing the origin of the random
reference signal. Section III builds on the theoretical scattering
model introduced in Section II to derive the proposed tracking
algorithm, which is subsequently verified in Section IV by
means of numerical simulation. Algorithm performance in the
presence of noise is also studied. Finally, a detailed critical
discussion of our proposed method is presented in Section V
before our conclusions are given in Section VI.
II. THEORETICAL SCATTERING MODEL
We consider a thin film geometry, as depicted in Fig. 1,
consisting of a thin metallic layer (with electric permittivity
m) depositied on a glass substrate (electric permittivity g),
immersed in an aqueous solution (electric permittivity w) con-
taining the analyte particles. Initially assuming the interfaces
are optically smooth, the electric field, E0, of a plane SPP field
at a position r = (x, y, z) in the upper half-space (z > 0) at
time t, propagating in the x-direction with frequency ω, can
be written in the form
E0(r, t) = A
 iκw0
−ksp
 exp(ikspx− κwz − iωt), (1)
where A dictates the amplitude of the SPP at the surface, ksp
is the SPP wavenumber, κw is the out of plane decay constant
and k2sp − κ2w = wω2/c2 [39], [40]. Metallic losses imply
that ksp = k′sp + ik
′′
sp and κw = κ
′
w + iκ
′′
w are complex,
whereby we denote the real and imaginary parts using single
and double prime notation respectively. Notably, the dielectric-
metal-dielectric structure shown in Fig. 1 can support two
distinct SPP modes due to coupling between the interfaces,
namely a long range or short range mode [39]. Although the
values of ksp and κw differ between these modes, the field in
the upper half space is nevertheless of the form of equation
(1). In general, the dispersion relation of the SPP modes means
k′sp >
√
wk0, where k0 = ω/c is the free space wavenumber.
This condition prevents coupling between SPP modes and
propagating optical modes in the upper space [39]. On the
other hand, the photon wavenumber in the glass substrate can
be designed to be larger than the SPP wavenumber of the
short range SPP, i.e. ngk0 > k′sp (ng =
√
g is the refractive
index of the substrate), therefore allowing for excitation using
3a Kretschmann type configuration as shown in Fig. 1(a),
in addition to leakage of short range SPPs into outgoing
optical waves, commonly known as leakage radiation [41].
Specifically, the transverse momentum of the leakage radiation
must match that of the SPP, such that the outgoing optical wave
propagates in the forward direction at an angle Θ relative to
the surface normal where ngk0 sin Θ = k′sp. We note that
although Fig. 1(a) depicts a Kretschmann coupling setup [42],
our proposed technique works equally well with other SPP
excitation schemes e.g. grating or end fire configurations [42],
[43].
Practically the metallic film will not be perfectly smooth,
either due to fabrication imperfections or intentional design,
which in turn gives rise to scattering of SPPs. Predominantly,
scattered SPPs couple to secondary SPPs propagating in ran-
dom directions [44]. Through coupling into short range SPPs
and their subsequent leakage, a cone of radiation is hence
observed in the lower half space, where the cone half angle is
again defined by Θ. Direct diffuse scattering into propagating
optical modes in either half space can also occur, however, this
process is typically weak (as indicated by the dipole scattering
pattern shown in Fig. 1(b)). Due to the random nature of the
surface roughness and scattering of plasmons, the resulting
leakage field is formed from the random interference of many
coherent wavefronts and thus exhibits a granular pattern of
bright and dark spots, i.e. speckle. This speckle field shall be
denoted Eb(r), and is notably a fixed function of r for a given
surface profile and coupling scheme. The conical scattering
is most easily observed through Fourier plane imaging [45],
as depicted in Fig. 1(a), whereby a speckle ring is evident
(see Fig. 1(c)). The speckle field in the Fourier plane will be
denoted E˜b(k‖), where k‖ = (kx, ky) denotes the transverse
wavevector of each angular component of the scattered field.
It is important to note that whilst surface roughness modifies
the SPP dispersion relation [46], producing a shift in the
resonance wavenumber and increased attenuation relative to
the smooth interface case, such effects are small for weak
(i.e. sub-wavelength) roughness. Moreover, for this work the
functional dependence of ksp on the thin film structure and
surface roughness is unimportant, since it only dictates the
opening angle and width of the cone of leakage radiation
which can hence be treated as experimentally determined
parameters.
When an analyte particle is sufficiently close to the surface,
in addition to the scattering processes discussed above an
incident SPP can also scatter directly from the analyte particle.
Assuming such scattering is sufficiently weak, as is relevant for
small biological particles, we can treat the additional scattering
using a single scattering approximation whereby the total
scattered field is given by E(r) = Eb(r) + Es(r), where
Es(r) is the field scattered from the analyte. The scattered
intensity at any point is thus I(r) = |Eb(r) + Es(r)|2 =
Ib(r) + Is(r) + 2 Re(E
∗
b(r) · Es(r)) (neglecting prefactors),
where Ib(r) = |Eb(r)|2 denotes the intensity of the back-
ground speckle and Is(r) = |Es(r)|2 is the intensity scattered
by the analyte particle. Equivalent expressions also hold in
the Fourier plane. In addition to the two direct scattering
intensities, we note that the total scattered field also includes a
term describing interference between the background leakage
speckle field and that scattered from the analyte particle. It is
this interference term which forms the basis of our proposed
tracking technique.
A. Translation of particle
To be able to track the motion of an analyte particle, we
must first consider how an observed signal changes upon par-
ticle translation. Therefore, we consider the scattered electric
field Es(r; rp) for a particle occupying a volume V centred
on rp. Within the Born approximation [47], [48] the scattered
field can be expressed
Es(r; rp) =
ω2
c2
∫
r′∈V
[p(r
′)− w]G(r, r′) ·E0(r′)d3r′ (2)
where the dielectric function of the particle, p(r), is allowed
to take an arbitrary form within the particle and G(r, r′) is
the Green’s tensor for the thin film geometry which describes
the scattering pattern for a dipolar source. Small (i.e. sub
wavelength) particles in particular give rise to a dipole scat-
tering pattern, a cross-section of which is shown in Fig. 1(b).
As discussed above, when placed close to a metal film,
scattering from a dipole couples strongly into SPP modes
which subsequently leak into the leakage radiation cone, as
shown by the two narrow angular lobes in the scattering
pattern.
When the particle is shifted by δr = (δx, δy, δz), the
scattered field can be similarly calculated by integrating over
a volume V ′, translated by δr (see Fig. 1(d)), with a translated
dielectric function ′p(r). Assuming the particle is spherically
symmetric or that the particle is so small that internal variation
of p can be neglected, the transformed and original dielec-
tric functions are related according to ′p(r + δr) = p(r).
Correspondingly, the scattered field from the shifted particle,
Es(r; rp + δr), is given by
Es(r; rp+δr) =
ω2
c2
∫
r′′∈V ′
[′p(r
′′)−w]G(r, r′′)E0(r′′)d3r′′.
(3)
Upon making the change of variables r′′ = r′+δr, the integral
becomes
Es(r; rp + δr) =
ω2
c2
∫
r′∈V
[p(r
′)− w]G(r, r′ + δr)E0(r′ + δr)d3r′. (4)
Furthermore, it follows from equation (1) that E0(r′ + δr) =
eikspδxe−κwδzE0(r′). The scattered field in the Fourier plane,
E˜s(k‖; rp), follows by evaluting the 2D Fourier transform
of equation (4) evaluated at z = 0, taken with respect to
the transverse position vector ρ = (x, y). Notably, since the
Green’s tensor G(r, r′′) = G(ρ − ρ′′, z′) is a function of
the difference of the transverse position vectors ρ − ρ′′, the
translated Fourier space Green’s tensor, G˜ can be easily related
to the unshifted Fourier space Green’s tensor [49] through
G˜(k‖; ρ′ + δρ, z′ + δz) = G˜(k‖; ρ′, z′)eik‖·δρeikzδz, (5)
where kz = (wk20−k2‖)1/2 and δρ = (δx, δy) is the transverse
component of the shift. Substituting equation (5) into the
40
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Fig. 2. (center) Example speckle intensity in the Fourier plane and corresponding cross-section I˜i(φ) taken at θ = Θ. Note only the scattered speckle
intensity has been plotted. (panels) Fringe patterns one would see at different points on the ring from scanning the analyte particle in the x and y directions.
In the φ = pi direction, no fringes are seen as the phase of Es does not change, so only decay effects are seen. At each φ, the fringe pattern has an unknown
offset. as depicted by the solid brown lines, due to the random phase of the background speckle.
Fourier transform of equation (4), the field scattered by the
translated particle in the far field in the direction defined by
k‖ is hence found to be
E˜s(k‖; rp + δr) = eikspδxe−κwδzeik‖·δρeikzδzE˜s(k‖; rp).
(6)
Since the scattered E˜s in the glass substrate is strongly con-
fined to the leakage radiation ring, we henceforth consider the
case where k = ngk0(cosφ sin Θ, sinφ sin Θ, cos Θ). From
equation (6), it follows that the scattered fields at azimuthal
coordinate φ on the leakage radiation ring for a shifted and
unshifted particle are related by
E˜s(φ; rp + δr) = e
iΨ(φ;δρ,δz)e−Λ(δx,δz)E˜s(φ; rp), (7)
where we have introduced the phase shift and decay functions
Ψ(φ; δρ, δz) and Λ(δx, δz) defined as
Ψ(φ; δρ, δz) = k′spδx(1 + cosφ) + k
′
spδy sinφ− κ′′wδz (8)
Λ(δx, δz) = k′′spδx+
[
κ′w +
(
k′2sp − wk20
)1/2]
δz. (9)
Note that since the SPP wavenumber is larger than the
wavenumber in the upper dielectric (aqueous solution), kz =
i(k′2sp− wk20)1/2 is imaginary and thus the exp(ikzδz) factor
in equation (6) represents a decay factor. From equation (7) we
thus see that as the analyte particle moves the direct scattered
field in the leakage ring acquires an additional phase shift
Ψ with respect to the background speckle reference field, in
addition to a change in amplitude. Accordingly the total field
E˜ changes in a predictable manner, enabling the shift of the
particle to be determined as we now discuss.
III. TRACKING ALGORITHM
In a tracking scenario it is necessary to collect multiple
frames of data over time so as to capture the dynamics of the
analyte particle. In our case, we consider a (small) particle
moving near the surface of the metal film, such that during
the ith frame (i = 1, 2, . . .) the particle is located at ri and
the corresponding intensity distribution in the pupil plane is
recorded, specifically the leakage radiation ring which we
denote I˜i(φ). Note that we assume the time resolution of
measurements is sufficient to be able to negate the effects of
motion blurring. Under the assumption the particle is weakly
scattering, we may assume Is  Ib, allowing I˜i to be
expressed
I˜i(φ) ≈ I˜b(φ) + 2 Re
[
E˜∗b(φ) · E˜s(φ; ri)
]
(10)
where I˜b and I˜s are defined analogously to above. The
interference term depends on particle position, tracing out
different fringe patterns at different points, φ, on the ring
(see Fig. 2). It also depends on the phase of the background
speckle, which is unknown and varies randomly. As a result,
it is not possible to extract the shift using just two frames
since the fringe displacement is consequently also different
and unknown for each φ. To overcome this issue, our track-
ing method simultaneously considers three frames (somewhat
analogous to phase shifting interferometry [50], [51], in which
three or more known reference phases are used to calculate
an unknown wavefront phase). It is assumed that a reference
measurement of I˜b(φ), which is fixed for a given surface
5roughness profile, is taken before the analyte particle moves
into the sensing volume. Importantly, we note that we do not
need to measure the phase of the reference speckle pattern.
Taking three data frames (labelling them as i = 1, 2, 3), we
can write the intensity profiles as
∆I˜1(φ) = 2 Re
[
E˜∗b(φ) · E˜s(φ; r2)eiΨ21e−Λ21
]
(11)
∆I˜2(φ) = 2 Re
[
E˜∗b(φ) · E˜s(φ; r2)
]
(12)
∆I˜3(φ) = 2 Re
[
E˜∗b(φ) · E˜s(φ; r2)eiΨ23e−Λ23
]
, (13)
where we have defined ∆I˜i(φ) = I˜i(φ) − I˜b(φ), equation
(7) has been used to express E˜s(φ; r1) and E˜s(φ; r3) in
terms of E˜s(φ, r2), Ψij and Λij are Ψ(φ; δrij) and Λ(δrij)
respectively, and δrij = ri − rj . Expanding the complex
exponential in equation (11) into real and imaginary parts gives
∆I˜1(φ) = e
−Λ21 cos Ψ21∆I˜2(φ)− e−Λ21 sin Ψ21K˜(φ), (14)
where we have also used equation (12) and defined K˜(φ) =
2 Im[E˜∗b(φ) · E˜s(φ; r2)]. Following the same process with
equation (13) results in
∆I˜3(φ) = e
−Λ23 cos Ψ23∆I˜2(φ)− e−Λ23 sin Ψ23K˜(φ). (15)
Multiplying equation (14) by e−Λ23 sin Ψ23 and equation (15)
by e−Λ21 sin Ψ21 and subtracting to eliminate K˜(φ) gives a
single equation for each point φ on the ring, dependent only
on the three measured intensity differences and the shifts in
position between each frame, specifically
u ·∆ = 0 (16)
where
u =
 e−Λ23 sin Ψ23e−Λ23−Λ21 sin(Ψ21 −Ψ23)
−e−Λ21 sin Ψ21

and ∆ = (∆I˜1,∆I˜2,∆I˜3)T . Note that in arriving at equation
(16) we have used the trigonometric identity cos Ψ23 sin Ψ21−
cos Ψ21 sin Ψ23 = sin(Ψ21 −Ψ23). Equation equation (16)
holds for any value of φ on the ring. Assuming then that the
intensity is sampled at N discrete angles φk, k = 1, 2, . . . , N
we can form a set of N equations with 6 unknowns (the three
components of δr21 and δr23).
To find the the shifts in particle position, a least squares
solution can be used, with the estimates of the steps given by
the solution to the 6D (global) minimisation
(δrˆ21, δrˆ23) = arg min
(δr21,δr23)
N∑
k=1
(
u(φk) ·∆(φk)
|u(φk)|
)2
, (17)
where δrˆij denotes an estimate of the true step δrij . The vector
u has been normalised by its magnitude in order to exclude
the u = 0 solution, corresponding to no shift. By applying
this algorithm to sets of 3 frames, the trajectory of a particle
from frame to frame over an arbitrary number of frames may
be reconstructed.
A. Trajectory Consistency Check
Since the algorithm uses three frames to reconstruct a pair of
consecutive steps simultaneously, it can provide two estimates
for the same step generated from different measurements. For
example, δr23 can be estimated from frames 1,2,3 or from
frames 2,3,4, where each estimate arises from the minimisation
of a different function. Comparing the two estimates of any
given step can thus provide a consistency check of the retrieved
trajectory, with the two estimates required to agree within
some small margin for error. In particular, inconsistencies can
occur if either the minimisation procedure fails to find the
global minimum, or the effects of noise or a non-negligible
direct scattering term mean that the true step no longer
corresponds to the global minimum. In the first case, the
minimisation procedure can be modified or rerun for the two
relevant sets of frames until consistent global minima for
each are found. For example, for a multi-start minimisation
algorithm [52], additional random starting points can be used.
In the second case, although all global minimisation algorithms
will not yield the correct step, the consistency check neverthe-
less provides an indication that a particular step is incorrect.
B. Sign Ambiguity of Transverse Step
From equation (8) it can be seen that Ψ(φ;−δρ,−δz) =
−Ψ(φ; δρ, δz) meaning that, ignoring the effects of the decay,
the negative of the correct step also satisfies equation (16). In
reality, the decay of the field in the x and z directions ensures
−δr is not a solution, however in cases where the decay is
weak (e.g. small δz) the exact backward step corresponds
to either a very low local minimum in the minimisation
landscape, or, if noise is strong enough to obscure any decay,
a global minimum. Since the decay in the z direction is over a
much shorter length scale than in the x direction (κ′w  k′′sp),
and the phase shift depends only weakly on δz, in practice,
this incorrect sign error is only seen in the estimate of the
transverse step. A simple strategy to protect against possible
sign ambiguities is to first run the minimisation algorithm to
solve equation (16) as usual and then run a second minimi-
sation using the retrieved step as the initial start point albeit
with the transverse step reversed. If the second minimisation
converges to a lower minimum, the new step estimate is taken,
otherwise the initial estimate is retained. Use of this strategy
means any sign error can only remain if the flipped transverse
step truly corresponds to a lower minimum than the true step
as a consequence of noise. In this case, incorrect step estimates
can be resolved by applying the consistency check to both the
estimate from the global minimum, and the same estimate but
with the transverse step flipped, and then picking the sign of
the transverse step which is most consistent with the estimates
generated from overlapping sets of three frames. It should
be emphasised that in the majority of cases, the decay factor
ensures that there is no sign error and the true step corresponds
to the global minimum.
IV. ALGORITHM PERFORMANCE
The proposed method was tested and verified using sim-
ulated data. In particular, the value of the background field
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Fig. 3. Reconstruction of a 3D random walk (orange line) with projections onto each coordinate plane. Blue squares show the nominal positions of the
analyte particle at each frame. The initial start point of the reconstructed trajectory was set to coincide with the true position. Inset shows the fractional error
(|δrˆ− δr|/|δr|) in the estimated step for each step in the trajectory for the shot noise limited (blue) and noise free (orange) case.
at each pixel was constructed by first generating a complex
zero mean Gaussian random vector of length N , which was
then convolved with a Gaussian smoothing function to yield a
ring of speckle with finite speckle size with a desired average
angular width. The chosen speckle size was found to have
no significant effect on the algorithm, but was chosen to be
0.05 radians, corresponding to observed leakage ring speckle
patterns. The analyte particle was modelled as a dipole scat-
terer with dipole moment aligned with the incident SPP field.
The dipole approximation is only valid for small particles, for
which the integrand in equation (2) does not vary significantly
over the particle volume [20], [53]. Note, however, that the
derivation of the tracking algorithm does not require this
approximation to be valid. To calculate the far field scattered
dipole field the standard semi-analytic thin film Green’s tensor
[49] was used. The particle was assumed to undergo a 3D
random walk in water (refractive index nw = 1.33 [54]),
starting 60 nm above a 40 nm thick gold film (refractive index
nm = 0.28+2.93i [55]) on top of a glass substrate (refractive
index ng = 1.5). A free space wavelength of λ0 = 600 nm was
taken and the random walk was generated with a fixed step size
of 0.15λ0. With these physical parameters, the short range SPP
wavenumber and decay constant are ksp = (1.50 + 0.04i)k0
and κw = (0.68 + 0.08i)k0 respectively. The minimisation
was performed using a multi-start conjugate gradient method,
with 100 random starting points and the search space was
bound to step sizes below λ0/2. Minimisation was performed
on all sets of consecutive frames i−1, i, i+1, with the result
of the minimisation for each set of three frames providing
estimates δrˆij of δrij for j = i − 1 and j = i + 1. A
consistency check between step estimates from overlapping
sets of frames (i.e. δrˆi,i+1 obtained from frames i− 1, i and
i + 1 compared to δrˆi,i+1 obtained from frames i, i + 1
and i + 2) was performed. If the steps were found to be
inconsistent (the threshold for inconsistency was step estimates
differing by more than 10%), the minimisation procedure
was repeated on the two relevant inconsistent sets of three
frames, for 200 new random starting points, with new step
estimates replacing the previous estimate if a lower minimum
was found. The consistency check was repeated with the new
estimates, and global minimisation repeated if the consistency
check failed, adding 100 random starting points after each
failure, up to a maximum of five times before the algorithm
was terminated. For noiseless simulations, the algorithm was
able to accurately reconstruct the particle trajectory, for sub-
wavelength step sizes up to λ0/2, with fractional errors below
1%, corresponding to sub nanometre precision (see inset of
Fig. 3). In addition to a randomly generated background
speckle, the method was also tested on simulated speckle
patterns generated by coupled dipole simulations, with similar
level of accuracy.
It is also important to consider the performance of the
tracking algorithm when applied to noisy data, since any
real measurement cannot fully eliminate noise. To study the
robustness of the tracking algorithm to noise, further simu-
lations were performed assuming shot noise limited intensity
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Fig. 4. The dependence of the relative frequency of a given fractional error
(|δrˆ − δr|/|δr|) on the ratio of total particle scattered intensity to total
background intensity,
∑
k〈I˜s(φk)〉/
∑
k〈I˜b(φk)〉, found without (left) and
with (right) the consistency check. The step size was fixed at |δr| = 0.15λ0.
The background was fixed to be 1010 photons around the entire ring, which
consisted of 100 azimuthal pixels. Distributions shown were calculated using
1050 different realisations of background speckle and particle trajectories for
each value of the particle scattered power. All intensity distribution were
corrupted by a shot noise. The consistency check was applied a maximum of
five times, after which the lowest minimum was taken.
measurements. Accordingly, the intensity measured in each
azimuthal pixel was derived from a Poisson distributed random
variable with mean and variance corresponding to the number
of photons N˜k = I˜i(φk)A∆τ/(~ω) incident on that pixel
(of area A) during a single frame (integration time of ∆τ ).
Fig. 4 shows the relative frequency of a given fractional
error in the estimated step, defined as |δrˆij − δrij |/|δrij | as
a function of the ratio of the average total intensity scattered
by the particle and the average total background intensity (i.e.∑N
k=1〈I˜s(φk)〉/
∑N
k=1〈I˜b(φk)〉 where averages here are taken
over an ensemble of 1050 different noise realisations, speckle
realisations and particle trajectories). For the simulations the
total number of photons in the background speckle integrated
around the ring (N˜b =
∑N
k=1〈I˜b(φk)〉A∆τ/(~ω)) was as-
sumed to be fixed at 1010. For small particle scattered intensity,
the change in intensity as the particle moves is obscured by
the shot noise, increasing the error in the step estimate. On the
other hand, the reduced performance as the particle scattered
intensity becomes comparable to the background intensity is
due to the direct scattering term becoming significant and thus
the approximations used in deriving the algorithm no longer
hold. A significant reduction in the average error is seen when
the consistency check is utilised. When the check is not used
the algorithm can occasionally converge to a local minima
corresponding to an incorrect step. An example reconstructed
trajectory for shot noise limited measurements (at an intensity
ratio
∑N
k=1〈I˜s(φk)〉/
∑N
k=1〈I˜b(φk)〉 = 10−3) is also shown
in Fig. 3. Whilst reconstruction errors can be seen, there
is nevertheless generally good agreement with the nominal
trajectory with errors . 1 nm.
V. DISCUSSION
To help illustrate the advantages of our proposed interfero-
metric method, we now consider the signal to background ratio
(SBR) and signal to noise ratio (SNR) for an interferometric
measurement as compared to those found for a dark-field
technique [56], [57] in which there is no background. Im-
portantly, for any given pixel the number of incident photons
measured per integration time NT (note that we henceforth
drop the tilde notation and k subscript for clarity) can arise
from multiple sources, such as the background, scattered light
or noise. Changes in the number of scattered photons, Ns,
however, derive from the presence (and movement) of the
analyte particle and thus consitute an information carrying
signal. Accordingly, in the definition of SBR and SNR,
SBR =
〈S〉
〈N0〉 (18)
SNR =
〈S〉
σ
, (19)
the ‘signal’ can be expressed (for small Ns) as S =
|∂NT /∂Ns|Ns, whereas σ is the standard deviation of NT , N0
is the background photon count in the absence of the analyte
particle and angled brackets denote averaging over noise
realisations. For a fair comparison between the inteferometric
and dark field techniques, we assume that Ns is the same
for both methods. In the dark field case, the total number of
signal photons incident on a single pixel per integration time
can hence be entirely attributed to scattering from the analyte
particle, so that NT = Ns and the signal is simply Sdark = Ns
as would be expected. On the other hand, for an interferometric
method the contribution from the reference background field
must also be considered. The total number of incident photons
is therefore NT = Ns + Nb + 2(NsNb)1/2 cos Φ, where Nb
is the number of background photons incident on the pixel
per integration time and Φ is the phase difference between
the background field and the field scattered from the analyte
particle. We again assume that Nb  Ns, whereby the
inteferometric signal is Sint = (NsNb)1/2|cos Φ|.
Given the faint signals involved, two possible sources of
noise that can affect both techniques are that of shot noise
(arising from quantisation of light) and dark noise (arising
from thermal excitation of electrons in the detector). As such
the recorded number of photons for any given measurement
can be modelled using a Poisson random variable, with mean
8TABLE I
SUMMARY OF NOISE METRICS FOR DARK FIELD AND INTERFERENCE METHODS
Metric Exact expression Shot noise limit
NT  Nd
Dark noise limit
NT  Nd
D
ar
k
fie
ld SBR NsNd
Ns
Nd
 1 Ns
Nd
 1
SNR
Ns√
Ns+Nd
√
Ns
Ns√
Nd
In
te
rf
er
en
ce SBR
√
NsNb|cos Φ|
NT+Nd
√
Ns
Nb
|cos Φ|  1
√
NsNb
Nd
|cos Φ|  1
SNR
√
NsNb|cos Φ|√
NT+Nd
√
Ns|cos Φ|
√
NsNb√
Nd
|cos Φ|
given by the number of photons incident on a given pixel per
integration time, NT , plus a signal independent mean dark
count Nd. In the dark field case, the background is entirely
due to dark noise, N0 = Nd, while the interferometric case has
a background N0 = Nd+Nb. Using the fact that the variance
of a Poisson distribution is equal to its mean, the standard
deviation of the noise follows as σ = (NT + Nd)1/2. We
can hence identify two limiting cases, namely the shot noise
and dark noise limited regimes, for which NT  Nd and
NT  Nd respectively. Table I summarises the form of each
metric for both dark field and interferometric measurements
in each of the different noise regimes. In the case where the
methods are shot noise limited, the SNR of both methods are
of comparable size, with the interferometric method having a
significantly reduced SBR. The benefits of an interferometric
method are seen when Ns  Nd  Nb, in which the
interference method will be in the shot noise limit, whilst
the dark field method will be dark noise limited. This case is
particularly relevant for tracking of single biological particles,
since their small scattering cross-section implies Ns is small,
whilst the background strength can to some extent be increased
by appropriate experimental design. Regardless of whether an
interference based method is shot noise or dark noise limited,
we note that it achieves improved SNR over dark noise limited
dark field measurement when Nd >
√
Ns, again at the cost
of a worse SBR. The ability to achieve shot noise limited
measurements even for small Ns below the dark noise limit is
a significant advantage within an interferometric measurement
scheme. Analogous conclusions have been reached in regards
to iSCAT [10].
While sharing many of the advantages of iSCAT, there
are a number of additional merits to our proposed setup.
Firstly, light (both background and scattered from the analyte)
is confined to the leakage radiation cone, resulting in larger
intensities as compared to more diffuse scattering, therefore
increasing the SNR. These metrics are also increased by virtue
of the strong confined field of the illuminating SPP. Further-
more, since scattering into the ring is mediated by SPPs, both
the background and particle scattered field are predominantly
p-polarised. This (approximate) co-polarisation helps to ensure
that interference contrast is maximised. Additionally, the use
of a random speckle background as opposed to a well defined
reference field means, rather than acting as a noise source
as in iSCAT, scattering impurities play a central role in our
technique since they act as the source of the background.
As well as eliminating the detrimental effects of speckle,
our proposed technique also has the added benefit of not
requiring high quality smooth metal surfaces, since roughness
is the source of the background speckle. Moreover, there is no
requirement for a reference arm, thereby eliminating the need
for interferometric stability, although it should be noted that
many recent iSCAT setups also avoid the use of a reference
arm [11], [12].
Finally, the validity of the assumptions, in particular the
single scattering approximation, should be considered. For the
physical set up considered, it is useful to consider two types
of multiple scattering paths, ones in which light is multiply
scattered by the analyte particle (in addition to an arbitrary
number of scattering events from the surface scatterers), and
those paths which involve multiple scattering events by the
surface but only a single scattering event from the analyte
particle. Since we are interested in weakly scattering particles,
the first class of multiple scattering paths will contribute neg-
ligibly, since each additional scattering event from the particle
introduces another factor of the (small) particle scattering
strength. Since the particle can be treated as only singly
scattering, the total field can hence be written as E˜(φ) =
E˜b(φ) + E˜s(φ), where the background field is independent of
the analyte particle. The second class of multiple scattering
paths in general may be significant, since the metal surface
features may scatter strongly and, depending on the surface,
may be sufficiently close together for multiple scattering to
be non-negligible. Since the algorithm does not make any
assumptions on the nature of the background speckle, the
effect of this multiple scattering on Eb is irrelevant. Addition-
ally, the frequency shift and broadening of the SPP resonance
associated with multiple scattering is not important, since,
as mentioned earlier, ksp can be experimentally determined.
Multiple scattering from the metal surface will, however, have
an effect on Es, since the local field the particle experiences
will include a surface scattered contribution, in addition to
the incident SPP. This means that the incident field, E0(r)
in the Born approximation (equation (2)) should be replaced
by E(r′) = E0(r′) + Eb(r′), where Eb(r′) is the field
scattered from the surface to the position of the particle (i.e.
the background speckle field, but evaluated at the position of
the analyte particle instead of in the far field). Propagating
this additional term through the derivation, one finds the
9same phase/decay factors from shifting the Green’s tensor,
but there are also unknown phase/amplitude changes in Eb(r),
corresponding to a near field speckle distribution. Therefore,
in order for the method to work, the surface scattered field
on the particle has to be negligible compared to the incident
field. This means that surface roughness scattering must also
realistically be in the single scattering regime.
VI. CONCLUSION
In this work, we have proposed a novel interferometric
single particle tracking technique. The reference field used
originates from random scattering of surface plasmons propa-
gating along the surface of a rough metal film, which leak into
the far field to form a speckle ring. Using a Green’s tensor
analysis we have derived an analytic expression describing
how the interference between this leakage speckle and the field
scattered from an analyte particle changes upon translation of
the particle, which in turn forms the basis of our tracking
algorithm. It is important to note that in our analysis no
assumptions were made about the form of the background
field or indeed the scattered field, save the validity of the Born
approximation. As a result, the proposed method is applicable
to a wider variety of situations than that considered here, since
all that is required is knowledge of the appropriate phase and
decay functions (Ψ and Λ) for the given illumination/detection
geometry.
To verify our tracking algorithm we performed a series of
Monte Carlo simulations using noisy simulated data, which
demonstrated a sub-nanometre reconstruction accuracy in op-
timal conditions. Consideration of the number of unknowns
for any given series of measurement frames highlighted that
reconstruction of a particle trajectory requires simultaneous
analysis of at least three different speckle images at a time.
This however allows consistency checks to be applied to a re-
constructed trajectory hence improving overall reconstruction
quality.
Finally, we have discussed the advantages of our surface
plasmon interferometric technique in comparison to competing
techniques. In particular, we have shown that, for weakly
scattering analyte particles, our technique benefits from im-
proved SNR compared to a dark field technique at the cost
of a reduced SBR. Moreover, given the random nature of the
reference field used, it is also more robust to static scattering
impurities which can afflict other interferometric techniques,
such as iSCAT. Given the confined nature of surface plasmons,
if the analyte particle moves too far away from the metal
surface, reconstruction will naturally no longer be possible.
As such our proposed technique is more suitable for analysis
of surface based phenomena and processes, for example study
of screening/trapping potentials, transport through membrane
layers, motility of bound molecular machines or binding
kinetics. The wide use of surface plasmon based technology,
such as SPR sensors, and the relaxed fabrication tolerances,
furthermore implies that proposed method could be imple-
mented simply and cheaply and thus become a powerful tool
for study of biological processes at the single particle level.
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