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Les equations differentielles aux impulsions se rencontrent frequemment 
dans la technique. Le probleme CtudiC dans cette note nous a CtC pose par 
Mr. N. Racoveanu, qui I’a rencontre dans la theorie des oscillations Clectri- 
ques [2]. C’est une equation differentielle nonlineaire autonome aux impul- 
sions, dont les moments d’impulsions ne sont pas don&s par avance, ils 
dependent de la solution m&me. De pareilles equations sont CtudiCes aussi 
dans [I]. 
Considerons l’equation aux coefficients constants 
yn + ‘/IY’ + yzy = 0, 
dont l’equation caracteristique a les racines complexes 
r 1,2 = ff f iP, #B > 0. 
La solution g&kale de (1) sera 
y = teat sin p(t - T), 
oh c et T sont des constantes arbitraires. 
Soient h = (2~16) I, I entier > 0, t, quelconque et 
(1) 
(2) 
t, = t, + nh, n = 1, 2, 3, *.. . 
Nous designons par M I’ensemble des fonctions definies et continues sur 
une demidroite [to, + co), derivables sur tous les intervalles (t, , t,,,). 
La demidroite [to , $- co) peut differer pour les divers fonctions x E iM. 
En outre on suppose que z(tJ = 0 et ~*(t~+~ - 0) f 0.l Pour toute z E M 
on pose 
S t,+I Ctant la mesure de Dirac au support t,+I . 
1 On dksigne par z*, z** les d&i&es usuelles et par z’, Z” les d&i&es au sens des 
distributions [3]. 
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Considerons maintenant l’equation 
Yn + YlY’ + Y2Y = 4Yh (3) 
en distributions. Ses solutions seront des fonctions de M. La fonction y E M 
definie sur [to , + co) est une solution de (3) si elle verifie sur (to, + co) 
l’equation nonlineaire aux impulsions 
Posons eah = k. 
PROPOSITION 1. Pour tout couple de nombres t,, , y,,*, (yO* # 0) il y a SW 
[to , t co) une seule solution y(t, t, , yO*) de l’e’quation (3) telle que 
r(to , 4-J ! Yo*) = 0, Y*(t, + 0, t, , Yo*) = yo*. 
Cette solution est2 
y(t,t,,y,*)=La,exp/rr t-tt,- 
B t 
[y]h)/ sinp(t - 
pour 
ot la suite {a,} vkife l’dquation scalaire aux dz$fe?ences jinies 
a n+l = ka, + &. 
n 
4J 
(5) 
(6) 
Dimonstration. Si cette solution existe, elle doit verifier sur (to ) + co) 
l’equation (4). La restriction de (4) a chaque intervalle (t, , tn+l) est l’equation 
homogene (1). Done la solution a sur chaque intervalle (t, , t,,,) la forme (2), 
les constantes c et 7 &ant differentes sur les divers intervalles, 
y(t, t, , yO*) = c,eat sin /3(t - TJ, 
pour t, < t < tn+l . 
Du fait que y E M, il s’en suit que t, - 7n est multiple de rr//3; on deduit 
7w = t, + mm/b. On peut alors supposer que 
y(t, t, , yO*) = Eneat sin /3(t - to), 
ou bien que 
pour 42 < t -c t,+1 , 
y(t, t, , yO*) = -!- %e-anhea(t-tO) sin /3(t - t,), 
B 
pour 42 < t -=c 43+1- 
2 [(t - t,)/h] est I’qntier de (t - &J/h. 
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De t, < t < tn+l rksulte 
t - to 
?l<- 
h <n+l, 
done 
t - to n= __ [ 1 h 
et la solution y(t, t, , y,,*) a bien la forme (5) si elle existe. La fonction dkfinie 
par (5) est continue sur [to , + co) et y(tn. , to ,yO*) = 0. Puisqu’elle est 
continue sur (to , + co) et dkrivable pour t # t, il s’en suit d’aprks [.?I que sa 
dCrivCe sur (to , + co) au sens des distributions est 
Y’ = r*tt, to 9 Yo*) 
=+-a,expja t-to- 
i WI 4 t (a sin fl(t - to) + j3 cos b(t - to)} 
pour 
tn < t < t*+1 9 
d’oh 
Y*(tn + 0, to , Yo*) = 4 , Y *ctn+1 - 0, 43 , Yo*) = k (7) 
ce qui montre que y E M si a, # 0. De m&me 
yn = y** + 2 {Y*(tn+l + 0, to , Yo*) - Y*(tn+l - 0, to , Yo*)) St,.-, 
TL=O 
= y** + 2 (%,I - bd h”+l ’ 
n=0 
Alors y(t, to , yo*) est une solution de (4) si et seulement si la suite {a,} 
vkrifie (6). De (7) rksulte y*(to + 0, to , yo*) = a, et done on doit prendre 
a0 = yo*. 
OBSERVATION 1. On a 
y(t, to 9 Yo*) = r(t - to , 0, Yo*). 
OBSERVATION 2. Si y est une solution de (3), ulors - y est uussi une solution. 
OBSERVATION 3. De (6) rbulte 
(8) 
4 WEXLER 
Par const!quent deux solutions d$@entes sw (to , + co) peuvent coihcider sw un 
sous-intervalle (t, , + co). 
Dans ce qui suit nous allons Ctudier l’kquation (6). Bvidemment la solution 
(a,} est positive si a,, > 0. De m&me, si {a,} est une solution, alors { - a,} 
est aussi une solution. C’est pourquoi on peut considkrer seulement des solu- 
tions avec les conditions initiales positives, a, > 0. 
On va donner maintenant quelques &valuations pour a, . De (8) on dkduit 
De (6) il s’en suit 
a, 3 2, n = 1, 2, 3, *** . 
an+, a, 1 
- = __ + k"+la, k” kn-1 
(9) 
et, la somme des II premikres CgalitCs donne 
a n+l = kn+lao + kfi-1% A . 
jzo k3aj 
Alors, de (9) 
c’est-L-dire 
1 -kK” 
a nfl Gknal + 2k(1 -k) , n = 1,2, 3, ... si k#l (11) 
et 
a n+l < al + 4, n = 1,2, 3, +.. si k = 1. (12) 
PROPOSITION 2. Si k > 1 (c’est-h-dire 01 > 0) on a a, < a,,,, , 
lim a, = + co et la suite (an/kn} a une limite jinie # 0. 
DLmonstration. Soit b, = a,,/kn . Alors b, drifie 
b 
nil = bn + ke(n:l)b 
n 
et, par conskquent, la suite {b,} est croissante. De (11) on dCduit 
1 
- 
b G bl + k” n+l = 2kn+2(1 _ k) ’ n 1, 2, 3, ..., 
done (b,} a une limite finie # 0. De a, = knb, on dCduit a, < ancl 
et lima, = + co. 
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PROPOSITION 3. Si k = 1 (c’est-h-dire 01 = 0) on a a, 
lim a, = $ cc et 
al + 22 2a, ii-, G ancl G al +S , n = 1,2, 3, . . . 
D&onstration. Si K = 1 l’kquation (6) s’kcrit 
1 
a ,-,=a,+<, 
d’oh a, < a,,, . Si k = 1 (10) s’kcrit 
a,+1 = a, + 6 f 2 1, n = 1,2, 3, . . . 
,=I a3 
et, en tenant compte de (12) 
n-1,2,3,... 
La second inCgalitC de (13) est bien (12). La sCrie 
est divergente, done lim a, == i CG. 
< 
5 
a n+1 
(13) 
ConsidCrons maintenant k < 1 (c’est-i-dire cy < 0). Dans ce cas les racines 
de l’kquation algkbrique 
I 
s = kx + - 
1 
kx ’ x” = A(, -- k) (14) 
sont les points singuliers de l’kquation aux diffkrences (6). Nous allons noter 
par a la racinc positive de (14). 
l?videmment 
a zs 2. (15) 
De 
1 
a=ka +- 
kn 
on dCduit 
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On trouve immkdiatement que 
%,l - a, = & (u + 4 (u - c-d. (17) 
Nous allons montrer que le point singulier a de (6) est asymptotiquement 
stable. Posons d, = a, - a. 
De (16) il rksulte pour d, 1’Cquation aux diffhences 
d n+l = (2k - 1) d, + d, 3 (- l)j+l ($I’, pour l&l <a. 
j=l 
Ici 1 2k - 1 / < 1 et, par conskquent, la premikre approximation 
d n+l = W - 1) 4 
est asymptotiquement stable. Alors, la solution d,, = 0 de (18) est asymptoti- 
quement stable et la solution a, = a de (6) a la m&me propriCtC. Mais de 
cette manikre on n’obtient pas le domaine d’attraction du point singulier a 
de (6). C’est pourquoi nous allons prkciser ce rksultat dans la 
PROPOSITION 4. Si k < 1 (c’est-&dire (Y < 0) la solution a, = a de (6) 
est usymptotiquement stable, le domuine d’uttruction hnt le demi-axe (0, + CO). 
Dtfmonstrution. 11 est aisC a voir que 
U ,a+2 = k2a,a + $ + a, k2u 2 + 1 ’ (19) n 
Alors 
1 
%a+2 - an - u,(k2un2 + 1) 
(k2(k2 - 1) a,* + 2k2un2 + 1) 
done 
ant2 
_ u, = k2(k + 1) (k - 1) 
4k2un2 + 1) ( 
an2 + 1 
- k(k + 1) 1 (% + 4 (a, 4. (20) 
. 
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De (16) et (17) on dkduit les implications 
I 1 a, > a et a, > __ k2a * {a d an+1 d 4 
I 
1 
a<a,<-- 
k2a I * {a,+, < 4, 
1 
I- k2a < a, < a * {a, < a,+, < a>, 1 
I 
1 
a, < a et a, < - 
k2a * h+l 2 a> 
et de (20) on dCduit l’kquivalence 
{a, 2 4 0 {a,+, < 4. (25) 
D’aprks (11) la suite {a,} est en tout cas born&e, parceque 0 < k < 1. 
Supposons k 3 i. 11 est alors aisC h voir que l/k2a < 2. De (9) on dCduit 
a, >, l/k2a pour 71 >, 1. De (21) et (23) ‘1 1 rksulte alors que la suite (a,} est 
croissante si a, < a et dkcroissante si a, >, a. Par conskquent elle est con- 
vergente. Alors de (17) on dCduit lim a, = a. 
Supposons maintenant k < .$. Dans ce cas a < 1/k2a. Alors il existe N 
avec 
1 
aGaNG-----. 
k2a (26) 
En effet si a,, < a il s’en suit de (24) a, > a. Si a, > 1/k2a il existe dans la 
suite {a,} un premier terme, soit aN , avec la propriktk aN < I/k2a (si non, il 
en rksulte de (21) que {an+l} est dkcroissante, done convergente et 
ce qui est en contradiction avec (17)). Par consequent il existe aN avec 
aN < 1/k2a et aNpI > 1/k2a. Done (21) implique (26). De (21), (24), et (25) 
on dCduit que la suite {aN+2n)lLa0 est dkcroissante et que la suite {aN+2n+l}n>0 
est croissante. Par conskquent les deux suites sont convergentes. Alors de (20) 
rCsulte lim a, = a. 
On peut aussi caractkriser la vitesse de convergence de la suite {a,}. Soit 
A > 0 quelconque et posons 
a, - a = kAnen .
De (16) il en rksulte pour e,, 1’Cquation aux diffkrences 
1 
e -- %+1 - k&l (27) 
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PROPOSITION 5. Supposons 0 < k < 1 (c’est-h-dire 01 < 0). Si k = i on a 
lim e, = 0 quel que soit A 2 0. Si k # $- on a 
lim e, = 0, pour 
h< In/ 1 -2kj 
In k 
et 
lim ) e, 1 = co, pour 
h > In / 1 - 2k / 
In k ’ si en # 0. 
DLmonstration. 11 sufit d’observer que s’il existe E > 0 et N entier > 0 
avec la propriCt6 
alors lim e, = 0 et que s’il existe E > 0 et ,V avec la propriCtC 
alors lim / e, 1 = co si e, f 0. 
La Proposition 5 rksulte alors de la Proposition 4 et des implications. 
On obtient ainsi pour l’kquation (3) la 
CONCLUSION. Si a! > 0 les solutions de (3) sont nonborne’es. Si a: < 0 
l’e’quation (3) admet les solutions phiodiques y*(t, to) dejhies par 
1 
y*(t, to) = f -a exp CL 
P i ( 
t - to - [y?] h) 1 sin P(t - to), 
pour 
t, < t K\ tr,+l . 
Ces solutions sont asymptotiquement stables, le domaine d’attraction hunt 
0 < yo* < + co pour y+(t, to) et - Co < yO* < 0 pour y-(t, to). 
En outre, quelle que soit la solution y(t, t,, y,,*) on a3 
lirn y*(t’ to) -Y(t’ tO ’ YO*) = 0 
t++ffi @(t-tn) (28) 
a On prend le signe + cm - suivant que yo* > 0, ou yo* < 0. 
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pour tout h > 0 si 01 = (/3/2d) In 8. Si 01 # (/l/24 In s, aloes (28) est vtfrifi~e 
pour 
h < /3 In / 1 - 2eznla1@ / 
2dci 
11 est interessant de relever l’aspect geometrique du probleme etudie. 
Nous allons considerer le cas plus interessant 01 < 0. Nous passons dans ce 
but au systeme de deux equations differentielles Cquivalant a (3). Les solutions 
de ce systeme seront 
-qt, t, 1 22”) = (XI , x2) 
Oh 
X1(4 to , x2”) = Y(4 to , Yo*), xz(t, to f x2O) = Y *ct, to > Yo*), x2” = yo*. 
D’apres l’observation 3, le systeme est autonome et on peut done parler des 
trajectoires du systeme. On va noter les trajectoires X(t, 0, ~a”) par X(t, ~a”). 
En vue d’obtenir J’unicite” des trajectoires il est convenable d’introduire 
deux plans de phase R,” et Re2 qui correspondent aux conditions initiales 
yo* > 0, respectivement yo* < 0. 
Pour simplifier, nous allons analyser en detail seulement le cas 1 = 1. 
Pour tn < t < tn+l la solution X(t, x2”) verifie le systeeme de deux equations 
Cquivalant a (1) done les trajectoires sont formees par des boucles de spirale. 
Les trajectoires presentent des sauts sur l’axe x2 = 0. Dans la figure sont 
representees dans R+2 la trajectoire periodique et une autre trajectoire 
determinCe par la condition initiale x20 = a, . A l’aide du comportement de la 
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suite (a,} Ctablie dans la Proposition 4 on peut detailler le comportement 
des trajectoires suivant les diverses valeurs de k. Deux boucles de spirales, 
ou bien coincident, ou bien n’ont aucun point en commun. Par consequent 
deux trajectoires differentes de R+2, soient X(t, x2”) et X(t, a,O), ou bien 
n’ont aucun point en commun, ou bien il existe un moment tn tel que 
X(4 x2”) # X(6 %O) pour o<t<t, 
et 
X(t, ~2) = X(t, *so) pour t,<t<+m. 
C’est ce qui represente ici la ,,trace” de la propriete d’unicite des systemes 
usuels. On voit aussi que par chaque point x # 0 de R,2 passe au moins une 
trajectoire, mais il existe des points par lesquels passent plusieurs trajectoires. 
Le portrait de phase de Rp2 s’obtient du precedent par symetrie par rapport 
a l’origine. 
On peut definir sur R+2 (respectivement sur Re2) un ,,systeme dynamique”. 
En effet, on voit que X(t, ~2) est une famille d’applications (0, + CO) -+ R+2 
qui verifient 
X(t, x2(tn , x2”)> = X(t + t, > X2”)’ 
Pour tout point x # 0 il existe xzo > 0 et 0 < h < h bien determinCes avec 
la propriete X(X, xzo) = x. On pose alors 
pour t 3 0. 
La fonction cp+(t, x) verifie certaines propriMs des systemes dynamiques. 
Nous nous limitons ici a mentionner que, si on pose 
on a 
T,+(x) = cp+(t, x) 
C’est-a-dire, la famille d’applications Tt+, t E (0, + co) de R+2, x # 0 est un 
demigroupe commutatif par rapport a I’operation de composition, dont 
l’unite est To+. 
Le cas 2 > 1 exige I’introduction de deux plans de phase, chacun a I feuilles. 
Dans ce cas on considere les fonctions qj+(t, x), 0 < j < I et les familles 
d’applications T& qui verifient 
T:.,, 0 T:.j2 = T&j , j = j, + j, (modulo 2). 
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