The problem of identifying a planted assignment given a random k-SAT formula consistent with the assignment exhibits a large algorithmic gap: while the planted solution can always be identified given a formula with O(n log n) clauses, there are distributions over clauses for which the best known efficient algorithms require n k/2 clauses. We propose and study a unified model for planted k-SAT, which captures well-known special cases. An instance is described by a planted assignment σ and a distribution on clauses with k literals. We define its distribution complexity as the largest r for which the distribution is not r-wise independent (1 ≤ r ≤ k for any distribution with a planted assignment).
INTRODUCTION
Boolean satisfiability and constraint satisfaction problems are central to complexity theory; they are canonical NPcomplete problems and their approximate versions are also hard. Are they easier on average for natural distributions? An instance of random satisfiability is generated by fixing a distribution over clauses, then drawing i.i.d. clauses from this distribution. The average-case complexity of satisfiability problems is also motivated by its applications to models of disorder in physical systems and to cryptography, which requires problems that are hard on average.
Here we study planted satisfiability, in which an assignment is fixed in advance, and clauses selected from a distribution defined by the planted assignment. Planted satisfiability and random models with planted solutions more generally appear widely in several different forms including network clustering problems with planted partitions (the stochastic block model and its variants), random k-SAT with a planted assignment, and in Goldreich's proposed one-way function from cryptography [37] .
It was noted in [8] that drawing satisfied k-SAT clauses uniformly at random from all those satisfied by an assignment σ ∈ {±1} n often does not result in a difficult instance of satisfiability even if the number of observed clauses is relatively small. However, by changing the proportions of clauses depending on the number of satisfied literals under σ, one can create more challenging distributions over instances. Such "quiet plantings" have been further studied in [41, 2, 46, 44] . Algorithms for planted 3-SAT with various relative proportions were given by Flaxman [32] and Coja-Oghlan et al. [20] , the first of which works for Θ(n log n) clauses but excludes distributions close to 3-XOR-SAT, and the second of which works for all planted 3-SAT distributions but requires Θ(n 3/2 ln 10 n) clauses (note that a satisfiable k-XOR-SAT formula can be viewed as a satisfiable k-SAT formula with the same literals since XOR implies OR). As k increases, the problem exhibits a larger algorithmic gap: the number of clauses required by known algorithms to efficiently identify a planted assignment is Ω(n k/2 ) while the number at which the planted assignment is the unique satisfying assignment is O(n log n).
We give a simple model for producing instances of planted k-SAT that generalizes and unifies past work on specific distributions for planted satisfiability. In this model, each clause C, a k-tuple of the 2n literals (variables and their negations), is included in the random formula with probability proportional to Q(y) where y ∈ {±1} k is the value of the literals in C on the planted assignment σ. Here Q can be an arbitrary probability distribution over {±1} k . By choosing Q supported only on k-bit strings with at least one true value, we can ensure that only satisfiable k-SAT formulas will be produced, but the model is more general and allows "noisy" versions of satisfiability. We refer to an instance obtained by taking Q to be uniform over k-bit strings with an even number of 1's as k-XOR-SAT (since each clause also satisfies the XOR constraint).
We identify the parameter of Q that determines (up to lower order terms) the number of clauses that existing efficient algorithms require. It is the largest r such that the distribution Q is (r − 1)-wise independent but not r-wise. Equivalently, it is the size of the smallest non-empty subset of k indices for which the discrete Fourier coefficient of Q is nonzero. This is always an integer between 1 and k for any distribution besides the uniform distribution on all clauses. Known algorithms for special cases useÕ(n r/2 ) clauses to identify the planted solution (with the exception of the k-XOR-SAT which can be solved using Gaussian elimination from O(n) clauses but has distribution complexity k). In [31] we gave an algorithm based on a subsampled power iteration that usesÕ(n r/2 ) clauses to identify the planted assignment for any Q.
Our general formulation of the planted k-SAT problem and the notion of distribution complexity reveal a connection between planted k-SAT and the problem of inverting a PRG based on Goldreich's candidate one-way function [37] . In this problem for a fixed predicate P : {±1} k → {−1, 1}, we are given access to samples from a distribution Pσ, for a planted assignment σ ∈ {±1} n . A random sample from this distribution is a randomly and uniformly chosen ordered ktuple of variables (without repetition) xi 1 , . . . , xi k together with the value P (σi 1 , . . . , σi k ). As in the problem above, the goal is to recover σ given m random and independent samples from Pσ or at least to be able to distinguish any planted distribution from one in which the value is a uniform random coin flip (in place of P (σi 1 , . . . , σi k )). The number of evaluations of P for which the problem remains hard determines the stretch of the pseudo-random generator (PRG).
Bogdanov and Qiao [14] show that an SDP-based algorithm of Charikar and Wirth [17] can be used to find the input (which is the planted assignment) for any predicate that is not pairwise-independent using m = O(n) such evaluations. The same approach can be used to recover the input for any (r − 1)-wise (but not r-wise) independent predicate using O(n r/2 ) evaluations (the folklore birthday "paradox"-based reduction to r = 2 is described in [50] ). Nearly optimal integrality gaps for LP and SDP hierarchies were recently given for this problem [50] (and references therein) for Ω(n r/2− ) evaluations of the predicate. The assumption that recovering the planted assignment in this problem is hard has been used extensively in complexity theory and cryptography [3, 37, 39, 5, 4] , and the hardness of a decision version of this planted k-CSP is stated as the DCSP hypothesis in [7] . Goldreich's PRG is shown to be an -biased generator in [49, 6] , and lower bounds against DPLL-style algorithms are given in [22] . We note that despite the similarities between these two types of planted k-CSPs we are not aware of an equivalence between these two problems.
Our Results
For the planted k-SAT problems and the planted k-CSPs arising from Goldreich's construction we address the following question: How many random constraints are needed to efficiently recover the planted assignment?
For these problems we prove unconditional lower bounds for a broad class of algorithms. Statistical algorithms, defined by Kearns in the context of PAC learning [42] and by Feldman et al. [30] for general problems on distributions, are algorithms that can be implemented without explicit access to random clauses, only being able to estimate expectations of functions of a random constraint to a desired accuracy. Such algorithms include most algorithmic approaches used in practice and in theory on a wide variety of problems, including Expectation Maximization (EM) [23] , MCMC optimization [51, 35] , (generalized) method of moments [38] , simulated annealing [43, 53] , first and second order methods for linear/convex optimization [25, 10] , and many others (see [18, 12, 30] for proofs and other examples). We discuss this aspect in more detail in the full version of this paper; here we formally state the implication that convex programs that solve planted k-CSPs problem must have dimension that grows asΩ(n r/2 ) for any level of hierarchy.
The simplest form of statistical algorithms are algorithms that can be implemented using evaluations of Boolean functions on a random sample. Formally, for a distribution D over some domain (in our case all k-clauses) 1-STAT oracle is the oracle that given any function h : X → {0, 1} takes a random sample x from D and returns h(x). While lower bounds for this oracle are easiest to state, the strongest form of our lower bounds is for algorithms that use VSTAT oracle defined in [30] . VSTAT(t) oracle captures the information about the expectation of a given function that is obtained by estimating it on t independent samples. Definition 1. Let D be the input distribution over the domain X. For an integer parameter t > 0, for any query function h :
This oracle is a strengthening of the standard oracle defined by Kearns [42] that uses the same tolerance τ for all query functions.
We show that the distribution complexity parameter r characterizes the number of constraints (up to lower order terms) that an efficient statistical algorithm needs to solve instances of either problem. For brevity we state the bound for the planted k-SAT problem but identical bounds apply to Goldreich's k-CSP. Our lower bound shows that any polynomial-time statistical algorithm needsΩ(n r ) constraints to even distinguish clauses generated from a distribution with a planted assignment from random and uniform k-SAT clauses. In addition, exponential time is required if Ω(n r− ) clauses are used for any > 0.
More formally, for a clause distribution Q and an assignment σ let Qσ denote the distribution over clauses proportional to Q for the planted assignment σ (see Sec. 2 for a formal definition). Let U k denote the uniform distribution over k-clauses.
Theorem 1. Let Q be a distribution over k-clauses of complexity r. Then any (randomized) statistical algorithm that, given access to a distribution D that equals U k with probability 1/2 and equals Qσ with probability 1/2 for a randomly and uniformly chosen σ ∈ {±1} n , decides correctly whether D = Qσ or D = U k with probability at least 2/3 needs either (1) Ω(q) calls to VSTAT( n r (log q) r ) for any q ≥ 1 or (2) Ω(( n log n ) r ) calls to 1-STAT. It is easy to see that this lower bound is essentially tight for statistical algorithms using VSTAT oracle (since noisy r-XOR-SAT can be solved using a polynomial (in n r ) number of queries to VSTAT(O(n r )) that can determine the probability of each clause). Surprisingly, this lower bound is quadratically larger than the upper bound ofÕ(n r/2 ) that can be achieved using samples themselves [31] . While unusual, this is consistent with a common situation where an implementation using a statistical oracle requires polynomially more samples (for example in the case of the Ellipsoid algorithm that we discuss in the full paper). Still this discrepancy is an interesting one to investigate in order to better understand the power of statistical algorithms and lower bounds against them. We show that there exists a natural strengthening of VSTAT and 1-STAT oracles that bridges this gap. Specifically, we extend the oracle to functions with values in a larger discrete range {0, 1, . . . , L − 1} for L ≥ 2: 1-MSTAT(L) oracle is the oracle that given any function h : X → {0, 1, . . . , L − 1} takes a random sample x from D and returns h(x) and VSTAT is extended similarly to MVSTAT (we leave the formal details and statements for MVSTAT to the full version). This strengthening interpolates between the full access to samples which corresponds to L = |X k | and the standard statistical oracles (corresponding to L = 2) and hence is a natural one to investigate.
We prove nearly matching upper and lower bounds for the stronger oracle: (a) there is an efficient statistical algorithm that usesÕ(n r/2 ) calls to 1-MSTAT(O(n r/2 )) and identifies the planted assignment; (b) there is no statistical algorithm that can solve the problem described in Theorem 1 using less thanÕ(n r/2 ) calls to 1-MSTAT(n r/2 ). We state the upper bound more formally:
Theorem 2. Let Q be a clause distribution of distribution complexity r. Then there exists an algorithm that uses O(n r/2 log 2 n) calls to 1-MSTAT(n r/2 ) time linear in this number and identifies the planted assignment with probability 1 − o(1).
We prove this bound by showing that the algorithm from [31] based on a subsampled power iteration can be implemented statistically. The same upper bound holds for Goldreich's planted k-CSP.
In addition to providing a matching lower bound, the algorithm gives an example of a statistical algorithm for per-forming power iteration to compute eigenvectors or singular vectors. Spectral algorithms are among the most commonly used for problems with planted solutions (including Flaxman's algorithm [32] for planted satisfiability) and our lower bounds can be used to derive lower bounds against such algorithms. The alternative approach for solving planted constraint satisfaction problems with O(n r/2 ) samples is to use an SDP solver as shown in [14] (with the "birthday paradox" as shown in [50] ). This approach can also be implemented statistically, although a direct implementation using a generic statistical SDP solver such as the one we describe in the full paper will require quadratically more samples and will not give a non-trivial statistical algorithm for the problem (since solving using O(n r ) clauses is trivial).
The lower bound for 1-MSTAT(n r/2 ) follows from a general reduction from lower bounds for 1-MSTAT(L) with any L to lower bounds for 1-MSTAT which can be applied to other known lower bounds.
Corollaries and applications
We now briefly mention some of the corollaries and applications of our results.
Evidence for Feige's hypothesis:
A closely related problem is refuting the satisfiability of a random k-SAT formula (with no planting), a problem conjectured to be hard by Feige [26] . A refutation algorithm takes a k-SAT formula Φ as an input and returns either SAT or UNSAT. If Φ is satisfiable, the algorithm always returns SAT and for Φ drawn uniformly at random from all k-SAT formulae of n variables and m clauses the algorithm must return UNSAT with probability at least 2/3. For this refutation problem, an instance becomes unsatisfiable w.h.p. after O(n) clauses, but algorithmic bounds are as high as those for finding a planted assignment under the noisy XOR distribution: for even k [33, 21] and k = 3 [36, 27] , n k/2 clauses suffice, while for odd k ≥ 5, the current best algorithms require n k/2 clauses.
To relate this problem to our lower bounds we define an equivalent distributional version of the problem. In this version the input formula is obtained by sampling m i.i.d. clauses from some unknown distribution D over clauses. The goal is to say UNSAT (with probability at least 2/3) when clauses are sampled from the uniform distribution and to say SAT for every distribution supported on simultaneously satisfiable clauses.
In the distributional setting, an immediate consequence of Theorem 1 is that Feige's hypothesis holds for the class of statistical algorithms. The proof (appearing in the full version) follows from the fact that our decision problem (distinguishing between a planted k-SAT instance and the uniform k-SAT instance) is a special case of the distributional refutation problem.
Hard instances of k-SAT: Finding distributions of planted k-SAT instances that are algorithmically intractable has been a pursuit of researchers in both computer science and physics. The distribution complexity parameter defined here generalizes the notion of "quiet plantings" studied in physics [8, 41, 46, 44] to an entire hierarchy of "quietness". In particular, there are easy to generate distributions of satisfiable k-SAT instances with distribution complexity as high as k−1 (r = k can be achieved using XOR constraints but these instances are solvable by Gaussian elimination). These instances can also serve as strong tests of industrial SAT solvers as well as the underlying hard instances in cryptographic applications. In recent work, Blocki et al. extended our lower bounds from the Boolean setting to Z d and applied them to show the security of a class of humanly computable password protocols [11] . Lower bounds for convex programs: Our lower bounds imply limitations of using convex programs to recover planted solutions: any convex program whose objective is the sum of objectives for individual constraints (as is the case for canonical LPs/SDPs for CSPs) and distinguishes between a planted CSP instance and a uniformly generated one must have dimension at least n Ω(r) . In particular, this lower bound applies to lift-and-project hierarchies where the number of solution space constraints increases (and so does the cost of finding a violated constraint), but the dimension remains the same. Moreover, since our bounds are for detecting planted solutions, they imply large integrality gaps for convex relaxations of this dimension. These bounds essentially follow from statistical implementations of existing algorithms for convex optimization. We emphasize that the lower bounds apply to convex relaxations themselves and make no assumptions on how the convex relaxations are solved (in particular the solver does not need to be a statistical algorithm). An example of such lower bound is given below. Roughly speaking, the corollary says that any convex program whose objective value is significantly higher for the uniform distribution over clauses, U k , compared to a planted distribution Qσ must have a large dimension, independent of the number of constraints. 
We are not aware of this form of lower bounds against convex programs for planted satisfiability stated before. We also remark that the lower bound is incomparable to lower bounds for programs given in [50] since they analyze a specific SDP for which the mapping M maps to functions over an O(n k )dimensional space and constraint set K is defined using a high level of Sherali-Adams or Lovász-Schrijver hierarchy. Further details are given in the full paper.
Overview of the technique
Our proof of the lower bound builds on the notion of statistical dimension given in [30] which itself is based on ideas developed in a line of work on statistical query learning [42, 13, 29] .
Our primary technical contribution is a new, stronger notion of statistical dimension and its analysis for the planted k-CSP problems. The statistical dimension in [30] is based on upper-bounding average or maximum pairwise correlations between appropriately defined density functions. While these dimensions can be used for our problem (and, indeed, were a starting point for this work) they do not lead to the tight bounds we seek. Specifically, at best they give lower bounds for VSTAT(n r/2 ), whereas we will prove lower bounds for VSTAT(n r ) to match the current best upper bounds.
Our stronger notion directly examines a natural operator, which, for a given function, evaluates how well the expectation of the function discriminates different distributions. We show that a norm of this operator for large sets of input distributions gives a lower bound on the complexity of any statistical algorithm for the problem. Its analysis for our problem is fairly involved and a key element of the proof is the use of concentration of polynomials on {±1} n (derived from the hypercontractivity results of Bonami and Beckner [15, 9] ).
We remark that while the k-XOR-SAT problem is superficially similar to learning of sparse parities from random uniform examples for which optimal statistical lower bounds are well-known and easy to derive, the problems and the techniques are very different. The primary difference is that the correlation between parity functions on the uniform distribution is 0, whereas in our setting the distributions are not uniform and pairwise correlations between them are relatively large. Further, as mentioned earlier, the techniques based on pairwise correlations do not suffice for the strong lower bounds we give.
Our stronger technique gives further insight into the complexity of statistical algorithms. In fact, a norm of the operator we introduce here gives a characterization of the complexity of statistical algorithms [28] . The technique also has a natural interpretation in terms of the geometry of the space of all planted assignments with a metric defined to capture properties of statistical algorithms. As the distance in this metric increases, the fraction of solutions that can be discarded goes up rapidly from exponentially small to a polynomial fraction. We call this a paring transition as a large number of distributions become amenable to being separated and discarded as possible solutions.
We conjecture that our lower bounds hold for all algorithms, except in the case of strict constraints of low algebraic degree. Formally, the algebraic degree of a Boolean function over Z k 2 is the degree of the lowest degree polynomial over Z k 2 that represents f . For example, the parity function equals x1 + x2 + · · · + x k and therefore has algebraic degree 1. A function of algebraic degree d can be viewed as XOR of monomials of degree at most d. Therefore, as is well known, Gaussian elimination can be applied to the values of the function on all i∈[d] k i monomials to recover the coefficients of the monomials and thereby the function itself (e.g. [48] ). Gaussian Elimination gets around statistical lower bounds for such noiseless constraints of low algebraic degree. We say that a clause distribution Q induces strict constraints of algebraic degree d if f (x) = 2 k−1 Q(x) is a {0, 1} valued function that has algebraic degree d.
Conjecture 1. For any planted k-SAT problem with distribution complexity r excluding those that induce strict constraints of algebraic degree at most r/2,Θ(n r/2 ) clauses are necessary and sufficient for a polynomial-time algorithm to recover the planted solution.
This conjecture generalizes previous hardness assumptions and conjectures (e.g. [37, 7] ) and predicts a precise threshold at which planted CSPs become tractable.
Other related work
Hypergraph Partitioning. Another closely related model to planted satisfiability is random hypergraph partitioning, in which a partition of the vertex set is fixed, then k-uniform hyperedges added with probabilities that depend on their overlap with the partition. To obtain a planted satisfiability model from a planted hypergraph, let the vertex set be the set of 2n literals, with the partition given by the planted assignment σ. A k-clause is then a k-uniform hyperedge.
The case k = 2 is called the stochastic block model. The input is a random graph with different edge probabilities within and across an unknown partition of the vertices, and the algorithmic task is to recover partial or complete information about the partition given the resulting graph. Work on this model includes Bopanna [16] , McSherry's generalpurpose spectral algorithm [47] , and Coja-Oghlan's algorithm that works for graphs of constant average degree [19] .
In our work we consider planted bipartitions of k-uniform hypergraphs, and show that the behavior is dramatically different for k ≥ 3. Here, while the information theoretic threshold is still at a linear number of hyperedges, we give evidence that the efficient recovery threshold can be much larger, as high asΘ(n k/2 ). In fact, our lower bounds hold for the problem of distinguishing a random hypergraph with a planted partition from a uniformly random one and thus give computational lower bounds for checking hypergraph quasirandomness (see [52] for more on this problem). Throughout the paper we will use the terminology of planted satisfiability (assignments, constraints, clauses) but all results apply also to random hypergraph partitioning. Shattering and paring. Random satisfiability problems (without a planted solution) such as k-SAT and k-coloring random graphs exhibit a shattering phenomenon in the solution space for large enough k [45, 1] : as the density of constraints increases, the set of all solutions evolves from a large connected cluster to a exponentially large set of wellseparated clusters. The shattering threshold empirically coincides with the threshold for algorithmic tractability. Shattering has also been used to prove that certain algorithms fail at high enough densities [34] .
Both the shattering and paring phenomena give an explanation for the failure of known algorithms on random instances. Both capture properties of local algorithms, in the sense that in both cases, the performance of Gaussian elimination, an inherently global algorithm, is unaffected by the geometry of the solution space: both random k-XOR-SAT and random planted k-XOR-SAT are solvable at all densities despite exhibiting both shattering and paring.
The paring phenomenon differs from shattering in several significant ways. As the paring transition is a geometric property of a carefully chosen metric, there is a direct and provable link between paring and algorithmic tractability, as opposed to the empirical coincidence of shattering and algorithmic failure. In addition, while shattering is known to hold only for large enough k, the paring phenomenon holds for all k, and already gives strong lower bounds for 3-uniform constraints.
Outline
In this version we include the definition of the new statistical dimension and the proof of the bounds on the statistical dimension of planted satisfiability. In addition, in the full version we include:
• Detailed definitions of the statistical oracles used by statistical algorithms discussed here and detailed statements of our main results. • Proof that the statistical dimension gives lower bounds on the complexity of statistical algorithms for the oracles discussed here. • Proof of the bound on the statistical dimension of Goldreich's k-CSP. • Corollaries and applications of our main theorems: 1) a hierarchy of hard satisfiable k-SAT distributions generalizing the notion of "quiet plantings" 2) a proof that Feige's 3-SAT hypothesis holds for statistical algorithms. • Efficient statistical algorithm for planted satisfiability that proves Theorem 2. • Proofs that many standard convex optimization techniques, including LP's and SDP's can be solved by statistical algorithms and corollaries on convex programs for planted CSPs.
PRELIMINARIES
Planted k-SAT: Fix an assignment σ ∈ {±1} n . We represent a k-clause by an ordered k-tuple of literals from x1, . . . xn, x1, . . . xn with no repetition of variables and let X k be the set of all such k-clauses. For a k-clause C = (l1, . . . , l k ) let σ(C) ∈ {±1} k be the k-bit string of values assigned by σ to literals in C, that is σ(l1), . . . , σ(l k ), where σ(li) is the value of literal li in assignment σ with −1 corresponding to TRUE and 1 to FALSE. In a planted model, we draw clauses with probabilities that depend on the value of σ(C).
A planted distribution Qσ is defined by a distribution Q over {±1} k , that is a function Q :
To generate a random formula, F (Q, σ, m) we draw m i.i.d. k-clauses according to the probability distribution Qσ, where
.
By concentrating the support of Q only on satisfying assignments of an appropriate predicate we can generate satisfiable distributions for any predicate, including k-SAT, k-XOR-SAT, and k-NAE-SAT. In most previously considered distributions Q is a symmetric function, that is Qσ depends only on the number of satisfied literals in C. Problems: The algorithmic problems studied in this paper can be stated as follows: Given a sample of m independent clauses drawn according to Qσ, recover σ, or some τ correlated with σ. Note that since unsatisfiable clauses are allowed to have non-zero weight, for some distributions the problem is effectively satisfiability with random noise. Our lower bounds are for the potentially easier problem of distinguishing a randomly and uniformly chosen planted distribution from the uniform one over k-clauses. Namely, let DQ denote the set of all distributions Qσ, where σ ∈ {±1} k and U k be the uniform distribution over k-clauses. Let B(DQ, U k ) denote the decision problem in which given samples from an unknown input distribution D ∈ DQ ∪ {U k } the goal is to output 1 if D ∈ DQ and 0 if D = U k . For a clause distribution Q, we define its distribution complexity r(Q) as the smallest integer r ≥ 1 for which there exists a set S ⊆ [k] of size r and Q(S) .
Q(S) is the Fourier coefficient of the function Q on the set S (see Sec. 4 for a formal definition).
LOWER BOUNDS VIA STATISTICAL DI-MENSION
Lower bounds on the complexity of statistical algorithms are based on the notion of a statistical dimension introduced in [30] on the basis of ideas from [13, 29] . To describe further details on the statistical dimension used in this work, we start with some definitions.
For a domain X, let D be a set of distributions over X and let D be a distribution over X which is not in D. For simplicity we will focus on decision problems in this section and present extensions to general search problems in the full version. For t > 0, the distributional decision problem B(D, D) using t samples is to decide, given access to t random samples from an unknown distribution D ∈ D ∪ {D}, whether D ∈ D or D = D.
To prove our bounds we introduce a new, stronger notion which directly examines a certain norm of the operator that discriminates between expectations taken relative to different distributions. Formally, for a distribution D ∈ D and a reference distribution D we examine the (linear) operator that maps a function h :
Our goal is to obtain bounds on a certain norm of this operator extended to a set of distributions. Specifically, the discrimination norm of a set of distributions D relative to a distribution D is denoted by κ2(D , D) and defined as follows:
where the norm of h over D is h D = ED[h 2 (x)] and D ∼ D refers to choosing D randomly and uniformly from the set D .
Our concept of statistical dimension is essentially the same as in [30] but uses κ2(D , D) instead of average correlations. SDN(B(D, D) , κ).
The statistical dimension with discrimination norm κ of a problem over distributions gives a lower bound on the complexity of any statistical algorithm. SDN(B(D, D) , κ) and let L ≥ 2 be an integer.
• Any randomized statistical algorithm that solves B(D, D) with probability ≥ 2/3 requires Ω(d) calls to VSTAT(1/(3 · κ 2 )).
• Any randomized statistical algorithm that solves B(D, D) with probability ≥ 2/3 requires at least m calls to 1-MSTAT(L) for m = Ω min d, 1/κ 2 /L .
Further, the lower bound also holds when the input distribution D is chosen randomly as follows: D = D with probability 1/2 and D equals to a random and uniform element of DD with probability 1/2, where DD is the set of distributions for which the value of d is attained.
We prove this theorem in a slightly more general form in the full version. Our proof relies on techniques from [30] and simulations of 1-MSTAT using 1-STAT.
In the next section we prove the following bound on the statistical dimension with discrimination norm of planted satisfiability.
Theorem 4. For any distribution Q over k-clauses of distributional complexity r, there exists a constant c > 0 (that depends on Q) such that for any q ≥ 1,
For an appropriate choice of q = n θ(log n) we get,
Similarly, for any constant > 0, we get SDN(B(DQ, U k ), n r/2− ) = 2 n Ω k (1) .
By using this bound in Theorem 3 we obtain our main lower bounds in Section 1.1.
STATISTICAL DIMENSION OF PLANTED SATISFIABILITY
In this section, we prove our lower bound on the statistical dimension with discrimination norm of the planted satisfiability problem (stated in Theorem 4). Proof overview: We first show that the discrimination operator corresponding to Q applied to a function h : X k → R can be decomposed into a linear combination of discrimination operators for -XOR-SAT problem for every S ⊆ [k] of size applied to hS : X → R which is a certain averaging projection of h to X . Namely, if we denote by Z the -XOR-SAT clause distribution, then we show that.
where Z ,σ is the -XOR-SAT distribution over -clauses with planted assignment σ.
The two key properties of this decomposition are: (i) the coefficients areQ(S)'s which determine the distribution complexity of Q and (ii) hS U is upper-bounded by h U k . This step implies that the discrimination norm for the problem defined by Q is upper bounded (up to constant factors) by the discrimination norm for r(Q)-XOR-SAT.
In the second step of the proof we bound the discrimination norm for the r(Q)-XOR-SAT problem. Our analysis is based on the observation that EZ ,σ [hS]−E U [hS] is a degreepolynomial as a function of σ. We exploit known concentration properties of degree-polynomials to show that the function cannot have high expectation over a large subset of assignments. This gives the desired bound on the discrimination norm for the r(Q)-XOR-SAT problem.
We now give the formal details of the proof. For a distribution Qσ and query function h : X k → R, we denote by
. We start by introducing some notation:
• Let Z be the -XOR-SAT distribution over {±1} , that is a distribution such that Z (i) = 1/2 −1 if i is odd and 0 otherwise.
• For a clause C ∈ X k and S ⊆ [k] of size , let C |S denote a clause in X consisting of literals of C at positions with indices in S (in the order of indices in S).
• For h : X k → R, S ⊆ [k] of size and C ∈ X , let
Recall the discrete Fourier expansion of a function Q : {±1} k → R:
where χS(x) = i∈S xi is a parity or Walsh basis function, and the Fourier coefficient of the set S is defined as:
We show that ∆(σ, h) (as a function of h) can be decomposed into a linear combination of Γ (σ, hS). Proof. Recall that for a clause C we denote by σ(C) the vector in {±1} k that gives evaluation of the literals in C on σ with −1 corresponding to TRUE and 1 to FALSE. Also by our definitions, Qσ(C) = 2 k ·Q(σ(C)) |X k | . Now, using to denote |S|,
Note that if C |S = C then for ≥ 1, χS(σ(C)) = χ [ ] (σ(C )) = 1 − Z (σ(C )) and for = 0, χ ∅ (σ(C)) = 1. Therefore,
whereQ(∅) = 2 −k follows from Q being a distribution over {±1} k . Plugging this into eq.(2) we obtain
We now analyze Γ (σ, hS). For a clause C let V (C) denote the set of indices of variables in the clause C and let #(C) denote the number of negated variables is C. Then, by definition,
This implies that Γ (σ, hS) can be represented as a linear combination of parities of length .
Lemma 2. For g : X → R,
Proof.
For S ⊆ {±1} n we now bound Eσ∼S [|Γ (σ, g)|] by exploiting its concentration properties as a degree-polynomial. To do this, we will need the following concentration bound for polynomials on {±1} n . It can be easily derived from the hypercontractivity results of Bonami and Beckner [15, 9] as done for example in [40, 24] . Lemma 3. Let p(x) be a degree polynomial over {±1} n . Then there is constant c such that for all t > 0,
In addition we will use the following simple way to convert strong concentration to a bound on expectation over subsets of assignments. Proof. Let c0 = · c. By Lemma 3 we have that for any t > 0, where we used the condition d ≥ e to obtain the last inequality.
We can now use the fact that Γ (σ, g) is a degree-polynomial of σ to prove the following lemma:
Lemma 5. Let S ⊆ {±1} n be a set of assignments for which d = 2 n /|S|. Then Proof. By Lemma 4 we get that E σ∼S [|Γ (σ, g)|] ≤ 2(ln d/(c )) /2 · Γ ,g 2, where Γ ,g (σ) ≡ Γ (σ, g). Now, by Parseval's identity and Lemma 2 we get that
We are now ready to bound the discrimination norm. 
By the definition of hS,
where we used Cauchy-Schwartz inequality together with the fact that for any C ,
By plugging this into eq.(3) and using the fact that ln d < n we get, By the definition of κ2(D , U k ) we obtain the claim.
We are now ready to finish the proof of our bound on SDN.
Proof. (of Theorem 4) Our reference distribution is the uniform distribution U k and the set of distributions D = DQ = {Qσ} σ∈{±1} n is the set of distributions for all possible assignments. Let D ⊆ D be a set of distributions of size |D|/q and S = {σ | Qσ ∈ D }. Then, by Lemma 6, we get κ2(D , U k ) = O k (ln q) r/2 n r/2 .
By the definition of SDN, this implies the claim.
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