In this chapter, a nonclassical global optimization method, the outer approximation method, is presented which is combined with groundwater simulators for the solution of groundwater management problems. In the fi rst part, the mathematics of the outer approximation is presented. The main characteristic of the outer approximation method is the minimization of a concave objective function over a convex or concave feasible domain. The second part of the present chapter includes the application of the outer approximation method to groundwater optimal design problems.
Introduction
In the early 1950s, numerical simulation models were presented in an attempt to obtain solutions for large problems of oil reservoirs. This effort was later expanded to address subsurface management problems related to groundwater 'quality' and 'quantity.' These models couple and solve simultaneously the governing equations of groundwater fl ow, mass transport, and chemical reaction.
The main objective of such models is to 'predict' the groundwater movement and the contaminant transport through a subsurface system. In many cases, these problems are very complicated and diffi cult to describe mathematically. The accurate description of the physical system, necessary for an optimal prediction to be obtained, requires a large volume of data. In addition, analytical solutions cannot be used due to the inhomogeneities, irregularities, and uncertainties of the physical system. Therefore, numerical simulation must be employed. In the past, several numerical simulator models of groundwater fl ow and transport have been presented based on the theories of fi nite elements and fi nite differences (Sutra, Modfl ow and MD3d, Princeton Transport Code (PTC), FEMWATER, etc).
In the early 1970s, groundwater numerical simulation models (Deninger [1] ) were combined with optimization techniques and became a powerful tool for solving groundwater management problems. The motivation of the attempt to combine simulation with optimization was the desire to determine the 'best' solution (among several feasible solutions) that could be applied to a groundwater management problem.
As indicated by Gorelick et al. [2] , simulation models are often inadequate because the problems of aquifer management do not involve prediction alone. Rather, they involve both simulation, for prediction, and optimization. The role of optimization is to determine the best operating policy for a particular objective, taking into account the restrictions that exist on a site-specifi c basis.
The combination of groundwater simulation and optimization techniques can be thought of as organized and methodical trial-and-error methods. However, in contrast to most trial-and-error approaches, the objective, constraints, and solution search strategies are clearly specifi ed. An optimization problem is formulated mathematically as a problem that minimizes or maximizes an objective function subject to a set of constraints that are based on physical, economic, technical, or social restrictions.
Example
An optimal design is desired for the following groundwater management problem: an aquifer is the main source of water supply for the city of Waterton. A minimum amount of water supply is required to cover the daily needs of the city. There exists a limit to the maximum amount of water that the aquifer can yield on a daily basis. This restriction is imposed by the fact that the water level in the aquifer has to remain above a certain threshold to ensure substantial groundwater fl ow. In addition, the pumping stations have a maximum potential for water extraction depending on the available pumps. The engineering design is to determine the number of wells that should be installed, the location of the wells, and the amount of water that should be pumped from each well so that all the above requirements are satisfi ed and the entire management process is accomplished with the minimum possible cost.
This problem can be formulated as follows: MINIMIZE the total pumping cost Subject to
• The amount of water (total pumping) being greater than or equal to the minimum amount required for the city's needs.
• The pumping action not lowering the water level below a certain threshold.
• The pumping rates at each station not exceeding the maximum specifi ed value for each pump.
Let us consider now the mathematical formulation of the problem. The variable parameters involved in the formulation are identifi ed from the problem description presented above. Such are the pumping rates and the water level in the aquifer (hydraulic head). These parameters are distinguished in two categories: (i) the parameters of the decision making process, called decision variables and (ii) the parameters related to the physical system, called state variables. The pumping rates are decision variables and the hydraulic heads are state variables.
How do we approach the problem as a groundwater management problem where simulation is combined with optimization?
A groundwater simulator is developed fi rst. This requires defi ning the area of interest and collecting all the data related to the parameters of the physical system. Topographic, meteorological, geological, and surface condition information must be collected for the accurate description of the system. More specifi cally, this information includes:
• data related to the geological parameters such as porosity, hydraulic conductivity, aquifer's depth, storativity, etc. (system parameters), • initial and boundary conditions -initial water level, topographic conditions, meteorological conditions (e.g. rainfall depth), -conditions related to the interaction of surface water and groundwater (existing lakes, rivers, ponds, and reservoirs).
The development of the numerical simulator is followed by the calibration of the model to ensure that the model provides an accurate representation of the existing fi eld conditions. Next, the groundwater numerical simulator is combined with the optimization model. The objective here is to establish forward and backward feedback between the optimization model and the numerical simulator. The optimization selects the decision variables, passes the decision variables to the numerical simulator, and performs the evaluation of the constraints. The optimal solution determines the values of the decision variables (pumping rates) for which the objective function is minimized and all the constraints are satisfi ed.
The decision and state variables are defi ned as follows. The simulator is used to represent the physical system by a fi nite difference or fi nite element mesh. The numerical simulator can be either two-dimensional (Fig. 1) or three-dimensional (Fig. 2) .
The location of the decision variables can be assigned at any mesh node by the decision maker. Several nodes can be considered as potential pumping well locations. Let I = {1, …, n} be the set of selected potential pumping well locations. Let q i denote the pumping rate assigned to node i of the mesh, i ∈ I. Then, the vector of decision variables q is defi ned as q = [q 1 , …, q n ]. By proposing several potential pumping well locations, the optimization model will select the 'best' locations to be activated, that is, those locations where the value of the pumping rate is greater than zero.
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Finally, there is the restriction of the upper bounds at each pumping station. According to this constraint, the pumping rate q i at any pumping location cannot exceed a prespecifi ed upper limit q * i . The objective function is the total pumping cost per unit time and is expressed as the sum of the products of the unit cost coeffi cient a i ($/L 3 ) times the pumping rate q i (L 3 /T) over all pumping well locations. A selected solution is declared optimal if it achieves the minimum objective function value and satisfi es all the aforementioned constraints. This is mathematically expressed as follows: where all the symbols are as previously defi ned. The optimization and numerical simulation are combined as follows. The optimization model selects the pumping combination that minimizes the objective function (total pumping cost). The information is passed to the numerical simulator and the model is executed. The output of this simulation consists of the values of the hydraulic heads (one for each node). The values for the specifi c observation locations are forwarded to the optimization algorithm. The optimization algorithm, in turn, evaluates the constraints (hydraulic heads and upper pumping bounds) and an optimal solution is declared if all constraints are satisfi ed. If any of the constraints is violated, then the algorithm selects a new combination of pumping rates and the process is repeated. The Waterton example is a typical case of groundwater 'quantity' management.
The same procedure can be applied in the case of groundwater 'quality' management problems. In this case, the numerical simulator couples the groundwater fl ow equation and the mass transport equation of the contaminant. The starting point in 'quality' management problems is the determination of the location and the perimeter of the contaminant plume. This will determine the initial conditions of the contaminant concentration fi eld at the beginning of the remediation period required by the simulator. A concentration value is assigned at each node of the mesh. Similar to the quantity management problem, certain nodes are considered as observation points for concentration. The optimization algorithm evaluates the concentration at the observation points c j , j ∈ J, and ensures that their values remain below the pre-specifi ed (cutoff) level.
The mathematical formulation of the problem is:
In some cases, it is also possible to have a mixed management problem where both hydraulic head and concentration constraints are implied. Such a formulation is: 
In some cases, a groundwater quality management problem is approached as a 'contaminant plume containment problem.' In this case, a hydraulic gradient control method is applied to prevent the contaminant plume of moving toward a certain direction. The concept of this is to create a hydraulic gradient around the contaminant plume (capture zone) and ensure that the groundwater fl ow is toward this zone (Fig. 3) .
Groundwater should fl ow inward the line that defi nes the capture zone. The constraints are imposed on certain points along this line as shown in Fig. 3 . It is required that at any point j of the line the hydraulic head at location 2 be greater than that at location 1 so that no fl ow crosses the line in the downstream direction.
The remediation design includes several potential well locations that can be either extraction wells inside the capture zone or injection wells outside the capture zone. The role of an extraction well is to reduce the hydraulic head by pumping. The opposite applies to an injection well. The mathematical formulation of this optimization problem is: b denotes the prespecifi ed hydraulic head difference at location j. It should be noticed at this point that the fi rst constraint in many cases is not included in the formulation of the optimization problem. This constraint is necessary in cases where the amount of the extracted groundwater has to satisfy the community's water demands.
The mathematics of groundwater management problems
Groundwater management problems can be very simple or very complicated. This depends on the formulation of the problem. A groundwater management problem with a linear objective function and a linear set of constraints is characterized as a simple problem and is relatively easy to solve. Problems where the decision variables do not appear in any power and/or in a product form have linear behavior. The geometric representation of a linear objective function or constraint is a straight line for problems with one decision variable (one-dimensional problems, 1D), a plane for 2D problems, or a hyperplane for multidimensional problems (Fig. 4) .
The most complicated form of groundwater management problems appears when either the objective function or any of the constraints are nonlinear. Typical examples for 1D and 2D problems are shown in Fig. 5 .
In most practical cases, hydraulic head and hydraulic gradient constraints have linear behavior with respect to the pumping rate. If the objective function is also linear, the management problem is characterized as linear. Linear problems involve only fl ow equations in the numerical simulation. It should be noted that in order for the above constraints to exhibit linear behavior the aquifer has to be in the steady state (no changes with time). These problems can be solved using classical linear programming techniques (simplex method). Several software packages exist to solve problems in this category (Lindo, Minos, Modman).
Groundwater management problems that involve concentration constraints are nonlinear problems (since the mass transport equation has a nonlinear behavior) and are known as groundwater quality management problems. In this case, the objective function can be either linear or nonlinear. This kind of problems is more diffi cult to be solved due to the nonlinear behavior.
The degree of diffi culty in solving nonlinear groundwater management problems using optimization techniques is mostly dependent on the behavior of the objective and constraint functions. Regarding the objective function, the mathematical formulation can be either minimization (e.g. minimization of the total pumping cost) or maximization (e.g. maximization of the total pumping) of the function. The objective function can be linear or nonlinear. A nonlinear function can be continuous or discontinuous, convex or nonconvex (concave), monotonic or nonmonotonic. Some typical examples are presented in Fig. 6 .
The most complicated case is the nonconvex, nonmonotonic function, where most of the optimization techniques have diffi culties to determine the 'global optimal' and instead terminate the process at a local optimal. Figure 7 illustrates the concept of local and global optimal.
The constraint functions can also be linear or nonlinear, convex or nonconvex. The geometric representation of the constraint functions is illustrated in Fig. 8 .
In case that the problem has several constraints the feasible region is defi ned as the intersection of all the constraints.
The objective function is imposed over the feasible region defi ned by the set of constraints. The optimal solution must be either inside the feasible region or along the perimeter of this region (Fig. 9 ). Based on the theory presented in the previous sections, we introduce the outer approximation method for the solution of water resources management problems. The outer approximation method is applicable to problems formulated to minimize a concave objective function over a compact set of constraints. Methods for concave minimization include successive approximation methods, successive partition methods, and cutting plane methods. The category of successive approximations methods includes the outer approximation method or relaxation method, the inner approximation method, and the successive underestimation method (Horst and Tuy [3] ). The concept of the outer approximation method, in the area of concave programming, was introduced by Tuy [4] . The method takes advantage of the basic property of a concave function f that the minimum of the function defi ned over a compact set of constraints always occurs at one of the most extreme points of the set (Fig. 10) .
In the area of water resources, and specifi cally, for the solution of groundwater management problems, the outer approximation method was fi rst introduced by Karatzas and Pinder [5] for convex feasible regions, followed by Karatzas and Pinder [6] for concave domains. New versions of the above work, with additional capabilities of the original methodology, were presented by Papadopoulou et al. [7] and Spiliotopoulos et al. [8] .
The method utilizes a cutting hyperplane technique. The feasible region is initially approximated by an enclosing polytope defi ned by a set of points, the vertices. Among the vertices of that polytope, the one that minimizes the objective function is determined. If this vertex is feasible, then the optimal solution is found and, based on the properties of the objective function, the obtained optimal solution is a global optimal solution. Otherwise, an iterative procedure is applied. At each step of this procedure, a hyperplane is introduced, that 'cuts' through the polytope dividing it into two parts, such that only one contains the entire feasible region. The vertices of the polytope that contains the feasible region are examined as to which one minimizes the objective function and whether, that vertex, satisfi es all the constraints. If all constrains are not satisfi ed, the process is repeated (Karatzas and Pinder [5] and [6] , Spiliotopoulos [9] ).
The problem is defi ned as follows: If all the functions g i (x) are convex, then the generated feasible region, D, is a closed convex set. Otherwise, the set is nonconvex. The outer approximation method that determines the global optimal solution can be outlined as follows (Karatzas and Pinder [5] and [6] ):
1. Defi ne an initial enclosing polytope, D 1 . The polytope is determined by a set of vertices such that the feasible region of the problem is enclosed. (Figure 11 ) shows an example of an enclosing polytope defi ned by its vertices (v 1 ;v 2 ;v 3 ;v 4 ).
Determine the vertex x
k that minimizes the objective function.
If at the vertex x
k all the constraints are satisfi ed, the optimal solution is determined. Otherwise, fi nd the most violated constraint g k (x), where
4. Determine the behavior of the most violated constraint; a. if the constraint is convex, introduce the cutting hyperplane as follows: for problems with linear constraints, the cutting hyperplane is the most violated constraint itself:
For problems with nonlinear convex constraints a 'linearized' form of the most violated constraint is introduced to play the role of the cutting hyperplane, expressed as follows:
This hyperplane is tangent to the constraint at the minimizing vertex. For the simple case of a one-dimensional problem, the tangent plane is shown in Fig. 12. b. if the constraint is concave, a tangent hyperplane would cut part of the feasible region. A modifi ed procedure to determine the cutting hyperplane is introduced. The edges of the enclosing polytope that connect the minimizing vertex to its adjacent ones are identifi ed. Along each edge, the points z i are defi ned such that: where q i is a constant greater than zero and y i is an adjacent vertex. In other words, the points z i are defi ned as points along the edges of the enclosing polytope so that the constraint at those points is violated. The cutting hyperplane passes through these points (Fig. 13) .
It is introduced using the following equation:
where D is the n × n matrix:
and e is a row vector of ones, i.e. e = (1, 1, …, 1) (Hillestand and Jacobsen [10] ).
Example Consider the points: Fig. 14) (Spiliotopoulos [9] ). In this simple 2D problem, the cutting plane is the line segment that connects the points z 1 and z 2 . Then, 
Example
A groundwater management problem for a hypothetical contaminated aquifer.
Consider a homogeneous, isotropic aquifer with dimensions 870 m × 870 m, hydraulic conductivity 0.125 m/h, longitudinal dispersivity 18 m, transverse dispersivity 1.8 m, diffusion coeffi cient 0.00001 m 2 /h, and porosity 0.2. Using a fi nite-element scheme, the aquifer is represented by 900 nodes and 841 elements and a time step (Δt) equal to 2,928 h (4 months).
A 2D fi nite element model for areal fl ow and transport of a no decaying, adsorbing-desorbing contaminant in a groundwater aquifer was used for the representation of the above system (Bredehoeft and Pinder [11] ; Ahlfeld [12] ).
Two contaminant sources (indicated by the black triangles in Fig. 15 ) were polluting the aquifer for 15 years prior to remediation. Figure 15 shows the fi niteelement mesh, initial and boundary conditions, locations of the contaminant sources, normalized concentration contours at the end of the 15-year period, and the proposed remediation scenario.
The proposed remediation design was as follows: a clean water injection well is pumping at location W1 with the pumping rate upper bound equal to 9 m 3 /h and an extraction well is pumping at location W2 with the pumping rate upper bound equal to 20 m 3 /h (pumping wells are indicated by black squares). It is requested that the normalized concentration at the end of a fi ve-year remediation period be less than or equal to 0.09 at location C1 and less than or equal to 0.03 at location C2 (observation points are indicated by white squares). The objective is to determine the optimal solution with the minimum cost. Figure 16 shows the behavior of the constraints for the above remediation scheme. The x-axis represents the injection-pumping rate at well W1 and the y-axis the extraction rate at well W2.
The two curves, indicated as constraints #1 and #2, represent the response of the concentration functions − = = * 0 , 1, 2, i i c c i with respect to the pumping rates at observation locations C1 and C2, respectively. * i c is the target concentration at location i at the end of the remediation period.
As illustrated in Fig. 16 , constraint #1 is a nonconvex function while constraint #2 is convex. The feasible region determined by the two constraints, and the two upper bounds of the pumping rates is indicated by the shaded area in Fig. 16 .
The number of decision variables (well locations) determines the dimensionality of the optimization problem. In the present case, the feasible region (Fig. 16) is defi ned by the two concentration constraints and upper bounds of the decision variables (maximum pumping rates of the wells). The optimal solution was Figure 15 : The mesh, the initial conditions and the remediation scheme for the example problem (Karatzas and Pinder [6] ).
obtained after twelve (12) optimization steps, which means 12 cutting planes were introduced to determine the optimal point (Karatzas and Pinder [6] ). The optimal solution was obtained as follows:
Step = 1 X (1) = 0.000 X (2) = 0.000 No optimal solution
Step = 2 X (1) = 9.280 X (2) = 0.000 No optimal solution
Step = 3 X (1) = 9.000 X (2) = 1.312 No optimal solution
Step = 4 X (1) = 6.466 X (2) = 13.190 No optimal solution
Step = 5 X (1) = 9.000 X (2) = 11.162 No optimal solution Figure 16 : Representation of the constraints and the feasible region for the example problem (Karatzas and Pinder [6] ).
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Step = 6 X (1) = 5.708 X (2) = 16.739 No optimal solution
Step = 7 X (1) = 6.762 X (2) = 16.362 No optimal solution
Step = 8 X (1) = 6.997 X (2) = 16.277 No optimal solution
Step = 9 X (1) = 6.897 X (2) = 16.602 No optimal solution
Step = 10 X (1) = 6.955 X (2) = 16.681 No optimal solution
Step = 11 X (1) = 6.945 X (2) = 16.713 No optimal solution
Step = 12 X (1) = 6.959 X (2) = 16.724 Optimal solution was found objective value = 367250.0 At each step the PTC (Babu and Pinder [13] , Babu et al. [14] , Pinder [15] ) was employed as the numerical simulation tool to evaluate the concentration levels based on the selected pumping rates from the optimization part. This information is returned to the optimization algorithm that determined if feasibility occurred.
Herein, the obtained optimal solution, for X(1) = 6.959 m 3 /h and X(2) = 16.724 m 3 /h, corresponds to the coordinators of the lower point of the feasible region (Fig.  16) . Considering the graphical representation of the objective function behavior, as shown in Fig. 16 , one can verify that the algorithm of the outer approximation accurately determines the global optimal solution of the problem.
Conclusions
The outer approximation method is a technique that determines a global optimal solution of a concave function over convex or nonconvex domains. In this chapter, applications of the method were presented to groundwater management problems. Two signifi cant advantages of this method are that the derivative of the objective function is not required, and at each optimization step (every time that a new hyperplane is introduced) only the derivatives of one constraint with respect to the decision variables are needed. In addition, the method easily handles linear constraints or combinations of linear and nonlinear constraints.
