Empirical Comparison of Graph-based Recommendation Engines for an Apps Ecosystem by Chiroque, Luis F. et al.
International Journal of Artificial Intelligence and Interactive Multimedia, Vol. 3, Nº 2. 
 
-33- 
 
 
Abstract — Recommendation engines (RE) are becoming 
highly popular, e.g., in the area of e-commerce. A RE offers new 
items (products or content) to users based on their profile and 
historical data. The most popular algorithms used in RE are 
based on collaborative filtering. This technique makes 
recommendations based on the past behavior of other users and 
the similarity between users and items. In this paper we have 
evaluated the performance of several RE based on the properties 
of the networks formed by users and items. The RE use in a novel 
way graph theoretic concepts like edges weights or network flow. 
The evaluation has been conducted in a real environment 
(ecosystem) for recommending apps to smartphone users. The 
analysis of the results allows concluding that the effectiveness of a 
RE can be improved if the age of the data, and if a global view of 
the data is considered. It also shows that graph-based RE are 
effective, but more experiments are required for a more accurate 
characterization of their properties. 
 
Keywords — Recommendation engines, smartphone apps, 
graph theory, collaborative filtering, flow algorithms. 
 
I. INTRODUCTION 
A. Motivation 
It is becoming very common in online platforms (shopping 
websites, online newspapers, online social networks, 
smartphone apps, etc.) to recommend items to the users that 
will (hopefully) be of their interest. This trend is becoming so 
general that Anderson predicted that we are “leaving the age of 
information and entering the age of recommendation” [4]. The 
items to recommend are selected by a recommendation engine 
(RE) that typically leverages the user profile, the context, and 
historical data. The RE typically has a catalog of items from 
which to choose its recommendation, and there are spaces in 
the online platform viewing area in which the recommended 
product is presented. The context of the user typically includes 
its past navigation history, including the current viewing 
context, which may involve a product (e.g., in a shopping 
website), a piece of news (e.g., in an online newspaper), a user 
profile (e.g., in an online social network), or the application 
that is being executed (e.g., in a smartphone). 
Recently, the most popular algorithms used in RE are based 
on collaborative filtering [15]. This technique makes 
recommendations based on the historical data of all the users 
and the estimated similarity between them. Typical metrics 
used for the computation of customers' similarity include 
Pearson correlation coefficient, adjusted cosine similarity, 
Spearman's rank correlation coefficient, and mean squared 
difference. 
In parallel with the advances in RE algorithms, we have 
observed that graph theory and network analysis has been 
useful in different contexts to extract information from data. 
This information is not an explicit part of the data, but it is 
implicitly contained in the underline structure. Examples of 
this approach are the use of pagerank to identify the most 
relevant web pages [8], or a recent use we have made of 
graphs to classify tweets  [9]. We believe that graph theory and 
network concepts can also be useful in the context of 
recommendation. 
B. Contributions 
In this paper we present an exploratory work on using graphs 
to build RE. We have devised, developed, and evaluated RE 
based on collaborative filtering to promote an ecosystem of 
smartphone apps. In this ecosystem, the users of the apps get 
banners advertising other apps that they have not installed 
(yet). The objective of the RE is maximizing the click-through 
rate (CTR) of users in these banners, and maximizing the 
installation of new apps. In addition we have devised one 
particular RE to promote a specific subset of apps. The 
proposed RE create models of the ecosystem as networks 
formed by apps, and use graph theoretic concepts like edges 
weights or network flow. 
The performance of the RE proposed has been evaluated in a 
real apps ecosystem. Several years’ worth of historical data has 
been used to create the networks that model the ecosystem. 
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Then, using them, the different RE were put to work with real 
users for about a week. The analysis of the results obtained has 
shown big (statistically significant) differences in CTR and 
installation success of the different RE. The results allow 
concluding that the effectiveness of a RE can be improved if 
the age of the data, and if a global view of the data is 
considered. It also shows that graph-based RE are effective. 
However, some of the results are puzzling, and hence more 
experiments are required for a more accurate characterization 
of the properties of the proposed RE. 
C. Structure 
The rest of the paper is structured as follows. In Section II 
we present the problem to be solved. In Section III we 
describe the RE we have proposed and that will be evaluated 
in this paper, with the underlying graph they use. In Section IV 
we present the experiment we have conducted, the results 
obtained, and some discussion on them. Section V presents 
previous work related to this paper. Finally, Section VI 
concludes the paper. 
II. PROBLEM STATEMENT 
As described, we have a smartphone app ecosystem. In this 
ecosystem, a user that is running an app (called the publisher), 
gets banners advertising other apps of the ecosystem it has not 
installed yet. The objective is to devise a RE that tells the 
system which app to advertise to a given user at a given time, 
possibly as a function of the user and the publisher, in order to 
achieve one (or more) of the following objectives. 
 CTR Maximization: The objective is to maximize the 
number of times the user clicks in the banner to get more 
information about the apps advertised. 
 Installations Maximization: The objective is to maximize 
the number of times the user installs the app advertised. 
 Targeted Promotion: The objective is to maximize the 
number of times users install a preselected set of apps to 
be promoted. 
An initial hypothesis we will make is that, once a user has 
clicked in a banner, the probability of installing the 
corresponding app is roughly same. This has made us 
concentrate initially in RE for the CTR Maximization and 
Targeted Promotion objectives. (As will be seen from the 
results obtained, this initial hypothesis needs some revision.) 
III. RECOMMENDATION ENGINES PROPOSED 
In this section we describe the recommendation engines we 
have proposed and evaluated in this paper. In order to describe 
them, we build graphs from historical user data that convey the 
essential information that is required by the corresponding RE. 
Hence, we start describing the graphs we need and use, and 
then we give the algorithms used by the RE to select an app to 
advertise. 
A. Apps Graphs 
All the graphs used in this work will have the set of apps A 
of the ecosystem as vertices. Moreover, all of them are 
weighted graphs, and the main difference among them is the 
weights that are allocated to edges. The graphs used are the 
following. 
Shared Users (SU) Graph. The SU graph is an undirected 
weighted graph GSU=(A,E,w), where E={{i,j}: i,j∈A} and the 
weight w(e) of an edge e={i,j}∈E is the number of users of the 
ecosystem that have currently both apps i and j installed. 
Aged Shared Users (ASU) Graph. The ASU graph is an 
undirected weighted graph GASU=(A,E,w), where E={{i,j}: 
i,j∈A} like in GSU. The difference in this case is that the 
contribution to the weight w(e) of an edge e={i,j}∈  E of a user 
(that has currently both apps i and i installed) is a function of 
the time the user has had the apps installed. In particular, let U 
be the set of all users and U(a)U be the set of users that have 
app a∈A installed. Also, let age(u,a) be the time since user 
u∈U(a) installed app a∈A (in some suitable units). Then,  
  
w({i, j}) = d min{age(u,i ),age(u, j )}
uÎU ( i )ÇU( j )
å , 
where  ≤ 1 is the decay factor. (The intuition is that users that 
installed an app long time ago are less important for the app.) 
CTR Graph. The CTR graph is a directed weighted graph 
GCTR=(A,E,w), where E = A×A and the weight w(e) of an edge 
e=(i,j)∈E is the CTR observed when banners with app j are 
presented to the users with app i as publisher. 
B. Recommendation Algorithms 
Using the above graphs we can describe now the RE 
considered in this work. 
Shared Users.  
Let us consider the SU graph described above. Assuming the 
publisher app is i, the app recommended j is the one that has 
the edge with i of largest weight. I.e., 
j=argmaxk(w({i,k}):k∈A). In this case, this means that j is the 
app with the largest number of common users with i. 
The approach of this algorithm is not new, and it is among the 
first ideas one may think of when resigning recommendation 
algorithms. 
Collaborative Filtering. 
This algorithm also uses the SU graph. Given the user to which 
the banner will be presented, and the set I of applications the 
user has already installed, the app j recommended is the one 
that has a largest aggregate weight with those in set I. I.e., 
j=argmaxk(iI w({i,k}):k∈A). 
Again, this approach is not very novel, since it is common to 
many collaborative filtering algorithms to use some linear 
algebra approach that can achieve similar results as this one. 
For instance, considering the weights of the SU graph as a 
matrix W, and the applications already installed by the used as 
a vector v, the algorithm proposed would recommend the app 
that corresponds to the largest element of the vector v
T
W. 
Aged Shared Users.  
This algorithm applies the same process as Shared Users, but 
in the ASU graph. As far as we know this algorithm is new. 
Aged Collaborative Filtering. 
This algorithm applies the same process as Collaborative 
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Filtering, but in the ASU graph. As far as we know this 
algorithm is also new. 
Maxflow. 
This algorithm uses the CTR graph with the objective of 
promoting a preselected subset P of apps. The algorithm takes 
the publisher app i and solves a flow maximization problem 
[11] from i to each of the apps in P, where the weight of each 
link is considered its capacity. Then, it recommends the 
neighbor of i whose aggregated flow is the largest. I.e., 
imagine that the solution of the maximum flow problem from i 
to aP sends f(a,k) units of flow across link (i,k). Then, the 
recommended app is j=argmaxk(aP f(a,k):k∈A). 
To our knowledge, the Maxflow RE is also new.  The intuition 
behind it is that instead of directly promoting the apps in P it is 
better to promote those that will drive the user to them. 
 In addition to the 5 RE described, we will consider for 
reference two trivial algorithms. 
Random. 
This algorithm recommends an app at random using a uniform 
distribution over the set of available applications. As we just 
said, the goal of the random RE is to have a reference with 
which all the other RE can be compared. 
Static Promotion. 
This algorithm always recommends one of the applications of 
the set P to be promoted (chosen uniformly at random). It does 
not depend on the user installed applications, nor the 
publisher. 
IV. PERFORMANCE EVALUATION 
In this section we describe the experiment we have 
conducted in order to evaluate and compare the RE proposed. 
Then, the results obtained in the experiment are presented and 
briefly analyzed. 
A. Implementation of the Experiment  
 As mentioned previously, the evaluation of the RE has been 
done in a real apps ecosystem. This ecosystem is formed by 
roughly 300 apps with more than 4 million users.  
To build the graphs used by the RE and described in the 
previous section, we have used more than 3 years worth of 
data. This adds to more than 100 GiB of historical data 
structure in more than 1.4 billion records. This data has been 
processed with Big Data technologies (Hadoop, Pig, Hbase [5-
7]) in the Amazon Elastic Map Reduce [2] environment. The 
processing involved cleaning the historic data generated a 
clean dataset of more than 700 million records of events, 
containing the user, the publisher, the app advertised (in the 
banner), the action associated to the event (add, click), and the 
timestamp.  
From the clean dataset just obtained, the above-described 
graphs were built. The construction of the aged graph ASU 
used a value of =0.95 and the age is measured in units of 
weeks. It is important to note that the historical data to which 
we had access did not record explicitly the installation of the 
apps. The fact that a user had an app installed was extracted 
from the data because the app appeared as publisher in some 
event. 
Once the graphs were ready, we run an experiment in the 
real system for about a week (from Jun 2nd, 2014 to Jun 10th, 
2014). In this experiment, the different RE recommended the 
apps shown in banners to the users. In order to avoid cross 
interference, the same RE generated all the banners for the 
same user. For the targeted promotions RE proposed 
(Maxflow and Static Promotion) a manually selected set of 5 
apps were chosen to be promoted. At the end of the 
experiment, banner were shown to more than 300,000 users, 
and each RE had done more than 130,000 recommendations. 
After the experiment, the data of number of banners 
recommended by each RE, the number of clicks by the user, 
and the number of apps installed was obtained. It is important 
to note that the data obtained was cleaned. For instance, 
multiple clicks associated to the same banner where counted 
only once. Regarding installations, we assumed that a banner 
had caused the installation of an app if the app was used (by 
the user) within 72 hours after the banner was shown. 
B. Experiment Results  
The basic results obtained in the experiment are presented in 
Table I. For each RE the table shows the total number of 
banners that used the RE for recommendation, the number of 
banners on which the user clicked, and the click through rate, 
CTR, which is the ratio of the former two values. Additionally, 
the number of installations from the banner is also shown. 
Finally, we present two metrics, installation to banners rate 
(IBR) and installation to clicks rate (IBR), which are the ratio 
of the number of installations versus the number of banners 
and the number of clicks, respectively. 
 
TABLE I 
RESULTS OF THE EXPERIMENT 
 
RE Banners Clicks 
CTR 
(%) 
Installs 
IBR 
(%) 
ICR 
(%) 
Random 140894 1993 1.41 126 0.09 6.32 
Shared Users 133818 2095 1.57 299 0.22 14.27 
Aged Shared 
Users 
139417 2258 1.62 390 0.28 17.27 
Collaborativ
e Filtering 
134790 1966 1.46 329 0.24 16.73 
Aged 
Collaborativ
e Filtering 
133623 2204 1.65 375 0.28 17.01 
Static 
Promotion 
138922 1929 1.39 215 0.15 11.15 
Maxflow 140858 2302 1.63 290 0.21 12.60 
 
As can be seen from the results presented, the CTR 
observed is different for different RE. Table II presents a 
comparison of the differences of the CTR achieved by the RE. 
In each entry of the table it is show (in percentage) the 
increase in CTR achieved if using the RE of the column 
instead of the RE of the row. When this number is negative the 
CTR in fact decreases, and the value is marked in red.  
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TABLE II 
INCREASE OF THE CTR (IN PERCENTAGE) WHEN USING ONE RE (COLUMN) 
VERSUS ANOTHER (ROW) 
 
 
Given these differences CTR between the RE used, we want to 
determine if they are statistically significant. For that, we have 
computed a z-test [19] to compare the CTR of each pair of RE. 
For a given pair of RE the null hypothesis is that both 
populations are extracted from equal distributions (and hence 
the differences are simply due to statistical noise). The 
alternative hypothesis is then that the distributions are 
different. We compute the z value for two RE (numbered 1 and 
2) as 
  
z=
p1 - p2
p(1- p)
1
n1
+
1
n2
, 
where ni is the number of banners of RE i, pi=xi/ni is the ratio 
between the number of clicks xi and the number of banners, 
and p is the pool population, defined as 
  
p =
x1 + x2
n1 + n2
. 
The results of all the z-tests for the CTR are shown in Table 
III. Using an alpha value of 0.05, we reject the null hypothesis 
if the z value is outside the interval [-1.96,1.96], with a 
confidence of 0.95. If the null hypothesis is rejected for a pair 
of RE, it means that with a probability of at least 0.95 the CTR 
of one is larger than the CTR of the other. In Table III the 
pairs of RE for which the null hypothesis is rejected have 
white background, and we use yellow background for the cases 
in which the null hypothesis cannot be rejected. 
As done with the CTR, we have also computed the z-values 
for the IBR for each pair of RE, with the objective of 
identifying when the difference in IBR shown in Table I are 
statistically significant. Again, the null hypothesis is that the 
differences are only due to randomness. Table IV presents the 
results, where the white background again means that we reject 
the null hypothesis with a confidence of 0.95. 
 
TABLE III 
Z-VALUES COMPUTED FOR THE CTR OF EACH PAIR OF RE. 
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Shared Users 3.26       
Aged Shared 
Users 
4.44 1.13      
Collab. 
Filtering 
0.97 -2.27 -3.42     
Aged Collab. 
Filtering 
5.01 1.72 0.61 4.00    
Static 
Promotion 
-0.58 -3.83 -5.01 -1.55 -5.57   
MaxFlow 4.76 1.43 0.31 3.73 -0.31 5.32 
 
TABLE IV 
Z-VALUES COMPUTED FOR THE IBT OF EACH PAIR OF RE 
 
 
Finally, we present the results of the different RE as 
promoters of specific apps. As described above, we have 
devised a RE, Maxflow, specifically for targeted promotion of 
apps, and used it for promoting the 5 chosen apps.  
In addition, as mentioned, we implemented a trivial RE, 
Static Promotion, which only recommends the 5 apps to be 
promoted. In Table V we present the number of installations 
that these RE achieved for each of the four apps to be 
promoted, numbered from 1 to 5. For comparison, we also 
show the numbers of installations achieved with the other RE. 
C. Discussion 
Table I shows significant differences between the RE used. 
The first fact to note is that, as expected, both Random and 
Static Promotion have very low CTR and IBR. All the other 
algorithms have a CTR that is at least 3% higher than Random 
and 5% higher than Static Promotion (see Table II). The 
difference in IBR is even higher, were every RE achieves at 
least a 133% increase over Random and 40% over Static 
Promotion.  
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Random  10.68 14.50 3.11 16.60 -1.84 15.53 
Shared 
Users 
-9.65  3.45 -6.83 5.36 -11.31 4.39 
Aged 
Shared 
Users 
-12.66 -3.34  -9.94 1.84 -14.27 0.91 
Collab. 
Filtering 
-3.02 7.34 11.04  13.08 -4.80 12.05 
Aged 
Collab. 
Filtering 
-14.24 -5.08 -1.81 -11.57  -15.82 -0.92 
Static 
Promotion 
1.87 12.75 16.64 5.04 18.79  17.70 
MaxFlow -13.45 -4.20 -0.90 -10.75 0.93 -15.04  
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Shared Users 8.93      
Aged Shared 
Users 
11.75 2.93     
Collab. 
Filtering 
10.00 1.11 -1.83    
Aged Collab. 
Filtering 
11.73 2.95 0.04 1.85   
Static 
Promotion 
4.95 -4.13 -7.08 -5.25 -7.07  
MaxFlow 8.05 -0.99 -3.97 -2.12 -3.98 3.18 
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TABLE V 
 INSTALLATIONS OF THE 5 APPS PROMOTED 
 
RE 
App 
1 
App 
2 
App 
3 
App 
4 
App 
5 
Random 2 0 4 0 4 
Shared Users 18 1 13 45 31 
Aged Shared Users 13 0 15 50 42 
Collaborative 
Filtering 
7 0 22 36 39 
Aged Collaborative 
Filtering 
13 0 22 47 43 
Static Promotion 35 17 38 70 47 
Maxflow 0 0 2 11 46 
 
Comparing the CTR of the rest of RE, there is a significant 
difference between Shared Users versus Aged Shared Users, 
and Collaborative Filtering versus Aged Collaborative 
Filtering. This difference leads to conjecture that the 
preferences of the users change over time. This is the reason 
why the RE that take that into account this evolution behave 
well. Somewhat surprising is the high CTR achieved by 
Maxflow, which has the second largest CTR, since the 
objective of this RE is not to maximize the CTR. 
Table III shows that the differences between the CTR are 
statistically significant many cases. In particular, in terms of 
CTR, the z-test divides the RE into two groups. One group has 
CTR that is statistically smaller than the other. Random, Static 
Promotion, and Collaborative Filtering form the group of low 
CTR. The group of high CTR includes Shared Users, Aged 
Shared Users, Aged Collaborative Filtering, and Maxflow. 
Observe that a larger alpha value in the z-test would 
differentiate the RE further. 
Looking at the ICR columns in Table I, we can see that the 
values in the column differ significantly. This disproves our 
initial hypothesis that, once a user clicks in a banner, she has a 
similar probability of installing the app. The conclusion is that 
it is not enough to aim at maximizing CTR if the objective is 
to get app installations. For instance this causes that Maxflow 
is the RE with the lowest IBR from those not for reference. 
Moreover, the values in Table IV show that this difference is 
statistically significant. From this table we can conclude that 
all RE are more efficient in terms of installations than 
Random. Also, that all the “smart” RE are more efficient than 
Static Promotion (of course, this is natural since the target of 
this RE is not maximizing installations). 
Table IV also shows that the effectiveness in installations of 
Aged Shared Users and Aged Collaborative Filtering is higher 
than the other RE. This reinforces the conjecture that the 
preferences of users change over time and this changes has to 
be taken into account by the recommendation system. 
Finally, regarding targeted promotion, in Table V we can 
observe that Maxflow achieves a low number of installations 
for the 5 promoted apps, especially compared with Static 
Promotion (but even versus all the other RE except Random). 
This result is disappointing, and it requires further study. Our 
conjecture is that the experiment conducted was too short to 
observe the effect of Maxflow, which promotes the apps that 
lead to other apps. Other lines to explore are the modification 
of Maxflow in two ways. First, Maxflow must be tested using 
an IBR graph instead of the CTR graph (since, from a previous 
discussion CTR is not the critical metric if we want 
installations). Second, the graph used by Maxflow must 
consider aging, since as we have observed this is an important 
aspect of the data. In any case, another conclusion we obtain 
from Table IV is that using Static Promotion for targeted 
promotion of apps seems like a valid option. 
V. RELATED WORK 
The most common approaches to the recommendation 
problem can be grouped into three types. 
 Collaborative filtering [15]: In this approach users are 
represented by an N-dimensional vector of items, and the 
recommender looks for users who have similar rating 
patterns as the target user. Then, it uses the ratings from 
those like-minded users to make a recommendation for the 
target user.  
 Cluster models: This approach divides the customer base 
into many segments, and treats the recommendation task 
as a classification problem. Segments are created using a 
clustering, or some other unsupervised learning algorithm.  
 Search-based methods: In this approach, given the target 
user’s purchased and rated items, the algorithm constructs 
a search query to find other popular items by the same 
author, artist, or director, or with similar keywords or 
topics.  
As an example, Amazon uses its own recommendation 
algorithm, called item-to-item collaborative filtering [17], to 
personalize the online store for each customer. The algorithm 
is focused in finding similar items, not similar customers, and 
hence it scales independently of the number of customers. 
However, the challenge is to make it scalable with the number 
of items in the product catalog. 
Most of the collaborative filtering algorithms we have found 
in the literature assume that user preferences remain stable and 
consistent over time [14]. We believe this is not generally the 
case, and our conjecture is supported by the fact that in our 
experiment the RE that considered aging performed very well. 
Methodologies for the evaluation of RE have been proposed 
in [18] and [12]. Other aspects, like advertising effectiveness 
and Return of Investment (ROI) on social networks, have been 
a big topic of discussion for advertisers in the past decade [3]. 
ROI has been typically measured through econometric models 
that measure the impact of varying levels of advertising (Gross 
Ratings Points, GRP) on sales, on purchases decision, and 
choices made. (Finding improved methods of measuring ROI 
is still an important area of research.) A classical introductory 
paper is due to Danaher and Rust [10]. Taylor [20] has 
summarized the current focus of research on advertising. 
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This is not the first paper that presents approaches based on 
graphs for recommendation systems. Huang et al. [13] 
proposed to build a bipartite graph of users and items, where 
user vertices are connected with item vertices if the user 
bought or gave a good evaluation to the item. The authors 
estimate the interest of a given user in a give item by 
aggregating the weights of short path between the user and the 
item in the graph. Lien and Phuong [16] extend the users-items 
bipartite graph with weights representing the evaluation the 
users gave to the items. Regarding flows, Adomavicius and 
Kwon [1] used a maximum flow algorithm for maximizing the 
diversity of the recommendations (instead of improving the 
recommendation accuracy as we do). 
VI. CONCLUSIONS 
We have presented a collection of graph-based 
recommendation engines, and have tested them in a real 
ecosystem of smartphone apps. The results obtained drive us 
to conjecture that using graphs for recommendation is a 
promising line of research. However, more experiments are 
needed in order to verify or disprove this conjecture. 
In this work we have built recommendation engines that 
used graphs of items. We believe that graphs of users could 
also be very useful for recommendation. However, these 
graphs tend to be must larger (of several million nodes in our 
real system, versus a few hundreds of item), and processing 
them requires using more powerful computational systems and 
developing scalable algorithms. 
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