Abstract. Motivated by Voiculescu's liberation theory, we introduce the orbital free entropy χ orb for non-commutative self-adjoint random variables (also for "hyperfinite random multivariables"). Besides its basic properties the relation of χ orb with the usual free entropy χ is shown. Moreover, the dimension counterpart of χ orb is discussed.
Introduction
We propose a somewhat new approach to Voiculescu's theory of free entropy (see e.g., [25] for a survey), and introduce the orbital free entropy χ orb (X 1 , . . . , X n ). This quantity is an extension of the projection free entropy χ proj (p 1 , . . . , p n ) studied in [10] following Voiculescu's proposal in [24] . Our essential idea is to restrict microstates for (X 1 , . . . , X n ) to unitaryorbital ones, that is, to use only the unitary parts of microstates with disregarding the diagonal parts under their diagonalization. We prove the exact relation (Theorem 2.6) χ(X 1 , . . . , X n ) = χ orb (X 1 , . . . , X n ) + 
It should be emphasized here that this expression of I(X; Y ) motivated Voiculescu to develop his liberation theory and introduce the mutual free information i * in [24] . In this way, we may regard −χ orb (X, Y ) as a kind of free analog of the mutual information and also as one possible microstate version of the mutual free information i * (W * (X); W * (Y )). Among other properties, we prove (Theorem 3.1) that χ orb (X 1 , . . . , X n ) = 0 if and only if X 1 , . . . , X n are freely independent without any extra assumption. Together with the relation (0.1) this directly implies the characterization [20, 22] of freeness by the additivity of χ. The proof of the theorem is based on a certain transportation cost inequality as in the projection case in [10] . An advantage of our orbital approach is that one of equivalent definitions of χ orb as well as its all properties is valid even for non-commutative random multivariables X 1 , . . . , X n each of which generates a hyperfinite von Neumann algebra W * (X i ). But the present definition obeys the essential restriction of hypefiniteness due to Jung's result [14] (or Lemma 1.2 below).
Furthermore, we study the dimension counterpart δ 0,orb of χ orb for hyperfinite random multivariables X 1 , . . . , X n . It is defined similarly to the modified free entropy dimension δ 0 with replacing the semicircular deformation by the liberation process ( [24] ). The δ 0,orb enjoys properties similar to δ 0 ; for example, δ 0,orb (X 1 , . . . , X n ) = 0 if χ orb (X 1 , . . . , X n ) > −∞ (in particular, this is the case if X 1 , . . . , X n are free). Moreover, we prove the packing formula of δ 0,orb based on Jung's approach [11, 12] to δ 0 , and get a close relation between δ 0,orb and δ 0 similar to (0.1) as a byproduct.
1. Preliminaries 1.1. Notations. We will use the standard notations; M N (C) denotes the N × N matrix algebra, Tr N stands for the usual (non-normalized) trace and tr N := N −1 Tr N for its normalization. The operator norm of a bounded operator a is denoted by a ∞ . For a (tracial) state φ on a C * -algebra A we write a p,φ := φ(|a| p ) 1/p for a ∈ A and 1 ≤ p < ∞. Let M sa N be the set of all N × N self-adjoint matrices. Let U(N ) be the N × N unitary group and T(N ) be its (standard) maximal torus consisting of all diagonal matrices in U(N ) (isomorphic to the N -dimensional torus T N in the obvious way). We also use the N × N special unitary group SU(N ) in some places. The canonical quotient map from U(N ) onto the left coset space U(N )/T(N ) is denoted by q U N . We denote by γ U(N ) the Haar probability measures on U(N ) and by γ U(N )/T(N ) the probability measure on U(N )/T(N ) induced by γ U(N ) , that is, γ U(N )/T(N ) = γ U(N ) • (q U N ) −1 . The Haar probability measure on SU(N ) is similarly denoted by γ SU(N ) .
Matricial microstate spaces.
The following measure-space isomorphism is well-known: with identifying (x 1 , . . . , x N ) ∈ R N ≥ with the diagonal matrices D whose diagonal entries are x 1 , . . . , x N in decreasing order from the upper diagonal corner. In what follows, we will identify an element in R N with a diagonal matrix in this canonical way. The above description of M sa N will be a key of our approach.
Technical lemmas.
Here we recall three well-known lemmas, which will be main technical ingredients in our discussions. The first lemma is just a reformulation of Voiculescu's lemma [20, Lemma 4.3] (also [6, Lemma 4.3.4] ). Among some generalizations of Voiculescu's lemma above, an ultimate result due to Jung [14] is the following: Lemma 1.2. (Jung [14] ) Let M be a von Neumann algebra with a faithful normal tracial state τ , and assume that M is embeddable into the ultraproduct R ω of the hyperfinite II 1 factor and has a finite number of self-adjoint generators, say X 1 , . . . , X n ∈ M . Let 1 ≤ p < ∞ be given. The following properties are equivalent:
(1) M is hyperfinite.
(2) Any two embeddings of M into R ω are unitarily equivalent in R ω .
(3) For each ε > 0 there exist an m ∈ N and a δ > 0 so that for every N ∈ N, if two n-tuples (A 1 , . . . , A n ), (B 1 , . . . , B n ) ∈ (M sa N ) n satisfy
for all 1 ≤ i 1 , . . . , i k ≤ n and 1 ≤ k ≤ m, then there is a single unitary U ∈ U(N ) such that U A i U * − B i p,tr N < ε for 1 ≤ i ≤ n.
Remark that Jung dealt with only the 2-norm · 2,tr N but his argument clearly works for any p-norm.
Let (A, φ) be a non-commutative probability space, and (Ω i ) i∈I be a family subsets of A. Let (A ⋆I , φ ⋆I ) be the free product of copies of (A, φ) indexed by I, and denote by ι i the canonical embedding of A onto the ith copy of A in A ⋆I . For each ε > 0 and m ∈ N we will say that (Ω i ) i∈I are (m, ε)-free in (A, φ) if
for all a j ∈ Ω i j , i j ∈ I with 1 ≤ j ≤ k and 1 ≤ k ≤ m. The next result due to Voiculescu [23, Corollary 2.13 ] is a key ingredient when dealing with the freely independent situation. 
Orbital free entropy χ orb and its basic properties
Throughout this section, let (M, τ ) be a tracial W * -probability space and (X 1 , . . . , X n ) be an n-tuple of self-adjoint random variables in (M, τ ). We will use the standard notations such as the microstate set Γ R (X 1 , . . . , X n ; N, m, δ) appearing in the course of defining the microstate free entropy χ(X 1 , . . . , X n ) (see [20] ). We define a free entropy-like quantity as follows.
Definition 2.1. For each δ > 0, m, N ∈ N, R > 0 and 1 ≤ i ≤ n, we denote by
and by Γ orb,R (X 1 , . . . , X n ; N, m, δ) the set of all n-tuples (U 1 , . . . , U n ) of N × N unitary matrices such that there exists an n-tuple
. . , X n ; N, m, δ)),
The above definition of Γ orb,R (X 1 , . . . , X n ; N, m, δ) clearly contains a superfluous condition. In fact, it can be rephrased more simply as the set of all (U 1 , . . . , U n ) ∈ U(N ) n such that
n , which provides a measure-space isomorphism between those measure spaces. Denote by pr U N the projection
so that Γ orb,R (X 1 , . . . , X n ; N, m, δ) is essentially the projection of Γ R (X 1 , . . . , X n ; N, m, δ) to the unitary part via matrix diagonalization.
In the following let us introduce two more definitions of χ orb . The first one is a slight modification of χ orb (X 1 , . . . , X n ), where the (operator norm) cut-off procedure is removed. Definition 2.2. We define Γ orb (X 1 , . . . , X n ; N, m, δ) to be the set of all (U 1 , . . . , U n ) ∈ U(N ) n satisfying (2.1) for some D 1 , . . . , D n ∈ R N ≥ with the microstate set Γ(X 1 , . . . , X n ; N, m, δ) without cut-off by parameter R. Define
lim sup
The next definition is a natural generalization of the projection free entropy χ proj introduced and studied in [10] following Voiculescu's proposal in [24, 14.2] . Definition 2.3. For each 1 ≤ i ≤ n let us first choose and fix an n-tuple (ξ 1 , . . . , ξ n ) of sequences ξ i = {ξ i (N )} of ξ i (N ) ∈ M sa N , N ∈ N, such that ξ i (N ) converges to X i in moments as N → ∞ for 1 ≤ i ≤ n. (Of course such sequences always exist.) We define Γ orb (X 1 , . . . , X n : ξ 1 (N ), . . . , ξ n (N ); N, m, δ) to be the set of all (
The next lemma asserts that all the three definitions in Definitions 2.1-2.3 are equivalent. Thus, all the quantities will be denoted by the same symbol χ orb , and we call χ orb (X 1 , . . . , X n ) the orbital free entropy of (X 1 , . . . , X n ) since the definition is based on "unitary-orbital microstates." Lemma 2.4. For any choice of R ≥ max 1≤i≤n X i ∞ and for any choice of an approximating n-tuple (ξ 1 , . . . , ξ n ) one has
Proof. First, due to the invariance of γ U(N ) under unitary conjugation, we may and do assume that (ξ 1 , . . . , ξ n ) is an n-tuple of sequences ξ i = {D i (N )} of diagonal matrices in R N ≥ . Then it is obvious that Γ orb (X 1 , . . . , X n : D 1 (N ), . . . , D n (N ); N, m, δ) ⊂ Γ orb (X 1 , . . . , X n ; N, m, δ), which implies χ orb (X 1 , . . . , X n : ξ 1 , . . . , ξ n ) ≤ χ orb,∞ (X 1 , . . . , X n ). Moreover, one can choose
In this case, whenever R ≥ R 0 := max 1≤i≤n X i ∞ , one has
and hence χ orb (X 1 , . . . , X n : ξ 1 , . . . , ξ n ) ≤ χ orb,R (X 1 , . . . , X n ) (≤ χ orb,∞ (X 1 , . . . , X n )). Thus, it suffices to prove that for any approximating sequences ξ i = {D i (N )} and for every m ∈ N and δ > 0, there are an m ′ ∈ N, a δ ′ > 0 and an N 0 ∈ N so that
for all N ≥ N 0 . Choose a ρ ∈ (0, 1) with m(R 0 + 1) m−1 ρ < δ/2. By Lemma 1.1 one can find an m ′ ∈ N with m ′ ≥ 2m, a δ ′ > 0 with δ ′ ≤ min{1, δ/2} and an N 0 ∈ N such that for every 1 ≤ i ≤ n and every
The above latter inequality is seen by the Hölder inequality. This implies that (U 1 , . . . , U n ) is in the right-hand side of (2.2).
Some basic properties of χ orb are summarized in the next proposition. The properties (1)-(3) are obvious, and (4) is seen by using Definition 2.2 due to Lemma 2.4. Proposition 2.5. χ orb enjoys the following properties:
(1) χ orb (X) = 0 for any single random variable.
The following exact relation between χ orb and the usual χ is the main result of this section. Theorem 2.6.
and Γ orb,R (X 1 , . . . , X n ; N, m, δ) is invariant under the right multiplication by elements of T(N ) n , we get by (1.1)
By Lemma 2.4 this immediately implies inequality ≤ for the required equality.
For the reverse inequality we show that for each m ∈ N and δ > 0 there are an m ′ ∈ N, a δ ′ > 0 and an
for all N ≥ N 0 . By Lemma 1.1 one can find an m ′ ∈ N, a δ ′ ∈ (0, δ/2) and an N 0 ∈ N such that for every 1 ≤ i ≤ n and every
. . , X n ; N, m, δ), proving (2.3). By Lemma 2.4 we thus obtain
. . , X n ; N, m, δ) + n 2 log N for every m ∈ N and δ > 0. This implies inequality ≥ for the desired equality. (A point in the above proof is that lim sup can be replaced by lim in the definition of χ(X) in the single variable case, see [6, 5.6.2] .) Theorem 2.6 in particular gives
for two (non-commutative) self-adjoint random variables X, Y in (M, τ ) with χ(X), χ(Y ) > −∞. The above expression suggests that −χ orb is a kind of free probability counterpart of the so-called mutual information I(X; Y ) for two real random variables X, Y . In fact, recall the expression
4) in terms of the Boltzmann-Gibbs entropy H(·), which holds as long as H(X) and H(Y ) are finite. The following remark is another justification for the analogy between −χ orb and the classical mutual information.
Remark 2.7. Let γ S N denote the uniform probability measure on the symmetric group S N . Let X 1 , . . . , X n be bounded real random variables on a classical probability space. For N, m ∈ N and δ > 0 define ∆(X 1 , . . . , X n ; N, m, δ) to be the set of all n-tuples (x 1 , . . . , x n ) of vectors
for all 1 ≤ i 1 , . . . , i k ≤ n and 1 ≤ k ≤ m, where E(·) is the expectation. Moreover, define ∆ sym (X 1 , . . . , X n ; N, m, δ) to be the set of all n-tuples (σ 1 , . . . , σ n ) of σ i ∈ S N such that (σ 1 (x 1 ), . . . , σ n (x n )) ∈ ∆(X 1 , . . . , X n ; N, m, δ) for some x 1 , . . . , x n ∈ R N ≥ , where σ i (x i ) := (x iσ i (1) , . . . , x iσ(N ) ). We then define
One can show that
In particular, when X and Y are real bounded random variables with H(X), H(Y ) > −∞, we have I(X; Y ) = −H sym (X, Y ). In this way, the "classical analog" of −χ orb (X; Y ) provides a new definition (a kind of "discretization") of the classical mutual information I(X; Y ). The details of this remark will be given elsewhere.
It seems that the expression (2.4) was one of the motivations of Voiculescu to introduce the mutual free information i * (A 1 ; . . . ; A n ) for subalgebras A 1 , . . . , A n in [24] (in particular, see Introduction there). For any n-tuple of projections (p 1 , . . . , p n ) in a W * -probability space, from the definition in [10] and Lemma 2.4 we notice that
In [10] we conjectured that −χ proj (p, q) coincides with the mutual free information i * (Cp + C(1 − p); Cq + C(1 − q)) for two projections p, q, and gave a heuristic computation supporting it. It would be further conjectured that −χ orb (X, Y ) = i * (W * (X); W * (Y )) holds for any X, Y ; however this is out of scope of this paper. Here note that this is true when X, Y are freely independent (see Proposition 2.9 below). From the above point of view we are tempted to write i(W * (X 1 ); . . . ; W * (X n )) := −χ orb (X 1 , . . . , X n ) and use the term "microstate mutual free information." However we leave the symbol i to further progress on the subject.
In view of the analogy between −χ orb and I(X; Y ) the following proposition is strongly expected.
Proposition 2.8. χ orb (X 1 , . . . , X n ) depends only upon W * (X 1 ), . . . , W * (X n ), where W * (X i ) means the von Neumann subalgebra of M generated by X i (and the unit 1 ∈ M ).
Proof. Let (X ′ 1 , . . . , X ′ n ) be another n-tuple of self-adjoints in M with W * (X ′ i ) = W * (X i ) for 1 ≤ i ≤ n. By symmetry and Lemma 2.4 it suffices to prove that for each m ∈ N and δ > 0 there are an m ′ ∈ N and a δ ′ > 0 such that
for all N ∈ N, where {ξ i (N )} is an approximating sequence for X i as in Definition 2.3 for
, one can choose, by the Kaplansky theorem, a real polynomial P i (t) such that
For each m ∈ N and δ > 0 one can choose an m ′ ∈ N and δ ′ > 0 (depending on P 1 , . . . , P n as well) such that (
and (2.5) follows from the right invariance of the Haar measure γ U(N ) .
If χ(X i ) > −∞ for all 1 ≤ i ≤ n and X 1 , . . . , X n are freely independent, then the additivity theorem [20, Proposition 5.4] and Theorem 2.6 show that χ orb (X 1 , . . . , X n ) = 0 (or the additivity of χ orb in view of Proposition 2.5 (1)). The next proposition shows that this is still true even when the finiteness assumption of the χ(X i )'s is dropped.
Proposition 2.9. If X 1 is freely independent of X 2 , . . . , X n , then
Consequently, χ orb (X 1 , . . . , X n ) = 0 if X 1 , . . . , X n are freely independent.
Proof. The proof is based on the method due to Voiculescu [23] (or Lemma 1.3) while it is easier than that for the additivity of χ. By (1) and (3) of Proposition 2.5 we may prove that
and moreover
Hence, with the measure
which implies (2.6) thanks to Lemma 2.4.
3. Characterization of freeness by χ orb = 0 Let (X 1 , . . . , X n ) be an n-tuple of self-adjoint random variables as in the preceding section. This section is devoted to proving the converse implication of the second assertion of Proposition 2.9; consequently we have the following: Theorem 3.1. χ orb (X 1 , . . . , X n ) = 0 if and only if X 1 , . . . , X n are freely independent.
To prove the theorem, we will provide a certain transportation cost inequality similarly to the projection case in [10, §5] . In what follows we adopt the description of χ orb as χ orb (X 1 , . . . , X n : ξ 1 , . . . , ξ n ) due to Lemma 2.4. For 1 ≤ i ≤ n let us choose and fix a sequence
⋆n be the universal free product C * -algebra of n-copies of C[−R, R] with canonical self-adjoint free generators Z 1 , . . . , Z n , i.e., Z i (t) = t in the ith C[−R, R]. We denote by T S(A R ) the set of all tracial states on A R and by P(SU(N ) n ) the set of all probability measures on the n-fold product SU(N ) n . For each λ ∈ P(SU(N ) n ) we associate a unique λ ∈ T S(A R ) as follows:
where
From the trivial fact that the image of SU(N ) by the quotient map q U N is exactly U(N )/T(N ), it is clear that no difference occurs when SU(N ) is used in place of U(N ) in the definition of χ orb (Definitions 2.1-2.3). Letting
we thus have
Now, we can choose a subsequence N 1 < N 2 < · · · in such a way that
and define
with Γ m := Γ(N m , m, 1/m). Then the next lemma can be proven in the same way as in the proof of [8, (2.5) 
The following is essentially a kind of reformulation of Voiculescu's asymptotic freeness result [19, 23] (also [6, §4.3] ) for unitary random matrices (related to Lemma 1.3). A simple proof based on Lemma 1.3 is given for completeness. 
for all (U 1 , . . . , U n ) ∈ U(N ) n (with the notations given before Lemma 1.3). Hence one can immediately estimate
the desired assertion follows.
Let W 2,free (τ 1 , τ 2 ) denote the free probabilistic 2-Wasserstein distance between τ 1 , τ 2 ∈ T S(A R ) introduced by Biane and Voiculescu [4] (see [8, §1.3 ] for a brief summary fit to our arguments). We need the next lemma comparing the free 2-Wasserstein distance with the original one (for measures) under the transformation λ ∈ P(SU( Proof. The proof goes along the same line as that of [8, Lemma 1.3] with slight modifications in the following two points. First, let Π(λ 1 , λ 2 ) denote the set of all probability measures on SU(N ) n × SU(N ) n whose left and right marginal measures are λ 1 and λ 2 , respectively. For each π ∈ Π(λ 1 , λ 2 ) we associate the state π ∈ T S(A R ⋆ A R ) via (the free product of two copies of) the * -homomorphism sending each Z i to U i ξ i (N )U * i as above. Then one can easily observe that
, where the first integration is for (U 1 , . . . , U n ) and the second for (V 1 , . . . , V n ). Secondly, we need the following elementary estimate:
is the reason why R appears in the desired inequality. Finally, the latter inequality is trivial because the geodesic distance majorizes the Hilbert Schmidt norm distance.
We are now in a position to show the following transportation cost inequality. Since W 2,free is indeed a metric, this yields the implication from χ orb (X 1 , . . . , X n ) = 0 to the freeness of X 1 , . . . , X n , thus proving the theorem. Proposition 3.5.
Proof. The proof is also same as that of [8, Theorem 2.2] , and thus we only give an outline. Since the Ricci curvature of SU(N ) n (with respect to the inner product induced from Re Tr N ) is known to be the constant N/2, the transportation cost inequality
holds due to [15] , where S(· , ·) is the relative entropy. Since
we have by Lemma 3.4
The desired inequality follows as m → ∞ thanks to (3.2), Lemmas 3.2 and 3.3 together with the joint lower semicontinuity of W 2,free .
4. Generalization of χ orb to hyperfinite random multivariables
) be a non-commutative self-adjoint random multivariable (called a random multivariable for short), which means a tuple consisting of selfadjoint random variables in (M, τ ). What we want here is to generalize the orbital free entropy χ orb for random variables to that for those multivariables X 1 , . . . , X n . But there is a serious difficulty in so doing in the general setting because we have no right counterpart of the map Φ N in (1.1) for the n-tuple space (M sa N ) n . However, the description of χ orb as χ orb (X 1 , . . . , X n : ξ 1 , . . . , ξ n ) (see Lemma 2.4) and Jung's lemma (Lemma 1.2) allow us to define χ orb (X 1 , . . . , X n ) only when all W * (X i ) := W * (X i1 , . . . , X ir(i) )'s are hyperfinite. Throughout this section we assume that X 1 , . . . , X n are all hyperfinite in this sense. Now, the definition of the orbital free entropy χ orb (X 1 , . . . , X n ) is similar to Definition 2.3 as follows.
converges to X i in the distribution sense (or in mixed moments) as N → ∞. (Such a sequence always exists due to the hyperfiniteness for
If each X i consists of a single random variable, then the above χ orb (X 1 , . . . , X n ) clearly coincides with the χ orb in §2 by definition. Moreover, the above definition is satisfactory as shown in the next lemma. The proof is similar to that of Lemma 2.4.
Proof. Let ({Ξ ′ 1 (N )}, . . . , {Ξ ′ n (N )}) be another approximating n-tuple. By symmetry it suffices to show that for each δ > 0 and m ∈ N, (N ); N, m, δ) ) for all sufficiently large N . Since Ξ i (N ) and Ξ ′ i (N ) converge to the same X i in distribution, by Lemma 1.2 one can choose an N 0 ∈ N so that for every N ≥ N 0 there is an n-tuple (V 1 (N ) , . . . , V n (N )) ∈ U(N ) n satisfying
with N ≥ N 0 , then as in the proof of Lemma 2.4 we get
for all N ≥ N 0 . Hence we have the desired assertion thanks to the right invariance of γ U(N ) . Remark 4.3. Jung's result [14] (or Lemma 1.2) says that the above definition of χ orb (X 1 , . . . , X n ) can work only when all the X i 's are hyperfinite since the microstates are not concentrated in a single (approximate) unitary orbit for a general random multivariable. Thus, for general random multivariables we need an appropriate way to gather together all unitary orbits without "overlap" in each matricial level. One potential way is to use the space of unitarily equivalent classes of * -representations of W * (X i ) in R ω , which plays a similar role of R N ≥ for random variables. Note that the restriction of diagonal matrices to R N ≥ is needed in the definition of χ orb to avoid "overlap"; indeed, if R N is used in place of R N ≥ , then the space of "orbital microstates" has the "overlap" coming from the symmetry of S N acting on the eigenvalue space R N . One more way we considered is to use a suitable fundamental domain of the diagonal action of U(N ) on Γ R (X i1 , . . . , X ir(i) ; N, m, δ) as a role of R N ≥ , but we encountered some difficulty in this approach.
Except for the relation between χ orb and χ (Theorem 2.6), all basic properties of χ orb can be extended to hyperfinite random multivariables in the same way, which are summarized in the next proposition. Note that the assertion of Theorem 2.6 is meaningless for hyperfinite random multivariables because both sides of the equality are −∞ as long as at least one of the X i 's is not a single variable.
Only (4)- (8) of the proposition are somewhat non-trivial. Note that (6) is the χ orb counterpart of [24, Remark 9.2 (e)] while just a byproduct of (5). The proofs of (5), (7) and (8) are essentially same as before in the case of χ orb for random variables; for example, Lemma 1.2 is used in place of Lemma 1.1. We will sketch them and leave the full details to the reader. (1) χ orb (X) = 0 for any single X.
for hyperfinite random multivariables X i and 
Furthermore, one can find a sequence N 1 < N 2 < . . . such that for every m ∈ N and 1 ≤ i ≤ n,
and also
By (4.1) and (4.2), for
; N m , m, 1/m). Since this Γ-set is included in Γ(X 1 , . . . , X n ; N m , m, 2/m) thanks to (4.1), it follows that
Hence, by (4.3) we have
for all m ∈ N. This immediately implies that χ orb (X 1 , . . . , X n ) ≥ α, and the result follows.
(5) Let X i = (X i1 , . . . , X ir(i) ) and
) be as stated in the proposition, and choose their approximating n-tuples ({Ξ 1 (N )}, . . . , {Ξ n (N )}) and ({Ξ ′ 1 (N )}, . . . ,
j=1 . We may as-
} for all i, j, j ′ and N . Now, it suffices to prove that for each m ∈ N and δ > 0 there are an m ′ ∈ N, a δ ′ > 0 and
for all N ≥ N 0 . The proof is essentially same as that of (2.5) but more complicated since the right-hand side of (4.4) contains Ξ ′ i (N ) differently from (2.5). The Kaplansky density theorem enables us to choose non-commutative self-adjoint polynomials P ij of r(i) indeterminates for
in distribution. Since
j=1 in distribution as N → ∞, by Lemma 1.2 one can find an N 0 ∈ N such that for every N ≥ N 0 and 1 ≤ i ≤ n there exists a V i (N ) ∈ U(N ) for which
tr N is arbitrarily small for 1 ≤ j ≤ r ′ (i). Then one can choose an m ′ ∈ N and δ ′ > 0 such that
. . , Y n ), since the latter inequality is obvious by definition.
(7) The proof is completely same as that of Proposition 2.9; just replace X i , ξ i (N ) by X i , Ξ i (N ). See also Proposition 4.7 for its generalization.
(8) The assertions (1) and (7) show that the freeness implies χ orb = 0. The converse is proven by extending the transportation cost inequality in Proposition 3.5 to hyperfinite random multivariables. The proof is same as before, so only a few remarks are mentioned here. Set R := max i,j X ij ∞ and let A R be the universal free product of r(1) + · · · + r(n) copies of C[−R, R] with canonical generators Z ij for 1 ≤ j ≤ r(i), 1 ≤ i ≤ n. By the * -homomorphism sending each Z ij to X ij we obtain τ (X 1 ,...,Xn) ∈ T S(A R ) as in §3. Also, for every λ ∈ P(SU(N ) n ) we associate λ ∈ T S(A R ) in the same manner as in §3 by the integral over the unitary orbit {(
with respect to λ. Then, the counterparts of Lemmas 3.2 and 3.3 are proven exactly in the same way. Indeed, applying Lemma 1.3 to
one can show that lim N →∞ γ ⊗n SU(N ) = τ free (X 1 ,...,Xn) weakly*, where τ free (X 1 ,...,Xn) ∈ T S(A R ) is the free product of the states τ X i on C * (Z ij , . . . , Z ir(i) ) induced from the original τ on M via the * -homomorphism sending Z ij to X ij for 1 ≤ j ≤ r(i). With these the same argument as before proves W 2,free (τ (X 1 ,...,Xn) , τ free (X 1 ,...,Xn) ) ≤ 4R −χ orb (X 1 , . . . , X n ), from which we get the conclusion.
Next, we introduce the χ orb (· · · : v) in the presence of unitary random variables, which will be necessary in the next section.
First, let us recall the Γ-set of microstates approximating X = (X 1 , . . . , X n ) in the presence of unitary random variables. In addition to X let v = (v 1 , . . . , v ℓ ) be an ℓ-tuple of unitary random variables in (M, τ ). For N, m ∈ N and δ > 0 we denote by Γ(X, v; N, m, δ) the set of all (
for all * -monomials h of n + ℓ indeterminates of degree not greater than m, and by Γ(X : 
. . , X n : v; N, m, δ). Then we define the orbital free entropy of (X 1 , . . . , X n ) in the presence of v by
Similarly to Lemma 4.2 the above definition of χ orb (X 1 , . . . , X n : v) is independent of the choice of an approximating n-tuple ({Ξ 1 (N )}, . . . , {Ξ n (N )}).
The next proposition can be regarded as the χ orb -counterpart of [ 
In particular, when the above X 1 , . . . , X n are single self-adjoint random variables X 1 , . . . , X n , one has
Proof. The latter assertion follows immediately from the first thanks to Theorem 2.6. For the first assertion it is enough to prove only the first inequality. Choose Ξ i (N ) as in Definition 4.5 with Ξ i (N ) ∞ ≤ X i ∞ for 1 ≤ i ≤ n and N ∈ N, where Ξ i (N ) ∞ := max 1≤j≤r(i) ξ ij ∞ and X i ∞ := max 1≤j≤r(i) X ij ∞ . For N, m ∈ N and δ, ρ > 0 we write for short
We define two probability measures µ N and ν N on U(N ) n by
, where Γ(v; N, 2m, δ) is the Γ-set of unitary microstates in U(N ) n approximating v (see [6, §6.5] ). Here we may and do assume that χ orb (X 1 , . . . , X n ) > −∞ so that µ N is well-defined for all sufficiently large N ∈ N. Also, note that ν N is well-defined for all sufficiently large N ∈ N thanks to the assumption of free independence for v. Furthermore, define 
, it follows from Lemma 1.3 (see the proof of [23, Corollary 2.14]) that (µ N ⊗ ν N )(Ω(N, 3m, δ)) ≥ 1/2 whenever N is large enough (depending only on m, δ). For each such N one can choose a V ∈ Γ(v; N, 2m, δ) such that
where Ω(N, 3m, δ : V) := {U ∈ U(N ) n : (U, V) ∈ Ω(N, 3m, δ)}. From the above choice of δ we have N, m, ρ) ). Therefore, Ψ(N, m, ρ) ), implying the required inequality.
The next proposition is exactly the χ orb -counterpart of [23, Theorem 3.8]. Proof. Since the subadditivity
is obvious by definition, it suffices to show inequality ≥ for the required equality. We can assume that χ orb (X 1 : v 1 ) > −∞ and χ orb (X 2 , . . . , X n : v 2 , . . . , v n ) > −∞. We choose Ξ i (N ) as in the previous proof and for each N, m ∈ N and δ, ρ > 0 write
The assumption guarantees that Φ(N, m, δ) is not of γ ⊗n U(N ) -measure 0 for all N large enough. We will prove that for each m ∈ N and ρ > 0 there is a δ > 0 such that
for all sufficiently large N . The proof is similar to that of [23, Lemma 3.5] . First, it is easy to see that Γ orb (X 1 : Ξ 1 (N ) : v 1 ; N, m, δ) is invariant under the left action U 1 → U U 1 for U ∈ U(N ). Hence the probability measure
is invariant under the same action of U(N ) to the only first component. Next, for any m ∈ N and ρ > 0, one can choose a δ > 0 so that if (
for every A i and V i as above whenever N is sufficiently large (depending only on m, δ). Then it follows that
whenever N is sufficiently large. This implies that
implying (4.7). Therefore, we obtain lim sup
thanks to the regularity assumption of X 1 (in the presence of v 1 ), and the desired inequality follows.
Orbital free entropy dimension
The microstate free entropy dimension δ and its modified one δ 0 due to Voiculescu [20, 21] are defined for self-adjoint random variables based on the microstate free entropy χ and the semicircular deformation
where (S 1 , . . . , S n ) is a free semicircular system freely independent of given self-adjoint random variables X 1 , . . . , X n . In this section we will introduce the orbital version δ 0,orb of δ 0 (and also δ orb of δ), or in other words the dimension counterpart of the orbital free entropy χ orb discussed in the previous sections. Our essential idea to define δ 0,orb is to replace χ by χ orb and more importantly the semicircular deformation (5.1) by the so-called liberation process
introduced by Voiculescu [24] , where (v 1 (t), . . . , v n (t)) is a free n-tuple of multiplicative free unitary Brownian motions (see [1] ) freely independent of the X i 's. The idea to use the liberation process goes back to our attempt to define the dimension counterpart of χ proj ; note that the space of projections with fixed traces is not closed under the semicircular deformation (5.1) while it is under the liberation process (5.2). Throughout the rest of this section, let X 1 , . . . , X n be hyperfinite random multivariables in (M, τ ) as treated in §4.
Definition 5.1. Let v(t) = (v 1 (t), . . . , v n (t)), t ≥ 0, be a freely independent n-tuple of multiplicative free unitary Brownian motions (see [1] ) with v i (0) = 1 chosen to be freely independent of X 1 , . . . , X n . (We may always assume that such extra variables exist in (M, τ ).)
and define the modified orbital free entropy dimension of (X 1 , . . . , X n ) by
The orbital free entropy dimension δ orb (X 1 , . . . , X n ) may be also introduced in terms of χ orb (v 1 (ε)X 1 v 1 (ε) * , . . . , v n (ε)X n v n (ε) * ) without the presence of v(ε) but in this paper we will treat only δ 0,orb .
Remark 5.2. Let (X 1 , . . . , X n ) be an n-tuple of self-adjoint random variables and v a tuple of unitary random variables in (M, τ ). The proof of Theorem 2.6 can be slightly modified to obtain
Applying this to (v 1 (ε)X 1 v 1 (ε) * , . . . , v n (ε)X n v n (ε) * ) and v(ε) yields
Consequently, if χ(X i ) > −∞ for all 1 ≤ i ≤ n, then we have
This formula might serve as the definition of δ 0,orb for random variables (X 1 , . . . , X n ) such that χ(X i ) > −∞ for 1 ≤ i ≤ n. However, it does not make sense for hyperfinite random multivariables (X 1 , . . . , X n ) since χ(v 1 (ε)X 1 v 1 (ε) * , . . . , v n (ε)X n v n (ε) * : v(ε)) = −∞ as long as at least one of the X i 's is not a single variable.
The next proposition summarizes properties of δ 0,orb ; (1)- (3) are rather obvious. The assertion (4) says that δ 0,orb (X 1 , . . . , X n ) can be regarded as the (modified) orbital free entropy dimension of the hyperfinite subalgebras W * (X 1 ), . . . , W * (X n ). Note that (6) is the orbital counterpart of [21, Proposition 6.10]. Also, note that (7) is the δ 0,orb -counterpart of Proposition 2.9, which slightly strengthens the second assertion of (6).
Proposition 5.3. δ 0,orb for hyperfinite random multivariables enjoys the following properties:
(1) δ 0,orb (X) = 0 for a single multivariable X.
Proof. Since χ orb (X) = 0 for a single X, (1) is contained in (6) . (2) is trivial since χ orb (X 1 , . . . , X n : v) ≤ 0 for any X 1 , . . . , X n and v. (3) follows from the subadditivity (4.6).
(
To show the assertion, it suffices to prove the equality of the modified orbital free entropies 
for every ε > 0, from which the desired assertion follows immediately. The latter assertion follows from Proposition 4.4 (8).
(7) The proof of Proposition 4.6 shows that for every m ∈ N and ρ > 0 there is a δ > 0 such that
for all sufficiently large N . Since Γ orb (X 1 : Ξ 1 (N ); N, m, δ) is the whole U(N ) whenever N is large enough, v 1 (ε)X 1 v 1 (ε) * is regular in the presence of v 1 (ε) as in Proposition 4.7 and χ orb (v 1 (ε)X 1 v 1 (ε) * : v 1 (ε)) = 0 for every ε > 0. Therefore, Proposition 4.7 shows that
for every ε > 0, which immediately implies the required equality.
In the rest of this section, we examine how Jung's packing approach [11, 12 ] to δ 0 works for δ 0,orb introduced above. First, let us recall the notions of covering/packing numbers. Let (X , d) be a Polish space and Γ ⊂ X . Consider Γ as a metric space with the restriction of d on Γ. For each ε > 0 we denote by K ε (Γ) the minimum number of open ε-balls covering Γ, and by P ε (Γ) the maximum number of elements in a family of mutually disjoint open ε-balls in Γ, where ε-balls in Γ are taken as subsets of Γ. A subset {x t : t ∈ T } of Γ is also called an ε-net if the open ε-balls centered at x t , t ∈ T , cover Γ. Moreover, N ε (Γ) stands for the open ε-neighborhood of Γ.
On the space (M sa N ) n ( ∼ = R nN 2 ) we consider the metric d 2 induced from the Hilbert-Schmidt norm with respect to tr N . Definition 5.4. Let (X 1 , . . . , X n ) and ({Ξ 1 (N )}, . . . , {Ξ n (N )}) be as in Definition 4.5. Define the orbital fractal free entropy dimension of (X 1 , . . . , X n ) by
and P ε (X 1 , . . . , X n ) is similar with P ε in place of K ε . Indeed, it is seen from the proof of Lemma 4.2 that the definitions of K ε (X 1 , . . . , X n ), P ε (X 1 , . . . , X n ) and hence of δ 1,orb (X 1 , . . . , X n ) are independent of the choice of ({Ξ 1 (N )}, . . . , {Ξ n (N )}).
The main result of this section is the next theorem claiming the equality δ 0,orb = δ 1,orb . The subtraction by n in the definition of δ 1,orb is to get this equality. Furthermore, the theorem shows that a close relation exists between δ 0,orb and δ 0 as expected.
Theorem 5.5. Let X 1 , . . . , X n be hyperfinite random multivariables. Then the following hold true:
The proof of the theorem is divided into several lemmas. The next lemma says that v(t) is regular; namely, we have the same value if lim sup is replaced by lim inf in the definition of χ u (v(t)) (see [6, §6.5] ). The proof is essentially same as in the case of self-adjoint variables (the large deviation principle in [6, 5.4.10] might be important). lim inf
Proof. The idea of the proof is similar to that in [12] . First, by [1, Lemma 8] there is a constant K > 0 such that v i (t) − 1 ∞ ≤ Kt 1/2 for all 0 ≤ t ≤ 1. Set C := K 2 + 2 and let N, m ∈ N and ε, δ > 0 with δ < ε ≤ 1. Let Ξ i (N ) be as in the proof of Lemma 4.6. Let
Set two probability measures µ N , ν N on U(N ) n by
is the Dirac measure at U (N ) t ), 
whenever N is large enough. For every V = (V 1 , . . . , V n ) ∈ Γ(v(ε); N, m, δ) we get (N, 3m, δ) , t ∈ T N , are mutually disjoint. Furthermore, it is seen that for any ρ > 0 we have
if a sufficiently small δ ∈ (0, ε) was chosen. By (5.6), (5.4) and (5.3) we have lim sup
thanks to Lemma 5. 
Lemma 5.8.
Proof. Thanks to Jung's packing approach [12] 
; N, m, δ) for all sufficiently large N . But this can be easily verified by Lemma 1.2. Now, for each 1 ≤ i ≤ n, by looking at the detailed algebra structure of W * (X i ) let us choose a special sequence {α i (N )} as an approximating sequence {Ξ i (N )}. Decompose W * (X i ) with orthogonal central projections e 
The above last computation is due to Jung [11] . One can choose m 
Furthermore, with the identification W * (X i )e
for 1 ≤ j ≤ r(i) and λ ∈ Λ i . Here we may and do assume (by unitary conjugation) that the first component α
Here we may and do assume (by unitary conjugation and a suitable perturbation of eigenvalues) that the first component α
i1 is a diagonal matrix whose diagonals are all distinct and also different from the eigenvalues of α
i1 for all λ ∈ Λ i . On the other hand, when e (0)
which are in the subalgebra M m
Then it is also clear that
where C m lim sup
which is a version of δ 1,orb (X 1 , . . . , X n ) with U(N ) n /W(N ) in place of U(N ) n . Of course, replacing K ε by P ε in the above gives the same definition.
Proof. For each N ∈ N one can define a bijective map
; N, m, δ) (see (5.7)) and η N is Lipschitz continuous as
Hence the required inequality immediately follows from Lemma 5.8. 
It is easy to see that J N,t , t ∈ T N , are mutually disjoint. Hence we get
(5.10)
where n (0)
Furthermore, thanks to (b.4), there is an N 0 ∈ N such that the metric d 2 restricted on the subgroup (5.11) is equivalent, uniformly for every
is the Hilbert-Schmidt norm with respect to tr m 
for all N ≥ N 0 and 0 < ε ≤ ε 0 . The lemma follows from (5.10) and (5.12).
Lemma 5.11.
Proof. Let Λ (0) i be any finite subset of Λ i for 1 ≤ i ≤ n. For N, m ∈ N and δ > 0 Lemma 5.10 can be applied to
for all N ≥ N 0 , m ∈ N, δ > 0 and 0 < ε ≤ ε 0 , where ε 0 and C 0 are taken independently of N, m, δ. Therefore, lim sup
which implies that
Hence the required inequality follows from (a.4).
Lemma 5.12.
Proof. We first notice (see (5.5)) that
; N, m, δ) whenever 0 < δ < ε ≤ 1, where C is a constant given at the beginning of the proof of Lemma
) is independent of the choice of U ∈ U(N ) n , we have
be any finite subset of Λ i and set n 
It is obvious that
Now, thanks to [11, Lemma 5.2 and §8] (based on [18] ) applied to W 0 (N ), we have a lower bound of P ε (U(N ) n /W 0 (N )) as
whenever N is large and ε > 0 is small enough, where C 0 is independent of N and ε. Therefore,
for large N and small ε > 0. By (5.14), (5.13) and (5.17) we have
; N, m, δ)
τ (e i ր Λ i , we obtain the required inequality thanks to (a.4). Combining Lemmas 5.9, 5.11, 5.7 and 5.12 gives δ 0 (X 1 , . . . , X n ) ≤ δ On a parallel with Theorem 2.6, it might be expected that equality holds true in Theorem 5.5 (2) for hyperfinite random multivariables X 1 , . . . , X n without the finite-dimensionality assumption.
As a particular case of Theorem 5.5 (3) we state the following:
Corollary 5.14. Let X 1 , . . . , X n be self-adjoint random variables. If X i has a finite spectrum for each 1 ≤ i ≤ n (for example, if X 1 , . . . , X n are projections), then δ 0 (X 1 , . . . , X n ) = δ 0,orb (X 1 , . . . , X n ) + n i=1 δ(X i ).
Remark 5.15. The role of multiplicative free unitary Brownian motions v i (t) is not so essential in the above proof of Theorem 5.5. In fact, besides the free independence assumption, we used only the facts that v i (t) − 1 ∞ ≤ Kt 1/2 for small t ≥ 0 and that lim εց0 χ u (v i (ε))/| log ε 1/2 | = −1, while Lemma 5.6 is valid for general freely independent unitary random variables. Consequently, we notice that the definition δ 0,orb (X 1 , . . . , X n ) in Definition 5.1 is equivalent when v(t) is replaced by, for example, (e i √ th 1 , . . . , e i √ thn ), where h 1 , . . . , h n are freely independent self-adjoint random variables with χ(h i ) > −∞ for 1 ≤ i ≤ n chosen to be freely independent of X 1 , . . . , X n . The situation is similar to the case δ 0 shown in [12] .
Finally, let X = (X 1 , . . . , X n ) be an n-tuple of single self-adjoint random variables and (S 1 , . . . , S n ) a standard semicircular system freely independent of (X 1 , . . . , X n ). Concerning the condition of (X 1 , . . . , X n ) having f.d.a. (i.e., finite-dimensional approximants), it is known (see [6, 7.3.9] and [12] ) that the following are all equivalent:
• (X 1 , . . . , X n ) has f.d.a. (i.e., finite-dimensional approximants);
• χ(X 1 + εS 1 , . . . , X n + εS n ) > −∞ for all ε > 0; • δ(X 1 , . . . , X n ) ≥ 0 (also δ 0 (X 1 , . . . , X n ) ≥ 0); • δ(X 1 + εS 1 , . . . , X n + εS n ) = n (also δ 0 (X 1 + εS 1 , . . . , X n + εS n ) = n) for all ε > 0. The next proposition gives similar equivalent conditions in terms of the multiplicative deformation by free unitary Brownian motions v 1 (t), . . . , v n (t) freely independent of (X 1 , . . . , X n ). (iv) ⇒ (iii) is trivial.
(iii) ⇒ (ii). Condition (iii) implies that there is a sequence ε k ց 0 such that
Hence (ii) follows if we see that χ orb (v 1 (t)X 1 v 1 (t) * , . . . , v n (t)X n v n (t) * ) is increasing in t ≥ 0. To show this, let t > s ≥ 0 and set w i (t, s) := v i (t)v i (s) * , Y i := v i (s)X i v i (s) * . Note [1] that w i (t, s) has the same distribution as v i (t − s) and is freely independent of Y 1 , . . . , Y n . Hence we have χ orb (v 1 (t)X 1 v 1 (t) * , . . . , v n (t)X n v n (t) * ) = χ orb (w 1 (t, s)Y 1 w 1 (t, s) * , . . . , w n (t, s)Y n w n (t, s) * )
≥ χ orb (Y 1 , . . . , Y n ) thanks to Proposition 4.6.
(ii) ⇒ (v) is Proposition 5.3 (6) . (v) ⇒ (i). From (v) there is a sequence ε k ց 0 such that
Hence, for every m ∈ N, δ > 0 and k ∈ N we have
: ξ(N ); N, m, δ/2) = ∅ for sufficiently large N , where ξ(N ) = (ξ i (N )) n i=1 in (M sa N ) n is chosen so that ξ(N ) ∞ ≤ X ∞ and ξ i (N ) → X i in distribution as N → ∞. Since v i (ε k )X i v i (ε k ) → X i strongly as k → ∞, this implies that Γ R (X 1 , . . . , X n ; N, m, δ) = ∅ for every R ≥ X ∞ if N is sufficiently large, so (i) follows.
Corollary 5.17. Assume that (X 1 , . . . , X n ) has f.d.a. If either X i has a finite spectrum for each 1 ≤ i ≤ n or χ i (X i ) > −∞ for all 1 ≤ i ≤ n, then for every ε > 0 δ 0 (v 1 (ε)X 1 v 1 (ε) * , . . . , v n (ε)X n v n (ε)
δ(X i ).
Proof. Suppose at first that each X i has a finite spectum. Then, by Corollary 5.14 and the above proposition, δ 0 (v 1 (ε)X 1 v 1 (ε) * , . . . , v n (ε)X n v n (ε) * ) = δ 0,orb (v 1 (ε)X 1 v 1 (ε) * , . . . , v n (ε)X n v n (ε)
Next, suppose that χ(X i ) > −∞ for all i. Then, by Proposition 5.16 and Theorem 2.6 we have χ(v 1 (ε)X 1 v 1 (ε) * , . . . , v n (ε)X n v n (ε) * ) > −∞, and hence [21, Proposition 6.10] implies that δ 0 (v 1 (ε)X 1 v 1 (ε) * , . . . , v n (ε)X n v n (ε) * ) = n. Since δ 0 (X i ) = 1 holds under the assumption here, the desired assertion follows.
It might be worth mentioning that the above corollary provides another route toward Brown's observation [2] based on the liberation process instead of the semicircular deformation.
