We construct all the irreducible representations of spin quiver Hecke algebras for orthosymplectic Lie superalgebras osp(1|2n), and show that their highest weights are given by the dominant words. We use the dominant Lyndon words to construct the cuspidal modules and show that the irreducible representations are the simple heads of standard representations constructed by induction from the cuspidal modules.
Introduction
Introduced by Khovanov and Lauda [11] and independently by Rouquier [16] , the Khovanov-LaudaRouquier (KLR) algebras (also known as quiver Hecke algebras) have attracted much attention as these algebras categorify the lower (or upper) half of a quantum group. More precisely, the Cartan datum associated with a Kac-Moody algebra g gives rise to a KLR algebra R. The category of finitely generated projective graded modules of this algebra can be given a bialgebra structure by taking the Grothendieck group, and taking the induction and restriction functors as multiplication and co-multiplication. It turns out that this bialgebra is isomorphic to Lusztig's integral form of U − q (g), and in this sense we say that the KLR algebra R categorifies the negative part U − q (g) of the quantum group. In the study of the category of representations, it is of fundamental interest to construct irreducible representations of R. In the paper [12] , Kleshchev and Ram defined a class of cuspidal representations for finite types, showed that every irreducible representation appears as the head of some induction of these cuspidal modules, and constructed almost all cuspidal representations. Hill, Melvin, and Mondragon in [6] completed the construction of cuspidal representations in all finite types, and re-framed them in a more unified manner. Using a different approach, Benkart, Kang, Oh, and Park in [2] also constructed irreducible representations utilizing a crystal structure on the isomorphism classes of irreducible representations of a KLR algebra obtained by Lauda and Vazirani in [13] .
Along these developments, the case of Kac-Moody superalgebras has been considered. As a foundational work in the superalgebra case, Kang, Kashiwara, and Tsuchioka generalized the KLR algebras to the spin quiver Hecke algebras [10] . Subsequently, Hill and Wang [7] and Kang, Kashiwara, and Oh [8, 9] showed that the spin quiver Hecke algebras provide a categorification of half of quantum Kac-Moody superalgebras without isotropic roots. It is well known that a Kac-Moody superalgebra can be associated to a generalized Cartan matrix. The only finite-dimensional Kac-Moody superalgebras, which are not Lie algebras, are the orthosymplectic Lie superalgebras osp(1|2n). Naturally, it is an important task to construct all the irreducible representations of the spin quiver Hecke algebras corresponding to osp(1|2n).
In this paper, we construct all the irreducible representations of spin quiver Hecke algebras for orthosymplectic Lie superalgebras osp(1|2n). Our method is similar to that of Kleshchev and Ram [12] and is based on the work of Clark, Hill, and Wang [5] on quantum shuffles and dominant Lyndon words. Both of these papers are closely related in the work of Leclerc [14] . We present an explicit construction of cuspidal representations in Proposition 3.2 and use the cuspidal representations as building blocks to obtain other irreducible representations. In this process, the computation of the leading coefficients of canonical basis elements is crucial and requires a careful analysis of signs and degrees for the corresponding representations of the spin quiver Hecke algebra in categorification. With cuspidal representations at hand, we construct standard representations through induction from cuspidal representations, and show that they have irreducible heads. Finally, as the main result (Theorem 4.5) of this paper, we prove that these irreducible heads form a complete set of irreducible representations of the spin quiver Hecke algebra for osp (1|2n) .
With the results of this paper, we can consider some future directions. First, as in [4] , one can use a general convex order to construct standard representations and study their homological properties. Next, one can obtain a concrete crystal structure on the category of representations of osp(1|2n), following [13] and [9] . We hope that these directions may be pursed in the near future.
The outline of this paper is as follows. In Section 1, we fix notations for osp(1|2n), consider quantum shuffle products and combinatorics of Lyndon words, and recall the construction of the canonical basis. In Section 2, spin quiver Hecke algebras are introduced and properties of their representations are presented. The next section is devoted to the construction of cuspidal representations of the spin quiver Hecke algebras. In the last section, we construct standard representations and obtain all the irreducible representations.
Quantum superalgebras and canonical bases

Root data
Let I = I0 ∪ I1 be a Z/2Z-graded finite set of size n, and let p : I → {0, 1 } be the corresponding parity function. We assume that I1 = ∅. Consider a generalized Cartan matrix A = (a ij ) i,j∈I such that (C1) a ii = 2 for each i ∈ I; (C2) a ij ∈ Z ≤0 for i = j; (C3) a ij = 0 if and only if a ji = 0; (C4) a ij ∈ 2Z for i ∈ I1 and j ∈ I. We assume that the matrix A is symmetrizable, i.e. there exists an invertible matrix D = diag(s 1 , . . . , s n ) with DA symmetric. Furthermore, we choose D such that s i ∈ Z >0 and gcd(s 1 , . . . , s n ) = 1, and assume that the integer s i is odd if and only if i ∈ I1.
In this paper, we will be primarily interested in the following case: the index set I = {1, 2, . . . , n} with I1 = {n},
and D = (2, 2, . . . , 2, 1). Throughout this paper, we let g be the Kac-Moody superalgebra associated to a symmetrizable generalized Cartan matrix A as in (1.1) and let U q (g) be the corresponding quantized enveloping superalgebra defined as in [1] . The generators of g will be denoted by e i , f i and h i (i ∈ I). The subalgebra of U q (g) generated by the elements e i (i ∈ I) will be denoted by U + q . Let Φ = Φ0 ∪ Φ1 be the root system for g and let
be the reduced root system for g, where Φ s = Φ ∩ Φ s for s ∈ {0, 1 }. Denote the set of simple roots by Π = Π0 ∪ Π1 = {α i |i ∈ I} and the set of positive roots by Φ + . Then we put Φ + = Φ ∩ Φ + . We also have the corresponding sets Φ
) of positive even (resp. odd) roots. For example, when n = 2, we have I1 = {2} and
The Z-lattice spanned by Π is denoted by Q. We define p(α i ) = p(i), i ∈ I, and extend it to the additive monoid
Quantum shuffle superalgebras
Let W be the set of words on the alphabet I with the empty word ∅. An element i ∈ W will be denoted by
The length of i will be denoted
Let F be the free associative superalgebra over Q(q) generated by I, where q is an indeterminate. Note that F has a weight decomposition
We define the quantum shuffle product :
for x, y ∈ W and i, j ∈ I and by extending it linearly, where we set ∅ x = x ∅ = x for x ∈ W. Thus we have two different products on F; one is juxtaposition for the free algebra structure and the other is the quantum shuffle product . When we consider a kth power of an element x ∈ F, we will write x k for juxtaposition and x k for the quantum shuffle product. 
Define U = Ψ(U + q ) to be the subalgebra of (F, ) generated by I. The algebra U is Q + -graded with U α = U ∩ F α . We define the shuffle product on F ⊗ F by
and define the map Δ : 
that satisfies the following properties:
where the induced bilinear form is given by
In the following proposition, we recall some linear maps on F, which give rise to important (anti-)automorphisms on U. 
Then x y = x y for all x, y ∈ F. 
for all x, y ∈ F, and
, it is easy to check from the definition that σ 2 = Id F .
The following lemma will be useful later.
We have the following properties
Proof. It is easy to see from (1.5) 
. Now statement (1) follows from the fact that (α i , α j ) ∈ 2Z for all i, j ∈ I. The equalities (2) and (3) follow from (1.5) by straightforward computations. 2
Dominant words and Lyndon words
Fix a total ordering ≺ on I to be 1 ≺ 2 ≺ · · · ≺ n, and put the induced lexicographic ordering ≺ on W. A word i ∈ W is called dominant if i = max(u) for some u ∈ U. Denote the set of dominant words by W + , and define W
is smaller than any of its proper right factors. Let L be the set of Lyndon words in W, and let L + be the set of dominant Lyndon words in W. Recall that every word i ∈ W has a canonical factorization as a product of non-increasing Lyndon words:
The set of dominant Lyndon words was computed in the work of Clark, Hill and Wang:
Proposition 1.10. ([5, Proposition 6.5]) The set of dominant Lyndon words for g is given by
Remark 1.11. As a related result, a basis for g arising from Lyndon words was obtained by Bokut, Kang, Lee and Malcomson in [3] .
The following corollary is similar to [12, Lemma 5.9] and slightly generalizes [5, Corollary 4 .17] in our context.
Proof. Let i = ι + (β), and let j be a dominant word of weight mβ such that j ≺ i m . We show that this is impossible by checking the different cases for i ∈ L + . Let j = j 1 j 2 . . . j s be the canonical factorization of j,
and from the coefficient of α i in mβ we conclude that s = m. But then the coefficient of α j in γ 1 + . . . + γ s will be k − 1 < m, which is a contradiction. Next, suppose that i = (i, . . . , n, n) for some 1
, which is another contradiction. 2
Maximal elements in shuffle products
, and define
The following lemma follows as in [12, Lemma 5.1] .
The next result generalizes [5, Lemma 4.5] and will be useful in computing leading coefficients in quantum shuffle products for canonical factorizations.
Moreover:
Proof. Let i j. We will prove that max(i m j) = i m j and (1) 
Now, since any word occurring in j 1 (i j 2 ) is a proper shuffle in i (j 1 j 2 ) = i j and the maximum word in i j is ij we have
Next, we prove that the coefficient of
. . , j k ) and assume that i j. Suppose that (j) = 1, so j = j 1 = j ∈ I and i > j. Then we have j < i 1 . We claim that the coefficient of
We claim that max
By the above and Lemma 1.14 we have that max
For the inductive step, assume that the coefficient of i m w is (−1) p(mi)p(w) q −(m|i|,|w|) for all m and w ∈ W + such that i w and (w) < (j). We have
Now, since any word occurring in
By induction on (j) and (1.16), it follows that the coefficient of
, which proves (1). Next, we prove that max(j i m ) = i m j. By Proposition 1.6, we have σ(j) = (−1)
By Proposition 1.6, max(σ(u)) = max(u) for all u ∈ U. Therefore by (1.17) we have max
Consequently, for some coefficients a k ∈ A, we have
This proves (2) . Next, we prove that max(i 
For the inductive step, assume that max(i 
Hence, using (1.20), induction on m, (1), and (2), we obtain for some a h , c h ∈ A 
Proof. First, we claim that max(i m ) = i m and that this top word appears with coefficient
[m] i !. The case m = 1 is trivial. Assume that m > 1. Then by induction, Lemma 1.15(3), and Lemma 1.14, we have that for some a h ∈ A,
Now the statement of the corollary follows from the above computation and Lemma 1.15(2). 2 
Proof. We will prove the statement by induction on d.
1 and the result follows from Lemma 1.21 (1) since ξ(i
. We now proceed to the inductive step. Suppose that d > 1 and let j = i 
By Lemma 1.14, h i
for all h ∈ W such that h ≺ j, |h| = |j|. Moreover, by Lemma 1.21(2), max(j i n 1 ) = i n 1 1 j = i and the coefficient of i
The statement of the corollary now follows from (1.24) and the equalities ξ(i) = ξ(i
PBW and dual canonical bases
. . , n, n, . . . , j), i < j.
Let i ∈ W + . As before, we write the canonical factorization of i in the form:
where
We define
and define
where (·, ·) is the nondegenerate bilinear form on U from Proposition 1.4. Explicit computations of the bilinear form can be found in [5, Theorem 5.7] . In particular, for i, j ∈ W + , we have (E i , E j ) = 0 unless i = j, and 
Proof. It follows from (1.26) and (1.27) that
Define U A and U * A to be the A-subalgebras of U generated by {E i | i ∈ W + } and {E * i | i ∈ W + }, respectively. Then we have 
The basis B * = {b * 
Spin quiver Hecke algebras
Generators and relations
Let K be a field with char K = 2, and let Γ be a quiver with compatible automorphism a : Γ → Γ. Denote the set of vertices of Γ by I and the set of edges by H.
We have maps s : H → I and t : H → I such that s(a(h)) = a(s(h)) and t(a(h)) = a(t(h))
for all h ∈ H. Set I to be a set of representatives of the orbits of I under a and let Γ = Γ/a be the Dynkin diagram with nodes labeled by I, assuming Γ has no loops. For each i ∈ I, let α i ∈ I/a be the corresponding orbit. For i = j, we set
Then we obtain a generalized Cartan matrix A = (a ij ) and a matrix D = diag(s 1 , . . . , s n ) by setting s i = |α i | and a ij = (α i , α j )/s i . Note that DA is symmetric. Now we assume that the matrix A is the same as in (1.1), and put the same Z/2Z-grading on I, i.e. I1 = {n}. The orbit α i is to be identified with the simple root α i of the Kac-Moody superalgebra g associated to A, and we keep all the notations in the previous section.
Define
and define Q ii (u, v) = 0 and 
Module categories
Let Mod − (ν) be the abelian category of finitely generated (Z × Z/2Z)-graded left H − (ν)-modules. We write Hom ν for Hom H − (ν) . For any M ∈ Mod − (ν), define its q-superdimension by
and define the graded character by
The parity shift functor Π : and Proj
There is a unique K-linear anti-automorphism ψ : 
where we set K = K0. Then we obtain
For each irreducible representation L ∈ Rep − (ν), there exists a projective indecomposable cover P L ∈ Proj − (ν), which is dual to L with respect to the pairing. Every element of Proj − (ν) is a direct sum of indecomposable representations of the form P L {m} for some irreducible L and m ∈ Z. Thus the pairing ·, · is a perfect pairing.
Induction and restriction
Let μ, ν ∈ Q + , and set 1 μ,ν = i∈I μ , j∈I ν e(ij). We have the natural embedding
Then we obtain the functors Ind = 
Proof. 
On the other hand, we have
We have the following important property of the map ch − q , which is proved in [9, Corollary 8.16 ].
Proposition 2.14.
Cuspidal representations
In this section we give an explicit construction of the cuspidal modules with the ordering we fixed on I: 1 ≺ 2 ≺ · · · ≺ n. These cuspidal modules will be building blocks for irreducible modules. We begin with the definition of a cuspidal module. The set Φ + of reduced positive roots is 
The corresponding dual canonical bases elements are 
y r v 1 = 0 for all r;
Proof. If α = α(i, j), then it is straightforward to check that the action satisfies (2.1)-(2.10). We clearly have ch Thus the relation (2.2) holds.
We have
Since e(s r · i) = e(i) for r = n − i + 1, we get
0 o t h e r w i s e , Since y r y s v g = 0 for any r, s and g = ±1, the relation (2.4) is valid. For the relation (2.5), we assume that s = r, r + 1. Then
Since r = n − i + 1 from the assumption, we obtain τ r y s v g = 0. Similarly, y s τ r v g = 0, and the relation (2.5) holds. Next we have τ r τ s v g = 0 for any r, s, and the relation (2.6) is valid. Now we see
On the other hand, if r = n − i + 1, g = −1, then i r = i r+1 = n and
Consequently, the relation (2.7) holds. The relation (2.8) can be verified similarly, and we omit the details. Clearly, τ 2 r v g = 0 for any r and g = ±1. On the other hand, if r = n − i, n − i + 2 then we obtain
Similarly, if r = n − i + 2 then
Thus we see that the relation (2.9) holds. Finally, (τ r τ r+1 τ r − τ r+1 τ r τ r+1 )v g = 0 for any r and g = ±1, while i r = i r+2 for any r. Hence it is easy to see that the relation (2.10) is valid. Now we have shown that all the relations (2.1)-(2.10) are compatible with the action of the generators on the module L α , making it indeed an
j).
Thus L α is a cuspidal representation for α = β(i, j), i < j. 2
Standard representations
In this section, we use the results of the previous sections and construct all the irreducible representations of the spin quiver Hecke algebra to obtain the main result of this paper.
Recall that we have the dual canonical basis B * = {b *
Lemma 4.1. Assume that the canonical factorization of i = i
Proof. As in the proofs of [14, Proposition 39, Theorem 40] (see also [5, Theorem 7 .11]), we have that
is κ i k . Now, by Corollary 1.23, we have that the coefficient of i in i 
Hence the highest weight of Δ(i) is max(E * i ) = i and dim 
by the Frobenius reciprocity. By Lemma 4.2, the H
){s(i)} is irreducible and embeds into L. It follows from Lemma 4.3 that the multiplicity of the
){s(i)} is equal to that of the weight i in Δ(i). Thus the head of Δ(i) is irreducible. 2
Now we state and prove the main result of this paper. 
