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Abstract—We present a new framework to fit a path to a
given finite set of data points on a Riemannian manifold. The
path takes the form of a continuously-differentiable concatenation
of Riemannian Be´zier segments. The selection of the control
points that define the Be´zier segments is partly guided by the
differentiability requirement and by a minimal mean squared
acceleration objective. We illustrate our approach on specific
manifolds: the Euclidean plane (for sanity check), the sphere
(as a first nonlinear illustration), the special orthogonal group
(with rigid body motion applications), and the shape manifold
(with 2D shape morphing applications).
I. INTRODUCTION
The reproduction and use of video sequences of observed
objects become increasingly important. As such interest con-
tinues to grow, the need for automated methods to analyze
shapes of objects also increases. In terms of characterizing
objects for detection, classification, and recognition, their
shape is naturally an important feature. It already plays an
important role in medical diagnostics and surgery guidance,
object design, database search, and some forms of disease
evolution. Many computer vision applications also use the
description of sequences of image to, for instance, reconstruct
a missing sequence on the basis of previous and following
images. Focusing on these topics, one of our goals in this
paper is to develop a new method for modeling the evolution
of 2D curves in a smooth and “natural” manner.
In order to leverage the fact that sets of plane curves
admit Riemannian manifold structures (see [1] and references
therein), we introduce here a new general framework to fit a
path to data points on a Riemannian manifold. The problem
considered can be broadly formulated as follows: given a se-
quence of n+1 points (p0, . . . , pn) on a Riemannian manifold
M and an increasing sequence of time instants t0 < · · · < tN ,
find a sufficiently regular curve γ : [t0, tn]→M that satisfies
γ(ti) = pi, i = 0, . . . , n, where the notion of regularity may
involve admissible classes of curves (in particular sufficiently
differentiable curves) and optimality criteria. The resulting
curve γ can then be viewed as the reconstruction path for
the given data. The strategy that drives our approach is to
considerably restrict the class of admissible paths (allowing
for an algorithm with low space complexity) while keeping it
sufficiently large to encompass credible solutions.
A. Related Work
Path fitting on manifolds has been addressed in the lit-
erature with different approaches and for various purposes.
Generic path fitting methods on manifolds include splines on
manifolds [2], rolling procedures [3], subdivision schemes [4],
[5], gradient descent [6], and geodesic finite elements [7].
Interpolation of rotations (where the manifoldM is the special
orthogonal group SO(3)) is useful in robotics for motion
planning of rigid bodies and in computer graphics for the
animation of 3D objects [8], [9]. Splines on the sphere have
received much attention in the literature; see [10], [11] and
references therein. And morphing between shapes can be
tackled as an interpolation problem on shape space [12], [13].
We now review a few results that relate more directly to the
proposed approach laid out in Sections I-B and II. In Euclidean
spaces, Be´zier curves are polynomial curves determined by a
sequence of control points. The first and last control points
are the end points of the curve, but the intermediate control
points are in general not on the curve. Be´zier curves can be
constructed by the classical de Casteljau algorithm [14], which
is readily generalized to Riemannian manifolds, replacing line
segments by minimal geodesics [15]. The resulting curves are
called generalized Be´zier curves in the work of Popiel and
Noakes [16], where formulas for the endpoint velocities and
covariant accelerations of these curves are provided. These
formulas make it possible to perform C2 piecewise-Be´zier
interpolation of a sequence of data points on a Riemannian
manifold.
In C2 interpolation by piecewise cubic Be´zier curves,
choosing the two intermediate control points of the first
segment fully determines all the other control points [16,
Example 8]. A difficulty, though, is that the relations between
the control points are rather intricate [16, §3], and the idea of
choosing the two free intermediate control points in an optimal
way (e.g., minimizing the mean squared acceleration) appears
intractable.
B. Our Approach
In comparison, by settling for a lower smoothness require-
ment (C1 instead of C2), our method benefits from more
freedom, which opens the way for letting a notion of optimality
partly guide the choice of the intermediate control points.
Specifically, we seek a C1 piecewise-Be´zier interpolation
curve for the data (p0, . . . , pn), such that the segment joining
p0 and p1, as well as the segment joining pn−1 and pn,
are Be´zier curves of order two (i.e., with one intermediate
control point), while all the other segments are Be´zier curves
of order three (i.e., with two intermediate control points).
In Section II, we point out that, in view of the endpoint
velocity formula [16, (6)], fixing the curve velocity vector at
each intermediate interpolation point fully determines all the
control points, and thus the curve. The task therefore reduces
to choosing those velocities. We choose the velocity directions
in an arbitrary way described in Section II. Then we obtain
that, in the Euclidean case, the optimal velocity magnitudes
minimizing the mean squared acceleration of the curve are
solution of a certain tridiagonal linear system of equations.
We generalize this linear system to Riemannian manifolds
and use it to set the velocity magnitudes at the intermediate
interpolation points. Even though the velocity directions are
still suboptimal in general and the velocity magnitudes are
suboptimal on nonlinear manifolds, the numerical experiments
conducted in Section III indicate that the method produces
good curves on several manifolds and for a wide range of data
point positions, while remaining computationally tractable.
The manifolds appearing in the experiments are the two
dimensional Euclidean space, the 2-sphere, the rotation group
SO(3), and the shape manifold.
II. C1 PIECEWISE-BE´ZIER INTERPOLATION
In this section, we first describe our approach in Rm, then
we present its generalization to manifolds. For simplicity of
the exposition, we assume that the time instants are ti = i,
but an extension to general time instants is straightforward.




i (t) denote the Be´zier
curve of order k in Rm with control points b0, . . . , bk, where
Bk0 , . . . , B
k
k are the Bernstein basis polynomials of degree k.
In this work, we will only make use of Be´zier curves of degree
2 and 3, which are given in Rm by
β2(t; b0, b1, b2) = b0(1− t)2 + 2b1t(1− t) + b2t2 (1)
and
β3(t; b0, b1, b2, b3)
= b0(1− t)3 + 3b1t(1− t)2 + 3b2t2(1− t) + b3t3. (2)
For more details on Be´zier curves in Euclidean spaces, see,
e.g., [17]. Referring to Figure 1 for an illustration, we consider





1 , p1) if t ∈ [0, 1]
β3(t− (i− 1); pi−1, b+i−1, b−i , pi) if t ∈ [i− 1, i],
i = 2, . . . , n− 1
β2(t− (n− 1); pn−1, b+n−1, pn) if t ∈ [n− 1, n],
(3)
where
b+i = pi + αivi, i = 1, . . . , n− 2,
b−i = pi − αivi, i = 2, . . . , n− 1,
b−1 = p1 − 32α1v1,




with ‖vi‖ = 1 and αi ∈ R, i = 1, . . . , n − 1. Observe that β
satisfies the interpolation conditions β(i) = pi, i = 0, . . . , n,
and is of class C1 with β˙(i) = 3αivi, i = 1, . . . , n − 1 (see,
e.g., [16, Theorem 1]).
We choose each vi arbitrarily as the unitary orientation
vector of the bisector of the angle between pi − pi−1 and




where v−i := (pi−1 −
pi)/‖pi−1 − pi‖ and v+i := (pi+1 − pi)/‖pi+1 − pi‖. We
then choose the αi’s optimally to minimize the mean squared
acceleration of β, i.e.,∫ 1
0










‖β¨2(t; pn−1, b+n−1, pn)‖2dt
in which the αi’s are involved through (4). Lengthy calcula-
tions yield that α = [α1 . . . αn]
T is the solution of the






















c(1) = 3pT2 v1 − 2pT0 v1 − pT1 v1
c(i) = (pi+1 − pi−1)T vi
c(n−1) = 2pTnvn−1 + p
T
n−1vn−1 − 3pTn−2vn−1.
We generalize β to an abstract submanifold M of a
Euclidean space E as follow. Be´zier curves of order k are
generalized to M as in [16, §2]. Equations of the form
b = p + αv in (4) are generalized as b = Expp(αv), where
Exp denotes the Riemannian exponential (i.e., t 7→ Expp(tv) is
the geodesic onM with initial position p and velocity v). For
i = 1, . . . , n− 1, the unit norm vector vi in the tangent space
to M at pi is chosen as the unitary orientation vector of the
bisector of the angle between −Logpi(pi−1) and Logpi(pi+1),
where Log denotes the inverse Riemannian exponential. As for
the αi’s, they are obtained from the following generalization
of the tridiagonal system Aα = c: in matrix A, the inner
products vTi vj are replaced by the inner product 〈vi, vj〉 on E ,
and in c, expressions of the form (pj−pi)T vi are replaced by
〈Logpipj , vi〉. This yields
A(1,1:2) =
[
12〈v1, v1〉 3〈v2, v1〉
]
A(i,i−1:i+1) =
[〈vi−1, vi〉 4〈vi, vi〉 〈vi+1, vi〉]
A(n−1,n−2:n−1) =
[
3〈vn−2, vn−1〉 12〈vn−1, vn−1〉
]
and
c(1) = 3〈Logp1 (p2), v1〉 − 2〈Logp1 (p0), v1〉
c(i) = 〈Logpi (pi+1)− Logpi (pi−1), vi〉
c(n−1) = 3〈Logpn−1 (pn−2), vn−1〉 − 2〈Logpn−1 (pn), vn−1〉
There is no guarantee that α remains optimal in this more
general setting, but the fact that optimality holds when M
is linear suggests that the results should remain qualitatively
adequate on nonlinear manifolds. A confirmation is provided











Fig. 1. Illustration of the construction of the piecewise-Be´zier curve β in
R2. The path is fully determined by the velocity vectors at the intermediate
data points.
III. RESULTS ON SPECIFIC MANIFOLDS
This section presents results obtained when using our
method to generate a C1 path that interpolates data points
on a Riemannian manifold. To help visualize the piecewise-
Be´zier structure of the generated path, we first illustrate the
method on the Euclidean plane R2 and on the two-dimensional
sphere S2. We then show on SO(3) the reconstruction of the
trajectory of a satellite. We finally consider the problem of 2D-
object metamorphosis between different time instants, viewed
as an interpolation problem on shape space. We show that our
method can be used to generate a video animation based on
keyframes or to quantify a disease evolution for a medical
application when few observations are available.
A. Interpolation on R2
Figure 2 (first row) is an example of interpolation on the
Euclidean plane where the red points are the interpolated data
points. The blue curve is the piecewise-Be´zier curve generated
by the proposed method, and the green points represent the
intermediate control points of the Be´zier segments. The second
row of Figure 2 shows the speed of the curve. We can observe
that the resulting curve is C1 and interpolates the given (red)
points as predicted.
Observe that, in this example, the speed is minimal at the
intermediate interpolation points. This is due to the particular
disposition of the data points which induces a rather sharp
turn at those points. The minimal mean squared acceleration
criterion thus favors a slower speed around those points.
B. Interpolation on S2
As second step, we test our method on the unit sphere S2,
which is a nonlinear manifold. The resulting piecewise-Be´zier
interpolation path is satisfactory for simple configurations
of points (figure 3) as for more complicated dispositions
(figure 4). In the case of the sphere, the geodesics are great
circles and both exponential and log maps between any two
points (except antipodal points) have explicit formulas. This
makes the algorithm of Section II easy to implement. As
Fig. 2. Interpolation path on R2. Top: data points (red), intermediate control
points (green), and resulting path (blue). Bottom: the speed of the path as a
function of t. It is continuous as expected.
on Figure 2, the blue line is the C1 piecewise-Be´zier curve
obtained with our approach. It interpolates the four data points
(in red) and is driven by the the computed intermediate points
(in green).
C. Satellite Trajectory by Interpolation on SO(3)
As an application of the method, we consider the problem
of fitting a curve to a finite set of observed rotations of a
satellite. The set of 3D rotations is indeed a well known
manifold, denoted by SO(3). As for the sphere, the exponential
and log maps on SO(3) admit explicit formulas, hence the
proposed method is easily applicable. It makes it possible to
estimate intermediate rotations on the basis of the observed
rotations. We show in Figure 5 that the result is visually very
convincing. On the first two rows, we display a sequence
of rotations produced by the method at equally spaced time
instants. The data points are the initial rotation (first image
on the left in the first row), the final rotation (last image of
the second row), and three intermediate rotations. The speed
of the generated path on SO(3) (lower plot) is continuous as
expected.
The method can readily be extended to the special Eu-
clidean group SE(3) of rigid motions by separating the problem
into two independent subproblem, one on SO(3) and one on
R3. A extension to SO(3)×S(2) would proceed likewise.
D. Interpolation on Shape Space
As already mentioned, the applicability of the proposed
method on a given manifold M crucially relies on the
possibility of computing geodesics between pairs of points
on M. This also applies to infinite-dimensional manifolds.
As an illustration, we show some convincing results on the
Fig. 3. Example of C1 curve of interpolation on S2: the data points (red) are
correctly interpolated by the resulting path (blue), which consists of spherical
Be´zier segments joining the data points and driven by intermediate control
points (green).
shape space. By shape in this work, we mean a continuous
representation of plane closed curves extracted from images or
video sequences. Generally, the plane closed curve represents
the boundary of an object.
In our experiments, we represent parametrized curves by
their square-root function [18]. This choice, which has been
successfully used in many real applications, is motivated by
its invariance to translation, rotation, uniform scaling, and re-
parametrization [19].
The main steps consist of: (i) defining a space of closed
curves of interest, (ii) imposing a Riemannian structure g on
it using the elastic metric, and (iii) computing geodesic paths
under this metric. Geodesics between two curves represented
by their square-root functions q0 and q1 are defined to be paths







g(γ˙(t), γ˙(t))dt , (5)
under the constraint that γ(0) = q0 and γ(1) = q1.
We show in Figures 6 and 7 that our approach produces
a visually suitable interpolation between given planar shapes.
In both cases, the black shapes are the data points and red
ones are part of the computed path. The first example is a
morphing between a rabbit, a turtle, a bottle and a heart. It is
observed that the proposed method yields a path that remains
visually adequate in spite of the large deformations between
Fig. 4. Example of C1 curve of interpolation on S2 with a more complicated
dataset: the data points (red) are correctly interpolated by the resulting path
(blue), which consists of spherical Be´zier segments joining the data points and
driven by intermediate control points (green).
Fig. 5. Top: Smooth C1 curve of interpolation on SO(3) for 5 data points.
The points on SO(3) represent rotations of a satellite. Combined with results
obtained on S2, the method readily extends to SO(3)×S2. Bottom: Evolution
of the norm of the velocity along the interpolation curve.
the given shapes. The second example is an interpolation
between observations of endometrial tissues evolving during
different periods of diagnosis.
E. Performances of the Method
The time efficiency of the proposed method on a given
manifold M depends on the availability of fast algorithms to
perform the following tasks: (i) compute the Riemannian loga-
rithms and inner products involved in the definition of the vi’s,
A, and c; (ii) solve the tridiagonal linear system Aα = c; (iii)
Fig. 6. C1 path of interpolation on shape spaces. The method still provides
a path with continuous velocities. The reconstruction of the deformation path
is here illustrated by the morphing between a rabbit, a turtle, a bottle and
a heart. The curves are rotated such that the difference between curves is
minimized before applying the method. The given shapes are in black while
the constructed shapes are in red.
Fig. 7. C1 path of interpolation on shape spaces applied to a set of observed
tissues during a diagnosis.
compute the intermediate control points b±i = Exppi(±αivi),
b−1 = Expp1(− 32α1v1), b+n−1 = Exppn−1( 32αn−1vn−1); (iv)
evaluate the piecewise-Be´zier curve β at specified time instants
using the Riemannian de Casteljau algorithm (see, e.g.,[16,
§2]) which itself relies solely on the Riemannian exponential
and logarithm. When the number of specified time instants is
large, the last task becomes the bottleneck. This is inherent to
Be´zier curves on manifolds, not to the proposed approach to
selecting the piecewise-Be´zier curve. As a counterpart, Be´zier
curves have the advantage of a low space complexity: given the
the data points pi (i = 0, . . . , n), the piecewise-Be´zier curve
β generated by the method is fully specified by the velocities
β˙(i) = 3αivi (i = 1, . . . , n− 1).
IV. CONCLUSION
We have introduced a new framework to fit a given finite
set of data points on Riemannian manifolds. The output of
the method is a continuously-differentiable path composed
of Riemannian Be´zier segments joining the data points. The
choice of the intermediate control points that define the Be´zier
segments is guided in part by minimizing the mean squared
acceleration of the piecewize path. The solution of this op-
timization problem is a tridiagonal linear system depending
on known elements of differential geometry permitting the
generalization of the formula. To assess the efficiency of
the proposed method, we have presented results on specific
manifolds: the Euclidean space for illustration, the sphere as
a nonlinear space, the special orthogonal group to compute a
smooth satellite trajectory, and the shape manifold to charac-
terize shape evolution.
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