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xABSTRACT
Host-to-network authentication is a weak link in the chain of modern network security
systems. There is no widely accepted method of validating a computers identity on a network.
Currently, the best commercial methods entail using the hardware address of an Ethernet
network interface controller, but those can easily be changed. Spoofing the hardware address
can lead to unauthorized entry and possible data theft on sensitive networks. In this work a
possible solution for this problem is proposed and evaluated.
The proposed solution is to use device specific analog characteristics of the IEEE 802.3
normal link pulse (NLP) as a single factor authentication feature. Two sub-problems, inter-
model and intra-model, are addressed in order to establish the effectiveness of the NLP as an
authentication feature. The performance of a preliminary intra-model classification algorithm
using this feature is evaluated and cross-referenced to a survey of Ethernet cable length changes,
temperature change, and computer operational effects.
1CHAPTER 1. OVERVIEW
The primary goal of this thesis is to study the differentiability of network interface cards
(NIC’s) found in common desktop computers at the analog level. Currently, there is no trust-
worthy digital method to verify the identity of a NIC. Each card is preprogrammed with a
unique hardware identifier, but most modern NIC’s are software programmable and that num-
ber can easily be changed. Authentication using analog fingerprinting is a possible method to
confront this problem. The second goal is to introduce environmental interactions that need
to be taken into consideration when approaching a NIC fingerprinting method. Real world
application of any method is subject external stimuli which induce deviation from a finger-
print. Understanding that these phenomena are present is an important step forward to a
more rigorous approach.
The first part of this work proposes the IEEE 802.3 normal link pulse (NLP) as a possible
authentication feature, along with the test equipment to capture it. Initially, the plausibility
of the NLP as an authentication feature is examined in a limited closed world scenario of
inter-model NIC’s. Then a generalized intra-model machine classification algorithm, using the
NIC, is then proposed and evaluated. The second part of this work deals with a survey of
common environmental phenomena (cable length, temperature change, computer operational
effects), and the relation of their effects on the performance of the proposed algorithm.
1.1 DILON Project History
Detection of Intrusions at Layer ONe (DILON) involves one of three of the widely publi-
cized areas of computer security. The three areas are confidentiality, availability and integrity.
Confidentiality is the protection of information from unauthorized entities. Availability is the
2ability of an authorized entity to access or use information. Integrity is a bit more complicated
to explain. It addresses two ideas: given a set of data, is it in its uncorrupted and pristine
state and has that set of data come from the intended source.
The DILON project focuses on the second question of integrity [Jackson, E. (2006)]. It is
an attempt to enforce the authenticity of an identity of a host to a network at the hardware
level, or host-to-network authentication. Because of the short range analog nature of the
Medium Access Control (MAC) layer, the only applicable scenario is that of a client computer
to a switch or router that contains DILON technology. It provides no guarantee’s in and of
itself of whoever is using the appropriate client is an authorized user. However, there are many
protocols already in existence to deal with that particular problem.
Jackson and Gerdes have performed previous work on this project. Each of their thesis’s
was a different way of asking the same question. Is the host that is connecting to the network
is who it says that it is? Both of their works focused solely on the preamble of a 10Base-T
Ethernet frame, which was believed to contain enough data to characterize any given NIC.
Jackson’s thesis [Jackson, E. (2006)] was one of the first for DILON, and he covered much
of the basic groundwork, such as the project goals and measurement techniques. But his overall
objective, apparent from his thesis, was to fingerprint NIC’s reliably. It focused on trying to
extract data unique from their respective signal structure for use in detection. He proposed
that each signal can be described by an ideal model with device-specific characteristics to form
a signal fingerprint. In order to form a unique model of a device, he looked at a brief survey
of methods, most of which will not be described in detail. He met with some degree of success
with most of the methods, save for one, discussed below. Overall he found that devices from
different manufacturers (inter-model) were easy to fingerprint and distinguish from others, but
devices of the same make and model (intra-model) became a much more difficult problem.
Some of the methods Jackson used are shown below:
• Differential Fourier Voiceprint
• Multi-fractal Dimensional Analysis
3• Principle and Independent Component Analysis
• The Kolmogorov-Smirnov Test
The one method of relevance to this thesis is principle component analysis (PCA), of which
the technical details will be covered later. Using PCA, Jackson hoped to see if he could extract
directions of variance from a signal in order to create its “idealized” model. However this is
not the point of PCA, as shall be seen in detail later. Because he was only looking at multiple
records of the same signal, only one direction of variance with any weight (non-zero) was able
to be extracted. My hypothesis that this direction was that of the signal itself, extracted from
the additive white gaussian noise (AWGN), because it was the only thing common to all the
records. This makes sense intuitively because when the noise is removed, only the signal is left
in an ideal scenario, which also corresponds to Jackson’s signal model [Jackson, E. (2006)],
shown in Equation (1.1).
x[n] = s[n] + w[n] (1.1)
Gerdes’s methods [Gerdes, R. (2006)] involved using SNR maximization by the application
of matched filters, which was in parallel with Jackson’s work. Once again, Gerdes’s focus
was on signal profiling, but the selected technique was the matched filter, unlike Jackson’s
groundwork and survey of methods. Gerdes created a profile for each NIC by converting the
reference 10Base-T preamble, α(t) to the frequency domain, A∗(ω), and measuring the power
spectral density of the noise P (ω) in different frequency bands. He then created the matched
filter and applied it to an input signal B(ω), β(t) in the time domain, and maximized it over the
record time T , shown in the Equations (1.2)-(1.4) below. Detection is performed by measuring
the maximum filter response output from an input signal to that of its accepted class response
via an established threshold and defined false negative rate β.
H(ω) = κ
A∗(ω)
P (ω)
e−jωt0 (1.2)
4h(t) = α(t0 − t) (1.3)
µ(t0) = h(t0) ∗ β(t0) =
∫ t0
t0−T
α(τ)β(τ)dτ (1.4)
Gerdes first noticed that when the signal filter had been created, and records of the same
class had been sent to the filter over a period of several hours, the filter response changed.
This indicated that the 10Base-T preamble signal itself changed over time. Accounting for this
signal change by defining a tolerance ±δ, the filter response detector can adapt itself over a set
of n frames to track subtle changes. Using this method he was able to create a very reliable
method of detection.
One important thing to note is lack of explanation of the cause of the signal drift, introduced
by Gerdes. At the time, there was no empirical method of explaining why the drift was
occuring. It is the intent of this thesis to propose that the drift can be correlated to physical
phenomena, particularly temperature. The details of this hypothesis will be covered later.
1.2 IEEE 802.3 10Base-T Normal Link Pulse
The feature that this proposed method uses to create an analog fingerprint is the NLP of
the IEEE 802.3 10Base-T standard [IEEE (2005 ed.)]. A figure showing the general charac-
terization of the NLP waveform is shown in Figure 1.1.
5Figure 1.1 IEEE 802.3 10Base-T NLP [IEEE (2005 ed.)]
The NLP is designed to manage continuous connection status in a 10Base-T environment.
Two physical entities form a network connection over two pairs of differential wiring. A verified
connection is required before packet transfer can begin. In order to establish and maintain
this connection, the NLP is emitted by both entities every 16ms±8ms. During packet transfer
the NLP is not needed, and only returns after the NIC has entered idle mode.
There are several benefits to using the NLP as a method of analog authentication. The
signal is repeatable, very simple, and relatively short in length making data collection a very
easy task. The signal’s short length, however, does not weaken its separability as it contains
enough information to make a reliable identification as will be shown later. The NLP is
relatively stable over long time periods, much like the preamble. The NLP, however, is also
susceptible to environmentally induced signal drift which makes it more difficult to achieve
stable detection results [Gerdes, R. (2006)].
The NLP can be used as part of a simple authentication protocol, proposed as an example
implementation. The NLP is the first signal that is transmitted to a host as part of the auto-
negotiation process defined in the IEEE 802.3 specification [IEEE (2005 ed.)]. The switch
can hold the device attempting to authenticate in the initial connection establishment phase,
collecting NLP’s, until enough records are collected to create a test record or fingerprint. The
device can then proceed to a faster connection speed such as 100Base-TX or 1000Base-T, thus
making a physical connection to the network.
6CHAPTER 2. INSTRUMENTATION
The DILON project at its core is a venture into the limits of small signal measurement on a
budget. The analog nature of the classification procedures requires an explicit degree of detail
so that fine differences in the signals between NIC’s of the same manufacturer/model can be
separated. Yet, specialized equipment that deals with these sorts of problems is enormously
expensive and out of the reach of anything but larger budgets. There are two version of solution
to this problem, each of which is designed to pursue slightly different goals.
2.1 Measurement Concepts
The IEEE 802.3 10Base-T Ethernet specification calls for two pairs of wires, one dedicated
to data transmission (TX) and one to data receipt (RX). The concept of using two sets of
wires for each channel is called differential signaling. On a channel the same signal is sent
on both wires, inverted, so that the when the receiving end acquires and subtracts the two,
a signal twice the amplitude of either wire is recovered. There are many benefits to this
kind of signaling, but the primary one is noise reduction. Noise is a typical problem in any
communication channel, but differential signaling eliminates a large portion of it by removing
any noise that is common to both wires, which is common due to their close proximity [TiePie
Engineering (2009)].
The measurement of the of the differential signal coming from the NIC being tested is done
by probing the transformer on the measurement computer using an oscilloscope. A diagram
of a typical measurement system for this application is shown in Figure 2.1.
7Figure 2.1 Measurement system diagram
The differential wires in the Ethernet cable are a transmission line, which is vulnerable to
impedance mismatching if a probe is placed directly onto it. Therefore the RX± pins of the
transformer, which are not on the transmission line, are probed versus the RD± pins, which
are on the transmission line, in order to minimize reflection coefficients. A diagram of the
transformer used with a permanently probed NIC in the measurement computer is shown in
Figure 2.2.
Figure 2.2 Oscilloscope probe placement on transformer
There are many small signal differential probes on the market today, but they can be very
expensive depending on the desired traits. A common solution to this problem is a technique
that uses two 10X oscilloscope probes hooked to different channels in tandem for a differential
8measurement. Probe one is connected to the RX+ pin while probe two is connected to the RX-
pin, with both probe grounds connected to a common point, in this case a NIC ground pin
located on the printed circuit board (PCB). The differential measurement itself is calculated
on the data collection computer using both channels as data inputs. The disadvantage to the
solution displayed in Figure 2.2 is that two channels of the oscilloscope are occupied for a single
measurement, completely occupying a two channel oscilloscope.
2.2 Stationary Test Setup
The stationary DILON measurement apparatus, used in the inter-model separation exper-
iment, Gerdes, and Edward’s work [Gerdes, R. (2006), Jackson, E. (2006)], was designed
around the concept of hot-plugging Ethernet cards into a stationary test computer for mea-
surement and analysis. A photograph of the test rack is shown in Figure 2.3.
Figure 2.3 Stationary test setup
A total of three computers and an oscilloscope are used in tandem to perform experimen-
tation and data collection, listed below.
• Collection - Windows XP w/MATLAB
• Measurement - FreeBSD w/probed 10Base-T NIC
• Test - FreeBSD w/riser board for easy NIC testing
9• Oscilloscope - Tektronix DPO4032
In Figure 2.3, the collection computer is on the far left, DILON 1 is in the middle and
DILON 2 is on the right. Both the measurement and test computers have their case doors
open for easy access. The measurement computer contains a probed 10Base-T NIC con-
nected to a Tektronix DPO4032 oscilloscope, allowing for 10Mhz signal measurement band-
width [IEEE (2005 ed.)]. Each record is electronically captured in MATLAB via an automated
script, and is stored in its own file for processing later. Given the goals of Gerdes and Edward’s
work, and the inter-model classification problem addressed in this thesis, this test setup was
more than adequate.
2.3 Mobile Test Setup
The mobile version of the DILON measurement apparatus has been developed to meet new
requirements of sampling NLP’s from computers, versus just NIC’s, and collecting temperature
data. The output from these requirements becomes a rather simple but unique solution solved
using hardware, scripting, or a combination of both. A photograph of the mobile test rack is
shown in Figure 2.4.
10
Figure 2.4 Mobile test setup
A total of two computers, an oscilloscope and an arbitrary (not directly part of the setup)
test computer are used in tandem to perform experimentation and data collection, listed below.
• Collection - Windows XP w/MATLAB + temperature equipment
• Measurement - Ubuntu w/probed 100Base-TX NIC
• Test - Arbitrary
• Oscilloscope - Tektronix DPO4032
Figure 2.4 shows what is essentially a two-level metal rack with wheels used for mobility.
There are two computers sitting on the lower level of the rack, one for data/temperature
collection and one for measurement, with input/output devices on the top rack. A Tektronix
DPO4032 oscilloscope is also used on the top rack for record acquisition, with the probes
draping into a small fan port on the collection computer with a closed, properly grounded case
acting as a partial faraday cage. A 100Base-TX NIC is used in the measurement computer for
increased NLP measurement bandwidth of 100Mhz versus the 10Base-T NIC limit of 10Mhz
[IEEE (2005 ed.)] .
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2.3.1 Record Compression
One of the major issues experienced by adapting the scripts from the original test setup was
the size on disk of the records. As previously mentioned, each record was stored in its own file.
The size of each record, notwithstanding the fact they were stored as 64-bit floating points,
was still much larger than the cluster size on disk. Therefore a large amount of space was
wasted in storing the records. Another issue was that the filesystem began to suffer significant
slowdowns when managing the large amount of files in a single directory.
A simple solution to the problem without sacrificing any flexibility is to use two important
concepts. The operating system, and people for that matter, deal with a single large file much
more easily than a large amount of small files. Storing all records in one large matrix was the
answer to that particular issue. Memory, however, becomes a problem when forced to load a
large matrix of 64-bit floating points. Using that fact that the oscilloscope actually collects
data in 8-bit format, and reports the scaling factor, the actual records themselves can be stored
in 1/8 the space, reducing the required memory footprint. For example, 75,000 records can
be loaded into under 200MB of memory in a relatively short amount of time using the new
method.
2.3.2 Electro-magnetic Interference Control
A core hypothesis in the mobile test setup design is that computer based electro-magnetic
interference (EMI) is a key aspect of the research, which will be discussed in Chapter 5.
It is then necessary to collect NLP data from NIC’s that are installed in their respective
personal computers to maximize “usable” EMI and use a measurement setup that minimizes
any “unusable” EMI.
The concept of “usable” EMI is derived from the initial per-hardware uniqueness proposal
that makes DILON itself possible, as previously described. The idea is that not only are the
design of the NIC and the manufacturing tolerances a factor, but the inter-relation between
the PCB designs of the NIC and the computer are important. Basic PCB design principles
dictate [Doren, T. V. (2007)] that long traces emit electro-magnetic waves, acting as antennae,
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and loops are affected by them, as stated by Faraday’s law. Therefore the machine being
tested should remain on in most circumstances to capture additional uniqueness, adding to
separability.
The reduction of “unusable” EMI is the exact opposite goal of the “usable” EMI. The
measurement computer should be affected by as little EMI as possible. Leveraging on the
aforementioned idea that powered circuits generate EMI, switching off as many as possible
is an intuitive method to solve the problem. The new test setup design dictates that the
measurement computer remain off to reduce EMI effects on the measurement results.
Keeping the measurement computer turned off produced a serious issue with newer 1000Base-
T based NIC’s. 10Base-T and 100Base-TX NIC’s broadcast the NLP at a constant rate without
needing to receive an NLP [IEEE (2005 ed.)]. 1000Base-T NIC’s, however, send out a initial
train of NLP’s for 750ms ± 10ms, and then only send out one NLP around every 1.3s ± 25%
until a NLP is received [IEEE (2005 ed.)]. The solution to this problem is to boot the mea-
surement PC, program the 100Base-TX NIC so that it stays in 10Base-T mode, and shut it
down via SSH while keeping the power cable connected. The NIC will remember the setting as
long as it has a +5V source, and can keep the 1000Base-T NIC sending NLP’s at a fast rate.
The implication of the aforementioned work-around is that newer 1000Base-T NIC’s can
be measured much like 10Base-T and 100Base-TX NIC’s, allowing for much a much greater
range of testable machines. Also, because the measurement computer can be turned off, added
“unusable” EMI generated inside the computer can be avoided.
2.3.3 Record Bursting
The test setup was desiged to be robust in that it is flexible enough to collect records
over a long period of time. Record averaging will be used heavily as part of the intra-model
problem, which will be described later. It makes sense that records that will be averaged
need to be collected in groups relatively close in time to be most effective, but also to allow
spacing between those groups to accurately predict the collection period if needed. Hence
record bursting, or collecting a group of records and then waiting for a specified period of
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time, is a major component of the mobile test setup.
2.3.4 Temperature Collection
Temperature data collection was not implemented as part of the original test setup. Cor-
relation of ambient temperature to signal matched filter response drift had been suggested
[Gerdes, R. (2006)], but no data to suggest it had been publicly presented. One of the major
design goals of the new test setup was to remedy this problem with an easy way to collect
temperature with the signal data. Cheap and readily available temperature acquisition equip-
ment is utilized to perform the data collection. A picture of the components used is shown in
Figure 2.5, with a detailed list below.
Figure 2.5 Temperature collection equipment
• DS9097U Universal 1-Wire COM Port Adapter
• DS18B20 Programmable Resolution 1-Wire Digital Thermometer
• Custom 1-Wire Interface Board
• Digitemp interface software
The DS9097U provides the 1-Wire serial interface and power to the DS18B20 thermal
probe which is connected to the 1-Wire interface board for supporting circuitry. One of the
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drawbacks of the DS18B20 is that it takes approximately 1-2 seconds to acquire and transmit
a temperature. Leveraging on the record bursting feature, a temperature is taken at the end
of every group of records to minimize the inter-group time.
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CHAPTER 3. THE INTER-MODEL CLASSIFICATION PROBLEM
The first problem that must be solved when testing any DILON authentication feature is
the separability of different brands and models of NIC’s. Intuitively, as shown in Chapter 1,
the IEEE 802.3 standard allows for a wide degree of variability of the NLP. This allows for
maximum flexibility during the design and implementation of analog parts of a NIC. This
flexibility then translates into distinctive traits on a per manufacturer/model basis which can
be separated using reduction analysis and distance methods.
Two modes of thought can be utilized to approach this problem - open world or closed
world. An open world assumes knowledge of only the device being fingerprinted. A closed
world assumes knowledge of all possible devices. The advantage of using a closed world de-
sign in a limited case study such as this one, is that the concept of information packing, or
dimensional reduction, can be exploited. Removing information redundancies can reveal only
the important directions variation, or only those with the most entropy [Theodoridis, S., Kon-
stantinos, K. (2008)]. By examining the strength of these high entropy directional variations,
a decision can be made as to the viability of the NLP as an authentication feature.
3.1 Inter-Model Scenario
The particular scenario being examined in this chapter involves three classes of NIC’s.
Each one is from a different manufacturer, and is of a noticeably different PCB construction.
The purpose of only using cards from separate manufacturers is to increase the probability
of variability between classifications for this analysis. Averaged NLP signal representations of
each class are shown in Figure 3.1.
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(a) b1c3 (b) b5c1
(c) b6c1
Figure 3.1 NLP signals averaged from 1000 records
The device classes shown in Figure 3.1 have had AWGN removed by averaging, and are very
clean representations of each classification’s NLP signal structure. The naming convention for
the devices is shown in Table 3.1, taken from standing DILON notation.
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DILON Name Machine
b1c3 TRENDnet 10/100 NIC
b5c1 Genica 10/100 NIC
b6c1 VIA 10/100 NIC
Table 3.1 Naming convention of selected test NIC’s
The first thing to note when looking at the NLP signals from each classification, is how
they properly fit inside of the IEEE 802.3 standard [IEEE (2005 ed.)]. The second point to
notice, and the focus of this chapter, is how each classification differs from one another while
staying in the standard. Ethernet cards from the same manufacturer and model intuitively will
produce very similar NLP signals, but there are enough variations in the preamble to provide
detectable distinctions [Gerdes, R. (2006)], and will be covered in Chapter 4. The basic signal
model shown in Equation (1.1) and defined in Jackson’s work [Jackson, E. (2006)], will be
used for the inter-model scenario.
3.2 Mathematical Techniques
The techniques used in order to design a rudimentary classification method involve re-
duction analysis via principle component analysis and the Mahalanobis distance derived from
maximum likelihood estimation. In order to fully understand the the method, each technique
deserves some brief attention to its purpose and design.
3.2.1 Principle Component Analysis
The central idea behind analyzing the link pulse signals in this project was how to reduce
the complexity of the problem. As seen in Figure 3.1, the signals from each of the three classes
of ethernet cards all vary from one another. The question then becomes, how exactly do they
vary from one another. The careful viewer will notice the points at which the signal hovers
around zero before and after the central pulse on all three classes; this is a redundant part of
the signal with respect from one class to another. By removing this part from observation,
and other parts like it, we can more carefully focus on the points that truly do vary in one
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signal class to another. The method to perform this sort of reduction, is principle component
analysis (PCA).
PCA involves taking a set of data and eliminating the redundancy in it [Theodoridis, S.,
Konstantinos, K. (2008)]. PCA accomplishes this feat by maximizing the directions of variance
between random variables in a matrix. It is then left to the user to set a threshold to decide
which directions to represent the larger part of the directional variance. Mathematically, it
begins with the idea of the covariance matrix in Equation (3.1) [Theodoridis, S., Konstantinos,
K. (2008)].
C(X,Y ) =
∑
i,j
E[(Xi − µi)(Yj − µj)] (3.1)
The covariance matrix is a way of describing a set of random variables and how they vary
from their means with respect to one another [Vijaya Kumar, B. V. K., Mahalanobis, A.,
Juday, R. D. (2005)]. This representation is very convenient in our case because it provides a
starting point for maximizing the variance of the set. In order to create a covariance matrix
from the data set, each record must be inserted into a matrix X such that the columns of X
are the random variables (records) and the rows of X are the observations (sample points).
u[m] =
1
N
N∑
n=1
X[m,n] (3.2)
B = X − u · h (3.3)
The mean is then subtracted from the columns of X in order to create a new matrix B.
Note that h is a row vector of all 1’s and is of size N. The covariance matrix, following the
definition used in Equation (3.1), is implemented by taking the expected value of matrix B in
Equation (3.4) [Theodoridis, S., Konstantinos, K. (2008)].
C = E[B ·B∗] = 1
N
B ·B∗ (3.4)
The concept of eigenvectors now needs some attention in order to understand its signifi-
cance. Eigenvectors are vectors v that satisfy the property contained in Equation (3.5). The
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idea of an eigenvector is a vector that when applied to a transformation matrix C, does not
change direction but only scales by an amount λ [Theodoridis, S., Konstantinos, K. (2008)].
Cvi = viλi → det(C − λi) = 0 (3.5)
Equation (3.5) must hold in order for the aforementioned property to be true. It also pro-
vides the means with which to extract the eigenvalues. Now, in order to extract the eigenvec-
tors, the covariance matrix needs to be diagonalized using a diagonal matrix of the eigenvalues.
Let V be the collection of all of the eigenvectors in a matrix, and A be the diagonal matrix of
eigenvalues, shown in Equation (3.6).
C = V AV T (3.6)
The eigenvectors and eigenvalues that are extracted from the transformation are paired
together, and each set is orthogonal to one another. In our particular case, C is a symmetric
matrix so the eigenvectors that describe it form an orthogonal basis about C [Theodoridis,
S., Konstantinos, K. (2008)]. This is perfect if our intent was to describe the directions of
variance within the data set, since the eigenvectors vi provide the directions of variance with
λi being the amounts. Now, take the original data set and project it onto eigenspace using the
eigenvectors, or the basis vectors, that were found [Theodoridis, S., Konstantinos, K. (2008)].
S = V ·BT (3.7)
The matrix S in Equation (3.7) represents the component scores or each individual sample
point’s weight towards the eigensignals, which are the columns of the matrix [Theodoridis,
S., Konstantinos, K. (2008)]. When the directions of variance between three signals are
maximized, and the original signals are projected into the newly created eigenspace, the most
common features of the signal to all classes are extracted. Those common features will be
referred to in this case as eigensignals [Turk, M., Pentland, A. (1991)]. The most common
signal will have the most prominent amplitude, followed by N - 1 directions of variation. PCA
20
was applied to 300 records (100 per class) of b1c3, b5c1 and b6c1 with some visually interesting
results, as shown in Figure 3.2.
Figure 3.2 Largest four eigensignals of b1c3, b6c1 and b6c1
The number of eigensignals selected is four, based on a threshold eigenvalue of 0.1, and
this reduces each signal record to four dimensions when records are projected onto only those
scores [Theodoridis, S., Konstantinos, K. (2008)]. This saves enormous amounts of processing
time during detection. Now, the core idea behind deciding how to properly detect the link
pulse signal is whether or not the datasets have been trained by hand or algorithmically. The
former method is called supervised training, and the latter is called unsupervised training.
Supervised training methodology will be covered first, followed by unsupervised.
3.2.2 Maximum Likelihood Estimation
The simplest detection problem is deciding whether or not a signal is present in a noisy
channel, displayed in Equation (3.8). In this case the solution revolves around the binary
hypothesis problem; the first case is that only noise is present. The second case is when the
signal is present with noise [Kay, S. M. (1998)], which will be used as the signal model for this
experiment.
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H1 : x[n] = w[n] (3.8)
H2 : x[n] = s[n] + w[n]
One could build a simple detector such as if the observation x[n] is greater than |12s[n]|, if
s[n] is a DC voltage, then the signal is guessed to be present [Kay, S. M. (1998)]. However the
problem of guessing results introduces the probability of error. As an example, an issue in the
DC case above is that the smaller the value of the threshold, the larger the chance of a false
detection, or just noise when DC is present. Yet, the larger the value of the threshold, the
less the chance of actually detecting the DC signal when it is present. The Neyman-Pearson
theorem is designed to address this error, or the probability of false alarm in relation to the
probability of detection [Kay, S. M. (1998)].
L(x) =
p(x;H2)
p(x;H1)
> γ (3.9)
PFA =
∫
x:L(x)>γ
p(x;H1)dx = α (3.10)
Equation (3.10) is designed to measure all the cases of x ∈ X for which H2 was assumed
given H1 was actually true, using the Neyman-Pearson threshold. The probability of detection
is directly related to the probability of false alarm [Kay, S. M. (1998)], as previously stated,
and can be computed as shown below in a similar manner.
PD =
∫
x:L(x)>γ
p(x;H2)dx (3.11)
The basis behind Equations (3.9)-(3.11) as a whole is to decide H2 if Equation (3.9) is
true, given a desired false positive rate α, to maximize the detection rate [Kay, S. M. (1998)].
These two concepts form what is called a receiver operating characteristic, or the probability of
detection (classification), versus false alarm (misclassification). In the case of this experiment,
a three hypothesis scenario is present in Equation (3.12).
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H0 : x[n] = sb1c3[n] + w[n] (3.12)
H1 : x[n] = sb5c1[n] + w[n]
H2 : x[n] = sb6c1[n] + w[n]
Multiple hypothesis testing is needed solve this system, of which Equation (3.13) follows
[Kay, S. M. (1998)]:
P (Hi|x) = P (x|Hi)P (Hi)
P (x)
(3.13)
The maximum probability of a hypothesis given the data, shown in Equation (3.13), is a
typical detector that is used in this environment. However, if the prior probabilities of each
hypothesis are equal, the one only needs to apply to Equation (3.14) [Kay, S. M. (1998)].
P (x|Hk) > P (x|Hi) i 6= k (3.14)
Equation (3.13), or maximum likelihood detection, forms the basis of the distance classifier
used in this problem.
3.2.3 Mahalanobis Distance
The method used for detection of which class an input signal belongs assumes linearly
independent additive gaussian noise, according to the signal model described in Equation (1.1)
[Kay, S. M. (1998)]. As such, a multivariate guassian distribution will be used to describe
the likelihood function of the data [Kay, S. M. (1993)]. A new matrix, σi is defined to be the
covariance matrix of a signal class projected onto the eigensignals, and the mean of each class
µi is the mean value of the projection vectors, which will be the parameters of the distribution
[Kay, S. M. (1993)].
argmax
i
P (x;µi, σi) =
1
(2pi)N/2|σi|1/2
e(x−µi)
T σ−1i (x−µi) (3.15)
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The idea behind maximum likelihood estimation is to maximize the probability of the
data given a parameter set θi. In order to maximize the likelihood function defined in Equa-
tion (3.15), it can be shown intuitively that the solution is to minimize the interior of the
exponential, or J(i) [Kay, S. M. (1993)].
argmin
i
J(i) = (x− µi)Tσ−1i (x− µi) (3.16)
Equation (3.16) is called the Mahalanobis distance [Theodoridis, S., Konstantinos, K. (2008)],
and is the distance classifier that will be used in conjunction with PCA for the inter-model
classification problem.
3.3 Classification Method
The algorithm that uses the aforementioned methods in the previous sections is very basic
for this particular scenario. Given the reduced training data for each class and a test record,
select the training class that is closest to the test record in terms of the Mahalanobis distance.
1. Compile training data set from all cards into matrix, setting columns as the observations
2. Perform principle component analysis using the matrix as the input
(a) Extract the eigenvalues and eigenvectors
(b) Pick the eigenvectors with the largest associated eigenvalues
(c) Project training records and test records onto reduced basis set
3. Use Mahalanobis distance to compare test record to training records, find the minimum
Verification of the aforementioned algorithm used to perform supervised training was done
by using Monte Carlo simulations, a method commonly used to verify the correctness of algo-
rithm implementations [Kay, S. M. (1993)]. Since the algorithm is designed to detect whether
a signal record is a member of one of N classes, the simplest and most effective method of
verification is to use a set of constant slopes in noise, of which PCA will be able to distinguish
inter-class variance.
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x[n] =

An+ w[n]
2An+ w[n]
3An+ w[n]
where w[n] ∼ N(0, 1) and A = 10 (3.17)
There are three classifications represented by constant slopes in noise. Each classification
was “sampled” 100 times by generating random normal noise w[n] and adding it to its re-
spective signal as shown in Equation (3.17). The algorithm was then trained on this data by
performing PCA and picking the principle eigensignals. Another 100 records per classification
were generated in this manner and then tested against the detection algorithm.
Signal Detection Rate Error Rate
An 100% 0%
2An 100% 0%
3An 100% 0%
Table 3.2 Classification results for Monte Carlo test data
The classification results obtained in Table 3.2 indicate correct algorithmic implementation.
3.4 Experimental Results
The results of the actual analysis were strikingly similar to the algorithm implementation
verification results. Training the algorithm was performed much like the case of the constant
slope test signals. 100 records of each of the three classes b1c3, b5c1, and b6c1 were used for
the training data. The algorithm was then submitted 100 additional records from each class,
and the results collected. The classification results are shown in Table 3.3 and is proved to be
optimal given its results.
Signal Detection Rate Error Rate
b1c3 100% 0%
b5c1 100% 0%
b6c1 100% 0%
Table 3.3 Classification results for b1c3, b5c1, and b6c1
25
The training data used in this closed world scenario allows the detection algorithm to be
able to distinguish only from each of the three classes. PCA is designed to find the common
elements in signals from which it trains. NLP signals from NIC’s that are not in the training
data set, but contain a linear combination of components of the signals that were trained, pose
a problem for this means of detection. A possible solution is to threshold distances from each
class in the training data, and if the test data is “distant” enough, update the training data
with the new entry [Turk, M., Pentland, A. (1991)].
The final result of this analysis reveals that inter-model IEEE 802.3 NLP signals are indeed
differentiable to a large degree. Visually, as shown in Figure 3.1, this separation between models
is no surprise. Mathematically, however, the implication of the results is that there is a also a
large degree of measurable inter-model separability, as shown in Figure 3.2. Since inter-model
NLP signals can be differentiated, an important first step, the next problem to address is the
intra-model problem.
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CHAPTER 4. THE INTRA-MODEL CLASSIFICATION PROBLEM
The intra-model classification problem, or differentiating NIC’s of the same manufac-
turer/model, is inherently much more difficult than the inter-model classification problem
approached in the Chapter 3. The previous closed world classification method, in initial test-
ing, did not produce any meaningful results in terms of being able to separate intra-model
NIC’s in a closed world. The minimization function is also much less optimal, as the class
means become closer together in eigenspace.
This finding means that reduction analysis fails to realize the minute differences between
the intra-model NIC’s and instead groups them together due to the vast majority of similarity
in their NLP signals. An open world approach will now be utilized, instead of the closed world
approach used in Chapter 3. A new set of techniques are then needed, resulting in a new
classification algorithm which will be proposed in this chapter.
4.1 Intra-Model Scenario
The mobile test setup defined in Chapter 2 will be used as part of this scenario. Since
individual NIC’s are no longer being tested, but rather the machines combined with the NIC’s
as defined by the mobile test setup, an addition to the DILON naming convention will be pro-
posed. The naming convention used is “lXcY” where X is used to identify a batch of machines
and Y is used to identify a particular machine within a batch. Note that in this scenario,
the NIC’s will not be moved between computers, allowing the use of the term “machine” to
describe a unique entity.
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DILON Name Machine S/N
l1c1 Dell Optiplex G1XP 24JWN
l1c2 Dell Optiplex G1XP 3A70E
l1c3 Dell Optiplex G1XP 8IVAY
l1c4 Dell Optiplex G1XP 5SGU9
l1c5 Dell Optiplex G1XP 3A70C
l1c6 Dell Optiplex G1XP 6LBS0
l1c7 Dell Optiplex G1XP 824ME
l1c8 Dell Optiplex G1XP 824MU
Table 4.1 Naming convention of selected test machines
The set of computers in Table 4.1 used for testing is a group of eight identical Dell OptiPlex
G1XP’s in the same laboratory, each having a serial number for identification. All of the
machines have a 100Base-TX NIC on the motherboard which will be utilized for IEEE 802.3
NLP classification.
4.2 Initial Proposed Signal Model
The difficulty in the intra-model classification problem is the high degree of similarity of
the NLP’s from machines of the same manufacturer/model. Properly describing these minute
differences requires a new signal model. The original model, shown in Equation (1.1) and used
in Jackson’s and Gerdes’s work, assumes that the signal s[n] from each NIC was unique to one
another with the only issue being AWGN w[n]. The proposed model in Equation (4.1) accounts
for some of the behavior seen during the data analysis process, using new terminology.
y[n] = b[n] + d[n] + w[n] (4.1)
The output y[n] in Equation (4.1) is now described as function of three components:
• b[n] - Machine brand/model representation
• d[n] - Fine details specific to each machine
• w[n] - AWGN
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The underlying hypothesis is that each machine of the same manufacturer model has a
common base signal b[n]. This degree of similarity in the base signal b[n] explains why reduction
analysis fails to produce any meaningful results. A side benefit is that in order to identify inter-
model machines, only b[n] is required. Therefore a slower sampling rate can be used in the
identification process, resulting in a relatively cheap operation.
The focus now shifts to identifying the minute differences d[n] resulting in an algorithm
that selects features sensitive to machine-machine variation, but stable enough to deal with
normal variation for a particular machine.
4.3 Performance Metrics
Several methods are used to gauge algorithm performance. The first is the difference
between the authentic class maximum distance from the fingerprint and the impostor minimum
distance to the fingerprint. The closer an authentic class remains to its fingerprint, and the
farther the impostor remains, the better, expressed as a ratio in Equation (4.2). Note that this
ratio is one dimensional, and does not take into account the variance of the PDF’s.
Performance Ratio =
Impostor min distance
Authentic max distance
(4.2)
This makes intuitive sense because a greater gap allows for less of a chance of distribution
overlap. Distributions with zero overlap are a desirable feature for detection, an example of
which is shown in Figure 4.1.
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Figure 4.1 PDF of zero overlap gaussian mixture
The second set of metrics are related to the effects of distribution overlap, or the possibilty
that “bad” decisions are made. Table 4.2 explains the usage and meanings of the terms, as
applied to this classification problem.
Actual Condition
Authentic Impostor
Test Result
Accepted True Positive False Positive
Rejected False Negative True Negative
Table 4.2 Definition of detection terminology
The false positive rate, α, and the false negative rate, β, are the most important metrics
used in evaluating classification algorithms. Impostor class minimum and authentic class
maximum are subsets of α and β respectively. The ideal goal is for both rates to be zero,
although in many situations this is not possible. In those cases it is ideal plot the overlapping
distributions, pick β, and evaluate the acceptability of α based on the selected β.
4.4 Mathematical Techniques
The techniques used in order to design a more sensitive classification method than the
inter-model case are also more advanced in nature. Mean squared error, the Fourier transform,
wavelet analysis and template matching are all used in the method, and as such, deserve some
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brief attention as to their purpose and design. 2,500 NLP records (25 averaged records) were
collected from machines l1c1-l1c8 for the purpose of performance evaluation of selected methods
in this section.
4.4.1 Mean Squared Error
Mean squared error (MSE), shown in Equation (4.3) [Theodoridis, S., Konstantinos, K. (2008)],
is the classifier that will be used throughout the intra-model classification problem. Given a
fingerprint x[n] from a feature set, a distance threshold, and a test record y[n] from a machine,
a decision as to accept or reject the machine based on the resulting MSE is made.
MSE =
1
N
N∑
i=0
(x(i)− y(i))2 (4.3)
Since the proposed classification algorithm uses mean squared error as the primary distance
metric for classification, all output using that algorithm will be labeled as “P-MSE” for brevity.
A time domain MSE based method that does not use the proposed algorithm will be labeled
“MSE”.
4.4.2 Averaging
Averaging is the basis of the classification method used to approach the intra-model prob-
lem. This technique is required to gain an increase in resolution of fine details required for the
separation of intra-model machines. Since the DPO4032 oscilloscope records data as 8-bit inte-
gers, the true nature of a signal may not be captured in a single sample due to rounding error.
By collecting and averaging many samples, the central limit theorem dictates that the mean
should closely represent the true nature of the data point. Some of the most basic methods
to extract signals from noise use an averaging estimator like the one found in Equation (4.4)
Kay, S. M. (1993).
x¯ =
1
N
N∑
i=0
x(i) (4.4)
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The separability of s[n] from w[n] from Equation (1.1) without averaging in the inter-model
problem was not an issue, since the SNR was very large. When Equation (4.1) is used, the
AWGN needs to be removed to discover d[n] and establish intra-model machine separability,
since the SNR between d[n] and w[n] is very small.
4.4.3 Fourier Transform
The Fourier transform is used for feature extraction as part of the proposed classification
algorithm. The principle behind the Fourier transform is that any time series signal can
be represented by a superposition of steady-state sinusoidal signals, shown in Equation (4.5)
[Theodoridis, S., Konstantinos, K. (2008)].
f(x) =
∫ +∞
−∞
f(ω)e2pijωxdω (4.5)
Equation (4.5) can be re-represented as Equation (4.6), which describes a the spectral pres-
ence of a single frequency component given a time series signal [Theodoridis, S., Konstantinos,
K. (2008)].
F (ω) =
∫ +∞
−∞
f(x)e−2pijωxdx (4.6)
The absolute value of Equation (4.6), or |F (ω)|, will be used for feature extraction as it
only looks at the spectral power. The frequency domain was where Gerdes had success with
his matched filtering technique [Gerdes, R. (2006)]. By examining selective frequencies he
was able make distinctions between different NIC’s. Much in the same way, the proposed
classification algorithm will examine the frequencies that are not low-pass filtered by wavelet
preprocessing. One major criticism against using the Fourier transform on a signal such as
the NLP is that the signal itself is non-stationary. However, its effectiveness versus a purely
time series based method will be shown during the evaluation of the proposed classification
algorithm.
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4.4.4 Discrete Wavelet Transform
The discrete wavelet transform is used for cleaning the signal and removing additional
AWGN w[n] described in Equation (4.1). It is an important step in the signal classification
process [Kil, D. H., Shin, F. B. (1996)], assisting in the efficacy of feature extraction. The
discrete wavelet transform is the discretized version of the continuous wavelet transform, shown
in Equation (4.7) [Kil, D. H., Shin, F. B. (1996)], where the wavelet functions are discretely
sampled.
WTx(t, s) =
1√
s
∫ ∞
τ=−∞
ω∗(
t− τ
s
)x(τ)dτ (4.7)
The idea behind the wavelet transform was to to create a function that would extract
both positional and “frequency” information from a time series signal, sometimes labeled as
the multi-resolution problem [Theodoridis, S., Konstantinos, K. (2008)]. This operation is
performed by selecting a function w(t) to correlate with x(t) at a size scaled by s, which can
also be a function. A typical Daubechies mother wavelet, or a possible w(t), is shown in
Figure 4.2.
Figure 4.2 Daubechies-4 (db4) scaling function and mother wavelet
[Vonesch, C., Blu, T., Unser, M. (2007)]
The continuous wavelet transform extracts positional information by using the sliding win-
dow nature of the integral in Equation (4.7). The scaling parameter s is responsible for the
“frequency” extraction, by the fact that a larger scale will correlate with slower changes in
x(t), while a smaller scale will correlate with faster changes.
The discrete wavelet transform uses only two variants of the scaling parameter s. It is
essentially a combination of two versions of w(t), a subsampled low pass filter h0[k] and a
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subsampled high pass filter h1[k]. The low pass and high pass filter implementations are
shown in Equations (4.8)-(4.9) [Theodoridis, S., Konstantinos, K. (2008)].
y0(k) =
∑
l
x[l]h0[2k − l] (4.8)
y1(k) =
∑
l
x[l]h1[2k − l] (4.9)
The discretized wavelet filters themselves are derived from w(t), and adapted to 1/2 sub-
sampling per band requirement [Theodoridis, S., Konstantinos, K. (2008)] as shown in Fig-
ure 4.3.
Figure 4.3 Filter bank level frequency response [Theodoridis, S., Kon-
stantinos, K. (2008)]
It has been proven [Theodoridis, S., Konstantinos, K. (2008)] that a signal broken down
by low and high pass wavelet filters can be perfectly reconstructed if the first low pass (approx-
imation) and the subsequent high pass (details) coefficients are known, as shown in Figure 4.4.
Figure 4.4 Discrete wavelet filter bank [Theodoridis, S., Konstantinos,
K. (2008)]
Figure 4.5 shows the histograms of first two levels of the wavelet decomposition of an NLP
from machine l1c1. The first two details are normally distributed in nature. Therefore, those
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levels can also be considered additional noise by definition [Kay, S. M. (1993)], or part of w[n]
not removed by averaging.
Figure 4.5 Histogram of level 1 and 2 db4 signal details
The performance of the detection algorithm, which will be described later, is improved by
removing the first two levels of detail coefficients. The results of this experiment are shown in
Tables 4.3-4.4, using the 2,500 NLP records from all eight machines.
Class Authentic MSE Max Impostor MSE Min Ratio
l1c1 1.327095e+01 2.553694e+01 1.9243
l1c2 1.439252e+01 3.547858e+01 2.4651
l1c3 1.625552e+01 7.434402e+01 4.5735
l1c4 1.554419e+01 8.673265e+01 5.5797
l1c5 1.331171e+01 3.233661e+01 2.4292
l1c6 1.629609e+01 2.571740e+01 1.5781
l1c7 1.324768e+01 7.142007e+01 5.3911
l1c8 1.279732e+01 3.423110e+01 2.6749
Table 4.3 Performance results without wavelet signal cleaning
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Class Authentic MSE Max Impostor MSE Min Ratio
l1c1 6.082371e+00 1.887970e+01 3.1040
l1c2 6.946510e+00 2.819412e+01 4.0587
l1c3 9.188059e+00 6.735310e+01 7.3305
l1c4 7.762713e+00 8.000608e+01 10.3065
l1c5 5.316393e+00 2.514305e+01 4.7293
l1c6 9.556556e+00 2.027968e+01 2.1221
l1c7 5.862406e+00 6.269075e+01 10.6937
l1c8 6.374687e+00 2.801957e+01 4.3954
Table 4.4 Performance results with wavelet signal cleaning
Results shown in Tables 4.3-4.4 indicate a performance increase using wavelet cleaned
signals. An additional implication of this result is that test records tend to deviate less from
their respective fingerprints.
4.4.5 Template Matching
Template matching is a key method used in pattern recognition for the alignment of fea-
tures prior to classification [Theodoridis, S., Konstantinos, K. (2008)]. An example of such
an alignment is locating the eyes on a face so that the iris can be centered and then matched
to a fingerprint. A template consisting of the basic shape of the eyes, but not detail, is used
to perform the alignment. Much like the variation in a facial expression, the NLP experi-
ences movement by nature of the capture process. Template matching using the convolution
matched filter, utilized in Gerdes’s work [Gerdes, R. (2006)], is a key element to accounting
for the Gaussian nature of the oscilloscope triggering. Equations (1.2)-(1.4) are utilized for
the matched filter alignment process. An example of this slight signal fluctuation, resulting in
Gaussian triggering, is shown in Figure 4.6.
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Figure 4.6 Gaussian nature of oscilloscope triggering
The first method uses a single raw record as the template, usually the first in the set of
collected records. Each group of records was aligned using the first record; groups did not share
a common alignment point. Performance of this technique can be improved by using wavelet
preprocessing in order to reduce the amount of noise being fitted as part of the alignment
process and using a common alignment point. An example common alignment point is shown
in the signal approximation a4 in Figure 4.7.
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Figure 4.7 Wavelet decomposition (db4) of record at level 4
The results of using the 2,500 test records are shown in Tables 4.5-4.6. Note that Table 4.4
can be used as a benchmark for results involving no form of alignment or template matching.
Class Authentic MSE Max Impostor MSE Min Ratio
l1c1 1.246390e+01 2.568843e+01 2.0610
l1c2 1.575767e+02 1.840572e+02 1.1680
l1c3 2.013022e+01 6.077091e+01 3.0189
l1c4 1.461542e+01 9.005856e+01 6.1619
l1c5 1.268390e+01 1.859689e+01 1.4662
l1c6 3.019335e+01 3.009263e+01 0.9967
l1c7 1.340061e+01 7.625467e+01 5.6904
l1c8 1.425733e+01 2.794188e+01 1.9598
Table 4.5 Performance results with regular alignment
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Class Authentic MSE Max Impostor MSE Min Ratio
l1c1 5.937220e+00 1.812362e+01 3.0525
l1c2 5.740027e+00 2.119895e+01 3.6932
l1c3 6.798675e+00 6.785403e+01 9.9805
l1c4 8.252912e+00 8.214177e+01 9.9531
l1c5 5.513630e+00 2.107950e+01 3.8232
l1c6 5.870887e+00 1.848980e+01 3.1494
l1c7 5.586678e+00 6.717816e+01 12.0247
l1c8 4.916589e+00 2.187974e+01 4.4502
Table 4.6 Performance results with template matching
Results shown in Tables 4.5-4.6 indicate that a performance increase can be achieved by
using the wavelet smoothed record as an alignment template, as opposed to without a common
alignment point, which actually results in a performance decrease when compared to Table 4.4
(plain averaging). The decrease in phase difference (frequency domain), because of a general-
ized alignment point, also results in test records that tend to deviate less from their respective
fingerprints.
4.4.6 Chi-Square Distribution
The Chi-Square (χ2) distribution is used for hypothesis testing and thresholding for the
proposed algorithm. The mathematical representation shown in Equation (4.10) describes the
(χ2) PDF and its dependence upon the degrees of freedom, or the summation of k squared
standard normal distributions Kay, S. M. (1998).
f(x; k) =

1
2k/2γ(k/2)
x(k/2)−1e−x/2 for x > 0
0 for x ≤ 0
(4.10)
NLP records were collected from machines l1c1-l1c4 and the error from their respective
fingerprints (in-class error) was compiled into a histogram. The supporting evidence as to the
use of the χ2 distribution for thresholding is shown in Figure 4.8 using an example distribution,
with two degrees of freedom.
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(a) Reference k = 2 (b) Actual
Figure 4.8 PDF of χ2 (k = 2) versus actual in-class MSE
The χ2 distribution will be used as part of the performance evaluation for the proposed
classification algorithm, described in the next section.
4.5 Classification Method
The proposed classification method for the intra-model problem uses a unique combination
of the mathematical techniques described in the previous sections. Each was selected based on
its contribution of improved performance over more basic methods, such as simple averaging
and MSE distance in the time domain.
4.5.1 Pre-processing Algorithm
The pre-processing algorithm is designed to align raw records using template matching,
average them into a single signal and clean the resulting output.
1. Align each raw record using alignment template and FFT convolution filter
2. Shift raw records into maximum alignment positions based on filter output
3. Average the raw records into a single dirty record
4. Smooth dirty record using DWT second level db4 approximation
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4.5.2 Distance Algorithm
The distance algorithm evaluates the MSE of the fingerprint versus the test record in the
Fourier domain.
1. Perform FFT on training record and test record
2. Calculate MSE of test record in relation to training record
4.5.3 Classification Algorithm
The classification algorithm uses both the pre-processing, distance algorithms, and addi-
tional techniques to make a decision on whether a test record is of the same class as a given
machine fingerprint.
1. Select 500 records as training data from machine
2. Smooth first raw record using DWT fourth level db4 approximation into alignment tem-
plate
3. Create five cleaned & averaged records using pre-processing algorithm
4. Create rejection region (threshold) from training data
(a) Use distance algorithm to find inter-training record distances
(b) Find the mean and variance of the distances
(c) Map (µ, σ) into χ2 distribution
(d) Calculate rejection region using desired false positive rate α
5. Select 100 records as test data from machine and pre-process into test record
6. Compare training records and test record
(a) Use distance algorithm to find test record distance
(b) Compare distance to established threshold
(c) Accept or reject the test record based on threshold
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4.6 Experimental Results
The proposed classification algorithm has been explained in detail, with arguements and
justifications as to why it will outperform other more basic MSE methods. In order to prove
that these methods are indeed necessary to improve classification performance, some head-
to-head testing with a more basic algorithm must be performed. The proposed classification
algorithm will be compared directly with a basic averaging/MSE method to evaluate the actual
performance difference. 10,000 NLP records (100 averaged records) of machines l1c1-l1c8 were
collected over 37 minutes for the purpose of performance evaluation of both methods in this
section.
4.6.1 Basic MSE Classification Method
The results of using non-aligned record averaging and MSE time-domain distance are shown
in Table 4.7 as the baseline performance metric for the proposed classification method.
Class Authentic MSE Max Impostor MSE Min Ratio α β
l1c1 7.346183e-02 3.731452e-01 5.0794 0.00000 0.00000
l1c2 9.757309e-02 4.267415e-01 4.3736 0.00000 0.00000
l1c3 9.002355e-02 1.816692e-01 2.0180 0.00000 0.00000
l1c4 1.015237e-01 1.564280e-01 1.5408 0.00000 0.00105
l1c5 8.071527e-02 1.698065e-01 2.1038 0.00000 0.00000
l1c6 7.884930e-02 1.627279e-01 2.0638 0.00000 0.00000
l1c7 6.418731e-02 1.668468e-01 2.5994 0.00000 0.00000
l1c8 5.590791e-02 1.690059e-01 3.0229 0.00000 0.00000
Table 4.7 Basic MSE algorithm results over 37 minutes
The basic MSE classification algorithm performs fairly well, with good false positive and
false negative rates. The distance ratios, defined in Equation (4.2), are fairly low with machine
l1c4 having the worst performance.
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Figure 4.9 Basic MSE algorithm in-class error over 37 minutes
The MSE algorithm in-class error shown in Figure 4.9. This graph plots the MSE of a
machines test records collected over time, versus its training fingerprint. It provides a way to
visually ascertain signal stability. Figure 4.9 indicates a relatively stable NLP signal in the
time domain over the 37 minute test period (100 averaged records). Overall, the basic method
functions well and is very cheap to implement given the lack of computational complexity.
4.6.2 Proposed Classification Algorithm
The results of the proposed classification algorithm, using the exact same data set as that
of the basic method, are shown in Table 4.8.
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Class Authentic P-MSE Max Impostor P-MSE Min Ratio α β
l1c1 7.072976e+00 1.219793e+02 17.2458 0.00000 0.00000
l1c2 5.397408e+00 1.333603e+02 24.7082 0.00000 0.00000
l1c3 6.767266e+00 5.461991e+01 8.0712 0.00000 0.00000
l1c4 9.167696e+00 6.040229e+01 6.5886 0.00000 0.00000
l1c5 8.858964e+00 3.390625e+01 3.8273 0.00000 0.00000
l1c6 7.109543e+00 6.415554e+01 9.0239 0.00000 0.00000
l1c7 7.867031e+00 5.015038e+01 6.3748 0.00000 0.00000
l1c8 6.792257e+00 3.409100e+01 5.0191 0.00000 0.00000
Table 4.8 Proposed algorithm results over 37 minutes
The two important factors to note in Table 4.8 are the greater distances between the authen-
tic maximum and the impostor minimum, resulting in a better performance ratio as compared
to the basic MSE classification method. Note that machine l1c5 is the worst performing in
this case.
Figure 4.10 Proposed algorithm in-class error over 37 minutes
The proposed algorithm in-class error graphs shown in Figure 4.10 have similar stability to
that of the basic MSE method in Figure 4.9. This similarity makes sense given the linearity
between the time domain and the frequency domain.
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The proposed classification algorithm performs better than a more basic time domain MSE
method. The performance analysis conducted as part of this section has shown that when the
presented mathematical techniques are combined correctly, a significant performance boost
can be achieved. The expected sacrifice given the nature of the techniques, however, is that
of the increased computational complexity. The most computationally intensive process is
that of signal alignment through template matching. Given the results of Table 4.4 versus
Table 4.6, the exponential computation increase of aligning each record could be sacrificed
for speed, making the classification method more reasonably efficient and applicable to a real
world implementation.
4.7 Long Term Experimental Results
The data collected as part of the previous section was only sampled during 37 minute
interval. This period is a relatively short time considering the amount of time a fingerprint
will be utilized for authentication. An additional 36000 NLP records (360 averaged records)
from machines l1c1-l1c8 was collected over a period of exactly 3 hours for a longer period of
testing.
Class Authentic P-MSE Max Impostor P-MSE Min Ratio α β
l1c1 1.014118e+01 1.849907e+01 1.8242 0.00000 0.00000
l1c2 6.895679e+00 2.527086e+01 3.6647 0.00000 0.00000
l1c3 6.762482e+00 7.632018e+01 11.2858 0.00000 0.00000
l1c4 8.687020e+00 7.216841e+01 8.3076 0.00000 0.00000
l1c5 1.133549e+01 1.761296e+01 1.5538 0.00000 0.00000
l1c6 8.023718e+00 1.599705e+01 1.9937 0.00000 0.00000
l1c7 1.640345e+01 5.631144e+01 3.4329 0.00000 0.11831
l1c8 8.160598e+00 2.481534e+01 3.0409 0.00000 0.00000
Table 4.9 Proposed algorithm results over 3 hours
The experimental results in Table 4.9 are not as good as the results found in Table 4.8,
based on the much higher false negative rate experienced by machine l1c7 and generally lower
performance ratios.
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Figure 4.11 Proposed algorithm in-class error over 3 hours
As shown in the the in-class error graphs in Figure 4.11, NLP signal drift is occurring
over the three hour period, especially in machine l1c7. The cause of the drift, noted by Gerdes
[Gerdes, R. (2006)], could possibly be temperature related. Chapter 5 will begin to investigate
the cause of this drift with a survey of environmental effects.
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CHAPTER 5. ENVIRONMENTAL EFFECTS
Environmental effects are an extremely important consideration to any classification pro-
cedure. At a bare minimum the effects must be understood enough so as to recognize the
problems relevant to classification performance that they may induce. The ultimate goal is
to model them accurately with a heuristic. This section explores the effects of several com-
mon environmental phenomena on the performance of the classification algorithm proposed in
Chapter 4.
5.1 Cable Length Analysis
The Ethernet cable is a complex entity that connects two machines using NIC’s. It is a
transmission line that carries with it a unique resistance, inductance and capacitance network
that affects the representation of the recieved NLP signal. It is the goal of this section to prove
the hypothesis that the length of cable has an effect on received signal.
The experiment used to test this hypothesis involves three cables of varying length, all cut
from the same original wire and using the same end connectors. The lengths selected were 5,
10 and 20 feet to simulate commonly used cables. The same computer, l1c5, was used for all
three tests. 10,000 records were collected for each cable length. Training records from the 5ft
cable were compared against records of all three cables, in order. The results are shown in
Figure 5.1.
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Figure 5.1 Classification results at 5ft, 10ft and 20ft (trained on 5ft)
The results speak for themselves in that the difference in cable length affects the P-MSE
distance from the training records. The records taken from the same cable as the training
data, 5ft, were close to zero as is clearly shown. Increasing the cable length seems to increase
the P-MSE distance as apparent from the 10ft and 20ft results. This distance can be explained
by looking at the differences in the time domain and frequency domains in Figure 5.2.
(a) Time Domain (b) Normalized Frequency Domain
Figure 5.2 Differences of 5ft (blue) and 20ft (red) signals
The 20ft cable has a notable drop in maximum amplitude at the peak of the signal, versus
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the 5ft maximum. The frequency response of the signal is clearly affected, as shown in Fig-
ure 5.2 which displays the difference between the normalized frequency power spectrum of the
5ft cable minus that of the 20ft cable. Note that most of the signal power is restricted to the
100Mhz optimum bandwidth of the transformer present on 100Base-TX NIC’s.
Tying a particular cable to a machine fingerprint is the immediate, but not final, answer
to this particular dilemma. There are some inherent benefits to signal differences cable-to-
cable. Primarily, a tampered cable could more easily be detected in this situation, detecting
a possible passive network tap, that otherwise wouldn’t be detected if the network cable was
not an important factor.
The result of this analysis is that the length of the media is a very important factor. It has
a large impact on the intra-model classification problem because of the large degree to which
it modifies the signal, as shown in the detection results in Figure 5.1. More data exploring
different cable types and conditions needs to be collected to create a possible heuristic to model
effects on the emitted NLP signal.
5.2 Computer Operational Effects Analysis
It is the goal of this section to show that the operation of a computer plays in important
role of the detection results of a machine. Two common phenomena are suggested as possible
effects that may alter the characteristics of a NLP signal.
The first is power delivery from a central power source such as a power supply. Most com-
ponents within modern computers are DC, which requires conversion from a standard AC 120V
RMS power source in the United States. This conversion process is implementation specific,
and the DC voltage rails can fluctuate with ripple or droop. Since modern computers are also
transistor based, the exact gate voltage used has an effect on the current passed. A common
example is a droop combined with a ripple that could produce a DC offset superimposed with
a frequency component, possibly altering the NLP signal.
The second is EMI, which was discussed as part of the experimental test setup design in
Chapter 2. The concept of “usable” EMI applies to this scenario in that the NLP emitted
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from the machine being tested is affected by the components inside of it. Basic PCB design
principles dictate [Doren, T. V. (2007)] that long traces emit electro-magnetic waves, acting
as antennae, and loops are affected by them, as stated by Faraday’s law. Therefore running
components in the computer such as the CPU, sound card, memory, chipset, etc could possibly
have a relation to the emitted NLP.
The IEEE 802.3 standard [IEEE (2005 ed.)] calls for a +5V signal to be readily available
to the NIC while the machine is powered down for support of wake-on-lan if implemented. The
side benefit is to this study because NLP’s are emitted while the machine is on or off, allowing
this scenario to be analyzed. The experiment was set up with machine l1c5, trained in the off
state for 10,000 records. Another 10,000 records were taken while the machine was powered
on and the P-MSE distance between both states was compared and is shown in Figure 5.3.
Figure 5.3 Classification results of machine off then on (trained when off)
The results indicate that computer operation plays a role emitted NLP and therefore the
detection results of the classification algorithm. Looking at a comparison of the machine off/on
signals in the time and frequency domains results in Figure 5.4.
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(a) Time Domain (b) Normalized Frequency Domain
Figure 5.4 Differences of machine off (blue) and on (red) signals
The time domain does not reveal any visible differences. The frequency domain, however,
reveals a notable difference in the 50Mhz band. More data exploring effects of different com-
ponents, however, needs to be collected to study individual computer operational effects on
the emitted NLP signal. Any initial linear assumption or general modeling would be incorrect
given that no single source can be isolated and studied at the present.
5.3 Temperature Analysis
Temperature change is a common effect that is experienced by all forms of hardware.
Semiconducter theory says that transistor response is directly related to temperature, and
computers are no exception to the problem. The effect of temperature on classifier performance
had first been suggested [Gerdes, R. (2006)] as a possible explanation for matched filter drift
over time, but no data was available support such a conclusion. It is the goal of this section
to establish an empirical link between temperature and classifier response.
A TestEquity Half-Cube model 105A temperature chamber will be utilized as part of a
series of temperature experiments. The size constraints of the temperature chamber limit
what machines can be used. Therefore, some additional machines will be tested as part of the
experiment, as shown in Table 5.1.
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DILON Name Machine S/N
l2c1 Mac Mini G4 YM5130FLRHR
l2c2 Mac Mini G4 YM5130VWRHR
l2c3 Mac Mini G4 YM5130G4RHR
Table 5.1 Naming convention of additional test machines
Apple’s Mac Mini provides a machine in a small form factor which can fit into the tem-
perature chamber, allowing for controlled experiments. This particular model of Mac Mini
contains a 1000Base-TX NIC, unlike the other lab of Dell’s (l1cY).
5.3.1 Unattended Temperature Analysis
The intention of the first experiment is to determine whether or not temperature does
indeed have an effect on NLP classifier performance in the form of P-MSE drift from a respective
ringerprint. An experiment was designed to collect 75,000 records over an unattended 12 hour
period while recording the temperature inside machines l1c5 and l1c7. The results are shown
in Figures 5.5-5.6.
(a) P-MSE (b) Temperature
Figure 5.5 Temperature versus P-MSE over 12 hour period (l1c5)
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(a) P-MSE (b) Temperature
Figure 5.6 Temperature versus P-MSE over 12 hour period (l1c7)
The correlation between temperature and P-MSE drift in Figures 5.5-5.6 is visually appar-
ent. A very interesting feature is that the temperature increases and returns to near initial
value, and the P-MSE drift follows its behavior closely. A three dimensional FFT graph over
time is used on the data to show what particular frequencies of the signal changed as temper-
ature changed, as shown in Figure 5.7.
(a) l1c5 (b) l1c7
Figure 5.7 Normalized differential time-frequency plot over 12 hour period
It is clear that some amount of frequency drift is occuring at different points as shown in
Figure 5.7. The exact cause of why these frequencies are uniquely affected is not yet known.
53
5.3.2 Controlled Temperature Analysis
The next question is what happens to P-MSE drift over a wider range of controlled temper-
atures. An experiment was conducted in the temperature chamber that started at 0℃ ramped
to 40℃ in an hour, then back to 0℃ in another hour, using machine l2c1. The results of the
classifier performance in conjunction with ambient temperature in the chamber are shown in
Figure 5.8.
(a) P-MSE (b) Temperature
Figure 5.8 Temperature change versus P-MSE drift using extreme range
It appears that something beyond purely temperature related drift is occurring. Some
change in state within machine l2c1 is causing the “plateau” effects in the P-MSE distance
graph in Figure 5.8. Looking closely at each plateau, however, reveals the expected correlation
to temperature. Looking closer at records from 0℃ and 40℃ reveals the differences in the time
and frequency domains, shown in Figure 5.9.
54
(a) Time Domain (b) Normalized Frequency Domain
Figure 5.9 Differences of 0℃ (blue) and 40℃ (red) signals
The differences are very subtle and almost negligible to the naked eye. The signal drift
occurring is not large in magnitude, as apparent in Figure 5.9, but the classification algorithm
is sensitive enough to detect it. The difference of the 0℃ signal minus that of the 40℃ signal is
slightly more apparent in the frequency domain, with signal power removed via normalization.
An unverified possible hypothesis as to the cause of the plateaus is the EMI induced by
changes in pulse width modulated (PWM) cooling fan speed. As the temperature climbs
and retracts, the PWM fan speed is changed twice, from zero to high, and then to medium,
by changing the pulse length thereby changing the frequency. The PWM width does does
not ramp back down to zero when the temperature returns to starting levels, however. This
effect can be atributed to the machine taking longer to cool down than heat up, and if the
temperature were held at 0℃ at the end of the experiment longer, it is expected that P-MSE
would return to near fingerprint levels. Without the plateaus, the P-MSE drift from Figure 5.8
is represented as Figure 5.10.
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Figure 5.10 Cleaned P-MSE drift using extreme range
A more controlled temperature ramping experiment was conducted in order to confirm
the residual heat hypothesis, shown in Figure 5.11. An experiment was conducted in the
temperature chamber that started at 15℃ ramped to 25℃ in a half-hour, then back to 15℃
in two hours, using machine l2c2.
(a) P-MSE (b) Temperature
Figure 5.11 Temperature versus P-MSE drift using conservative range
The results show a strong visual correlation with P-MSE drift to temperature during the
ramp from 15℃ to 25℃ but no correlation on the slower negative ramp back to 15℃ agreeing
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with the hypothesis. This effect can now be explained by an inherent problem in the measure-
ment process. The issue involves the limitation of measuring ambient temperature, and not
the internal temperature within the machine, given no easy way of access. The residual heat
buildup within the Mac Mini is a hypothetical cause of the lack of correlation on the negative
temperature ramp, given the relatively short amount of time to cool down. A proposed method
to fix this problem is to use longer time intervals in the test chamber, much like the 12 hour
unattended temperature experiment.
5.3.3 Temperature Effect Modeling
The most important step in the process of studying temperature effects is an attempt to
create a basic prediction model. A regression analysis of both cases reveals a linear relationship
between temperature and P-MSE drift, as shown in Figure 5.12. Note that the controlled
temperature ramp data has more variation in it due to the hypothesized residual heat effect
shown on the right tail in Figure 5.10.
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(a) Unattended (l1c5) (b) Unattended (l1c7)
(c) Controlled (l2c1)
Figure 5.12 Regression analysis of frequency P-MSE drift vs. temperature
A linear representation of the data in Figure 5.12 fits the form in Equation (5.1), which can
be generalized from the definition of the linear model in Equation (5.2) [Kay, S. M. (1993)].
x(ti) = θ1 + θ2ti + θ3t2i + w(ti) (5.1)
x = Hθ + w (5.2)
where
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x = [x(t0)x(t1) ... x(tN−1)]T
θ = [θ0 θ1 θ2]
T
and
H =

1 t0 t20
1 t1 t21
...
...
...
1 tN−1 t2N−1
 .
Linear models based on the regression analysis of all three cases shown in Figure 5.12 were
extracted, and are shown in Equation (5.3).
P-MSE(ti) = 3.6− 0.16ti + 5.1t2i Unattended (l1c5) (5.3)
P-MSE(ti) = 2.49− 144ti − 54.5t2i Unattended (l1c7)
P-MSE(ti) = 13− 0.24ti + 0.023t2i Controlled (l2c1)
The second order linear relationship of P-MSE drift to temperature ti makes sense given
that the distance metric is based on mean squared error in the frequency domain. This finding
suggests that the relationship of temperature and the NLP signal itself is also linear in nature.
Noting the changes in the frequency spectrum with temperature in Figure 5.7, a finite impulse
response filter could be suggested to represent temperature effects given its linear nature [Kay,
S. M. (1993)].
x[n] =
p−1∑
k=0
= h[k]u[n− k] + w[n] n = 0, 2, . . . , N − 1 (5.4)
where
x =

u[0] 0 . . . 0
u[1] u[0] . . . 0
...
...
. . .
...
u[N − 1] u[N − 2] . . . u[N − p]


h[0]
h[1]
...
h[p− 1]
+ w
and x[n] is the output, u[n] is the input, and h[n] is the finite impulse response.
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Equation (5.4) can clearly be represented as Equation (5.2). Using this linear generalization,
it can be shown [Kay, S. M. (1993)] that the minimum variance unbiased estimator (MVUE)
for the linear system is Equation (5.5).
θˆ = (HTH)−1HTx (5.5)
It can then be shown [Kay, S. M. (1993)] that based on Equation (5.5), an approximate
estimator for the finite impulse response θ is Equation (5.6).
hˆ[i] =
1
N
∑N−i−1
n=0 u[n]x[n+ i]
1
N
∑N−1
n=0 u
2[n]
i = 0, 1, . . . , p− 1 (5.6)
More data needs to be taken to verify that the aforementioned model is indeed correct in
its application. Specifically, controlled temperature ranges of the same machine need to be
collected to isolate x[n] and precisely determine the finite impulse response of temperature θ.
5.4 Final Proposed Signal Model
The signal model proposed in Equation (4.1) was an important step forward to describing
intra-class variance needed for classification. The goal of this chapter was to introduce common
environmental conditions that could have an effect on the NLP signal from a machine. A new
list of proposed equation components and their descriptions are shown below.
• b[n] - Machine brand/model representation
• d[n] - Fine details specific to each machine
• t[n] - Temperature effects
• w[n] - AWGN
The interaction of temperature with the NLP signal results in the proposed Equation (5.7).
y[n] = (b[n] + d[n]) ∗ t[n] + w[n] (5.7)
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The model described in Equation (5.7) represents temperature effects t[n] as a finite impulse
response convolved into the signal channel y[n], which can be de-convolved if the NLP signal
itself known [Kil, D. H., Shin, F. B. (1996)]. This representation follows from the temperature
effects model in Equation (5.4). It is important to note that not enough information has been
collected about the other effects covered in this chapter, cable length and computer operational
effects, to propose a specific form of interaction with the NLP signal. The rest of the model
follows from Equation (4.1).
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CHAPTER 6. CONCLUSION
Network security is very important in today’s highly connected world. There is no method
to prevent a rogue device connected to a local network from gathering traffic containing sen-
sitive data. Such devices can be easily planted though social engineering. The sensitive data
could be range from credit card numbers to next year’s business plans. The confidentiality of
this information is valuable, and the impact of its loss is best served with a quote. According to
Richard Clarke, former Homeland Security adviser for combating cyber terrorism, “Our very
way of life depends on the secure and safe operations of critical systems that depend on cy-
berspace” (CNN, October 9, 2001). The focus then, becomes how to stop such malicious data
theft. The answer to this question is to attack the very method that gathered the information
illicitly: stopping the rogue device from being able to see traffic on the network.
6.1 Analysis of Work Performed
The content of this thesis has proposed some new ideas to approach the problem of host-
to-network authentication. The first and foremost development is a new method of device
classification based on the IEEE 802.3 NLP. The second development is a survey of common
environmental phenomena that affect the measured NLP signal, and gives a good idea of
what any classification algorithm must take into account if it is to be a successful real world
application.
6.1.1 Classification Method
Two classification methods were proposed as part of this thesis, one for the inter-model
problem, and another for the intra-model problem. The separate solutions to both problems
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were part of a staged analysis of the NLP, to examine its viability as a classification feature. For
example, if the inter-model problem cannot be solved using the NLP then there is no need to
approach the intra-model problem. The method primarily proposed in this thesis is therefore
the intra-model classification method, due to its ability to solve both problems simultaneously.
This method is relatively simple and based on a few design principles.
• Signal alignment by wavelet approximation and FFT convolution maximization
• Signal cleaning by averaging and wavelet detail removal
• Feature extraction by Fourier transform
• Classification by mean squared error
The experimental results of the method indicated that it did indeed have a level of effec-
tiveness which warrants further examination. A major issue, however, is that the algorithm
must be highly sensitive in order to distinguish between intra-model machines, as described in
Equation (4.1). This sensitivity leads to a number of problems, particularly in a real world sce-
nario which is affected by environmental factors, and therefore susceptible to error in relation
to a fingerprint.
6.1.2 Environmental Effects
The basic survey of environmental phenomena presented was designed to bring to attention
common situations that a classification method, such as the one proposed in this thesis, must
endure. The effects that were studied in varying levels of detail are listed below.
• Cable length change
• Computer operational effects
• Temperature changes
All the effects displayed visible P-MSE drift when compared with their respective training
fingerprints. Given the goal of accurately separating intra-model machines, understanding
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and modeling such effects is crucial. The most studied correlation in this thesis was that of
temperature to P-MSE drift. Regression analysis suggested a linear relationship of temperature
with the NLP signal, which makes sense given the nature of mean squared error. The modeling
resulted in Equation (5.4) which proposed a general solution to the problem, which led to a
new proposed signal model shown in Equation (5.7).
6.1.3 Vulnerabilities
The example implementation of the proposed method using the IEEE 802.3 NLP, described
in Chapter 1, is clearly vulnerable to a number of problems. For example, changing the
cable length clearly has a detrimental effect to the false negative rate, as well as any other
unmitigated environmental effects such as a significant temperature or operational state change.
The primary issue is the sensitivity required to separate intra-model machines has the negative
side effect of easily being affected by the aforementioned phenomena. It is also possible that
an attacker could steal a NIC from an authenticated machine, place it into their machine, and
successfully authenticate.
Gerdes’s work, which used matched filters on the preamble of an IEEE 802.3 10Base-T
Ethernet frame, could be utilized in conjunction with the NLP authentication method proposed
in this thesis. One of the problems this would solve is the additional issue of per-packet
authentication, which addresses intruders inserting packets via wire-tap in 10Base-T mode.
6.2 Proposed Prototype Implementation
Based upon the work performed as part of this thesis, a general physical implementation
can then be proposed. Any host-to-network classifier must eventually move into real world,
by placing the authentication technology onto a network switch. The core of the design will
revolve around the existing technology in the 1000Base-T standard and the immense flexibility
of field programmable gate arrays, or FPGA’s, for prototyping.
Modern 1000Base-T physical implementations no longer use an isolated transformer to con-
vert Ethernet cable current to transistor gate voltage. All signal processing is now integrated
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into the PHY (physical layer implementation), usually a single ASIC, which then communicates
digitally with the MAC (media access control) unit [IEEE (2005 ed.)].
Figure 6.1 Example DILON implementation
Since data collection as part of this work was performed by probing a 100Base-TX trans-
former using an oscilloscope with an 8-bit ADC, the logical equivalent in the 1000Base-T
environment is to design a new PHY with DILON technology built inside as shown in Fig-
ure 6.1. An FGPA can be used to protoype this new PHY design. An FPGA is essentially
a digital logic device that allows its internal gates to be rearranged to whatever is desired,
speeding up design time dramatically.
The FPGA will be paired with an Ethernet MAC on a network switch. The problem at
hand is to store the fingerprint and perform an algorithmic comparison on a port by port basis,
depending on the number of ports on the switch. The convenience of using the NLP is that the
authentication happens before any data can possibly be sent to the device. If, given acceptable
false positive and negative rates, the device is authenticated, it may establish a connection and
traffic will be routed to and from the device. However, if the device is rejected, the FGPA
will continue to block the physical connection until an acceptable waveform has been received.
Once again, testing must be done in order to establish the effectiveness of this method. Results
comparable to those in the lab environment are to be expected and verified, such that this
proof of concept is to receive any validity.
A physical implementation of DILON is final goal of the initial scope of the project. The
identification of machines in the real world only makes sense if an embedded device such as a
switch can do it at a reasonable cost. Therefore the classification method selected should be
computationally cheap and well modeled given expected environmental conditions.
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6.3 Future Work
The work performed as part of this thesis is by no means a final solution to any of the
problems approached. Much work has yet to be done on the classification algorithm, modeling
environmental effects and beyond.
6.3.1 Classification Method
The analysis provided by Chapter 4 was only a single possibility of the methods that could
be used to separate NLP signals from intra-model machines. A more rigorous approach is
needed in order to study the NLP for more specific identification features. The proposed
method is fairly simplistic and does not take into account a great deal of radio-frequency (RF)
theory, which could be utilized for better class separation and therefore more effective profiling.
Additional data sets need to be acquired as well, to ascertain the validity of the method across
multiple machine types.
Initial results showed that Gerdes’s method [Gerdes, R. (2006)] did not prove as useful on
the NLP, as opposed to the 10Base-T preamble. Gerdes’s method, however, was not tailored
to possible NLP identification features. Matched filter analysis may prove to be more effective
than a generalized MSE base framework when taking into account the environmental factors
shown as part of this thesis.
6.3.2 Environmental Effects
The analysis of Chapter 5 introduced several environmental factors that need to be taken
into account when dealing with sensitive analog classification systems. Future research into
this area will involve in-depth modeling of cable effects, computer operational effects, and
temperature effects.
The cable analysis presented was very basic in that it only studied differences between cable
length. Additional testing must be done to understand and model other common situations
or attacks involving network cables. Examples include a completely straight cable versus one
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that is looped, a pristine cable versus one that has been roughly handled, cables from different
manufacturers and the effect an eavesdropping device has on the cable.
Understanding the exact effects that computer operation has on the NLP signal is an im-
portant question, given the goal to establish whether particular operational phenomena have a
specific signature that can be fingerprinted. Taking into account the number of EMI produc-
ing components present in a modern computer makes any form of general model difficult to
produce. More focused experiments need to be conducted in order to understand which com-
ponents, such as the power supply or CPU, affect the NLP signal. Looking into this problem
more deeply will solve major vulnerability issues with any NIC based machine authentication
protocol.
Temperature proved to be a major factor in NLP P-MSE drift during stationary testing.
A basic model was presented in Equation (5.4) which could account for the relationship of
P-MSE drift versus temperature. One of the major issues discovered during testing was cor-
relation of temperature increase but not decrease during large swings. New data needs to be
taken to understand where exactly to place measurement probes, versus purely ambient case
temperature, in order to achieve better correlation and modeling over all ranges.
6.3.3 Beyond Host-to-Network Authentication
The problem of host-to-network authentication covered by this research is one small part
of the larger application. Preventing the theft of sensitive information from any device at the
analog layer is the complete goal of this technology. A good example is a portable memory
device filled with sensitive data, lost and captured by a malicious person. A memory device
with DILON technology would protect the data because it would know the fingerprint of the
analog signals of the authorized host machine. The device would simply refuse any form of
transmission to an unauthorized host. As the world relies more on digitally stored information
and its privacy, DILON research stands to be a first line of defense against those who would
prey upon it.
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