Abstract-In this paper we present a synthesis of work performed on tow information retrieval models:
I. INTRODUCTION
he field of information retrieval (IR) has been defined by Salton [10] as the subject concerned with the representation, storage, organization, and accessing of information items. The IR process consists in selecting among a large collection a set of documents that are relevant to a user's query. Given a document collection, the first step to operate with an IRS, is to characterize the content of the document, task called indexing. It obtains a representation of each document in a suitable form to be managed by a computer. The result is a set of keywords or terms extracted from each text that should appropriately express the content of the document. Because they are not equally important, these terms could be weighted to highlight their importance in the documents they belong, as well as in the whole collection. A weighted indexed document could be Dj = {( t l j ,w lj ), ..., ( t k j , w kj )), where each w ij is the weight associated to the corresponding 1 This work is supported by the research unit PRINCE.
term. Usually, we use the weight known as tf/idf weight. In this case, the value associated to a term is computed multiplying the frequency of the term in that document (tf) by the inverse document frequency (idf) of the term in the collection.
When the indexing process has finished and the collection is ready to be used, a user interacts with the IRS by means of a query. That query is a description of the user's information need, and must be also indexed to produce a representation which can be handled by the system. The next step is the retrieval of those documents which are the most relevant to the query. The matching process is based on the search strategy implemented by the corresponding model. The result of this stage is a ranking of documents sorted by the proximity of each document to the query. The set of retrieved documents in answer to a query does not usually correspond to the set of documents that are relevant to the user need. The relevance of a document to a query is usually interpreted by most of IR models, vector space, Boolean, probabilistic, as a score computed by summing the inner products of term weights in the documents and query representations. Whatever the used model, the response to a user need is a list of documents ranked according to a relevance value. Generally most information retrieval model suffers from two drawbacks. The first one is related to the process of indexing and the second problem is related to relevance measure. These problems are caused by the fuzzy nature of natural language and by the semantic ambiguity of words. Most model of IR doesn't consider these problems. To deal with the first problem Bayesian network model for IR has been proposed by de Campos [14] as solution. To deal with the second one, Brini [1] have proposed a IR model based on possibility theory. Following these ideas, this paper is divided into the following sections: in Section 2, we introduce the Bayesian network background needed to understand the rest of the paper, we present its use in IR field and we explain the Bayesian Network Retrieval Model (BNRM). Section 3 presents the possibilistic model for information retrieval. Section 4 shows the conclusions, as well as future work that we plan to make in order to improve retrieval performance. Bayesian network can be considered as an efficient representation of a joint probability distribution that takes into account the set of independence relationships represented in the graphical component of the model. In general terms, given a set of variables {X 1 , …, X n }and a Bayesian network G, the joint probability distribution in terms of local conditional probabilities is obtained as follows 
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Once completed, a Bayesian network can be used to derive the posterior probability distribution of one or more variables since we have observed the particular values for other variables in the network, or to update previous conclusions when new evidence reach the system.
The first important Bayesian network-based IR model was the inference network model, designed by Turtle and Croft [11] . It is composed, of two networks: the collection network and the query network. The former is composed of two types of nodes which represent documents and terms (concepts) symbolizing the index terms contained in the documents. The latter is built to represent the queries submitted to the system by means of query nodes and query concept nodes. The document network is fixed for a given document collection, and the query network is created each time that a user formulates a query. Once the probabilities have been assessed for each node, inference is carried out instantiating each document node, in turn. Therefore, the probability that the query is met given that a document has been observed in the collection is obtained. After all the propagation processes, the posterior probabilities are sorted in decreasing order, so the higher the probability the more relevant the document is [14] .
The use of a general Bayesian network methodology as the basis for an IR system is difficult to tackle. The problem mainly appears because of the large number of variables involved and the computational efforts needed to both determine the relationships between variables and perform the inference processes. Nevertheless, an increasing effort has been made in the research of uncertain inference models for IR. These models consider the following two main simplifying restrictions in order to solve the above efficiency problem: 1-Fixed dependence relationships: the structure of the model, encoding the dependence relationships between variables, is fixed a priori, without considering any potential knowledge that might be mined from the collection. 2-Simplified estimation of probabilities: in order to avoid the large space necessary to store all the probabilities relevant to the process, it is assumed that those complex compound events will have been assigned zero probability values. With this assignment, these events can be discarded when inference tasks are performed. Using the restrictions above, the probability of relevance of a given document only depends on the set of terms used to formulate the query and it can be computed without truly performing inference tasks, i.e. without propagating the evidences through the networks [14] .
Based on the first simplification, many models have been proposed. The main difference between them is in the number of subnetworks, in the orientation of arcs and in the modelling of the (in)dependence relation between term's node. We are briefly going to review some works developed based on Bayesian networks.
IN the model proposed by [13] two different sets of nodes can be found : a set containing binary random variables representing the terms in the glossary from a given collection (term subnetwork), and a second, corresponding also to binary random variables, but in this case related to the documents which belong to the collection (document subnetwork). The orientation of arcs is as follow : the document nodes will only receive the arcs from term nodes and not from other document nodes. The relation between documents only occurs through the terms included in these documents.
Based on the fact that structured queries can be more expressive than their flat (natural language) query counterparts and that retrieval models that can evaluate structured queries have more potential to satisfy the user's information need, [9] address the problem of probability estimation in the inference network model and the problem of expressing structure in queries in a language modeling system by combining the two frameworks. The combination uses inference nets to express complex queries and language models to estimate the probabilities needed to evaluate those queries. Many other works have been done in this field such as [2] , [3] , [4] , [5] , [6] , [13] , [15] , [16] , [17] . [12] explain briefly some of these works.
In short, most models use a fixed document subnetwork structure for a given collection. They do not take into account the particular dependence relationships between variables (terms and/or documents) that can be mined from the document collection. This is not the case for the BNR model.
The BNR model
In order to reduce these problems, de Campos [14] proposed a model called the Bayesian Network Retrieval Model. The objective was to obtain a model able to incorporate the most important dependence relationships in the collection, by the use of learning procedure. The model, consider two sets of variables: Terms (T= {T i , i=1,…,M} with M being the number of terms used to index the collection and documents D = {D j , j=1,….,N), N being the total number of documents. The model is composed of two different layers of nodes: the term and the document layer. The former is used to incorporate the most important dependence relationships between the terms into the collection. Term to term dependences is represented by means of a polytree. The relationship between a document and each of the terms by which it has been indexed is presented by the links between the tow layers. The relationships between documents are only present through the terms that index them. Thus documents are conditionally independent given the terms by which they have been indexed. Fig. 1 shows an example of the final topology of the network
Fig.1. the Bayesian Network Retrieval Model Estimating the quantitative information
Once the structure of the network has been created, the second step is to estimate the strength of the relationships represented. This process implies estimating a set of conditional probability distributions.
Root term nodes
Given a root node representing the variable T i , the marginal probability of relevance, p(t), and the probability of being non-relevant, 
Document nodes
In this case, the probability
estimated, i.e. the probability of a document node given the set of its parents (the nodes representing the terms by which it has been indexed). To estimate the probability matrices completely a probability functions, is used. The importance of the theory of possibility stems from the fact that much of the information on which human decisions are based is possibilistic rather than probabilistic in nature.
In particular, the intrinsic fuzziness of natural languageswhich is a logical consequence of the necessity to express information in a summarized form-is, in the main, possibilistic in origin. Thus, when our main concern is with the meaning of information rather than with its measure the proper framework for information analysis is 'possibilistic' rather than probabilistic in nature 
Fig2. The possibilistic information retrieval model

Evaluation process
In this model, the propagation process is similar to the probabilistic Bayesian propagation. The query evaluation consists in the propagation of new evidence through activated arcs to retrieve relevant documents. The model should be able to infer propositions like:
It is plausible to a certain degree that the document is relevant for the user need, denoted by The top retrieved documents are those having a necessary relevance value greater than 0, and the set of possibly relevant documents are retrieved as a second choice.
IV. CONCLUSION AND FUTURE WORK
In this paper we have presented tow information retrieval models: the first, BNR model encode the dependence relations between terms used to index documents. The second, PIR represent the relevance of a document to a query by necessity and possibility measures. PIR take into account the intrinsic fuzziness of the concept of relevance. However the dependence relation between terms is ignored. The hybridization of these models seems to be a good idea to deal with the fuzzy nature of the information retrieval process. We are currently studying this hybridization witch we didn't try out yet. We hope that an adaptation of both the algorithms used to learn the typologies and the quantitative knowledge of the network, and the inference technique to a possibilistic causal network adopted will show an improvement in the retrieval process.
