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FINITE SUBGROUPS OF HAM AND SYMP
IGNASI MUNDET I RIERA
Abstract. Let (X,ω) be a compact symplectic manifold of dimension 2n and let
Ham(X,ω) be its group of Hamiltonian diffeomorphisms. We prove the existence of a
constant C, depending onX but not on ω, such that any finite subgroupG ⊂ Ham(X,ω)
has an abelian subgroup A ⊆ G satisfying [G : A] ≤ C, and A can be generated by n
elements or fewer. If b1(X) = 0 we prove an analogous statement for the entire group
of symplectomorphisms of (X,ω). If b1(X) 6= 0 we prove the existence of a constant C′
depending only on X such that any finite subgroup G ⊂ Symp(X,ω) has a subgroup
N ⊆ G which is either abelian or 2-step nilpotent and which satisfies [G : N ] ≤ C′.
These results are deduced from the classification of the finite simple groups, the
topological rigidity of hamiltonian loops, and the following theorem, which we prove
in this paper. Let E be a complex vector bundle over a compact, connected, smooth
and oriented manifold M ; suppose that the real rank of E is equal to the dimension
of M , and that 〈e(E), [M ]〉 6= 0, where e(E) is the Euler class of E; then there exists
a constant C′′ such that, for any prime p and any finite p-group G acting on E by
vector bundle automorphisms preserving an almost complex structure on M , there is a
subgroup G0 ⊆ G satisfying MG0 6= ∅ and [G : G0] ≤ C′′.
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1. Introduction
1.1. For any symplectic manifold (X,ω) denote by Ham(X,ω) (resp. Symp(X,ω)) the
group of Hamiltonian (resp. symplectic) diffeomorphisms of (X,ω). In this paper we are
interested on the finite subgroups of Ham(X,ω) or Symp(X,ω) for arbitrary compact X ,
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that is, the Hamiltonian or symplectic finite transformation groups of compact symplectic
manifolds.
Let Symp0(X,ω) ⊆ Symp(X,ω) and Diff0(X) ⊆ Diff(X) denote the identity compo-
nents. Let
H(X,ω), S(X,ω), D(X)
denote the set of isomorphism classes of finite subgroups of Ham(X,ω), Symp0(X,ω),
Diff0(X) respectively. There are obvious inclusions H(X,ω) ⊆ S(X,ω) ⊆ D(X) for
any X . A consequence of our results combined with those in [27] is the existence of
infinitely many compact symplectic manifolds (X,ω) for which bothH(X,ω) and D(X)\
H(X,ω) are infinite. We also deduce the existence of infinitely many compact symplectic
manifolds (X,ω) for which both H(X,ω) and S(X,ω) \H(X,ω) are infinite.
One can easily construct plenty of examples of Hamiltonian finite transformation
groups of compact manifolds by taking any compact symplectic manifold X endowed
with a Hamiltonian action of a connected Lie group K and restricting the action to the
finite subgroups of K. In particular for any finite group G there is some compact sym-
plectic manifold X on which G acts effectively by Hamiltonian diffeomorphisms (embed
G in U(n) for some n and take X to be any Hamiltonian U(n)-manifold, e.g. CP n).
Of course, this construction is far from capturing all Hamiltonian finite transformation
groups: one should not expect an arbitrary finite subgroup of Ham(X,ω) to be included
in a compact connected subgroup of Ham(X,ω). On the negative side, there are exam-
ples of compact symplectic manifolds whose group of Hamiltonian diffeomorphisms is
known to contain no nontrivial finite subgroup; this is the case, for example, if π2 = 0,
as proved by Polterovich [30, Theorem 1.2].
Roughly speaking, our main result says that for any compact symplectic manifold X
there is an upper bound (depending only on the topology of X) on how much nonabelian
the finite subgroups of Ham(X,ω) are. If X is simply connected we prove the same
property for finite subgroups of Symp(X,ω). In contrast, there are many examples of
compact symplectic manifolds (X,ω) admitting no such bound for finite subgroups of
Diff(X), so the properties we prove on Ham(X,ω) are genuinely symplectic. Similarly, if
X is a non simply connected symplectic manifold it is known [28] that there is in general
no upper bound depending only on X on how much nonabelian the finite subgroups of
Symp(X,ω) are (although an upper bound depending on ω might exist in all situations).
Hence our result on Ham(X,ω) is sharp.
As a measure of how much nonabelian a finite group is, we take the index of an abelian
subgroup of maximal size. So the question we are interested in is the so-called Jordan
property for Hamiltonian and symplectomorphism groups, which we now recall.
Let C be a natural number. A group G is C-Jordan if each finite subgroup G ⊆ G has
an abelian subgroup A ⊆ G satisfying [G : A] ≤ C. A group G is Jordan if it is C-Jordan
for some C. This terminology, which was introduced by V. Popov in [31], is inspired by
a classical theorem of C. Jordan [17] which states that GL(n,C) is Jordan for any n.
We will consider the following more refined notion. Let C, d be natural numbers. A
group G is (C, d)-Jordan if each finite subgroup G ⊆ G has an abelian subgroup A ⊆ G
satisfying [G : A] ≤ C and such that A can be generated by d (or fewer) elements.
Some twenty years ago E´. Ghys raised the question of whether the diffeomorphism
group of any smooth compact manifold is Jordan. A number of papers have recently
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been devoted to Ghys’s question (see e.g. [26] and the references therein), and it is known
that the answer is affirmative in many cases and negative in many other ones [12, 27],
although a description of which compact smooth manifolds have Jordan diffeomorphism
group seems to be at present a widely open problem. As we will see, this is in sharp
contrast with the analogous question for Hamiltonian diffeomorphism groups of compact
symplectic manifolds, which are always Jordan. Regarding our more refined notion of
Jordanness, we remark that a theorem of Mann and Su [20] (see Theorem 5.4 below)
implies that if X is a compact smooth manifold, G is any subgroup of Diff(X), and G is
C-Jordan for some C, then G is also (C, d)-Jordan for some d depending only on X .
Analogous questions have been studied in algebraic geometry. J.–P. Serre [41] proved
that the classical Cremona group is Jordan, and asked whether its higher dimensional
analogues are also Jordan. More generally, one may ask whether the automorphism or
birational transformation groups of general affine or projective varieties are Jordan (see
e.g. the survey [33] and, more recently, [2, 23, 34, 35]).
The question has also been studied previously in symplectic geometry. The sym-
plectomorphism group of (T 2 × S2, ω) has been proved to be Jordan for any choice of
symplectic structure ω in [28]. An interesting consequence of this is that it gives an ex-
ample of a symplectic manifold with Jordan symplectomorphism group but non Jordan
diffeomorphism group: in fact, Diff(T 2×S2) was the first given example of a non Jordan
diffeomorphism group of a compact manifold, see [12].
In this paper we only consider manifolds without boundary, so for us compact manifold
is synonym of closed manifold.
1.2. Finite subgroups of Ham(X,ω). This is our first main result.
Theorem 1.1. Let (X,ω) be a 2n-dimensional compact and connected symplectic man-
ifold. Then Ham(X,ω) is (C, n)-Jordan for some C depending only on H∗(X).
Here H∗(X) denotes the integral cohomology of X . In particular, C is independent
of ω. As mentioned earlier, Theorem 1.1 is not a theorem on smooth finite transfor-
mation groups in symplectic disguise. Indeed, there are plenty of examples of compact
symplectic manifolds whose diffeomorphism group is not Jordan, and in many cases even
the identity component of the diffeomorphism group fails to be Jordan. So we can not
replace Ham(X,ω) by Diff0(X). In fact, we will see below that one can neither replace
Ham(X,ω) by Symp0(X,ω).
For example, if Y is any compact smooth manifold supporting an effective action of
SU(2) or SO(3,R), then Diff0(T
2 × Y ) is not Jordan [12, 27]; more concretely, for any
prime p there is a subgroup of Diff0(T
2×Y ) which is isomorphic to the Heisenberg group
over Fp.
1 This implies that if Y is a compact symplectic manifold supporting an effective
smooth action of SU(2) or SO(3,R) then, denoting by Ω the set of all symplectic forms
on T 2 × Y ,
D(T 2 × Y ) \
⋃
ω∈Ω
H(T 2 × Y, ω) contains infinitely many elements.
For some symplectic manifolds (X,ω) Theorem 1.1 implies that Symp0(X,ω) is Jordan:
1Actually the results in [27] refer to the full diffeomorphism group, but it is easy to check that all
group actions that are defined there give rise to finite subgroups of the identity component of Diff.
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Corollary 1.2. Let dimX = 2n. If the flux homomorphism
π1(Symp0(X,ω))→ H
1(X ;R)
vanishes, then Symp0(M,ω) is (C, n)-Jordan for some C depending only on H
∗(X ;Z).
See [22, §10.2] for the definition of the flux homomorphism.
Proof. If Γ denotes the image of the flux map π1(Symp0(X,ω))→ H
1(X ;R) then there
is an exact sequence
Ham(X,ω)→ Symp0(X,ω)
F
−→ H1(X ;R)/Γ,
where F denotes the flux (see [22, Corollary 10.18]). If Γ = 0 then any finite subgroup
G ⊂ Symp0(X,ω) satisfies F (G) = 0, so G ⊂ Ham(X,ω). 
There exist many examples of manifolds (X,ω) with nonzero first Betti number for
which the flux homomorphism π1(Symp0(X,ω))→ H
1(X ;R) vanishes, see e.g. [18].
1.3. Finite subgroups of Symp(X,ω). It is natural to wonder to what extent Theorem
1.1 is true if one replaces Ham(X,ω) by the entire group of symplectomorphisms of X .
The answer turns out to be yes in some cases.
Theorem 1.3. Let (X,ω) be a 2n-dimensional compact and connected symplectic man-
ifold satisfying b1(X) = 0. Then Symp(X,ω) is (C, n)-Jordan for some C which only
depends on H∗(X).
The situation for manifolds (X,ω) with b1(X) 6= 0 is more involved. The case X =
T 2× S2 has been studied in detail in [28], and it turns out that for any symplectic form
ω on T 2× S2 the group of symplectomorphisms Symp(T 2× S2, ω) is C-Jordan for some
C = C(ω) depending on ω, but there is no upper bound for C(ω) as ω moves along the
set of symplectic forms on T 2× S2 . This is related to the fact that Diff(T 2× S2) is not
Jordan, and a similar phenomenon occurs for any product T 2×Y with Y symplectic and
supporting a Hamiltonian action of SU(2): namely, for any prime p there is a symplectic
form ω on T 2 × Y such that Symp(T 2 × Y, ω) contains a subgroup isomorphic to the
Heisenberg group over Fp (this is a straightforward generalization of [28, §3]).
Hence, the hypothesis b1(X) = 0 cannot be removed in Theorem 1.3, and from this
perspective Theorem 1.1 is optimal. On the other hand, the author does not know any
example of compact symplectic manifold whose symplectomorphism group fails to be
Jordan (compactness is crucial here, since clearly the symplectomorphism group of the
cotangent bundle of T 2 × S2 is not Jordan). It is also apparently unknown at present
whether there exists a simply connected compact smooth manifold whose diffeomorphism
group is not Jordan.
We actually prove a stronger result than Theorem 1.3. To state it, the following
notation will be useful: if X is a smooth manifold and J is an almost complex structure
on X then we denote by
Diff(X, J) ⊂ Diff(X)
the group of all diffeomorphisms of X preserving J .
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Theorem 1.4. Let (X, J) be a 2n-dimensional almost complex, compact and connected
smooth manifold satisfying b1(X) = 0, and assume that there exists ω ∈ H
2(X ;R) such
that ωn 6= 0. Then Diff(X, J) is (C, n)-Jordan for a constant C depending only on
H∗(X).
In particular, the constant C is independent of J and ω (and J and ω need not be
related in any way). Theorem 1.4 implies a particular case of a recent result of Meng
and Zhang [23] stating that automorphism groups of (not necessarily smooth) projective
varieties over any algebraically closed field of characteristic zero are Jordan.
Remark 1.5. Theorem 1.3 follows from Theorem 1.4 because for any symplectic manifold
(X,ω) and any symplectic action of a compact Lie group K on X there exists a K-
invariant almost complex structure on X (see e.g. [22, Lemma 5.49] and the remark
before it).
Although we do not know at present whether the symplectomorphism group of every
compact symplectic manifold is Jordan, we can prove the following weaker statement.
Theorem 1.6. Let (X,ω) be a compact symplectic manifold. There exists a constant
C depending only on H∗(X) with the property that any finite subgroup Γ ⊂ Symp(X,ω)
has a subgroup N ⊆ Γ satisfying [Γ : N ] ≤ C and N is either abelian or 2-step nilpotent.
Recall that a group N is 2-step nilpotent (equivalently, N has nilpotency class 2) if N
is not abelian and every three elements a, b, c ∈ N satisfy [[a, b], c] = 1.
1.4. Fixed points of finite symplectic p-group actions. To prove Theorems 1.1 and
1.4 we will use the general criterion of Jordanness given in [29]. This will allow us to
restrict attention to fixed point properties of finite p-group actions. The theorems will
then be a consequence of the following results.
Theorem 1.7. Let (X,ω) be a compact symplectic manifold. There exists a constant
C, depending only on H∗(X), such that for any prime p and any finite p-subgroup G ⊂
Ham(X,ω) there is a subgroup G0 ⊆ G satisfying [G : G0] ≤ C and X
G0 6= ∅.
In particular, if p > C then any finite p-subgroup G ⊂ Ham(X,ω) satisfies XG 6= ∅,
and since the differential of the action at any x ∈ XG embeds G inside GL(TxM) (see e.g.
the proof of Corollary 5.3) we may combine this with Jordan’s theorem (see Corollary
5.3) to obtain the following result:
Corollary 1.8. Let (X,ω) be a 2n-dimensional compact symplectic manifold. There
exists a constant C ′, depending only on H∗(X), such that for any prime p > C ′ and any
finite p-group G ⊂ Ham(X,ω) we have: XG 6= ∅, G is abelian, and G can be generated
by n (or fewer) elements.
This has the interesting consequence that for many compact symplectic manifolds
(X,ω) such that π2(X) 6= 0 (hence, not satisfying the hypothesis of the theorem of
Polterovich which was mentioned earlier) the difference
S(X,ω) \H(X,ω)
contains infinitely many elements. For example, if X = T 2n × S2 is endowed with a
product symplectic form ω and the restriction of ω to T 2n is translation invariant then
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for any prime p there is a subgroup of Symp0(X,ω) isomorphic to (Z/p)
2n+1, whereas if
p is big enough then any subgroup of Ham(X,ω) isomorphic to (Z/p)r satisfies r ≤ n+1.
Theorem 1.9. Let (X, J) be a 2n-dimensional almost complex, compact and connected
smooth manifold satisfying b1(X) = 0, and assume that there exists ω ∈ H
2(X ;R) such
that ωn 6= 0. There exists a constant C, depending only on H∗(X), with the following
property. Let p be any prime, and let G ⊂ Diff(X, J) be a finite p-subgroup. Then there
is a subgroup G0 ⊆ G satisfying [G : G0] ≤ C and X
G0 6= ∅.
Theorem 1.9 solves a weaker version of a classical problem in transformation groups,
namely that of proving existence of fixed points of finite p-group actions on projective
varieties. There exist many partial results on this question, assuming different restrictions
on the group, the manifold, or the action, see e.g. [7, Theorem (1.5)], [8, Theorem (4.10)],
or more recently [35, Theorem 4.2] combined with [2].
Combining the previous theorem with Jordan’s theorem (see Corollary 5.3) we obtain.
Corollary 1.10. Let (X, J) be a 2n-dimensional almost complex, compact and connected
smooth manifold satisfying b1(X) = 0, and assume that there exists ω ∈ H
2(X ;R) such
that ωn 6= 0. There exists a constant C, depending only on H∗(X), such that for any
prime p > C, any finite p-subgroup G ⊂ Diff(X, J) satisfies XG 6= ∅, G is abelian, and
G can be generated by n (or fewer) elements.
1.5. Actions of finite p-groups on vector bundles. The main technical tool devel-
oped in this paper, from which we will deduce Theorems 1.7 and 1.9, is a fixed point
theorem for actions of finite p-groups on complex vector bundles.
Before explaining the theorem, let us recall some standard terminology to avoid po-
tential confusions. Let G be a group acting smoothly on (the total space of) a vector
bundle E → X . We say that the action is by vector bundle automorphisms if it sends
fibers to fibers and the action is compatible with the vector space structure on the fibers.
In particular, there is an induced action of G on X such that for any g ∈ G, x ∈ X and
e ∈ Ex we have g · e ∈ Eg·x. We say that the action of G on E lifts the action on X .
If E → X is a complex vector bundle, with X a smooth manifold, and J is an almost
complex structure on X , we denote by
Aut(E,X, J)
the group of all vector bundle automorphisms of E → X lifting elements of Diff(X, J).
Theorem 1.11. Let (X, J) be an almost complex, compact and connected smooth man-
ifold and let E → X be a complex vector bundle satisfying rkR(E) = dimRX. Suppose
that 〈[X ], e(E)〉 6= 0, where e(E) is the Euler class of E and X is oriented by J . Then
there exists a constant C, depending only on 〈[X ], e(E)〉 and H∗(X), with the following
property. Let p be any prime, and let G be a finite p-subgroup of Aut(E,X, J). Then
there exists an abelian subgroup A ⊆ G satisfying [G : A] ≤ C and XA 6= ∅.
The proof of Theorem 1.11 proceeds in two steps. First we assume that G has an
abelian normal subgroup B such that G/B is cyclic, and then the result is extended to
arbitrary finite p-groups by combining that particular case with Jordan’s theorem. Of
these two steps, the first one is substantially more involved than the second. To briefly
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explain this, let us consider the situation in which G is abelian, since in this case the
main difficulties are already present.
If p does not divide 〈[X ], e(E)〉 then the proof is similar to that of the main theorem
in [6]. We proceed by induction on |G|. Let H ⊆ G be a subgroup isomorphic to Z/p.
Since 〈[X ], e(E)〉 is not divisible by p, XH is nonempty. If H = G then we are done,
otherwise we consider the induced action of G/H on XH . To be able to apply induction
it is necessary to generalize the statement to include several vector bundles instead of
only one and to replace the Euler class by a product of Chern classes of the vector
bundles (and then the numerical hypothesis is that such product can be chosen so that
its pairing with [X ] is not divisible by p). In the induction process we add the normal
bundle N of XH →֒ X to the collection of vector bundles, and all vector bundles (the
old ones and N , the new one) have to be decomposed and twisted by characters of H
so that the action of G/H on X lifts to an action on each of them. Here we need all
involved vector bundles (including N) to carry an invariant complex structure. This is
the only moment where we use our assumption that the action of G preserves an almost
complex structure J on X : the complex structure on N is taken to be the restriction
of J . Finally, to guarantee that the numerical hypothesis is inherited by the action of
G/H on XH and the new collection of vector bundles we use the standard fact that the
equivariant Euler class of N with Z/p coefficients is invertible up to inverting a generator
of H∗(BG).
If p divides 〈[X ], e(E)〉 things are more involved. Suppose that pk is the smallest power
of p that does not divide 〈[X ], e(E)〉 and that k ≥ 2. Let H ⊆ G be a subgroup isomor-
phic to Z/pk (if such H does not exist, then |G| is smaller than a constant depending
on X and k, so we are done). Now it is not necessarily true that XH is nonempty, but
certainly XH
′
6= ∅, where H ′ = pk−1H ≃ Z/p. Let N be the normal bundle of XH
′
⊂ X .
Then N is a G-equivariant vector bundle, and the main step in the proof of Theorem
1.11 is the proof that its equivariant Euler class with Z/pk coefficients is invertible up
to inverting a generator of H∗(BG), see Theorem 2.7. We use for that a well known
nilpotence argument in equivariant cohomology due to Quillen (see [36, §3] — we only
need the compact case, whose proof is elementary). The remaining details are the same
as in the case where p does not divide 〈[X ], e(E)〉.
Remark 1.12. We mentioned above that the only place in the proof of Theorem 1.11
where we need that the action of G preserves an almost complex structure on X is to
guarantee the existence of a G1-invariant complex structure on the normal bundles of
inclusions of the type XG1 ⊂ XG0, where G1 is abelian, G0 ⊆ G1 and G1/G0 ≃ Z/p. If p
is odd such complex structures always exist (see e.g. [11, Theorem (38.3)]), so if we only
consider odd primes Theorem 1.11 is true without assuming the existence of an almost
complex structure (see [6] for similar considerations).
To deduce Theorems 1.6, 1.9 and 1.7 from Theorem 1.11 we apply the following result.
Theorem 1.13. Let X be compact smooth manifold, and let G ⊂ Diff(X) be a finite
subgroup. Let L → X be a complex line bundle satisfying g∗L ≃ L for every g ∈ G.
Suppose that one of the following conditions holds true.
(1) b1(X) = 0, or
(2) there exists a symplectic form ω on X such that G ⊂ Ham(X,ω), or
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(3) there exists a finite group Γ ⊂ Diff(X), whose action on H1(X) is trivial, which
satisfies G ⊆ [Γ,Γ] and γ∗L ≃ L for every γ ∈ Γ.
Then there exists a finite group G′ sitting in a short exact sequence
1→ H → G′
pi
−→ G→ 1,
where H is finite cyclic and |H| divides |G|, and a smooth action of G′ on L by bundle
automorphisms lifting the action of G on X. The latter means that for any γ ∈ G′, any
x ∈ X, and any λ ∈ Lx we have γ · λ ∈ Lpi(γ)(x).
The proof of Theorem 1.13 under hypothesis (2) (see Theorem 6.4) uses a result of
Lalonde, McDuff and Polterovich [19, 21] based on the Seidel representation and implying
the topological rigidity of Hamiltonian loops. In contrast, the proof under hypothesis
(1) or (3) (see Theorems 6.1 and 6.5) only uses elementary cohomological arguments.
Remark 1.14. Since Theorem 1.13 does not involve any almost complex structure, it
follows from Remark 1.12 that if we only consider odd primes then Theorem 1.9 is true for
finite p-subgroups of Diff(X) (so there is no need to consider almost complex structures).
1.6. Contents. Section 2 reviews some material on equivariant cohomology, introduces
the notion of generic cohomology class of a cyclic p-group, and proves (Theorem 2.7) the
invertibility of the Euler class of normal bundles of partially fixed point submanifolds
of smooth Z/pk actions (see the comments after the statement of Theorem 1.11). In
Section 3 we prove a localization theorem for smooth actions of Z/pk on manifolds. This
will be the main building block of the proof of Theorem 1.11. Other ingredients will be
a few technical results on finite p-groups proved in Section 4. The proof of Theorem 1.11
is given in Section 5. Section 6 contains the proof of Theorem 1.13. Finally, all theorems
stated in this introduction except for Theorems 1.11 and 1.13 are proved in Section 7.
1.7. Conventions. By a natural number we understand a strictly positive integer.
Whenever we say that a group G can be generated by d elements we mean that there
is a generating set {g1, . . . , gd} for G, where the gj’s need not be distinct. If G is a group
and S1, . . . , Sr are subsets of G, we denote by 〈S1, . . . , Sr〉 the subgroup of G generated
by the elements in the union of the Sj’s. Abusing notation, if a set has a unique element
s, we will sometimes denote the set using the same symbol s instead of {s}. If A is an
abelian group, Â := Hom(A,C∗) denotes the group of characters of A.
As mentioned previously, we only consider manifolds without boundary. Manifolds
are not necessarily supposed to be connected, and vector bundles over disconnected
manifolds need not have constant rank. Group actions on smooth manifolds will always
be assumed to be smooth.
All cohomology groups will be, unless otherwise specified, with integer coefficients.
1.8. Acknowledgements. I wish to thank A. Jaikin, A. Turull and C. Sa´ez for useful
comments. Special thanks to A. Jaikin for providing the proof of Lemma 4.5, which is
much shorter and more efficient than the original one. Many thanks finally to the referee
for a detailed and very useful report, for a number of corrections and suggestions to
improve the paper, and for providing an alternative and more direct proof of Theorem
6.1.
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2. Equivariant cohomology
This section contains the results from equivariant cohomology that will be used later
in the localization arguments. Let us first briefly recall the basic definitions (see e.g. [42,
Chap. III, §1] for details). If G is a topological group and X is a topological space acted
on continuously by G the G-equivariant cohomology of X is by definition
H∗G(X) = H
∗(EG×G X),
where EG → BG is the universal G-principal bundle. The space XG := EG ×G X is
called the Borel construction, and its natural projection XG → BG endows H
∗
G(X) with
the structure of a module over H∗(BG).
The two extreme cases are G acting freely on X (in this case XG ≃ X/G, at least
if the action admits slices) and G acting trivially on X (in this case XG ≃ BG × X).
In particular, if X is a G-space consisting of a unique point then H∗G(X) ≃ H
∗(BG).
For a general G-space the equivariant cohomology can be used to obtain information on
isotropy groups. In our case G will always be a finite group, and for this reason it will
be essential to work with integer coefficients: rational and real coefficients are of no use
in this situation, since if G is finite then H∗G(X ;Q) ≃ H
∗(X/G;Q).
If V → X is a vector bundle and the action of G on X lifts to an action on V by
vector bundle automorphisms, then VG is in a natural way a vector bundle over XG. The
equivariant characteristic classes of V are the ordinary characteristic classes of VG. So
if V is a complex (resp. real oriented) vector bundle then the equivariant Chern classes
(resp. Euler class) of V are cGj (V ) := cj(VG) (resp. e
G(V ) := e(VG)).
2.1. The pushforward map. Of fundamental importance in the localization arguments
that we are later going to use is the so-called pushforward2 map in equivariant cohomol-
ogy. Let M and N be compact smooth oriented manifolds endowed with orientation
preserving actions of a compact Lie group G, and let f : M → N be a G-equivariant
smooth map. The pushforward is a map
fG∗ : H
∗
G(M)→ H
∗+dimN−dimM
G (N)
which enjoys the following properties:
(P1) (composition) if g : M → R is another G-equivariant map, with R a compact
smooth oriented G-manifold, then (g ◦ f)G∗ = g
G
∗ ◦ f
G
∗ ;
(P2) (product formula) for any α ∈ H∗G(N) and any β ∈ H
∗
G(M) we have
fG∗ ((f
∗α)β) = α(fG∗ β);
combining (P1) and (P2) it follows that fG∗ is a morphism of H
∗(BG)-modules;
2There is no consensus in the literature on how to name this notion. Pushforward map seems to be
the most usual name in the recent literature on equivariant cohomology in symplectic geometry, see e.g.
[14, 15]. Umkehr/Umkehrung (the German word for ”reversal”) was the name used by Hopf [16] in the
first paper on the subject (in the non equivariant context), and it is still used in homotopy theory [10].
Atiyah and Bott use it in their classical paper [1] on equivariant cohomology in symplectic geometry.
For ordinary non-equivariant cohomology, one also uses shriek or transfer map [4, Chap. VI, Def. 11.2].
However, in equivariant cohomology transfer map usually means something different, see e.g. [3, 5, 42].
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(P3) (embeddings) if f is an embedding, then fG∗ factors through the Thom isomor-
phism of the normal bundle ν → M ; more precisely, fG∗ is equal to the composi-
tion
H∗G(M)
T
−→ H∗G(ν, ν \ ν0)
ε
−→ H∗G(D(ν), D(ν) \ ν0) −→
(η∗)−1
−→ H∗G(exp(D(ν)), exp(D(ν)) \M)
ε
−→ H∗G(N,N \M)→ H
∗
G(N),
where ν0 ⊂ ν is the zero section, T is Thom isomorphism, D(ν) ⊂ ν is the open
unit disk bundle defined with respect to a G-invariant Riemannian metric h on
N , η : D(ν) → N is the exponential map w.r.t. h (which we assume to have
injectivity radius at least 1, so that D(ν) is a tubular neighborhood of M —
otherwise we rescale D(ν) in the fiberwise directions), ε denotes excision, and
the last map is the natural map in cohomology; since all maps except the last
one are isomorphisms, the image of fG∗ can be identified with the kernel of the
restriction map H∗G(N)→ H
∗
G(N \M); another consequence is the formula
f ∗fG∗ (α) = α e
G(ν),
where eG is the equivariant Euler class;
(P4) (functoriality) let ρ : K → G be a morphism of groups; using ρ and the G-action,
we may define an action of K on M ; let π : M → {∗} be the map to a point;
let ρ∗M : H
∗
G(M) → H
∗
K(M) and ρ
∗ : H∗(BG) → H∗(BK) be the natural maps
induced by ρ; then we have
ρ∗πG∗ = π
K
∗ ρ
∗
M .
In the context of symplectic geometry these properties and their application to local-
ization arguments are well known, but they are typically applied to compact connected
Lie group actions, where real coefficients are enough (see e.g. [1, 14, 15]). The proof
of (P1)—(P4) for real coefficients is easily obtained using the Cartan–Weil model for
equivariant cohomology [15, §10.7].
Since for us the use of integral coefficients is crucial, we briefly sketch for the reader’s
convenience the definition of fG∗ over Z. Consider first the case G = {1}. Then f
G
∗ can
be defined as D−1N ◦ f∗ ◦DM , where DM : H
∗(M) → HdimM−∗(M) and DN : H
∗(N) →
HdimN−∗(N) are the Poincare´ duality maps and f∗ : H∗(M) → H∗(N) is the map
induced in homology by f (see [4, Chap. VI, Def. 11.2]). To define fG∗ for arbitrary
finite G one can use finite dimensional approximations of the classifying space BG. More
precisely, in order to define fGr : H
r
G(M)→ H
r+dimN−dimM(N) one considers a principal
G-bundle P → B with B a smooth compact, connected and oriented manifold, such that
P is k-connected for k big enough so that the classifying map B → BG for P induces
isomorphisms
Hr(P ×G M) ≃ H
r
G(M), H
r+dimN−dimM(P ×G N) ≃ H
r+dimN−dimM
G (N)
(one can take P to be a Stiefel manifold, see e.g. [14, Example C.1]). Combining these
isomorphisms with the map
D−1 ◦ f∗ ◦D : H
r(P ×G M)→ H
r+dimN−dimM(P ×G N)
one obtains fGr (here D is Poincare´ duality and f∗ : H∗(P ×G M) → H∗(P ×G N) is
the map induced by f). The following lemma, whose proof is left to the reader (see [4,
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Chap. VI] for the necessary tools), can be used to prove that the resulting map fG∗ is
independent of the choice of P → B.
Lemma 2.1. Consider a commutative diagram
(1) X
i
//
f

Y
g

U
h
// V
where U, V,X, Y are compact, connected and oriented smooth manifolds and f, g, h, i are
smooth maps. Suppose that i and h are embeddings and the normal bundles νh → U and
νi → X satisfy νi ≃ f
∗νh. Then we have
DUf∗DXi
∗ = h∗DV g∗DY
as maps from H∗(Y ) to H∗(U), where DM denotes Poincare´ duality on the manifold M .
To apply the previous lemma, note that for any two principal G-bundles P0 → B0
and P1 → B1 one can find another principal G-bundle P
′ → B′ admitting G-equivariant
embeddings Pi → P
′ (i = 0, 1) in such a way that the resulting diagrams (with fi and
f ′ the maps induced by f)
Pi ×G M
i
//
fi

P ′ ×G M
f ′

Pi ×G N
h
// P ′ ×G N
satisfy the hypothesis of Lemma 2.1. This immediately implies that fG∗ is well defined.
The proof that the pushforward map satisfies properties (P1)–(P3) is straightforward
using standard results as in [4, Chap. VI]. To prove (P4) one may use a variant of Lemma
2.1 in which f and g are assumed to be submersions, the square (1) is Cartesian, and
the maps i and f can be identified with the projections U ×V Y → Y and U ×V Y → U .
2.2. Cohomology of cyclic p-groups. Let us identify the circle S1 with the complex
numbers of modulus 1, and let
µpk ⊂ S
1
be the group of pk-th roots of unity, where p is a prime and k a natural number. The
following lemma is standard (see e.g. [42, Chap. III, §2]).
Lemma 2.2. Let t = c1(ES
1) ∈ H2(BS1). We have H∗(BS1) = Z[t]. The map
ι∗k : H
∗(BS1) = Z[t]→ H∗(Bµpk)
induced by the inclusion ιk : µpk →֒ S
1 is surjective and its kernel is the ideal of H∗(BS1)
generated by pkt. Furthermore, ι∗kt = c1(L), where L = Eµpk ×ιk C.
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Lemma 2.3. Let j : µpk−1 →֒ µpk be the inclusion. For any nonnegative integer r there
is a commutative diagram with exact rows
pkZ〈tr〉 

// Z〈tr〉 = H2r(BS1)
ι∗k
// H2r(Bµpk)
j∗

// 0
pk−1Z〈tr〉 

// Z〈tr〉 = H2r(BS1)
ι∗k−1
// H2r(Bµpk−1) // 0.
Proof. The exactness of the rows follows from Lemma 2.2. The commutativity of the
square is a consequence of the identity ιk ◦ j = ιk−1. 
2.3. Generic cohomology classes of cyclic p-groups. Let k be a natural number
and let
(2) τk = ι
∗
kt ∈ H
2(Bµpk),
where ιk : µpk →֒ S
1 is the inclusion. We say that a cohomology class β ∈ H∗(Bµpk) is
generic if for any natural r the class τ rkβ is nonzero.
It follows from Lemma 2.2 that if β ∈ Hd(Bµpk) then
(3) β is generic ⇐⇒
{
β is not divisible by pk if d = 0,
β 6= 0 if d > 0.
The following two properties are obvious and will be used repeatedly in our arguments:
(1) if α1, . . . , αn ∈ H
∗(Bµpk) and α1 + · · · + αn is generic, then at least one of the
αj’s is generic;
(2) if α ∈ H∗(Bµpk) and r is a nonnegative integer, then α is generic if and only if
τ rkα is generic.
Lemma 2.4. Let X be a smooth oriented compact manifold endowed with an orientation
preserving action of µpk. Let π : X → {∗} be the map to a point. If for some α ∈ H
r
µ
pk
(X)
the class π
µ
pk
∗ α ∈ H∗(Bµpk) is generic, then the action of µpk on X is not free.
Proof. Denote for convenience G = µpk . By the product formula ((P2) in §2.1) we have
πG∗ ((π
∗τ sk )α) = τ
s
kπ
G
∗ α for any natural s and any α ∈ H
∗
G(X). Suppose that G acts freely
on X . Then the Borel construction XG is homotopy equivalent to the smooth manifold
X/G. If s + r is bigger than the dimension of each connected component of X/G then
for any α we have
τ skα ∈ H
s+r
G (X) = H
s+r(X/G) = 0,
so τ skπ
G
∗ α = π
G
∗ (τ
s
kα) = 0. Hence π
G
∗ α is not generic. 
The definition of generic cohomology classes can be naturally extended to abstract
cyclic p-groups. Namely, if G is one such group we may take any isomorphism θ : G
≃
−→
µpk for some k and declare that a cohomology class βG ∈ H
∗(BG) is generic if it is equal
to θ∗β for some generic class β ∈ H∗(Bµpk). By (3) this definition is independent of θ.
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2.4. A nilpotence lemma. Let G = µpk and G0 = µpk−1 ⊂ G for some integer k ≥ 2.
Suppose that G acts smoothly on a compact smooth manifold X . Denote by
λ : H∗G(X)→ H
∗
G0(X)
the restriction map.
Lemma 2.5. If α, β ∈ H∗G(X) satisfy λ(α) = λ(β) then α
pr = βp
r
for some r.
Proof. We first prove that for any δ ∈ Kerλ we have pδ = 0. Fixing some model
EG→ BG for the universal bundle of G, we can identify XG0 with EG×G0 X , so that
the map
q : XG0 → XG = EG×G X
inducing λ can be chosen to be a degree p covering (namely, the quotient by the residual
action of G/G0). This immediately implies that any nontrivial element in the kernel of
λ has order p. To prove this, let S∗ be the group of singular chains, define a ”trace” map
τ∗ : S∗(XG) → S∗(XG0) by sending a singular simplex s : ∆
r → XG to the sum of its p
different lifts ∆r → XG0 , and extend the definition linearly to singular chains; then τ∗ is
a morphism of complexes, and q∗τ∗ : S∗(XG)→ S∗(XG) is multiplication by p; dualising,
the map τ ∗ : S∗(XG0) → S
∗(XG) satisfies τ
∗q∗(α) = pα for every α ∈ S∗(XG). Now, if
λ([α]) = [q∗α] = 0 then p[α] = [τ ∗q∗α] = τ ∗[q∗α] = 0.
Let π : X → X/G be the quotient map. Consider the sheaf H∗G (resp. H
∗
G0
) of graded
rings on X/G defined by H∗G(U) = H
∗
G(π
−1(U)) (resp. H∗G0(U) = H
∗
G0
(π−1(U))) for
every open subset U ⊆ X/G (see [36, §3]). We have a commutative diagram of rings
(4) H∗G(X)
σ

λ
// H∗G0(X)
σ0

H0(X/G,H∗G)
µ
// H0(X/G,H∗G0),
where µ is defined by restriction similarly to λ and σ, σ0 are defined (also by restriction)
in [36, §3]. We next prove that for any β ∈ H0(X/G,H∗G) such that µ(β) = 0 we have
β2 = 0. We need for that to describe the stalks of H∗G and H
∗
G0
and the action of the
restriction map H∗G → H
∗
G0
at the level of stalks. Let y ∈ X/G and let x ∈ π−1(y) be
any preimage. Let G1 = Gx be the stabiliser of x. Clearly, either G1 ⊆ G0 or G1 = G. If
G1 ⊆ G0 then (H
∗
G)y ≃ H
∗(BG1), (H
∗
G0
)y ≃ (H
∗(BG1))
⊕p, and the natural restriction
map ρy : (H
∗
G)y → (H
∗
G0
)y can be identified with the diagonal inclusion. In particular,
ρy is injective in this case. If G1 = G then (H
∗
G)y ≃ H
∗(BG), (H∗G0)y ≃ H
∗(BG0), and
ρy : (H
∗
G)y → (H
∗
G0
)y can be identified with the map j
∗ in Lemma 2.3. The latter has
the property that for any a ∈ Ker j∗ we have a2 = 0. With these observations, the claim
is clear.
We next claim that if δ ∈ Ker λ then δp
r
= 0 for sufficiently big r. By the commu-
tativity of (4) if δ ∈ Kerλ then µ(σ(δ)) = 0, which by the previous claim implies that
σ(δ2) = σ(δ)2 = 0. Now the claim follows from [36, Prop. 3.2 and Remark 3.4].
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We are now ready to prove the lemma. Suppose that α, β ∈ H∗G(X) satisfy λ(α) =
λ(β), so that δ = β − α ∈ Ker λ. Let r be a natural number such that λp
r
= 0. Then
βp
r
= (α + δ)p
r
= αp
r
+
(
pr−1∑
j=1
(
pr
j
)
αjδp
r−j
)
+ δp
r
= αp
r
+ δp
r
= αp
r
,
because
(
pr
j
)
is divisible by p for any 1 ≤ j ≤ pr − 1. 
Lemma 2.6. Let G′ ⊆ G = µpk be any nontrivial subgroup. Let ν : H
∗
G(X) → H
∗
G′(X)
be the restriction map. If α, β ∈ H∗G(X) satisfy ν(α) = ν(β) then α
ps = βp
s
for some s.
Proof. Combine the previous lemma with induction on |G/G′|. 
2.5. Decomposing vector bundles according to characters. Let A be a finite
abelian group acting smoothly on a manifold X and let E → X be an A-equivariant
complex vector bundle. Recall that Â denotes the group Hom(A,C∗) of characters of A.
For any ξ ∈ Â we define EA,ξ to be the subbundle of E|XA consisting of those vectors on
which the action of A is given by multiplication by the character ξ. Namely,
EA,ξ = {v ∈ Ex | x ∈ X
A, α · v = ξ(α)v for every α ∈ A}.
Since A is abelian, the irreducible representations of A are one-dimensional. This implies
E|XA =
⊕
ξ∈Â
EA,ξ.
2.6. Rings generated by Chern classes. Let X be a smooth manifold endowed with
a smooth action of a finite group Γ. Let W1, . . . ,Ws be Γ-equivariant complex vector
bundles over X . Let A ⊆ Γ be a normal abelian subgroup. We denote by
CA(W1, . . . ,Ws) ⊆ H
∗(XA)
the subring generated by 1 and the Chern classes of the vector bundles {WA,ξj }, where
j and ξ run over the sets {1, . . . , s} and Â respectively. When A is trivial we usually
suppress it from the notation, so we write C(W1, . . . ,Ws) ⊆ H
∗(X).
Let G ⊆ Γ be any subgroup contained in the centralizer of A. Then XA is G-invariant
and the G-equivariant Chern classes of the bundles WA,ξj are naturally defined. We
denote by CGA(W1, . . . ,Ws) ⊆ H
∗
G(X
A) the G-equivariant counterpart of CA(W1, . . . ,Ws).
Namely, CGA(W1, . . . ,Ws) is the subring generated by 1 and the G-equivariant Chern
classes of the vector bundles {WA,ξj }, where j and ξ run over the sets {1, . . . , s} and Â
respectively. Again, if A is trivial we denote CGA(W1, . . . ,Ws) by C
G(W1, . . . ,Ws).
These definitions make sense more generally if each Wj is a Γ-equivariant complex
vector bundle over a Γ-invariant submanifold Yj ⊆ X containing X
A, where the subman-
ifolds Y1, . . . , Ys need not be equal to X and may even be different among themselves.
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2.7. Inverting the equivariant Euler class up to τk. Let k be any natural number,
let G = µpk and let H = µp ⊆ G. Let W be a complex vector bundle over a compact
smooth manifold X , and suppose that G acts complex linearly on W lifting a smooth
action on X . Suppose that WH = X , so that:
(1) the action of H on X is trivial, and
(2) for any x ∈ X , any h ∈ H \ {1} and any v ∈ Wx \ {0} we have h · v 6= v.
Define τk as in Subsection 2.3. We have:
Theorem 2.7. There exists some f ∈ CGH(W )[τk] ⊆ H
∗
G(X) and some positive integer
U such that eG(W )f = τUk .
Proof. We identify the group of characters of H with Z/p, by assigning to χ ∈ Z/p the
character ρχ : H → C
∗, ρχ(θ) = θ
χ. Define Wχ := W
H,ρχ. We have a decomposition as
a Whitney sum of complex vector bundles
W =
⊕
χ∈Z/p
Wχ.
Assumption (2) above implies that W0 = 0. If k is an integer we denote for convenience
Wk = Wk, where k is the class of k in Z/p. Then
C
G
H(W ) = C
G(W1, . . . ,Wp−1).
Since H acts trivially on X , we have XH = X × BH , so by Ku¨nneth there is a natural
inclusion
H∗(X)⊗H∗(BH) = H∗(X)[τ ]/{pτ = 0} −→ H∗H(X)
where τ corresponds to τ1 ∈ H
2(BH). Let rχ denote the (complex) rank of Wχ. For any
χ ∈ Z/p let Cχ = X×C denote the trivial line bundle over X with the action of H given
by h · (x, z) = (x, ρχ(h)z). By Lemma 2.2 the first H-equivariant Chern class of Cχ is
cH1 (Cχ) = χτ.
Let Wχ,0 =Wχ ⊗C−χ. Then H acts trivially on Wχ,0, so the H-equivariant Chern class
cHj (Wχ,0) can be identified with the usual (non equivariant) Chern class cj(Wχ,0) (which
of course coincides with cj(Wχ)) via the composition of maps
H∗(X) ∋ α 7→ α⊗ 1 ∈ H∗H(X)⊗H
0(BH) ⊆ H∗H(X)⊗H
∗(BH)→ H∗H(X).
Indeed, the Borel construction applied to Wχ,0 gives a vector bundle on XH which can
be identified with the pullback of Wχ via the projection map XH → X . We may thus
write, somewhat abusively, cHj (Wχ,0) = cj(Wχ), where here (and below) we implicitly
regard cj(Wχ) as a class in H
∗
H(X). Since Wχ =Wχ,0 ⊗ Cχ, we have
cHj (Wχ) = cj(Wχ) +
j∑
k=1
cj−k(Wχ)(χτ)
k
(
rχ − j + k
k
)
.
Hence cHj (Wχ) ∈ C(Wχ)[τ ]. These formulas also imply, using induction on j, that
cj(Wχ) ∈ C
H(Wχ)[τ ]. Hence we have:
(5) C(W1, . . . ,Wp−1)[τ ] = C
H(W1, . . . ,Wp−1)[τ ]
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Let r =
∑
rχ be the rank of W . We have
eH(W ) =
∏
χ∈(Z/p)×
eH(Wχ) =
∏
χ∈(Z/p)×
cHrχ(Wχ) =
∏
χ∈(Z/p)×
(
rχ∑
j=0
(χτ)jcrχ−j(Wχ)
)
,
so we may write
eH(W ) = aτ r + P
where a ∈ (Z/p)× and P is a polynomial in τ and the non-equivariant Chern classes
{cj(Wχ)}j≥0,χ∈(Z/p)×, all of whose monomials have at least one factor of the form cj(Wχ)
with j ≥ 1. In particular, there exists some natural number s such that P s+1 = 0
(because X is compact), so
ψH = a
−(s+1)
(
asτ rs +
s∑
j=1
(−1)jas−jτ r(s−j)P j
)
satisfies eH(W )ψH = τ
R, where R = r(s+ 1). Furthermore,
ψH ∈ C
H(W1, . . . ,Wp−1)[τ ]
by (5), so we may write
ψH = Q(τ, c
H
1 (W1), . . . , c
H
r1
(W1), . . . , c
H
1 (Wp−1), . . . , c
H
rp−1
(Wp−1)),
for some polynomial Q ∈ Z[x0, x1, . . . , xr].
Now let
ν : H∗G(X)→ H
∗
H(X)
be the restriction map and define
ψG := Q(τk, c
G
1 (W1), . . . , c
G
r0
(W1), . . . , c
G
1 (Wp−1), . . . , c
G
rp−1
(Wp−1)) ∈ H
∗
G(X).
Since ν(τk) = τ , ν(e
G(W )) = eH(W ) and ν(cGj (Wχ)) = c
H
j (Wχ), we have
ν(eG(W )ψG) = e
H(W )ψH = τ
R = ν(τRk ).
By Lemma 2.6, there exists some S such that
(eG(W )ψG)
S = τRSk .
Writing U = RS and f = eG(W )S−1ψSG, it follows that e
G(W )f = τUk , as desired. 
3. Localization
Let p be a prime and k a natural number. A pk-admissible tuple is a tuple of the form
(X,G,A, V1, . . . , Vr),
where:
• X is a closed smooth manifold, endowed with an almost complex structure J ,
• G is a finite p-group acting smoothly (but non necessarily effectively) on X and
preserving J ,
• A is an abelian normal subgroup of G such that XA 6= ∅,
• V1, . . . , Vr are G-equivariant complex vector bundles over X ,
FINITE SUBGROUPS OF HAM AND SYMP 17
subject to the following condition. Let N → XA be the normal bundle of the inclusion
in X , with the complex structure induced by J . Denote by ZG(A) the centralizer of A
in G. Then there exist a ZG(A)-invariant open and closed submanifold M ⊆ X
A and a
cohomology class
α ∈ CA(V1, . . . , Vr, N)
such that 〈[M ], α〉 is not divisible by pk.
The following is the main result of the present section.
Theorem 3.1. Let (X,G,A, V1, . . . , Vr) be a p
k-admissible tuple. Suppose that there
exists some h ∈ ZG(A) whose class [h] in G/A is G-invariant and has order p
k. Then
there exists some 0 ≤ i < k such that setting A′ = 〈A, hp
i
〉 the tuple (X,G,A′, V1, . . . , Vr)
is pk-admissible.
Proof. Let M be an open and closed submanifold of XA such that M is preserved by the
action of ZG(A) and such that there exists some α ∈ CA(V1, . . . , Vr, N) whose pairing
〈[M ], α〉 is not divisible by pk. Suppose that h ∈ ZG(A) has the property that [h] ∈ G/A
is G-invariant and [h] has order pk in G/A, so hp
k
∈ A. Define these subgroups of G:
Γ0 ⊂ Γ1 ⊂ · · · ⊂ Γk ⊆ G, Γj := 〈h
pk−j〉 ⊆ G.
The action of Γ := Γk on X preserves M . Since Γ0 ⊆ A, the action of Γ0 on M is
trivial, so the action of Γ on M induces an action of Γ/Γ0 ≃ Z/p
kZ (which need not be
effective).
To simplify the notation, denote by
E1, . . . , Eu
the collection of all vector bundles on M of the form V A,ξi |M for some i and ξ ∈ Â, or
NA,ξ|M for some ξ ∈ Â, where N is the normal bundle of the inclusion X
A ⊆ X . Then
we have
α ∈ C(E1, . . . , Eu).
For any x ∈MΓj define
mdj(x) = (dimR TxM
Γ0 , dimR TxM
Γ1 , . . . , dimR TxM
Γj ) ∈ Zj+1
(”md” stands for multi-dimension), and for any µ ∈ Zj+1 let
Mµ = {x ∈MΓj | mdj(x) = µ}.
Define also for any i ≥ 1 the vector bundle
Ni =
TMΓi−1 |MΓi
TMΓi
.
The bundle N i inherits from J a structure of complex vector bundle. The normal bundle
NMΓj⊆M of the inclusion M
Γj ⊆M satisfies
NMΓj⊆M ≃
j⊕
i=1
Ni|MΓj .
In terms of this notation, we have the following.
18 IGNASI MUNDET I RIERA
Lemma 3.2. There exists some 1 ≤ l ≤ k, some µ ∈ Zl+1, and some cohomology class
β ∈ CΓl(E1, . . . , Eu, N1, . . . , Nl)
such that 〈[Mµ], β〉 is not divisible by pk. In particular Mµ, and hence MΓl , is nonempty.
The proof of Lemma 3.2 is given in Subsection 3.1 below. We now prove how the
lemma implies Theorem 3.1. Let l, µ, β be the output of Lemma 3.2. We are going to
prove that if A′ = 〈A,Γl〉 = 〈A, h
pk−l〉 then (X,G,A′, V1, . . . , Vr) is p
k-admissible.
Since A is normal in G and the class of h in G/A is G-invariant, A′ is a normal
subgroup of G. Since MΓl 6= ∅ and M ⊆ XA, we have XA
′
6= ∅. We next observe that
Mµ is open and closed in XA
′
. To prove this it suffices to check that Mµ is open and
closed in MΓl (since M on its turn is open and closed in XA), and this follows from the
fact that the map mdl :M
Γl → Zl+1 is locally constant.
The submanifold Mµ ⊆ X is preserved by the action of ZG(A
′). This follows from the
next two observations. First, M ⊂ X is preserved by ZG(A) and ZG(A
′) ⊆ ZG(A), hence
MΓl is preserved by ZG(A
′). Second, the fact that [h] ∈ G/A is G-invariant implies that
the map mdl : M
Γl → Zl+1 is ZG(A
′)-invariant.
Now let N be the normal bundle of the inclusion Mµ ⊆ X . We claim that
(6) β ∈ CA′(V1, . . . , Vr, N).
Since by Lemma 3.2 we have 〈[Mµ], β〉 /∈ pkZ, (6) implies that (X,G,A′, V1, . . . , Vr) is
pk-admissible. The inclusion (6) is a consequence of
CΓl(E1, . . . , Eu, N1, . . . , Nl) ⊆ CA′(V1, . . . , Vr, N),
which follows from the product formula for the Chern class of a direct sum of vector
bundles and these two facts:
• for any j and ξ ∈ Γ̂l the vector bundle E
Γl,ξ
j is the direct sum of vector bundles of
the form V A
′,η
i , for any i and any η ∈ Â
′, and of the form NA
′,η for any η ∈ Â′; this
follows from the definition of the bundles E1, . . . , Ev, and the fact that E
Γl,ξ
j ⊆ Ej
is preserved by the action of A′ (which on its turn follows from the fact that A
acts on Ej by homotheties);
• for any j ≤ l and ξ ∈ Γ̂l the vector bundle N
Γl,ξ
j is the direct sum of vector bundles
of the form NA
′,η for any η ∈ Â′; this follows from the fact that NΓl,ξj ⊆ N is
A′-invariant (which is a consequence of the assumption that [h] ∈ G/A is G-
invariant).
The proof of Theorem 3.1 is now complete. 
3.1. Proof of Lemma 3.2. We first introduce some notation.
Denote Ki = Γ/Γi.
For any group G acting on a space X and every character χ ∈ Ĝ, Cχ is the trivial line
bundle Cχ = X × C endowed with the action of G defined by the formula γ · (x, z) =
(γ · x, χ(γ)z).
Since Γ is abelian, for every j the inclusion Γj ⊂ Γ induces by restriction a surjective
morphism of character groups rj : Γ̂ → Γ̂j. Choose, for each j, a set theoretical section
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ψj : Γ̂j → Γ̂ of rj. We emphasize that we do not require any compatibility relation
between the morphisms ψj for different values of j. Define, for every i, j and any ξ ∈ Γ̂j ,
the following Γ-bundle over MΓj :
Fi(Γj , ξ) = E
Γj ,ξ
i ⊗ Cψj(ξ)−1 ,
where we are using multiplicative notation in Γ̂. The effect of tensoring EΓj ,ξ by Cψj(ξ)−1
is to trivialize the action of Γj. Hence, the natural action of Γ on Fi(Γj, ξ) factors through
an action of Kj , which lifts the action of Kj on M
Γj . Similarly, we define for every i ≤ j
(7) Ri(Γj, ξ) = N
Γj ,ξ
i ⊗ Cψj(ξ)−1 ,
which again can be seen as a Γ-bundle or a Kj-bundle over M
Γj .
Let ρj : Γ̂j → Γ̂j−1 be the restriction map. Take an arbitrary element η ∈ Γ̂j and let
ξ = ρj(η). Since the characters ψj(η) ∈ Γ̂j and ψj−1(ξ) ∈ Γ̂j−1 extend η and ξ respectively
and the restriction of η to Γj−1 coincides with ξ, the character ψj(η)ψj−1(ξ)
−1 is trivial
on Γj−1. Hence, it induces a character of Kj−1, which we denote by ρ(η, ξ). For any j
and any ξ ∈ Γ̂j−1 we have the following equalities between Kj−1-bundles:
(8) Fi(Γj−1, ξ)|MΓj =
⊕
ρj(η)=ξ
Fi(Γj, η)⊗ Cρ(η,ξ),
and
(9) Ri(Γj−1, ξ)|MΓj =
⊕
ρj(η)=ξ
Ri(Γj , η)⊗ Cρ(η,ξ).
After these preliminaries, we proceed to prove Lemma 3.2. The main ingredient of the
proof will be an inductive argument, which is the content of Lemma 3.3 below.
We now prepare the setting to run the inductive process.
Since α ∈ C(E1, . . . , Eu), we may write α as a sum of monomials on the Chern classes
of the bundles Ei, and the hypothesis of the lemma implies that the pairing of [M ] with
at least one of these monomials yields an integer that is not divisible by pk. We then
replace α by this monomial, so we have
α =
v∏
l=1
cjl(Eil)
and the pairing 〈[M ], α〉 is not divisible by pk. Let µ0 =
∑v
l=1 2jl. Since the degree of
α is µ0, we have 〈[M ], α〉 = 〈[M
µ0 ], α〉 , so 〈[Mµ0 ], α〉 is not divisible by pk. Using the
splitting Ei ≃
⊕
ξ∈Γ̂0
EΓ0,ξi and the multiplicativity of the total Chern class with respect
to Whitney sum, and expanding, it follows that there exists some cohomology class
α0 =
v0∏
l=1
cj0,l
(
E
Γ0,ξ0,l
i0,l
)
such that
(10) 〈[Mµ0 ], α0〉 is not divisible by p
k.
20 IGNASI MUNDET I RIERA
Let
γ0 :=
∏
l
cK0j0,l
(
Fi0,l(Γ0, ξ0,l)
)
∈ H∗K0(M
µ0).
Let π0 : M
µ0 → {∗} the map to a point. Then
(π0)
K0
∗ (γ0) ∈ H
0(BK0) ≃ Z,
and it follows from (10) and property (P4) of §2.1 applied to the inclusion of groups
{1} →֒ K0 that π
K0
∗ (γ0) is generic in the sense of Section 2. Now we apply repeatedly
the following lemma, beginning at s = 0 and stopping as soon as we fall in case (I), in
which case the proof of Lemma 3.2 is completed.
Lemma 3.3. Let s ≥ 0. Suppose there is some µ = (µ0, . . . , µs) ∈ Z
s+1 and a class
γs =
∏
l
cKsjs,l
(
Fis,l(Γs, ξs,l)
)∏
l
cKsj′s,l
(
Ri′s,l(Γs, ξ
′
s,l)
)
∈ H∗Ks(M
µ),
where i′s,l ≤ s for every l (it should be understood that when s = 0 no bundle of the type
Rj appears in the formula) such that, letting πs : M
µ → {∗} denote the map to a point,
the cohomology class (πs)
Ks
∗ (γs) ∈ H
∗(BKs) is generic. Then there exists an integer µs+1
such that, letting ν = (µ0, . . . , µs, µs+1), at least one of the following two properties holds
true:
(I) there exists some β ∈ CΓs+1(E1, . . . , Eu, N1, . . . , Ns+1) such that 〈[M
ν ], β〉 is not
divisible by pk, or
(II) denoting by πs+1 :M
ν → {∗} the map to a point, there exists a class
γs+1 =
∏
l
c
Ks+1
js+1,l
(
Fis+1,l(Γs+1, ξs+1,l)
)∏
l
c
Ks+1
j′s+1,l
(
Ri′s+1,l(Γs+1, ξ
′
s+1,l)
)
in H∗Ks+1(M
ν) such that (πs+1)
Ks+1
∗ (γs+1) is generic and i
′
s+1,l ≤ s+1 for every l.
Proof. Since (πs)
Ks
∗ (γs) ∈ H
∗(BKs) is generic, Lemma 2.4 implies that the action of
Ks on M
µ is not free, so there is some subgroup K ′ ⊆ Ks such that K
′ 6= {1} and
(Mµ)K
′
6= ∅. Since any subgroup K ′ ⊆ Ks different from {1} contains the projection of
Γs+1 to Ks = Γ/Γs, it follows that (M
µ)Γs+1 6= ∅. For any n ∈ Z≥0 let
Mµn =
⋃
X⊆Mµ connected component
dimRX=n,X∩(M
µ)
Γs+1 6=∅
X,
and let
Mµ−1 =M
µ \
⋃
n≥0
Mµn .
Note that for each k ≥ −1 the subset Mµk ⊆M
µ is Ks-invariant. Since the action of Ks
on Mµ−1 is free, (πs)
Ks
∗ (γs|Mµ−1) is not generic. Since
γs|Mµ =
∑
k≥−1
γs|Mµk
(where γs|Mµk ∈ H
∗
Ks(M
µ) is meant to be zero on Mµ \ Mµk ), it follows that there is
some µs+1 ∈ Z≥0 such that (πs)
Ks
∗ (γs|Mµµs+1 ) is generic. Let ν = (µ0, . . . , µs, µs+1), let
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ιs : M
ν → Mµ be the inclusion and let πs+1 : M
ν → {∗} be the projection to a point.
Since Mν = Mµµs+1 ∩M
Γs+1 , the action of Ks on
(Mµµs+1)
∗ =Mµµs+1 \M
ν
is free. Let θ : Ks → C
∗ be an injective morphism and let
τ = cKs1 (EKs ×θ C) ∈ H
2
Ks(BKs).
We also denote by τ the pullback of this cohomology class to H∗Ks(M
µ) via the morphism
induced by the projection πs. Since the action of Ks on (M
µ
µs+1)
∗ is free, HvKs((M
µ
µs+1)
∗)
vanishes for big enough v. Hence there exists some r such that
τ rγs|(Mµµs+1)∗ = 0.
The long exact sequence in equivariant cohomology for the pair (Mµµs+1 , (M
µ
µs+1
)∗) implies
that τ rγs belongs to the image of the map
H∗Ks(M
µ
µs+1
, (Mµµs+1)
∗)→ H∗Ks((M
µ
µs+1
)∗).
By (P3) in §2.1 there exists some λs ∈ H
∗
Ks(M
ν) such that τ rγs = (ιs)
Ks
∗ (λs) so
ι∗s(τ
rγs) = λs e
Ks(Ns+1|Mν).
According to Theorem 2.7 there exists
f ∈ CKs({N
Γs+1,χ
s+1 }χ∈Γ̂s+1)[τ ] ⊆ H
∗
Ks(M
ν)
and some nonnegative integer U such that
λs e
Ks(Ns+1|Mν)f = τ
Uλs.
Then
(πs+1)
Ks
∗ (ι
∗
s(τ
rγs)f) = (πs+1)
Ks
∗ (τ
Uλs)
= τU (πs+1)
Ks
∗ (λs) by the product formula, (P2) in §2.1
= τU (πs ◦ ιs)
Ks
∗ (λs) since πs+1 = πs ◦ ιs
= τU (πs)
Ks
∗ (τ
rγs)
= τU+r(πs)
Ks
∗ (γs),
so (πs+1)
Ks
∗ (ι
∗
s(τ
rγs)f) is generic. By (7),
CKs({NΓs+1,χs+1 }χ∈Γ̂s+1)[τ ] = C
Ks({Rs+1(Γs+1, χ)}χ∈Γ̂s+1)[τ ],
so we may write
f = τ e1f1 + τ
e2f2 + . . . ,
where each fi is a monomial on the Ks-equivariant Chern classes of the bundles
{Rs+1(Γs+1, χ)}χ∈Γ̂s+1.
Since (πs+1)
Ks
∗ (ι
∗
s(τ
rγs)f) is generic, by the product formula and the basic properties of
generic elements inH∗(BKs), there exists some w such that (πs+1)
Ks
∗ (ι
∗
s(γs)fw) is generic.
We may write
ι∗s(γs)fw =
∏
l
cKsjs,l
(
Fis,l(Γs, ξs,l)
)∏
l
cKsj′s,l
(
Ri′s,l(Γs, ξ
′
s,l)
)∏
l
cKsj′′s,l
(
Rs+1(Γs, ξ
′′
s,l)
)
,
where the factors in the first two products are implicitly restricted to Mν .
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By formulas (8) and (9) we have
cKsj (Fi(Γs, ξ))|Mν ∈ C
Ks({Fi(Γs+1, χ)}χ∈Γ̂s+1)[τ ]
for every j, i, ξ and similarly
cKsj (Ri(Γs, ξ))|Mν ∈ C
Ks({Ri(Γs+1, χ)}χ∈Γ̂s+1)[τ ]
for every j, i ≤ s+ 1, ξ. Consider the following collection of vector bundles over Mν :
B = {Fi(Γs+1, χ)}i,χ∈Γ̂s+1 ∪ {Ri(Γs+1, χ)}i≤s+1,χ∈Γ̂s+1.
We have
ι∗s(γs)fw ∈ C
Ks(B)[τ ],
so we may write
ι∗s(γs)fw = τ
d1g1 + τ
d2g2 + . . .
where each gi is a monomial on the Ks-equivariant Chern classes of the bundles in B.
For at least one z, the class (πs+1)
Ks
∗ (gz) is generic. Write
gz =
∏
l
cKsjs+1,l
(
Fis+1,l(Γs+1, ξs+1,l)
)∏
l
cKsj′s+1,l
(
Ri′s+1,l(Γs+1, ξ
′
s+1,l)
)
∈ H∗Ks(M
ν).
Now we distinguish two cases.
Suppose first that deg gz is equal to dimM
ν . In that case we define
β :=
∏
l
cjs+1,l
(
E
Γs+1,ξs+1,l
is+1,l
)∏
l
cj′s+1,l
(
N
Γs+1,ξ′s+1,l
i′s+1,l
)
and by property (P4) of §2.1 applied to the inclusion of groups {1} →֒ Ks we may identify
(πs+1)
Ks
∗ (gz) ∈ H
0(BKs) ≃ Z
with the paring 〈[Mν ], β〉. Since the former is generic, it follows that 〈[Mν ], β〉 is not
divisible by pk−s = |Ks|, so a fortiori it is not divisible by p
k. Hence we fall in case (I)
of the statement of the lemma.
Now suppose that deg gz > dimM
ν and define
γs+1 =
∏
l
c
Ks+1
js+1,l
(
Fis+1,l(Γs+1, ξs+1,l)
)∏
l
c
Ks+1
j′s+1,l
(
Ri′s+1,l(Γs+1, ξ
′
s+1,l)
)
∈ H∗Ks+1(M
ν).
Let ρ : Ks → Ks+1 be the natural projection map, and let ρ
∗
M : H
∗
Ks+1
(Mν)→ H∗Ks(M
ν),
ρ∗ : H∗(BKs+1) → H
∗(BKs) be the maps induced by ρ (for the first map, recall that
the action of Ks on M
ν factors through ρ). Then we have ρ∗Mγs+1 = gz. By (P4) in §2.1,
ρ∗((πs+1)
Ks+1
∗ (γs+1)) = (πs+1)
Ks
∗ (gz).
Since (πs+1)
Ks
∗ (gz) ∈ H
∗(BKs) is generic, in particular it is nonzero, which implies that
(πs+1)
Ks+1
∗ (γs+1) is nonzero. On the other hand,
(πs+1)
Ks+1
∗ (γs+1) ∈ H
>0(BKs+1)
because deg γs+1 = deg gz > M
ν . Since a class in H>0(BKs+1) is generic if and only if
it is nonzero, it follows that (πs+1)
Ks+1
∗ (γs+1) is generic. So we fall in case (II) of the
lemma, and the proof is complete. 
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4. Finite p-groups
This section contains several results on finite p-groups that will be used in the proof
of Theorem 1.11. Before going to the results, we introduce some notation.
For any finite group G we define
α(G) := min{[G : A] | A ⊆ G abelian subgroup}.
We denote by e(G) the exponent of G (the least common multiple of the orders of its
elements). For a finite abelian group A we denote by rk(A) the minimal number of
elements needed to generate A. The rank of a finite group G, denoted rk(G), is by
definition the maximum of rk(A) as A runs over the set of all abelian subgroups of G.
If p is a prime number and G is a finite p-group then rk(G) coincides with the biggest r
such that G contains a subgroup isomorphic to (Z/p)r.
Throughout this section we use additive notation for finite abelian groups, and mul-
tiplicative notation for not necessarily abelian groups (such as automorphism groups of
abelian groups).
4.1. Abelian subgroups of finite p-groups of bounded rank. The main result of
this subsection is the following theorem.
Theorem 4.1. Let a, r be natural numbers and let p be a prime. Suppose that G is
a finite p-group satisfying rk(G) ≤ r and α(G) > a18r
5
. Then there exist subgroups
B E Γ ⊆ G such that B is abelian, Γ/B is cyclic, and α(Γ) > a.
In the proof of theorem we will need the following four lemmas, the first three of which
are well known. The proof of Theorem 4.1 is given after Lemma 4.5.
In what follows, p denotes an arbitrary prime. The first lemma is well known (see e.g.
[37, §5.2.3]) and will be used several times.
Lemma 4.2. Let B be a maximal abelian normal subgroup of a finite p-group G. Then
the action by conjugation on B identifies G/B with a subgroup of Aut(B).
The following lemma gives an upper bound on the size of a finite p-group in terms of
the rank and the exponent. Such bounds have been much studied in the literature. We
give a simple argument for completeness, but much better bounds can be obtained using
more elaborated arguments (see for example [39]).
Lemma 4.3. If G is a finite p-group satisfying rk(G) = r and e(G) = pd then |G| ≤ p2dr
2
.
Proof. Let B ⊆ G be a maximal abelian normal subgroup. Since rk(B) ≤ r and e(B) ≤
pd, we have |B| ≤ prd. A theorem of Hall (see e.g. [37, §5.3.3]) implies that the order
of Aut(B) divides pr
2(d−1)|GLr(Fp)| = p
r2(d−1)(pr − 1)(pr− p) . . . (pr − pr−1). Hence, any
Sylow p-subgroup S ⊆ Aut(B) satisfies
|S| ≤ pr
2(d−1)p1+2+···+(r−1) = pr
2(d−1)p
r(r−1)
2 = p
r(2rd−r−1)
2 .
By Lemma 4.2 we can identify G/B with a p-subgroup of Aut(B). Consequently,
|G| = |B| · |G/B| ≤ prdp
r(2rd−r−1)
2 ≤ p2dr
2
.

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The following is Gorchakov–Hall–Merzlyakov–Roseblade’s lemma (see [38, Lemma 5]).
Lemma 4.4. Let B be a finite abelian p-group and let r = rk(B). We have
rk(Aut(B)) ≤ r(5r − 1)/2.
The proof of the following lemma was kindly supplied to us by A. Jaikin.
Lemma 4.5. Suppose that B E Γ are finite p-groups, with B abelian, and that the
morphism Γ/B → Aut(B) given by conjugation is injective. Let r = rk(B). Then
α(Γ) ≥ |Γ/B|
1
r .
Proof. Let A be an arbitrary abelian subgroup of Γ. Since B has rank r, we can choose
characters λ1, . . . , λr ∈ B̂ = Hom(B,C
∗) such that
⋂r
i=1Ker λi = {1}. Let C = B/A∩B.
To each a ∈ A/A ∩ B we associate the r-tuple (a1, . . . , ar) ∈ (Ĉ)
r by means of ai(b) =
λi([a, b]). Since the centraliser of B in A is A∩B, different elements of A/A∩B correspond
to different r-tuples. Thus
|A/A ∩ B| ≤ |(Ĉ)r| = |C|r.
Let G be the subgroup of Γ generated by A and B. Since B is normal in G, G = AB.
Thus [G : A] = [B : A ∩ B] and [G : B] = [A : A ∩B]. Hence we obtain
[Γ : A] = [Γ : G][G : A] = [Γ : G][B : A ∩B] ≥
≥ [Γ : G][A/A ∩B]1/r ≥ ([Γ : G][G : B])1/r = [Γ : B]1/r,
which is what we wanted to prove. 
We are now ready to prove Theorem 4.1. Let a, r be natural numbers, and let p be a
prime. Let G be a finite p-group satisfying rk(G) ≤ r and α(G) > a18r
5
. Let BEG be a
maximal normal abelian subgroup. By Lemma 4.2, the action of G on B by conjugation
induces an injective morphism c : G/B → Aut(B). We have
|G/B| ≥ α(G) > a18r
5
.
By Lemma 4.4, rk(G/B) ≤ 3r2. Lemma 4.3 implies that
e(G/B) ≥ |G/B|
1
2 rk(G/B)2 > (a18r
5
)
1
18r4 = ar.
Since G/B is a p-group, the exponent of G/B coincides with the maximum of the orders
of its elements. So there exists some element γ ∈ G/B whose order satisfies ord(γ) > ar.
Let Z = 〈γ〉 ⊆ G/B and let π : G → G/B be the quotient map. Define Γ := π−1(Z).
Then the groups B E Γ satisfy the hypothesis of Lemma 4.5, so
α(Γ) ≥ |Γ/B|
1
r = |Z|
1
r = ord(γ)
1
r > a.
This completes the proof of the theorem.
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4.2. Some technical results. We begin recalling a well known and elementary lemma.
Lemma 4.6. Let B be a finite abelian p-group, let Φ ⊆ Aut(B) be a p-subgroup, and let
A ⊂ B be a Φ-invariant proper subgroup. There exists some h ∈ B whose class in B/A
is Φ-invariant and has order p.
Proof. Consider the natural action of Φ on B/A. The element [0] ∈ B/A is fixed by Φ,
so its orbit has one element. Since |B/A| is divisible by p, there must be some nontrivial
[g] ∈ B/A whose orbit consists also of a unique element. Let pe be the order of [g]. Then
h := pe−1g has the desired properties. 
Our aim in this section is to generalize the previous lemma so as to obtain elements
whose class in B/A is Φ-invariant and has order pk, where k is an arbitrary natural
number. Actually, we will generalize a weaker form of the lemma, in which Φ is required
to act trivially on B/pB. To state the result we introduce some notation.
Suppose that B is a finite abelian p-group, and k is a natural number. Define
Aut(k)(B) = {φ ∈ Aut(B) | φ(g) ∈ g + p
kB for all g ∈ B}.
The binomial formula implies that for any φ ∈ Aut(k)(B) we have φ
p ∈ Aut(k+1)(B)
(write φ = Id+ψ, where ψ(g) ∈ pkB for every g; then φp = Id+
∑
k≥1
(
p
k
)
ψk). Since
Aut(k)(B) = {1} for big enough k, it follows that Aut(k)(B) is a p-group.
We are now ready for our generalization of Lemma 4.6.
Theorem 4.7. Let B be a finite abelian p-group, let r = rk(B), and let k be a natural
number. Let A ⊆ B be an Aut(k)(B)-invariant subgroup. There exists some h ∈ B whose
class in B/A is Aut(k)(B)-invariant and has order p
k, unless |B/A| ≤ pr(k−1).
We remark that the condition that hA ∈ B/A is Aut(k)(B)-invariant implies that
〈A, nh〉 ⊆ B is Aut(k)(B)-invariant for every n ∈ Z.
Proof. Let {b1, . . . , br} be a generating set of B and define, for every i,
ci = min{j ∈ Z≥0 | p
jbi ∈ A}.
Let c = max{c1, . . . , cr}.
Suppose that c ≥ k. We prove that in this case there exists some h ∈ B with the
desired properties. Suppose that c = ci and define
h = pci−kbi = p
c−kbi.
Let us check that [h] ∈ B/A is Aut(k)(B)-invariant. Equivalently, we have to prove that
φ(h) ∈ h+ A for all φ ∈ Aut(k)(B). Let φ ∈ Aut(k)(B). We have
φ(bi) = bi + p
k(m1b1 + · · ·+mrbr)
for some m1, . . . , mr ∈ Z, so
φ(h) = φ(pc−kbi) = p
c−kbi + p
c(m1b1 + · · ·+mrbr) ∈ h+ A
because pcbj ∈ A for every j. The order of [h] ∈ B/A is a power of p, so it follows from
the definitions of c and h that [h] has order pk.
Hence if h does not exist then c ≤ k − 1. But in that case the map
(Z/pk−1)r ∋ (l1, . . . , lr) 7→
∑
libi ∈ B/A
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is well defined and surjective, so |B/A| ≤ pr(k−1). 
We will later use the following lemma.
Lemma 4.8. Let B be a finite abelian p-group and let k be a natural number. Then
Aut(k)(B) is a normal p-subgroup of Aut(B), so it is contained in any Sylow p-subgroup
of Aut(B). Let r = rk(B) and let Aut(B)p ⊆ Aut(B) be a Sylow p-subgroup. We have
[Aut(B)p : Aut(k)(B)] ≤ p
kr2.
Proof. The subgroup pkB ⊆ B is characteristic, so Aut(k)(B) is a normal subgroup of
Aut(B). Moreover, the quotient Aut(B)/Aut(k)(B) can be identified with a subgroup of
Aut(B/pkB). By the arguments in the proof of Lemma 4.3, if S ⊆ Aut(B/pkB) is a p-
subgroup then |S| ≤ pkr
2
, so [Aut(B)p : Aut(k)(B)] = |Aut(B)p/Aut(k)(B)| ≤ p
kr2. 
5. Vector bundles with nonzero Euler number
The main purpose of this section is to prove Theorem 1.11.
5.1. Preliminaries.
Lemma 5.1. Let X be a manifold, let p be a prime, and let G be a finite p-group acting
continuously on X. We have∑
j
bj(X
G;Fp) ≤
∑
j
bj(X ;Fp).
In particular, the number of connected components of XG is at most
∑
j bj(X ;Fp).
Proof. If |G| = p then the statement follows from [3, Theorem III.4.3]. For general G use
ascending induction on |G|. In the induction step, choose a central subgroup G0 ⊂ G of
order p and apply the inductive hypothesis to the action of G/G0 on X
G0. 
The following classical theorem of Camille Jordan was already mentioned in the intro-
duction (see [17], and [13, 25] for modern proofs).
Theorem 5.2 (Jordan). For any natural number n there is some constant Jorn such that
any finite subgroup G ⊂ GL(n,R) has an abelian subgroup A satisfying [G : A] ≤ Jorn .
Corollary 5.3. Let X be an m-dimensional connected smooth manifold and let G be
a finite group acting smoothly and effectively on X. If XG 6= ∅ then there exists an
abelian subgroup A ⊆ G such that [G : A] ≤ Jorm. If furthermore m = 2n and there is a
G-invariant almost complex structure on X then A can be generated by n elements.
Proof. Take a G-invariant Riemannian metric ν on X . For any subgroup H ⊆ G and
any x ∈ XH the exponential map expνx : TxX → X is H-equivariant and induces a
diffeomorphism between a neighborhood of 0 in TxX and a neighborhood of x in X .
Hence, XH is a smooth submanifold of X , and XH 6= X unless H = {1}, because G acts
effectively. Since X is connected, we deduce that XH has empty interior unless H = {1}.
So for any x ∈ XG the derivative of the action of G at x induces an injective morphism
G →֒ GL(Tx): indeed, if the action of some nontrivial element g ∈ G on TxX were trivial,
then by the G-equivariance of expνx : TxX → X there would exist some neighbourhood
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of x on which g would act trivially and X〈g〉 would have nonempty interior. Since
GL(TxX) ≃ GL(m,R), the first part of the corollary follows from Theorem 5.2. Finally,
if there is a G-invariant almost complex structure on X then A can be identified with
an abelian subgroup of U(n), and this immediately implies that A can be generated by
n elements. 
We will use the following theorem of Mann and Su, see [20, Theorem 2.5].
Theorem 5.4. For any compact manifold X there exists some integer r ∈ Z depending
only on H∗(X) with the property that for any prime p and any elementary p-group (Z/p)s
admitting an effective action on X we have s ≤ r.
5.2. Proof of Theorem 1.11. Let (X, J) be an almost complex, compact, connected
and orientable manifold, let E → X be a complex vector bundle satisfying rkR(E) =
dimRX and assume that 〈[X ], e(E)〉 6= 0.
Let E∗ ⊂ E be the complementary of the zero section, and let S(E) be the sphere
bundle of E, defined as the quotient of E∗ by the action of R>0 given by multiplication.
Any finite group acting effectively on E by vector bundle automorphisms acts also effec-
tively on S(E). Let r be the number given by Mann and Su’s Theorem 5.4 applied to
S(E). The cohomology of H∗(S(E)) can be computed in terms of H∗(X) and the Euler
class e(E) by Gysin, and e(E) is uniquely determined by 〈[X ], e(E)〉, so r can be chosen
to depend only on H∗(X) and 〈[X ], e(E)〉.
Fix some prime p. Define the natural number k by the condition that pk is the smallest
power of p not dividing 〈[X ], e(E)〉. Consider a finite p-group G acting smoothly and
effectively on E by vector bundle automorphisms, and lifting an action on X which
preserves J . It follows from the definition of r in the previous paragraph that
rk(G) ≤ r.
We will prove the theorem in two steps.
Step 1. Suppose that G sits in an exact sequence
(11) 1 −→ B −→ G
pi
−→ H −→ 1,
where B is an abelian normal subgroup of G and H is cyclic. The action of G on B by
conjugation induces a morphism c : H → Aut(B). Define
H0 := c
−1(Aut(k)(B))
if k > 1 (see Section 4.2) and H0 := H if k = 1. By Lemma 4.8,
(12) [H : H0] ≤ p
kr2 if k > 1, [H : H0] = 1 if k = 1.
Let G0 = π
−1(H0). The tuple (X,G0, {1}, E) is p
k-admissible in the sense of Section 3.
Lemma 5.5. There exists an abelian subgroup A0 ⊆ B, such that:
(1) A0 is normal in G0;
(2) XA0 6= ∅, and there exists some cohomology class α ∈ CA0(E,N), where N is the
normal bundle of the inclusion XA0 ⊆ X, and an open and closed submanifold
M ⊆ XA0
such that 〈[M ], α〉 is not divisible by pk;
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(3) [B : A0] ≤ p
r(k−1).
Proof. Let A0 be the set of subgroups of B satisfying (1) and (2). We have {1} ∈ A0.
We claim that any maximal element of A0 satisfies (3). To prove this we consider two
cases. If k > 1 then this follows from Theorems 4.7 and 3.1. If k = 1 it follows from
Lemma 4.6 (with Φ given by the adjoint action of G0) and Theorem 3.1. 
Let A0 ⊆ B be one of the subgroups given by Lemma 5.5. Since A0 is normal in G0,
the action of G0 on X preserves X
A0 . Let G1 ⊆ G0 be the subgroup consisting of those
elements that preserve each connected component of XA0 (in particular, G1 preserves
M). By Lemma 5.1 we have
|π0(X
A0)| ≤ b(X ;Fp) :=
∑
j
bj(X ;Fp),
so
(13) [G0 : G1] ≤ b(X ;Fp)!.
Define the following sets of characters of A0:
ΞE = {ξ ∈ Â0 | E
A0,ξ|M 6= 0}, ΞN = {ξ ∈ Â0 | N
A0,ξ|M 6= 0}.
Let
m = dimRX = rkRE.
Since the decomposition of the fibers of E|M and N |M in irreducible representations of
A0 is locally constant (because A0 is finite), we may bound
|ΞE| ≤
rkR(E)
2
|π0(M)| ≤
m
2
· b(X ;Fp),
and |ΞN | can be bounded above by the same quantity. Since A0 is a normal subgroup of
G1, conjugation in G1 induces an action of G1 on Â0 which preserves the set ΞE ∪ ΞN
because the action of A0 on E and N extends to an action of G1. Let G2 ⊆ G1 be the
subgroup fixing each element of ΞE ∪ ΞN . We have
(14) [G1 : G2] ≤ (m · b(X ;Fp))!.
It follows from the definition that for any ξ ∈ ΞE the action of G2 on E|M preserves the
subbundle EA0,ξ|M ⊆ E|M , and the same holds replacing E by N .
Now let
{V1, . . . , Vr} = {E
A0,ξ|M}ξ∈ΞE ∪ {N
A0,ξ}ξ∈ΞN .
For each j the action of G2 on M lifts to an action on Vj, and we may identify α with an
element of C(V1, . . . , Vr). Let γ be a generator of the cyclic subgroup H2 := π(G2) ⊆ H0,
let g ∈ π−1(γ) be any element, and let K = 〈g〉 ⊆ G2, so that π(K) = H2. Then
(M,K, {1}, V1, . . . , Vr) is a p
k-admissible tuple.
Arguing similarly as in the proof of Lemma 5.5, using Theorems 3.1 and 4.7 if k > 1,
and Theorem 3.1 and Lemma 4.6 (with Φ = {1}) if k = 1, we deduce the existence of
an abelian subgroup A1 ⊆ K satisfying [K : A1] ≤ p
k−1 and MA1 6= ∅.
Let Γ = 〈A0, A1〉. We have [G : Γ] = [B : B ∩ Γ][H : π(Γ)]. On the other hand,
[B : B ∩ Γ] ≤ [B : A0] ≤ p
r(k−1),
FINITE SUBGROUPS OF HAM AND SYMP 29
because A0 ⊆ Γ and (3) in Lemma 5.5. We have
[H2 : π(Γ) ∩H2] ≤ [K : A1]
because π : K → H2 is a surjection and π(A1) ⊆ π(Γ) ∩H2. Consequently if k > 1 we
may bound, using in particular the first part of (12),
[H : π(Γ)] ≤ [H : π(Γ) ∩H2]
= [H : H2][H2 : π(Γ) ∩H2]
≤ [H : H0][H0 : H2][K : A1]
≤ pkr
2
[G0 : G2]p
k−1
≤ pkr
2
b(X ;Fp)!(m · b(X ;Fp))!p
k−1,
and hence
[G : Γ] ≤ pr(k−1)pkr
2
b(X ;Fp)!(m · b(X ;Fp))!p
k−1.
If k = 0 similar arguments using the second part of (12) yield
[G : Γ] ≤ b(X ;Fp)!(m · b(X ;Fp))!.
Define C ′0 = 1 if 〈[X ], e(E)〉 = 1, and if 〈[X ], e(E)〉 6= 1 define
C ′0 = sup
p
{pr(k−1)pkr
2
b(X ;Fp)!(m · b(X ;Fp))!p
k−1 | pk−1 divides 〈[X ], e(E)〉, k > 1},
where the supremum runs over the set of prime numbers. This number is finite because
the set of primes p dividing 〈[X ], e(E)〉 is finite. Define also
C ′′0 = sup
p
{b(X ;Fp)!(m · b(X ;Fp))! | p does not divide 〈[X ], e(E)〉}.
This is also clearly finite, because b(X ;Fp) can be bounded above independently of
p. Both C ′0 and C
′′
0 are bounded above by constants depending only on H
∗(X) and
〈[X ], e(E)〉 (recall that m = dimX , so it can be recovered from H∗(X)). Let
C0 = max{C
′
0, C
′′
0}.
We have proved that any prime p and any finite p-group G acting on E and sitting in an
exact sequence as in (11) there is a subgroup Γ ⊂ G such that XΓ 6= ∅ and [G : Γ] ≤ C0.
By Corollary 5.3, Γ has an abelian subgroup A ⊆ Γ satisfying [Γ : A] ≤ Jor2m. So,
setting
C1 = Jor2m C0,
we have proved that G has an abelian subgroup A of index [G : A] ≤ C1 satisfying
XA 6= ∅.
Step 2. Now suppose G is arbitrary. We claim that there exists some abelian subgroup
A0 ⊆ G satisfying [G : A0] ≤ C
18r5
1 . Otherwise, Theorem 4.1 would imply the existence
of subgroups BEΓ ⊆ G with B abelian, Γ/B cyclic, and α(Γ) > C1. However, the group
Γ has the form considered in Step 1, so by the previous results we must have α(Γ) ≤ C1,
a contradiction.
Now, if A0 ⊆ G is an abelian subgroup, then by the result of Step 1 there is a subgroup
A ⊆ A0 satisfying X
A 6= ∅ and [A0 : A] ≤ C1, so [G : A] ≤ C := C
1+18r5
1 .
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6. Lifting finite group actions to line bundles
In this section we prove Theorem 1.13. Actually we divide it in in three different
statements: Theorems 6.1, 6.4 and 6.5.
6.1. The case of vanishing first Betti number.
Theorem 6.1. Let X be a connected, smooth manifold satisfying b1(X) = 0 and let
L→ X be a complex line bundle. Suppose that G ⊂ Diff(X) is a finite subgroup satisfying
g∗L ≃ L for every g ∈ G. Then there exists a finite group G′ sitting in a short exact
sequence
1→ H → G′ → G→ 1,
where H is finite cyclic and |H| = |G|, and a smooth action of G′ on L by bundle
automorphisms lifting the action of G on X.
Proof. The following proof was kindly provided by the referee. Consider the complex
vector bundle
V =
⊕
g∈G
(g−1)∗L.
We can identify the fiber of V over x with Vx = {v : G → L | v(g) ∈ Lg−1x}. Define an
action of G on V lifting the action on X as follows: if v ∈ Vx and γ ∈ G then γv : G→ L
is the map given by γv(g) := v(γ−1g), so that γv ∈ Vγx. The action of G on V induces an
action on det V =
⊗
g∈G(g
−1)∗L. Choosing for every g ∈ G an isomorphism (g−1)∗L ≃ L
we obtain an isomorphism det V ≃ L⊗d, where d = |G|. We have thus defined an action
of G on L⊗d lifting the action on X . This action is encoded in the assignment to every
(g, x) ∈ G×X of an isomorphism φg,x : L
⊗d
x
≃
−→ L⊗dgx varying continuously with x. Let
Ig,x denote the set of the d different isomorphisms ψ : Lx → Lgx satisfying ψ
⊗d = φg,x.
Then
Ig =
⋃
x∈X
Ig,x
is a subset of the (total space of the) line bundle L∨⊗g∗L. Endowing Ig with the subspace
topology, the projection Ig → X becomes a principal µd-bundle, where µd ⊂ S
1 is the
group of d-th roots of unity. Its topology is therefore encoded in a monodromy morphism
π1(X) → µd. Since by assumption b1(X) = 0 the monodromy is trivial, so Ig → X can
be trivialized. Now let
G′ = {(g, s) | g ∈ G, s : X → Ig a section of Ig → X}
and consider the action of G′ on L defined as follows: if g′ = (g, s) ∈ G′ and x ∈ X ,
then the action of g′ sends Lx to Lgx via the map s(x). This defines an injective map
G′ → Diff(L) with identifies G′ with a subgroup of Diff(L) and hence endows G′ with a
group structure. Clearly, the projection G′ ∋ (g, s) 7→ g ∈ G is a surjective morphism of
groups with respect to which the action of G′ on L lifts the action of G on X , and the
kernel of G′ → G can be identified with µd because X is connected. 
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6.2. A criterion for existence of actions of central extensions on line bundles.
Recall (see e.g. [9, §III.1]) that for a group G and a left G-module M the bar complex of
G with coefficients in M has n-th term Cn(G,M) = Map(Gn,M) and the coboundary
map δ : Cn−1(G,M) → Cn(G,M) sends f : Gn−1 → M to the map δf : Gn → M
defined as
(15) (δf)(g1, . . . , gn) = g1f(g2, . . . , gn)− f(g1g2, . . . , gn) + · · ·+ (−1)
nf(g1, . . . , gn−1).
Then H∗(G,M) is the cohomology of the complex (C∗(G,M), δ). If N is another G-
module then any morphism φ :M → N of G-modules induces a morphism in cohomology
φ∗ : H
∗(G,M)→ H∗(G,N).
Assume that X is a connected smooth manifold, G ⊂ Diff(X) is a finite subgroup, and
L→ X is a complex line bundle satisfying L ≃ g∗L for every g ∈ G. Take a Hermitian
metric | · | on L.
Choose for every g ∈ G a bundle automorphism βg : L→ L lifting g
−1 and satisfying
|βg(λ)| = |λ| for every λ ∈ L (that βg exists is a consequence of the assumption L ≃
(g−1)∗L). We call β = (βg)g∈G a set of lifts.
For every g1, g2 ∈ G the composition β
−1
g1g2
βg2βg1 is a bundle automorphism of L lifting
the identity and preserving the Hermitian metric, and hence can be identified with
pointwise multiplication by a function fβ(g1, g2) ∈ C
∞(X,S1). To simplify the notation
we use this convention: if c ∈ C∞(X,S1) is any map, we denote by the same symbol c the
map L→ L given by pointwise multiplication by c. For example, we write β−1g1g2βg2βg1 =
fβ(g1, g2). Consider the G-action on C
∞(X,S1) defined as
(g · φ)(x) = φ(g−1 · x)
for any g ∈ G, φ ∈ C∞(X,S1) and x ∈ X . For any c ∈ C∞(X,S1) we have
(16) β−1g cβg = g · c.
Clearly, the set of lifts β defines a lift of the action of G to L (for which the action of
g is given by the map βg−1) if and only if fβ(g1, g2) ≡ 1 for every g1, g2. The following
identity shows that fβ is cocycle in C
2(G,C∞(X,S1)) (we use multiplicative notation for
cochains with values in C∞(X,S1), instead of additive notation as in (15)):
fβ(g1g2,g3)︷ ︸︸ ︷
β−1g1g2g3βg3βg1g2
fβ(g1,g2)︷ ︸︸ ︷
β−1g1g2βg2βg1 = β
−1
g1g2g3βg3βg2βg1 =
fβ(g1,g2g3)︷ ︸︸ ︷
β−1g1g2g3βg2g3βg1
g1·fβ(g2,g3)︷ ︸︸ ︷
β−1g1 β
−1
g2g3βg3βg2βg1 .
If β ′ = (β ′g = βgcg)g∈G is another set of lifts (with cg ∈ C
∞(X,S1)) then
fβ′(g1, g2) = β
′−1
g1g2
β ′g2β
′
g1
= c−1g1g2β
−1
g1g2
βg2cg2βg1cg1
= β−1g1g2βg2βg1(g1 · cg2)cg1, by (16),
= β−1g1g2βg2βg1c
−1
g1g2
(g1 · cg2)cg1, because β
−1
g1g2
βg2βg1 lifts the identity on X,
= fβ(g1, g2)c
−1
g1g2
(g1 · cg2)cg1.
So if c ∈ C1(G,C∞(X,S1)) is the cochain defined as c(g) = cg, then fβ′ = fβ δc (multi-
plicative notation!), so fβ and fβ′ are cohomologous.
It follows that the cohomology class [fβ ] ∈ H
2(G,C∞(X,S1)) is independent of the
choice of β, and that the action of G on X lifts to an action on L if and only if [fβ ] = 0.
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Now define
b(L) ∈ H2(G,H1(X ;Z))
to be the image of [fβ ] under the map in cohomology induced by passing to homotopy
classes C∞(X,S1)→ [X,S1] = H1(X ;Z), where H1(X ;Z) is endowed with the action of
G inherited from that on C∞(X,S1).
Theorem 6.2. Then there exists a finite group G′ sitting in a short exact sequence
1→ H → G′ → G→ 1,
where H is finite cyclic, and a smooth action of G′ on L by bundle automorphisms lifting
the action of G on X, if and only if b(L) = 0. Furthermore, if G′ exists, then it can be
chosen so that |H| = |G|.
Note that Theorem 6.2 includes Theorem 6.1 as a particular case.
Although we will not use this fact here, it is worth pointing out that b(L) may be
interpreted as the image of c1(L) via the differential
d0,22 : H
2(X ;Z)G → H2(G,H1(X ;Z)) = H2(BG,H1(X ;Z))
in the Serre spectral sequence for the fibration XG → BG. Hence the vanishing of b(L)
is the first obstruction to lifting c1(L) to an equivariant cohomology class. The second
and last obstruction is the vanishing of the map d0,23 : Ker b → H
3(G,Z), which also
admits a geometric interpretation: if b(L) = 0, then d0,23 (c1(L)) ∈ H
3(G,Z) ≃ H2(G, S1)
defines a central extension 1 → S1 → G → G → 1, and the group G′ in Theorem 6.2
can be identified with a subgroup of G.
Proof. Suppose that there is an extension 1→ H → G′ → G→ 1 with the properties in
the statement of the theorem, and that G′ acts on L lifting the action of G on X . Then
the action of H on L is necessarily given by constant maps X → S1. Choose for every
g ∈ G a lift g′ ∈ G′ and let βg : L → L be the map given by the action of (g
′)−1. Then
β−1g1g2βg2βg1 is given by the action of some element of H , and hence is a constant map. It
follows that b(L) = 0.
Now assume, conversely, that b(L) = 0. It follows from the discussion before the
theorem that we may choose a set of lifts β = (βg) such that β
−1
g1g2
βg2βg1 is homotopic
to a constant map for every g1, g2. This is equivalent to the existence of a function
φβ(g1, g2) ∈ C
∞(X,R) such that
fβ(g1, g2) = exp(2πiφβ(g1, g2)).
Since X is connected, the cocycle condition δfβ = 0 implies that
(17) g1 · φβ(g2, g3)− φβ(g1g2, g3) + φβ(g1, g2g3)− φβ(g1, g2) is a constant integer.
Since this integer need not be zero, in general the cochain φβ defined by the functions
φβ(g1, g2) is not a cocycle in C
2(G,C∞(X,R)).
Let x0 ∈ X be any point and define
C
∞
0 (X,R) = {f ∈ C
∞(X,R) |
∑
g∈G
f(g · x0) = 0}.
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Consider the linear projection Π : C∞(X,R)→ C∞0 (X,R) defined as
Π(f) = f −
1
|G|
∑
g∈G
f(g · x0).
The subspace C∞0 (X,R) ⊂ C
∞(X,R) is G-invariant, the map Π is G-equivariant, and the
kernel of Π consists of the constant functions. So if we define φ0β(g1, g2) := Π(φβ(g1, g2))
then (17) implies that
g1 · φ
0
β(g2, g3)− φ
0
β(g1g2, g3) + φ
0
β(g1, g2g3)− φ
0
β(g1, g2) = 0,
i.e., φ0β is a cocycle in C
2(G,C∞0 (X,R)). Since C
∞
0 (X,R) is an R-vector space and G
is finite, H∗(G,C∞0 (X,R)) = 0 (see e.g. [9, Ch. III, Cor. 10.2]). It follows that there
exists some κ ∈ C1(G,C∞0 (X,R)) such that φ
0
β = δκ. So if we replace each βg by
βg exp(−2πiκ(g)) then the new set of lifts, which we still denote by β = (βg)g∈G, has the
property that fβ(g1, g2) is a constant function X → S
1 for every g1, g2 ∈ G. In other
words, we may now regard fβ as defining a cocycle in C
2(G, S1).
Lemma 6.3. Let d = |G| and let µd ⊂ S
1 be the subgroup of d-th roots of unity. We
regard µd as a G-module with trivial G-action. The inclusion µd ⊂ S
1 induces for every
k > 0 a surjective map Hk(G, µd)→ H
k(G, S1).
Proof. Let e : R→ S1 be the map e(t) = exp(2πit). Consider the following commutative
diagram of trivial G-modules with exact rows
0 // Z 

// 1
d
Z
e
//
 _

µd _

// 1
0 // Z 

// R
e
// S1 // 1.
Let k > 0 be an integer. Taking cohomology we obtain the following commutative
diagram with exact rows (see e.g. [9, Ch. III, Prop. 6.1]):
Hk(G, 1
d
Z)

// Hk(G, µd)

∂µ
// Hk+1(G,Z)
ιd
// Hk+1(G, 1
d
Z)

Hk(G,R) // Hk(G, S1)
∂S
// Hk+1(G,Z) // Hk+1(G,R).
As before, [9, Ch. III, Cor. 10.2] implies that Hk(G,R) = Hk+1(G,R) = 0, so ∂S is
an isomorphism. Hence we need to prove that ∂µ is surjective, and this will follow if
we prove that ιd = 0. The vanishing of ιd follows again from [9, Ch. III, Cor. 10.2].
Indeed, if a ∈ Ck+1(G,Z) is a cocycle, then a
d
∈ Ck+1(G, 1
d
Z) is also a cocycle, and we
have ιd[a] = d[a/d]. Since d = |G|, [9, Ch. III, Cor. 10.2] implies that d[a/d] = 0. 
We have so far constructed a set of lifts β with the property that for every g1, g2 the
function fβ(g1, g2) : X → S
1 is constant. By Lemma 6.3, there exists some λ ∈ C1(G, S1)
such that (fβ δλ)(g1, g2) : X → S
1 is constant and its value is a d-th root of unity. We
now replace each βg by βgλ(g), and denote again by βg the resulting map. Then we have
fβ(g1, g2) ∈ µd for every g1, g2.
We claim that for every g1, . . . , gk ∈ G there is some θ ∈ µd such that
β−1g1...gkβg1 . . . βgk = θ.
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We prove the claim using induction on k. The case k = 1 is trivial, and the case k = 2
is the statement that fβ(g1, g2) ∈ µd for every g1, g2. If k > 2 and the claim is true for
lower values of k, then we may write
βg1 . . . βgk−1 = βg1...gk−1θ
′
for some θ′ ∈ µd. Then
β−1g1...gkβg1 . . . βgk = β
−1
g1...gk
βg1...gk−1θ
′βgk
= β−1g1...gkβg1...gk−1βgkθ
′ = fβ(g1 . . . gk−1, gk)θ
′ ∈ µd,
which proves the induction step and hence the claim.
At this point we define G′ ⊂ Diff(L) to be the subgroup generated by {βg | g ∈ G}. By
construction G′ acts on L by bundle automorphisms. Consider the surjective morphism
π : G′ → G
satisfying π(βg) = g. To conclude the proof of the theorem we prove that any element in
Ker π can be identified with multiplication by an element of µd. Now, if g1, . . . , gk ∈ G
satisfy g1 . . . gk = Id then by the previous claim there exists some θ ∈ µd such that
βg1 . . . βgk = βg1...gkθ = βIdθ.
Since fβ(Id, Id) = β
−1
Id βIdβId = βId ∈ µd, it follows that βg1 . . . βgk ∈ µd. 
6.3. Lifting Hamiltonian finite group actions.
Theorem 6.4. Let (X,ω) be a compact and connected symplectic manifold and let L→
X be a complex line bundle. For any finite subgroup G ⊂ Ham(X,ω) there is a finite
group G′ sitting in a short exact sequence
1→ H → G′ → G→ 1,
where H is finite and cyclic and |H| divides |G|, and a smooth action of G′ on L by
bundle automorphisms lifting the action of G on X.
Proof. Take a Hermitian structure on L and let ∇ be a unitary connection on L.
Choose for each g ∈ G a time dependent Hamiltonian Hg : X × [0, 1] → R whose
flow at time 1 is equal to g. Reparametrizing Hg in the time coordinate (and rescaling
accordingly) if necessary, we may assume that the support of each Hg is contained in
X × (a, b) for some open subinterval (a, b) ⊂ [0, 1].
Denote by βg : L→ L the bundle automorphism obtained using parallel transport with
respect to ∇ along the paths given by the Hamiltonian flow of Hg−1. More precisely, let
{φg,t}t∈[0,1] denote the path in Ham(X,ω) defined by the conditions φg,0 = IdX and, for
each t ∈ [0, 1] and x ∈ X ,
∂
∂t
φg,t(x)
∣∣∣∣
t=τ
= Xg,τ (φg,τ(x)),
where Xg,t is the Hamiltonian vector field associated to Hg(·, t), which means that
(18) d(Hg(·, t)) = ιXg,tω,
where ι denotes the standard contraction map. By our choice of Hg we have g = φg,1.
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Let Π : L → X be the projection map. For each g ∈ G and each λ ∈ L there is
a unique smooth map ψλg : [0, 1] → L satisfying ψ
λ
g (0) = λ, Π(ψ
λ
g (t)) = φg,t(x), with
x = Π(λ), and (ψλg )
′(t) belongs to the horizontal distribution of ∇ for each t. Define
βg(λ) := ψ
λ
g−1(1).
Then βg lifts g
−1 and preserves the Hermitian structure on L. Consider, as in the previous
subsection, the cocycle fβ ∈ C
2(G,C∞(X,S1)) defined by
fβ(g1, g2) = β
−1
g1g2βg2βg1
for every g1, g2 ∈ G. We claim that for every g1, g2 ∈ G the map fβ(g1, g2) : X → S
1 is
null-homotopic (i.e. homotopic to a constant map). By Theorem 6.2, the claim implies
the present theorem. On the other hand, the claim is equivalent to the condition that for
any smooth map γ : S1 → X the composition fβ(g1, g2) ◦ γ : S
1 → S1 is null-homotopic,
or equivalently that the degree of fβ(g1, g2) ◦ γ is 0.
Fix elements g1, g2 ∈ G and a smooth map γ : S
1 → X . To compute deg(fβ(g1, g2)◦γ)
we consider the concatenation of the flows defining αg−11 , αg
−1
2
and αg−12 g
−1
1
. Namely let
Z : X × [0, 1]→ R be defined as follows:
Z(x, t) =

3Hg−11 (x, 3t) if t ∈ [0,
1
3
],
3Hg−12 (x, 3t− 1) if t ∈ [
1
3
, 2
3
],
3Hg−12 g
−1
1
(x, 3t− 2) if t ∈ [2
3
, 1].
Note that Z is smooth because of our assumption on the support of each Hg. Let
{Φt}t∈[0,1] be the path in Ham(X,ω) defined by Z, which we view as a time depending
Hamiltonian. Then Φ1(x) = x for every x ∈ X , so we may define a map
Ψ : S1 × S1 → X, Ψ(e2piiu, e2piiv) = Φu(γ(e
2piiv)).
We can identify fβ(g1, g2)(γ(θ)) with the holonomy of (Ψ
∗L,Ψ∗∇) along S1 × {θ} with
the orientation given by the path [0, 1] ∋ u 7→ (e2piiu, θ) ∈ S1 × S1. Define η : [0, 1]→ S1
by η(v) = fβ(g1, g2)(γ(e
2piiv)). Let [S1×S1] ∈ H2(S
1×S1) denote the fundamental class,
defined taking the counterclockwise orientation on each factor. We have:
deg fβ(g1, g2) ◦ γ =
1
2πi
∫ 1
0
η′(v)
η(v)
dv
=
i
2π
∫
S1×S1
Ψ∗F∇ by Stokes theorem
= 〈c1(Ψ
∗L), [S1 × S1]〉 by Chern–Weil theory
= 〈c1(L),Ψ∗[S
1 × S1]〉.
Now, Theorem 1.A in [19] implies that Ψ∗[S
1×S1] ∈ H2(X ;Q) is zero; indeed, Φ defines a
loop in Ham(X,ω), and Ψ∗[S
1×S1] is equal to ∂Φ(γ∗[S
1]) in the notation of [19] (the proof
of Theorem 1.A in [19] requires X to be spherically monotone; the proof for a general
compact symplectic manifold is given in [21]). It follows that deg(fβ(g1, g2) ◦ γ) = 0, so
the proof of the claim is complete. 
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6.4. Lifting actions of commutators of finite groups.
Theorem 6.5. Let X be a compact and connected smooth manifold and let L→ X be a
complex line bundle. Suppose that Γ ⊂ Diff(X) is a finite subgroup satisfying γ∗L ≃ L
for every γ ∈ Γ, and suppose that the action of Γ on H1(X) is trivial. There is a finite
group G′ sitting in a short exact sequence
1→ H → G′ → [Γ,Γ]→ 1,
where H is finite and cyclic and |H| divides |[Γ,Γ]|, and a smooth action of G′ on L by
bundle automorphisms lifting the action of G on X.
Proof. Let G = [Γ,Γ]. By Theorem 6.2 it suffices to construct a set of lifts (βg)g∈G such
that β−1g1g2βg2βg1 is homotopic to a constant map for every g1, g2 ∈ G.
Let η0 ∈ Ω
2(X) be de Rham representative of c1(L). For every γ ∈ Γ we have γ
∗L ≃ L,
and this implies that γ∗η0 is cohomologous to η0. Consequently
η =
1
|Γ|
∑
γ∈Γ
γ∗η0
is Γ-invariant and also represents c1(L). Take a Hermitian metric on L, and let Aη
denote the space of all unitary connections on L whose curvature is equal to −i2πη. By
de Rham’s theorem Aη is nonempty. Addition of closed one forms gives Aη the structure
of torsor over Ker(d : Ω1(X, iR)→ Ω2(X, iR)). Let
Mη = Aη/Map(X,S
1),
where elements of Map(X,S1) act on Aη as gauge transformations of L. The torsor
structure on Aη induces on Mη a struture of torsor over
T :=
Ker(d : Ω1(X, iR)→ Ω2(X, iR))
d log(Map(X,S1))
≃
H1(X ;R)
H1(X,Z)
≃ (S1)b1(X),
where d log sends σ : X → S1 to σ−1dσ ∈ Ker(d : Ω1(X, iR)→ Ω2(X, iR)).
The group Γ acts on Mη by pullback: if [A] ∈ Mη is the gauge equivalence class of
a connection A and γ ∈ Γ, then γ∗A is a connection on γ∗L, so if ι : L → γ∗L is an
isomorphism of Hermitian line bundles (which exists, since L and γ∗L are isomorphic line
bundles) then ι∗γ∗A is a connection on L, whose gauge equivalence class is independent
of ι. Hence we may define
γ∗[A] := [ι∗γ∗A].
This action is compatible with the torsor structure, in the sense that if τ ∈ T then
γ∗(τ · [A]) = τ · γ∗[A] for every γ and [A]. Indeed, one may choose as a representative of
τ a closed 1-form α, so that τ · [A] = [A+ α], and compute
γ∗(τ · [A]) = γ∗[A + α] = [γ∗A + γ∗α] = [γ∗A+ (γ∗α− α) + α]
= τ · [γ∗A+ (γ∗α− α)] = τ · [γ∗A] = τ · γ∗[A].
Here we have used the fact that γ∗α − α is exact, which follows from the assumption
that Γ acts trivially on H1(X).
It follows that for every γ ∈ Γ there exists some τγ ∈ T such that γ
∗[A] = τγ · [A] for
every [A] ∈ Mη. The map Γ → T sending γ to τγ is necessarily a morphism of groups,
and since T is abelian its restriction to G is trivial. Hence G acts trivially on Mη.
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Fix a connection A ∈ Aη. For every g ∈ G let βg : L → L be an isomorphism lifting
g−1 and satisfying β∗gA = A. Such βg exists because G acts trivially on Mη. Then, for
every g1, g2 ∈ G, β
−1
g1g2βg2βg1 is a gauge transformation of L which fixes the connection
A. This implies that β−1g1g2βg2βg1 is constant as a map from X to S
1, and so (βg)g∈G is
the required set of lifts. 
7. Proofs of the main theorems
7.1. Proof of Theorem 1.9. Take a class w′ ∈ H∗(X ;Q) sufficiently close to w so that
(w′)n 6= 0. Multiplying w′ by a suitable integer we obtain an integral class v ∈ H2(X)
satisfying vn 6= 0. Let L → X be a complex line bundle such that c1(L) = v. Let
E = L⊕n. Then e(E) = c1(L)
n = vn, so 〈[X ], e(E)〉 6= 0.
Let p be a prime and let G be a finite p-group acting on X preserving an almost
complex structure. Since b1(X) = 0, by Theorem 6.1 there exists a short exact sequence
1→ H → GL
pi
−→ G→ 1
such that GL is a finite p-group and the action of G on X lifts to an action of GL on L.
Let G′ be the fiber product of n copies of GL over G, i.e.,
G′ = {(g1, . . . , gn) ∈ G
n
L | π(g1) = · · · = π(gn)},
and let π′ : G′ → G be the map π′(g1, . . . , gn) = π(g1). The action of GL on L induces
an action of G′ on E lifting the action of G on X . Since the action of G on X preserves
J , the action of G′ on E is given by a morphism G′ → Aut(E,X, J).
Applying Theorem 1.11 to the image of the morphism G′ → Aut(E,X, J) we deduce
the existence of an abelian subgroup A′ ⊆ G′ such that XA
′
6= ∅ and [G′ : A′] ≤ C. It
follows that A := π′(A′) satisfies XA 6= ∅ and [G : A] ≤ C.
7.2. Proof of Theorem 1.7. The hypothesis that G is a finite subgroup of Ham(X,ω)
implies that the action of G on X preserves an almost complex structure on X (see
Remark 1.5). Then the proof is almost the same as that of Theorem 1.9 which we just
gave, replacing Theorem 6.1 by Theorem 6.4.
7.3. A criterion to test Jordan property. Suppose that C is a set of finite groups
and let C, d be natural numbers. We say that C satisfies the property J(C, d) if each
G ∈ C has an abelian subgroup A such that [G : A] ≤ C and A can be generated by d
elements. Let T(C) the set of all T ∈ C such that there exist distinct primes p and q, a
Sylow p-subgroup P of T (which might be trivial), and a normal Sylow q-subgroup Q of
T , such that T = PQ. The following is the main result in [29]. Note that the proof uses
the classification of finite simple groups.
Theorem 7.1. If C is closed under taking subgroups and if T(C) satisfies J(C, d) then C
satisfies J(C ′, d) for some natural number C ′ depending on C and d.
Theorem 7.1 is false if one replaces T(C) by the collection of all p-groups in C for varying
prime p. However, for certain collections of finite groups it does suffice to consider only
the p-groups in order to obtain property J(C, d), as the following theorem shows.
Theorem 7.2. Let X be a 2n-dimensional smooth, compact and connected manifold.
Let C be a collection of finite subgroups of Diff(X). Suppose that:
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(1) C is closed under taking subgroups,
(2) for any G ∈ C there is a G-invariant almost complex structure on X,
(3) there exists a constant C0 such that, for any prime q, any G ∈ C which is a
q-group has a subgroup G0 ⊆ G satisfying X
G0 6= ∅ and [G : G0] ≤ C0.
Then C satisfies J(C, n), where C only depends on C0 and H
∗(X).
Proof. This statement is implicit in the proof of Theorem 5.2 in [26], so we just sketch
the main ideas and refer to [26] for more details.
By Theorem 7.1 we only need to prove that T(C) satisfies J(C, n) for some C depending
only on C0 and H
∗(X).
Let us say that some quantity is H∗(X)-bounded if it admits an upper bound which
depends only on H∗(X). Of course, 2n is H∗(X)-bounded.
Let T ∈ T(C) and suppose that p, q are distinct prime numbers, P ⊆ T (resp. Q ⊆ T )
is a Sylow p-subgroup (resp. normal Sylow q-subgroup) and T = PQ. By assumption,
there is a subgroup Q0 ⊆ Q satisfying X
Q0 6= ∅ and [Q : Q0] ≤ C0. By Corollary
5.3 there is an abelian subgroup Qa ⊆ Q0 satisfying [Q0 : Qa] ≤ Jor2n and Qa can be
generated by n elements. Hence we have
(19) [Q : Qa] ≤ C0 Jor2n .
Applying the same argument to P we conclude the existence of an abelian subgroup
Pa ⊆ P satisfying [P : Pa] ≤ C0 Jor2n and such that Pa can be generated by n elements.
The bound (19) implies that for any g ∈ P we have
[Qa : Qa ∩ gQag
−1] ≤ C0 Jor2n .
Since Qa can be generated by d elements, the group Qb =
⋂
g∈P gQag
−1 satisfies
[Qa : Qb] ≤ ((C0 Jor2n)!)
d
(see e.g. [26, Corollary 3.2]). Since Qb ⊂ Q0 and X
Q0 6= ∅, we have XQb 6= ∅. By
definition Qb is a normal subgroup of T , so the action of Pa on X preserves X
Qb. By
Lemma 5.1 the number of connected components of XQb is H∗(X)-bounded, so there
exists a subgroup Pb ⊆ Pa such that [Pa : Pb] is H
∗(X)-bounded and Pb preserves each
connected component of XQb.
Let Y ⊆ XQb be any connected component, and let N → Y be the normal bundle of
its inclusion in X . The actions of Qb and Pb on Y lift to actions on N . Consider the
splitting
(20) N ⊗ C =
⊕
ξ∈Q̂b
NQb,ξ
given by the action of Qb on N (see Subsection 2.5). Let Ξ ⊂ Q̂b be the set of characters
ξ such that NQb,ξ 6= 0. We have |Ξ| ≤ dimX , so |Ξ| is H∗(X)-bounded. The action by
conjugation of Pb on Qb induces an action on Q̂b which necessarily preserves Ξ, so there
is a subgroup Pc ⊆ Pb which fixes each ξ ∈ Ξ and such that [Pb : Pc] is H
∗(X)-bounded.
Since Pc fixes each ξ ∈ Ξ, the action of Pc on N ⊗ C preserves the splitting (20). Since
the action of Qb on each N
Qb,ξ is given by scalar multiplication, it follows that the actions
of Pc and Qb on N → Y commute. By the arguments in the proof of Corollary 5.3 this
implies that the actions of Pc and Qb on X commute. Consequently, A := PcQb is an
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abelian group. Since [T : A] ≤ [P : Pc][Q : Qb] and both [P : Pc] and [Q : Qb] are
H∗(X)-bounded, it follows that [T : A] is H∗(X)-bounded.
Both Pc and Qb can be generated by n elements because they are subgroups of abelian
subgroups that can be generated by n elements. Since the orders of Pc and Qb are
coprime, this implies that T can be generated by n elements. 
7.4. Proof of Theorems 1.1 and 1.3. Theorem 1.4 follows immediately from com-
bining Theorem 1.9 with Theorem 7.2 applied to the collection of all finite subgroups of
Symp(X,ω). Similarly, Theorem 1.1 follows from Theorem 1.7 and Theorem 7.2 applied
to the collection of all finite subgroups of Ham(X,ω).
7.5. Proof of Theorem 1.6. We begin with some preliminary results.
We claim that there is a constant C0 such that for any finite subgroup Γ ⊂ Symp(X,ω)
acting trivially on H1(X) and for any prime p, any p-subgroup G ⊆ [Γ,Γ] has a subgroup
G0 ⊆ G such that X
G0 6= ∅ and [G : G0] ≤ C. Furthermore, C0 only depends on H
∗(X).
This claim follows from Theorem 6.5 and Theorem 1.11, using the same arguments as in
Subsection 7.1.
Let C be the collection of all finite subgroups G ⊂ Symp(X,ω) for which there exist
a finite subgroup Γ ⊂ Symp(X,ω) acting trivially on H1(X) and satisfying G ⊆ [Γ,Γ].
Combining the previous claim with Theorem 7.2 we conclude that C satisfies J(C1, n) for
some constant C1 depending on H
∗(X).
To conclude the preliminaries, we recall that a well known lemma of Minkowski states
that for any natural number k and any finite group H ⊆ GL(k,Z) the restriction to H
of the natural map GL(k,Z) → GL(k,Z/3) is injective (see [24], and [40, Lemma 1] for
a modern exposition). Hence no finite subgroup of Aut(H1(X)) has more than 3b1(X)
elements.
We are now ready to prove Theorem 1.6.
Let Γ ⊂ Symp(X,ω) be a finite subgroup. Let h1 : Γ → Aut(H1(X)) be the natural
map. Its image h1(Γ) is a finite subgroup of Aut(H1(X)) so by Minkowski’s lemma it
has at most 3b1(X) elements. Hence Γ0 = Ker h
1 ⊂ Γ satisfies [Γ : Γ0] ≤ 3
b1(X). The
commutator G := [Γ0,Γ0] is an element of C, so there is an abelian subgroup A ⊆ G
satisfying [G : A] ≤ C1 and A can be generated by n elements, where dimX = 2n.
For any prime p let Ap be the p-part of A. Since Ap ⊆ [Γ0,Γ0], there is a subgroup
Ap,0 ⊆ Ap satisfying X
Ap,0 6= ∅ and [Ap : Ap,0] ≤ C0. In particular, if p > C0 then
Ap,0 = Ap. Hence setting A0 :=
∏
pAp,0 we have the following rough estimate
[A : A0] ≤ C2 := C
pi(C0)
0 ,
where π(C0) denotes the number of primes not bigger than C0.
Define A1 =
⋂
φ∈Aut(G) φ(A0). We have [G : A1] ≤ C3 for some C3 depending only
on C1C2 and n (this is standard, see e.g. [26, Corollary 3.2]), and A1 is a characteristic
subgroup of G. Since G is a normal subgroup of Γ0, it follows that A1 is normal in Γ0.
Let Γ1 = Γ0/A1. Since A1 is a normal subgroup of G = [Γ0,Γ0], we have [Γ1,Γ1] =
[Γ0,Γ0]/A1 = G/A1 and Γ1/[Γ1,Γ1] = Γ0/[Γ0,Γ0]. Hence the exact sequence
1→ [Γ1,Γ1]→ Γ1 → Γ1/[Γ1,Γ1]→ 1
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can be rewritten as
1→ G/A1 → Γ1 → Γ0/[Γ0,Γ0]→ 1.
By Mann and Su’s Theorem 5.4 there exists some constant r depending on H∗(X) such
that for any monomorphism (Z/p)s →֒ Γ we have s ≤ r. This implies that the Sylow
p-subgroups of Γ can be generated by at most r(5r+ 1)/2 elements (such bound follows
easily from Lemmas 4.2 and 4.4). Consequently, the abelian group Γ0/[Γ0,Γ0] can be
generated by r(5r + 1)/2 elements. By Lemma 2.2 in [25] there is an abelian subgroup
A2 ⊆ Γ1
satisfying [Γ1 : A2] ≤ C4, where C4 depends only on |G/A1| ≤ C3 and r(5r + 1)/2;
consequently, C4 can be bounded above by a constant depending only on H
∗(X).
Let S be the preimage of A2 under the projection map Γ0 → Γ1. Clearly S is solvable,
since it fits in an exact sequence
0→ A1 → S → A2 → 0,
and A1, A2 are abelian. In general we cannot expect S to be abelian or 2-step nilpotent,
since the action of A2 by conjugation on A1 might be nontrivial. We want to prove that,
nevertheless, S contains an abelian or 2-step nilpotent subgroup of bounded index.
For any prime p we have XA1,p 6= ∅, where A1,p is the p-part of A1 ⊆ A0. Let Np
be the normal bundle of the inclusion XA1,p →֒ X and let Np =
⊕
ξ∈Â1,p
Np,ξ be its
decomposition according to the characters of A1,p (see Subsection 2.5). Let Ξp = {ξ ∈
Â1,p | Np,ξ 6= 0}. We may bound, as in Subsection 5.2,
|Ξp| ≤ 2n
∑
j
bj(X ;Fp).
The right hand side can be bounded by a constant B depending only on H∗(X), not
on p. The action of A2 on A1 by conjugation preserves A1,p and hence permutes the
elements of Ξp; this way we get a morphism σp : A2 → Perm(Ξp). By Corollary 5.3 any
α ∈ Ker σp acts trivially on A1,p (this is the same idea that is used at the end of the
proof of Theorem 7.2). We have [A2 : Kerσp] ≤ B!, so the intersection
A3 :=
⋂
A′⊆A2
[A2:A
′]≤B!
A′,
acts trivially on A1,p for each prime p, and hence acts trivially on A1. Since the rank of
A2 is at most r(5r+1)/2, we can bound [A2 : A3] ≤ C5 where C5 depends only on r and
B, hence only on H∗(X). Let N ⊆ S be the preimage of A3 under the projection map
S → A2. Then N is abelian or 2-step nilpotent and
[Γ : N ] = [Γ : Γ0][Γ0 : S][S : N ] = [Γ : Γ0][Γ1 : A2][A2 : A3]
≤ 3b1(X)C4C5 =: C,
where C depends only on H∗(X). So the proof of Theorem 1.6 is complete.
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