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Abstract
The paper deals with polynomial Liénard equations of type (m, n), i.e. planar vector ﬁelds
associated to a scalar second order differential equation x¨ + f (x)x˙ + g(x) = 0, with f and
g polynomials of respective degree m and n. It is shown that, besides compactifying the
phase plane, or the Liénard plane, one can also compactify and desingularize the space of
Liénard equations of type (m, n) for each (m, n) separately, by adding both singular perturbation
problems and Hamiltonian perturbation problems.
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1. Introduction
Polynomial Liénard equations occur as models or at least as simpliﬁcations of models
in many domains in science. As put forward by Smale in his list of problems for the
21st century (see [S]) they are also a good starting point to try to solve the second
part of Hilbert’s 16th problem asking for a uniform upperbound only depending on the
degree for the number of limit cycles of polynomial planar vector ﬁelds.
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The singularities occurring in polynomial Liénard equations are rather simple (see
e.g. [DLA]), and also the behaviour near inﬁnity is well understood (see [DH]). The
most difﬁcult problem deals with the limit cycles: their number, relative position and
bifurcations. It is even not known whether, depending on the degrees of the forcing
term and the friction term, there exists a ﬁnite uniform upperbound for the number
of limit cycles. In order to prove at least the existence of such a ﬁnite upperbound
it would be interesting to be able to use the localization method of Roussarie [R1],
reducing the problem to the study of the (local) cyclicity of limit periodic sets. Limit
periodic sets are subsets consisting of singularities and regular orbits, that can produce
limit cycles by perturbation, and their (local) cyclicity is the maximum number of limit
cycles that they can generate in a perturbation. For an example of application of the
method we refer to [DRR]. However, the method of Roussarie requires compactiﬁcation
of the phase plane, as well as of the chosen space of Liénard equations itself. The
appropriate compactiﬁcation of the phase plane has been studied in [DH]. Since we
will rely on it, we will repeat the essential results in Section 2. The compactiﬁcation
of the spaces of the classical Liénard equations has been studied in [R2]. In this paper,
we will present a good compactiﬁcation for all spaces of polynomial Liénard equations.
In [R2], Roussarie had to consider extra singular perturbation problems to get, as he
called it, a boundary of the spaces of classical Liénard equations. We will see that in
certain cases it is appropriate to add singular perturbation problems, while in others it
is better to add Hamiltonian perturbation problems.
But besides this compactiﬁcation process, we will also desingularize the “central
system”, which is far too degenerate to permit a study of its unfolding without blow
up. As a result of these two operations we will see that for all spaces of polynomial
Liénard equations it is interesting to study both singular and Hamiltonian perturbation
problems. A precise result can be found in the Theorem stated at the end of Section 2.
2. Compactiﬁcation of phase plane and statement of the main result
Let us consider polynomial Liénard equations of type (m, n), i.e.
{
x˙ = y,
y˙ = −g(x) − yf (x) (1)
with g(x) and f (x) polynomials of respective degrees m and n. System (1) is a
representation in the phase plane of the second-order scalar differential equation
x¨ + f (x)x˙ + g(x) = 0. (2)
If we introduce F(x) by requiring that F(0) = 0 and F ′(x) = f (x), and if we introduce
the new variable
Y = y + F(x), (3)
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then (1) changes into
{
x˙ = Y − F(x),
Y˙ = −g(x). (4)
This is a representation of (2) in the so-called Liénard plane.
Using linear dilatations in x, in y or Y, and in t we can suppose that (1) and (4) get
the respective expressions (5) and (6) with
X(A,a,b) :
⎧⎪⎪⎨⎪⎪⎩
x˙ = y,
y˙ = −
⎛⎝Axm + m−1∑
j=0
ajx
j
⎞⎠− y (xn + n−1∑
i=0
bix
i
)
,
(5)
L(A,a,b) :
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
x˙ = Y −
(
1
n+1x
n+1 +
n−1∑
i=0
bi
i+1x
i+1
)
,
Y˙ = −
⎛⎝Axm + m−1∑
j=0
ajx
j
⎞⎠ ,
(6)
where A = ±1 if m = 2n + 1, and A ∈ IR\{0} if m = 2n + 1. Moreover, when m is
even we can always take A = 1.
In order to study the behaviour near inﬁnity of polynomial system it is interesting
and very natural to compactify the (x, y)-plane. For a general introduction to as well
Poincaré compactiﬁcation as Poincaré–Lyapunov compactiﬁcation we refer to [DLA].
In studying systems as in (5) or (6) it is preferable to work with a Poincaré–Lyapunov
compactiﬁcation, the most appropriate one depending on the type (m, n) of the Liénard
equation. This has been done in [DH] for system (5).
It would however make no difference if we would do the same operations on system
(6), as we will see in Proposition 1. We will not repeat the calculations but, because
of its relevance in the sequel, we will recall the results, merely by indicating which
PL-compactiﬁcation to use and by presenting the phase portraits that one gets near
inﬁnity. In these pictures simple arrows on different curves near a singularity indicate
that the singularity is hyperbolic, while for semi-hyperbolic singularities we use simple
arrows for the centre behaviour and double arrows for the hyperbolic behaviour. Other
singularities do not occur in the appropriate PL-compactiﬁcation; the compactiﬁcation
is desingularized at inﬁnity. Let us now consider the different cases:
(i) The case m < 2n + 1.
We use a (1, n+ 1)-compactiﬁcation and get near inﬁnity the phase portraits given
in Fig. 1.
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m even, n even, A = 1 m even, n even, A = -1
m even, n odd, A = 1 m even, n odd, A = -1
m odd, n even, A = 1 m odd, n even, A = -1
m odd, n odd, A = 1 m odd, n odd, A = -1
Fig. 1. Behaviour near inﬁnity on the Poincaré–Lyapunov disk of degree (1, n + 1) for m < 2n + 1.
(ii) The case m = 2n + 1.
We use a (1, n+ 1)-compactiﬁcation and get near inﬁnity the phase portraits given
in Fig. 2.
(iii) The case m > 2n + 1.
Here m is even we use a (2,m + 1) compactiﬁcation and when m is odd we use
a
(
1, 12 (m + 1)
)
-compactiﬁcation and we get near inﬁnity the phase portraits given
in Figs. 3 and 4, respectively.
Deﬁnition. We call the compactiﬁcation, indicated in the previous list, the appropriate
one for the respective Liénard equations of type (m, n), i.e. (1, n+1) in case m2n+1,
(2,m + 1) in case m > 2n + 1 and m is even and (1, 12 (m + 1)) in case m > 2n + 1
and m is odd. The associated disk is called the appropriate PL-disk and is denoted by
D(m,n).
We call the previous process shortly the compactiﬁcation of the phase plane, not
precising the chosen degree of the appropriate PL-compactiﬁcation, since it is uniquely
determined, and not precising whether we really work on the phase plane, using (5),
or on the Liénard plane, using (6).
To avoid ambiguity and in order not to have to repeat the calculations again let us
check that the transformation, deﬁned by (3), extends on the appropriate PL-disk to an
analytic diffeomorphism, analytically depending on parameters.
Proposition 1. Consider the systems X(A,a,b) as in (5) for some (m, n) ∈ IN21 , then
the b-family of transformations deﬁned as
b : (x, y) → (x, y + F(x, b)),
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A < 0 n even, 0 < A < 14(n+1)
n odd, A = 1
4(n+1)n even, A =
1
4(n+1)
n odd, 0 < A < 1
4(n+1)
A > 1
4(n+1)
Fig. 2. Behaviour near inﬁnity on the Poincaré–Lyapunov disk of degree (1, n + 1) for m = 2n + 1.
A = 1 A = -1
Fig. 3. Behaviour near inﬁnity on the Poincaré–Lyapunov disk of degree (2,m + 1) for m > 2n + 1, m
is even.
A = 1 A = -1
Fig. 4. Behaviour near inﬁnity on the Poincaré–Lyapunov disk of degree
(
1, 12 (m + 1)
)
for m > 2n + 1,
m is odd.
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with
F(0, b) = 0 and dF
dx
(x, b) = xn +
n−1∑
i=0
bix
i
extends in an analytic way to a b-family of diffeomorphisms b on the appropri-
ate Poincaré–Lyapunov disk D(m,n). If we denote the associated compactiﬁcations of
X(A,a,b) and L(A,a,b), respectively, by X(A,a,b) and L(A,a,b) then
(b)∗X(A,a,b) = L(A,a,b).
Proof. Since (b)∗X(A,a,b) = L(A,a,b), the last statement of the proposition will follow
immediately if we can prove the ﬁrst one. The ﬁrst will be checked in the different
charts that one can use near inﬁnity. We only show the calculations for the (x = 1)-
and (y = 1)-charts, the two others begin similarly. Recall that in (x, y)-coordinates the
expression of b is given by
(x, y) →
(
x, y + x
n+1
n + 1 +
n−1∑
i=0
bi
i + 1x
i+1
)
. (7)
We ﬁrst treat the case m2n+ 1. In the (x = 1)-chart the compactiﬁcation looks like
(x, y) =
(
1
r
,
y
rn+1
)
. (8)
If we express (7) in this chart, then we see that it is given by
(r, y) →
(
r, y + 1
n + 1 +
n−1∑
i=0
bi
i + 1 r
n−i
)
, (9)
showing that, in this chart, b extends in the required way on {r = 0}; we see that
b | {r = 0} is a translation.
In the (y = 1)-chart the compactiﬁcation looks like
(x, y) =
(
x
r
,
1
rn+1
)
. (10)
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Expressing (7) in this chart gives
(r, x) →
⎛⎜⎝R, x (1 + xn+1n+1 + n−1∑
i=0
bi
i+1x
i+1rn−i
)− 1
n+1
⎞⎟⎠
with
R(r, x) = r
(
1 + xn+1
n+1 +
n−1∑
i=0
bi
i+1x
i+1rn−i
)− 1
n+1
,
(11)
again showing that in this chart b extends in the required way on {r = 0}. The
x-component of the restriction b | {r = 0} is given by x
(
1 + xn+1
n+1
)− 1
n+1
, agreeing
with the translation on y, under the coordinate transformation between the two charts.
The case m > 2n + 1 can be treated similarly; it reveals that the x component of
b | {r = 0} is the identity. 
As announced in the introduction we will now also compactify the parameter space,
for each choice of (m, n) separately, and at the same time desingularize the so-called
(m, n)-central system, deﬁned by taking all parameters (bi, aj ) equal to zero in (5)
or (6). This process that will be described in, respectively, the Sections 3 and 4, will
provide a proof of the following theorem.
Theorem. Take (m, n) ∈ IN1 × IN1 and consider the polynomial Liénard equations of
type (m, n) as expressed in (6). Then each system L(A,a,b), with (a, b) = (0, 0) is
linearly conjugate to a positive constant multiple of one of the following systems:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
x˙ = y − 
(
xn+1 +
n−1∑
i=0
ixi+1
)
,
y˙ = −
⎛⎝±xm + m−1∑
j=0
j x
j
⎞⎠ (12)
or ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
x˙ = y −
(
xn+1 +
n−1∑
i=0
ixi+1
)
,
y˙ = −ε
(
±xm +
m−1∑
i=0
j x
j
) (13)
with
n−1∑
i=0
2i +
m−1∑
i=0
2j = 1, 0 < 1 and 0 < ε1.
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When m < 2n + 1 then (a, b) → 0 if and only if  → 0 and ‖(a, b)‖ → ∞ if
and only if ε → 0; when m > 2n + 1 then (a, b) → 0 if and only if ε → 0 and
‖(a, b)‖ → ∞ if and only if  → 0; when m = 2n+1 then ε = |A| and  = |A|−1/2.
Moreover, to get all possible phase portraits of system (6) up to linear conjugacy
and multiplication by a strictly positive constant it sufﬁces to study system (12) and
(13) for  ∼ 0 and ε ∼ 0, and to study system (6) for 0 < k < ‖(a, b)‖ < K , with K
sufﬁciently large and k sufﬁciently small.
Remarks. (1) System (6) with (a, b) = (0, 0) is easy to study. It has only one singu-
larity, situated at the origin. They have no limit cycles; for the sake of completeness
we will give a short argumentation of this fact at the end of this section.
(2) Knowing system (6) we, of course, also know system (5) up to analytic conjugacy.
Hence systems (12) and (13) describe all possible phase portraits of system (5) with
(a, b) = (0, 0) up to analytic equivalence.
(3) In Eqs. (12) and (13) it sufﬁces to consider the sign + when m is even. It is also
possible, by a translation in x and y to remove either n−1 or m−1 (but, in general,
not both at the same time).
(4) Often it will be interesting and helpful to extend system (12) and (13) to the
appropriate Poincaré–Lyapunov disk D(m,n) in order to study their phase portrait, in-
cluding, as most important ingredient, the limit cycles.
The rest of the paper will be devoted to the proof of the Theorem. In Section 3,
we consider compactiﬁcation of the parameter space, and in Section 4 we treat the
desingularization of the central system.
Let us now end this section by giving a quick survey of the arguments that can
be used to prove that the central system has no limit cycles. For the systems with
n even, the divergence has a deﬁnite sign, so that no closed orbits are possible.
If m is even then the vector ﬁeld points, outside the origin, in the same direction
along the x-axis obstructing again the existence of closed orbits. If both m and n are
odd, then the system is time-reversible under (x, t) → (−x, t) so that no limit cycle
can occur.
3. Compactiﬁcation of spaces of Liénard equations
In agreement with the appropriate PL-compactiﬁcation for the phase plane, and sim-
ilar to what can be found in [R2] for the (classical) Liénard equations of type (1, 2k)
we will now also compactify the parameter space of the Liénard equations of type
(m, n) for any choice of (m, n). The procedure depends on the value of (m, n), but
there are essentially three different classes of polynomial Liénard equations to consider.
We will always work with systems L(A,a,b) like in (6). To simplify the notations we
will however ﬁrst impose some linear dilatation in x, Y and t, introduce new param-
eters  = (0, . . . , n−1) and  = (0, . . . , m−1), and, denoting the ﬁnal coordinates
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by (x, y), write (6) as
L(A,,) :
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
x˙ = y −
(
xn+1 +
n−1∑
i=0
ixi+1
)
,
y˙ = −
⎛⎝Axm + m−1∑
j=0
j x
j
⎞⎠ ,
(14)
with A subject to the same conditions as in (6).
3.1. Liénard equations of singular type at inﬁnity in parameter space (m < 2n + 1)
In this case, in (14), A = ±1, and we add an extra parameter ε0 in front of the
y-component of L
LS
(±,,,ε) :
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
x˙ = y −
(
xn+1 +
n−1∑
i=0
ixi+1
)
,
y˙ = −ε
⎛⎝±xm + m−1∑
j=0
j x
j
⎞⎠ .
(15)
We recover system (14) by taking ε = 1. Like in [R2] we now consider a -family of
rescalings deﬁned by
T : (x, y) = (x, n+1y) (16)
in the phase plane, and by
U : i = n−ii , j = m−jj , ε = 2n+1−mε (17)
in the parameter space.
The rescaling transforms (15) into
L
S,
(±,,,ε)
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
x˙ = n
(
y −
(
xn+1 +
n−1∑
i=0
ixi+1
))
,
y˙ = −nε
⎛⎝±xm + m−1∑
j=0
j x
j
⎞⎠ .
(18)
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Now LS,
(±,,,ε) is linearly conjugate to L
S
(±,,,ε) by means of transformation (16) for
relation (17) between (, , ε) and (, , ε). Since LS,
(±,,,ε) has the same phase portrait
as
LS
(±,,,ε) =
1
n
· LS,
(±,,,ε),
we see that LS
(±,,,ε) is linearly equivalent to L
S
(±,U(,,ε)) so that it sufﬁces to study
the systems LS
(±,,,ε), with (, , ε) restricted to some bounded set in parameter space,
in order to get all possible phase portraits for system (15), and hence also for system
(14). For e.g. we can restrict to
⎧⎨⎩(, , ε) |
m−1∑
j=0
2j +
n−1∑
i=0

2
i + ε2 = 1, ε0
⎫⎬⎭
or to⎧⎨⎩(, , ε) | ε = 1,
m−1∑
j=0
2j +
n−1∑
i=0

2
i 1
⎫⎬⎭∪
⎧⎨⎩(, , ε) |
m−1∑
j=0
2j +
n−1∑
i=0

2
i = 1, 0ε1
⎫⎬⎭ .
More interesting to observe, however, is that for any ε0 > 0, there exists some K(ε0) >
0, such that one can restrict (, , ε) to BK(ε0) ∪ Eε0 , with
BK(ε0) =
⎧⎨⎩(, , ε) | ε = 1,
m−1∑
j=0
2j +
n−1∑
i=0

2
i K(ε0)
⎫⎬⎭ (19)
and
Eε0 =
⎧⎨⎩(, , ε) |
m−1∑
j=0
2j +
n−1∑
i=0

2
i = 1, 0εε0
⎫⎬⎭ . (20)
We can, of course study, the systems LS
(±,,,ε) by compactifying them on the appro-
priate PL-disk, which in this case is D(1,n+1). Let us denote the resulting systems as
L
S
(±,,,ε).
So ﬁnally not only the phase plane has been compactiﬁed to the (1, n+1)-Poincaré–
Lyapunov-disk, but also the related space of Liénard equations has been compactiﬁed,
since we can consider (, , ε) ∈ BK(ε0) ∪ Eε0 for any ε0 > 0.
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The ﬁrst problem to study, namely taking (, , ε) ∈ BK(ε0), brings us back to system
(14) (since ε = 1), however with the restriction that the parameters (, ) can be taken
in a compact subset of parameters space: (, ) ∈ B(0,K) for some K > 0. The value
of K that needs to be considered depends on the information that we get in the second
problem.
In the latter, when we take (, , ε) ∈ Eε0 , meaning that we have to study the
singular perturbation problems, expressed in (15) by taking ε ∼ 0 and (, ) ∈ S1.
The limiting systems for ε = 0 are the layer equations⎧⎪⎪⎨⎪⎪⎩
x˙ = y −
(
xm+1 +
n−1∑
i=0
ixi+1
)
,
y˙ = 0,
(21)
containing curves of singularities.
It is exactly the study of these singular perturbation problems that enables to com-
pactify the space of Liénard equations of type (m, n) with m < 2n + 1. That is the
reason why we call this case the singular one, or better why we speak about Liénard
equations of singular type at inﬁnity in parameter space. As we will see, an appropriate
compactiﬁcation in the other cases does not necessarily lead to the study of singular
perturbation problems.
3.2. Liénard equations of Hamiltonian type at inﬁnity in parameter space
(m > 2n + 1)
In this case, in (14), A = ±1, and we add an extra parameter ε0 in the x-component
of L in front of the polynomial in x
LH
(±,,,ε) :
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
x˙ = y − ε
(
xn+1 +
n−1∑
i=0
ixi+1
)
,
y˙ = −
⎛⎝±xm + m−1∑
j=0
j x
j
⎞⎠ .
(22)
We recover system (14) by taking ε = 1. We again want to consider a -family of
rescalings, but this time two cases have to be treated separately, depending on whether
m is even or odd.
3.2.1. m is even
In this case we can from the beginning suppose that A = 1, and we will not use ±
any longer.
As -family of rescalings we use
T : (x, y) = (2x, m+1y) (23)
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and
U : i = 2(n−i)i , j = 2(m−j)j , ε = m−2n−1ε. (24)
The rescaling transforms (22) into
L
H,
(,,ε)
:
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
x˙ = m−1
(
y − ε
(
xn+1 +
n−1∑
i=0
ixi+1
))
,
y˙ = −m−1
⎛⎝xm + m−1∑
j=0
j x
j
⎞⎠ .
(25)
From here on we can make an analogous reasoning as in Section 3.1, to prove that
the study of system (22) with m even (and hence A = 1) can be compactiﬁed both in
phase plane as in parameter space.
In the phase plane we extend the systems LH
(,,ε)
to systems LH(,,ε) deﬁned on a
(2,m + 1)-Poincaré–Lyapunov disk, and with (, , ε) ∈ BK(ε0) ∪ Eε0 , where BK(ε0)
and Eε0 are as deﬁned in (19), based this time on the use of U, as deﬁned in (24), in
order to make a good choice of K(ε0). In any case the conclusion is that in order to
get all possible phase portraits of system (14) with m even it sufﬁces to study system
(22) with either ε = 1 and (, ) ∈ B(0,K) for K > 0 large enough, or ε ∼ 0 and
(, ) ∈ S1. However, unlike for the Liénard equations of singular type, the limiting
systems for ε = 0 are no longer singular but Hamiltonian:
⎧⎪⎪⎨⎪⎪⎩
x˙ = y,
y˙ = −
⎛⎝xm + m−1∑
j=0
j x
j
⎞⎠ . (26)
3.2.2. m is odd
The treatment is completely analogous as in 2.2.1, except that as -family of rescal-
ings we use
T : (x, y) =
(
x, 
1
2 (m+1)y
)
(27)
and
U : i = n−ii , j = m−jj , ε = 
1
2 (m−2n−1)ε. (28)
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The rescaling transforms (22) into
L
H,
(±,,,ε) :
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
x˙ =  12 (m−1)
(
y − ε
(
xn+1 +
n−1∑
i=0
ixi+1
))
,
y˙ = − 12 (m−1)
⎛⎝xm + m−1∑
j=0
j x
j
⎞⎠ .
(29)
Exactly like in 3.2.1 the conclusion is that in order to get all possible phase portraits
of system (14) with m odd, it sufﬁces to study system (22) with either ε = 1 and
(, ) ∈ B(0,K) for K > 0 large enough, or ε ∼ 0 and (, ) ∈ S1. The limiting
systems for ε = 0 are Hamiltonian:
⎧⎪⎪⎨⎪⎪⎩
x˙ = y,
y˙ = −
⎛⎝±xm + m−1∑
j=0
j x
j
⎞⎠ . (30)
3.3. Quasi-homogeneous Liénard equations (m = 2n + 1)
From (14) we know that these systems can be written as
Ln
(A,±,,) :
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
x˙ = y −
(
xn+1 +
n−1∑
i=0
ixi+1
)
,
y˙ = −A
⎛⎝±x2n+1 + 2n∑
j=0
j xj
⎞⎠ (31)
with A > 0 and j = j /A as new parameters. If we consider a -family of rescalings
given by
T : (x, y) = (x, n+1y) (32)
and
U : i = n−ii , j = 2n+1−j j , (33)
then we see that for each A ∈ IR\{0}, the family (31) is quasi-homogeneous under this
rescaling. This implies that for each A separately, it sufﬁces to study system (31) with
(, ) ∈ S1.
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Again we can compactify the phase plane by extending the systems Ln
(A,,) to the
(1, n + 1)-PL-disk, denoting this extension by Ln(A,,).
To compactify the parameter space we can merely keep (, ) ∈ S1 and let A → 0
or A → ∞, of which the latter requires some explanation.
For A → 0 we again get a singular perturbation problem
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
x˙ = y −
(
xn+1 +
n−1∑
i=1
ixi+1
)
,
y˙ = −ε
⎛⎝±x2n+1 + 2n∑
j=0
j xj
⎞⎠ (34)
with ε ∼ 0, ε0, and (, ) ∈ S1.
When A → +∞, we adapt (31) by means of the linear change (x, y) = (X, Y )
with  = A−1/2n, transforming (31) into
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
X˙ = Y − B
(
Xn+1 +
n−1∑
i=0
˜iXi+1
)
,
Y˙ = −
⎛⎝±X2n+1 + 2n∑
j=0
˜jXj
⎞⎠ (35)
with B = A−1/2 and with appropriately adapted parameters (˜, ˜) of which we can
again require that (˜, ˜) ∈ S1. For A → ∞, we see that B → 0, implying that we
again get a problem of Hamiltonian perturbations: for B = 0 we get the Hamiltonian
systems:
⎧⎪⎪⎨⎪⎪⎩
X˙ = Y,
Y˙ = −
⎛⎝±X2n+1 + 2n∑
j=0
˜jXj
⎞⎠ . (36)
3.4. Conclusion
To study all phase portraits of polynomial Liénard systems of type (m, n), as given
in (14), it sufﬁces to consider the following situations:
(i) Consider (14) with (, ) in a ball B(0,K), with K sufﬁciently large; in case
m = 2n + 1 we can also take (, ) ∈ S1, or any subset of (, )-space that is
homeomorphic to S1 under the action of U as deﬁned in (33).
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(ii) In case m2n + 1, study the singular perturbation problem
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
x˙ = y −
(
xn+1 +
n−1∑
i=0
ixi+1
)
,
y˙ = −ε
⎛⎝±xm + m−1∑
j=0
j x
j
⎞⎠ (37)
with ε > 0, ε ∼ 0 and (, ) ∈ S1.
(iii) In case m2n + 1, study the Hamiltonian perturbation problem
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
x˙ = y − ε
(
xn+1 +
n−1∑
i=0
ixi+1
)
,
y˙ = −
⎛⎝±xm + m−1∑
j=0
j x
j
⎞⎠ (38)
with ε > 0, ε ∼ 0 and (, ) ∈ S1.
Remarks. (1) When m is even we can restrict to the plus-sign in front of xm in
formulas (14), (37) and (38).
(2) In each case the Liénard system can best be extended to the appropriate Poincaré–
Lyapunov disk, given in Section 1.
(3) In singular perturbation problem (37) as well as in the Hamiltonian problems it
is of course possible to remove the parameter m−1 by means of a translation in (x, y)
and similarly one can remove the parameter n−1, but, in general, one cannot remove
both parameters at the same time.
(4) If it is possible to study system (37), respectively, system (38), for all 0 < ε1,
then one can take K = 1 in item (i) of the conclusion.
4. Desingularization at central system
As we have seen in the conclusion of the previous section, besides the respective
singular or Hamiltonian bifurcations (37) or (38), to consider for ε ∼ 0, there also
remains to study the original equations (14) for (, ) ∈ B(0,K), with K sufﬁciently
large, except for the cases m = 2n + 1, in which we have both a singular and a
Hamiltonian problem at inﬁnity, that one can restrict to (, ) ∈ S1. Unfortunately in
the cases m = 2n + 1, this problem also includes a study near the quite degenerate
system at (, ) = (0, 0). That system itself is quite simple, as we have seen at the
end of Section 2. Its unfolding is much harder to study but, as we will see in this
section, it can however be reduced to a Hamiltonian bifurcation problem in case m <
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2n + 1 (singular at inﬁnity) and a singular perturbation problem in case m > 2n + 1
(Hamiltonian at inﬁnity). In the sequel we take A = ±1.
4.1. Liénard equations with a central system of Hamiltonian type (m < 2n + 1)
4.1.1. m is odd
We consider a system L(A,,) as in (14) and consider a -family of rescalings
deﬁned by
S : (x, y) =
(
x, 
1
2 (m+1)y
)
(39)
in the phase plane, and by
V : i = n−ii , j = m−jj (40)
in the parameter space.
The rescaling transforms (14) into
L
(A,,)
:
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
x˙ =  12 (m−1)
(
y − ε
(
xn+1 +
n−1∑
i=0
ixi+1
))
,
y˙ = − 12 (m−1)
⎛⎝Axm + m−1∑
j=0
j x
j
⎞⎠ (41)
with ε = n+1− 12 (m+1) and (, ) ∈ S1.
The system L
(A,,)
is linearly conjugate to L(A,,) by means of S, so that L(A,,)
is linearly equivalent to
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
x˙ = y − ε
(
xn+1 +
n−1∑
i=0
ixi+1
)
,
y˙ = −
⎛⎝Axm + m−1∑
j=0
j x
j
⎞⎠ (42)
with (, ) ∈ S1. Clearly, in the deﬁnition of V, when (, ) → (0, 0), then ε → 0.
The study of system (14), with (, ) = (0, 0), has hence been changed into the study
of system (42), introducing a Hamiltonian perturbation problem for (, ) → (0, 0), or
similarly ε → 0.
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4.1.2. m is even
We consider a system L(A,,) as in (14) and consider a -family of rescalings
deﬁned by
S : (x, y) = (2x, m+1y) (43)
and
V : i = 2(n−i)i , j = 2(m−j)j . (44)
Similarly as in 4.1.1, it permits to change the study of system (14) with (, ) = (0, 0),
into the study of system (42), where this time ε = 2n+1−m, but still (, ) → (0, 0)
if and only if ε → 0.
4.2. Liénard equations with a central system of singular type (m > 2n + 1)
We consider a system L(A,,) as in (14) and consider a -family of rescalings
deﬁned by
S : (x, y) = (x, n+1y) (45)
and
V : i = n−ii , j = m−jj . (46)
The rescaling transforms (14) into
L
(A,,)
:
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
x˙ = n
(
y −
(
xn+1 +
n−1∑
i=0
ixi+1
))
,
y˙ = nε
⎛⎝Axm + m−1∑
j=0
j x
j
⎞⎠ (47)
with ε = m−2n−1 and (, ) ∈ S1.
In a completely analogous way as in 4.1.1, and 4.1.2, it is possible to change the
study of system (14) with (, ) = (0, 0) into the study of the following systems, with
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(, ) ∈ S1 and ε > 0:
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
x˙ = y −
(
xn+1 +
n−1∑
i=0
ixi+1
)
,
y˙ = ε
⎛⎝Axm + m−1∑
j=0
j x
j
⎞⎠ .
(48)
Again it is clear that system (14) for (, ) → (0, 0) can be studied in the singular
perturbation, described by (48) for ε → 0. This ﬁnishes the proof of the theorem. 
Similar remarks as we made in §3.3 can, of course, be made here; we do not repeat
them, but refer to §3.3.
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