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1. Bevezetés
A disszertációban klasszikus és nem-klasszikus szimbólumfeldolgozó rend-
szerek (mint formális nyelveket leíró eszközök, számítási modellek) vizsgá-
latával foglalkozunk leírási bonyolultságuk, azaz az általuk nyújtott nyelv-
reprezentáció tömörségének szempontjából.
El®ször a formális nyelvek klasszikus elméletéb®l jól ismert formális gram-
matikák küls® kontroll-mechanizmussal ellátott változatait vizsgáljuk, mely
kontroll-mechanizmusok a produkciós szabályok alkalmazhatóságára fogal-
maznak meg valamilyen formában további feltételeket, azaz tulajdonképpen
a mondatformák levezetése közben történ® szabályalkalmazást vezérlik. Ez a
fajta vezérlés azért lehet hasznos, mert így egyszer¶ szabályok (általában kör-
nyezetfüggetlen szabályok) segítségével lehet leírni bonyolultnak tekinthet®
nyelveket. A szabályok egyszer¶sége egyrészt jobban áttekinthet®, jobban
kezelhet® levezetési folyamatot eredményez, másrészt a vezérlés módosításá-
val, ﬁnom-hangolásával lehet®ség van arra is, hogy csak a kell® mennyiség¶
környezetfügg®séget, a kell® mennyiség¶ plusz er®t adjuk a rendszerhez.
További részletekért lásd az [5] monográﬁát és a [6] kézikönyv-fejezetet.
A dolgozat következ® részében az ún. párhuzamos, kommunikáló gram-
matikarendszerek tulajdonságaival foglalkozunk. Míg a formális nyelvek ha-
gyományos felfogása szerint egy nyelvet egyetlen grammatikával állítunk el®,
addig a grammatikarendszerek elmélete olyan eszközökkel foglalkozik, ame-
lyekben több grammatika egymással kooperálva végzi ugyanezt a feladatot.
A párhuzamos, kommunikáló grammatikarendszerek (PC grammatikarend-
szerek) az osztott szimbólumfeldolgozás formális nyelvi modelljei, m¶ködé-
sük során egyszerre több komponens grammatika egymással kommunikálva
generálja saját mondatformáját. A kommunikáció speciális nemterminálisok,
ún. kommunikációs szimbólumok segítségével történik, a levezetések során
az egyes komponensek által generált szavakban megjelen® kommunikációs
szimbólumokat helyettesíteni kell a szimbólumhoz tartozó grammatika ép-
pen aktuális mondatformájával. A rendszer által generált nyelv egy el®re
rögzített komponensnél, a f®nöknél megjelen® terminális szavakból áll. A
grammatikarendszerek elméletével kapcsolatos részletekért lásd a [2] monog-
ráﬁát, és a [7] kézikönyv-fejezetet.
A disszertáció harmadik részének témája az úgynevezett nem-hagyomá-
nyos számítási modellek egyik típusának, a membrán rendszerek (P rendsze-
rek) bizonyos változatainak vizsgálata. A membrán rendszerek f® összetev®je
egy membrán struktúra, mely hierarchikusan egymásba ágyazott membrá-
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nokból áll. A membránok által körbezárt régiókhoz különböz® szabályrend-
szerek tartoznak, melyek a régió tartalmának viselkedését határozzák meg.
A régiók objektumok (szimbólumok) multihalmazait tartalmazzák, a régió-
hoz tartozó szabályok megváltoztathatják az egyes objektumokat (ezek az
átírási szabályok), vagy szomszédos régiók között mozgathatják az egyes ob-
jektumokat (kommunikációs szabályok). A szabályok alkalmazása, azaz a
rendszer m¶ködése párhuzamosan zajlik, a tartalmazott objektum multihal-
mazok evolúciója, m¶ködés közbeni változása, a létrejöv® konﬁgurációsorozat
egy számítási folyamatnak felel meg. A membrán rendszereknek számos vál-
tozata ismert, részletekért lásd a [21] monográﬁát és a [19] kézikönyvet.
A disszertációban mindhárom fent vázolt téma során egységes célt kö-
vetünk: azt vizsgáljuk, hogyan lehet korlátozni illetve csökkenteni az egyes
modellek méretét befolyásoló paraméterek értékét, azaz az egyes modellek
leírási bonyolultságát, illetve milyen viszonyban állnak egymással a külön-
féle, méret-bonyolultságot leíró mértékek, mennyiben befolyásolja az egyik
mérték változtatása a többi mérték szerint mérhet® komplexitást.
2. A dolgozat célkit¶zései
A bevezetésben vázolt számítási modellek vizsgálatával kapcsolatban az aláb-
bi konkrét célkit¶zéseket fogalmazzuk meg.
A küls® kontroll-mechanizmussal vezérelt környezetfüggetlen grammati-
kák három különböz® változatát vizsgáljuk: a fa vezérelt grammatikákat (tree
controlled grammars) [4], az egyszer¶sített szövegfeltételekkel vezérelt gram-
matikákat (simple semi-conditional grammars) [17], és a szétszórt szövegfel-
tételekkel adott grammatikákat (scattered context grammars) [11]. Az ezen
grammatikákkal kapcsolatos leírási bonyolultsági mértékek közül vizsgáljuk
a nemterminális szimbólumok számát és a produkciós szabályok számát, il-
letve a kontroll-mechanizmus bonyolultságának mértékeit: a kontroll nyelv
bonyolultságát és a vezérl® szövegfeltételek számát és méretét.
- Hogyan ﬁnomíthatók a kontroll-mechanizmusokkal ellátott grammatikák
leírási bonyolultságával kapcsolatos eredmények, milyen új technikákkal il-
letve az ismert technikák milyen módosításával lehet a grammatikák leírási
bonylultságát tovább csökkenteni?
- Mekkora a szétszórt szövegfeltételekkel adott grammatikákban minimálisan
szükséges nemterminálisok száma?
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A PC grammatikarendszerekben a megkülönböztetjük a kommunikáció
két alapvet® formáját. A kommunikáció mindkét esetben az egyes gram-
matikákra mutató kommunikációs szimbólumoknak a kérdezett grammatika
aktuális mondatformájával történ® helyettesítésével zajlik, de ún. visszatér®
rendszerekben kommunikáció után a megkérdezett komponens új levezetésbe
kezd, míg a nem visszatér® rendszerekben folytatja megkezdett munkáját.
A visszatér® rendszerekkel kapcsolatban ismert, hogy öt környezetfügget-
len komponens elegend® minden rekurzívan felsorolható nyelv generálásához
[3], illetve hogy minden nem visszatér® rendszer szimulálható visszatér® mó-
don úgy, hogy a komponensek száma maximum négyzetesen n® [8, 23]. Az
el®z®ekkel nagyjából egy id®ben kiderült az is, hogy nem visszatér® rend-
szerekkel is generálható minden rekurzívan felsorolható nyelv [14], de az ezt
bizonyító konstrukció nem mutatott korlátot a szükséges komponensek szá-
mára. Kés®bb [24] legfeljebb nyolcban határozta meg a szükséges komponen-
sek számát.
- Lehetséges-e nem visszatér® rendszerek komponensszámának további csök-
kentése, illetve igaz-e hogy a nem visszatér® rendszereknek több kompo-
nensre van szükségük mint a visszatér® rendszereknek ahhoz, hogy hason-
lóan bonyolult nyelveket generáljanak?
Ha úgy tekintünk a PC grammatikára mint egymással együttm¶köd®
ágensek, komponensek közösségére, természetesen adódik az a kérdés is, ho-
gyan szervezhet® meg hatékonyabban a köztük zajló kommunikáció.
- Hogyan lehet a komponensek hálózatának kommunikációs struktúráját egy-
szer¶síteni, egyes komponensek látókörét csupán a hozzá valamilyen szem-
pontból közeli, vagy hozzá hasonló komponensekre korlátozni?
- Lehet-e a PC grammatikarendszerek m¶ködését úgy szervezni, hogy a rend-
szer kevésbé határozott, kevésbé célirányos kérdések megfogalmazása mel-
lett is m¶köd®képes maradjon?
A membrán rendszerek elméletén belül a disszertációban az ún. sym-
port/antiport rendszereket és a P kolóniákat vizsgáljuk. A symport/antiport
P rendszerek olyan membrán rendszerek, melyekben az objektumok meg-
változtatása (átírása) nem megengedett, a rendszer konﬁgurációja csak az
objektumok régiók közti mozgásával, azaz kommunikációs szabályok (ún.
5
               dc_640_12
symport/antiport szabályok) alkalmazásával változtatható meg [20]. A sym-
port/antiport rendszerek leírási bonyolultságát jellemz® paraméterek közül a
membránok (régiók) számát és a szabályok méretét, azaz az egy-egy szabály
által megmozgatott multihalmazok számosságát vizsgáljuk.
- Minimális méret¶ symport/antiport szabályok használata esetén mekkora
méret¶ rendszer, vagyis hány membrán szükséges ahhoz, hogy a számítási
er® ne csökkenjen?
A P kolóniák egyszer¶ membránok által körbezárt régiókból (cellákból)
állnak melyek egy közösen lakott környezet részeiként egymással és a kör-
nyezetben megjelen® objektumokkal kölcsönhatásban m¶ködnek [12]. A cel-
lák belsejében és a környezetben lév® objektum multihalmazok feldolgozá-
sával létrjöv® konﬁgurációsorozat adja a P kolónia által végzett számítási
folyamat jellemzését. A P kolóniák fontos leírási bonyolultsági paraméterei
a rendszert alkotó cellák száma, az egyes cellákhoz rendelt különböz® evolú-
ciós szabályok, az ún. programok száma és bonyolultsága, valamint az egyes
cellák belsejében egyszerre tartózkodni képes objektumok mennyisége.
A P kolóniákkal kapcsolatban a következ® kérdéseket vizsgáljuk.
- Hogyan lehetséges a P kolóniák leírási bonyolultsági mértékeit párhuzamo-
san, azaz mind a cellák mind a szabályok számát együttesen csökkenteni
úgy, hogy a rendszer számítási ereje ne csökkenjen?
- Milyenek lehetnek azok a minimális bonyolultságú cellák illetve programok,
amelyek használata esetén a P kolóniák számítási ereje még megmarad?
3. Az elvégzett vizsgálatok, elért eredmények
A küls® kontroll-mechanizmusokkal vezérelt grammatikákkal kapcsolatban a
következ® eredményeket értük el. A fa vezérelt grammatikákban szükséges
nemterminálisok számát egy korábban ismert technika [22] ﬁnomításával si-
került lejjebb szorítani és így a jelenleg ismert legjobb korlátot felállítani.
1. A fa vezérelt grammatikákban minimálisan szükséges nemterminálisok szá-
ma nem több mint hat, ebb®l öt a grammatika produkciós szabályaihoz,
egy pedig a kontroll nyelv generálásához szükséges (3.2.1 tétel).
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Az egyszer¶sített szövegfeltételekkel vezérelt grammatikák produkciós sza-
bályainak leírási bonyolultsága egy (i, j) számpárral jellemezhet®, ahol i a
megenged®, j a tiltó szövegfeltétel hossza, (i, j)-t a szabály fokának nevez-
zük. Ismert volt [18], hogy 12 legfeljebb (2, 1) fokú feltételes szabállyal min-
den rekurzívan felsorolható nyelv generálható.
2. Az egyszer¶sített szövegfeltételekkel vezérelt grammatikák leírási bonyo-
lultságával kapcsolatban is sikerült a korábban ismert eredményeknél jobb
korlátokat felállítani:
(a) Ha az egyszer¶sített szövegfeltételekkel vezérelt grammatikák feltételes
szabályainak foka legfeljebb (2, 1), akkor a feltételes szabályok szükséges
száma legfeljebb tíz (3.3.1 tétel).
(b) Ha a szövegfeltételek mérete nagyobb lehet, azaz a szabályok foka leg-
feljebb (3, 1), akkor nyolc feltételes szabály is elegend® a grammatikák
maximális generatív erejének eléréséhez (3.3.2 tétel).
Az utóbbi eredmény a disszertáció benyújtásának id®pontjában is a leg-
jobb ismert korlátot jelenti a feltételes szabályok számára.
A szétszórt szövegfeltételekkel adott grammatikák leírási bonyolultságát
leíró mértékek közül az szétszórt szabályok és a nemterminális szimbólumok
számát vizsgáltuk. Korábban ismert volt [9], hogy ez a két paraméter együt-
tesen is korlátozható, minden rekurzívan felsorolható nyelv generálható hét
vagy hat nemterminálist tartalmazó grammatikával aminek öt vagy hat szét-
szórt szabálya van. Ismert volt az is, hogy három nemterminális elegend®, egy
viszont kevés minden rekurzívan felsorolható nyelv el®állításához, [15, 16].
3. A szétszórt szövegfeltételekkel adott grammatikákban szükséges szétszórt
szabályok és a nemterminálisok együttes számára, valamint pusztán a nem-
terminálisok számára is sikerült a korábbiaknál jobb korlátot adni:
(a) A szétszórt szövegfeltételekkel adott grammatikákban szükséges szét-
szórt szabályok és nemterminálisok együttes száma legfeljebb kett® és
öt (3.4.1 tétel).
(b) A szétszórt szövegfeltételekkel adott grammatikákban szükséges nemter-
minálisok maximális száma kett® (3.4.2 tétel). Ez az eredmény optimális.
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A párhuzamos, kommunikáló grammatikarendszerekkel kapcsolatban, a
visszatér® esetben már korábban ismert, Turing gépek szimulációjára szol-
gáló technikát átültettük a nem visszatér® rendszerekre is, ami lehet®séget
adott az ún. n számlálós automaták számításainak közvetlen szimulációjára.
Bevezettük továbbá a klaszterezett PC grammatikarendszer fogalmát, meg-
vizsgáltuk a komponensek el®re deﬁniált és a m¶ködés során rögzített (sta-
tikus), valamint a számítás során folyamatosan változó (dinamikus) klasz-
terekbe szervezésének lehet®ségeit. Mindkét említett technika hozzájárult a
PC grammatikarendszerek leírási bonyolultságának csökkentéséhez.
4. A nem visszatér® PC grammatikarendszerek leírási bonyolultsága a vissza-
tér® rendszerekhez hasonlóan alacsony paraméterekkel korlátozható:
(a) A nem visszatér® rendszerek számítási ereje megegyezik a Tuirng gépek
erejével abban az esetben is, ha produkciós szabályainak alakja egyszer¶,
komponenseinek száma pedig alacsony (4.2.4 tétel, 4.2.5 korollárium).
(b) A nem visszatér® PC grammatikarendszereknek sincs szükségük több
komponensre maximális számítási erejük eléréséhez mint amennyire je-
lenlegi ismereteink szerint a visszatér® rendszereknek van (4.3.2 korollá-
rium, 4.3.3 tétel).
5. A nem visszatér® PC grammatikarendszerekben zajló kommunikáció a
komponensek klaszterekbe szervezésével egyszer¶síthet®:
(a) A komponensek el®re rögzített, statikus klaszterekbe sorolásakor a klasz-
terek számának csökkenésével (azaz az egy klaszterhez tartozó kompo-
nensek számának növekedésével) párhuzamosan növekszik a szükséges
komponensek száma, de a maximális számítási er® eléréséhez a klaszte-
rezett esetben sem feltétlenül kell a komponensek össz-számának növe-
kednie (4.3.1 és 4.3.3 tétel).
(b) A komponensek klaszterezésének dinamikus, a m¶ködés során folyamato-
san változó szervezésével a szükséges klaszterek száma tovább csökkent-
het®, miközben a komponensek száma az el®re rögzített klaszterezéshez
képest csak kisebb mértékben növekszik (4.3.1 és 4.3.3 tétel).
A minimális méret¶ szabályokat használó symport/antiport rendszerekr®l
ismert volt, hogy négy membránnal képesek minden rekurzívan felsorolható
számhalmazt el®állítani, [10]. A korábban is használt bizonyítási módszert
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követve, de új szimulációs technika alkalmazásával sikerült ezt a korlátot
lejjebb szorítani.
6. Minden symport/antiport rendszerrel elvégezhet® számítás elvégezhet® mi-
mális méret¶ szabályokat alkalmazó, legfeljebb három membránból álló
rendszerrel is (5.2.1 tétel).
A P kolóniák esetén egy általunk bevezetett, korábban máshol már sike-
resen alkalmazott bizonyítási technika segítségével sikerült a rendszert alkotó
cellák számát és az egyes cellákhoz rendelt programok számát együttesen is
korlátok közé szorítani. A maximum egyetlen objektumot tartalmazó (tehát
minimális méret¶) cellákból álló rendszerekr®l ismert volt, hogy egy viszony-
lag bonyolultnak tekinthet® érzékel® szabály (checking rule) segítségével
ezek az egyszer¶ épít®elemek is képesek maximális számítási er® kifejtésére
[1]. Megmutattuk, hogy erejük akkor sem csökken, ha nem engedjük meg az
érzékel® szabályok használatát.
7. A P kolóniát alkotó cellák száma, az egyes cellákhoz rendelt programok
száma, valamint az egyes cellákhoz rendelt programok bonyolultsága is
korlátok köré szorítható:
(a) A P kolóniák celláinak és a cellákhoz rendelt programoknak a száma
együttesen is korlátozható, a szükséges programok jelenleg ismert száma
bonyolultságuk növelésével illetve érzékel® szabályok használatával csök-
ken (5.3.3, 5.3.4, 5.3.5, 5.3.6 tétel).
(b) A két objektumot tartalmazó cellákból álló rendszerek egyszer¶sített,
ún. beszúró/törl® (insertion/deletion) programok használata estén is
meg®rzik maximális számítási erejüket (5.3.7 tétel).
(c) Az egy objektumot tartalmazó cellákból, azaz a lehet® legegyszer¶bb
méret bonyolultságú cellákból álló rendszerek akkor is meg®rzik maxi-
mális számítási erejüket, ha nem használnak érzékel® szabályokat (5.3.8
tétel).
4. Az eredmények hasznosítása
A disszertációban bemutatott eredmények új fogalmakkal, technikákkal b®ví-
tették a formális nyelvek elméletének eszköztárát, melyek a klasszikusnak te-
kinthet® területek mellett a nem-hagyományos számítások, a nem-klasszikus
számítási modellek vizsgálata szempontjából is érdekesek.
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A küls® kontroll-mechanizmusokkal vezérelt grammatikák leírási bonyo-
lultságának vizsgálata közben kidolgozott technikák alkalmasak lehetnek más,
hasonló típusú rendszerek vizsgálatára is. Különösen igaz ez a megállapítás
a szétszórt szövegfeltételekkel adott grammatikákban szükséges nemterminá-
lisok számának vizsgálatához használt szimulációs technikával kapcsolatban.
A bizonyítás során használt konstrukció lényege, hogy a sikeres levezetések
során meg®rz®d® invariáns tulajdonság megléte biztosítja, hogy a szimulációt
megkezd® produkciós szabály csak a levezetés els® lépésében és csak egyetlen
alkalommal használható, kiküszöbölve így a hasonló konstrukciókban általá-
ban szükséges elkülönített kezd® nemterminális szimbólum használatát. A
technika hátránya, hogy jelenlegi formájában er®sen támaszkodik a szétszórt
szövegfeltételekkel adott grammatikákkal végzett levezetések speciális tulaj-
donságaira, de ez pontosabb megfontolások segítségével a kés®bbiekben talán
kiküszöbölhet®.
Hasonlóan az el®bbiekhez, a P kolóniák méretével kapcsolatos paramé-
terek együttes korlátozásához használt univerzális regisztergép szimulációs
technika is alkalmazható hasonló típusú szimbólumfeldolgozó rendszerek le-
írási bonyolultságával kapcsolatos vizsgálatok során. Az eljárás lényege, hogy
amennyiben sikerül a [13] által leírt konkrét, kevés regiszterrel és kevés utasí-
tással bíró univerzális regisztergép szimulációját valamilyen számítási modell
segítségével megoldani, akkor automatikusan korlátokat kapunk a modell le-
írási bonyolultságával kapcsolatos paraméterekre, melyek a modell sajátos-
ságait kihasználva, a szimuláció ésszer¶sítésével általában tovább csökkent-
het®k.
A disszertáció végleges, egyes területeket lezáró eredményeket is tartal-
maz. Ilyen a szétszórt szövegfeltételekkel adott grammatikák nemterminális
számára vonatkozó optimális korlát, illetve a P kolóniák egyetlen objektu-
mot tartalmazó variánsának számítási erejére vonatkozó tétel. A fentiekben
vázolt, más területeken is hasznosítható általános technikák mellett ezek az
eredmények is hozzájárulnak a formális nyelvek, illetve a nem-hagyományos
számítások elméletének fejl®déséhez.
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