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概要
人型二足歩行ロボットは 10 から 20 程度の自由度を有しており，すべての関節を個別に直接操作することは
極めて困難である．そこで本研究では，ロボットに操作者のモーションを模倣させ，ロボットを直感的に操作す
る制御方式を提案する．提案手法では，Kinectから得られた操作者の骨格情報を用いてモーションを認識する．
骨格情報をクラスタリングしていくつかの主要な姿勢に分類し，各モーションを姿勢の連続系列として Hidden
Markov Model によってモデル化したものを認識に用いる．そして，認識結果に対応するロボットのモーショ
ンを姿勢系列をもとに姿勢の変化が滑らかになるように生成する．評価実験では，操作者のモーション認識にお
いて平均 1:34[s]の長さのモーションを 6:92£ 10¡3[s]で認識し，平均 81:8%の正認率を達成した．またロボッ
トのモーション生成ではエンドエフェクタの任意の軌道をもとにモータの角速度変化が最小となる滑らかなモー
ションを生成した．
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1 序論
人型二足歩行ロボットは高い自由度を持つ人間を模
しており，簡素なものでも 10 から 20 程度の自由度を
有する．それゆえ，すべてのモータの個別操作すること
は極めて困難であり，ロボットの全身操作にはそれら
をまとめて操作できるインターフェースが必要である．
人型ロボットの操作方式には遠隔操作コクピットに
よるテレイグジスタンス [2]や，モーションキャプチャ
装置，ウェアラブルコントローラを用いて操作者とロ
ボットの動作を協調させるマスタースレーブシステ
ム [4][6]が存在する．だが，コクピットによる操作は直
感的ではなく，習熟度の低い操作者にとって制御が難
しい．また，マスタースレーブ方式の操作も人間とロ
ボットの構造の運動学的，動力学的な違いから操作に
感覚的なずれを感じたり，ロボットの構造に合わせた
動作が要求され，操作の習熟には時間を要する．
本研究では操作者のモーションをロボットに模倣さ
せ，習熟度の低い操作者でも人型二足歩行ロボットの複
雑なモーションを制御できるロボットの視覚制御シス
テムを提案する．本手法では，操作者の骨格情報をい
くつかの主要な姿勢に分類し，各モーションを Hidden
Markov Model (HMM) により姿勢の連続系列として
モデル化したものを認識に用いる．また，認識結果に
対応するモーションをロボットの姿勢系列をもとに姿
勢の変化が滑らかになるよう各モータの角度変移を算
出し，生成する．本稿ではロボットの操作に関する研
究についてまとめ，次いでシステムの概要を説明し，シ
ステムの性能実験の結果と結論を述べる．
2 システムの概要
提案システムは操作者のモーション認識システムと
ロボットのモーション生成システムから構成される．
入力された操作者の骨格情報をもとにモーションを識
別し，対応するロボットのモーションを生成ロボット
に操作者のモーションを模倣させる．
2.1 操作者のモーション認識
操作者のモーション認識には操作者の骨格情報を利
用する．フレームごとに特徴量を抽出し，クラスタリ
ングして量子化したものを離散型の HMMによって学
図 1 モーション認識に用いる骨格情報
習，認識する．
2.1.1 姿勢ベクトルの算出
Kinectから得られる骨格情報とモーション認識に用
いる関節を図 1 に示す．認識には Spine を原点とした
Elbow L/R, Hand L/R, Knee L/R, Foot L/R, Head
の 9 ヶ所の関節の座標を使用する．図中では認識に利
用する関節を灰色，原点となる関節を黒で示している．
これらの値は装置から操作者までの距離や，手足の長
さに大きく依存する．そこで，関節間の長さを正規化
し，Spineを原点とした相対座標を特徴量とする．正規
化には AIST 人体寸法データベース 91-92[1]に含まれ
る男性の寸法データを用いて作成した標準骨格モデル
を使用する．この正規化された各関節の座標を成分と
したベクトルを“姿勢ベクトル”と呼び，操作者の姿勢
を表すものとする．
2.1.2 姿勢分類
姿勢ベクトルをいくつかの姿勢に分類し，量子化す
る．本研究では操作者間の初期姿勢の違いを考慮し，
モーション開始時の初期姿勢からの現在の姿勢の差分
をもとに姿勢を分類する．まず，初期姿勢と現在姿勢
の差分を姿勢差分ベクトルとし，k-means 法によるク
ラスタリングをおこなう．この姿勢差分ベクトルのク
ラスタリング結果を用いて姿勢ベクトルをラベル付け
する．そして，これを Support Vector Machineによっ
て学習し，姿勢のクラス分類をおこなう．
2.1.3 モーションの学習・認識
クラスタリング結果より得られる姿勢の連続系列
を離散型の HMM を用いて学習，認識する．モー
ション m の HMM を以下のパラメータを用いて
¸(m) = (A(m); B(m); ¼(m))と表す．
A(m) = fa(m)ij g : 状態 Siから Sjに遷移する確率の集合，
B(m) = fb(m)j (x)g :状態 Sjが xを出力する確率の集合，
¼(m) = f¼(m)i g : 初期状態確率の集合．
モデル ¸ に対して姿勢の連続系列 O の出力確率
P (Oj¸)を最大にするように初期確率 ¼i, 遷移確率 aij ,
および出力確率 bj(x) を学習する．パラメータの推定
には EMアルゴリズムの一種である Baum-Welchアル
ゴリズムを用いる．また，認識には Viterbiアルゴリズ
ムを用いて P (Oj¸(m)) が最大となる m を求めて認識
結果とする．
2.2 ロボットモーションの生成
ロボットのエンドエフェクタの軌道をもとにロボッ
トの滑らかなモーションを生成する．滑らかなモー
ションは見た目が美しいだけでなく，モータに負荷が
かかりにくいという利点がある．そこで，モーション
全体においてモータの角速度変化量が最小となるよう
なモーションを生成する．エンドエフェクタの軌道か
ら各関節の角度軌道を算出し，モータの角度変化量が
大きく変化する点を中間点とする．始点，終点とすべ
ての中間点と各遷移時間をもとに角速度変化最小モデ
ル [3]を用いて各モータの角度変移を求め，モーション
を生成する．
2.2.1 角速度変化最小モデル
角速度変化最小モデル [3]では運動時間全体にわたっ
て関節角加速度を最小となるように軌道が計画される．
i 番目の関節の角度を µi, 運動時間を tf としたときに
評価関数は次のように表される．
Ei =
Z tf
0
µ
d2µi
dt2
¶2
dt: (1)
このモデルでは関節角加速度を最小化するので，なる
べく関節の回転に力を使わない軌道を生成できる．
3 実験結果
MSR Action3D Dataset[5]よりロボットが実現でき
るモーションを選び，実際にモーション制御する．こ
のデータセットには 20 種類のモーションを 10 人の被
図 2 生成したモーションの様子 (Draw circle)
験者が 2; 3 回繰り返したときの被験者の骨格情報が記
録されている．データセットに含まれる 20種類のモー
ションのうち，High arm wave, Horizontal arm wave,
Forward punch, Two hand wave, Hand clap, Draw
x, Draw tick, Draw circle, Forward kick, Side kick,
Jogging の計 11 種類のモーションを選んだ．3.1項で
は，これらに対応するロボットのモーションを作成し
た結果を，3.2項では，視覚制御システムを用いて実際
にロボットを制御した結果を述べる．
3.1 ロボットのモーション生成
任意の姿勢系列やエンドエフェクタの軌道を与え，ロ
ボットの各モータの角度が滑らかに変化するような 11
種類のモーションを生成し，ロボットのモーションの様
子と各モータの角度軌道を記録した．11種類のすべて
のモーションにおいて，エンドエフェクタは与えられ
た軌道をほぼ再現するような軌跡を描き，モーション
の意味が損なわれるような動きをすることはなかった．
また角度軌道のグラフは全体的に角速度が変化する点
をピークとするベル型をつなげたような形になり，角速
度変化の小さな滑らかな角度軌道が生成された．一例
として Draw circle におけるモーションの様子を図 2，
モータの角度遷移の様子を図 3 に示す．以上のことか
ら，提案システムにより，エンドエフェクタが与えられ
た任意の軌道に近似した軌跡を描くような，滑らかな
モーションを生成できた．
図 3 上肢の各モータの角度遷移 (Draw circle)
表 1 計算環境
CPU Intel Core i7{3520M CPU @ 2.90[GHz]
OS Windows 7 64[bit]
RAM 4.00[GB]
コンパイラ Visual C++ 2010 32[bit]
3.2 視覚制御システム
操作者のモーション認識システムとロボットのモー
ション生成システムを組み合わせて実際にロボットを
制御する．11 種類の各モーションを 10 回ずつおこな
い，モーションの正認率と認識にかかる時間を求める．
実験に用いた計算環境を表 1に示す．
3.2.1 モデルの学習
識別モデルにはデータセット内のデータと操作者の
モーションデータを学習したものを用いる．あらかじ
め各モーションに対して操作者のモーションを 11 回
ずつ記録する．そのうちの 1回のモーションデータと，
データセットの各被験者のモーションデータを 1 回ず
つ学習したモデルを作成する．k-meansや HMMの初
期値の決定には一様乱数を用いていることから，操作者
の残りのモーションをテストデータとしたテストを 20
回おこない，最も正認率が高かったモデルを採用した．
3.2.2 認識結果
各モーションの正認率とモーションの長さの平均，
認識時間の長さの平均をまとめたものを表 2 に示す．
モーション全体の正認率の平均は 81:8%であり，モー
ションの長さの平均 1:34[s]に対してモーションの認識
時間の平均は 6:92 £ 10¡3[s] であった．このことから
1:0[s] 程度のモーションであれば認識による遅延がほ
とんど発生しないことがわかった．認識結果の内訳を
表 3 に示す．Horizontal arm wave, Draw tick, Draw
表 2 モーションの正認率と認識時間の平均
モーション 正認率 長さの平均 [s] 認識時間の平均 [s]
High arm wave 100% 1.17 9:50£ 10¡3
Horizontal arm wave 50% 2.15 1:57£ 10¡2
Forward punch 80% 1.88 1:76£ 10¡4
Two hand wave 100% 1.32 9:30£ 10¡3
Hand clap 100% 1.48 9:40£ 10¡3
Draw x 90% 1.06 4:80£ 10¡3
Draw tick 50% 0.980 6:30£ 10¡3
Draw circle 40% 1.97 1:46£ 10¡2
Forward kick 100% 0.630 1:60£ 10¡3
Side kick 90% 0.641 0:00
Jogging 100% 1.51 4:70£ 10¡3
Average 81.8% 1.34 6:92£ 10¡3
表 3 認識結果内訳
PPPPPPPPPPinput
output
HiW HoW FP TW HC DX DT DC FK SK JG
HiW 100 0 0 0 0 0 0 0 0 0 0
HoW 0 50 0 0 0 20 30 0 0 0 0
FP 0 0 80 0 0 0 10 0 0 0 10
TW 0 0 0 100 0 0 0 0 0 0 0
HC 0 0 0 0 100 0 0 0 0 0 0
DX 0 0 0 0 10 90 0 0 0 0 0
DT 0 0 0 0 0 50 50 0 0 0 0
DC 0 0 0 0 0 60 0 40 0 0 0
FK 0 0 0 0 0 0 0 0 100 0 0
SK 0 0 0 10 0 0 0 0 0 90 0
JG 0 0 0 0 0 0 0 0 0 0 100
circle 以外のモーションは 80% 以上の正認率を達成し
た． Draw tick, Draw circle は Draw x に誤認識され
た．Draw xは 8の字を描くようにバツを描くモーショ
ンなので見方によっては円を描いているようにも見え
る．また，Draw xの腕を上げてから一度斜めに下して
また上げて下す動作は Draw tick のチェックマークを
描く動きによく似ている．それゆえ，これらのモーショ
ンは実験結果のように誤認識が起こりやすいのだとい
える．Horizontal arm wave に関しては腕を上げる高
さや振り幅によって Draw x や Draw tick に認識され
ることがあった．これらを解決する手段のひとつとし
て，各モーションに対して学習データを増やして様々な
パターンを学習しておくことが重要であるといえる．
4 結論
本研究では自由度の高い人型ロボットを直感的に操
作するためのロボットの視覚制御システムの提案と評
価実験をおこなった．その結果，操作者のモーション
認識においては平均 1:34[s] の長さのモーションを平
均 7[ms] 弱で認識し，平均 81:8% の正認率を達成し
た．またロボットのモーション生成では手先や足先の
任意の軌道をもとにモータの角速度変化が最小となる
滑らかなモーションを生成できた．これらのことから
本システムは正認率をさらに向上させることができれ
ば従来手法に代わる簡便なロボットの操作手法として
大変有用なものに成り得るといえる．今後の課題とし
てモーションの認識率の向上やモーションの早期認識
が挙げられる．操作者のモーションを早期認識するこ
とによってタイムラグのない，あるいは操作者よりも
動作の速いロボットの操作が可能となる．これらの課
題が達成されれば，実時間制御が必要とされる場面に
おいてもより簡単で正確な制御を実現できる．
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