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ON THE TITS CONE OF A WEYL GROUPOID
M. CUNTZ, B. MU¨HLHERR, AND C. J. WEIGEL
Abstract. We translate the axioms of a Weyl groupoid with (not necessarily finite) root system in
terms of arrangements. The result is a correspondence between Weyl groupoids permitting a root
system and Tits arrangements satisfying an integrality condition which we call the crystallographic
property.
1. Introduction
A large part of the (yet achieved) classification of finite dimensional Nichols algebras relies on
a symmetry structure called the Weyl groupoid. This was constructed first in [12] for Nichols
algebras of diagonal type, and then in [1] in a very general setting. Recently Heckenberger and
Vendramin [13], [14] exploited the Weyl groupoid of a Nichols algebra further and classified all finite
dimensional Nichols algebras of semisimple Yetter-Drinfeld modules of rank greater than one over
finite nonabelian groups, thus in other words those Nichols algebras of interest for the classification
of pointed Hopf algebras which define a non trivial Weyl groupoid.
The fact that a Nichols algebra is finite dimensional translates into the finiteness of the sets
of real roots of the corresponding Weyl groupoid. These ‘finite Weyl groupoids’ were completely
classified in a series of papers by Heckenberger and the first author culminating in [10]. If one is
interested in classifying arbitrary Nichols algebras defining a Weyl groupoid with root system, it
is thus very natural to understand Weyl groupoids admitting a root system in general, i.e. with
possibly infinitely many roots.
In the course of the classification of finite Weyl groupoids it was observed that they correspond
to so-called crystallographic arrangements, which was finally proven in [4]. The main purpose of
this paper is to generalize the result of [4] from finite to arbitrary Weyl groupoids permitting a root
system: a finite Weyl groupoid defines a (finite) simplicial arrangement, an arbitrary Weyl groupoid
(with root system) defines a so-called Tits arrangement, see [11] for a definition. The integrality
property called “crystallographic” in [4] may be transfered to Tits arrangements without trouble
although one has to be very careful with the details. Thus our main result is divided into two
parts: every crystallographic arrangement defines a Weyl groupoid (see Section 3), and every Weyl
groupoid (with root system) defines a crystallographic arrangement (see Section 4).
Theorem 1.1 (Cor. 4.25). There exists a one-to-one correspondence between connected, simply
connected Cartan graphs permitting a root system and crystallographic Tits arrangements with
reduced root system.
Under this correspondence, equivalent Cartan graphs correspond to combinatorially equivalent
Tits arrangements and vice versa, giving rise to a one-to-one correspondence between the respective
equivalence classes.
As a result, most of the Nichols algebras define Tits cones. An approach to classify arbitrary
Nichols algebras could now be to start with those algebras defining a nice cone. For example, if
the Tits cone is a halfspace, we call the Nichols algebra ‘affine’. A first classification result of affine
Nichols algebras of diagonal type is [5].
This paper is organized as follows. Section 2 recalls the relevant notions introduced in [11]. In
Section 3, we discuss the crystallographic property and how to obtain a Weyl groupoid from a
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crystallographic arrangement. The geometric realization of a connected simply connected Weyl
groupoid is given in Section 4. Section 5 discusses arrangements induced by crystallographic ar-
rangements by subspaces.
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2. Tits arrangements
2.1. Hyperplane arrangements. In this section we recall the definitions and properties regarding
hyperplane arrangements and Tits arrangements. For some basic examples and the proofs of the
statements see [11]. Our notation follows this paper as well.
Note that all topological notations we use refer to the standard topology in Rr, in particular for
X ⊂ Rr we denote by X the closure of X.
Definition 2.1. Let A be a set of linear hyperplanes in V = Rr, and T an open convex cone in V .
We say that A is locally finite in T if for every x ∈ T there exists a neighbourhood Ux ⊂ T of x,
such that {H ∈ A | H ∩ Ux 6= ∅} is a finite set.
A hyperplane arrangement (of rank r) is a pair (A, T ), where T is a convex open cone in V , and
A is a (possibly infinite) set of linear hyperplanes such that
(1) H ∩ T 6= ∅ for all H ∈ A,
(2) A is locally finite in T .
If T is unambiguous from the context, we also call the set A a hyperplane arrangement.
Let X ⊂ T . Then the localisation at X (in A) is defined as
AX := {H ∈ A | X ⊂ H}.
If X = {x} is a singleton, we write Ax instead of A{x} and call (Ax, T ) the parabolic subarrangement
at x. A parabolic subarrangement of (A, T ) is a subarrangement (A′, T ), such that A′ = Ax for
some x ∈ T . For the purpose of this paper we call the set
secA(X) :=
⋃
x∈X
Ax = {H ∈ A | H ∩X 6= ∅}
the section of X (in A). We will omit A when there is no danger of confusion.
The support of X (in A) is defined to be the subspace suppA(X) =
⋂
H∈AX
H.
The connected components of T \
⋃
H∈AH are called chambers, denoted with K(A, T ) or just K,
if (A, T ) is unambiguous.
Let K ∈ K(A, T ). Define the walls of K to be the elements of
WK := {H ≤ V | H hyperplane, 〈H ∩K〉 = H,H ∩K◦ = ∅}.
The radical of A is the subspace Rad(A) :=
⋂
H∈AH = suppA(0). We call the arrangement
non-degenerate if Rad(A) = 0, and degenerate otherwise. A hyperplane arrangement is thin if
WK ⊂ A for all K ∈ K.
We recall a basic consequence of the notion of local finiteness.
Lemma 2.2 ([11, Lemma 2.3]). Let (A, T ) be a hyperplane arrangement. Then for every point
x ∈ T there exists a neighbourhood Ux such that Ax = sec(Ux). Furthermore the set sec(X) is finite
for every compact set X ⊂ T .
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2.2. Simplicial cones and Tits arrangements.
Definition 2.3. In the following let V = Rr, r ≥ 1. For a linear form α ∈ V ∗, define
α⊥ := kerα,
α+ := α−1(R>0),
α− := α−1(R<0).
Let B be a basis of V ∗, then the open simplicial cone (associated to B) is
KB :=
⋂
α∈B
α+.
Definition and Remark 2.4. With notation as above we find
α+ = α−1(R≥0) = α
⊥ ∪ α+,
α− = α−1(R≤0) = α
⊥ ∪ α−.
Let B be a basis of V ∗. We can then define the closed simplicial cone (associated to B) as
KB =
⋂
α∈B
α+.
We call a cone simplicial if it is open simplicial or closed simplicial.
A simplicial cone can also be defined using bases of V . Let C be a basis of V , then the open
simplicial cone associated to C is
KC = {
∑
v∈C
λvv | λv > 0}
and the closed simplicial cone associated to C is
KC = {
∑
v∈C
λvv | λv ≥ 0}.
Both concepts are equivalent, and it is immediate from the definition that if B ⊂ V ∗ and C ⊂ V
are bases, then KB = KC if and only if B is, up to positive scalar multiples and permutation, dual
to C.
A simplicial cone K associated to B carries a natural structure of a simplex, to be precise:
SK := {K ∩
⋂
α∈B′
α⊥ | B′ ⊂ B}
is a poset with respect to inclusion, which is isomorphic to P(B) with inverse inclusion. If C is the
basis of V dual to B, we find SK to be the set of all convex combinations of subsets of C, and SK
is also isomorphic to P(C). Moreover, {R≥0c | c ∈ C} is the vertex set of the simplex SK .
For a simplicial cone K, we denote with BK ⊂ V
∗ a basis of V ∗ such that KBK = K. The basis
BK is uniquely determined by K up to permutation and positive scalar multiples.
Lemma 2.5. Let K = KC = KB for a basis C of V and a basis B of V ∗. Let β ∈ V ∗. Then
β(v) ≥ 0 for all v ∈ C if and only if β ∈
∑
α∈B R≥0α. Likewise β(v) ≤ 0 for all v ∈ C if and only
if β ∈ −
∑
α∈B R≥0α.
Definition 2.6. Let T ⊆ V be a convex open cone and A a set of linear hyperplanes in V . We
call a hyperplane arrangement (A, T ) a simplicial arrangement (of rank r), if every K ∈ K(A) is
an open simplicial cone.
The cone T is the Tits cone of the arrangement. A simplicial arrangement is a Tits arrangement
if it is thin.
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Definition 2.7. A simplicial arrangement (A, T ) is spherical if T = Rr. We say (A, T ) is affine
if T = γ+ for some 0 6= γ ∈ V ∗. For an affine arrangement we call γ an imaginary root of the
arrangement.
2.3. Root systems.
Definition 2.8. Let V = Rr, a root system is a set R ⊂ V ∗ such that
1) 0 /∈ R,
2) −α ∈ R for all α ∈ R,
3) there exists a Tits arrangement (A, T ) such that A = {α⊥ | α ∈ R}.
If R is a root system and (A, T ) as in 3), we say that the Tits arrangement (A, T ) is associated to
the root system R. We call a root system R reduced if R ∩ 〈α〉 = {±α} for all α ∈ R.
Remark 2.9. Most of the time we consider reduced root systems in this paper. However, root
systems which are not reduced appear naturally when considering restrictions in Section 5.
Definition 2.10. Let (A, T ) be a Tits arrangement associated to R. Let K be a chamber. The
root basis of K is the set
BK := {α ∈ R | α⊥ ∈WK, α(x) > 0 for all x ∈ K}.
Remark 2.11. If (A,T ) is a Tits arrangement associated to R and K ∈ K, then
WK = {α⊥ | α ∈ BK}.
Also, as a simplicial cone K ⊂ Rr has exactly r walls, the set BK is a basis of V ∗. Notice that
KB
K
= K.
Lemma 2.12 ([11, Lemma 3.16]). Let (A, T ) be a Tits arrangement associated to R, K a chamber.
Then R ⊂ ±
∑
α∈BK R≥0α. In other words, every root is a non-negative or non-positive linear
combination of BK .
Definition 2.13. Let (A, T ), (A′, T ′) be Tits arrangements associated to R,R′. Then (A, T ) and
(A′, T ′) are called combinatorially equivalent if there exists an g ∈ GL(V ) such that g(A) = A′,
g ∗R = R′, g(T ) = T ′. Here ∗ denotes the dual action of GL(V ) on V ∗, defined by g ∗α = α ◦ g−1.
Definition and Remark 2.14. Let (A, T ) be a simplicial hyperplane arrangement. The set of cham-
bers K gives rise to a poset
S(A, T ) :=
{
K ∩
⋂
H∈A′
H | K ∈ K,A′ ⊆WK
}
=
⋃
K∈K
SK ,
with set-wise inclusion giving a poset-structure. Note that we do not require any of these intersec-
tions to be in T . By construction they are contained in the closure of T , as every K is an open
subset in T . We write S instead of S(A, T ) if (A, T ) is uniquely determined from the context.
We recall the properties of S from [11]. Note that we will not recall definitions and properties
of simplicial complexes in this paper. As a reference please consult the Appendix of [11].
Proposition 2.15 ([11, Proposition 3.26]). Let (A, T ) be a simplicial arrangement. The complex
S := S(A, T ) is a chamber complex of rank r with
Cham(S) = {K | K ∈ K}.
The complex S is gated and strongly connected. Furthermore there exists a type function τ : S → I
of S, where I = {1, . . . , r}. The complex S is thin if and only if (A, T ) is thin, and S is spherical
if and only if (A, T ) is spherical.
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Definition 2.16. A simplicial arrangement (A, T ) of rank r is called k-spherical for k ∈ N0 if
every simplex S of S, such that codim(S) = k, meets T . We say (A, T ) is locally spherical if it is
r − 1-spherical.
Remark 2.17. An equivalent condition for (A, T ) to be k-spherical, which we will use often, is that
every (r − k − 1)-simplex meets T . This uses just the fact that simplices of codimension k are
exactly (r − k − 1)-simplices.
3. The crystallographic property
3.1. Crystallographic arrangements. With respect to Lemma 2.12 we can make the following
definition:
Definition 3.1. Let (A, T ) be a Tits arrangement associated to R. We call (A, T ) crystallographic
(with respect to R) if it satisfies
R ⊂ ±
∑
α∈BK
N0α
for all K ∈ K.
From now on, let (A, T ) be a crystallographic Tits arrangement with respect to R.
We will now take a closer look at the relations between the bases of adjacent chambers. The
proof of the following lemma is exactly as in the spherical case.
Lemma 3.2 ([4, Lemma 2.8]). Let K,L ∈ K be adjacent chambers. Assume K ∩ L ⊂ α⊥1 for
α1 ∈ B
K . Then
BL ⊆ {−α1} ∪
∑
α∈BK
N0α.
We recall the notion of compatible indexing of root bases, compare [11, Def. and Rem. 3.28].
Definition and Remark 3.3. Assume for K ∈ K that BK is indexed in some way, i.e. BK =
{α1, . . . , αr}. For any set I, define the map κI : P(I)→ P(I) by κ(J) = I \ J . Set κ := κ{1,...,r}.
For every simplex F ⊂ K there exists a description of the form F = K ∩
⋂
α∈BF
α⊥ for some
BF ⊂ B
K by Remark 2.4, which gives an index set JF = {i | αi ∈ BF}.
This gives rise to a type function of K in S, by taking the map τK : F 7→ κ(JF ). By [11,
Theorem B15] the map τF yields a unique type function τ of the whole simplicial complex S. So
let L ∈ K be another chamber, then the restriction τ |L is a type function of L as well. Assume
BL = {β1, . . . , βr}, this yields a second type function of L in the same way we acquired a type
function of K before,
τL : F 7→ κ({i | F ⊂ β
⊥
i }).
We now call the indexing of BL compatible with BK , if τL = τ |L.
Since the type function τ is unique, there is a unique indexing of BL compatible with BK .
Proposition 3.5 can also be found in [4]. The argument used there can be modified by the
following Lemma, which makes use of compatibility and can be found in [11].
Lemma 3.4 ([11, Lemma 3.31]). Assume that (A, T ) is a Tits arrangement associated to R. Let
K,L ∈ K be adjacent chambers and choose an indexing BK = {α1, . . . , αr}. Let the indexing of
BL = {β1, . . . , βr} be compatible with B
K . Assume K ∩ L ⊂ α⊥k for some 1 ≤ k ≤ r. Then
βi ∈ 〈αi, αk〉.
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Proposition 3.5. Let (A, T ) be a crystallographic arrangement with respect to R and let K,L ∈ K
be adjacent chambers. Choose an indexing BK = {α1, . . . , αr} and let the indexing of B
L =
{β1, . . . , βr} be compatible with B
K . Assume K ∩ L ⊂ α⊥k for some 1 ≤ k ≤ r.
Then there exist ci ∈ Z for i = 1, . . . , r such that βi = ciαk + αi. Furthermore, ck = −2 and
ci ∈ N0 for i 6= k.
Proof. Without loss of generality we can assume k = 1, then β1 = −α1 = α1 − 2α1. Consider the
linear transformation σ, mapping αi to βi. This is an element in GLr(R) with entries in Z, since the
arrangement is crystallographic and BK , BL are bases. By symmetry the inverse has also entries
in Z, so σ ∈ GLr(Z) holds. Hence the matrix of σ with respect to bases B
K and BL is

−1 c2 . . . cr
0
... A
0

 ,
where by Lemma 3.2 the ci are in N and A ∈ GLr−1(Z) with nonnegative entries. Since the
matrix of σ−1 is of the same form, A−1 ∈ GLr−1(Z) with nonnegative entries. It is well known
(see Theorem 4.6 in Chapter 3 in [2] for example) that this implies that A is monomial, and since
its entries are in Z, A is a permutation matrix. We know therefore that βi = σ(αi) = ciα1 + αpi(i)
for some permutation pi. It remains to show that A is in fact the identity matrix. This is a
consequence of Lemma 3.4, as βk = λ1α1 + λkαk for λ1, λk ∈ R. Using that B
K , BL are bases we
find pi = id{1,...,r}. 
3.2. Cartan graphs and Weyl groupoids. We recall the notion of a Weyl groupoid which was
introduced by Heckenberger and Yamane [15] and reformulated in [7].
Definition 3.6. Let I := {1, . . . , r} and {αi | i ∈ I} the standard basis of Z
I . A generalized Cartan
matrix C = (cij)i,j∈I is a matrix in Z
I×I such that
(M1) cii = 2 and cjk ≤ 0 for all i, j, k ∈ I with j 6= k,
(M2) if i, j ∈ I and cij = 0, then cji = 0.
Definition 3.7. Let A be a non-empty set, ρi : A→ A a map for all i ∈ I, and C
a = (cajk)j,k∈I a
generalized Cartan matrix in ZI×I for all a ∈ A. The quadruple
C = C(I,A, (ρi)i∈I , (C
a)a∈A)
is called a Cartan graph if
(C1) ρ2i = id for all i ∈ I,
(C2) caij = c
ρi(a)
ij for all a ∈ A and i, j ∈ I.
Definition 3.8. Let C = C(I,A, (ρi)i∈I , (C
a)a∈A) be a Cartan graph. For all i ∈ I and a ∈ A
define σai ∈ Aut(Z
I) by
σai (αj) = αj − c
a
ijαi for all j ∈ I.(1)
The Weyl groupoid of C is the category W(C) such that Ob(W(C)) = A and the morphisms
are compositions of maps σai with i ∈ I and a ∈ A, where σ
a
i is considered as an element in
Hom(a, ρi(a)). The cardinality of I is the rank of W(C).
Definition 3.9. A Cartan graph is called standard if Ca = Cb for all a, b ∈ A. A Cartan graph
is called connected if its Weyl groupoid is connected, that is if for all a, b ∈ A there exists w ∈
Hom(a, b). The Cartan graph is called simply connected if Hom(a, a) = {ida} for all a ∈ A.
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Two Cartan graphs
C = C(I,A, (ρi)i∈I , (C
a)a∈A), C
′ = C(I ′, A′, (ρ′i)i∈I , (C
′a)a∈A′)
are called equivalent if there are bijections ϕ0 : I → I
′, ϕ1 : A → A
′ such that ϕ1(ρi(a)) =
ρ′
ϕ0(i)
(ϕ1(a)) and c
ϕ1(a)
ϕ0(i)ϕ0(j)
= caij for all i, j ∈ I, a ∈ A.
Let C be a Cartan graph. For all a ∈ A let
(Rre)a = {ida σi1 · · · σik(αj) | k ∈ N0, i1, . . . , ik, j ∈ I} ⊆ Z
I .
The elements of the set (Rre)a are called real roots (at a). The pair (C, ((Rre)a)a∈A) is denoted by
Rre(C). A real root α ∈ (Rre)a, where a ∈ A, is called positive (resp. negative) if α ∈ NI0 (resp.
α ∈ −NI0).
Definition 3.10. Let C = C(I,A, (ρi)i∈I , (C
a)a∈A) be a Cartan graph. For all a ∈ A let R
a ⊆ ZI ,
and define mai,j = |R
a ∩ (N0αi + N0αj)| for all i, j ∈ I and a ∈ A. We say that
R = R(C, (Ra)a∈A)
is a root system of type C if it satisfies the following axioms.
(R1) Ra = Ra+ ∪−R
a
+, where R
a
+ = R
a ∩ NI0, for all a ∈ A.
(R2) Ra ∩ Zαi = {αi,−αi} for all i ∈ I, a ∈ A.
(R3) σai (R
a) = Rρi(a) for all i ∈ I, a ∈ A.
(R4) If i, j ∈ I and a ∈ A such that i 6= j and mai,j is finite, then (ρiρj)
mai,j (a) = a.
The root system R is called finite if for all a ∈ A the set Ra is finite. By [7, Prop. 2.12], if R is a
finite root system of type C, then R = Rre, and hence Rre is a root system of type C in that case.
Roots which are not real roots are called imaginary roots.
Remark 3.11. If C is a Cartan graph and there exists a root system of type C, then C satisfies
(C3) If a, b ∈ A and id ∈ Hom(a, b), then a = b.
Definition 3.12. Let C = C(I,A, (ρi)i∈I , (C
a)a∈A) be a Cartan graph with Weyl groupoid W(C).
Let b ∈ A, J ⊆ I and ΠJ = 〈ρj | j ∈ J〉 ≤ Sym(A). For a ∈ A, let C
a
J be the restriction of C
a to
the indices J , i.e. CaJ := (c
a
ij)i,j∈J . Define the J-residue of C (containing b) as
CbJ := (J,ΠJ (b), (ρj)j∈J , (C
a
J )a∈ΠJ (b)).
Lemma 3.13. With notation as above, CbJ is connected. If C is simply connected, then so is C
b
J . If
C admits a root system, then so does CbJ , and if furthermore ΠJ(b) is finite, C
b
J admits a finite real
root system.
Proof. The Cartan graph CbJ is connected since ΠJ is transitive on ΠJ(b). Since the morphisms of
W(CbJ) are generated by a subset of those generating W(C), C
b
J is simply connected if C is.
If R is a root system for C , then for a ∈ ΠJ(b) the set
(Rre)a = {ida σi1 · · · σik(αj) | k ∈ N0, i1, . . . , ik, j ∈ J}
is a subset of the real roots at a in C, hence (Rre)a satisfies (R1) - (R4). Assume that ΠJ (b) is finite,
then for all a ∈ ΠJ(b) the set (R
re)a contains at most |J ||ΠJ (b)| elements, and is hence finite. 
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3.3. Cartan graphs and crystallographic arrangements. In the following section we point out
one part of the correspondence between reduced root systems of crystallographic Tits arrangements
and real roots of a Cartan graph. We will use some results for subarrangements, which will be
provided in Section 5.
Proposition 3.5 allows us to make the following definition:
Definition 3.14. Let (A, T ) be a crystallographic Tits arrangement with respect to R. Let K be
a chamber and BK = {α1, . . . , αr}. Let K
i be the chamber i-adjacent to K, i.e. K ∩Ki ⊂ α⊥i . Let
BK
i
= {βi1, . . . , β
i
r} be indexed compatibly, then by Proposition 3.5 we find that β
i
j = c
i
jαi + αj
with cij ∈ N for i 6= j and c
i
i = −2. We will call the matrix C
K = (−cij)1≤i,j≤r the Cartan matrix
at K.
Furthermore, in the above setting we denote by ϕKi,K the linear extension of the map αj 7→ β
i
j
for all j = 1, . . . , r.
The following lemma shows that the notion of a Cartan matrix at a chamber K is justified, as
it is indeed a generalized Cartan matrix. For the sake of brevity, we omit the fact that it should
be called the “generalized Cartan matrix at a chamber”. In this work we will not define what a
(non-generalized) Cartan matrix is.
Lemma 3.15. Let K ∈ K, CK the Cartan matrix at K. Then CK is a generalized Cartan matrix.
Proof. The matrix CK satisfies (M1) from the definition by Proposition 3.5. So assume cji = 0.
This implies βji = αi. By construction β
i
j = c
i
jαi+αj. Assume c
i
j > 0 and let v = −c
i
jα
∨
j +α
∨
i ∈ V .
Then βji (v) = αi(v) = 1, β
j
j (v) = −αj(v) = c
i
j and therefore β
i
j(v) = 0. The last equality means
v ∈ (βij)
⊥, which contradicts the simplicial structure of S. So (M2) holds. 
Proposition 3.16. Let (A, T ) be a crystallographic Tits arrangement with respect to R and assume
the BK are indexed compatibly for all K ∈ K. Set I := {1, . . . , r}, A := K, CK the generalized
Cartan matrix at K, and for i ∈ I let ρi : A→ A, K 7→ K
i, where Ki is the chamber i-adjacent to
K. Then C := C(I,A, (ρi)i∈I , (C
a)a∈A) is a connected Cartan graph.
Proof. By Lemma 3.15, for K ∈ K the Cartan matrix CK at K is a generalized Cartan matrix.
The maps ρi are well defined, as for K ∈ K, there exists a unique chamber K
i which is i-adjacent
to K. Since K is then also i-adjacent to Ki, as the indexing of the root basis is compatible, ρi is
an involution. Thus C satisfies (C1).
It remains to check (C2). So let K,L be i-adjacent with BK = {α1, . . . , αr}, B
L = {β1, . . . , βr}.
So we find ρi(K) = L. Let i, j ∈ I. If i = j, c
K
ii = 2 = c
L
jj, so assume i 6= j.
We find the i, j-th entry of CK to be the number −c such that βj = cαi + αj . The i, j-th entry
of CK
i
is the number −d defined by αj = dβi+βj . We obtain αj = −dαi+ cαi+αj , and therefore
c = d by using the linear independence of αi, αj . Therefore C satisfies (C2) and is a Cartan graph.
The Cartan graph C is connected: Since S is a chamber complex, we can find a gallery between
two chambers K and K ′. Let (K = K0, . . . ,Km = K
′) be such a gallery. Assume that Kj−1 and
Kj are ij-adjacent. Then the map σ
Km−1
ij
· · · σK0i1 is in Hom(K0,Km) = Hom(K,K
′). 
Definition 3.17. Given a crystallographic Tits arrangement (A, T ) with respect to R, we will
denote the Cartan graph defined in Proposition 3.16 by C(A, T,R).
Let K ∈ K and let φK : V
∗ → Rr be the coordinate map of V ∗ with respect to the basis BK .
As R is crystallographic, φK(R) ⊂ Z
r. Furthermore let RK := φK(R) for K ∈ K.
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Lemma 3.18. Let K,K ′ be i-adjacent chambers. Then
φK ′ ◦ ϕK ′,K = φK ,
φK ′ = σ
K
i ◦ φK .
Proof. This is a straight forward calculation using the definition of φk and σ
K
i . 
Using induction on the above expressions immediately yields:
Corollary 3.19. Let K0,Km be arbitrary chambers, (K0, . . . ,Km) be a gallery such that Kj−1, Kj
are ij adjacent, j = 1, . . . ,m. Then
φKm ◦ (ϕKm,Km−1 · · ·ϕK1,K0) = φK0 ,
φKm = (σ
Km−1
im
· · · σK0i1 ) ◦ φK0 .
Proposition 3.20. The Cartan graph C(A, T,R) is simply connected.
Proof. Let K ∈ K and w ∈ Hom(K,K) such that
w = idK σ
i
Km−1
m
· · · σiK
1
,
so in particular K = K0,K1, . . . ,Km = K is a gallery from K to K. By Corollary 3.19, w is the
identity on Zr. 
Proposition 3.21. Let (A, T ) be a crystallographic arrangement of rank r with respect to R and
C = C(A, T,R). Then the sets RK are exactly the real roots of C at K, and R = R(C, (RK)K∈K) is
a root system of type C.
Proof. We show that R is a root system of type C. Lemma 2.5 and the crystallographic property
imply (R1), and (R2) holds since R is reduced. To show (R3), assume K,K ′ are i-adjacent. In
particular this means ρi(K) = K
′. Now
σKi (R
K) = σKi φK(R) = φK ′(R) = R
K ′ = Rρi(K)
by Corollary 3.19, so (R3) holds.
Let i 6= j ∈ I and K ∈ K, such that mij = |R
K ∩ (N0αi + N0αj)| is finite. Assume B
K =
{β1, . . . , βr}, then this is equivalent to mij = |R ∩ 〈βi, βj〉|, as φK maps βk to αk for k ∈ I. Take
the simplex F ∈ S, F ⊂ K, such that the type of F is {i, j}, in particular F is a 2-simplex and
F = α⊥i ∩ α
⊥
j ∩ K. Take x ∈ F such that Ax ∩W
K = {α⊥i , α
⊥
j }, and consider the arrangement
(Ax, R
x). Then Ax, R
x has exactly mij elements, by 5.3 (A
pi
x, R
x) is a spherical arrangement, and
Kx consists of 2mij chambers. The induced simplicial complex has a unique induced type function
by {i, j}. Therefore (ρiρj)
mij corresponds to a unique gallery (K = K0,K1, . . . ,Kn) of length 2mij .
Thus we obtain Kn = K and (ρiρj)
mij (K) = K.
It remains to show that RK are actually the real roots at K. Since ϕK ′,K maps roots to roots,
we have (Rre)K ⊂ RK by Corollary 3.19, so we need to check the other inclusion. Let β ∈ R, and
set βK = φK(β). Let K
′ ∈ K0, such that β ∈ B
K ′, and let (K = K0,K1, . . . ,Km = K
′) be a
gallery from K to K ′ with Ki−1,Ki being ji-adjacent. Let α ∈ B
K such that
ϕK,K1 ◦ · · · , ◦ϕKm−1,K ′(β) = α.
Then by Corollary 3.19
βK = φK(β) = σ
K1
j1
◦ · · · ◦ σKmjm φK ′(β),
where we used the fact that by (C2), σK
i
i σ
K
i = idZr if K
i is i-adjacent to K. Now β ∈ K ′ yields
that φK ′(β) is in the standard basis, which proves βK ∈ (R
re)K . Hence RK = (Rre)K , which proves
our assumption. 
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Remark 3.22. It is easy to see that combinatorially equivalent crystallographic Tits arrangements
(A, T ) (w.r.t. R) and (A′, T ′) (w.r.t. R′) yield equivalent Cartan graphs C(A, T,R) and C(A′, T ′, R′).
Choosing a different type function of the simplicial complex S also gives rise to equivalent Cartan
graphs, which only differ by a permutation of I.
3.4. The additive property. In this section we will discuss the additive property of root systems.
Here we will also use some results for subarrangements, which we will prove later in Section 5.
Definition 3.23. Let (A, T ) be a Tits arrangement associated to R, and fix K ∈ K. Set
R+ := R ∩
∑
α∈BK
R≥0α,
R− := R ∩
∑
α∈BK
R≤0α,
and call R+ the positive roots (w.r.t. K) and R− the negative roots (w.r.t. K).
Lemma 3.24. If (A, T,R) is a simplicial arrangement, then R = R+ ∪˙ R− for every K ∈ K.
Proof. Let α ∈ R, then α ∈ R+ or α ∈ R− by Lemma 2.12. The sets R+, R− are disjoint since∑
α∈BK R≥0α ∩
∑
α∈BK R≤0α = {0}, and 0 /∈ R. 
Definition 3.25. Let (A, T ) be a Tits arrangement associated to R, and let K ∈ K. We say that
BK satisfies the additive property, or shorter that BK is additive if for all α ∈ R+ either α ∈ BK
or α = α1 + α2 with α1, α2 ∈ R
+.
If BK is additive for all K ∈ K, then (A, T ) is said to be additive (w.r.t. R).
Remark 3.26. (1) If (A, T ) is additive, then (A, T ) is also crystallographic. This is just a
consequence from the definition.
(2) In [8, Corollary 3.8] Cuntz and Heckenberger showed that spherical crystallographic ar-
rangements in dimension 2 are additive. This statement is used in [9, Theorem 2.10] to
show that every crystallographic spherical arrangement is additive, thus for spherical ar-
rangements the additive property and the crystallographic property are equivalent. Note
that both formulations above actually refer to Weyl groupoids.
(3) An example of an affine crystallographic arrangement which is not additive in the above
sense is the root system of A˜1, which is
R(A˜1) = {α1 + kγ, α2 + kγ | k ∈ Z},
where {α1, α2} is a basis of (R
2)∗ and γ = α1 + α2. There is a chamber K such that
BK = {α1, α2}, but 2α1 + α2 is neither in B
K nor a sum of two positive roots.
We now give a criterion for a crystallographic arrangement to be additive. The idea for the proof
of the following statement is based on [9, Theorem 2.10], but adapted to our notation.
Proposition 3.27. Assume that (A, T ) is a crystallographic Tits arrangement with respect to R
of rank r ≥ 3. If (A, T ) is 2-spherical, then it is additive with respect to R.
Proof. LetK0 ∈ K and β ∈ R
+ w.r.t.K0. LetK ∈ K, such that β ∈ B
K and assume d(K0,K) = m.
Fix a minimal gallery γ = (K0,K1, . . . ,Km = K). Let B
K = {β1, . . . , βr}, where β = β1. If m = 0,
β is already in BK0 and we are done. So let m ≥ 1 and assume β /∈ BK0.
Now assume K and Km−1 are i-adjacent. As β ∈ R
+, we find Dβ⊥(K0) = Dβ⊥(K), hence i 6= 1
and a minimal gallery between them can not cross β⊥. So let F := β⊥1 ∩ β
⊥
i ∩ K, then F is an
(n− 3)-simplex by construction.
As (A, T ) is 2-spherical, F ∩ T is not empty. Let x ∈ F ∩ T such that Ax ∩W
K = {β⊥1 , β
⊥
i }.
Then Rx is contained in 〈β1, βi〉, Kx corresponds to the chambers of the star St(F ) of F . Now
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St(F ) is a gated set by [11, Proposition 2.27], so let G ∈ Kx be the unique gate from K0 to Kx.
Then BG ∩ Rx = {α1, α2} for some α1, α2 ∈ 〈β1, βi〉. Let Hi = α
⊥
i for i = 1, 2. By construction
of G we find DHi(G) = DHi(K) for i = 1, 2 and therefore K ⊂ α
+
1 ∩ α
+
2 , by Lemma 2.5 the roots
α1, α2 are positive with respect to K.
By Corollary 5.7 Rx itself is a crystallographic root system in dimension 2, and {α1, α2} is a
root basis. By construction G ⊂ β+, as β1 ∈ Rx, and again by Lemma 2.5 we obtain that β is a
positive linear combination of α1, α2. From [8, Corollary 3.8] it follows that Rx is additive, so β is
either in {α1, α2} or sum of two positive roots α
′
1, α
′
2 in R
+ ∩ 〈α1, α2〉. In the latter case we are
done, as α′1, α
′
2 are also positive with respect to K, since they are positive linear combinations of
α1, α2, which are positive w.r.t. K.
So it remains to check that β 6= α1, α2. As G is the gate from K to Kx, we can assume that there
exists an index 0 ≤ j ≤ m such that Kj = G in the above gallery. Assume β = α1, then β ∈ B
G
and the minimality of the gallery yields j = m. But we assumed Km−1 and G are i-adjacent, which
means that Km−1 ∈ Kx, a contradiction to the gate property. So β 6= α1, α2 and we are done. 
4. The geometric realisation of a connected simply connected Weyl groupoid
In the previous section, we constructed a Cartan graph from a given crystallographic simplicial
arrangement. The aim of this section is to give a canonical crystallographic Tits arrangement
associated to a given connected simply connected Cartan graph with real roots.
For this section, assume C = C(I,A, (ρi)i∈I , (C
a)a∈A) to be a connected simply connected Cartan
graph of rank r with real roots Rre = R(C, ((Rre)a)a∈A), and fix some a ∈ A. Furthermore, assume
that Rre is a root system of type C. By [7, Proposition 2.9], this is equivalent to the existence of a
root system of type C.
Definition 4.1. Let V = Rr, I = {1, . . . , r} and let B := {αi | i ∈ I} be the standard basis of Z
r.
Assume {βi | i ∈ I} is a basis of V
∗. Let ψ : Zr → V be the unique Z-linear map given by αi 7→ βi.
Define R := ψ((Rre)a) and A := {r⊥ | r ∈ R}. For b ∈ A with Hom(a, b) = {w}, define the map
ψb : (R
re)b → R as ψb = ψw
−1. In particular, ψa = ψ|(Rre)a . Further let
Bb := ψb(B)
for all b ∈ A. Given Bb, set
Kb :=
⋂
β∈Bb
β+,
and let K = {Kb | b ∈ A}. Note that Bb, Kb are defined (and well defined) for all b ∈ A, since C is
connected (and simply connected). The walls of Kb are the elements of
W b := {α⊥ | α ∈ Kb}.
Let w ∈ Hom(a, b) and i ∈ I. We call Kb 6= Kb
′
i-adjacent if
〈Kb ∩Kb′〉 = ψb(αi)
⊥.
We say Kb and Kb
′
are adjacent if they are i-adjacent for some i ∈ I.
Corollary 4.2. With the above definitions,
ψb = ψb′w
for arbitrary b, b′ ∈ A and w ∈ Hom(b, b′).
Lemma 4.3. For b ∈ A, Kb is a simplicial cone, and H does not meet Kb for all H ∈ A.
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Proof. The set Kb is a simplicial cone by definition, as the sets Bb are bases by construction. Let
w ∈ Hom(a, b), then w((Rre)a) = (Rre)b, and we have ψb(B) = B
b as well as ψb((R
re)b) = R.
Therefore R ⊂ ±
∑
α∈Bb N0α. By Lemma 2.5, we obtain for every H ∈ A that the vertices of an
open simplex S with Kb = R>0S which are not contained in H are on the same side of H. 
Lemma 4.4. Let b ∈ A, H ∈W b, then Kb ∩H spans H.
Proof. This follows as Kb is a simplicial cone. 
Definition 4.5. For H ∈ A, Lemma 4.4 yields that every Kb is contained in a unique halfspace
associated to H. We denote this halfspace by DH(K
b). For the halfspace not containing Kb we
write −DH(K
b).
We say that H separates Kb and Kb
′
for b, b′ ∈ A if DH(K
b) = −DH(K
b′), and set
S(Kb,Kb
′
) = {H ∈ A | DH(K
b) = −DH(K
b′)}.
Furthermore let T be the convex hull of all Kb, b ∈ A.
Lemma 4.6. ([11, Lemma B.2]) Let C = {v1, . . . , vr}, C
′ = {v′1, . . . , v
′
r} be bases of V such that
KC = KC
′
. Then, up to permutation, αi = λiα
′
i for some λi ∈ R>0 for all 1 ≤ i ≤ r.
The same holds for two bases B,B′ of V ∗ such that KB = KB
′
.
We will need the following characterization of walls.
Lemma 4.7. Assume b ∈ A and let H ⊂ V be a hyperplane. Then H ∈ W b if and only if
H ∩Kb = ∅ and 〈H ∩Kb〉 = H.
Proof. Assume H ∈ W b and let α ∈ Bb such that α⊥ = H. Since Kb ⊂ α+, Kb ∩ H = ∅. By
definition of Kb the set Kb∩H is not empty. Let S be a closed simplex such that Kb = R>0S∪{0},
by Remark 2.4 it follows that there exists a maximal face F of S contained inH. But F has an n−2-
dimensional affine space as its affine span, therefore its linear span is a hyperplane. Furthermore
F ⊂ H ∩Kb, hence 〈H ∩Kb〉 = H.
Now assume H ∩Kb = ∅ and 〈H ∩Kb〉 = H both hold. The set Kb is a simplicial cone, from
Remark 2.4 we obtain that there exist elements β1, . . . , βr ∈ V
∗ such that
Kb =
r⋂
i=1
β+i .
By using 4.6 we can assume Bb = {β1, . . . , βr}. Let S be as above, then we find a maximal face F
of S such that F ⊂ H, but every face of S is contained in a unique hyperplane β⊥i , which proves
our claim. 
Lemma 4.8. The map A→ K, b 7→ Kb, is a bijection.
Proof. As Rre is a root system of type C, it follows from [15, Lemma 8, (iii)], that C satisfies (C3),
which implies the statement. 
Proposition 4.9. Let b, b′ ∈ A, i ∈ I, and let S :=
⋂
i 6=j∈I(ψb(αj)
+∩ψb′(αj)
+). Then the following
are equivalent:
i) Kb and Kb
′
are i-adjacent,
ii) ρi(b) = b
′,
iii) ∀K ∈ K : (K ⊂ S ⇐⇒ K ∈ {Kb,Kb
′
}),
iv) S(Kb,Kb
′
) = {ψb(αi)
⊥}.
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Proof. ii) =⇒ iii),iv): Assume ρi(b) = b
′, then Bb
′
= {ψb(αj − c
b
ijαi) | j ∈ I} and by definition we
have ψb′(αj) = ψb(αj − c
b
ijαi). Therefore K
b ⊂ ψb(αj)
+ for all j ∈ I, and hence also Kb ⊂ ψb′(αj)
+
for all i 6= j ∈ I. The analogue statement holds for Kb
′
, so Kb,Kb
′
⊂ S. Now assume K ∈ K,
K ⊂ S, and consider the case K ⊂ ψb(αi)
+. Then we obtain K ⊂
⋂
i∈I ψb(αi)
+ and thus K ⊂ Kb.
By Lemma 4.3 this already implies K = Kb. The case K ⊂ ψb(αi)
− yields in the same way
K = Kb
′
. Thus iii) holds. This also implies ψb(αi)
⊥ ∈ S(Kb,Kb
′
). Hence we get
S = (S ∩ ψb(αi)
+) ∪˙ (S ∩ ψb(αi)
−) ∪˙ (S ∩ ψb(αi)
⊥)
= Kb ∪˙ Kb
′
∪˙(S ∩ ψb(αi)
⊥,
so assume H ∈ S(Kb,Kb
′
). Then H must meet S, but cannot meet Kb or Kb
′
by Lemma 4.3. The
intersection H ∩ S is open in ψb(αi)
⊥. Hence the two hyperplanes must coincide. This shows iv).
iv) =⇒ iii), i): Let S(Kb,Kb
′
) = {ψb(αi)
⊥}. By definition ψb(αi)
⊥ is a wall of Kb. Assume
ψb(αi)
⊥ is not a wall of Kb
′
, then Kb ⊂
⋂
i∈I ψb′(αi)
+ and Kb = Kb
′
by Lemma 4.3, but then
S(Kb,Kb
′
) = ∅, a contradiction, hence ψb(αi)
⊥ ∈ W b
′
holds. For j 6= i we find Dψb(αj )⊥(K
b) =
Dψb(αj)⊥(K
b′), and the same holds for ψb′(αj)
⊥. Therefore S contains both Kb and Kb
′
. Assume
K ⊂ S, then K is on either side of ψb(αi)
⊥. In case Dψb(αi)⊥(K) = Dψb(αi)⊥(K
b), K = Kb holds,
so assume Dψb(αi)⊥(K) = Dψb(αi)⊥(K
b′). As ψb(αi)
⊥ is a wall of Kb
′
different from ψb′(αj)
⊥ for
j 6= i, we already have ψb(αi)
⊥ = ψb′(αi)
⊥. We obtain K ⊂
⋂
i∈I ψb′(αi)
+, and therefore K = Kb
′
,
which shows iii). Furthermore we see that S ∩ψb(αi)
⊥ is not empty, as S is a convex set containing
points in ψb(αi)
+ and in ψb(αi)
−. In particular we showed
S = (S ∩ ψb(αi)
+) ∪˙ (S ∩ ψb(αi)
−) ∪˙ (S ∩ ψb(αi)
⊥)
= Kb ∪˙ Kb
′
∪˙(S ∩ ψb(αi)
⊥,
and (S ∩ ψb(αi)
⊥ ⊂ Kb ∩Kb′ . Consider open balls U ⊂ Kb, U ′ ⊂ Kb
′
. The convex hull of U and
U ′ is again open, and therefore intersects ψb(αi)
⊥ in subset U ′′, which is open in ψb(αi)
⊥. Hence
U ′′ spans ψb(αi)
⊥. Now U ′′ is contained in Kb as well as Kb′ , so Kb and Kb
′
are i-adjacent, which
shows i).
i) =⇒ iv): Let Kb and Kb
′
be i-adjacent, so 〈Kb ∩Kb′〉 = ψb(αi)
⊥. Let H = ψb(αi)
⊥. Assume
H ′ ∈ A separates Kb andKb
′
. Then (Kb∩H)∩(Kb′∩H) will be contained inH ′. If this intersection
spans a hyperplane, then H = H ′. Therefore iv) holds.
iii) =⇒ ii): We have the equality S ∩ψb(αi)
+ = Kb by definition. The intersection S ∩ψb(αi)
−
must contain Kb
′
. Furthermore we find that ψb(αi)
⊥ and ψb′(αi)
⊥ separate Kb and Kb
′
, because
otherwise Kb ⊂ Kb
′
. Since S is convex, we actually find an open subset U ′ ⊂ S which is in
ψb(αi)
⊥∩Kb. Since S is open, this is contained in an open subset U ⊂ S, such that U∩ψb(αi)
⊥ = U ′.
Assume ρi(b) = b
′′, then ii) =⇒ iv) =⇒ i) yields that
S′ =
⋂
i 6=j∈I
(ψb(αj)
+ ∩ ψb′′(αj)
+)
contains exactly the chambers Kb and Kb
′′
and that Kb, Kb
′′
are i-adjacent. Furthermore we
obtain
S′ = Kb ∪˙ Kb
′′
∪˙ (S′ ∩ ψb(α)
⊥).
By construction S′ contains U ′, therefore it also contains an open set U ′′ such that U ′′∩ψb(αi)
⊥ =
U ′. But then U ∩ U ′′ is open, contained in S, and meets Kb
′′
. So Kb
′
= Kb
′′
and hence b′ = b′′ by
Lemma 4.8. This shows ii) and finishes the proof. 
Lemma 4.10. For every H ∈ A, there exists b ∈ A such that H ∈W b.
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Proof. As H ∈ A, we find α ∈ R such that H = α⊥, thus there exists b ∈ A and i ∈ I such that
α = φb(αi), and consequently H ∈W
b. 
Lemma 4.11. We have |S(Kb,Kb
′
)| = 0 if and only if b = b′, and |S(Kb,Kb
′
)| = 1 if and only if
Kb and Kb
′
are adjacent.
Proof. Assume |S(Kb,Kb
′
)| = 0 holds, and let Bb := {β1, . . . , βr}. Then K
b′ ⊆
⋂r
i=1 β
+
i . Assuming
that the inclusion is proper provides a contradiction to the fact that no hyperplane in W b
′
meets
Kb in Lemma 4.3.
In the case b = b′, the statement in Lemma 4.8 yields |S(Kb,Kb
′
)| = 0, which shows the first
equivalence.
For the second statement assume S(Kb,Kb
′
) = {H}, and assumeH /∈W b. ThenKb
′
⊂ DH′(K
b)
for all H ′ ∈W b, and therefore Kb
′
⊂ Kb holds. As before we obtain b = b′ and |S(Kb,Kb
′
)| = 0 in
contradiction to our assumptions. Therefore H is a wall of Kb as well as Kb
′
, hence H = ψb(αi)
⊥
for some i ∈ I. The statement follows from Proposition 4.9, iv) =⇒ i).
If Kb, Kb
′
are i-adjacent, Proposition 4.9, i) =⇒ iv), yields |S(Kb,Kb
′
)| = 1. 
Definition and Remark 4.12. We define the distance function on K in the following way, which
is the same definition as for chamber complexes. Take a minimal gallery Kb0 , . . . ,Kbm between
chambers Kb0 and Kbm , where Kbi and Kbi+1 are adjacent (this exists since C is connected), and
set
d(Kb0 ,Kbm) := m.
This is a well defined metric on the set K, thus (K, d) is a metric space. The fact that d is a metric
can be checked in the same way as if K was constructed from a simplicial arrangement.
Proposition 4.13. Assume Kb ∈ K and x ∈ K such that Ax = {H ∈ A | x ∈ H} is finite. Let
Rx = {α ∈ R | α
⊥ ∈ Ax}, W = 〈Rx〉, Vx = V/W
⊥. Construct Ix = {i ∈ I | ψb(αi) ∈ Rx}, and set
Πx = 〈ρi | i ∈ Ix〉. Further define Ax := Πx(b) and C
b′
x = (c
b′
i,j)i,j∈Ix. Set
Cx := C(Ix, Ax, (ρi)i∈Ix , (C
b′
x )b′∈Ax),
then Cx is a connected simply connected Cartan graph which admits a finite root system with real
roots at c being the set ψ−1c (Rx) for c ∈ Ax. Here Rx is identified with a subset of (Vx)
∗ via
α(v +W⊥) := α(v).
Proof. First notice that Cx is indeed a connected and simply connected Cartan graph by Lemma
3.13 as it is an Ix-residue of C.
Denote by (Rrex )
c for c ∈ Ax the real roots at c given by the Cartan graph Cx. By taking the
standard basis {α1, . . . , αr}, we can consider Z
Ix as the Z-span of {αi | i ∈ Ix} in Z
I . Comparing
the construction of
(Rrex )
c = {idc σi1 · · · σik(αj) | k ∈ N0, i1, . . . , ik, j ∈ Ix}
and
(Rre)c = {idc σi1 · · · σik(αj) | k ∈ N0, i1, . . . , ik, j ∈ I},
it follows immediately that (Rrex )
c ⊆ ψ−1c (Rx) for c ∈ Ax. In particular (R
re
x )
c is a finite root system,
and for c ∈ Ax the real roots (R
re
x )
c at c form a spherical simplicial arrangement of rank |Ix| via
the map ψc in the space Vx. Call this arrangement A
′, the corresponding root system R′ and the
chambers K′. Also denote the canonical projections with pix : V → V/W
⊥ and pi⊥x : V
∗ → (Vx)
∗,
pi⊥x (α)(y +W
⊥) = α(y). Let c ∈ A, d ∈ Ax, and let (K
′)c be the chamber associated to c in Cx,
and (B′)c the respective root basis in (Vx)
∗.
We show that for all c ∈ Ax we have pix(K
c) = (K ′)c and pi⊥x (B
c∩Rx) = (B
′)c. For the simplicial
arrangement associated to Cx we need some notation as in Definition 4.1. Let ψ
′ : ZI
x
→ (Vx)
∗,
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mapping αi to βi, i.e. ψ
′ = ψb|ZIx . The associated root system is then given by R
′ = ψ′((Rrex )
b).
For c ∈ Ax and Hom(c, b) = {w} we can then define ψ
′
c = ψ
′w and get ψc((R
re
x )
c) = R′.
We find by definition of Ix that B
c ∩ Rx = ψc({αi | i ∈ Ix}) and (B
′)c = ψ′c({αi | i ∈ Ix})
via the embedding of αi, i ∈ Ix into Z
I . By definition we can write ψ′c = ψ
′w, ψc = ψbw
for Hom(c, b) = {w}. As noted above ψ′ = ψb|ZIx , so ψ
′
c = ψb|ZIxw, which yields the equality
pi⊥x (B
c ∩Rx) = (B
′)c. Given this, we immediately obtain pix(K
c) = (K ′)c by considering how Kc,
(K ′)c are defined.
Now assume α ∈ Rx. If it is not in ψb(R
re
x ), it meets a chamber in K
′, since the elements in K′
are the connected components of Vx \
⋃
H∈Ax
H, which is impossible by Lemma 4.3. We conclude
Rx = R
′, as required. 
Remark 4.14. It is an easy observation (the proof is similar to the proof of [11, Lemma 2.7]) that
the separating hyperplanes for two chambers Kb,Kb
′
with x ∈ Kb ∩Kb′ are all contained in Ax.
In combination with the next lemma, this yields that the Cartan graph Cx is independent of the
choice of Kb. In other words, in this case b′ ∈ Πx(b).
The next lemma yields a characterization of the distance d, which we already established for
simplicial arrangements.
Lemma 4.15. If b, b′ ∈ A, then d(Kb,Kb
′
) = |S(Kb,Kb
′
)|.
Proof. Let d := d(Kb,Kb
′
), and set m = |S(Kb,Kb
′
)| in case this is finite. For d = 0, 1 the
statement follows from Lemma 4.11. We prove |S(Kb,Kb
′
)| ≤ d by induction on d, so assume
d ≥ 2 and for c, c′ ∈ A with d(Kc,Kc
′
) < d we know d(Kc,Kc
′
) = |S(Kc,Kc
′
)|. Let Kb =
Kb0 ,Kb1 , . . . ,Kbd = Kb
′
be a minimal gallery from Kb to Kb
′
. We find Kb1 , . . . ,Kbd to be a
minimal gallery from Kb1 to Kb
′
, and hence d(Kb1 ,Kb
′
) = d− 1 = |S(Kb1 ,Kb
′
)| by induction, and
d(Kb,Kb1) = 1 = |S(Kb,Kb1)|.
So we can assume S(Kb,Kb1) = {H1}, S(K
b1 ,Kb
′
) = {H2, . . . ,Hd}.
Assume H separates Kb and Kb
′
, and let 1 ≤ j ≤ d be the first index, such that DH(K
bj−1) =
DH(K
b), DH(K
bj ) = DH(K
b′). This index exists, otherwise we find DH(K
b) = DH(K
b′). If j = 1,
we find H = H1, else we find H ∈ S(K
b1 ,Kb
′
), and we can conclude
S(Kb,Kb
′
) ⊂ S(Kb,Kb1) ∪ S(Kb1 ,Kb
′
)
and thus m ≤ d.
To show equality we show that there exists a gallery of length m connecting Kb and Kb
′
. As
we now know that S(Kb,Kb
′
) is actually finite, let S(Kb,Kb
′
) = {H ′1, . . . ,H
′
m}. There exists a
hyperplane in S(Kb,Kb
′
) which is a wall of Kb, otherwise we find for every wall of Kb, that Kb
′
is
on the same side, which yields Kb = Kb
′
and b = b′, in contradiction to d(Kb,Kb
′
) ≥ 2.
So assume H ′1 is a wall of K
b, then we find H ′1 = ψb(αi)
⊥ for some i ∈ I. So let b1 ∈ A such that
ρi(b) = b1, then K
b1 is i-adjacent to Kb by Proposition 4.9. We obtain S(Kb,Kb1) = {H ′1}. As H
′
1
is the only hyperplane separating Kb and Kb1 by Lemma 4.11, this implies DH′
i
(Kb) = DH′
i
(Kb1) =
−DH′i(K
b′) for i = 2, . . . ,m.
Furthermore note that every H ′i for 2 ≤ i ≤ m separates K
b and Kb
′
, and therefore separates
Kb1 and Kb
′
as well. On the other hand if H separates Kb1 and Kb
′
, it also separates Kb and Kb
′
.
We obtain S(Kb1 ,Kb
′
) = {H ′2, . . . ,H
′
m}, and by induction we find a gallery of length m connecting
Kb and Kb
′
. Hence d ≤ m, which concludes the proof. 
Corollary 4.16. Assume b, b′ ∈ A and Kb = Kb0 , . . . ,Kbm = Kb
′
is a minimal gallery from Kb to
Kb
′
. Then this gallery crosses no hyperplane in A more than once.
Another consequence of Lemma 4.15 is the following.
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Lemma 4.17. Let x ∈ Kb, y ∈ Kb
′
. For every point z ∈ [x, y] there exists a neighbourhood Uz
such that sec(Uz) = {H ∈ A | H ∩ Uz 6= ∅} is finite.
Proof. Take an open neighbourhood Ux of x in K
b, and an open neighbourhood Uy of y in K
b′ .
Take the union U :=
⋃
x′∈Ux,y′∈Uy
σ(x′, y′). Then U contains [x, y] and every hyperplane that meets
U separates Kb and Kb
′
. Hence the set sec(U) is finite by Lemma 4.15. We find ε, δ ∈ R>0 such
that the open balls Bε(x), Bδ(y) satisfy Bε(x) ⊂ Ux, Bδ(y) ⊂ Uy. Assume ε ≥ δ, and let z
′ ∈ Bδ(z).
Write z′ = z + v for v ∈ V . Then x+ v ∈ Bδ(x), y + v ∈ Bδ(y) and
z′ = z + v ∈ [x, y] + v = [x′, y′] ⊂ U.
Choosing Uz as Bδ(z) therefore satisfies | sec(Uz)| <∞. 
Remember that T is defined as the convex hull of Kb, b ∈ A. In the following, we show that
every point of T is on an interval between two points in the interior of two chambers, which implies
that T is indeed convex.
Lemma 4.18. Let b, b′ ∈ A with d(Kb,Kb
′
) = m, and let Γ(b, b′) the set of minimal galleries from
Kb to Kb
′
. Let x ∈ Kb, y ∈ Kb
′
. Then
[x, y] ⊂
⋃
Kc∈γ∈Γ(b,b′)
Kc.
Proof. The interval [x, y] only meets the finite set of hyperplanes S(Kb,Kb
′
) by Lemma 4.17. As x,
y are not contained in any hyperplane in A, the interval [x, y] is not contained in a hyperplane as
well. Let x1, . . . , xk ∈ [x, y] be the points such that sec((xi, xi+1)) = ∅, Axj 6= ∅ for all 1 ≤ i ≤ k−1,
1 ≤ j ≤ k, and sec([x, y]) =
⋃k
i=1Axi. These points exist by Lemma 4.15.
We show the statement by induction on k. Assume k = 0, then b = b′ and Kb = Kb
′
by
Lemma 4.8. As x, y ∈ Kb and Kb is convex, [x, y] ⊂ Kb, as required. If k = 1 then (x, x1) ⊂ K
b,
(x1, y) ⊂ K
b′ . Let Kb = Kb0 , . . . , Kbm = Kb
′
be a minimal gallery from Kb to Kb
′
. By definition
x1 ∈ Kb, and x1 ∈ Kb
′ . As x1 ∈ Kb∩ψb(α
⊥
i ), it is also contained in K
b1 , and inductively we obtain
x1 ∈ Kbi for 1 ≤ i ≤ m. So our claim holds for k = 1.
So let k ≥ 2. We show that every open segment (xj, xj+1) is contained in some chamber K
cj for
1 ≤ j < k. It is enough to show that (x1, x2) is contained in a chamber, then the statement follows
inductively by substituting x with a point on (x1, x2). As x1 ∈ Kb, let J ⊂ I such that j ∈ J if
and only if x1 ∈ ψb(αj)
⊥.
Define Rx1 := {α ∈ R | x1 ∈ α
⊥}, W = 〈Rx1〉, let pi
∗
x1
: V ∗ → (V/W⊥)∗, pi∗x1(α)(v+W
⊥) = α(v),
pix1 : V 7→ V/W
⊥, v 7→ v +W⊥. As Ax1 is finite, we can apply Proposition 4.13 to find a spherical
Cartan graph Cx1 , together with a set of chambers in one to one correspondence to the objects Ax1 .
In particular, as Cx1 is spherical, there exists an object c1 ∈ Ab,J , such that the chamber K
c1 has
maximal distance toKb in the spherical arrangement associated to Cx1 . Let B
b∩Rx1 = {β1, . . . , βl},
then W c1 = {−β1, . . . ,−βl}, hence (x1, x2) ⊂ K
c1 follows. We can conclude that (xj , xj+1) is
contained in Kcj for 1 ≤ j < k.
Let z ∈ (xj, xj+1) for some 1 ≤ j < k. By counting separating hyperplanes we obtain
d(Kb,Kcj) + d(Kcj ,Kb
′
) = d(Kb,Kb
′
), hence there is a minimal gallery Kb = Kb0 , . . . ,Kbλ =
Kcj , . . . ,Kb
′
= Kbm. By induction we obtain
[x, y] = [x, z] ∪ [z, y] ⊂
⋃
Kc
′∈γ∈Γ(b,c)
Kc′ ∪
⋃
Kc
′∈γ∈Γ(c,b′)
Kc′ ⊂
⋃
Kc
′∈γ∈Γ(b,b′)
Kc′ ,
since every minimal gallery containing Kc yields minimal galleries from Kb to Kc as well as from
Kc to Kb
′
. 
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Lemma 4.19. For b, b′ ∈ A the set {Kc | Kc ∈ γ ∈ Γ(b, b′)} is finite.
Proof. There exist only |I| chambers adjacent to Kb, inductively there exist only finitely many
chambers Kc such that d(Kb,Kc) ≤ d(Kb,Kb
′
), and {Kc | Kc ∈ γ ∈ Γ(b, b′)} is contained in this
set. 
Corollary 4.20. Let x ∈ Kb, y ∈ Kb′ for b, b′ ∈ A. Then
[x, y] ⊂
⋃
Kc∈γ∈Γ(b,b′)
Kc.
Proof. Let p : [0, 1] 7→ [x, y] be a continuous parametrization with p(0) = x, p(1) = y. Let
x′ ∈ Kb, y′ ∈ Kb
′
and parametrize the segments [x, x′], [y, y′] continuously with px : [0, 1]→ [x, x
′],
py : [0, 1] → [y, y
′], such that px(0) = x, px(1) = x
′, py(0) = y and py(1) = y
′ . Then by Lemma
4.18 we have
[px(ε), py(ε)] ⊂
⋃
Kc∈γ∈Γ(b,b′)
Kc
for all 0 < ε ≤ 1. As
⋃
Kc∈γ∈Γ(b,b′)K
c is a finite union of closed chambers by Lemma 4.19, it is
closed again. Since px, py are continuous, [x, y] = [px(0), py(0)] ⊂
⋃
Kc∈γ∈Γ(b,b′)K
c. 
Lemma 4.21. Let T0 :=
⋃
b∈AK
b. The cone T satisfies
T =
⋃
x,y∈T0
[x, y].
Proof. Let T ′ :=
⋃
x,y∈T0
[x, y], then the inclusion T ′ ⊂ T holds since T is convex. We show that T ′
is convex. Let z, z′ ∈ T ′, then we find b, b′, c, c′ ∈ A with x ∈ Kb, x′ ∈ Kb
′
, y ∈ Kc, y′ ∈ Kc
′
, such
that z ∈ [x, y], z′ ∈ [x′, y′]. It follows from Lemma 4.18 that there exist chambers Kd, Kd
′
with
z ∈ Kd, z′ ∈ Kd′ . By Corollary 4.20 we obtain
[z, z′] ⊂
⋃
Kc∈γ∈Γ(d,d′)
Kc.
Let z′′ ∈ [z, z′], then Az′′ is finite, and there exists a chamber K
d′′ such that z′′ ∈ Kd′′ . By
Proposition 4.13 we obtain that there exists an object d∗ of maximal distance to d′′ in the spherical
Weyl groupoid induced at z′′. Therefore Kd
∗
has maximal distance to Kd
′′
in the respective
spherical arrangement, and z′′ is on a segment between a point in Kd
′′
and Kd
∗
. 
Proposition 4.22. The pair (A, T ) is a crystallographic Tits arrangement with respect to R.
Proof. By Lemma 4.21 every point z ∈ T is on an interval [x, y], x ∈ Kb, y ∈ Kb
′
, and by Lemma
4.17 we find a neighbourhood Uz such that sec(Uz) is finite. Therefore A is locally finite in T .
Let K be a connected component of T \ (
⋃
H∈AH), and let x ∈ K. As a direct result of Lemma
4.18 x is contained in Kb for some b ∈ A. By definition of K it follows that K ⊂ Kb, and by
Lemma 4.3 we get equality.
Furthermore A is thin, as by definition every wall of Kb, b ∈ A, is in A. From Lemma 4.10 it
follows that every H ∈ A is a wall of some chamber, so it meets T .
It follows also by definition that A = {α⊥ | α ∈ R}, so R is a root system for A. Furthermore R
is crystallographic since R = ψb(R
b), so every root is a non-negative or non-positive integral linear
combination of Bb for all b ∈ A.
Finally R is reduced since the roots (Rre)a satisfy property (R2). 
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Remark 4.23. Choosing a different object a′ ∈ A to begin with yields a combinatorially equivalent
crystallographic arrangement, as those differ exactly by an element in GLr(Z). Since equivalent
Cartan graphs have the same sets of real roots, those also yield combinatorially equivalent crystal-
lographic arrangements.
Definition 4.24. Given a connected simply connected Cartan graph C permitting a root system
of type C, we call the crystallographic arrangement (A, T ) as constructed above the geometric
realization of C (with respect to a).
Corollary 4.25. There exists a one-to-one correspondence between connected, simply connected
Cartan graphs permitting a root system and crystallographic Tits arrangements with reduced root
system.
Under this correspondence, equivalent Cartan graphs correspond to combinatorially equivalent
Tits arrangements and vice versa, giving rise to a one-to-one correspondence between the respective
equivalence classes.
5. Parabolic subarrangements and restrictions of crystallographic arrangements
In this section we consider substructures of crystallographic Tits arrangements and show that
the crystallographic property is inherited by these substructures in most cases.
5.1. Subarrangements.
Definition 5.1. Assume (A, T ) is a Tits arrangement associated to R, let x ∈ T . Set
Wx := suppA({x}), Vx := V/Wx,
pi := pix : V 7→ Vx, v → v +Wx, Tx := pi(T ),
Apix := pi(Ax), Kx := {K ∈ K | x ∈ K},
Rx := {α ∈ R | α
⊥ ∈ Ax}, B
K
x := B
K ∩Rx.
The following are the main results about parabolic subarrangements from [11], they describe
how to understand a parabolic subarrangement as a Tits arrangement.
Proposition 5.2 ([11, Proposition 4.4]). Let (A, T ) be a Tits arrangement associated to R, x ∈ T .
Then (Apix, Tx) is a Tits arrangement associated to Rx.
Corollary 5.3 ([11, Corollary 4.6]). Assume (A, T ) is a Tits arrangement associated to a root
system R of rank r ≥ 2. Let x ∈ T . Then Ax and Rx are finite if and only if x ∈ T . In particular,
a Tits arrangement is finite if and only if it is spherical.
We recall the following statement from [11].
Lemma 5.4 ([11, Lemma 4.8]). Let (A, T ) be a Tits arrangement associated to a root system R.
Let x ∈ T with Rx 6= ∅. Let K,L ∈ Kx be α1-adjacent, and B
K = {α1, . . . , αr}, B
L = {β1, . . . , βr}
indexed compatibly with BK . Then BKx → B
L
x , αi 7→ βi is a bijection.
This can be applied to crystallographic arrangements.
Corollary 5.5. Let (A, T ) be a crystallographic Tits arrangement with respect to R. Assume the
same notation as in Lemma 5.4. Then σK,L|BKx is a bijection from B
K
x to B
L
x mapping αi to βi.
Proposition 5.6. Let (A, T ) be a crystallographic Tits arrangement w.r.t. R and let x ∈ T with
Rx 6= ∅. Then Rx ⊂
∑
α∈BKx
Zα for all K ∈ Kx.
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Proof. LetK,L ∈ Kx be adjacent chambers, B
K = {α1, . . . , αr} and assume that B
L = {β1, . . . , βr}
is indexed compatibly with BK . Assume w.l.o.g. K ∩ L ⊂ α⊥1 ∩ K and B
K
x = {α1, . . . , αm},
BLx = {β1, . . . , βm} for some 1 ≤ m ≤ r. We know by Corollary 5.5 that the mapping σK,L|BKx :
BKx → B
L
x , αi 7→ ciα1 + αi is a bijection. In particular, we get B
L
x ⊂
∑
α∈BKx
Zα.
Now let α ∈ Rx. Since x ∈ α
⊥, x is contained in some simplex, and therefore also in some
maximal simplex. Thus there exists a chamber L ∈ Kx, such that r ∈ B
L
x . Using that Kx is
connected [11, Lemma 2.25], there exists a chain K = K0,K1, . . . ,Kk−1,Kk = d such that Ki−1,Ki
are adjacent. It follows by induction and using the fact that σKi−1,Ki maps roots to integral linear
combinations of B
Ki−1
x that BKix ⊂
∑m
j=1 Zαi for all 0 ≤ i ≤ k. 
Corollary 5.7. Let (A, T ) be a crystallographic Tits arrangement with respect to R, x ∈ T such
that Rx 6= ∅. Then the Tits arrangement (A
pi
x, Tx) is crystallographic with respect to Rx.
Proof. This is a direct consequence from Proposition 5.6, since the crystallographic property only
depends on Rx. 
Corollary 5.8. Let (A, T ) be a crystallographic Tits arrangement with respect to the reduced root
system R, x ∈ T such that Rx 6= ∅. Let K ∈ Kx, B
K
x = {αi | i ∈ J} and C = C(A, T,R). Then
C(Apix, Tx, Rx) = C
K
J . Likewise, if J ⊂ I, a ∈ A, B
a = {αi | i ∈ I}, we find x ∈ T such that x ∈ α
⊥
i
if and only if i ∈ J . In this case CaJ = C(A
pi
x, Tx, Rx).
In other words, parabolic subarrangements of crystallographic arrangements correspond to residues
of the respective Cartan graph.
Proof. The corollary is immediate from the correspondence of Cartan graphs and Tits arrangements
in Corollary 4.25. 
Proposition 5.9. Let (A, T ) be a Tits arrangement associated to R of rank r 6= 2. If for all
0 6= x ∈ T the arrangements (Apix, Tx) are crystallographic with respect to Rx, then (A, T ) is
crystallographic with respect to R.
If (A, T ) is locally spherical, then (A, T ) is crystallographic with respect to R if for all 0 6= x ∈ T
the arrangements (Apix, Tx) are crystallographic with respect to Rx.
Proof. If r = 1 we can conclude that T = R or T = R>0. In the first case the root system R is
1-dimensional and crystallographic. In the second case there is no thin hyperplane arrangement,
as every hyperplane is just {0} and this does not intersect R>0. Thus assume r ≥ 3.
We know S is connected by Proposition 2.15, so it is enough to show that for two adjacent
chambers K,L ∈ K we have BL ⊂
∑
α∈BK Zα. The proposition follows then by induction on the
length of a minimal gallery between arbitrary chambers K ′, L′ ∈ K.
Assume further that BK = {α1, . . . , αr}, B
L = {β1, . . . , βr} are indexed compatibly with B
K
and K,L are adjacent in α1. Take two distinct vertices v1, v2 of K such that v1, v2 ∈ α
⊥
1 . Note that
if (A, T,R) is locally spherical, these vertices are contained in T . As L is a simplicial cone, there
exists a unique maximal face not containing v1, which must contain v2. Therefore by Proposition 5.6
BL ⊂ BLv1 ∪B
L
v2
⊂
∑
α∈BKv1
Zα ∪
∑
α∈BKv2
Zα ⊂
∑
α∈BK
Zα
and we are done. 
Example 5.10. The requirement r 6= 2 in Proposition 5.9 is actually necessary. Take the root
system of type A˜1, R = {e
∨
i + kγ | i = 1, 2, k ∈ Z}, where the e
∨
i are the standard base vectors and
γ = e∨1 + e
∨
2 . Denote vλ = λe1 + (1− λ)e2 and take {vλ | λ ∈ Z} as a vertex set, which is a lattice
in the affine space W = {v ∈ R2 | γ(v) = 1}. An open simplex sλ is just the open convex hull of vλ
and vλ+1, and the chambers Kλ are the respective cones R>0sλ in T = γ
+.
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Given the chambers as above, there are bases Bλ := BKλ as B0 = {e∨1 , e
∨
2 } and
Bn = {e∨2 + nγ,−(e
∨
2 + (n− 1)γ)},
B−n = {e∨1 + nγ,−(e
∨
1 + (n− 1)γ)}
where n ∈ N. Note that the order in which the elements of the sets are written down does not give
a compatible indexing with each other. Now for n ∈ N,m ∈ N0 the arrangements at the vertices
are given by the roots
Rvn = {±(e
∨
2 + (n− 1)γ)},
R−m = {±(e
∨
1 +mγ}.
The root system R itself is crystallographic as well as the arrangements at the points vλ. Also note
that R =
⋃
λ∈ZB
λ. One can modify R by defining the root system
R˜ = {(k + 1)(e∨i + kγ) | i = 1, 2, k ∈ Z}.
Since R˜ only contains multiples of the elements in R, the arrangement induced by R and by R˜ is
actually the same, so we find the same set of chambers Kλ, which are induced by the same simplices
on the same vertex set. Then the root system at the vertices are
R˜vn = {±n(e
∨
2 + (n − 1)γ)},
R˜v−m = {±(m+ 1)(e
∨
1 +mγ}.
This implies that for every point in T the induced arrangement is crystallographic. Note that every
point in T different from the vλ is either a multiple of some vλ and therefore induces the same
arrangement or is in the interior of a simplicial cone and induces the empty arrangement.
Now consider the root bases with respect to R˜, which we shall call B˜ to distinguish them from
the sets Bλ. These are of the form
B˜n = {(n+ 1)(e∨2 + nγ),−n(e
∨
2 + (n− 1)γ)},
B˜−n = {e∨1 + nγ,−(e
∨
1 + (n− 1)γ)}.
So B˜0 = {e∨1 , e
∨
2 }, B˜
1 = {2e∨1 +4e
∨
2 ,−e
∨
2 }. Now e
∨
1 =
1
2(2e
∨
1 +4e
∨
2 ) + 2(−e
∨
2 ), so R˜ does not satisfy
the crystallographic property.
Remark 5.11. (1) We assume x 6= 0 in Proposition 5.9 since A0 = A.
(2) For the proof of Proposition 5.9 it is actually sufficient to assume the crystallographic
property for all parabolic subarrangements (Ax, Tx) where 0 6= x is contained in some
vertex v in the simplicial complex S. It is also not hard to see that being crystallographic
in such a point implies Ry being crystallographic for all y such that the minimal simplex
Fy containing y is contained in St(v). Thus Ry is crystallographic for all y ∈ T .
5.2. Restrictions.
Definition 5.12. Let (A, T ) be a Tits arrangement associated to R, H ∈ A. Define
AH := {H ′ ∩H ≤ H | H ′ ∈ A \ {H},H ′ ∩H ∩ T 6= ∅},
pi∗H : V
∗ → H∗, α 7→ α|H ,
RH := pi∗H(R) \ ({0} ∪ {α ∈ pi
∗
H(R) | α
⊥ ∩H ∩ T = ∅}).
The following are the main results from [11] on restrictions of simplicial arrangements.
Proposition 5.13 ([11, Proposition 4.16]). Let (A, T ) be a k-spherical Tits arrangement for k ≥ 1.
Let R be a root system associated to (A, T ) and H ∈ A. Then (AH , T ∩ H) is a k − 1-spherical
simplicial arrangement. If (AH , T ∩H) is thin, it is a Tits arrangement associated to RH .
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Corollary 5.14 ([11, Corollary 4.17]). Assume that in the setting of Proposition 5.13 the pair
(AH , T ∩H) is a Tits arrangement and RH a root system associated to (AH , T ∩H). Let K ∈ K
such that H ∈WH. Then the set pi∗H(B
K) \ {0} is a basis of H∗.
Definition 5.15. The pair (AH , T ∩H) is called the arrangement induced by H or the restriction
of A to H.
Remark 5.16. Given a Tits arrangement (A, T ) associated to R, in general it seems that properties
of R are hard to transfer to restrictions. This is suggested by the root systems of F4 or F˜4 in the
example below. Here we start with the strongest properties we have, i.e. a crystallographic reduced
root system associated to a Weyl group. However, inducing on reflection hyperplanes yields in
some cases only a root system associated to a non-standard Cartan graph, which is not reduced
anymore. Nevertheless, the crystallographic property is inherited. We will dedicate the rest of this
section to show that this is always the case for restrictions.
From now on, assume that (A, T ) is a crystallographic Tits arrangement associated to R. In this
case, we can state a stronger version of the following lemma in [11].
Lemma 5.17 ([11, Lemma 4.15]). Let (A, T ) be a Tits arrangement associated to R, K ∈ K,
H ∈WK . Let B := pi∗H(B
K) \ {0}. Then
i) H ∩K = K ′ for a unique K ′ ∈ KH ,
ii) 〈K ′ ∩ α⊥〉 = α⊥ and α⊥ ∩K ′ = ∅ for α ∈ B.
iii) K ′ = {x ∈ H | α(x) > 0 for all α ∈ B}.
Proposition 5.18. Let (A, T ) be a 2-spherical crystallographic Tits arrangement with respect to
R and H ∈ A. Let K ∈ K such that H ∈WK and K ′ ∈ KH such that K ′ = K ∩H. Then
i) WK
′
= {α⊥ | α ∈ pi∗H(B
K) \ {0}},
ii) For α ∈ pi∗H(B
K) \ {0} we have that β ∈ RH ∩ 〈α〉 implies β = λα, λ ∈ Z,
iii) pi∗H(B
K) \ {0} ⊂ (RH)red,
iv) pi∗H(B
K) \ {0} = BK
′
.
Proof. Assertion i) is an immediate consequence of Lemma 5.17 ii).
To check ii), let α1 ∈ B
K such that α⊥1 = H, let α ∈ R and Rα := {β ∈ R | β
⊥ ∩ H =
α⊥ ∩ H} = {β ∈ R | pi∗H(β) ∈ 〈pi
∗
H(α)〉 \ {0}} as in the proof of [11, Proposition 4.16]. Since
(A, T ) is 2-spherical, there exists x ∈ α⊥ ∩H ∩ T . Consider the arrangement (Ax, Tx). This is a
crystallographic arrangement with respect to Rx by Proposition 5.7, as (A, T ) is crystallographic
with respect to R. In this arrangement consider the linearly independent set BKx , then α1, α ∈ B
K
x .
Let BKx = {α1, α, τ3, . . . , τm} for some m ∈ N. Now for an arbitrary β ∈ Rα, we know β ∈ Rx since
x ∈ α⊥ ∩H = β⊥ ∩H. Therefore β = λ1α1+λ2α+
∑m
i=3 λiτi with λi ∈ Z for i = 1, 2, . . . ,m either
all positive or negative.
By Corollary 5.14, pi∗H(B
K) \ {0} is a linearly independent set. Applying pi∗H yields
pi∗H(β) = λ2pi
∗
H(α) +
m∑
i=3
λipi
∗
H(τi),
and thus by the choice of β we get pi∗H(β) = λ2pi
∗
H(α) with λ2 ∈ Z, as desired. This shows ii).
Assertion iii) is a consequence of ii), with respect to the standard reductor, which also exists due
to ii). Finally, iv) is immediate from iii) and Lemma 5.17. 
Proposition 5.19. Let (A, T ) be a 2-spherical crystallographic Tits arrangement with respect to
R and H ∈ A. Then (AH , T ∩H) is a crystallographic Tits arrangement with respect to (RH)red.
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Proof. Let H = α⊥1 for some α1 ∈ R
red. Let K ′ ∈ KH and let K ∈ K such that K ′ ⊂ K. By
Proposition 5.18 iv) we know BK = {α1, . . . , αr} with B
K ′ = {pi∗H(αi) | i = 2, . . . r}. Take βH ∈
RH , β ∈ R such that pi∗H(β) = βH . Since (A,T,R) is crystallographic, β =
∑n
i=1 λiαi with λi ∈ Z.
Therefore we get pi∗H(β) =
∑r
i=1 λipi
∗
H(αi) =
∑n
i=2 λipi
∗
H(αi), so R
H is indeed crystallographic. 
Remark 5.20. (1) In the case where (A, T ) is not 2-spherical, the restriction (AH , T ∩H) might
be thin nonetheless, and in this case (AH , T∩H) is again a crystallographic Tits arrangement
with respect to RH .
(2) Proposition 5.18 also yields that to obtain a reduced root system for (RH) it is sufficient to
consider the pi∗H(B
K) for all chambers K with H ∈WK . In other words,
(RH)red =
⋃
H∈WK
pi∗H(B
K) \ {0}.
Example 5.21. The property of being reduced is not inherited by RH . Also, if R is a root system,
RH constructed in the way above does not need to be a root system as well, as the following example
shows. Take the root system of F˜4 (which certainly is reduced). Let ι : R
4 → (R4)∗, v 7→ (v, ·) be
the standard isomorphism, where (·, ·) is the standard inner product. Note that ι takes the standard
basis {e1, e2, e3, e4} to its dual {e
∨
1 , e
∨
2 , e
∨
3 , e
∨
4 }. We will denote elements of (R
4)∗ as vectors with
respect to this basis.
A set of simple roots for F4 in R
4 is for example (cp. [3]):{
ϕ1 = (0, 1,−1, 0), ϕ2 = (0, 0, 1,−1), ϕ3 = (0, 0, 0, 1), ϕ4 =
1
2
(1,−1,−1,−1)
}
.
Then the whole root system R(F4) can be described as ι of
i) vectors with two components 1 or −1, 0 otherwise,
ii) vectors with one component 1 or −1, 0 otherwise,
iii) vectors with all four components 12 or −
1
2 .
So there are 24 roots of type i), 8 of type ii) and 16 of type iii). We will compute orthogonal
projections of R(F4) on two simple roots. For 1 ≤ i 6= j ≤ 4 let piij : (R
4)∗ → (ϕ⊥i ∩ ϕ
⊥
j )
∗ denote
the respective restriction. The respective projections are:
pi12(R(F4)) =
{
±(1, 0, 0, 0),±(0,
1
3
,
1
3
,
1
3
),±(1,
1
3
,
1
3
,
1
3
),±(−1,
1
3
,
1
3
,
1
3
),±(
1
2
,
1
2
,
1
2
,
1
2
),
±(−
1
2
,
1
2
,
1
2
,
1
2
),±(0,
2
3
,
2
3
,
2
3
),±(
1
2
,
1
6
,
1
6
,
1
6
),±(−
1
2
,
1
6
,
1
6
,
1
6
), 0
}
,
pi13(R(F4)) =
{
±(1, 0, 0, 0),±(0, 1, 1, 0),±(0,
1
2
,
1
2
, 0),±(1,
1
2
,
1
2
, 0),±(−1,
1
2
,
1
2
, 0),
±(
1
2
,
1
2
,
1
2
, 0),±(−
1
2
,
1
2
,
1
2
, 0),±(−
1
2
, 0, 0, 0), 0
}
,
pi14(R(F4)) =
{
±(
3
4
,
1
4
,
1
4
,
1
4
),±(
1
4
,
1
4
,
1
4
,−
1
4
),±(
1
4
,−
1
4
,−
1
4
,
3
4
),±(1,
1
2
,
1
2
, 0),±(
1
2
, 0, 0,
1
2
),
±(
1
2
,
1
2
,
1
2
,−
1
2
),±(1, 0, 0, 1),±(0,
1
2
,
1
2
,−1), 0
}
,
pi23(R(F4)) =
{
±(1, 0, 0, 0),±(0, 1, 0, 0),±(1, 1, 0, 0),±(1,−1, 0, 0),±(
1
2
,
1
2
, 0, 0),±(
1
2
,−
1
2
, 0, 0), 0
}
,
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pi24(R(F4)) =
{
±(
1
2
,−
1
2
, 0, 0),±(0, 0,
1
2
,
1
2
),±(1,−1, 0, 0),
±(
1
2
,−
1
2
,
1
2
,
1
2
),±(
1
2
,−
1
2
,−
1
2
,−
1
2
),±(0, 0, 1, 1), 0
}
,
pi34(R(F4)) =
{
±(
2
3
,−
1
3
,−
1
3
, 0),±(−
1
3
,
2
3
,−
1
3
, 0),±(−
1
3
,−
1
3
,
2
3
, 0),
±(1,−1, 0, 0),±(1, 0,−1, 0),±(0, 1,−1, 0), 0} .
Let Rij := piij(R(F4)) \ {0}. These are non-reduced crystallographic rank two root systems. After
reducing, consider the images of the two remaining elements of the simple roots. Writing the roots
as linear combinations of the two yields:
• R23 and R24 are combinatorially equivalent to B2.
• R12 and R34 are combinatorially equivalent to G2.
• R13 and R14 are combinatorially equivalent to R(1, 2, 2, 2, 1, 4).
Here R(1, 2, 2, 2, 1, 4) denotes the rank two root system associated to the sequence (1, 2, 2, 2, 1, 4)
according to the classification of spherical rank two Weyl groupoids [6].
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