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Abstract
Feynman integrals are easily solved if their system of differential equations is in ε-form.
In this letter we show by the explicit example of the kite integral family that an ε-form can
even be achieved, if the Feynman integrals do not evaluate to multiple polylogarithms. The
ε-form is obtained by a (non-algebraic) change of basis for the master integrals.
1 Introduction
Precision calculations in high-energy physics rely on our ability to compute Feynman loop inte-
grals. In recent years, the method of differential equations [1–10] has become a powerful compu-
tational tool for these integrals. This is in particular true, if the system of differential equations is
in ε-form (where ε denotes the regularisation parameter of dimensional regularisation) [7]. The
Feynman integrals under consideration are then easily expressed in terms of iterated integrals of
the integration kernels appearing on the right-hand side of the differential equations. In the past
this method has been applied very successfully to Feynman integrals which evaluate to multiple
polylogarithms. In this case, the integration kernels, when written as one-forms are given by
dt
t− zi , (1)
where the zi’s are (possibly complex) parameters, called the letters of the multiple polyloga-
rithms. Thus, the computation of Feynman integrals is reduced to finding a transformation, which
brings the system of differential equations to ε-form [11–20]. In the case where the Feynman
integrals evaluate to multiple polylogarithms, one considers rational or algebraic transformations.
In this letter we would like to point out, that the fact that a system of differential equations
for Feynman integrals can be brought to an ε-form is not restricted to Feynman integrals which
evaluate to multiple polylogarithms. We do this by giving an explicit example. We consider the
Feynman integrals associated to the kite integral. In this family of Feynman integrals we have an
elliptic sub-sector, given by the sunrise integral. The ε-form is obtained by a suitable change of
basis for the master integrals. In contrast to the multiple polylogarithm case, this transformation
is not rational or algebraic, but transcendental. For example, the new first master integral in the
sunrise sector is given as the original sunrise integral divided by a period of the elliptic curve,
the latter being a transcendental function of the kinematic invariants. It is the extension of basis
transformations from algebraic/rational transformations to transcendental transformations which
allows us to obtain an ε-form. On the other hand, the change of basis of master integrals is
natural: Let us stay with the example of the first master integral in the sunrise sector: The new
first master integral in this sector is nothing than the original integral divided by the ε0-term of
the maximal cut for a specific contour, a procedure also often used in the multiple polylogarithm
case to obtain master integrals of uniform weight. Part of the results presented here follow from
our earlier work on the sunrise/kite-integrals [21–44], and in particular from refs. [42, 43]. The
transition to the ε-form is made possible by a suitable definition of the second master integral in
the sunrise sector. On a technical level, this is the essential new result of this article.
Apart from finding an ε-form for the system of differential equations we may also ask if the
integration kernels have “nice” properties. In the case of multiple polylogarithms they are simple
rational functions, related to “dlog”-forms
dt
t− zi = d ln(t− zi) . (2)
For the kite integral and the sunrise integral we find that after a change of variables from x =
p2/m2 to the modular parameter τ, all our integration kernels are modular forms. Thus, for
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the example of the integral family of the kite integral, all Feynman integrals belonging to this
family may be expressed as iterated integrals of modular forms. The required change of variables
is not algebraic/rational but transcendental. But again, it is quite natural: The new variable τ
parametrises the moduli space of the family of elliptic curves.
This paper is organised as follows: In section 2 we review the method of differential equa-
tions. We may view a system of differential equations of Feynman integrals as a fibre bundle
with a Gauß-Manin connection. We discuss the effects of a change of the basis of the fibre and
the effects of a change of coordinates of the base manifold. In section 3 we give an explicit
example for the ε-form of a system of differential equations for Feynman integrals in the elliptic
case. Finally, section 4 contains our conclusions. The appendix contains useful information on
Eisenstein series, dimensional shift relations and the second master integral in the sunrise sector.
2 Differential equations
We consider Feynman integrals within dimensional regularisation and we denote the dimensional
regularisation parameter by ε. Let Ii ∈ {I1, ..., IN} be a master integral and let xα be a dimension-
less kinematic variable (for example an external Lorentz invariant xα = (paα + pbα)
2/µ2 or an
internal mass xα = m
2
α/µ
2) . Carrying out the derivative ∂Ii/∂xα under the integral sign and using
integration-by-parts identities allows us to express the derivative as a linear combination of the
master integrals:
∂
∂xα
Ii =
N
∑
j=1
Aαi j I j (3)
More generally, let us denote by ~I = (I1, ..., IN) the vector of the master integrals, and by ~x =
(x1, ...,xn) the vector of independent kinematic variables the master integrals depend on. Re-
peating the above procedure for every master integral and every kinematic variable we obtain a
system of differential equations of Fuchsian type
d~I = A~I, (4)
where A is a matrix-valued one-form
Ai j =
n
∑
α=1
Aαi j dxα, i, j ∈ {1, ...,N}, (5)
satisfying the integrability condition dA−A∧A = 0. In general, the matrix A depends on~x and
the dimensional regularisation parameter ε:
A = A(~x,ε) . (6)
We say that the system of differential equations is in ε-form, if eq. (4) is of the form
d~I = ε A′~I, (7)
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where the matrix-valued one-form A′ is independent of ε:
A′ = A′ (~x) . (8)
Once the system of differential equations is in ε-form, it is easily solved in terms of iterated
integrals of the one-forms appearing in the entries of the matrix A′. Thus the class of functions
required to express the Feynman integrals~I is exactly given by the iterated integrals of the one-
forms appearing in the entries of the matrix A′.
Mathematically, we are considering a vector bundle, where ~x denotes the coordinates of the
base manifold,~I defines a basis of the fibre and
∇A = d−A (9)
is the flat Gauß-Manin connection.
Let us first discuss a change of variables for the base manifold:
x′α = fα (~x) (10)
We denote the Jacobian by
Jαβ =
∂x′α
∂xβ
. (11)
Then the differential equations
∂Ii
∂xα
=
N
∑
j=1
Aαi j I j (12)
transform into
∂Ii
∂x′α
=
N
∑
j=1
(
A′
)α
i j
I j,
(
A′
)α
i j
=
n
∑
β=1
A
β
i j
(
J−1
)
βα
(13)
A change of variables for the base manifold is often performed to eliminate square roots. For
example, the transformation [45–48]
x′ =
1
2
(
2− x−√−x√4− x
)
, x = −(1− x
′)2
x′
, (14)
leads to
dx√−x√4− x =
dx′
x′
. (15)
Eq. (14) is an algebraic transformation.
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Secondly, we may also change the basis in the fibre: Let us denote by
~I ′ = U ~I (16)
a new basis of the master integrals. Then the differential equation becomes
d~I ′ = A′~I ′, A′ =UAU−1−UdU−1. (17)
In the sequel we will always be considering linear transformations as in eq. (16). We call such a
transformation rational, algebraic or transcendental, if the entries of the transformation matrixU
are rational functions of~x, algebraic functions of~x or transcendental functions of~x, respectively.
Typical algorithms [13–16, 18, 19] search for a transformation matrix U where the entries are
rational functions of~x.
Thus, up to now the typical strategy has been to combine algebraic/rational transformations
of the form of eq. (10) and eq. (16) to transform the system of differential equations into an
ε-form as in eq. (7), where the matrix A′ has the form
A′ =
k
∑
r=1
Cr d ln pr(~x), (18)
with the Cr’s being N×N-matrices with constant entries, the pr’s being polynomials in ~x and k
being the number of those polynomials. If the system of differential equations can be transformed
to an ε-form with A′ as in eq. (18), the Feynman integrals are expressible in terms of multiple
polylogarithms.
However, there are Feynman integrals which cannot be expressed in terms of multiple poly-
logarithms. In this letter we show with an explicit example that even in this case the system of
differential equations may be transformed to the ε-form of eq. (7). It is clear that one cannot
achieve the specific “dlog”-form of eq. (18), because otherwise the Feynman integrals would be
expressible in terms of multiple polylogarithms. The transformation to the ε-form uses only the
transformations of eq. (10) and eq. (16), however we do not require that these transformations
are algebraic or rational.
3 An example of the ε-form of the differential equations for
Feynman integrals in the elliptic case
The integral family for the kite integral is given in D-dimensional Minkowski space by
Iν1ν2ν3ν4ν5
(
D, p2,m2,µ2
)
= (−1)ν12345 (µ2)ν12345−D∫ dDk1
ipi
D
2
dDk2
ipi
D
2
1
D
ν1
1 D
ν2
2 D
ν3
3 D
ν4
4 D
ν5
5
, (19)
with the propagators
D1 = k
2
1−m2, D2 = k22, D3 = (k1− k2)2−m2, D4 = (k1− p)2, D5 = (k2− p)2−m2 (20)
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and ν12345 = ν1+ν2+ν3+ν4+ν5. The internal momenta are denoted by k1 and k2, the internal
mass by m and the external momentum by p. In the following we set µ = m and
x =
p2
m2
. (21)
The Feynman integrals of the kite family are then only functions of D and x and we simply write
Iν1ν2ν3ν4ν5 (D,x) = Iν1ν2ν3ν4ν5
(
D,xm2,m2,m2
)
. (22)
This family of Feynman integrals is interesting, since it has an elliptic sub-sector corresponding
to the sunrise topology
Iν10ν30ν5 (D,x) . (23)
For the sunrise topology the relevant elliptic curve may be either identified from the Feynman
parameter representation or the maximal cut. Note that the j-invariants of the two elliptic curves
differ, therefore they are not related by a modular PSL(2,Z)-transformation. The lattice gener-
ated by the periods of the elliptic curve obtained from the Feynman parameter representation is
a sub-lattice of the one generated by the periods of the elliptic curve obtained from the maxi-
mal cut. We present here the extraction of the elliptic curve from the maximal cut [43]. The
method based on the maximal cut generalises easily to more complicated elliptic topologies. In
particular, the maximal cut of a Feynman integral is a solution of the homogeneous differential
equation for this Feynman integral [49]. We consider the maximal cut of the sunrise integral in
two space-time dimensions. One finds [50–56]
MaxCutC I10101 (2,x) =
u
pi2
∫
C
dz
z
1
2 (z+4)
1
2
[
z2+2(1+ x)z+(1− x)2
] 1
2
, (24)
where u is an (irrelevant) phase and C an integration contour. The denominator of the integrand
defines an elliptic curve, which we denote by E:
E : w2− z(z+4)
[
z2+2(1+ x)z+(1− x)2
]
= 0. (25)
We denote the roots of the quartic polynomial in eq. (25) by
z1 = −4, z2 = −
(
1+
√
x
)2
, z3 = −
(
1−√x)2 , z4 = 0. (26)
We consider a neighbourhood of x = 0 without the branch cut of
√
x along the negative real axis.
The correct physical value is specified by Feynman’s iδ-prescription: x → x+ iδ. We further set
k2 =
(z3− z2)(z4− z1)
(z3− z1)(z4− z2) , k
′2 =
(z2− z1)(z4− z3)
(z3− z1)(z4− z2) . (27)
A standard choice of periods is then
ψ1 =
4K (k)
(1+
√
x)
3
2 (3−√x) 12
, ψ2 =
4iK (k′)
(1+
√
x)
3
2 (3−√x) 12
. (28)
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We denote the ratio of the two periods and the nome squared by
τ =
ψ2
ψ1
, q = e2ipiτ. (29)
Eq. (29) defines τ as a function of x. It is advantageous to change the variable in the base manifold
from x to τ. In a neighbourhood of x = 0 we may invert eq. (29). This gives
x = 9
η(6τ)8η(τ)4
η(2τ)8η(3τ)4
, (30)
where η denotes Dedekind’s eta-function. For the Jacobian we have
dτ
dx
=
W
ψ21
, (31)
where the Wronskian W is given by
W = ψ1
d
dx
ψ2−ψ2 d
dx
ψ1 = − 6pii
x(x−1)(x−9) . (32)
The advantage of the change of variables from x to τ is given by the fact, that in the variable τ
all integration kernels are modular forms. More specifically, the integration kernels are modular
forms of the congruence subgroup Γ1(6). We introduce a basis {e1,e2} for the modular forms of
modular weight 1 for the Eisenstein subspace E1(Γ1(6)):
e1 = E1 (τ;χ0,χ1) , e2 = E1 (2τ;χ0,χ1) , (33)
where χ0 and χ1 denote primitive Dirichlet characters with conductors 1 and 3, respectively.
The Eisenstein series E1(τ,χ0,χ1) and E1(2τ,χ0,χ1) are defined in appendix A. All occurring
integration kernels may be expressed as polynomials in e1 and e2. We set
f2 =
1
2ipi
ψ21
W
(
3x2−10x−9)
2x(x−1)(x−9) = −6
(
e21+6e1e2−4e22
)
,
f3 =
ψ31
4piW 2
6
x(x−1) (x−9) = 36
√
3
(
e31− e21e2−4e1e22+4e32
)
,
f4 =
1
576
ψ41
pi4
(x+3)4 = 324e41,
g2,0 =
1
2ipi
ψ21
W
1
x
= −12(e21−4e22) ,
g2,1 =
1
2ipi
ψ21
W
1
x−1 = −18
(
e21+ e1e2−2e22
)
,
g3,0 =
1
2ipi
ψ21
W
ψ1
pi
= −72
√
3
(
e31− e21e2−4e1e22+4e32
)
,
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g3,1 =
1
2ipi
ψ21
W
ψ1
pi
x
x−1 = −108
√
3
(
e31−3e1e22+2e32
)
. (34)
The integration kernels fk and gk, j are modular forms of modular weight k for Γ1(6). Note that
the integration kernels are not linear independent. We have for example g3,0 = −2 f3. These
integration kernels are supplemented by the constant function 1, which is trivially a modular
form of modular weight 0. Let us further note that ψ1/pi is a modular form of weight 1:
ψ1
pi
= 2
√
3(e1+ e2) . (35)
If f1(τ), f2(τ), ..., fn(τ) are modular forms and fn(τ) vanishes at the cusp τ = i∞ we define the
n-fold iterated integral by
I ( f1, f2, ..., fn;q) = (2pii)
n
τ∫
i∞
dτ1 f1 (τ1)
τ1∫
i∞
dτ2 f2 (τ2) ...
τn−1∫
i∞
dτn fn (τn) , q = e
2piiτ. (36)
The case where fn(τ) does not vanishes at the cusp τ = i∞ is discussed in [43, 57] and is similar
to trailing zeros in the case of multiple/harmonic polylogarithms.
For the integral family of the kite integral there are eight master integrals. We may choose
them as~I = (I1, I2, I3, I4, I5, I6, I7, I8)
T with
I1 = 4ε
2I20200 (4−2ε,x) ,
I2 = 4ε
2xI20210 (4−2ε,x) ,
I3 = 4ε
2xI02210 (4−2ε,x) ,
I4 = 4ε
2 [2I02210 (4−2ε,x)+(1− x) I02120 (4−2ε,x)] ,
I5 = 4ε
2x2I21012 (4−2ε,x) ,
I6 = ε
2 pi
ψ1
I10101 (2−2ε,x) ,
I7 = ε
i
2ψ21
(
dψ1
dτ
)
I10101 (2−2ε,x)+ ε iψ1
2W
[
1
x
I10101 (2−2ε,x)− 3
x
I20101 (2−2ε,x)
]
−ε2 iψ1
2W
[
1
x−1 +
1
x−9 −
5
2x
]
I10101 (2−2ε,x) ,
I8 = −8ε3 (1−2ε)xI11111 (4−2ε,x) . (37)
A few comments are in order: The first five master integrals correspond to the choice made
in [41, 42]. These master integrals can be expressed as harmonic polylogarithms in the variable
x. As they appear as sub-topologies for the kite integral, we treat them on the same footing as the
remaining integrals. The system of differential equations for these integrals with respect to the
variable τ gives – as for the remaining integrals – integration kernels which are modular forms.
The master integral I6 is basically the sunrise integral in D = 2−2ε dimensions divided by
the ε0-term of the corresponding maximal cut. We recall that the period ψ1 is (up to a trivial
prefactor) equal to the maximal cut for a specific integration contour for the cut integral. The
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definition of I6 is not unexpected. Experience from Feynman integrals evaluating to multiple
polylogarithms supports the conjecture that Feynman integrals with constant leading singularities
will evaluate to iterated integrals of uniform length in each order of ε. Note that changing the
master integral from I10101(2− 2ε,x) to I6 is not a rational or algebraic transformation. The
period ψ1 is a transcendental function. It is exactly this extension of basis transformations in the
fibre from algebraic/rational transformations to transcendental transformations which allows us
to obtain an ε-form. The required transformation is quite natural: We divide by the ε0-term of
the maximal cut. It is a simple fact that for the sunrise integral the ε0-term of the maximal cut is
not an algebraic function, but a transcendental function.
A new result of this letter is an appropriate definition of the second master integral in the
sunrise sector. Our goal is to avoid the appearance of quasi-modular forms [58, 59]. To motivate
the definition of I7 let us first introduce
Linhom = ln
(
(x−1)(x−9)
3
√−x
)
= I ( f2;q) . (38)
The result for the Feynman integral I10101(2−2ε,x) has the form [43]
I10101 (2−2ε,x) = ψ1
pi
e−εLinhomΓ(1+ ε)2 E˜111 (2−2ε,q) , (39)
where the Taylor expansion E˜111 has at each order ε
l iterated integrals of uniform length (l+2).
The second master integral I7 for the sunrise sector is basically the τ-derivative of E˜111. More
concretely, we have
I7 = εe
−εLinhomΓ(1+ ε)2
1
2pii
d
dτ
E˜111 (2−2ε,q)
= εe−εLinhom
1
2pii
d
dτ
(
eεLinhom
pi
ψ1
I10101 (2−2ε,x)
)
. (40)
The equivalence of eq. (40) with the expression appearing in eq. (37) is shown in appendix C. In
the definition of I6 and I7 we used Feynman integrals in D = 2−2ε dimensions. Using dimen-
sional shift relations [60, 61], the integrals are easily expressed in terms of Feynman integrals in
D = 4−2ε dimensions. The relevant formulae are given in appendix B.
The choice of the master integral I8 corresponds to the choice made in [41].
In the basis of eq. (37) the system of differential equations for the kite family is in ε-form.
We have
1
2pii
d
dτ
~I = ε A~I, (41)
where the matrix A is ε-independent and contains only the integration kernels of eq. (34) and the
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trivial constant modular form 1. Explicitly we have
A =


0 0 0 0 0 0 0 0
−g2,1 g2 0 0 0 0 0 0
0 0 g2 g2,1 0 0 0 0
0 0 −4g2,0+4g2,1 −2g2,1 0 0 0 0
0 −2g2,1 0 0 2g2 0 0 0
0 0 0 0 0 − f2 1 0
1
4
f3 0 0 0 0 f4 − f2 0
g2,1 0 −2g2,1 −g2,1 −2g2,0 −12g3,0+ 323 g3,1 0 g2


.
(42)
As abbreviation we used
g2 = g2,0−2g2,1. (43)
Eq. (41) and eq. (42) are the main results of this letter and give the ε-form of the system of
differential equations for the kite family. This system of differential equations is easily integrated
order-by-order in ε. The integration kernels appearing in eq. (42) are all modular forms of the
congruence subgroup Γ1(6). The ε-form is obtained by a (transcendental) change of basis of
master integrals as given in eq. (37). Let us mention that the (transcendental) change of variables
from x to τ is not required to obtain an ε-form. This is easily seen by first noticing that the change
of variables from x to τ is ε-independent and secondly transforming eq. (41) and eq. (42) back to
x. However, let us stress that we are not only interested in obtaining an ε-form for the system of
differential equations, at the same time we would also like to achieve that the integration kernels
belong to a nice class of functions. Not performing the change of variables from x to τ would
hide the fact that the integration kernels are for a suitable variable modular forms of Γ1(6).
4 Conclusions
In this letter we have shown that the system of differential equations for certain Feynman inte-
grals may be transformed to an ε-form, even if these Feynman integrals cannot be expressed in
terms of multiple polylogarithms. This can be achieved by allowing transcendental functions as
entries of the transformation matrix U , which defines the basis change in the fibre.
For the concrete example of the kite integral, a change of variables in the base manifold from
x to τ turns all integration kernels into modular forms of the congruence subgroup Γ1(6).
With known boundary conditions the resulting system of differential equations is then easily
integrated to any desired order in ε.
We expect our results to be useful for the further development of the theory of elliptic gen-
eralisations of multiple polylogarithms [34–37, 42, 62–72], and for more complicated Feynman
integrals appearing in precision calculations in high-energy physics [35, 36, 73–78] and string
theory [79–83].
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A Eisenstein series
In this appendix we give the explicit expressions for the Eisenstein series E1(τ,χ0,χ1) and
E1(2τ,χ0,χ1). χ0 and χ1 denote primitive Dirichlet characters with conductors 1 and 3, re-
spectively. In terms of Kronecker symbols they are given by
χ0 =
(
1
n
)
, χ1 =
(−3
n
)
. (44)
More explicitly we have
χ0 (n) = 1, ∀n ∈ Z,
χ1 (n) =


0, n = 0 mod 3,
1, n = 1 mod 3,
−1, n = 2 mod 3,
(45)
E1(τ,χ0,χ1) is given with q = e
2piiτ by
E1 (τ;χ0,χ1) =
1
6
+
∞
∑
m=1
(
∑
d|m
χ1 (d)
)
qm. (46)
In terms of the ELi-functions, defined by
ELin;m (x;y;q) =
∞
∑
j=1
∞
∑
k=1
x j
jn
yk
km
q jk, (47)
we have
E1 (τ;χ0,χ1) =
1
6
+
1
i
√
3
[
ELi0,0 (r3,1;q)−ELi0,0
(
r−13 ,1;q
)]
, (48)
where r3 = exp(2pii/3) denotes the third root of unity. The first few terms of E1(τ,χ0,χ1) read
E1 (τ;χ0,χ1) =
1
6
+q+q3+q4+2q7+q9+ ... (49)
The Eisenstein series E1(2τ,χ0,χ1) is obtained from E1(τ,χ0,χ1) by the substitution τ → 2τ or
equivalently q → q2.
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B Dimensional shift relations
The integrals I10101(2−2ε,x) and I20101(2−2ε,x) in D= 2−2ε space-time dimensions are easily
expressed in terms of Feynman integrals in D = 4−2ε space-time dimensions. We have
I10101 (2−2ε,x) = 3I20201 (4−2ε,x) ,
I20101 (2−2ε,x) = 4I30201 (4−2ε,x)+ I20202 (4−2ε,x) . (50)
Reducing them to a basis of master integrals in D = 4−2ε space-time dimensions gives
I10101 (2−2ε,x) = 3(3− x)
(x−1)(x−9) I20200 (4−2ε,x)+
6(1−2ε)(2−3ε)
(x−1)(x−9) I10101 (4−2ε,x)
+
6(1−2ε)(x+3)
(x−1)(x−9) I20101 (4−2ε,x) ,
I20101 (2−2ε,x) =
[
3
(x−1)(x−9) −2ε
x3−17x2+27x−27
(x−1)2 (x−9)2
]
I20200 (4−2ε,x)
+2(1−2ε)(2−3ε)
[
1
(x−1)(x−9) −2ε
x2−9
(x−1)2 (x−9)2
]
I10101 (4−2ε,x)
+2(1−2ε)
[
3
(x−1)(x−9) + ε
x3−36x2+45x+54
(x−1)2 (x−9)2
]
I20101 (4−2ε,x) . (51)
C The second master integral in the sunrise sector
In this appendix we show the equivalence of the definition of I7 given in eq. (40)
I7 = εe
−εLinhom 1
2pii
d
dτ
(
eεLinhom
pi
ψ1
I10101 (2−2ε,x)
)
(52)
with the one appearing eq. (37)
I7 = ε
i
2ψ21
(
dψ1
dτ
)
I10101 (2−2ε,x)+ ε iψ1
2W
[
1
x
I10101 (2−2ε,x)− 3
x
I20101 (2−2ε,x)
]
. (53)
Let us start from eq. (52). Applying the product rule for differentiaition we obtain
I7 = ε
2 pi
ψ1
I10101 (2−2ε,x) 1
2pii
d
dτ
Linhom− ε pi
2
ψ21
I10101 (2−2ε,x) 1
2pii
d
dτ
(ψ1
pi
)
+ε
pi
ψ1
1
2pii
d
dτ
I10101 (2−2ε,x) . (54)
In the first term we have
1
2pii
d
dτ
Linhom =
1
2pii
d
dτ
I ( f2;q) = f2 =
1
2ipi
ψ21
W
(
3x2−10x−9)
2x(x−1)(x−9) . (55)
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In the third term we replace the differentiation with respect to τ by the differentiation with respect
to x and use the differential equation for I10101:
1
2pii
d
dτ
I10101 (2−2ε,x) = ψ
2
1
2piiW
d
dx
I10101 (2−2ε,x)
=
ψ21
2piiW
[
3
x
I20101 (2−2ε,x)− 1+2ε
x
I10101 (2−2ε,x)
]
. (56)
Putting everyhing together gives eq. (53).
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