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NOISY FIGHTER-BOMBER DUEL
L. N. Positselskaya
Abstract
We discuss a duel-type game in which Player I uses his resource
continuously and Player II distributes it by discrete portions. Each
player knows how much resources he and his opponent have at every
moment of time. The solution of the game is given in an explicit form.
Keywords: noisy duel, payoff, strategy, the value of a game, con-
sumption of resource.
1 Introduction
The classical duel is a zero-sum game of two players of the following type.
The players have certain resources and use them during a given time interval
with the goal of achieving success. Use of the resource γ at the moment t
leads to success with the probability depending on the amount of resource
γ and the time t only (it is usually assumed that the probability of success
increases with time). As soon as one player reaches the goal he receives his
profit, which is equal to his opponent’s loss, and the game ends. Various
assumptions about the ways the players use their resources and about the
players receiving information about the opponent’s behavior during the game
define various kinds of duels [1, 2]. Models were considered where the players’
resources were discrete (discrete firing duels), infinitely divisible (continuous
firing duels), continuous for one of the players and discrete for the other
one (mixed duels, or fighter-bomber duels) [3, 4]. Researchers studied noisy
duels [3, 5], where every player at a given moment of time had complete
information about his opponent’s behavior up to that moment, and silent
duels, where no such information was available. At the present time, duels
are considered as classical models of competition [1, 6].
The author is grateful to Leonid Positselski for his help in editing this
paper and translating it into English.
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2 Posing the problem
We consider a zero-sum two-person game of the following structure. The
players have resources a > 0 and m > 0 (m ∈ Z ), respectively. The
players use their resources during the time interval [0, 1] with the goal of
achieving success. Player I has an infinitely divisible resource a ∈ R ; a > 0 ,
which he uses continuously. Player II has a discrete resource m ∈ N and
uses it by units. The effectiveness of the j -th player using his resource is
described by the function Pj(t) ( j = 1, 2 ), which defines the probability of
achieving success when using the unit of resource at the moment t . The
functions Pj(t) are called the effectiveness functions, they are continuously
differentiable and increasing, Pj(0) = 0 , Pj(1) = 1 , Pj(t) < 1 for t < 1 .
Put p(t) = 1 − P1(t) , q(t) = 1 − P2(t) , P (t) = (P1(t), P2(t)) . The vector-
function P (t) is called the effectiveness vector-function. The probability
G(t,∆γ) of achieving success when using the amount of resource ∆γ > 0
at the moment t with the effectiveness function Pj(t) is described by the
formula [7, 8]:
G(t,∆γ) = 1− (1− Pj(t))
∆γ, ∆γ > 0; G(t, 0) = 0. (1)
If one of the players achieves success, the game stops. The profit of the j -
th player in the case of his success is equal to Aj . Denote by A the pair
(A1, A2) . The players’ profits are equal to 0 if none of them has achieved
success or if success has been achieved by both of them simultaneously.
Let α(t) , n(t) be the players’ remaining resources at the moment t . Let
us call the functions α(t) , n(t) the consumption functions of the players.
They are nonincreasing, and n(t) is a step-function continuous from the left.
The pair (α(t), n(t)) is called a play of the game. Assume that the function
α(t) is continuous in [0, 1] and piecewise continuously differentiable in (0, 1) .
Put ξ(t) = −α′(t) and name ξ(t) the intensity function.
A time moment when a player uses his resource is called an action moment
of this player. It is a decreasing point of Player I’s consumption function
( ξ(t + 0) > 0 ) or it is a jump point of Player II’s consumption function.
Let ηi , i = 1, 2, . . . , m ( 0 6 ηm 6 ηm−1 6 . . . 6 η1 6 1 ) be Player
II’s action moments. The vector η = (η1, η2, . . . ηm) is called the vector of
action moments.
Let us compute the probability ϕ(α, t1, t2) of Player I achieving success
when using his infinitely divisible resource according to the consumption
function α(t) at the time interval [t1, t2] , assuming that Player II does not
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act during that period of time. By (1) we have:
ϕ(ξ, t1, t2) = lim
N→∞
(
1−
N∏
i=1
(1− P1(τi))
ξ(τi)∆τi
)
=
= 1− exp
∫ t2
t1
ξ(τ) log(1− P1(τ)) dτ, (2)
where ξ(t) = −α′(t) . The probability ϕ(α, t1, t2) of Player I achieving
success in the segment [t1, t2] can be expressed in terms of the consumption
function α(t) as follows:
ϕ(α, t1, t2) = 1− exp
(
−
∫ t2
t1
log(1− P1(τ)) dα(τ)
)
. (3)
Let K(α, η) be the mathematical expectation of the profit received by
Player I in the case when Player I uses his resource according to the con-
sumption function α(t) and Player II uses his resource at the moments of
time ηk ( 1 6 k 6 m ). It is computed in the following way. For m = 0 we
have K = 0 if a = 0 and K = A1 if a > 0 . For m > 1 we obtain K(α, η)
from the recursive formula
K(α; η1, η2, . . . , ηm) = A1ϕ(α, 0, ηm)− A2(1− ϕ(α, 0, ηm))P2(ηm)+ (4)
+ (1− P2(ηm))(1− ϕ(α, 0, ηm))K(αm; η1, η2, . . . , ηm−1),
where
αm(t) =
{
α(ηm), t ∈ [0, ηm);
α(t), t ∈ [ηm, 1].
The game under consideration is called the noisy fighter-bomber duel. It
is a model of competition in the conditions of complete information. In this
game every player at a given moment of time has information about both
player’s resources up to that moment and continuously corrects his behavior
on the basis of the received information about the present amount of his
opponent’s remaining resource. Player I’s strategy is a function ξ = u(t, α, n)
which determines the intensity of resource consuming ξ at a moment t in
dependence of the current values of players’ resources α and n . Player II’s
strategy is a function ηn = v(α, n) assigning the moment of next action to
a pair of players’ current resources α and n . We will define the players’
strategies in the segment where α(t)n(t) > 0 only and assume that if one of
the players has not exhausted his resource then he consumes it so that the
probability of his success is equal to 1 . By the condition Pj(1) = 1 and
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formula (3), this is always possible. The payoff function of the game is the
function K(ξ, η) defined by the formula (4), where ξ are η are the intensity
function of Player I and the action moment vector of Player II realized during
the game. Let us denote the game so described by Gam(P,A) .
3 T -plays and T -strategies
Let us denote by T the set of all sequences of functions
T (x) = (T1(x), T2(x), . . . , Tk(x), . . . ),
satisfying the following conditions:
1. The functions Tk(x) ( k ∈ N ) are defined and continuous in the half-
line [0,+∞) , and continuously differentiable in (0,+∞) .
2. 0 < Tk(x) 6 1 (x > 0 , k ∈ N ).
3. T ′k(x) < 0 , Tk+1(x) < Tk(x) (x > 0 , k ∈ N ).
4. Tk(0) = 1 ( k ∈ N ).
Let T ∈ T . A pair (α, n) is called a T -play if whenever α(t)n(t) > 0 the
inequality
t 6 Tn(t)(α(t)) (5)
holds and for the action moments the inequality holds as an equality.
Any sequence T ∈ T determines the set of all T -plays, which differ from
each other in who of the players uses his resource at every action moment
prescribed by the sequence T (simultaneous actions are possible). The T -
plays (αj, nj) ( j = 1, 2 ) in which the j -th player begins to use his resource
after his opponents’s resource has been exhausted are called the simplest
T -plays. The consumption functions of the simplest T -plays have the form
α1(t) =


a, for t ∈ [0, T1(a)];
makes the integral
1∫
T1(a)
log(1− P1(t)) dα1(t) divergent,
(6)
n1(t) =


m, for t ∈ [0, Tm(a)];
i, for t ∈ (Ti+1(a), Ti(a)], 1 6 i 6 m− 1;
0, for t ∈ (T1(a), 1],
(7)
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α2(t) =
{
a, for t ∈ [0, Tm(a)];
T−1m (t), for t ∈ (Tm(a), 1],
(8)
n2(t) = m, for t ∈ [0, 1] (η1 = η2 = · · · = ηm = 1). (9)
Lemma 1. Let T ∈ T . The values of the payoff functions in all T -plays of
the duel Gam(P,A) coincide if and only if the following equations hold:
exp
(∫ x
0
log(1− P1(Tk(α))) dα
)
+
k∏
i=1
(1− P2(Ti(x))) = 1 (10)
for all 0 < x 6 a, 1 6 k 6 m.
In this case the common value of the payoff function in all T -plays of the
game is equal to
vm(a) = A1 − (A1 + A2) exp
(∫ a
0
log(1− P1(Tm(α))) dα
)
= (11)
= (A1 + A2)
m∏
i=1
(1− P2(Ti(a))−A2.
Proof. Necessity. Suppose that the values of the payoff functions in all
T -plays of the duel coincide for a certain T ∈ T . Fix x ( 0 < x 6 a ), k
( 1 6 k 6 m ), and put t∗ = Tk(x) . Denote the simplest T -plays of the
game Gxk(P,A) by (αj, nj) ( j = 1, 2 ) and consider two T -plays (αj , nj)
( j = 1, 2 ) of the game Gam(P,A) satisfying the following conditions:
α1(t) = α2(t); n1(t) = n2(t) for t ∈ [0, t
∗]; (12)
αj(t
∗) = x; nj(t
∗) = k, j = 1, 2; (13)
αj(t) = αj(t); nj(t) = nj(t) for t ∈ (t
∗, 1], j = 1, 2. (14)
We denote the action moment vectors of the plays (αj , nj) of the game
Gxk(P,A) by η
j ( j = 1, 2). Let us compute the values of the payoff function
in these plays:
K(α1, η1) = −A2
(
1−
k∏
i=1
(1− P2(Ti(x)))
)
+ A1
k∏
i=1
(1− P2(Ti(x))) =
= (A1 + A2)
k∏
i=1
(1− P2(Ti(x)))− A2; (15)
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K(α2, η2) = A1
(
1− exp
(∫ x
0
log(1− P1(Tk(α))) dα
))
−
− A2 exp
(∫ x
0
log(1− P1(Tk(α))) dα
)
=
= A1 − (A1 + A2) exp
(∫ x
0
log(1− P1(Tk(α))) dα
)
. (16)
By the assumption of Lemma the values of the payoff function of the game
Gam(P,A) in the plays (α1, n1) and (α2, n2) coincide. Hence the conditions
(12)–(14) imply that the values of the payoff function of the game Gxk(P,A)
in the plays (α1, n1) and (α2, n2) are equal. Equating (15) and (16), we get
(10).
Sufficiency. Suppose that for a given T ∈ T the equation (10) holds
for all 0 < x 6 a , 1 6 k 6 m . Let (α, n) be an arbitrary T -play. We
need to show that K(α, n) = vm(a) . Proceed by induction in the number of
units in Player II’s resource. For m = 0 the statement of Lemma is true, as
K = A1 . Suppose that the equation holds for n 6 k − 1 and prove it for
n = k . Let η be the action moment vector of Player II in the play (α, n) .
Set
αk = α(ηk), α
k(t) = min{αk, α(t)}.
Then
K(α, η1, . . . , ηk) = A1ϕ(α, 0, ηk)−A2P2(ηk) (1− ϕ(α, 0, ηk))+ (17)
+ (1− P2(ηk)) (1− ϕ(α, 0, ηk))K(α
k, η1, . . . , ηk−1),
where ϕ(α, 0, ηk) is the probability of Player I achieving success in the time
interval [0, ηk) . By the formula (3) we have
ϕ(α, 0, ηk) = 1− exp
(∫ a
αk
log(1− P1(Tk(α))) dα
)
. (18)
It follows from the inductive assumption that
K(αk, η1, . . . , ηk−1) = (A1 + A2)
k−1∏
i=1
(1− P2(Ti(αk))− A2. (19)
Substituting (18) and (19) into (17), we get
K(α, η1, . . . , ηk) = A1+ (20)
+ (A1 + A2) exp
(∫ a
αk
log(1− P1(Tk(α))) dα
)( k∏
i=1
(1− P2(Ti(αk))− 1
)
.
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According to (10) we have
1−
k∏
i=1
(1− P2(Ti(αk))) = exp
∫ αk
0
log(1− P1(Tk(α))) dα. (21)
Taking into account (21), we finally conclude from (20) that
K(α, η1, . . . , ηk) = A1 − (A1 + A2) exp
∫ a
0
log(1− P1(Tk(α))) dα = vk(a).
So the statement of Lemma has been proven by induction. ✷
Let {Tk(x)} ∈ T . The players’ strategies having the form
ξT (t) =
{
0, t < Tn(α),
−1/T ′n(α), t = Tn(α);
ηT = Tn(α),
where α , n are the players’ remaining resources at a moment t , are called
T -strategies.
Theorem 2. If a sequence {Tk(x)} ∈ T satisfies the relations (10) for all
0 < x 6 a, 1 6 k 6 m , then any pair of T -strategies forms an equilibrium
situation (saddle point) in the game Gam(P,A) . The value of the game is
given by the formula (11).
Proof. Let η be an arbitrary action moment vector of Player II. Suppose
that Player I acts according to a T -strategy. His consumption function
corresponding to η has the form
αT (t) =
{
αk+1, t ∈ (ηk+1, Tk(αk+1));
αTk (t), t ∈ [Tk(αk+1), ηk], for ηk > Tk(αk+1),
(22)
where αTk (t) is the function defined in the segment [Tk(αk+1), 1] and inverse
to Tk(x) , extended to the segment [0, Tk(αk+1)] as the constant αk+1 , αk =
αTk (ηk) ( k = 1, 2 . . . , m ), ηm+1 = 0 , αm+1 = a .
We will show that if Tk(x) satisfies (10) for all 0 < x 6 a, 1 6 k 6 m
then the inequality K(αT ; η) > vm(a) holds.
First let us notice that if Player I uses a T -strategy then the inequal-
ity ηk > Tk(αk) is impossible, because starting from the moment Tk(αk+1)
Player I spends his resource according to the function αTk (t) making the iden-
tity t = Tk(α
T (t)) hold. In the result the next action moment of Player II
prescribed by a T -strategy is being postponed.
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If for all 1 6 k 6 m one has ηk = Tk(αk) then we are dealing with the
simplest T -play (6), and according to Lemma 1 the equation K(αT ; η) =
vm(a) holds.
If Player II spends his resouce before the next action moment Tk(α
T (t))
comes, then there exist two integers k and l ( 1 6 l 6 k 6 m ) such that
ηi = Ti(αi) for k + 1 6 i 6 m; ηl−1 = Tl−1(αl−1); (23)
ηi < Ti(αi) for l 6 i 6 k. (24)
In this case, by the definition of a T -strategy, Player I’s resource is not being
consumed in the interval (ηk+1, Tl(αk+1)) , that is α
T (t) = αk+1 . Define the
vector η1 as follows:
η1i =
{
ηi, i = 1, 2, . . . , l − 1, k + 1, k + 2, . . . , m;
Ti(αk+1), i = l, l + 1, . . . , k.
Let us compute K(αT ; η) and K(αT ; η1) by presenting the payoff func-
tion as the sum of three summands corresponding to the intervals [0, ηk) ,
[ηk, Tl(αk+1)) , [Tl(αk+1), 1] . We get:
K(αT , η) = K[0,ηk) − A2Ψ(ηk) + Ψ(ηk)
k∏
i=l
q(ηi)(A2 +K[Tl,1]); (25)
K(αT , η1) = K[0,ηk) − A2Ψ(ηk) + Ψ(ηk)
k∏
i=l
q(Ti(αk+1))(A2 +K[Tl,1]), (26)
where K[0,ηk) and K[Tl,1] are the mathematical expectations of Player I’s
profit in the intervals [0, ηk) and [Tl(αk+1), 1] when Player I’s consumption
function is αT and Player II’s action moment vector is η , while Ψ(ηk) is
the probability that for these consumption function of Player I and action
moment vector of Player II both players did not achieve success up to the
moment ηk . Since the function q(t) decreases, comparing (25) with (26)
and taking into account (23), (24) we get the inequality
K(αT , η) > K(αT , η1).
Repeating the described procedure, we construct r vectors η1, η2, . . . , ηr
( r < m ) such that
K(αT , η) > K(αT , η1) > K(αT , η2) > . . . > K(αT , ηr)
and ηri = Ti(αi) for all 1 6 i 6 m.
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According to Lemma 1, we have K(αT ; ηr) = vm(a) , and consequently
K(αT ; η) > vm(a) .
Now let α(t) be an arbitrary consumption function of Player I and ηT be
the realization of Player II’s action moment vector corresponding to α(t) for
a T -strategy of Player II. Let us show that K(α; ηT ) 6 vm(a) . Denote the
realization of Player I’s consumption function corresponding to ηT for a T -
strategy of Player I by αT (it is given by the formula (22)). If for all t ∈ [0, 1]
such that α(t)n(t) > 0 the function α(t) coincides with αT (t) , then we
are dealing with a T -play, and by Lemma 1 we have K(α; ηT ) = vm(a) .
Otherwise there exists t∗ ∈ [0, 1] for which α(t∗) = α
T (t∗) and there exists
ε > 0 such that for all t ∈ (t∗, t∗ + ε) the inequality α(t) < α
T (t) holds.
The inverse inequality is impossible because Player II uses a T -strategy. Set
t∗ = sup{t : α(t′) < αT (t′) for all t′ ∈ (t∗, t)}.
The segment [0, 1] contains at most a countable set of segments of the form
[t∗, t
∗] . Let us enumerate such segments, and let [t1, t
′
1] be the first of them.
Define α1(t) as follows:
α1(t) =
{
αT (t), for t ∈ (t1, t
′
1);
α(t), for t /∈ (t1, t
′
1).
Let t1 ∈ [η
T
k , η
T
k−1] ; then by the definition of Player I’s T -strategy we have
t′1 ∈ [η
T
k , η
T
k−1] . Let us compute K(α; η
T ) and K(α1; η
T ) by presenting the
payoff function as the sum of three summands corresponding to the intervals
[0, t1) , [t1, t
′
1) , [t
′
1, 1] . We get:
K(α, ηT ) = K[0,t1) + A1Ψ(t1)−Ψ(t1)(A1 −K[t′1,1]) exp
t′
1∫
t1
µ(t) dα(t); (27)
K(α1, η
T ) = K[0,t1) + A1Ψ(t1)−Ψ(t1)(A1 −K[t′1,1]) exp
t′
1∫
t1
µ(t) dαT (t), (28)
where K[0,t1) and K[t′1,1] are the mathematical expectations of Player I’s
profit in the intervals [0, t1) and [t
′
1, 1] when Player I’s consumption func-
tion is α(t) and Player II’s action moment vector is ηT , while Ψ(t1) is
the probability that for these consumption function of Player I and action
moment vector of Player II both players did not achieve success up to the
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moment t1 , and µ(t) = − log p(t) . Note that
t′
1∫
t1
µ(t) dα(t) >
t′
1∫
t1
µ(t) dαT (t). (29)
Indeed, integrating by parts we get
∫ t′
1
t1
µ(t) dα(t) = µ(t′1)
∫ t′
1
t1
dα(t)−
∫ t′
1
t1
(∫ t
t1
dα(τ)
)
dµ1(t), (30)∫ t′
1
t1
µ(t) dαT (t) = µ(t′1)
∫ t′
1
t1
dαT (t)−
∫ t′
1
t1
(∫ t
t1
dαT (τ)
)
dµ1(t). (31)
By the definition of the segment [t1, t
′
1] , for all t ∈ [t1, t
′
1] the following
inequality holds: ∫ t
t1
dα(τ) 6
∫ t
t1
dαT (τ); (32)
moreover, the inequality turns into an equality for t = t′1 only. Using (32),
one deduces (29) from (30) and (31). Comparing K(α; ηT ) with K(α1; η
T )
(the formulas (27), (28)) and taking (29) into account, we get:
K(α, ηT ) 6 K(α1, η
T ).
Repeating the described procedure, we construct a sequence of functions
αk such that
K(αk, η
T ) 6 K(αk+1, η
T ), k ∈ N.
So
K(α, ηT ) 6 K(αk, η
T ) for any k ∈ N. (33)
Let α∗(t) = lim
k→∞
αk(t) . Passing to the limit for k → ∞ in the inequality
(33) and using Helly’s convergence theorem [9] we conclude that
K(α, ηT ) 6 K(α∗, ηT ).
Since α∗(t) = αT (t) for all t ∈ {t : n(t) > 0} , by Lemma 1 we have
K(α∗; ηT ) = vm(a) and thus K(α; η
T ) 6 vm(a) . ✷
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Corollary 3. If the function P2(t) strictly increases in the segment [0, 1] ,
then there exists at most one sequence {Tk(x)} ∈ T satisfying (10) for all
x > 0 , k ∈ N .
Proof. Suppose there exist two sequences T 1, T 2 ∈ T satisfying (10) for
all x > 0 , k ∈ N . Let
l = min{k : T 1k 6= T
2
k } and T
1
l (a) 6= T
2
l (a), a > 0. (34)
By Theorem 2 the game Gal(P,A) has the value equal to the value of the
payoff function in the T 1 - and T 2 -plays, that is the following equation holds:
(A1 + A2)
l∏
i=1
(
1− P2(T
1
i (a))
)
− A2 = (A1 + A2)
l∏
i=1
(
1− P2(T
2
i (a))
)
− A2.
(35)
But by the definition of l for all i < l one has T 1i (a) = T
2
i (a) , hence using
(35) and taking into account the strict monotonicity of the function P2(t)
we conclude that T 1l (a) = T
2
l (a) . We have come to a contradiction which
proves uniqueness of the sequence {Tk(x)} . ✷
Let {Tk(x)} ∈ T be a sequence satisfying the relation (10) for all a > 0
and k ∈ N . Introduce the notation
pi0(x) = 1; pik(x) = q(Tk(x))pik−1(x) (k ∈ N). (36)
Then
exp
(∫ x
0
log(p(Tk(α)) dα
)
= 1− pik(x). (37)
Differentiating (37) in x , we get
log(p(Tk(x)) = −
pi′k(x)
1 − pik(x)
(38)
Let us write down the recurrence relation for pi′k(x) :
pi′k(x) = q
′(Tk(x))T
′
k(x)pik−1(x) + q(Tk(x))pi
′
k−1(x). (39)
It follows from (38) and (39) that the sequence {Tk(x)} satisfies the system
of ordinary differential equations
dTk
dx
= φ(T1, T2, . . . , Tk), x > 0; k ∈ N, (40)
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where
φ(T1, T2, . . . , Tk) =
= −
(
1−
k∏
i=1
q(Ti)
)
log p(Tk)− q(Tk)
(
1−
k−1∏
i=1
q(Ti)
)
log p(Tk−1)
q′(Tk)
k−1∏
i=1
q(Ti)
.
Lemma 4. Assume that p(t) and q(t) are continuously differentiable in
(0, 1] , p(0) = q(0) = 1 ; p(1) = q(1) = 0 ; p(t) > 0 for t < 1 ; p′(t) 6 0 ;
q′(t) < 0 . Then the system of ordinary differential equations (40) under the
initial conditions
Tk(0) = 1 (k ∈ N) (41)
has a solution in the half-line x > 0 ; moreover, {Tk(x)} ∈ T .
Proof. Let us prove Lemma by induction in the number of action moments
of Player II. The first equation of the system (40) has the form:
dT1
dx
= −
(1− q(T1)) log p(T1)
q′(T1)
. (42)
Integrating (42) under the initial condition T1(0) = 1 , we get:
x(T1) =
1∫
T1
q′(τ) dτ
(1− q(τ)) log p(τ)
. (43)
The function T1(x) is the inverse function to x(T1) . Let us check that it
satisfies the conditions 1–4.
First we have to show that T1(x) is defined in the half-line [0,+∞) .
Choose δ > 0 such that − log p(δ) < 1 . Then
x(t) >
δ∫
t
(1− q(τ))′ dτ
(1− q(τ))
+ x(δ) = log(1− q(δ))− log(1− q(t)) + x(δ).
Since the right hand side of the inequality tends to +∞ as t → +0 , we
have T1 → +0 as x→ +∞ and therefore the function T1(x) is defined for
all x > 0 . According to the initial condition, T1(0) = 1 .
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By (42), one has T ′1(x) < 0 . So T1(x) decreases from 1 for x = 0 to 0
as x→ +∞ . Hence 0 < T1(x) 6 1 .
Suppose that for 1 6 i 6 k − 1 a solution sequence Ti(x) of the system
(40), (41) exists and satisfies the conditions 1–4. Substituting it into the
k -th equation of the system (40), we get:
dTk
dx
= Φk(Tk, x), (44)
where
Φk(t, x) = φk(T1(x), T2(x), . . . , Tk−1(x), t). (45)
Let us show that the equation (44) under the initial condition
Tk(0) = 1 (46)
has a solution Tk(x) , which satisfies the monotonicity condition
T ′k(x) < 0, Tk(x) < Tk−1(x) for all x > 0. (47)
Note that the following inequalities holds for all x > 0 :
Φk(Tk−1(x), x) 6
T ′k−1(x)
q(Tk−1(x))
< T ′k−1(x) < 0. (48)
Indeed,
Φk(Tk−1(x), x) = −
(1− q(Tk−1(x))) log p(Tk−1(x))
q′(Tk−1(x))pik−1(x)
, (49)
where pik(x) are the functions defined by the formulas (36). On the other
hand, by the inductive assumption
Tk−1(x) < Tk−2(x),
hence (40) implies the inequality
T ′k−1(x) > −
(1− q(Tk−1(x))) log p(Tk−1(x))
q′(Tk−1(x))pik−2(x)
. (50)
Comparing (49) and (50), we obtain (48). Denote the numerator of the
fraction in the right hand side of the equation (40) by Fk(t, x) , that is
Fk(t, x) = (1− pik−1(x)q(t)) log p(t)− (1− pik−1(x))q(t) log p(Tk−1(x)).
Next we will show that the equation
Fk(t, x) = 0, x > 0, (51)
determines an implicit function t = fk(x) , which has the following proper-
ties:
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1. the function fk(x) ( k ∈ N ) is defined and continuously differentiable
in the half-line (0,+∞) ;
2. fk(x)→ 1 as x→ +0 ;
3. f ′k(x) < 0 ( x > 0 );
4. fk(x) < Tk−1(x) (x > 0 , k > 2 ).
It follows from (48) that
Fk(Tk−1(x), x) < 0 for all x > 0.
On the other hand, for any x > 0
lim
t→+0
Fk(t, x) = −(1 − pik−1(x)) log p(Tk−1(x)) > 0.
Therefore, for any x > 0 the equation (51) has a solution
t = fk(x) ∈ (0, Tk−1(x)).
To prove that the solution is unique let us check that
∂Fk
∂t
< 0 for all x > 0, t ∈ (0, 1).
Indeed,
∂Fk
∂t
=
p′(t)
p(t)
(1− pik−1(x)q(t))− q
′(t)pik−1(x) log p(t)−
− q′(t)pik−1(x) log p(Tk−1(x)) < 0.
It follows from the implicit function theorem that the equation (51) deter-
mines an implicit function t = fk(x) , which is differentiable in the half-line
x > 0 . Let us check that f ′k(x) < 0 . We have shown that F
′
k(t) < 0 , so in
view of the relation
(fk)
′
x = −
(Fk)
′
t
(Fk)′x
it suffices to check that
(Fk)
′
x < 0 for all x > 0, t < Tk−1(x).
Taking into account the fact that, according to (38),
pi′k−1(x) = −(1− pik−1(x)) log(p(Tk−1(x)),
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we have
(Fk)
′
x = −(1− pik−1(x)) log(p(Tk−1(x)) (log p(t)− log(p(Tk−1(x)))−
−
p′(Tk−1(x))
p(Tk−1(x))
T ′k−1(x)(1− pik−1(x))q(t).
Since t < Tk−1(x) and T
′
k−1(x) < 0 , it follows that (Fk)
′
x < 0 .
It remains to check that fk(x)→ 1 as x→ +0 . It was proven above that
fk(x) decreases monotonically in the half-line x > 0 . Taking into account
the inequalities
fk(x) < Tk−1(x) < 1,
we conclude that there exists a limit of fk(x) as x→ +0 and
lim
x→+0
fk(x) = c 6 1.
Suppose that c < 1 . Substituting t = fk(x) into (51), we get:
(1− pik−1(x)q(fk(x))) log p(fk(x)) = (1− pik−1(x))q(fk(x)) log p(Tk−1(x)),
(52)
As x→ +0 , the right hand side of the equation (52) tends to −∞ , and the
limit of the left hand side is equal to log p(c) > −∞ . It follows from this
contradiction that
lim
x→+0
fk(x) = 1.
Now we are ready to proceed with the construction of the function Tk(x) .
Associate with any a > 0 the solutions ya(x) and za(x) of the equation (44)
in the half-line x > a satisfying the initial conditions
ya(a) = Tk−1(a); za(a) = fk(a).
This equation in the domain x > 0 , 0 < t < 1 satisfies the conditions of the
theorem on the existence and uniqueness of solutions. By the inequalities
(48) and f ′k−1(x) < 0 , the curves ya(x) and za(x) for x > a are situated
between the curves
t = fk(x) and t = Tk−1(x).
Take c > 0 and denote inf
a>0
ya(c) by b . Let y˜(x) be a solution of the
equation (44) satisfying the initial condition y˜(c) = b . By the uniqueness
theorem, for any a > 0 the integral curve y˜(x) is situated strictly between
curves ya(x) and za(x) for all x > 0 . Hence y˜(x) can be extended to the
half-line x > 0 ; moreover, y˜(0) = 1 and
fk(x) < y˜(x) < Tk−1(x) for all x > 0.
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Since Fk(t, x) decreases in t for any x > 0 , one has
Fk(y˜(x), x) < Fk(fk(x), x) = 0,
and therefore y˜′(x) < 0 . Thus y˜(x) satisfies all the conditions imposed
on the function Tk(x) , and so the existence of this function is proven. Put
Tk(x) = y˜(x) . ✷
Lemma 5. Assume that p(t) and q(t) are continuously differentiable in
(0, 1] , p(0) = q(0) = 1 ; p(1) = q(1) = 1 ; p(t) > 0 for t < 1 ; p′(t) 6 0 ;
q′(t) < 0 . Then a solution of the system of differential equations (40), (41)
is unique.
Proof. Let us proceed by induction. For k = 1 the function T1(x) is inverse
to the function x(T1) , which is determined uniquely by the formula (43).
Suppose that for 1 6 i 6 k − 1 the system (40), (41) has a unique solution
Ti(x) . Let us show that the problem (44), (46) has a unique solution. Let
Tk(x) be the solution of this problem constructed in Lemma 4 and y(x) be
an arbitrary solution of this problem. We will show that
y(x) ≡ Tk(x).
Consider two cases.
1. The integral curve y(x) of the equation (44) for all x > 0 is situated
strictly between the graphs of the functions
y = fk(x) and y = Tk−1(x).
Then, according to the above, y(x) satisfies the conditions (46), (47),
and by Corollary 3,
y(x) ≡ Tk(x).
2. For some x > 0 one of the inequalities
fk(x) < y(x) < Tk−1(x)
is false. We will show that in this case the curve y(x) does not go
through the point (0, 1) , i. e., in this case the initial condition (46) is
not satisfied.
(a) Suppose there exists x0 > 0 such that y(x0) < fk(x0) . Then
y′(x) > 0 for all x ∈ (0, x0) , and therefore y(x) < fk(x0) for all
0 < x < x0 , so in particular y(0) < 1 .
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(b) Suppose there exists x1 > 0 such that y(x1) > Tk−1(x1) . Then
by the inequality (48) one has y(x) > Tk−1(x) for all 0 < x < x1 .
Since q′(t) is continuous and q′(t) < 0 for t ∈ (0, 1] , there exist
two numbers c1 and c2 such that
c1 6 −q
′(t) 6 c2 for t ∈ [Tk−1(x1), 1].
It follows from the function Fk(t, x) being monotonically decreas-
ing in t together with the ineguality (48) that for t > Tk−1(x)
one has
Φk(t, x) = −
Fk(t, x)
q′(t)pik−1(x)
< −
Fk(Tk−1(x), x)
q′(t)pik−1(x)
<
T ′k−1(x)q
′(Tk−1(x))
q′(t)q(Tk−1(x))
.
(53)
We find δ > 0 such that q(Tk−1(δ)) < c1/c2 and put δ1 =
min(x1, δ) . Then for x ∈ (0, δ) , t > Tk−1(x) the inequality
Φk(t, x) < T
′
k−1(x)
holds, hence there exists ε > 0 such that for x ∈ (0, δ1) the
inequality y(x)−Tk−1(x) > ε is satisfied. Thus y(x) does not go
through the point (0, 1) .
✷
Remark 6. Suppose P2(t) = t ; and let y(x) , z(x) be the solutions of the
equation (44) in the half-line [a,+∞) under the initial conditions y(a) = y0 ,
z(a) = z0 , where
fk(a) 6 z0 < y0 6 Tk−1(a).
Then the difference e(x) = y(x)− z(x) decreases in x .
Proof. Consider the derivative of the difference:
e′(x) = Φk(y(x), x)− Φk(z(x), x).
From the relation
(Φk(t, x))
′
t = (Fk(t, x))
′
t /pik−1(x),
taking into account the inequality (Fk)
′
t < 0 obtained in the proof of
Lemma 4, we get (Φk)
′
t < 0 for all x > 0 . Hence Φk(t, x) decreases in t
for any x > 0 . Since y(x) > z(x) , we have e′(x) < 0 and therefore the
difference y(x)− z(x) decreases in x . ✷
The next Theorem follows from Theorem 2 and Lemma 4.
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Theorem 7. If in the noisy fighter-bomber duel the players’ accuracy func-
tions Pj(t) ( j = 1, 2 ) are continuously differentiable in the segment (0, 1] ,
Pj(0) = 0 , Pj(1) = 1 , Pj(t) < 1 for t < 1 , P
′
1(t) > 0 , P
′
2(t) > 0 , then
the game has an equilibrium situation (saddle point) in pure strategies. The
value and the optimal strategies have the form:
vm(a) = (A1 + A2)
m∏
i=1
(1− P2(Ti(a))−A2; (54)
ξT (t) =
{
0, t < Tn(α),
−1/T ′n(α), t = Tn(α);
ηT = Tn(α), (55)
where α , n are the players’ remaining resources at the moment t , and
{Tk(x)} is a solution of the system of equations (40), (41).
4 Conclusions
1. The optimal strategies ξT , ηT prescribe the players to refrain from
using their resources until the moment Tm(a) (let us call it the good
start-consume moment).
2. The good start-consume moment is a function T (α, β) of the current
values α and β of the player’s resources; it does not depend on the
development of the game up to the current moment and is common for
both players.
3. The more resources the players have, the earlier the good start-consume
moment comes, because Tk(x) decreases in x and k .
4. The optimally behaving players begin using their resources at the good
start-consume moment (one of the players or both of them).
5. If at the good start-consume moment Player I starts to act according
to the optimal consumption function, then he continues to act until the
next Player II’s action moment and during the whole of this period of
time the following equation holds:
t = Tm(t)(α(t)). (56)
6. If at the good start-consume moment Player II acts, then his resource
decreases by one unit and the players stop using their resources until
the good start-consume moment corresponding to the current values of
resources.
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7. If Player I behaves optimally, the optimal strategy of Player II pre-
scribes him to act at any moment when the equation (56) holds (possi-
bly simultaneously with Player I, interrupting his actions), or to refrain
from using his resource until the end of the game (moment t = 1 ),
which does not affect the payoff.
8. If one of players uses a T -strategy, then a play is realized satisfying
the condition t 6 Tm(t)(α(t)) for all t ∈ [0, 1] such that α(t)m(t) > 0 .
9. If both players act according to T -strategies, then they consume their
resources only at those moments of time for which the equation (56)
holds. In this case one of the T -plays is realized. The payoff function
takes the same values at all of these plays.
Note that the sequence of functions Tk(x) is a continuous analogue of
the infinite matrix {tmn} (m ∈ N , n ∈ N ) of “good first-shot times” of
the noisy duel with discrete resources of both players [5].
5 Appendix. Numerical solution of the game
We will consider the case when P2(t) = t , which does not restrict the
generality. Indeed, let P2(t) 6≡ t , P
′
2(t) > 0 and P2(t) > 0 for t ∈
(0, 1] . Let us make the change of variables τ = P2(t) and solve the game
Gam(P˜ , A) , where P˜ = (P1(P
−1
2 (τ)), τ) . Obviously the values of the games
Gam(P,A) and Gam(P˜ , A) are equal and the optimal T -strategies of the
game Gam(P,A) are determined by the sequence Tk(x) = P
−1
2 (T˜k(x)) , where
T˜k(x) is the solution of the problem (40), (41) for the game Gam(P˜ , A) .
By (42) T ′1(x) → −∞ as x → +0 , so it follows from the inequality
(47) and the initial conditions (41) that lim inf
x→+0
T ′k(x) = −∞ for all k ∈ N .
Hence the system of equations (40) has a singularity at the point x = 0 , and
therefore it is impossible to solve the Cauchy problem for this system with
the initial conditions at the point x = 0 . We will integrate the system (40)
using the method described in the proof of Lemma 4, that is we will find
solutions yk(x) and zk(x) of the equation (44) in the segment [δk, a] under
the initial conditions
yk(δk) = Tk−1(δk), zk(δk) = fk(δk), (57)
where δk > 0 is a small number and fk(x) is the implicit function determined
by the equation (51). The curves yk(x) and zk(x) (we call will them the k -
th upper and the k -th lower solutions) bound the desired curve from above
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and from below:
zk(x) < Tk(x) < yk(x).
By Remark 6, the difference yk(x)− zk(x) decreases in x and therefore the
following estimate holds:
∆k = max
x>δk
|yk(x)− zk(x)| = |yk(δk)− zk(δk)| = Tk−1(δk)− fk(δk). (58)
From the continuity of the functions Tk−1(x) , fk(x) and the equations
Tk−1(0) = fk(0) = 1 it follows that Tk−1(δk)− fk(δk)→ 0 as δk → 0 .
To find the function T1(x) one needs to tabulate the function
x(T1) = −
1∫
T1
dt
t log(1− P1(t))
.
and find the inverse function. Using the tabulated approximate values of the
function T1(x) in the subsequent computations is undesirable, since in the
computation of T1(x) in a neiborhood of the point x = 0 we lose precision.
The right hand side of the system (40) does not depend on x explicitly. It
depends on Tk(x) only, so the change of variables u = T1(x) allows to solve
the further equations of the system ( k > 2 ) without using T1(x) . Set
T˜k(u) = Tk+1
(
T−11 (u)
)
, k = 1, 2 . . . , m− 1,
then
T˜ ′k(u) = T
′
k+1(x)/T
′
1(x)
∣∣∣
x=T−1
1
(u)
.
Since T ′1(x)→ −∞ as x→ +0 , passing to the variable u = T1(x) decreases
the absolute values of derivatives of the functions we are looking for, which
increases the precision of the computations. After the change of variables we
get a system of differential equations in the segment [T1(a), 1] :
dT˜k
du
=
φ˜k(u, T˜1, T˜2, . . . , T˜k)
u log p(u)
under the initial conditions
T˜k(1) = 1, k = 1, 2 . . .m− 1.
Suppose that the first k − 1 functions
T˜i(u), i = 1, 2 . . . , k − 1
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have been found. Then T˜k(u) is the solution of the problem
dT˜k
du
= Φ˜k(T˜k, u) (59)
Φ˜k(t, u) =
φ˜k(u, T˜1, T˜2, . . . , T˜k−1, t)
u log p(u)
(60)
under the initial condition
T˜k(1) = 1.
After the change of variables, the initial conditions for the upper and lower
curves take the form:
y˜k(uk) = T˜k−1(uk); z˜k(uk) = f˜k(uk);
T˜0(uk) = uk; k = 1, 2, . . . , n;
where uk = 1 − δk , δk > 0 , and f˜k(uk) is the solution of the equation
Φ˜k(t, uk) = 0 with respect to t . In view of the strict monotonicity of the
function T1(x) , it follows from (58) that
max
u∈[T1(a),uk ]
|y˜k(u)− z˜k(u)| = T˜k−1(uk)− f˜k(uk)→ 0 as uk → 1− 0 (k > 1).
Let us briefly describe a numerical algorithm for solving the game. The
purpose of the algorithm is to compute the value of the game Gak(P,A)
where P (t) = (P1(t), t) k = 1, 2, . . . , m and tabulate the functions Tk(x)
in the segment [a0, a] , a0 > 0 with a given step h . The algorithm’s work
consists of two stages.
Stage 1. Compute the values of the function T1(x) in the segment [a0, a]
with the step h by solving the equation
x(T1) = a0 + (i− 1)h; i = 1, 2 . . . ,Ma, Ma =
[
a− a0
h
]
+ 1,
where x(t) is the function defined by the formula
x(t) = −
1∫
t
dτ
τ log p(τ)
. (61)
Stage 2. Compute the values of the function Tk(x) in the segment [a0, a]
with the step h ( k = 2, . . . , m ). At the level k for tabulating the function
Tk(x) one performs the following computations:
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1. Tabulate the k -th upper solution y˜k(u) of the equation (59) in the seg-
ment [T1(a), u0] ( u0 < 1 ) under initial condition y˜k(u0) = T˜k−1(u0) .
2. Find an approximate solution of the equation Φ˜k(t, u0) = 0 with re-
spect to t in the segment [0, u0] . Denote the solution of this equation
by f˜k .
3. Tabulate the k -th lower solution z˜k(u) of the equation (59) in the
segment [T1(a), u0] under the initial condition z˜k(u0) = f˜k .
4. Tabulate the function T˜k(u) by the formula
T˜k(u) = (y˜k(u) + z˜k(u))/2
in the segment [T1(a), u
∗] , where
u∗ = max{u < u0 : y˜k(u)− z˜k(u) < ε}, ε is the given precision.
5. Returning to original variable x , tabulate the function Tk(x) in the
segment [a0, a] .
6. Compute the value of the game vk(a) by the formula (54).
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ØÓÌÍÀß ÄÓÝËÜ ÏÓËÅÌÅÒ×ÈÊÀ
ÑÎ ÑÍÀÉÏÅÎÌ
Ïîñèöåëüñêàÿ Ë.Í.
Àííîòàöèÿ
àññìàòðèâàåòñÿ èãðà òèïà äóýëè, â êîòîðîé ïåðâûé èãðîê ðàñ-
õîäóåò ñâîé ðåñóðñ íåïðåðûâíî, à âòîðîé  äèñêðåòíûìè ïîðöèÿ-
ìè. Êàæäîìó èãðîêó èçâåñòíû òåêóùèå çíà÷åíèÿ ðåñóðñîâ îáîèõ
èãðîêîâ. Äàíî ðåøåíèå èãðû â ÿâíîì âèäå.
Êëþ÷åâûå ñëîâà: øóìíàÿ äóýëü, ïëàòåæíàÿ óíêöèÿ, ñòðàòå-
ãèÿ, öåíà èãðû, ðàñõîä ðåñóðñà.
1 Ââåäåíèå
Êëàññè÷åñêàÿ äóýëü åñòü èãðà äâóõ ëèö ñ íóëåâîé ñóììîé ñëåäóþùåãî
âèäà. Èãðîêè ðàñïîëàãàþò îïðåäåëåííûìè ðåñóðñàìè è èñïîëüçóþò èõ
â òå÷åíèå çàäàííîãî ïðîìåæóòêà âðåìåíè ñ öåëüþ äîñòèæåíèÿ óñïåõà.
Ïðèìåíåíèå â ìîìåíò t ðåñóðñà γ ïðèâîäèò ê óñïåõó ñ âåðîÿòíîñòüþ,
çàâèñÿùåé òîëüêî îò âðåìåíè t (îáû÷íî ïðåäïîëàãàåòñÿ, ÷òî âåðîÿòíîñòü
óñïåõà âîçðàñòàåò ïî âðåìåíè) è âåëè÷èíû ðåñóðñà γ . Êàê òîëüêî îäèí
èç èãðîêîâ äîñòèãàåò öåëè, îí ïîëó÷àåò âûèãðûø, ðàâíûé ïðîèãðûøó
ñîïåðíèêà, è èãðà ïðåêðàùàåòñÿ. àçëè÷íûå ïðåäïîëîæåíèÿ î ñïîñîáå
èñïîëüçîâàíèÿ èãðîêàìè ñâîåãî ðåñóðñà è î ïîñòóïëåíèè èíîðìàöèè î
ïîâåäåíèè ïðîòèâíèêà â õîäå èãðû ïîðîæäàþò ðàçíîîáðàçíûå âèäû äó-
ýëåé [1, 2℄. Èññëåäîâàíû ìîäåëè, â êîòîðûõ ðåñóðñû èãðîêîâ ÿâëÿþòñÿ
äèñêðåòíûìè (äóýëè ñíàéïåðîâ), áåñêîíå÷íî äåëèìûìè (äóýëè ïóëåìåò-
÷èêîâ), äóýëè ñ íåïðåðûâíûì ðàñõîäîì ðåñóðñà ó îäíîãî èç èãðîêîâ è
äèñêðåòíûì ó äðóãîãî, íàçûâàåìûå ñìåøàííûìè äóýëÿìè, èëè äóýëÿ-
ìè ïóëåìåò÷èêà ñî ñíàéïåðîì [3, 4℄. Èçó÷àëèñü øóìíûå äóýëè [3, 5℄,
â êîòîðûõ êàæäûé èç èãðîêîâ â äàííûé ìîìåíò âðåìåíè ðàñïîëàãàåò
èíîðìàöèåé î ïîâåäåíèè ïðîòèâíèêà äî ýòîãî ìîìåíòà, è áåñøóìíûå
äóýëè, â êîòîðûõ íå ïðåäïîëàãàåòñÿ ïîñòóïëåíèå òàêîé èíîðìàöèè. Â
íàñòîÿùåå âðåìÿ äóýëè ñ÷èòàþòñÿ êëàññè÷åñêèìè ìîäåëÿìè êîíêóðåíò-
íîé áîðüáû [1, 6℄.
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Àâòîð áëàãîäàðèò Ëåîíèäà Ïîñèöåëüñêîãî çà ïîìîùü â ðåäàêòèðîâà-
íèè ñòàòüè.
2 Ïîñòàíîâêà çàäà÷è
àññìàòðèâàåòñÿ èãðà äâóõ ëèö ñ íóëåâîé ñóììîé ñëåäóþùåãî âèäà. Èã-
ðîêè îáëàäàþò ðåñóðñàìè a > 0 è m > 0 (m ∈ Z ), êîòîðûå èñïîëü-
çóþò â ïðîìåæóòêå âðåìåíè [0, 1] . Ïåðâûé èãðîê ðàñõîäóåò ñâîé ðåñóðñ
íåïðåðûâíûì îáðàçîì, à âòîðîé  åäèíè÷íûìè ïîðöèÿìè. Ýåêòèâ-
íîñòü èñïîëüçîâàíèÿ ðåñóðñà j -ì èãðîêîì õaðàêòåðèçóåòñÿ óíêöèåé
Pj(t) , j = 1, 2 , ðàâíîé âåðîÿòíîñòè äîñòèæåíèÿ óñïåõà ïðè èñïîëü-
çîâàíèè â ìîìåíò t åäèíè÷íîãî ðåñóðñà. Ôóíêöèè Pj(t) íàçûâàþòñÿ
óíêöèÿìè ìåòêîñòè. Îíè íåïðåðûâíî äèåðåíöèðóåìû, âîçðàñòàþò,
Pj(0) = 0 , Pj(1) = 1 , Pj(t) < 1 ïðè t < 1 . Ïîëîæèì p(t) = 1 − P1(t) ,
q(t) = 1 − P2(t) , P (t) = (P1(t), P2(t)) . Âåêòîð-óíêöèÿ P (t) íàçûâàåò-
ñÿ âåêòîð-óíêöèåé ýåêòèâíîñòè. Âåðîÿòíîñòü G(t,∆γ) äîñòèæåíèÿ
óñïåõà ïðè èñïîëüçîâàíèè â ìîìåíò t ðåñóðñà ∆γ > 0 ñ óíêöèåé ý-
åêòèâíîñòè Pj(t) âû÷èñëÿåòñÿ ïî îðìóëå [7, 8℄:
G(t,∆γ) = 1− (1− Pj(t))
∆γ, ∆γ > 0; G(t, 0) = 0. (1)
Âûèãðûø j -ãî èãðîêà â ñëó÷àå åãî óñïåõà ñîñòàâëÿåò Aj . Ïàðó
(A1, A2) îáîçíà÷èì A . Âûèãðûø èãðîêîâ ðàâåí 0 , åñëè íè îäèí èç íèõ
íå äîáèëñÿ óñïåõà èëè îíè äîáèëèñü óñïåõà îäíîâðåìåííî.
Ïóñòü α(t) , n(t)  ðåñóðñû èãðîêîâ, îñòàâøèåñÿ ê ìîìåíòó t . Ôóíê-
öèè α(t) , n(t) íàçîâåì óíêöèÿìè ðàñõîäà ðåñóðñà. Îíè íå âîçðàñòàþò,
óíêöèÿ n(t) êóñî÷íî-ïîñòîÿííà è íåïðåðûâíà ñëåâà. Ïàðà óíêöèé
(α(t), n(t)) íàçûâàåòñÿ ïàðòèåé. Áóäåì ïðåäïîëàãàòü, ÷òî óíêöèÿ α(t)
íåïðåðûâíà íà [0, 1] è êóñî÷íî-íåïðåðûâíî äèåðåíöèðóåìà íà (0, 1) .
Ïîëîæèì ξ(t) = −α′(t) è íàçîâåì óíêöèþ ξ(t) èíòåíñèâíîñòüþ ðàñ-
õîäà ðåñóðñà.
Ìîìåíòîì äåéñòâèÿ èãðîêà íàçûâàåòñÿ ìîìåíò âðåìåíè, êîãäà èãðîê
èñïîëüçóåò ñâîé ðåñóðñ. Ó ïóëåìåò÷èêà ýòî òî÷êà óáûâàíèÿ åãî óíêöèè
ðàñõîäà ðåñóðñà ( ξ(t+0) > 0 ), ó ñíàéïåðà  òî÷êà ñêà÷êà ýòîé óíêöèè.
Ïóñòü ηi , i = 1, 2, . . . , m ( 0 6 ηm 6 ηm−1 6 . . . 6 η1 6 1 )  ìîìåíòû
äåéñòâèÿ 2-ãî èãðîêà. Âåêòîð η = (η1, η2, . . . ηm) íàçîâåì âåêòîðîì ìî-
ìåíòîâ äåéñòâèÿ âòîðîãî èãðîêà.
Ïðåäïîëîæèì, ÷òî íà îòðåçêå [t1, t2] âòîðîé èãðîê íå èñïîëüçóåò ñâîé
ðåñóðñ. Âû÷èñëèì âåðîÿòíîñòü òîãî, ÷òî ïåðâûé èãðîê äîñòèãíåò óñïåõà
2
íà ýòîì îòðåçêå ïðè èíòåíñèâíîñòè ðàñõîäà ξ(t) . Â ñèëó (1) èìååì:
ϕ(ξ, t1, t2) = lim
N→∞
(
1−
N∏
i=1
(1− P1(τi))
ξ(τi)∆τi
)
=
= 1− exp
∫ t2
t1
ξ(τ) ln(1− P1(τ)) dτ, (2)
ãäå ξ(t) = −α′(t) . Âåðîÿòíîñòü óñïåõà ïåðâîãî èãðîêà íà îòðåçêå [t1, t2]
âûðàæàåòñÿ ÷åðåç óíêöèþ ðàñõîäà ðåñóðñà α(t) ñëåäóþùèì îáðàçîì
ϕ(α, t1, t2) = 1− exp
(
−
∫ t2
t1
ln(1− P1(τ)) dα(τ)
)
. (3)
Îáîçíà÷èì K(α; η1, η2, . . . , ηm) ìàòåìàòè÷åñêîå îæèäàíèå âûèãðûøà, ïî-
ëó÷àåìîãî 1-ì èãðîêîì, åñëè îí ðàñõîäóåò ðåñóðñ â ñîîòâåòñòâèè ñ óíê-
öèåé ðàñõîäà ðåñóðñà α(t) â òî âðåìÿ êàê 2-é äåéñòâóåò â ìîìåíòû âðå-
ìåíè ηk ( 1 6 k 6 m ). Òîãäà K = 0 ïðè m = 0 , a = 0 è K = A1
ïðè m = 0 , a > 0 . Ïðè m > 1 çíà÷åíèå óíêöèè K âû÷èñëÿåòñÿ ïî
ðåêóððåíòíîé îðìóëå:
K(α; η1, η2, . . . , ηm) = A1ϕ(α, 0, ηm)− A2(1− ϕ(α, 0, ηm))P2(ηm)+ (4)
+ (1− P2(ηm))(1− ϕ(α, 0, ηm))K(αm; η1, η2, . . . , ηm−1),
ãäå
αm(t) =
{
α(ηm), t ∈ [0, ηm)
α(t), t ∈ [ηm, 1].
àññìàòðèâàåìàÿ èãðà, íàçûâàåìàÿ øóìíîé äóýëüþ, ïðåäñòàâëÿåò ñî-
áîé ìîäåëü êîíêóðåíòíîé áîðüáû â óñëîâèÿõ ïîëíîé èíîðìàöèè. Â ýòîé
èãðå êàæäîìó èãðîêó èçâåñòíû ðåñóðñû îáîèõ ñîïåðíèêîâ â êàæäûé ìî-
ìåíò âðåìåíè, è èãðîêè íåïðåðûâíî êîððåêòèðóþò ñâîå ïîâåäåíèå íà
îñíîâàíèè ïîñòóïàþùåé èíîðìàöèè î çíà÷åíèè ðåñóðñà ïðîòèâíèêà.
Còðàòåãèÿ ïåðâîãî èãðîêà åñòü óíêöèÿ ξ = u(t, α, n) , îïðåäåëÿþùàÿ
èíòåíñèâíîñòü ξ ðàñõîäà ðåñóðñà â ìîìåíò t â çàâèñèìîñòè îò òåêóùèõ
çíà÷åíèé α è n ðåñóðñîâ èãðîêîâ. Ñòðàòåãèÿ 2-ãî èãðîêà åñòü óíêöèÿ
ηn = v(α, n) , îïðåäåëÿþùàÿ î÷åðåäíîé ìîìåíò åãî äåéñòâèÿ ïî çíà÷å-
íèÿì α è n ðåñóðñîâ. Ìû áóäåì çàäàâàòü ñòðàòåãèè èãðîêîâ òîëüêî íà
òîì ïðîìåæóòêå âðåìåíè, ãäå α(t)n(t) > 0 , ïðåäïîëàãàÿ ÷òî åñëè îäèí
èç èãðîêîâ åùå íå èñ÷åðïàë ñâîé ðåñóðñ, òî îí èñïîëüçóåò åãî òàê, ÷òîáû
îáåñïå÷èòü åäèíè÷íóþ âåðîÿòíîñòü óñïåõà. Â ñèëó óñëîâèÿ Pj(1) = 1 è
îðìóëû (3) ýòî âñåãäà âîçìîæíî. Ïëàòåæíàÿ óíêöèÿ ýòîé èãðû åñòü
óíêöèÿ K(ξ, η) , îïðåäåëåííàÿ îðìóëîé (4), ãäå ξ è η  ðåàëèçî-
âàííûå â õîäå èãðû èíòåíñèâíîñòü ðàñõîäà ðåñóðñà 1-ãî èãðîêà è âåêòîð
ìîìåíòîâ äåéñòâèÿ 2-ãî. Îïèñàííóþ äóýëü îáîçíà÷èì Gam(P,A) .
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3 T -ïàðòèè è T -ñòðàòåãèè
Îáîçíà÷èì ÷åðåç T ìíîæåñòâî óíêöèîíàëüíûõ ïîñëåäîâàòåëüíîñòåé
T (x) = (T1(x), T2(x), . . . , Tk(x), . . . ),
óäîâëåòâîðÿþùèõ ñëåäóþùèì óñëîâèÿì:
1. Ôóíêöèè Tk(x) ( k ∈ N ) îïðåäåëåíû è íåïðåðûâíû íà ïîëóïðÿìîé
[0,+∞) , íåïðåðûâíî äèåðåíöèðóåìû íà (0,+∞) .
2. 0 < Tk(x) 6 1 (x > 0 , k ∈ N ).
3. T ′k(x) < 0 , Tk+1(x) < Tk(x) (x > 0 , k ∈ N ).
4. Tk(0) = 1 ( k ∈ N ).
Ïóñòü T ∈ T . Ïàðòèþ (α, n) íàçîâåì T -ïàðòèåé, åñëè ïðè α(t)n(t) > 0
âûïîëíÿåòñÿ íåðàâåíñòâî
t 6 Tn(t)(α(t)), (5)
ïðè÷åì â òåõ òî÷êàõ, êîòîðûå ÿâëÿþòñÿ ìîìåíòàìè äåéñòâèÿ, íåðàâåí-
ñòâî âûïîëíÿåòñÿ êàê ðàâåíñòâî.
Êàæäàÿ ïîñëåäîâàòåëüíîñòü T ∈ T îïðåäåëÿåò ìíîæåñòâî T -
ïàðòèé, îòëè÷àþùèxñÿ òåì, êòî èç èãðîêîâ èñïîëüçóåò ðåñóðñ â ìîìåíò
äåéñòâèÿ, ïðåäïèñûâàåìûé ïîñëåäîâàòåëüíîñòüþ T (âîçìîæíû è îäíî-
âðåìåííûå äåéñòâèÿ èãðîêîâ). Ïðîñòåéøèìè T -ïàðòèÿìè íàçîâåì T -
ïàðòèè (αj , nj) ( j = 1, 2 ), â êîòîðûõ j -é èãðîê ïðèñòóïàåò ê èñïîëü-
çîâàíèþ ñâîåãî ðåñóðñà ïîñëå òîãî, êàê ðåñóðñ ïðîòèâíèêà èñ÷åðïàëñÿ.
Ôóíêöèè ðàñõîäà ðåñóðñà, ñîñòàâëÿþùèå ïðîñòåéøèå T -ïàðòèè, èìåþò
ñëåäóþùèé âèä:
α1(t) =


a, ïðè t ∈ [0, T1(a)];
îáåñïå÷èâàåò ðàñõîäèìîñòü
1∫
T1(a)
ln(1− P1(t)) dα1(t),
(6)
n1(t) =


m, ïðè t ∈ [0, Tm(a)];
i, ïðè t ∈ (Ti+1(a), Ti(a)], 1 6 i 6 m− 1;
0, ïðè t ∈ (T1(a), 1],
(7)
α2(t) =
{
a, ïðè t ∈ [0, Tm(a)];
T−1m (t), ïðè t ∈ (Tm(a), 1],
(8)
n2(t) = m, ïðè t ∈ [0, 1] (η1 = η2 = · · · = ηm = 1). (9)
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Ëåììà 1. Ïóñòü T ∈ T . Çíà÷åíèÿ ïëàòåæíîé óíêöèè âî âñåõ T -
ïàðòèÿõ äóýëè Gam(P,A) ñîâïàäàþò â òîì è òîëüêî òîì ñëó÷àå, êîãäà
âûïîëíåíî ðàâåíñòâî
exp
(∫ x
0
ln(1− P1(Tk(α))) dα
)
+
k∏
i=1
(1− P2(Ti(x))) = 1 (10)
ïðè ëþáûõ 0 < x 6 a, 1 6 k 6 m.
Ïðè ýòîì îáùåå çíà÷åíèå ïëàòåæíîé óíêöèè âî âñåõ T -ïàðòèÿõ èã-
ðû ðàâíî
vm(a) = A1 − (A1 + A2) exp
(∫ a
0
ln(1− P1(Tm(α))) dα
)
= (11)
= (A1 + A2)
m∏
i=1
(1− P2(Ti(a))−A2.
Äîêàçàòåëüñòâî. Heoáõîäèìîñòü. Ïóñòü T ∈ T è çíà÷åíèÿ ïëàòåæíîé
óíêöèè âî âñåõ T -ïàðòèÿõ äóýëè Gam(P,A) ñîâïàäàþò. Çàèêñèðóåì
x ( 0 < x 6 a ), k ( 1 6 k 6 m ) è ïîëîæèì t∗ = Tk(x) . Îáîçíà÷èì ÷åðåç
(αj , nj) ( j = 1, 2 ) ïðîñòåéøèå T -ïàðòèè èãðû Gxk(P,A) è ðàññìîòðèì
äâå T -ïàðòèè (αj, nj) ( j = 1, 2 ) èãðû Gam(P,A) , óäîâëåòâîðÿþùèå ñëå-
äóþùèì óñëîâèÿì:
α1(t) = α2(t); n1(t) = n2(t) ïðè t ∈ [0, t
∗]; (12)
αj(t
∗) = x; nj(t
∗) = k, j = 1, 2; (13)
αj(t) = αj(t); nj(t) = nj(t) ïðè t ∈ (t
∗, 1], j = 1, 2. (14)
Îáîçíà÷èì ηj  âåêòîðû ìîìåíòîâ äåéñòâèÿ ñíàéïåðà â ïàðòèÿõ
(αj , nj) èãðû Gxk(P,A) ïðè j = 1, 2 . Âû÷èñëèì çíà÷åíèÿ ïëàòåæíîé
óíêöèè â ýòèõ ïàðòèÿõ:
K(α1, η1) = −A2
(
1−
k∏
i=1
(1− P2(Ti(x)))
)
+ A1
k∏
i=1
(1− P2(Ti(x))) =
= (A1 + A2)
k∏
i=1
(1− P2(Ti(x)))− A2; (15)
K(α2, η2) = A1
(
1− exp
(∫ x
0
ln(1− P1(Tk(α))) dα
))
−
− A2 exp
(∫ x
0
ln(1− P1(Tk(α))) dα
)
=
= A1 − (A1 + A2) exp
(∫ x
0
ln(1− P1(Tk(α))) dα
)
. (16)
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Ïî óñëîâèþ òåîðåìû çíà÷åíèÿ ïëàòåæíîé óíêöèè èãðû Gam(P,A) â
ïàðòèÿõ (α1, n1) è (α2, n2) ñîâïàäàþò. Ïîýòîìó èç óñëîâèé (12)(14) ñëå-
äóåò ðàâåíñòâî çíà÷åíèé ïëàòåæíîé óíêöèè èãðû Gxk(P,A) â ïàðòèÿõ
(α1, n1) è (α2, n2) . Ïðèðàâíèâàÿ (15) è (16), ïîëó÷èì (10).
Äîñòàòî÷íîñòü. Ïóñòü T ∈ T , ðàâåíñòâî (10) âûïîëíåíî ïðè âñåõ
0 < x 6 a , 1 6 k 6 m è (α, n)  ïðîèçâîëüíàÿ T -ïàðòèÿ. Ïîêàæåì, ÷òî
K(α, n) = vm(a) . Äîêàçàòåëüñòâî ïðîâåäåì èíäóêöèåé ïî ÷èñëó åäèíèö
ðåñóðñà ñíàéïåðà. Ïðè m = 0 óòâåðæäåíèå ëåììû âûïîëíåíî, òàê êàê
K = A1 . Ïðåäïîëîæèì, ÷òî ðàâåíñòâî âûïîëíåíî ïðè n 6 k − 1 è
äîêàæåì åãî äëÿ n = k . Ïóñòü η  âåêòîð ìîìåíòîâ äåéñòâèÿ ñíàéïåðà
â ïàðòèè (α, n) . Ïîëîæèì
αk = α(ηk), α
k(t) = min{αk, α(t)}.
Òîãäà
K(α, η1, . . . , ηk) = A1ϕ(α, 0, ηk)−A2P2(ηk) (1− ϕ(α, 0, ηk))+ (17)
+ (1− P2(ηk)) (1− ϕ(α, 0, ηk))K(α
k, η1, . . . , ηk−1),
ãäå ϕ(α, 0, ηk)  âåðîÿòíîñòü òîãî, ÷òî ïóëåìåò÷èê äîñòèã óñïåõà íà ïðî-
ìåæóòêå [0, ηk) . Ñîãëàñíî îðìóëå (3) èìååì:
ϕ(α, 0, ηk) = 1− exp
(∫ a
αk
ln(1− P1(Tk(α))) dα
)
. (18)
Ïî èíäóêöèîííîìó ïðåäïîëîæåíèþ
K(αk, η1, . . . , ηk−1) = (A1 + A2)
k−1∏
i=1
(1− P2(Ti(αk))− A2. (19)
Ïîäñòàâëÿÿ (18) è (19) â (17), ïîëó÷àåì
K(α, η1, . . . , ηk) = A1+ (20)
+ (A1 + A2) exp
(∫ a
αk
ln(1− P1(Tk(α))) dα
)( k∏
i=1
(1− P2(Ti(αk))− 1
)
.
Â ñèëó (10) èìååì:
1−
k∏
i=1
(1− P2(Ti(αk))) = exp
∫ αk
0
ln(1− P1(Tk(α))) dα. (21)
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Èç (20) ñ ó÷åòîì (21) îêîí÷àòåëüíî ïîëó÷àåì:
K(α, η1, . . . , ηk) = A1 − (A1 + A2) exp
∫ a
0
ln(1− P1(Tk(α))) dα = vk(a).
Óòâåðæäåíèå ëåììû ïî èíäóêöèè äîêàçàíî. ✷
Ïóñòü {Tk(x)} ∈ T . T -ñòðàòåãèÿìè èãðîêîâ íàçîâåì ñòðàòåãèè âè-
äà
ξT (t) =
{
0, t < Tn(α),
−1/T ′n(α), t = Tn(α);
ηT = Tn(α),
ãäå α , n  ðåñóðñû èãðîêîâ, îñòàâøèåñÿ ê ìîìåíòó t .
Òåîðåìà 2. Åñëè ïîñëåäîâàòåëüíîñòü {Tk(x)} ∈ T óäîâëåòâîðÿåò ñî-
îòíîøåíèþ (10) ïðè âñåõ 0 < x 6 a, 1 6 k 6 m , òî ïàðà T -ñòðàòåãèé
îáðàçóåò ñèòóàöèþ ðàâíîâåñèÿ èãðû Gam(P,A) . Öåíà èãðû âû÷èñëÿåò-
ñÿ ïî îðìóëå (11).
Äîêàçàòåëüñòâî. Ïóñòü η  ïðîèçâîëüíûé âåêòîð ìîìåíòîâ äåéñòâèÿ
ñíàéïåðà. Ïðåäïîëîæèì, ÷òî ïóëåìåò÷èê äåéñòâóåò â ñîîòâåòñòâèè ñ T -
ñòðàòåãèåé. Åãî óíêöèÿ ðàñõîäà ðåñóðñà, ñîîòâåòñòâóþùàÿ η ïðè T -
ñòðàòåãèè èìååò âèä:
αT (t) =
{
αk+1, t ∈ (ηk+1, Tk(αk+1));
αTk (t), t ∈ [Tk(αk+1), ηk], åñëè ηk > Tk(αk+1),
(22)
ãäå αTk (t) óíêöèÿ, îïðåäåëåííàÿ íà îòðåçêå [Tk(αk+1), 1] è îáðàòíàÿ ê
Tk(x) , ïðîäîëæåííàÿ íà îòðåçîê [0, Tk(αk+1)] êàê êîíñòàíòà αk+1 , αk =
αTk (ηk) ( k = 1, 2 . . . , m ), ηm+1 = 0 , αm+1 = a .
Ïîêàæåì, ÷òî åñëè Tk(x) óäîâëåòâîðÿåò (10) ïðè âñåõ 0 < x 6 a,
1 6 k 6 m , òî âûïîëíÿåòñÿ íåðàâåíñòâî
K(αT ; η) > vm(a).
Ïðåæäå âñåãî îòìåòèì, ÷òî ïðè èñïîëüçîâàíèè ïóëåìåò÷èêîì T -
ñòðàòåãèè íåðàâåíñòâî ηk > Tk(αk) íåâîçìîæíî, òàê êàê, íà÷èíàÿ ñ ìî-
ìåíòà Tk(αk+1) , ïóëåìåò÷èê íà÷èíàåò ðàñõîäîâàòü ðåñóðñ â ñîîòâåòñòâèè
ñ óíêöèåé αTk (t) , îáåñïå÷èâàþùåé ðàâåíñòâî t = Tk(α
T (t)) , è, â ðå-
çóëüòàòå ýòîãî, î÷åðåäíîé ìîìåíò äåéñòâèÿ ñíàéïåðà, ïðåäïèñûâàåìûé
T -ñòàòåãèåé, îòîäâèãàåòñÿ.
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Åñëè ïðè âñåõ 1 6 k 6 m ηk = Tk(α) , òî ðåàëèçóåòñÿ ïðîñòåéøàÿ
T -ïàðòèÿ (6) è, ñîãëàñíî ëåììå 1, âûïîëíÿåòñÿ ðàâåíñòâî K(αT ; η) =
vm(a) .
Åñëè ñíàéïåð ðàñõîäóåò ðåñóðñ, íå äîæèäàÿñü íàñòóïëåíèÿ ìîìåíòà
äåéñòâèÿ Tk(α
T (t)) , òî íàéäóòñÿ äâà òàêèõ íîìåðà k è l ( 1 6 l 6 k 6
m ), ÷òî
ηi = Ti(αi) ïðè k + 1 6 i 6 m; ηl−1 = Tl−1(αl−1); (23)
ηi < Ti(αi) ïðè l 6 i 6 k. (24)
Òîãäà ïî îïðåäåëåíèþ T -ñòðàòåãèè ðåñóðñ ïóëåìåò÷èêà íà ïðîìåæóò-
êå (ηk+1, Tl(αk+1)) íå ðàñõîäóåòñÿ: α
T (t) = αk+1 . Îïðåäåëèì âåêòîð η
1
ñëåäóþùèì îáðàçîì:
η1i =
{
ηi, i = 1, 2, . . . , l − 1, k + 1, k + 2, . . . , m;
Ti(αk+1), i = l, l + 1, . . . , k.
Âû÷èñëèì K(αT ; η) è K(αT ; η1) , ïðåäñòàâèâ ïëàòåæíóþ óíêöèþ â
âèäå ñóììû òðåõ ñëàãàåìûõ, ñîîòâåòñòâóþùèõ ïðîìåæóòêàì [0, ηk) ,
[ηk, Tl(αk+1)) , [Tl(αk+1), 1] . Ïîëó÷èì:
K(αT , η) = K[0,ηk) − A2Ψ(ηk) + Ψ(ηk)
k∏
i=l
q(ηi)(A2 +K[Tl,1]); (25)
K(αT , η1) = K[0,ηk) − A2Ψ(ηk) + Ψ(ηk)
k∏
i=l
q(Ti(αk+1))(A2 +K[Tl,1]), (26)
ãäå K[0,ηk) è K[Tl,1]  ìàòåìàòè÷åñêèå îæèäàíèÿ âûèãðûøà ïåðâîãî èã-
ðîêà íà ïðîìåæóòêàõ [0, ηk) è [Tl(αk+1), 1] ïðè óíêöèè ðàñõîäà ðåñóðñà
ïóëåìåò÷èêà αT è âåêòîðå η ìîìåíòîâ äåéñòâèÿ ñíàéïåðà, à Ψ(ηk) 
âåðîÿòíîñòü òîãî, ÷òî ïðè óêàçàííûõ óíêöèè ðàñõîäà ðåñóðñà ïóëåìåò-
÷èêà è âåêòîðå ìîìåíòîâ äåéñòâèÿ ñíàéïåðà èãðîêè íå äîñòèãëè óñïåõà ê
ìîìåíòó ηk . Ïîñêîëüêó óíêöèÿ q(t) óáûâàåò, òî ñðàâíèâàÿ (25) ñ (26)
è ó÷èòûâàÿ (23), (24), ïîëó÷àåì íåðàâåíñòâî
K(αT , η) > K(αT , η1).
Ïîâòîðÿÿ îïèñàííóþ ïðîöåäóðó, ïîñòðîèì r âåêòîðîâ η1, η2, . . . , ηr ( r <
m ) òàêèõ, ÷òî
K(αT , η) > K(αT , η1) > K(αT , η2) > . . . > K(αT , ηr)
è ηri = Ti(αi) ïðè âñåõ 1 6 i 6 m.
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Ïî ëåììå 1 K(αT ; ηr) = vm(a) è, ñëåäîâàòåëüíî, K(α
T ; η) > vm(a) .
Ïóñòü òåïåðü α(t)  ïðîèçâîëüíàÿ óíêöèÿ ðàñõîäà ðåñóðñà ïóëå-
ìåò÷èêà, à ηT  ðåàëèçàöèÿ âåêòîðà ìîìåíòîâ äåéñòâèÿ ñíàéïåðà, ñî-
îòâåòñòâóþùàÿ α(t) ïðè T -ñòðàòåãèè. Ïîêàæåì, ÷òî K(α; ηT ) 6 vm(a) .
Îáîçíà÷èì ÷åðåç αT ðåàëèçàöèþ óíêöèè ðàñõîäà ðåñóðñà ïóëåìåò÷è-
êà, ñîîòâåòñòâóþùóþ ηT ïðè T -ñòðàòåãèè (αT íàõîäèòñÿ ïî îðìó-
ëå (22)). Åñëè ïðè âñåõ t ∈ [0, 1] òàêèõ, ÷òî α(t)n(t) > 0 , óíêöèÿ
α(t) ñîâïàäàåò ñ αT (t) , òî ðåàëèçóåòñÿ T -ïàðòèÿ, è â ñèëó ëåììû 1
K(α; ηT ) = vm(a) . Â ïðîòèâíîì ñëó÷àå íàéäåòñÿ t∗ ∈ [0, 1] òàêîå, ÷òî
α(t∗) = α
T (t∗) è äëÿ íåêîòîðîãî ε > 0 ïðè âñåõ t ∈ (t∗, t∗ + ε) âûïîëíå-
íî íåðàâåíñòâî α(t) < αT (t) . Ïðîòèâîïîëîæíîå íåðàâåíñòâî íåâîçìîæ-
íî, ïîñêîëüêó ñíàéïåð èñïîëüçóåò T -ñòðàòåãèþ. Ïîëîæèì
t∗ = sup{t : α(t′) < αT (t′) ïðè âñåõ t′ ∈ (t∗, t)}.
Íà îòðåçêå [0, 1] ñîäåðæèòñÿ íå áîëåå, ÷åì ñ÷åòíîå ìíîæåñòâî îòðåçêîâ
âèäà [t∗, t
∗] . Ïåðåíóìåðóåì èõ, è ïóñòü [t1, t
′
1]  ïåðâûé òaêîé îòðåçîê.
Îïðåäåëèì α1(t) ñëåäóþùèì îáðàçîì:
α1(t) =
{
αT (t), ïðè t ∈ (t1, t
′
1);
α(t), ïðè t /∈ (t1, t
′
1).
Ïóñòü t1 ∈ [η
T
k , η
T
k−1] , òîãäà ïî îïðåäåëåíèþ T -ñòðàòåãèè ñíàéïåðà
t′1 ∈ [η
T
k , η
T
k−1] . Âû÷èñëèì K(α; η
T ) è K(α1; η
T ) , ïðåäñòàâèâ ïëàòåæíóþ
óíêöèþ â âèäå ñóììû òðåõ ñëàãàåìûõ, ñîîòâåòñòâóþùèõ ïðîìåæóòêàì
[0, t1) , [t1, t
′
1) , [t
′
1, 1] . Ïîëó÷èì:
K(α, ηT ) = K[0,t1) + A1Ψ(t1)−Ψ(t1)(A1 −K[t′1,1]) exp
t′
1∫
t1
µ(t) dα(t); (27)
K(α1, η
T ) = K[0,t1) + A1Ψ(t1)−Ψ(t1)(A1 −K[t′1,1]) exp
t′
1∫
t1
µ(t) dαT (t), (28)
ãäå K[0,t1) è K[t′1,1]  ìàòåìàòè÷åñêèå îæèäàíèÿ âûèãðûøà ïåðâîãî èã-
ðîêà íà ïðîìåæóòêàõ [0, t1) è [t
′
1, 1] ïðè óíêöèè ðàñõîäà ðåñóðñà ïóëå-
ìåò÷èêà α(t) è âåêòîðå ηT ìîìåíòîâ äåéñòâèÿ ñíàéïåðà, Ψ(t1)  âåðî-
ÿòíîñòü òîãî, ÷òî ïðè óêàçàííûõ óíêöèè ðàñõîäà ðåñóðñà ïóëåìåò÷èêà
è âåêòîðå ìîìåíòîâ äåéñòâèÿ ñíàéïåðà èãðîêè íå äîñòèãëè óñïåõà ê ìî-
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ìåíòó t1 , µ(t) = − ln p(t) . Çàìåòèì, ÷òî
t′
1∫
t1
µ(t) dα(t) >
t′
1∫
t1
µ(t) dαT (t) (29)
Äåéñòâèòåëüíî, èíòåãðèðóÿ ïî ÷àñòÿì, ïîëó÷èì
∫ t′
1
t1
µ(t) dα(t) = µ(t′1)
∫ t′
1
t1
dα(t)−
∫ t′
1
t1
(∫ t
t1
dα(τ)
)
dµ1(t), (30)∫ t′
1
t1
µ(t) dαT (t) = µ(t′1)
∫ t′
1
t1
dαT (t)−
∫ t′
1
t1
(∫ t
t1
dαT (τ)
)
dµ1(t). (31)
Ïî ïîñòðîåíèþ îòðåçêà [t1, t
′
1] , ïðè âñåõ t ∈ [t1, t
′
1] âûïîëíÿåòñÿ íåðà-
âåíñòâî ∫ t
t1
dα(τ) 6
∫ t
t1
dαT (τ), (32)
ïðè÷åì ðàâåíñòâî äîñòèãàåòñÿ òîëüêî ïðè t = t′1 . Èç (30) è (31) â ñèëó
(32) âûòåêàåò (29). Ñðàâíèâàÿ K(α; ηT ) ñ K(α1; η
T ) (îðìóëû (27), (28))
è ó÷èòûâàÿ (29), ïîëó÷àåì, ÷òî
K(α, ηT ) 6 K(α1, η
T ).
Ïîâòîðÿÿ îïèñàííóþ ïðîöåäóðó, ñòðîèì ïîñëåäîâàòåëüíîñòü óíê-
öèé αk òàêóþ, ÷òî
K(αk, η
T ) 6 K(αk+1, η
T ), k ∈ N.
Òàêèì îáðàçîì,
K(α, ηT ) 6 K(αk, η
T ), ïðè êàæäîì k ∈ N. (33)
Ïîëîæèì α∗(t) = lim
k→∞
αk(t) . Ïåðåõîäÿ ê ïðåäåëó ïðè k →∞ â íåðàâåí-
ñòâå (33) â ñèëó 1-é òåîðåìû Õåëëè [9℄ çàêëþ÷àåì, ÷òî
K(α, ηT ) 6 K(α∗, ηT ).
Ïîñêîëüêó α∗(t) = αT (t) ïðè âñåõ t ∈ {t : n(t) > 0} , òî ñîãëàñíî ëåììå 1
K(α∗; ηT ) = vm(a) è, ñëåäîâàòåëüíî, K(α; η
T ) 6 vm(a) . ✷
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Ñëåäñòâèå 3. Åñëè óíêöèÿ P2(t) ñòðîãî âîçðàñòàåò íà îòðåçêå
[0, 1] , òî ñóùåñòâóåò íå áîëåå îäíîé ïîñëåäîâàòåëüíîñòè {Tk(x)} ∈ T ,
óäîâëåòâîðÿþùåé (10) ïðè âñåõ x > 0 , k ∈ N .
Äîêàçàòåëüñòâî. Ïðåäïîëîæèì, ñóùåñòâóþò äâå ïîñëåäîâàòåëüíîñòè
T 1, T 2 ∈ T , óäîâëåòâîðÿþùèå (10) ïðè âñåõ x > 0 , k ∈ N . Ïóñòü
l = min{k : T 1k 6= T
2
k } è T
1
l (a) 6= T
2
l (a), a > 0. (34)
Â ñèëó òåîðåìû 2 èãðà Gal(P,A) èìååò öåíó, ðàâíóþ çíà÷åíèþ ïëàòåæ-
íîé óíêöèè â T 1 - è T 2 -ïàðòèÿõ, ò. å. âûïîëíåíî ðàâåíñòâî
(A1 + A2)
l∏
i=1
(
1− P2(T
1
i (a))
)
− A2 = (A1 + A2)
l∏
i=1
(
1− P2(T
2
i (a))
)
− A2.
(35)
Íî ïî îïðåäåëåíèþ l ïðè âñåõ i < l âûïîëíåíî ðàâåíñòâî T 1i (a) =
T 2i (a) , ïîýòîìó èç (35) ñ ó÷åòîì ñòðîãîé ìîíîòîííîñòè óíêöèè P2(t)
çàêëþ÷àåì, ÷òî T 1l (a) = T
2
l (a) . Ïîëó÷åííîå ïðîòèâîðå÷èå äîêàçûâàåò
åäèíñòâåííîñòü ïîñëåäîâàòåëüíîñòè {Tk(x)} . ✷
Ïóñòü ïîñëåäîâàòåëüíîñòü {Tk(x)} ∈ T óäîâëåòâîðÿåò ñîîòíîøåíèþ
(10) ïðè âñåõ a > 0 è k ∈ N . Ââåäåì îáîçíà÷åíèÿ:
pi0(x) = 1; pik(x) = q(Tk(x))pik−1(x) (k ∈ N). (36)
Òîãäà
exp
(∫ x
0
ln(p(Tk(α)) dα
)
= 1− pik(x) (37)
Äèåðåíöèðóÿ (37) ïî x , ïîëó÷èì
ln(p(Tk(x)) = −
pi′k(x)
1− pik(x)
(38)
Íàïèøåì ðåêóððåíòíóþ îðìóëó äëÿ pi′k(x) :
pi′k(x) = q
′(Tk(x))T
′
k(x)pik−1(x) + q(Tk(x))pi
′
k−1(x). (39)
Èç (38) è (39) ñëåäóåò, ÷òî ïîñëåäîâàòåëüíîñòü {Tk(x)} óäîâëåòâîðÿåò
ñèñòåìå îáûêíîâåííûõ äèåðåíöèàëüíûõ óðàâíåíèé
dTk
dx
= φ(T1, T2, . . . , Tk), x > 0; k ∈ N, (40)
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ãäå
φ(T1, T2, . . . , Tk) =
= −
(
1−
k∏
i=1
q(Ti)
)
ln p(Tk)− q(Tk)
(
1−
k−1∏
i=1
q(Ti)
)
ln p(Tk−1)
q′(Tk)
k−1∏
i=1
q(Ti)
.
Ëåììà 4. Ïóñòü p(t) , q(t) íåïðåðûâíî äèåðåíöèðóåìû íà (0, 1] ,
p(0) = q(0) = 1 ; p(1) = q(1) = 0 ; p(t) > 0 ïðè t < 1 ; p′(t) 6 0 ;
q′(t) < 0 . Òîãäà ñèñòåìà îáûêíîâåííûõ äèåðåíöèàëüíûõ óðàâíåíèé
(40) ñ íà÷àëüíûìè óñëîâèÿìè
Tk(0) = 1 (k ∈ N) (41)
èìååò ðåøåíèå íà ïîëóïðÿìîé x > 0 , ïðè÷åì {Tk(x)} ∈ T .
Äîêàçàòåëüñòâî. Äîêàçàòåëüñòâî ïðîâåäåì ïî èíäóêöèè. Ïåðâîå óðàâ-
íåíèå ñèñòåìû (40) èìååò âèä:
dT1
dx
= −
(1 − q(T1)) ln p(T1)
q′(T1)
. (42)
Èíòåãðèðóåì (42) ñ íà÷àëüíûì óñëîâèåì T1(0) = 1 . Ïîëó÷àåì
x(T1) =
1∫
T1
q′(τ) dτ
(1− q(τ)) ln p(τ)
. (43)
Ôóíêöèÿ T1(x) ÿâëÿåòñÿ îáðàòíîé ê x(T1) . Ïðîâåðèì, ÷òî îíà óäîâëå-
òâîðÿåò óñëîâèÿì 14.
Ïîêàæåì, ÷òî T1(x) îïðåäåëåíà íà ïîëóïðÿìîé [0,+∞) . Âûáåðåì
δ > 0 òàêîå, ÷òî − ln p(δ) < 1 . Òîãäà
x(t) >
δ∫
t
(1− q(τ))′ dτ
(1− q(τ))
+ x(δ) = ln(1− q(δ))− ln(1− q(t)) + x(δ).
Ïîñêîëüêó ïðàâàÿ ÷àñòü íåðàâåíñòâà ñòðåìèòñÿ ê +∞ ïðè t → +0 , òî
ïðè x → +∞ T1 → +0 è, ñëåäîâàòåëüíî, óíêöèÿ T1(x) îïðåäåëåíà
ïðè âñåõ x > 0 è, ñîãëàñíî íà÷àëüíîìó óñëîâèþ, T1(0) = 1 .
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Â ñèëó (42) T ′1(x) < 0 . Òàêèì îáðàçîì, T1(x) óáûâàåò îò 1 ïðè x = 0
ê 0 ïðè x→ +∞ . Ñëåäîâàòåëüíî, 0 < T1(x) 6 1 .
Ïðåäïîëîæèì, ÷òî ïðè 1 6 i 6 k − 1 ðåøåíèÿ Ti(x) ñèñòåìû (40),
(41) ñóùåñòâóþò è óäîâëåòâîðÿåò óñëîâèÿì 14. Ïîäñòàâèâ èõ â k -å óðàâ-
íåíèå ñèñòåìû (40), ïîëó÷èì
dTk
dx
= Φk(Tk, x), (44)
ãäå
Φk(t, x) = φk(T1(x), T2(x), . . . , Tk−1(x), t). (45)
Ïîêàæåì, ÷òî óðàâíåíèå (44) ñ íà÷àëüíûì óñëîâèåì
Tk(0) = 1 (46)
èìååò ðåøåíèå Tk(x) è äëÿ íåãî âûïîëíÿþòñÿ óñëîâèÿ ìîíîòîííîñòè
T ′k(x) < 0, Tk(x) < Tk−1(x) ïðè âñåõ x > 0. (47)
Çàìåòèì, ÷òî ïðè âñåõ x > 0 ñïðàâåäëèâî íåðàâåíñòâî:
Φk(Tk−1(x), x) 6
T ′k−1(x)
q(Tk−1(x))
< T ′k−1(x) < 0. (48)
Äåéñòâèòåëüíî,
Φk(Tk−1(x), x) = −
(1− q(Tk−1(x))) ln p(Tk−1(x))
q′(Tk−1(x))pik−1(x)
, (49)
ãäå pik(x)  óíêöèè, îïðåäåëåííûå îðìóëàìè (36). Ñ äðóãîé ñòîðîíû,
ïî ïðåäïîëîæåíèþ èíäóêöèè
Tk−1(x) < Tk−2(x),
ïîýòîìó èç (40) âûòåêàåò íåðàâåíñòâî
T ′k−1(x) > −
(1− q(Tk−1(x))) ln p(Tk−1(x))
q′(Tk−1(x))pik−2(x)
. (50)
Ñðàâíèâàÿ (49) è (50), ïîëó÷àåì (48). Îáîçíà÷èì ÷èñëèòåëü äðîáè, ñòî-
ÿùåé â ïðàâîé ÷àñòè óðàâíåíèÿ (40) Fk(t, x) , ò. å.
Fk(t, x) = (1− pik−1(x)q(t)) ln p(t)− (1− pik−1(x))q(t) ln p(Tk−1(x)).
Ïîêàæåì, ÷òî óðàâíåíèå
Fk(t, x) = 0, x > 0, (51)
çàäàåò íåÿâíóþ óíêöèþ t = fk(x) , îáëàäàþùóþ ñëåäóþùèìè ñâîé-
ñòâàìè:
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1) óíêöèÿ fk(x) ( k ∈ N ) îïðåäåëåíà è íåïðåðûâíî äèåðåíöè-
ðóåìà íà ïîëóïðÿìîé (0,+∞) ;
2) fk(x)→ 1 ïðè x→ +0 ;
3) f ′k(x) < 0 ( x > 0 );
4) fk(x) < Tk−1(x) ( x > 0 , k > 2 ).
Èç (48) âûòåêàåò, ÷òî
Fk(Tk−1(x), x) < 0 ïðè âñåõ x > 0.
Ñ äðóãîé ñòîðîíû, äëÿ ëþáîãî x > 0
lim
t→+0
Fk(t, x) = −(1− pik−1(x)) ln p(Tk−1(x)) > 0.
Òàêèì îáðàçîì, ïðè ëþáîì x > 0 óðàâíåíèå (51) èìååò êîðåíü
t = fk(x) ∈ (0, Tk−1(x)).
Äëÿ äîêàçàòåëüñòâà åäèíñòâåííîñòè êîðíÿ ïðîâåðèì, ÷òî
∂Fk
∂t
< 0 ïðè âñåõ x > 0, t ∈ (0, 1).
Äåéñòâèòåëüíî,
∂Fk
∂t
=
p′(t)
p(t)
(1− pik−1(x)q(t))− q
′(t)pik−1(x) ln p(t)−
− q′(t)pik−1(x) ln p(Tk−1(x)) < 0.
Èç òåîðåìû î íåÿâíîé óíêöèè ñëåäóåò, ÷òî óðàâíåíèå (51) îïðåäåëÿåò
íåÿâíóþ óíêöèþ t = fk(x) , äèåðåíöèðóåìóþ íà ïîëóîñè x > 0 .
Ïîêàæåì, ÷òî f ′k(x) < 0 . Ïîñêîëüêó ïî äîêàçàííîìó F
′
k(t) < 0 , òî, â
ñèëó ñîîòíîøåíèÿ
(fk)
′
x = −
(Fk)
′
t
(Fk)′x
,
äîñòàòî÷íî óñòàíîâèòü, ÷òî
(Fk)
′
x < 0 ïðè âñåõ x > 0, t < Tk−1(x).
Ó÷èòûâàÿ, ÷òî â ñèëó (38)
pi′k−1(x) = −(1 − pik−1(x)) ln(p(Tk−1(x)),
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èìååì
(Fk)
′
x = −(1 − pik−1(x)) ln(p(Tk−1(x)) (ln p(t)− ln(p(Tk−1(x)))−
−
p′(Tk−1(x))
p(Tk−1(x))
T ′k−1(x)(1− pik−1(x))q(t).
Ïîñêîëüêó t < Tk−1(x) è T
′
k−1(x) < 0 , òî (Fk)
′
x < 0 .
Ïîêàæåì òåïåðü, ÷òî fk(x)→ 1 ïðè x→ +0 . Ïî äîêàçàííîìó fk(x)
ìîíîòîííî óáûâàåò íà ïîëóîñè x > 0 . Ó÷èòûâàÿ, ÷òî
fk(x) < Tk−1(x) < 1,
çàêëþ÷àåì, ÷òî ñóùåñòâóåò ïðåäåë fk(x) ïðè x→ +0 è
lim
x→+0
fk(x) = c 6 1.
Ïðåäïîëîæèì, ÷òî c < 1 . Ïîäñòàâëÿÿ t = fk(x) â (51), ïîëó÷àåì:
(1− pik−1(x)q(fk(x))) ln p(fk(x)) = (1− pik−1(x))q(fk(x)) ln p(Tk−1(x)),
(52)
Ïðè x → +0 ïðàâàÿ ÷àñòü ðàâåíñòâà (52) ñòðåìèòñÿ ê −∞ , à ïðåäåë
ëåâîé ÷àñòè ðàâåí ln p(c) > −∞ . Èç ïîëó÷åííîãî ïðîòèâîðå÷èÿ ñëåäóåò,
÷òî
lim
x→+0
fk(x) = 1.
Ïåðåéäåì ê ïîñòðîåíèþ óíêöèè Tk(x) . Ñîïîñòàâèì êàæäîìó a > 0
ðåøåíèÿ ya(x) è za(x) óðàâíåíèÿ (44) íà ïîëóîñè x > a , óäîâëåòâîðÿ-
þùèå íà÷àëüíûì óñëîâèÿì
ya(a) = Tk−1(a); za(a) = fk(a).
Äëÿ ýòîãî óðàâíåíèÿ â îáëàñòè x > 0 , 0 < t < 1 âûïîëíåíû óñëîâèÿ
òåîðåìû ñóùåñòâîâàíèÿ è åäèíñòâåííîñòè ðåøåíèÿ. Â ñèëó íåðàâåíñòâ
(48) è f ′k−1(x) < 0 , êðèâûå ya(x) è za(x) ïðè x > a ëåæàò ìåæäó
êðèâûìè
t = fk(x) è t = Tk−1(x).
Âîçüìåì c > 0 è ïîëîæèì inf
a>0
ya(c) = b . Ïóñòü y˜(x)  ðåøåíèå óðàâíå-
íèÿ (44), óäîâëåòâîðÿþùåå íà÷àëüíîìó óñëîâèþ y˜(c) = b . Â ñèëó òåîðå-
ìû åäèíñòâåííîñòè èíòåãðàëüíàÿ êðèâàÿ y˜(x) ïðè ëþáîì a > 0 ëåæèò
ñòðîãî ìåæäó êðèâûìè ya(x) è za(x) ïðè âñåõ x > 0 . Îòñþäà ñëåäóåò,
÷òî y˜(x) ìîæíî ïðîäîëæèòü íà ïîëóîñü x > 0 , ïðè÷åì y˜(0) = 1 è
fk(x) < y˜(x) < Tk−1(x) ïðè âñåõ x > 0.
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Ïîñêîëüêó Fk(t, x) óáûâàåò ïî t ïðè êàæäîì x > 0 , òî
Fk(y˜(x), x) < Fk(fk(x), x) = 0
è, ñëåäîâàòåëüíî, y˜′(x) < 0 . Òàêèì îáðàçîì, y˜(x) óäîâëåòâîðÿåò âñåì
óñëîâèÿì, íàëîæåííûì íà óíêöèþ Tk(x) è, ñëåäîâàòåëüíî, ñóùåñòâî-
âàíèå ýòîé óíêöèè äîêàçàíî. Ïîëàãàåì Tk(x) = y˜(x) . ✷
Ëåììà 5. Ïóñòü p(t) , q(t) íåïðåðûâíî äèåðåíöèðóåìû íà (0, 1] ,
p(0) = q(0) = 1 ; p(1) = q(1) = 1 ; p(t) > 0 ïðè t < 1 ; p′(t) 6 0 ;
q′(t) < 0 . Òîãäà ðåøåíèå ñèñòåìû äèåðåíöèàëüíûõ óðàâíåíèé (40),
(41) ÿâëÿåòñÿ åäèíñòâåííûì.
Äîêàçàòåëüñòâî. Äîêàçàòåëüñòâî ïðîâåäåì ïî èíäóêöèè. Ïðè k = 1
óíêöèÿ T1(x) åñòü îáðàòíàÿ ê x(T1) , îäíîçíà÷íî îïðåäåëÿåìîé îð-
ìóëîé (43). Ïðåäïîëîæèì, ÷òî ïðè 1 6 i 6 k−1 ñèñòåìà (40), (41) èìååò
åäèíñòâåííîå ðåøåíèå Ti(x) . Äîêàæåì, ÷òî çàäà÷à (44),(46) èìååò åäèí-
ñòâåííîå ðåøåíèå. Ïóñòü Tk(x)  ðåøåíèå ýòîé çàäà÷è, ïîñòðîåííîå â
ëåììå 4, à y(x)  ïðîèçâîëüíîå ðåøåíèå ýòîé çàäà÷è. Äîêàæåì, ÷òî
y(x) ≡ Tk(x).
àññìîòðèì 2 ñëó÷àÿ.
1. Èíòåãðàëüíàÿ êðèâàÿ y(x) óðàâíåíèÿ (44) ïðè âñåõ x > 0 ëåæèò
ñòðîãî ìåæäó ãðàèêàìè óíêöèé
y = fk(x) è y = Tk−1(x).
Òîãäà, ïî äîêàçàííîìó, y(x) óäîâëåòâîðÿåò óñëîâèÿì (46), (47) è,
â ñèëó ñëåäñòâèÿ 3,
y(x) ≡ Tk(x).
2. Ïðè íåêîòîðîì x > 0 îäíî èç íåðàâåíñòâ
fk(x) < y(x) < Tk−1(x)
íàðóøàåòñÿ. Ïîêàæåì, ÷òî â ýòîì ñëó÷àå êðèâàÿ y(x) íå ïðîõîäèò
÷åðåç òî÷êó (0, 1) , ò. å. â ýòîì ñëó÷àå íà÷àëüíîå óñëîâèå (46) íå
âûïîëíÿåòñÿ.
à) Ïóñòü ñóùåñòâóåò x0 > 0 òàêîå, ÷òî y(x0) < fk(x0) . Òîãäà
y′(x) > 0 ïðè âñåõ x ∈ (0, x0) è, ñëåäîâàòåëüíî, y(x) < fk(x0)
ïðè âñåõ 0 < x < x0 , ò. å. y(0) < 1 .
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á) Ïóñòü ñóùåñòâóåò x1 > 0 òàêîå, ÷òî y(x1) > Tk−1(x1) . Òîãäà
ñîãëàñíî íåðàâåíñòâó (48) y(x) > Tk−1(x) ïðè âñåõ 0 < x < x1 .
Ïîñêîëüêó q′(t) íåïðåðûâíà è q′(t) < 0 ïðè t ∈ (0, 1] , òî
ñóùåñòâóþò ÷èñëà c1 è c2 òàêèå, ÷òî
c1 6 −q
′(t) 6 c2 ïðè t ∈ [Tk−1(x1), 1].
Èç ìîíîòîííîãî óáûâàíèÿ óíêöèè Fk(t, x) ïî t è íåðàâåí-
ñòâà (48) ñëåäóåò, ÷òî ïðè t > Tk−1(x)
Φk(t, x) = −
Fk(t, x)
q′(t)pik−1(x)
< −
Fk(Tk−1(x), x)
q′(t)pik−1(x)
<
T ′k−1(x)q
′(Tk−1(x))
q′(t)q(Tk−1(x))
.
(53)
Ïîäáåðåì òàêîå δ > 0 , ÷òî q(Tk−1(δ)) < c1/c2 è ïîëîæèì
δ1 = min(x1, δ) . Òîãäà ïðè x ∈ (0, δ) , t > Tk−1(x) èìååò ìåñòî
íåðàâåíñòâî
Φk(t, x) < T
′
k−1(x),
ïîýòîìó ñóùåñòâóåò ε > 0 òàêîå, ÷òî ïðè x ∈ (0, δ1) âûïîëíÿ-
åòñÿ íåðàâåíñòâî y(x)− Tk−1(x) > ε , îòêóäà ñëåäóåò, ÷òî y(x)
íå ïðîõîäèò ÷åðåç òî÷êó (0, 1) .
✷
Çàìå÷àíèå 6. Ïóñòü P2(t) = t , à y(x) è z(x)  ðåøåíèÿ óðàâíåíèÿ
(44) íà ïîëóîñè [a,+∞) ñ íà÷àëüíûìè óñëîâèÿìè y(a) = y0 , z(a) = z0 ,
ïðè÷åì
fk(a) 6 z0 < y0 6 Tk−1(a).
Òîãäà ðàçíîñòü e(x) = y(x)− z(x) óáûâàåò ïî x .
Äîêàçàòåëüñòâî. àññìîòðèì ïðîèçâîäíóþ ðàçíîñòè:
e′(x) = Φk(y(x), x)− Φk(z(x), x).
Èç ñîîòíîøåíèÿ
(Φk(t, x))
′
t = (Fk(t, x))
′
t /pik−1(x),
ó÷èòûâàÿ íåðàâåíñòâî (Fk)
′
t < 0 , óñòàíîâëåííîå ïðè äîêàçàòåëüñòâå ëåì-
ìû 4, ïîëó÷àåì, ÷òî (Φk)
′
t < 0 ïðè âñåõ x > 0 . Ñëåäîâàòåëüíî, Φk(t, x)
óáûâàåò ïî t ïðè êàæäîì x > 0 . Ïîñêîëüêó y(x) > z(x) , òî e′(x) < 0
è, ñëåäîâàòåëüíî, ðàçíîñòü y(x)− z(x) óáûâàåò ïî x . ✷
Èç òåîðåìû 2 è ëåììû 4 ñëåäóåò
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Òåîðåìà 7. Åñëè â øóìíîé äóýëè ïóëåìåò÷èêà ñî ñíàéïåðîì óíêöèè
ìåòêîñòè èãðîêîâ Pj(t) ( j = 1, 2 ) íåïðåðûâíî äèåðåíöèðóåìû íà
(0, 1] , Pj(0) = 0 , Pj(1) = 1 , Pj(t) < 1 ïðè t < 1 , P
′
1(t) > 0 , P
′
2(t) >
0 , òî èãðà èìååò ñèòóàöèþ ðàâíîâåñèÿ â ÷èñòûõ ñòðàòåãèÿõ. Öåíà è
îïòèìàëüíûå ñòðàòåãèè èãðû èìåþò âèä:
vm(a) = (A1 + A2)
m∏
i=1
(1− P2(Ti(a))−A2; (54)
ξT (t) =
{
0, t < Tn(α),
−1/T ′n(α), t = Tn(α);
ηT = Tn(α), (55)
ãäå α , n  ðåñóðñû èãðîêîâ, îñòàâøèåñÿ ê ìîìåíòó t , à {Tk(x)} 
ðåøåíèå ñèñòåìû óðàâíåíèé (40), (41).
4 Âûâîäû
1. Îïòèìàëüíûå ñòðàòåãèè ξT , ηT ïðåäïèñûâàþò èãðîêàì íå èñïîëü-
çîâàòü ñâîè ðåñóðñû äî ìîìåíòà âðåìåíè Tm(a) (íàçîâåì åãî ìî-
ìåíòîì íà÷àëà ðàñõîäà).
2. Ìîìåíò íà÷àëà ðàñõîäà åñòü óíêöèÿ T (α, β) îò òåêóùèõ çíà÷åíèé
α è β ðåñóðñîâ èãðîêîâ, íå çàâèñèò îò õîäà èãðû äî òåêóùåãî
ìîìåíòà è ÿâëÿåòñÿ îáùèì äëÿ îáîèõ èãðîêîâ.
3. ×åì áîëüøå ðåñóðñû èãðîêîâ, òåì ðàíüøå íàñòóïàåò ìîìåíò íà÷àëà
ðàñõîäà, òàê êàê Tk(x) óáûâàåò ïî x è k .
4. Ïðè îïòèìàëüíîì ïîâåäåíèè â ìîìåíò íà÷àëà ðàñõîäà îäèí èç èã-
ðîêîâ (èëè îáà) íà÷èíàþò äåéñòâîâàòü.
5. Åñëè â ìîìåíò íà÷àëà ðàñõîäà 1-é èãðîê íà÷èíàåò äåéñòâîâàòü â
ñîîòâåòñòâèè ñ îïòèìàëüíîé óíêöèåé ðàñõîäà, òî îí ïðîäîëæàåò
äåéñòâîâàòü âïëîòü äî î÷åðåäíîãî ìîìåíòà äåéñòâèÿ ñíàéïåðà è â
òå÷åíèå âñåãî ýòîãî âðåìåíè âûïîëíÿåòñÿ ðàâåíñòâî
t = Tm(t)(α(t)). (56)
6. Åñëè â ìîìåíò íà÷àëà ðàñõîäà 2-é èãðîê äåéñòâóåò, òî åãî ðåñóðñ
óìåíüøàåòñÿ íà åäèíèöó è èãðîêè ïðåêðàùàþò äåéñòâîâàòü äî ìî-
ìåíòà íà÷àëà ðàñõîäà, ñîîòâåòñòâóþùåãî òåêóùèì çíà÷åíèÿì ðå-
ñóðñîâ.
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7. Åñëè ïóëåìåò÷èê ïðèäåðæèâàåòñÿ îïòèìàëüíîé ñòðàòåãèè, òî îïòè-
ìàëüíàÿ ñòðàòåãèÿ ñíàéïåðà ïðåäïèñûâàåò åìó äåéñòâîâàòü â ëþ-
áîé ìîìåíò, êîãäà ðàâåíñòâî (56) âûïîëíÿåòñÿ (âîçìîæíî, îäíîâðå-
ìåííî ñ ïóëåìåò÷èêîì, ïðåðûâàÿ åãî äåéñòâèÿ), èëè îòëîæèòü ñâîè
äåéñòâèÿ äî ìîìåíòà îêîí÷àíèÿ èãðû t = 1 , ÷òî íå âëèÿåò íà çíà-
÷åíèå ïëàòåæíîé óíêöèè.
8. Åñëè îäèí èç èãðîêîâ èñïîëüçóåò T -ñòðàòåãèþ, òî ðåàëèçóåòñÿ ïàð-
òèÿ, óäîâëåòâîðÿþùàÿ óñëîâèþ t 6 Tm(t)(α(t)) ïðè âñåõ t ∈ [0, 1] ,
òàêèõ ÷òî α(t)m(t) > 0 .
9. Åñëè îáà èãðîêà äåéñòâóþò ñîãëàñíî T -ñòðàòåãèÿì, òî îíè ðàñõî-
äóþò ðåñóðñ òîëüêî â òå ìîìåíòû âðåìåíè, êîãäà âûïîëíåíî ðàâåí-
ñòâî (56). Ïðè ýòîì ðåàëèçóåòñÿ îäíà èç T -ïàðòèé. Âî âñåõ òàêèõ
ïàðòèÿõ ïëàòåæíàÿ óíêöèÿ ïðèíèìàåò ïîñòîÿííîå çíà÷åíèå.
Îòìåòèì, ÷òî ïîñëåäîâàòåëüíîñòü óíêöèé Tk(x) åñòü íåïðåðûâíûé
àíàëîã áåñêîíå÷íîé ìàòðèöû {tmn} (m ∈ N , n ∈ N ) ¾ìîìåíòîâ íàèëó÷-
øåãî äåéñòâèÿ¿ øóìíîé äóýëè ñ äèñêðåòíûì ðàñõîäîì ðåñóðñà ó îáîèõ
èãðîêîâ [5℄.
5 Ïðèëîæåíèå. ×èñëåííîå ðåøåíèå èãðû
Ìû áóäåì ðàññìàòðèâàòü ñëó÷àé P2(t) = t , ÷òî íå îãðàíè÷èâàåò îáù-
íîñòè. Äåéñòâèòåëüíî, ïóñòü P2(t) 6≡ t , P
′
2(t) > 0 è P2(t) > 0 ïðè
t ∈ (0, 1] . Òîãäà ñäåëàåì çàìåíó ïåðåìåííûõ τ = P2(t) è áóäåì ðåøàòü
èãðó Gam(P˜ , A) , ãäå P˜ = (P1(P
−1
2 (τ)), τ) . Î÷åâèäíî, öåíû èãð Gam(P,A)
è Gam(P˜ , A) ñîâïàäàþò, à îïòèìàëüíûå T -ñòðàòåãèè èãðû Gam(P,A)
îïðåäåëÿþòñÿ ïîñëåäîâàòåëüíîñòüþ Tk(x) = P
−1
2 (T˜k(x)) , ãäå T˜k(x) 
ðåøåíèå çàäà÷è (40), (41) äëÿ èãðû Gam(P˜ , A) .
Â ñèëó (42) T ′1(x)→ −∞ ïðè x→ +0 , ïîýòîìó èç íåðàâåíñòâ (47) è
íà÷àëüíûõ óñëîâèé (41) ñëåäóåò, ÷òî lim
x→+0
T ′k(x) = −∞ ïðè âñåõ k ∈ N .
Òàêèì îáðàçîì, ñèñòåìà óðàâíåíèé (40) èìååò îñîáåííîñòü â òî÷êå x = 0 ,
è ïîýòîìó íåïîñðåäñòâåííî ðåøèòü çàäà÷ó Êîøè äëÿ äàííîé ñèñòåìû ñ
íà÷àëüíûìè óñëîâèÿìè â òî÷êå x = 0 íåâîçìîæíî. Äëÿ èíòåãðèðîâàíèÿ
ñèñòåìû (40) ìû èñïîëüçóåì ïðèåì, îïèñàííûé â äîêàçàòåëüñòâå ëåì-
ìû 4, à èìåííî: ìû íàéäåì ðåøåíèÿ yk(x) è zk(x) óðàâíåíèÿ (44) íà
îòðåçêå [δk, a] ñ íà÷àëüíûìè óñëîâèÿìè
yk(δk) = Tk−1(δk), zk(δk) = fk(δk), (57)
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ãäå δk > 0  ìàëîå ÷èñëî, fk(x)  íåÿâíàÿ óíêöèÿ, îïðåäåëÿåìàÿ
óðàâíåíèåì (51). Êðèâûå yk(x) è zk(x) , êîòîðûå ìû áóäåì íàçûâàòü
ñîîòâåòñòâåííî k -ì âåðõíèì è k -ì íèæíèì ðåøåíèÿìè, îãðàíè÷èâàþò
èñêîìóþ êðèâóþ ñâåðõó è ñíèçó:
zk(x) < Tk(x) < yk(x).
Â ñèëó çàìå÷àíèÿ 6 ðàçíîñòü yk(x)−zk(x) óáûâàåò ïî x è, ñëåäîâàòåëü-
íî, èìååò ìåñòî îöåíêà:
∆k = max
x>δk
|yk(x)− zk(x)| = |yk(δk)− zk(δk)| = Tk−1(δk)− fk(δk). (58)
Èç íåïðåðûâíîñòè óíêöèé Tk−1(x) , fk(x) è ñîîòíîøåíèÿ Tk−1(0) =
fk(0) = 1 âûòåêàåò, ÷òî Tk−1(δk)− fk(δk)→ 0 ïðè δk → 0 .
Äëÿ íàõîæäåíèÿ óíêöèè T1(x) íåîáõîäèìî ïðîòàáóëèðîâàòü óíê-
öèþ:
x(T1) = −
1∫
T1
dt
t ln(1− P1(t))
.
è íàéòè îáðàòíóþ ê íåé. Èñïîëüçîâàíèå òàáëè÷íûõ çíà÷åíèé óíêöèè
T1(x) â äàëüíåéøèõ âû÷èñëåíèÿõ íåæåëàòåëüíî, òàê êàê ïðè âû÷èñëå-
íèè T1(x) â îêðåñòíîñòè òî÷êè x = 0 ïðîèñõîäèò ïîòåðÿ òî÷íîñòè. Ïðà-
âàÿ ÷àñòü ñèñòåìû (40) ÿâíî îò x íå çàâèñèò, à çàâèñèò ëèøü îò Tk(x) ,
ïîýòîìó çàìåíà ïåðåìåííûõ u = T1(x) ïîçâîëÿåò ðåøàòü ïîñëåäóþùèå
óðàâíåíèÿ ñèñòåìû ( k > 2 ), íå èñïîëüçóÿ T1(x) . Ïîëàãàÿ
T˜k(u) = Tk+1
(
T−11 (u)
)
, k = 1, 2 . . . , m− 1,
èìååì
T˜ ′k(u) = T
′
k+1(x)/T
′
1(x)
∣∣∣
x=T−1
1
(u)
.
Ïîñêîëüêó T ′1(x) → −∞ ïðè x → +0 , òî ïåðåõîä ê ïåðåìåííîé
u = T1(x) ïðèâîäèò ê óìåíüøåíèþ àáñîëþòíûõ âåëè÷èí ïðîèçâîäíûõ
èñêîìûõ óíêöèé, ÷òî ïîëîæèòåëüíî âëèÿåò íà òî÷íîñòü âû÷èñëåíèé.
Óêàçàííàÿ çàìåíà ïåðåìåííûõ ïðèâîäèò ê ñèñòåìå äèåðåíöèàëüíûõ
óðàâíåíèé íà îòðåçêå [T1(a), 1] :
dT˜k
du
=
φ˜k(u, T˜1, T˜2, . . . , T˜k)
u ln p(u)
ñ íà÷àëüíûìè óñëîâèÿìè
T˜k(1) = 1, k = 1, 2 . . . , m− 1.
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Ïóñòü ïåðâûå k − 1 óíêöèé
T˜i(u), i = 1, 2 . . . , k − 1
íàéäåíû. Òîãäà T˜k(u) åñòü ðåøåíèå çàäà÷è
dT˜k
du
= Φ˜k(T˜k, u), (59)
Φ˜k(t, u) =
φ˜k(u, T˜1, T˜2, . . . , T˜k−1, t)
u ln p(u)
(60)
ñ íà÷àëüíûì óñëîâèeì
T˜k(1) = 1.
Íà÷àëüíûå óñëîâèÿ äëÿ âåðõíèõ è íèæíèõ êðèâûõ ïîñëå çàìåíû ïåðå-
ìåííûõ ïðèìóò âèä:
y˜k(uk) = T˜k−1(uk); z˜k(uk) = f˜k(uk);
T˜0(uk) = uk; k = 1, 2, . . . , n;
ãäå uk = 1 − δk , δk > 0 , à f˜k(uk) åñòü ðåøåíèå óðàâíåíèÿ Φ˜k(t, uk) = 0
îòíîñèòåëüíî t . Èç (58) â ñèëó ñòðîãîé ìîíîòîííîñòè óíêöèè T1(x)
ñëåäóåò:
max
u∈[T1(a),uk ]
|y˜k(u)− z˜k(u)| = T˜k−1(uk)− f˜k(uk)→ 0 ïðè uk → 1− 0 (k > 1).
Îïèøåì êðàòêî ÷èñëåííûé àëãîðèòì ðåøåíèÿ èãðû. Íàçíà÷åíèå àë-
ãîðèòìà: âû÷èñëåíèå öåíû èãðû Gak(P,A) , ãäå P (t) = (P1(t), t) , ïðè
k = 1, 2, . . . , m è òàáóëèðîâàíèå óíêöèé Tk(x) íà îòðåçêå [a0, a] , a0 > 0
ñ äàííûì øàãîì h . àáîòà àëãîðèòìà ñîñòîèò èç 2-õ ýòàïîâ.
1-é ýòàï. Ïðîèçâîäèòñÿ âû÷èñëåíèå çíà÷åíèé óíêöèè T1(x) íà îò-
ðåçêå [a0, a] ñ øàãîì h ïóòåì ðåøåíèÿ óðàâíåíèÿ
x(T1) = a0 + (i− 1)h; i = 1, 2 . . . ,Ma, Ma =
[
a− a0
h
]
+ 1,
ãäå x(t)  óíêöèÿ, îïðåäåëåííàÿ îðìóëîé
x(t) = −
1∫
t
dτ
τ ln p(τ)
. (61)
2-é ýòàï. Ïðîèçâîäèòñÿ ïîñëåäîâàòåëüíîå âû÷èñëåíèå çíà÷åíèé óíê-
öèè Tk(x) íà îòðåçêå [a0, a] ñ øàãîì h ( k = 2, . . . , m ). Íà k -ì øàãå
àëãîðèòìà ïðè òàáóëèðîâàíèè óíêöèè Tk(x) ïðîèçâîäÿòñÿ ñëåäóþùèå
âû÷èñëåíèÿ:
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1. Òàáóëèðîâàíèå k -ãî âåðõíåãî ðåøåíèÿ y˜k(u) óðàâíåíèÿ (59) íà îò-
ðåçêå [T1(a), u0] (u0 < 1 ) ñ íà÷àëüíûì óñëîâèåì y˜k(u0) = T˜k−1(u0) .
2. Ïðèáëèæåííîå ðåøåíèå óðàâíåíèÿ Φ˜k(t, u0) = 0 îòíîñèòåëüíî t íà
îòðåçêå [0, u0] . Íàéäåííûé êîðåíü óðàâíåíèÿ îáîçíà÷èì f˜k .
3. Òàáóëèðîâàíèå k -ãî íèæíåãî ðåøåíèÿ z˜k(u) óðàâíåíèÿ (59) íà îò-
ðåçêå [T1(a), u0] ñ íà÷àëüíûì óñëîâèåì z˜k(u0) = f˜k .
4. Òàáóëèðîâàíèå óíêöèè T˜k(u) ïî îðìóëå
T˜k(u) = (y˜k(u) + z˜k(u))/2
íà îòðåçêå [T1(a), u
∗] , ãäå
u∗ = max{u < u0 : y˜k(u)− z˜k(u) < ε},
ε  çàäàííàÿ òî÷íîñòü.
5. Âîçâðàùåíèå ê èñõîäíîé ïåðåìåííîé x , òàáóëèðîâàíèå óíêöèè
Tk(x) íà îòðåçêå [a0, a] .
6. Âû÷èñëåíèå öåíû èãðû vk(a) ïî îðìóëå (54).
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