This paper presents a fuzzy extension of the disassembly line balancing problem (DLBP) with fuzzy task processing times since uncertainty is the main character of real-world disassembly systems. The processing times of tasks are formulated by triangular fuzzy membership functions. The balance measure function is modified according to fuzzy characteristics of the disassembly line. A hybrid discrete artificial bee colony algorithm is proposed to solve the problem whose performance is studied over a well-known test problem taken from open literature and over a new data set introduced in this study.
INTRODUCTION
At a time when economic and ecological resources are rapidly depleted, product recovery that aims to minimize the amount of waste sent to landfills is gaining a lot of importance.
Comprehensive reviews of environmentally conscious manufacturing and product recovery can be found in [1, 2] . Product recovery consists of several steps in which the first crucial step is disassembly [3] . Disassembly is a methodical extraction of valuable parts [4] from discarded products through a series of operations. Some of the objectives of disassembly are given as follows [5] : recovery of valuable parts and subassemblies, removal of hazardous parts, extraction of parts from the remainder of the product which can be sent to inventory for future use, achieving environmentally friendly manufacturing standards, retrieval of parts or subassemblies of discontinued products to satisfy a sudden demand for these parts, decreasing the amount of residue to be sent to landfills. Thus the design of an efficient disassembly line has a considerable industrial and environmental importance.
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Disassembly Line Balancing Problem (DLBP) is a multi-objective problem as described in [6] and has been mathematically proven to be NP-complete in [7] making the goal to achieve the optimal balance computationally expensive. NP-complete or NP-hard terms are the ways of showing that certain classes of problems are not solvable in realistic time [8] . Exponential time complexity of exhaustive search limits its application to large sized instances although it works well in obtaining optimal solutions for small sized instances. An efficient search method, therefore, needs to be employed to attain a (near) optimal solution. The ways of approaching to this combinatorial optimization problem in the literature can be divided into two categories; mathematical programming techniques [9] [10] [11] [12] and metaheuristics [7, [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . Metaheuristics are more popular since the problem quickly becomes unsolvable with mathematical programming techniques for a practical sized problem. See [25] for more information on DLBP.
Disassembly operations have unique characteristics and cannot be considered as the reverse of assembly operations. Please see [17] for details. Although there are significant differences between assembly line balancing and disassembly line balancing problems, disassembly line balancing literature has been building up on top of the assembly line balancing literature since there are also some similarities between them. The literature of fuzziness in assembly line balancing is of primary interest of this study. The fuzziness in the literature of assembly line balancing was first mentioned in [26, 27] by solving a simple fuzzy assembly line balancing problem applied to a single product example. A fuzzy mixed model line balancing problem with a fuzzy binary linear programming model was considered in [28] using a heuristic solution approach that deals with fuzzy processing times. Fuzzy multi objective two-sided assembly line balancing problem was solved using a bees algorithm in [29] with three fuzzy goals: maximize the work slackness index, minimize the total balance delay and maximize the line efficiency. Genetic algorithms were used to solve multi objective fuzzy assembly line balancing problem type 2 [30] and fuzzy assembly line balancing problem type E [31] .
In disassembly, there is a high degree of uncertainty in the structure and the quality of the returned products. The structural unknowns of end-of-life (EOL) products may create other uncertainties, such as estimation of disassembly task time of each part due to both machine and human factors. To the best of our knowledge, there is only one previously published work [32] that deals with fuzziness in mixed model disassembly line balancing problem using binary fuzzy goal programming. Yet, in this study, in order to deal with imprecise data, fuzzy numbers are 
Problem Formulation
Assumptions of multi objective fuzzy disassembly line balancing problem are given as follows: there is only one type of product in the disassembly line; complete disassembly is performed; part removal times are known and assumed to be fuzzy integer; hazardous parts are known in advance; and demand is also known in advance and its quantity is deterministic.
Mathematical formulation of the multi-objective DLBP was first introduced in [7] as a deterministic model. Based on the main concepts of [7] , a fuzzy extension of the problem is formulized considering fuzzy part removal times and fuzzy cycle time as follows:
Subject to:
Objective functions; (1) aims to minimize the number of workstations, (2) balances the smoothness index ( SI ) which shows the balance of workload distributed among the stations, (3) aims to remove hazardous component as early as possible whereas (4) aims to handle a high demand component as early as possible. Equation (5), guarantees that all tasks are assigned to exactly one workstation. Constraints; (6) guarantees that the number of work stations with a workload does not exceed the permitted number, (7) guarantees that the work content of workstation cannot exceed the cycle time, (8) guarantees that all the disassembly precedence relationship between parts should be satisfied.
In addition to the main objectives, we evaluate the performance of disassembly line in a fuzzy environment using two measures. The first measure is called the balance efficiency, i.e., BE as in equation (9) . Another measure is the balance delay time, i.e., BD as in equation (10 
Fuzzification of the disassembly line balancing problem
In this study, the purpose of using fuzzy data approach is to represent more realistic situations, in other words, to deal with uncertainty. The fuzziness of data is represented by triangular fuzzy numbers as in [30, 31] . Triangular fuzzy numbers arithmetic is performed as follows where α and β represent fuzzy numbers:
To compare the fuzzy numbers, the greatest associate ordinary number ranking method is used as follows:
The objective is to determine the set of Pareto optimal solutions based on the ranked values of the fuzzy criteria.
ARTIFICIAL BEE COLONY ALGORITHM
Swarm intelligence is a research branch of artificial intelligence that aims to bring solutions to the problems by modelling the population of interacting agents or swarms that are able to self-organize. The agents are able to exchange information in order to share experiences, and the performance of the overall swarm emerges from the collection of the simple agents' interactions and actions [33] . An ant colony, a flock of birds, flying particles, immune system or a bee colony are typical examples of a swarm system. Artificial Bee Colony (ABC) Algorithm that was originally proposed for continuous function optimization problems by [34] is an optimization algorithm based on the intelligent behavior of honey bee swarm. The main steps of the basic ABC algorithm based on [35] are shown in Table 1. 8 Memorize the best solution achieved so far 8
If maximum cycle number is not reached, go to Step 3 9 Stop
A possible optimum solution to the problem is represented by a food source and the quality of the solution is defined by the nectar amount found in that food source. There are three steps in each cycle as follows: releasing the employed and onlooker bees onto the food sources, calculating their nectar amounts and sending a determined number of scout bees randomly onto the possible food sources [36] . In other words, employed, onlooker and scout bees are the main mechanisms of the ABC algorithm to generate a set of feasible solutions, exploit these solutions and explore new solutions, respectively. If a solution is not improved by a pre-set number of trials, then employed bee leaves that food source and the employed bee becomes a scout in order to explore new areas of the search space. In the ABC algorithm, onlookers and employed bees carry out the exploitation process in the search space while the scouts control the exploration process. For further details of the basic algorithm the readers unfamiliar with the ABC algorithm are referred to [34] which introduced the original algorithm. Based on [35] , the detailed steps of the basic ABC algorithm are given as follows:
At the first step, ABC generates a randomly distributed initial food source positions. The initial population of solutions is filled with ps number of randomly generated n-dimensional real- food source in the population and each food source is generated according to equation (14) 
In the employed bees phase, each employed bee generates a new food source in the neighborhood of its present position according to equation (15) as follows: otherwise previous solution is retained. Thus, a greedy selection mechanism is employed between the old and new candidate solutions.
In the onlooker bee phase, the nectar information gathered from employed bee phase is evaluated by an onlooker bee and a food source is then selected according to its probability value calculated using the following equation. In short, a roulette wheel selection mechanism is applied to select a food source. Once the onlooker has selected the food source, it produces a modification using equation (15) . As in the case of the employed bee phase, a replacement of the food source takes place if the modified food source has a better or equal nectar amount than the previous one, and it finally becomes a new member in the population.
If a solution is not improved by a pre-set number of trials limit, the food source is left out, and the corresponding employed bee becomes a scout. The scout produces a new solution randomly according to the following equation. 
THE PROPOSED HDABC ALGORITHM

Solution Representation
The original ABC algorithm is designed for continuous optimization problems. However, standard continuous encoding scheme of ABC cannot be directly used to solve the FDLBP. In order to apply ABC to FDLBP, constructing a direct relationship between the task sequence and the vector of individuals in ABC is required. The permutation based representation is used as in [26] to encode each solution in HDABC algorithm.
Population Initialization and Solution Construction Strategy
Initial population is generated randomly for the HDABC algorithm. A solution construction is started with opening the first workstation. A station oriented assignment procedure based on [14] is used to fill next workstations with remaining tasks. In this procedure, first, a set of candidate tasks are identified. A task is inserted into the set if it satisfies three criteria: first, it has not already been assigned to one or more of the previous workstations, second, its predecessors has already been completed and third, its fuzzy task time should be less than or equal to the remaining available fuzzy time of the workstation under consideration. Then, a task is randomly selected from the candidate task set and assigned to the workstation. If there is no candidate task for that workstation, a new workstation is opened with a fuzzy cycle time. This process continues until all tasks are assigned to a number of workstations.
Neighborhood Structures
In 
VNS Approach
A variable neighborhood (VNS) based approach [37] is employed in order to further exploit the solutions that HDABC cannot improve. VNS uses the idea of systematically changing 11 the neighborhoods in order to improve the current solution and aims to further explore the solution space, which may not be explored by a simple local search technique [38] . VNS procedure is given in Table 2 . Table 2 : The VNS Procedure
Step 
Evaluation Mechanism
The evaluation mechanism is concerned with the computation of the objective function for each solution. In this study, the solutions are evaluated with a lexicographic method in which objectives are evaluated under the control of a decision maker in a hierarchical manner according to predefined priorities. Objectives are considered with a higher priority in the following order:
first, second, third and fourth objectives. Therefore, with this lexicographic evaluation method, the algorithm tries to optimize the first objective by ignoring the others. Then, the algorithm tries to optimize second, third and fourth objectives, respectively. It is not possible to construct an efficient Pareto set since lexicographic evaluation method makes the algorithm ignore some better solutions according to other objectives. However, the algorithm will probably catch the best solution for the first objective since the lexicographic evaluation method focuses on the first objective with the highest priority. In fact, the second objective should also reach best values among others since the second objective behaves parallel to the first objective. However, third and fourth objectives are not likely to reach their best values since they conflict with the first and second objectives.
Another approach is to assign weights to each objective in order to obtain a single objective optimization problem. Thus, the algorithm can focus on a single objective and an efficient frontier may be found. In general, there are three different methods to assign these weights to each objective: fixed, random and adaptive weighted methods. In our preliminary experiments, fixed weighted method outperformed others. Therefore, second evaluation method that was investigated is fixed weighted method. In this method, multi objective optimization problem is solved with equal weights associated with each objective. Thus, an additional objective function is obtained using the following equation. 
Pareto Filter Mechanism
Real world problems generally require simultaneous optimization of multiple (often conflicting) objectives. It is not possible to find one solution that perfectly satisfies all of our needs. In this case, a decision maker has to make a choice regarding which objective has the highest priority. As mentioned in the introduction section, the FDLBP is a multi-objective optimization problem where a number of objectives need to be minimized concurrently.
On the contrary to the optimization problem with a single objective, in a multi-objective optimization problem, there is a trade-off among objectives of a solution which is known as Pareto optimal set which contains all non-dominated solutions [39] . In this Pareto optimal set, a solution is improved in terms of a prioritized objective by lowering the importance of at least one of the other conflicting objectives. Multi-objective optimization enables decision maker to select an optimal solution in the form of Pareto optimal set based on his priority among objectives of the solution for FDLBP. To guarantee that the solutions obtained are non-dominated, a simple
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Pareto filtering approach is embedded into HDABC algorithm. The Pareto set is iteratively updated to get closer to an efficient Pareto-optimal front. Once the algorithm generates a solution that dominates any solution in the Pareto set, it replaces the solution(s) which were dominated in the set.
HDABC Procedure
The procedure of HDABC is given in Table 3: 14 , , , , f f f f f ).
5
Set NI vector which holds the non-improved iteration number for each member of the population to a zero vector. 6 Apply Pareto filter mechanism and save POS matrix that keeps Pareto-optimal solutions from initial population 8
Save best so far solution, apply Pareto filter mechanism and update POS matrix that keeps Pareto-optimal solutions according to current population 9
Release all employed bees to food sources as follows:
Apply randomly selected neighborhood structure to each solution in the current population and obtain new solutions 9.1.1
If an improvement is not achieved as a result of the neighborhood operator, go to Step 9.1.3. 9.1.2
Save new solution and replace old solution in the current population, go to Step 9.1.4. 9.1.3
Increase related position of NI vector to save non-improved iteration count 10
Release each onlooker bee as follows: 10.1
Apply roulette wheel selection mechanism and select a food source for next onlooker bee.
10.2
Apply randomly selected neighborhood structure to the selected solution and obtain a new solution 10. 3 If an improvement is not achieved as a result of the neighborhood operator, go to Step 10.5.
10.4
Save new solution and replace the selected old solution in the current population, go to 10.6 10.5
Increase related positioned member of NI vector to save non-improved iteration count 10. 6 If there are any remaining onlookers at hand, go to Step 10.1 11
Start scout bees phase as follows: 11.1 A boolean statement is checked for each member in the population as follows: 11.1.1 If non-improved iteration count (imp) is less than predefined iteration limit (ilimit), go to
Step 11.1.7 11.1.2 Generate a random number (r) in [0,1] 11.1.3 If r<=0.5, go to Step 12.1.5 11.1.4 Apply VNS Algorithm to the solution 11.1.5 Generate a random solution 11.1.6 An improvement is achieved, set the related positioned member of NI vector to zero value. 11.1.7 If any unchecked member is present, go to Step 11.1.1 12
Check time limit, if not exceeded go to Step 8 13 Save global statistics and print final results 14 Stop
NUMERICAL RESULTS
The proposed algorithm was coded in C++ and tested on an Intel Xeon 2,5GHz processor with 8GB RAM. The performance of the HDABC algorithm was evaluated over two cases; a well-known data set (25-part mobile phone example) [40] and a new data set (47-part laptop example) introduced in this study. Considering fuzziness for the processing times, fuzzy data are represented by triangular fuzzy membership functions. The data for the two scenarios are given in Table 4 and Table 5 , respectively. In order to show the effectiveness of the algorithm, fixed weighted and lexicographic evaluation mechanism is tested on DLBP before solving FDLBP. The numerical results of proposed algorithm are compared with other studies from the literature in Table 6 . As a result, HDABC algorithm performed better within a limited time frame of 10 seconds. After extended experimentation, the following settings for HDABC algorithm's control parameters were found to be the best: number of employed bees, number of onlooker bees and number of tasks are equal to each other, iteration limit to release scout bees is equal to 100 while variable neighborhood search limit is equal to 10. In order to understand how fuzziness influences the computational complexity, we to solve FDLBP instances. The algorithm is terminated on each replication after this time limit is reached. The best solutions obtained using lexicographic evaluation mechanism are presented in Table 7 . A typical Pareto optimal set obtained by HDABC algorithm with fixed weighted evaluation mechanism for mobile phone example and laptop example is given in Table 8 and Table 9 , respectively. The results obtained showed that both methods have advantages against each other. Fixed weighted method was able to construct a more diverse Pareto frontier while lexicographic method was more successful to optimize the objective with the highest priority since lexicographic method may disregard some Pareto optimal solutions because of the predefined priorities with a biased focus on certain objectives. As discussed earlier, a decision maker is able to compare the solutions and select the most desirable one according to his/her needs. For example, for both product cases, the decision maker chooses solution 1, if smoothness index and number of workstation is more critical for the company. On the other hand, s/he may choose solution 2 if removing hazardous and high demanded components are more important.
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In order to show the performance of HDABC, we compared HDABC with traditional artificial bee colony (ABC) algorithm and discrete version of artificial bee colony (DABC) algorithm. We tested each algorithm separately on both FDLBP instances. Figure 2 and Figure 3 demonstrate the improvement of the solutions over iterations within a time limit of 100 seconds for 25-part and 47-part FDLBP instances, respectively. All algorithms compared reached the same solutions within the time frame, however, HDABC algorithm achieves the solution faster 20 than the others. Figure 4 and Figure 5 depict the best solutions reached by all algorithms on 30 sample runs of 25-part and 47-part FDLBP instances, respectively. In Figure 4 and Figure 5 , it can be seen that HDABC was more robust since it was able to reach better solutions in many of sample runs. For 47-part instance, the performance difference is more obvious. Figure 6 presents a statistical analysis for 30 sample run results indicating that within 95% of confidence interval HDABC is more robust and efficient. In order to understand the influence of integrated VNS approach on HDABC algorithm, a comparison between DABC and HDABC was done in terms of number of improvements achieved within 100 seconds of time frame. As can be seen in Table 10 and Table 11 , HDABC algorithm was able to achieve 286 (and 287 for 47-part FDLBP instance) improvements with integrated VNS mechanism while DABC was able to achieve 197 improvements. Balance delay and balance efficiency of the disassembly line was also measured. The effectiveness of proposed algorithm is tested using a mobile phone instance with 25 parts from the literature and a laptop instance with 47 parts introduced in this study. The total cost function is formulated according to lexicographic and fixed weighted mechanism. In the fixed weighted method, the total cost function is calculated with equally weighted sum of multiple objectives.
As for the lexicographic method, it was assumed that a manager already decided the priorities of the objectives. The influences of both mechanisms on the performance of the proposed HDABC were examined. The examination to understand the influence of fuzziness on the complexity of the algorithm indicated that fuzziness increases the complexity because it reduces the feasible number of solutions obtained in a given time since when the number of feasible solutions increase, the time to reach (near) optimum solutions is more likely to decrease. Further analysis suggested that the performance of HDABC compared to traditional artificial bee colony (ABC) algorithm and discrete version of artificial bee colony (DABC) algorithm was the best in terms solution quality and robustness. This work is limited to single model FDLBP and considers a complete disassembly of certain products. As for further studies, more complex DLBPs should be considered. An idea is to address mixed model or partial DLBP with fuzzy job processing times.
