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Abstract
We study correlation bounds under pairwise independent distributions
for functions with no large Fourier coefficients. Functions in which all
Fourier coefficients are bounded by δ are called δ-uniform. The search for
such bounds is motivated by their potential applicability to hardness of
approximation, derandomization, and additive combinatorics.
In our main result we show that E[f1(X
1
1 , . . . , X
n
1 ) . . . fk(X
1
k , . . . , X
n
k )]
is close to 0 under the following assumptions:
• The vectors {(Xj
1
, . . . , X
j
k) : 1 ≤ j ≤ n} are i.i.d, and for each j the
vector (Xj
1
, . . . , X
j
k) has a pairwise independent distribution.
• The functions fi are uniform.
• The functions fi are of low degree.
We compare our result with recent results by the second author for low
influence functions and to recent results in additive combinatorics using
the Gowers norm. Our proofs extend some techniques from the theory of
hypercontractivity to a multilinear setup.
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1 Introduction
1.1 Functionals of Pairwise Independent Distributions
In recent years there has been an extensive study of conditions satisfied by
functions f1, . . . , fk which guarantee that
E[f1(X1) · · · fk(Xk)] ≈
k∏
i=1
E[fi(Xi)], (1)
for certain probability distributions over (X1, . . . , Xk) that are pairwise inde-
pendent. Recall that the random vector (X1, . . . , Xk) is pairwise independent
if for all 1 ≤ i < j ≤ k the random variables Xi and Xj are independent.
In the current paper we will consider this problem under the additional as-
sumption that for all 1 ≤ i ≤ k the random variable Xi is an n dimensional
vector Xi = (X
1
i , . . . , X
n
i ) ∈ Ωn and that (Xj1 , . . . , Xjk) follow the same (pair-
wise independent) distribution µ over Ωk, independently for each 1 ≤ j ≤ n (see
Figure 1). We further assume that Ω is a finite probability space.
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Figure 1: The random matrix X . The columns X1, . . . , Xn are
i.i.d. random vectors, and the distribution of the column Xj =
(Xj1 , . . . , X
j
k)
T is pairwise independent, for each j ∈ [n].
In most of the paper we focus on the related problem of finding conditions
which guarantee that
E
[
k∏
i=1
fi(Xi)
]
≈ 0, (2)
which can be thought of as the special case of (1) when
∏
E[fi] ≈ 0. In many
cases a general bound of type (1) is straight-forward to obtain from (2).
The basic example of a condition implying (2) is one of the constituents of
the proof of Roth’s theorem [17].1 Indeed, it is not too hard to show that∣∣∣∣∣E
[
3∏
i=1
fi(Xi)
]∣∣∣∣∣ ≤ min1≤i≤3 ‖fˆi‖∞. (3)
where
1Roth’s original argument considers (X1,X2,X3) which is a uniformly chosen 3-term arith-
metic progression in Zp but the argument extends immediately to the setup considered here.
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• (X1, X2, X3) are pairwise independent.
• f1, f2, f3 are any functions with max1≤i≤3 ‖fi‖2 ≤ 1 and fˆ1, fˆ2, fˆ3 are
their Fourier transforms.
Gowers ([6], Theorem 3.2) generalized (3) and showed that:∣∣∣∣∣E
[
k∏
i=1
fi(Xi)
]∣∣∣∣∣ ≤ min1≤i≤k ‖fi‖Uk−1 (4)
where
• (X1, . . . , Xk) is a uniformly chosen k-term arithmetic progression in Znp .
• The functions fi are all bounded by 1.
• ‖f‖Ud is the d’th Gowers norm of f (see Definition 2.7).
Note that the uniform distribution over arithmetic progressions X1, . . . , Xk
of length 3 ≤ k ≤ p defines a pairwise independent distribution in (Znp )k. See
also [7] and [4] where more general results are obtained for other pairwise inde-
pendent distributions which are defined by linear equations.
Apart for the additive context, expressions of the form
∏k
i=1 fi(Xi) often
appear in the study of hardness of approximation in computer science. In this
context, a natural condition is that the functions f1, . . . , fk all have low influ-
ences. For example, recent results of Samorodnitsky and Trevisan ([18], Lemma
8) show how to utilize the Gowers norms in order to show that (here, Infj(fi)
is the influence of Xji on fi, see e.g. [18] for the exact definition):∣∣∣∣∣E
[
k∏
i=1
fi(Xi)
]∣∣∣∣∣ ≤ O
(√
max
1≤i≤k
max
1≤j≤n
Infj(fi)
)
(5)
provided that:
• k = 2d andX1, . . . , Xk are the elements of a uniformly chosen d-dimensional
subspace of Zn2
• The functions fi are all bounded by 1, and at least one of them has
E[fi] = 0
As a special case this result gives a so-called “inverse theorem” for the d’th
Gowers norm showing that any function with large d’th Gowers norm must have
an influential variable. The result also allowed the authors to obtain compu-
tational inapproximability results for certain constraint satisfaction problems,
assuming the so-called Unique Games Conjecture [8]. The results of [18] include
a more general statement which applies in any product group.
A more recent result of the second author ([12], Theorem 1.14) derives a
bound similar to (5) by showing:∣∣∣∣∣E
[
k∏
i=1
fi(Xi)
]∣∣∣∣∣ ≤ Ψ−1
(
max
1≤i≤k
max
1≤j≤n
Infj(fi)
)
, (6)
where Ψ(ǫ) = ǫO(log(1/ǫ)/ǫ), provided that:
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• The distribution µ of (Xj1 , . . . , Xjk) is any connected pairwise independent
distribution. This means that for every x, y in the support of the distri-
bution there exists a path from x to y in the support that is obtained by
flipping one coordinate at a time.
• The functions fi are all bounded by 1 and at least one of them has E[fi] =
0.
The proof of (6) is based on showing that if all functions fi are of degree at
most d then ([12], Theorem 4.1):∣∣∣∣∣E
[
k∏
i=1
fi(Xi)
]∣∣∣∣∣ ≤ Cd√ max1≤i≤k max1≤j≤n Infj(fi) (7)
for some absolute constant C provided that:
• The distribution µ of (Xj1 , . . . , Xjk) is any pairwise independent distribu-
tion.
• The functions fi satisfy ‖fi‖2 ≤ 1 for all i and at least one of them has
E[fi] = 0.
The bound (6) is then derived from (7) by applying certain truncation argu-
ments. These results of [12] do not use any algebraic symmetries or the Gowers
norm. Rather, they were based on extending Lindeberg’s proof of the CLT [10]
using invariance and generalizing recent work [16, 13].
We note that the results of [12] later implied results by the authors of this
paper [1] which gave stronger and more general inapproximability results than
those obtained in [18]. It was further noted in [12] that many of the additive
applications involve pairwise independent distributions.
1.2 Our Results
Motivated by these lines of work in additive number theory and hardness of
approximation we wish to obtain weaker conditions that guarantee (2). Indeed
our main result, Theorem 3.2, shows that∣∣∣∣∣E
[
k∏
i=1
fi(Xi)
]∣∣∣∣∣ ≤ Cd‖f̂1‖∞
k∏
i=2
‖fi‖2 (8)
for some constant C which only depends on the pairwise independent distribu-
tion µ, where
• ‖f̂1‖∞ = max |f̂1(σ)| denotes the size of the largest Fourier coefficient of
f1.
• (X1, . . . , Xk) is pairwise independent as in Figure 1.
• The functions fi are of Fourier degree at most d. In other words, all of
their Fourier coefficients at levels above d are 0.
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We also give some basic extensions of this. As a first simple corollary we
give in Corollary 3.6 a result of type (1) with similar error bounds as our main
theorem. Elaborating on this extension we show in Corollary 3.8 that in the case
when (1) does not hold, one can find three Fourier coefficients f̂i1(σ1), f̂i2(σ2)
and f̂i3(σ3) which are all of non-negligible magnitude, and which “intersect” in
the sense that σ1, σ2 and σ3 share some variable j ∈ [n]. Results of this type
are often useful in applications to hardness of approximation.
We note that the conditions on the underlying distribution and uniformity
are very weak while the condition on the Fourier degree of the function is
very strong. By a simple application of Hölder’s inequality, we will see in
Proposition 3.9 that the results extend to functions which are “almost low-
degree” in the sense that the high-degree parts have small ℓk norm.
As mentioned above, the proofs of [12] work by first establishing the re-
sult (7) for arbitrary low-degree polynomials and then performing a truncation
argument, giving (6) where the degree requirements have been traded for an
additional requirement on the pairwise independent distribution (and a require-
ment that the functions are bounded). Hence, the work presented in this paper
may be viewed as an important step in establishing similar results for a wider
family of functions. Note that our result (8) is strictly stronger than (7) as
the bound is stated in terms of the largest Fourier coefficient instead of the
largest influence (and that it suffices that only one of the functions has small
coefficients, as opposed to (7) where all the functions are required to have small
influences).
A very natural question to ask is to what extent the (rather severe) degree
restriction can be relaxed. Unfortunately, this restriction can not be removed
completely, since for the pairwise independent relation corresponding to the
Gowers norm, it is known using examples due to Gowers [5] and Furstenberg
and Weiss [3] that there are functions with large U3 norm but no large Fourier
coefficients. However, it is quite possible that the degree restriction can be
removed provided one is willing to require a bit more of the pairwise independent
distribution. In particular, if one as in (6) requires that µ is connected, the
counterexample given by the Gowers norm is excluded. Such a restriction,
while generally too strong in the additive combinatorics settings, is often quite
natural in applications to hardness of approximation and social choice.
1.3 Applications
The applications we present mostly concern functions of low Fourier degree with
no large Fourier coefficients. We show that such functions cannot “distinguish”
between truly independent distributions and pairwise independent product dis-
tributions. In particular we show that such functions defined over Znp always
have small Gowers norm. This implies that for functions of low Fourier degree
all of the Uk norms are equivalent for k ≥ 2. Moreover, such functions can-
not distinguish the uniform distribution over arithmetic progressions from the
uniform distributions over the product space.
1.4 Proof Idea
The proof of (8) is based on induction on the degree and the number of variables.
In a way it is similar to inductive proofs for deriving hyper-contractive estimates
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for polynomials of random variables, see, e.g., [13]. Naturally the setup is differ-
ent as each polynomial is applied on different random variables. The pairwise
independence property is crucial in the proof as it shows that certain second
order terms vanish.
1.5 Paper Structure
In Section 2 we recall some background in Fourier analysis and noise correlation.
In Section 3 we derive the main result and some corollaries. In Section 4 we
derive some applications of the main result. In Section 5 we discuss potential
extensions of the main result.
2 Preliminaries
2.1 Notation
Let Ω be a finite set and let µ be a probability distribution on Ω. The following
notation will be used throughout the paper.
• (Ωn, µ⊗n) denotes the product space Ω×. . .×Ω, endowed with the product
distribution.
• α(µ) := min{µ(x) : x ∈ Ω, µ(x) > 0 } denotes the minimum non-zero
probability of any atom in Ω under the distribution µ.
• L2(Ω, µ) denotes the space of functions from Ω to C. We define the inner
product on L2(Ω, µ) by 〈f, g〉 := Ex∈(Ω,µ)[f(x)g(x)], and the ℓp norm by
‖f‖p := (Ex∈(Ω,µ)[|f |p])1/p.
For a probability distribution µ on Ω1 × . . .×Ωk (not necessarily a product
distribution) and i ∈ [k], we use µi to denote the marginal distribution on Ωi.
Such a distribution µ is said to be pairwise independent if for every 1 ≤ i < j ≤ k
and every a ∈ Ωi, b ∈ Ωj it holds that
Pr
x∈(Ω1×...×Ωk,µ)
[xi = a ∧ xj = b] = µi(a)µj(b).
2.2 Fourier Decomposition
In this subsection we recall some background in Fourier analysis that will be
used in the paper.
Let q be a positive integer (not necessarily a prime power), and let (Ω, µ) be
a finite probability space with |Ω| = q, which is non-degenerate in the sense that
µ(x) > 0 for every x ∈ Ω. Let χ0, . . . , χq−1 : Ω → C be an orthonormal basis
for the space L2(Ω, µ) w.r.t. the scalar product 〈·, ·〉. Furthermore, we require
that this basis has the property that χ0 = 1, i.e., the function that is identically
1 on every element of Ω.
We remark that since the choice of basis is essentially arbitrary, one can take
χ0, . . . , χq−1 to be an R-valued basis rather than a C-valued one (which can be
desirable in the case when one works exclusively with R-valued functions). The
only place in the paper where this distinction makes a difference is the final part
of Theorem 3.2, where this is stated explicitly.
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In the complex valued case when µ is the uniform distribution we can take
the standard Fourier basis χy(x) = exp(2πixy/q) where we identify Ω with Zq
in some canonical way.
For σ ∈ Znq , define χσ : Ωn → C as
⊗
i∈[n] χσi , i.e.,
χσ(x1, . . . , xn) =
∏
i∈[n]
χσi(xi).
It is well-known and easy to check that the functions {χσ}σ∈Znq form an or-
thonormal basis for the product space L2(Ωn, µ⊗n). Thus, every function f ∈
L2(Ωn, µ⊗n) can be written as
f(x) =
∑
σ∈Znq
fˆ(σ)χσ(x),
where fˆ : Znq → C is defined by fˆ(σ) = 〈f, χσ〉. The most basic properties
of fˆ are summarized by Fact 2.1, which is an immediate consequence of the
orthonormality of {χσ}σ∈Znq .
Fact 2.1. We have
E[fg] =
∑
σ
fˆ(σ)gˆ(σ), E[f ] = fˆ(0), Var[f ] =
∑
σ 6=0
fˆ(σ)2.
We refer to the transform f 7→ fˆ as the Fourier transform, and fˆ as the
Fourier coefficients of f . We remark that the article “the” is somewhat inap-
propriate, since the transform and coefficients in general depend on the choice
of basis {χi}i∈Zq . However, we will always be working with some fixed (albeit
arbitrary) basis, and hence there should be no ambiguity in referring to the
Fourier transform as if it were unique. Furthermore, most of the important
properties of fˆ are actually basis-independent. In particular Definitions 2.2-2.4
and Fact 2.5 do not depend on the choice of Fourier basis.
Before proceeding, let us introduce some useful notation in relation to the
Fourier transform.
Definition 2.2. A multi-index is a vector σ ∈ Znq , for some q and n. The
support of a multi-index σ is S(σ) = { i : σi > 0 } ⊆ [n]. We extend notations
defined for S(σ) to σ in the natural way, and write e.g. |σ| instead of |S(σ)|,
i ∈ σ instead of i ∈ S(σ), and so on.
Definition 2.3. The (Fourier) degree deg(f) of f ∈ L2(Ωn, µ⊗n) is the infimum
of all d ∈ Z such that fˆ(σ) = 0 for all σ with |σ| > d.
The degree of f is one of its most important properties. In general, the
smaller deg(f) is, the more “nicely behaved” f is. When deg(f) ≤ d, we will
refer to f as a degree-d polynomial in L2(Ωn, µ⊗n).
Definition 2.4. For f : Ωn → C and d ∈ Z, the function f≤d : Ωn → C is
defined by
f≤d =
∑
|σ|≤d
fˆ(σ)χσ .
We define f<d, f=d, f>d and f≥d analogously.
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Another fact which is sometimes useful is the following trivial bound on the
ℓ∞ norm of χσ (recall that α(µ) is the minimum non-zero probability of any
atom in µ).
Fact 2.5. Let (Ωn, µ⊗n) be a product space with Fourier basis {χσ}σ∈Znq . Then
for any σ ∈ Znq ,
‖χσ‖∞ ≤ α(µ)−|σ|/2.
2.3 Noise Correlation
In this section we introduce the notion of a noisy inner product and noise cor-
relation.
Various special cases of noise correlation have been the focus of much work, as
we discuss below. Informally, the noise correlation between two functions f and
g measure how much f(x) and g(y) correlate on random inputs x and y which
are correlated. We remark that the name “noise correlation” is a slight misnomer
and that “correlation under noise” would be a more descriptive name—we are
not looking at how well a random variable correlates with noise, but rather how
well a collection of random variables correlate with each other in the presence
of noise.
Definition 2.6. Let (Ω, µ) be a product space with Ω = Ω1× . . .×Ωk, and let
f1, . . . , fk be functions with fi ∈ L2((Ωi)n, (µi)⊗n). The noisy inner product of
f1, . . . , fk with respect to µ is
〈f1, f2, . . . , fk〉µ = E
[
k∏
i=1
fi
]
.
The noise correlation of f1, . . . , fk with respect to µ is
〈f1, f2, . . . , fk〉µ −
k∏
i=1
E [fi]
As it can take some time to get used to Definition 2.6, let us write out
〈f1, . . . , fk〉µ more explicitly. Let fi : Ωni → C be functions on the product space
Ωni , and let µ be some probability distribution on Ω = Ω1 × . . .× Ωk. Then,
〈f1, . . . , fk〉µ = EX
[
k∏
i=1
fi(Xi)
]
,
where X is a k×n random matrix such that each column of X is a sample from
(Ω, µ), independently of the other columns, and Xi refers to the ith row of X .
The notation 〈f1, . . . , fk〉µ is a new notation for quantities studied before
in e.g. [12], its applications [1, 15] and additive number theory. The focus of
the current paper is where X1, . . . , Xk are pairwise independent though noisy
inner products are of much interest also in cases for non pairwise independent
distributions including in percolation, theoretical computer science and social
choice, see e.g. [2, 14, 9, 13].
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2.3.1 The Gowers Norm
An instance of the noisy inner product which has been the focus of much atten-
tion in recent years is the Gowers norm, which we will now define. Let p be a
prime. For a function f : Znp → C and a “direction” Y ∈ Znp , the “derivative” of f
in direction Y , fY : Z
n
p → C is defined by fY (X) = f(X + Y )f(X). Repeating,
we define fY1,...,Yd(X) = (fY1,...,Yd−1)Yd(X) =
∏
S⊆[d] C|S|+1f
(
X +
∑
i6∈S Yi
)
,
where C denotes the complex conjugation operator.
Definition 2.7. Let f : Znp → C. The d’th Gowers norm of f , denoted ‖f‖Ud ,
is defined by
‖f‖2dUd = E [fY1,...,Yd(X)] ,
where the expected value is over a random X ∈ Znp and d random directions
Y1, . . . , Yd.
This norm was introduced by Gowers [6] in a Fourier-analytic proof of Sze-
merédi’s Theorem [19] and has since been used extensively in additive number
theory. The Gowers norm can be written as a noisy inner product. Indeed, we
can write
‖f‖2dUd = E
 ∏
S⊆[d]
gS(XS)
 = 〈g∅, . . . , g[d]〉µ
where we define gS : Z
n
p → C by gS(X) = C|S|+1f(X), and the collection
(XS)S⊆[d] of random variables is defined by XS = X+
∑
i6∈S Yi, for a uniformly
random X ∈ Znp and independent uniformly random directions Y1, . . . , Yd ∈ Znp .
2.3.2 Noisy Inner Products Under Pairwise Independence
This paper focuses on noisy inner products under pairwise independent distri-
butions. The interest in this special case comes from applications in computer
science and additive number theory. We briefly mention a few of these applica-
tions.
• In computer science there is interest in pairwise independent distributions
in hardness of approximation, in particular those of small support. See [1]
where the results of [11, 12] were used to derive hardness results based on
pairwise independence.
• As mentioned above, the Gowers norm and the Gowers inner-product are
both noisy inner products. Note that the collections of vectors (X +∑
i∈S Xi : S ⊆ [d]) is pairwise (in fact 3-wise as long as d ≥ 2) indepen-
dent.
• Another noisy inner product that is closely related to additive applica-
tions is obtained by considering arithmetic progressions. For concreteness
consider again the case where all the functions are of Znp → {0, 1} and let
k < p. Given k such functions f1, . . . , fk we let:
〈f1, . . . , fk〉µ = E
[
k∏
i=1
fi(iX + Y )
]
,
9
whereX,Y are independent and uniformly chosen in Znp (note that iX+Y
and jX + Y are independent for 1 ≤ i < j ≤ k). If A is an indicator of a
set then the number of k-term progressions in A is in fact:
p2n 〈A,A, . . . , A〉µ .
3 Main Theorem
In this section, we state and prove our main theorem. First we define the
parameter which controls how good bounds we get.
Definition 3.1. Let f1, . . . , fk be a collection of functions. We denote by
deg−2(f1, . . . , fk) the sum of the k − 2 smallest degrees of f1, . . . , fk.
We can now state the main theorem.
Theorem 3.2. Let (Ω, µ) be a pairwise independent product space Ω = Ω1 ×
. . . × Ωk. There is a constant C depending only on µ such that the following
holds.
Let f1, . . . , fk be functions fi ∈ L2(Ωni , (µi)⊗n). Denote by δ := maxσ∈Znq |fˆ1(σ)|
the size of the largest Fourier coefficient of f1, and let D := deg−2(f1, . . . , fk)
denote the sum of the k − 2 smallest degrees of f1, . . . , fk. Then,
| 〈f1, . . . , fk〉µ | ≤ CDδ
k∏
i=2
‖fi‖2.
Furthermore, one can always take C =
(
k
√
q−1
α
)3
, where α = mini α(µi). If
µ is balanced, i.e., if all marginals µi are uniform, then there is a choice of
complex Fourier basis such that one can take C = (k
√
q − 1)3.
We remark that, while Theorem 3.2 is very limited because of its require-
ment on the degrees of the fi’s, the lack of any other assumptions is nice. In
particular, we do not need to assume that the fi’s are bounded, nor do we need
any assumptions on µ beyond the pairwise independence condition.
Proof. We prove this by induction over n. If n = 0, the statement is easily
verified (either D = −∞, or D = 0, depending on whether one of the functions
is 0 or not).2
Write fi = gi + hi, where
gi =
∑
16∈σ
fˆ(σ)χσ hi =
∑
1∈σ
fˆ(σ)χσ ,
i.e., hi is the part of fi which depends on X
1 (the first column of X), and gi is
the part which does not depend on X1. Then
〈f1, . . . , fk〉µ = EX
[∏
fi(Xi)
]
=
∑
T⊆[k]
E
X
∏
i6∈T
gi(Xi)
∏
i∈T
hi(Xi)
 .
2We point out that fi ∈ L2(Ω0i , (µi)
⊗0) does not formally make sense. However in this
case, the appropriate way to view fi is as an element of L2(ΩNi , (µi)
⊗N ) which only depends
on the n first coordinates, for some large value of N . In particular, for the case n = 0 we have
that fi is a constant.
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For T ⊆ [k], define
E(T ) = E
X
∏
i6∈T
gi(Xi)
∏
i∈T
hi(Xi)
 .
The key ingredient will be the following Lemma, bounding |E(T )|.
Lemma 3.3. Let ∅ ⊆ T ⊆ [k]. Then:
• If T = ∅, we have
|E(T )| ≤ CDδ
k∏
i=2
‖gi‖2.
• If 1 ≤ |T | ≤ 2, we have
E(T ) = 0.
• If |T | ≥ 3, we have
|E(T )| ≤ CD+2
(√
(q − 1)/α
C
)|T |
δ
∏
i6∈T
i6=1
‖gi‖2
∏
i∈T
i6=1
‖hi‖2.
Before proving the Lemma, let us see how to use it to finish the proof of
Theorem 3.2.
Write ‖hi‖2 = τi‖fi‖2 for some τi ∈ [0, 1], so that ‖gi‖2 =
√
1− τ2i · ‖fi‖2
(by orthogonality of the Fourier decomposition). By plugging in the different
cases of Lemma 3.3, we can then bound 〈f1, . . . , fk〉µ by
| 〈f1, . . . , fk〉µ | ≤
∑
T
|E(T )|
≤ CDδ
k∏
i=2
‖gi‖2 +
∑
|T |≥3
CD+2
(√
(q − 1)/α
C
)|T |
δ
∏
i6∈T
i6=1
‖gi‖2
∏
i∈T
i6=1
‖hi‖2
= CDδ
k∏
i=2
‖fi‖2 ×(
k∏
i=2
√
1− τ2i +
∑
|T |≥3
C2
(√
(q − 1)/α
C
)|T |∏
i6∈T
i6=1
√
1− τ2i
∏
i∈T
i6=1
τi
)
.(9)
Hence, it suffices to bound the “factor” inside the large parenthesis in (9) by 1
in order to complete the proof of Theorem 3.2.
Let τ = maxi≥2 τi. Then the factor in (9) can be bounded by
√
1− τ2 + τ2
k∑
i=3
(
k
i
)(√
(q − 1)/α
C1/3
)i
(10)
where in the sum the value of i corresponds to the size of the set T and we as-
sumed that C > 1 and then used that, for i ≥ 3, C2−i ≤ C−i/3. To bound (10),
we use the following simple lemma:
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Lemma 3.4. For every k ≥ 3,
k∑
i=3
(
k
i
)
1
ki
≤ 1/2.
Proof. Since
(
k
i
) ≤ ki/i! we have
k∑
i=3
(
k
i
)
1
ki
≤
k∑
i=3
1
i!
≤ e− 5/2 ≤ 1/2,
where the second inequality is by the Taylor expansion e =
∑∞
i=0
1
i! ≥
∑k
i=0
1
i! .
Hence, if C ≥
(
k
√
q−1
α
)3
, the factor in (9) is bounded by
√
1− τ2 + τ2/2 ≤ 1.
This concludes the proof of Theorem 3.2. We have not yet addressed the claim
that if the marginals µi are uniform, there is a Fourier basis such that C can be
chosen as (k
√
q − 1)3. See the comment after the proof of Lemma 3.3.
We now prove the lemma used in the previous proof.
Proof of Lemma 3.3. The case T = ∅ is a direct application of the induction
hypothesis, since the functions gi depend on at most n− 1 variables (and have
deg−2(g1, . . . , gk) ≤ D).
For i ∈ [k], write
hi(x) =
q−1∑
j=1
χi,j(x1)hi,j(x2, . . . , xn)
for a Fourier basis χi,0 = 1, χi,1, . . . , χi,q−1 of L
2(Ωi, µi). Denoting by X
j the
jth column of X , and writing EX2,...,Xn for the average over X
2, . . . , Xn we can
write E(T ) as
E(T ) = E
X2,...,Xn
∏
i6∈T
gi(Xi) E
X1
[∏
i∈T
hi(Xi)
]
= E
X2,...,Xn
HT (X) ·∏
i6∈T
gi(Xi)
 ,
where
HT (X) = E
X1
[∏
i∈T
hi(Xi)
]
=
∑
σ∈[q−1]T
E
X1
[∏
i∈T
χi,σi(X
1
i )
]∏
i∈T
hi,σi(Xi).
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Now for 1 ≤ |T | ≤ 2, the pairwise independence of µ gives that for any σ ∈
[q − 1]T ,
E
X1
[∏
i∈T
χi,σi(X
1
i )
]
=
∏
i∈T
E[χi,σi ] = 0,
hence in this case HT (X) = 0 and by extension E(T ) = 0.
Thus, only the case |T | ≥ 3 remains. By Hölder’s inequality, we can bound
E
X1
[∏
i∈T
χi,σi(X
1
i )
]
≤
∏
i∈T
‖χi,σi‖|T |. (11)
By Fact 2.5, ‖χi,σi‖∞ can be bounded by√
1/α(µi) ≤
√
1/min
i
α(µi) =
√
1/α.
Hence we can bound the above by (1/α)|T |/2.
Plugging this into E(T ) gives
E(T ) ≤ (1/α)|T |/2 E
X2,...,Xn
 ∑
σ∈[q−1]T
∏
i∈T
hi,σi(Xi)
∏
i6∈T
gi(Xi)
 .
For σ ∈ [q − 1]T , let Dσ be the sum of the k − 2 smallest degrees of the
polynomials {gi : i 6∈ T } ∪ {hi,σi : i ∈ T }. Since gi and hi,σi are functions of
n− 1 variables, we can use the induction hypothesis to get a bound of
E(T ) ≤ (1/α)|T |/2
∑
σ∈[q−1]T
CDσδ
∏
i∈T
i6=1
‖hi,σi‖2
∏
i6∈T
i6=1
‖gi‖2.
But since the hi,σi ’s have strictly smaller degrees than the corresponding fi’s,
Dσ is bounded by D − |T |+ 2, and hence we have that
E(T ) ≤ α−|T |/2CD−|T |+2
∑
σ∈[q−1]T
δ
∏
i∈T
i6=1
‖hi,σi‖2
∏
i6∈T
i6=1
‖gi‖2
≤ CD+2
(√
(q − 1)/α
C
)|T |
δ
∏
i∈T
i6=1
‖hi‖2
∏
i6∈T
i6=1
‖gi‖2,
where we used the fact that
∑
j∈[q−1] ‖hi,j‖2 ≤
√
q − 1‖hi‖2 (by Cauchy-Schwarz
and orthogonality of the functions hi,j).
To obtain the bound for |E(T )|, we can simply negate one of functions gi for
i 6∈ T or hi for i ∈ T , so that E(T ) is negated and the calculations above produce
an upper bound on −E(T ). This concludes the proof of Lemma 3.3.
Remark 3.5. In the case when the marginal distributions µi are uniform, one
can take as basis of (Ω, µ) the standard Fourier basis χy(x) = e
2πi y·x
q (where
we identify the elements x of Ω with Zq). For this basis, ‖χj‖∞ = 1 and hence
Equation (11) can be bounded by 1 rather than 1/
√
α, which implies that for
this basis, we can choose C = (k
√
q − 1)3.
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3.1 Corollaries
We proceed with some corollaries of Theorem 3.2. The first says that if all non-
empty Fourier coefficients of f1 are small, then the noise correlation is small.
Corollary 3.6. Assume the setting of Theorem 3.2, but with ‖fi‖2 ≤ 1 for each
i and
δ := max
1≤i≤k−2
max
σ 6=0
|fˆi(σ)|.
Then, ∣∣∣∣∣〈f1, . . . , fk〉µ −
k∏
i=1
E[fi]
∣∣∣∣∣ ≤ δ(k − 2)CD, (12)
where C and D are as in Theorem 3.2.
Proof. We prove the claim by induction on k. The case k = 2 is trivial. For the
induction hypothesis let g1(x) = f1(x) − E[f1]. Then by Theorem 3.2∣∣∣〈f1, . . . , fk〉µ − E[f1] 〈f2, . . . , fk〉µ∣∣∣ = | 〈g1, f2, . . . , fk〉µ | ≤ δCD
and by the induction hypothesis∣∣∣∣∣E[f1] 〈f2, . . . , fk〉µ −
k∏
i=1
E[fi]
∣∣∣∣∣ = |E[f1]|·
∣∣∣∣∣〈f2, . . . , fk〉µ −
k∏
i=2
E[fi]
∣∣∣∣∣ ≤ (k−3)δCD.
The proof follows.
A more careful examination of the proof above reveals that in the case where
the noise correlation is large there should be a basis element with large weight
in one of the functions that is correlated with some other functions. Specifically:
Corollary 3.7. Assume the setting of Theorem 3.2 but with D =
∑
deg(fi)
the sum of the degrees of all the functions, and ‖fi‖2 ≤ 1 for each fi.
Then for all δ > 0 if:∣∣∣∣∣〈f1, . . . , fk〉µ −
k∏
i=1
E[fi]
∣∣∣∣∣ > 2δ(k − 2)CD, (13)
then there exists an 1 ≤ i ≤ k − 2 and a non-empty multi-index σ such that
|fˆi(σ)| > δ, |E[χiσ · fi+1 · · · fk]| > δ2CD
where C is the constant from Theorem 3.2.
Proof. From the proof of Corollary 3.6 it follows that if Equation (13) holds
then there exists an 1 ≤ i ≤ k − 2 such that
| 〈gi, fi+1, . . . , fk〉µ | > 2δCD,
where gi = fi − E[fi]. Write gi =
∑
σ∈A gˆi(σ)χ
i
σ + hi where A is the set of all
σ for which |gˆi(σ)| > δ. Then by Theorem 3.2 it follows that:
|E[hifi+1 · · · fk]| < δCD,
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which implies ∣∣∣∣∣E
[(∑
σ∈A
gˆi(σ)χ
i
σ
)
fi+1 · · · fk
]∣∣∣∣∣ > δCD.
Writing
t(σ) = E
[
χiσfi+1 · · · fk
]
,
for σ ∈ A, we see that ∑σ∈A |gˆi(σ)t(σ)| > δCD. Since ∑σ∈A |gˆi(σ)|2 ≤ 1 it
follows that ∑
σ∈A
|gˆi(σ)t(σ)| > δCD
∑
σ∈A
|gˆi(σ)|2,
which implies that there exists a σ with
|E [χiσfi+1 · · · fk] | = |t(σ)| > δCD|gˆi(σ)| ≥ δ2CD. (14)
The proof follows.
Next we apply the previous corollary to Equation (14) and the functions
fi+1, . . . , fk, χ
i
σ to obtain that |E[fj+1 · · · fkχiσχjσ′ ]| is large for some j > i and
σ′. Continuing in this manner we obtain the following:
Corollary 3.8. Assume the setting of Theorem 3.2 but with D =
∑
deg(fi)
the sum of the degrees of all the functions, and ‖fi‖2 ≤ 1 for each fi.
Then for all δ > 0 if:∣∣∣∣∣〈f1, . . . , fk〉µ −
k∏
i=1
E[fi]
∣∣∣∣∣ > CDδ, (15)
then there exists a set I ⊆ [k] with |I| ≥ 3 and for all i ∈ I a non-zero multi-
index σ(i) such that:
• For all i ∈ I:
|fˆi(σ)| >
(
δ
2k
)2k
• For all a ∈ ∪i∈IS(σ(i)) it holds that
|{i : a ∈ S(σ(i))}| ≥ 3
(the 3 above may be replaced by r+1 if the distributions involved are r-wise
independent).
Proof. Define δ0 = δ1/2, and δi =
δ2i−1
2k . We show by induction on r that it is
possible to find I, J ⊆ [k] disjoint where I is of size at least r and for all i ∈ I
there exists a non-zero multi-index σ(i) such that for all i ∈ I:
|fˆi(σ(i))| > δr = δ
2r−1
(2k)2r−1
>
(
δ
2k
)2r
(16)
and further
E
∏
i∈I
χiσ(i)
∏
j∈J
fj
 > CDδr+1. (17)
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The base case r = 1 is established by the previous claim. The induction step
is proved by noting that if J is non-empty and j ∈ J , then we may apply the
previous claim to the sequence of functions {fj}j∈J followed by the functions
χi(σ(i)). We then obtain (16) and (17) with δr+1 and sets I
′ and J ′ where J ′
is of size one smaller than J . When we stop with J = ∅ and r ≤ k we obtain
that J is empty and therefore:
E
[∏
i∈I
χiσ(i)
]
> CDδk+1 > 0.
This together with pairwise independence implies that for all a ∈ ∪i∈IS(σ(i))
it holds that
|{i : a ∈ S(σ(i))}| ≥ 3
as needed.
We finally note while all of the results above are stated for low-degree poly-
nomials, they also apply for polynomials that are almost low-degree. Indeed
Hölder’s inequality implies the following.
Proposition 3.9. Assume the setting of Theorem 3.2 and with k functions
satisfying ‖fi‖k ≤ 1 and ‖f>di ‖k ≤ ǫ for all i. Then∣∣∣∣〈f1, . . . , fk〉µ − 〈f≤d1 , . . . , f≤dk 〉
µ
∣∣∣∣ ≤ kǫ(1 + ǫ)k−1.
Proof. The proof follows by using Hölder’s inequality k times, each time replac-
ing fi with f
≤d
i . Note that ‖f≤di ‖k ≤ ‖fi‖k + ‖f>di ‖k ≤ 1 + ǫ, so that when
making the i’th replacement, the error incurred is bounded byi−1∏
j=1
‖f≤dj ‖k
 ‖f>di ‖k
 k∏
j=i+1
‖fj‖k
 ≤ (1 + ǫ)i−1ǫ.
4 Applications
The first application is a “weak inverse theorem” for the Gowers norm. From
Theorem 3.2 and the fact that
‖f‖U2 =
(∑
σ
|fˆ4(σ)|
)1/4
we immediately obtain that
Proposition 4.1. Let f : Znp → C have Fourier degree d, have ‖f‖2 = 1 and
let k ≥ 2. If the k’th Gowers norm of f satisfies ‖f‖Uk > ǫ, then there exists a
multi-index σ ∈ Znp such that
|fˆ(σ)| ≥
(
ǫ
(2k
√
q − 1)3d
)2k
,
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where the Fourier coefficient is w.r.t. the standard Fourier basis. In particular,
‖f‖U2 ≥
(
ǫ
(2k
√
q − 1)3d
)2k
.
This implies that for functions of low Fourier degree, all Uk norms for con-
stant k ≥ 2 are equivalent. We next obtain a similar result for arithmetic
progressions using Theorem 3.2 and Corollary 3.8:
Proposition 4.2. Let (X1, . . . , Xk) have the uniform distribution over arith-
metic progressions of length k in Znp , where 3 ≤ k ≤ p. Let Y1, . . . , Yk be i.i.d.
and uniformly distributed in Znp . Let f1, . . . , fk : Z
n
p → C have Fourier degree d
and ‖fi‖2 ≤ 1 for all i. Then, if
|E[f1(X1) · · · fk(Xk)]− E[f1(Y1) · · · fk(Yk)]| > ǫ,
it holds w.r.t. the standard Fourier basis that:
1. None of the functions fi are δ-uniform with
δ =
ǫ
(k
√
q − 1)3dk .
2. There exist indices 1 ≤ i(1) < i(2) < i(3) ≤ k and multi-indices
σ(1), σ(2), σ(3) ∈ Znp , σ(1) ∩ σ(2) ∩ σ(3) 6= ∅,
such that
|f̂i(j)(σ(j))| ≥
(
ǫ
k · (k√q − 1)3dk
)2k
for 1 ≤ j ≤ 3.
We note that the two results above may be interpreted as certain types of
derandomization results which can be defined in further generality. The basic
setup is that there are 2k vectors X1, . . . , Xk and Y1, . . . , Yk. All of the vectors
have the same distribution which is uniform in some product space Ωn. However,
the Yi’s are independent while the Xi’s are only pairwise independent. How can
the two distributions be distinguished? One way to distinguish is to consider
functions fi of Xi (resp. Yi) and to show that
∏k
i=1 fi(Xi) is far in expectation
from
∏k
i=1 fi(Yi). Our results show that if the functions fi are uniform and of
low degree then it is impossible to have such a distinguisher.
We finally note that for all the applications considered here, the results hold
assuming the function is close in the k’th norm to function of low degree by
Proposition 3.9.
5 Possible Extensions
We briefly discuss some comments regarding possible extensions of the main
result.
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5.1 Invariance
The result of [11] shows under stronger conditions the invariance of the func-
tions f1, . . . , fk. In other words: they show that the distribution of (f1, . . . , fk)
under the pairwise distribution is close to the distribution under the product
distribution with the same marginals as µ.
One would not expect that such a strong conclusion will hold here. Con-
sider for instance the following example. Let f : {−1, 1}n → R be defined
by f(x) = (x1 − 1)(x2 + ... + xn)/n1/2. Then f has Fourier degree 2, vari-
ance Θ(1), and coefficients of order n−1/2. Define a distribution µ on triples
of strings (x, y, z) ∈ ({−1, 1}n)3, by letting, for each i ∈ [n], the distribution
on the i’th coordinate be the uniform distribution over (xi, yi, zi) satisfying
xi · yi · zi = 1. Then µ is balanced pairwise independent. Now consider the dis-
tribution of (f(x), f(y), f(z)), compared to the distribution of (f(x˜), f(y˜), f(z˜))
for x˜, y˜ and z˜ independent uniformly random strings of {−1, 1}n. The distribu-
tion of (f(x), f(y), f(z)) is supported only on points where at least one of the
coordinates is 0 (since one of x1, y1, z1 is always 1). On the other hand, the
distribution of (f(x˜), f(y˜), f(z˜)) has an Ω(1) fraction of its support on points
such that all three of |f(x˜)|, |f(y˜)|, and |f(z˜)| are lower bounded by Ω(1). Hence
the two distributions are not close, even though the Fourier coefficients of f can
be made arbitrarily small by increasing n.
The same reasoning shows that we cannot hope for invariance even if all mo-
ments on up to k−1 variables match. E.g., even if X1, . . . , Xk are (k−1)-wise in-
dependent it is not necessarily the case that the distribution of (f(X1), . . . , f(Xk))
is close to a product distribution.
5.2 Relaxed Degree Conditions
As mentioned before, previous work [13, 12] established results of the type
discussed here by first deriving the results for low degree polynomials and then
applying “truncation arguments” to obtain results for general bounded functions.
It seems that in the context of the current paper these truncation arguments
are more challenging.
Indeed, it is well-known that in general, large Gowers norm does not imply
large Fourier coefficients (consider e.g. the function f(X) = (−1)
∑n−1
i=1
xixi+1
over Zn2 ), and hence one can not hope to drop the requirement of small Fourier
degree and generalize our theorem to general bounded functions.
However, improvements are still possible. First, it is possible that under
additional conditions on the pairwise independent marginal distributions, the
requirement on low Fourier degree can be dropped completely. We discuss this
below.
A second, closely related possible improvement, is to slightly relax the strong
Fourier degree requirements. In particular, one can hope that a similar bound
can be derived for functions with exponentially small Fourier tails, i.e., functions
f such that the total Fourier mass on the high-degree part decays exponentially,
‖f>d‖22 ≤ (1 − γ)d for some γ > 0. Such functions arise naturally in many
applications, e.g., when functions are evaluated on slightly noisy inputs. Hence,
it is natural to ask whether the following extension of our result can be true:
Question 5.1. Let (Ω, µ) be a pairwise independent product space Ω = Ω1 ×
. . . × Ωk. Is it true that for every γ > 0 and ǫ > 0, there exists a constant
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δ := δ(γ, ǫ) > 0 such that the following holds? If f1, . . . , fk are functions fi ∈
L2(Ωni , (µi)
⊗n) satisfying
• For every i ∈ [k], ‖fi‖∞ ≤ 1.
• For every d ∈ [n], ‖f≥di ‖22 ≤ (1− γ)d.
• For every σ ∈ Znq , |fˆ1(σ)| ≤ δ.
Then
〈f1, . . . , fk〉µ ≤ ǫ.
An affirmative answer to Question 5.1 would also have consequences for
completely dropping the degree requirement under additional conditions on the
marginal distributions.
In particular, for marginal distributions whose support is connected in the
sense described in Section 1.1, by [12] it is known that applying a small amount
of noise to each of the functions f1, . . . , fk does not change 〈f1, . . . , fk〉µ by
much.
Since applying noise gives exponentially decaying Fourier tails, an affirmative
answer to Question 5.1 implies that for connected marginal distributions, the
condition on the Fourier degree of the functions can be dropped completely.
The statement of Question 5.1 allows for much weaker bounds on the er-
ror ǫ than we had in Theorem 3.2, where the error bound was of the form
λ(d, δ) ·∏ki=2 ‖fi‖2 (where λ(d, δ) = δCd). One cannot hope for such a strong
error bound in the setting of Question 5.1 (with λ(d, δ) replaced by some func-
tion λ(γ, δ) depending on the rate of decay of the Fourier tails, rather than
the degree), as illustrated by the following example communicated to us by
Hamed Hatami, Shachar Lovett, Alex Samorodnitsky and Julia Wolf: consider
a pairwise independent distribution µ on {0, 1}k in which the first ≈ log k bits
are chosen uniformly at random, and the remaining bits are sums of different
subsets of the first log k bits. This distribution is not connected in the sense
described above, but that can easily be arranged by adding a small amount of
noise to µ, which will not have any significant impact on the calculations which
follow. Let f : {0, 1}n → {0, 1} be the function which returns 1 on the all-zeros
string, and 0 otherwise. Then, one has that
〈f, . . . , f〉µ = Pr[X1 = . . . = Xk = 0] ≈ 2−n log k,
whereas ‖f‖2 = 2−n/2 and hence the product
∏k
i=2 ‖f‖2 equals 2−n(k−1)/2 so
that
λ(γ, δ) ·
k∏
i=2
‖f‖2 = λ(γ, δ)2−n(k−1)/2 ≪ 〈f, . . . , f〉µ .
One may argue that it is more reasonable to bound 〈f1, . . . , fk〉µ in terms of
e.g. the ℓk norms of the fi’s rather than the ℓ2 norms. We do not know of any
counterexample to such a strengthening of Question 5.1.
5.3 A partial solution to Question 5.1 by Hamed Hatami
We were recently informed by Hamed Hatami (personal communication) that
Question 5.1 admits a positive answer in the case where µ is the support of
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(L1, . . . , Lk) where the Li are distinct linear forms over the same additive groups.
This follows since given a value of ǫ we may choose d large enough so that
‖f≥d1 ‖2 ≤ ǫ/2 so applying Cauchy-Schwartz yields that〈
f≥d1 , f2, . . . , fk
〉
µ
≤ ǫ/2.
On the other hand applying the Gowers-Cauchy-Schwartz inequality using the
fact that f2, . . . , fk are bounded one can obtain:〈
f<d1 , f2, . . . , fk
〉
µ
≤ ‖f<d1 ‖Uk−1 ,
Thus choosing δ(ǫ, d) sufficiently small and using the main result of the paper
we obtain that the last quantity is at most ǫ/2.
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