This paper describes the design of a unit selection speech synthesis system for Fon language, a tonal language spoken in Benin. It shows the approach that is used to deal with a text written in Fon language, with steps such as the use of letter-tosound rules, phonetic and post lexical rules for automatic phonetic transcription of input text. We provide an overview of the implementation of the modules of the system in Java programming language and the various stages of building a synthetic voice in Fon using Festival, a text-to-speech system. The unit selection algorithm used is Multisyn. The results of tests are also discussed.
Introduction
Minority languages of the world are under increasing pressure from the major languages. According to Nettle and Romaine 1 quoted by Jens Allwood and A. P. Hendrikse 2 , about half of the approximately 6000 languages spoken in the world today will be extinct by the end of the century because 90% of the world's population speaks the 100 most-used languages. Even though some minority languages have been researched linguistically, the vast majority do not yet possess basic computational resources. Over the last few years, minority and small languages have attracted considerable attention. Projects aiming at standardization and linguistic normalization have been initiated to promote usage of these languages and contribute to their survival. The number of web-pages in minority languages is in a constant rise, and there exist many workshops and scientific conferences devoted to minority languages.
Fon language 3 is one of the main languages spoken in the Republic of Benin. It is also moderately used in the southern areas of Togo and Nigeria. It is an analytic language with an SVO (subject-verb-object) basic word order. It presents a wide dialectal distribution. This dialectal variety entails phonetic, phonological, and morphological differences. It has been the subject of various phonological, lexical, syntactic and linguistic studies [4] [5] . The Fon language is used by the media i.e. the Press, Radio and Television. The Fon language occupies a privileged place within the Department of Linguistics at the University of Abomey-Calavi in the Republic of Benin. In addition, there are many organizations with dedicated web page for Fon language. The purpose of the Journal of West African Languages 6 is to publish scientific articles of interest in all aspects of language and linguistics that are relevant to the area of West Africa, which may be defined as Sub-Saharan Africa, extending into Central Africa. Ethnologue 7 is a reference work cataloging all of the world's known living languages. It is compiled and published by SIL International 8 , a nonprofit organization committed to serving ethnolinguistic minority communities worldwide and building capacity for sustainable language-based development by means of research, translation, training and materials development. SIL provides various keyboards for typing in IPA (International Phonetic Alphabet) data. Solutions for Windows, Linux and Mac OS X are available.
Although there are some web sites with linguistics resources for its promotion, the Fon language still has no computational linguistic resources (such as text and speech corpora). The work presented in this paper deals with the realization of a speech synthesis system for the language, using the unit selection approach. The system has been developed in Java programming language. Speech synthesis is a key element of sustainable language-based development and it can serve as a tool for research, information, and education.
The rest of the paper is organized as follows: Section 2 gives an overview of TTS (Text To Speech) systems. Section 3 describes Fon language scripts (syllable structure, phones, etc.). Section 4 makes an overview of the system implementation and the details of the main parts of the system are given in sections 5, 6 and 7. Section 8 presents the tests conducted on the system to evaluate the quality of the synthesizer. Discussion and conclusion are dealt with in section 9 and 10 respectively.
Overview of TTS systems
The goal of speech synthesis is to automatically generate artificial speech waveforms from another data format. Especially, a TTS synthesizer is a computer-based system that should be able to read any text aloud. The main components of a TTS are 9 :
an NLP (Natural Language Processing) module responsible for the production of the phonetic transcription of an input text and, in some cases, the generation of prosody (intonation, duration, intensity or power); a DSP (Digital Signal Processing) module, which converts the data output from the NLP module into speech.
There are two main approaches to speech synthesizers: the rule-based and data-driven methods. The rulebased speech synthesis approach aims at re-creating the same sounds as those created by human speech system in modeling the human speech production system. In contrast, data-driven synthesizers generate a speech by arranging in a specific order, various segments of prerecorded speech. One of the most used types of datadriven method is the unit selection approach [10] [11] . It can be achieved by concatenating the speech audio signal from various units selected from a large database of speech spoken by a single speaker. With a database containing a wide range of units of speech having various contexts, prosodic and spectral characteristics, it can synthesize an utterance that would seem more close to human speech.
TTS system is the subject of study for many researchers in the field of natural language processing. It has been built for some African languages and the most used technique is the unit selection that has been applied for Swahili 12 and Amharic 13 . In the case of Yoruba, different approaches have been experimented [14] [15] . As of our knowledge, we do not have any TTS system for the Fon language. The work presented in this paper is the first in its style about Fon processing. It attempts to build a TTS system for the Fon language.
Fon language
Fon is a tonal language and it has several dialects such as Kpasse, Agbome, etc. For its transcription, the Latin alphabet (Latin script) is used with some symbols of the International Phonetic Alphabet (IPA). This paper studies the Agbome dialect using the work of Akoha 4 as basis.
Fon language phoneset
Fon language is characterized by a set of consonants and vowels. Its orthography is close to its pronunciation. Fon language is composed of 21 simple consonants and 3 digraphs. The consonant system is presented as shown in Table 1 . 
Labial Apical Dorsal Alveolar Labio-velar Velar Uvular
voiced ORAL
The vowel system of Fon language distinguishes 7 oral vowels with 4 degrees of aperture, and 5 nasal vowels with 3 degrees of aperture. Tables 2 and 3 list respectively the oral vowels and the nasal vowels with their height. Fon language does not know the opposition long/short vowel and a vowel is always assigned a tone. Fon uses 4 tones. The tone defines how a vowel must be read. Then, each vowel has the ability to be read in 4 different ways. For the vowel i for example we have the following cases: a low tone (ì), a mid-tone (ī), a high tone (í) and a risen (low-high) tone (ĭ). Tones are very important for the intelligibility of the message and the prosody. A misplaced tone can literally change the meaning of a sentence. The mark for the mid-tone is optional. Examples of different use of the vowel i are given in table 4: 
Fon language syllable structure
Syllables in Fon language are of the form vowel or nasal (V) or one consonant followed by a vowel (CV). Then, in Fon language, words can be of the following forms: monosyllabic words having the form V or CV Example: xó = "speech" disyllabic words of the form VCV, CVCV, CVV, VV Example: Mǎwù = "God" trisyllabic words of the forms VCVCV, CVCVCV, VCVV, CVCVV, CVVCV, etc. Example: toxomἑ = "in town" words with more than three syllables example: afúntúntún = "dust"
Fon language TTS System implementation
The core engine of our TTS system is composed of the NLP (Natural Language Processing) module and the DSP (Digital Signal Processing) module (Fig. 1 ). The NLP module implements a set of components whose role is the execution of one or more operations on a text to be synthesized in order to get the right phonetic transcription. The results of operations are transmitted to the DSP module which is responsible for the conversion of phonetic units into an audible utterance. The unit selection algorithm that we choose to use is Multisyn 11 . This algorithm offers a suitable, optimal, and less prone to errors and fast process for the selection of unit. The first implementation of Multisyn has been made as a module of Festival TTS System 16 . This system provides a wide range of tools for the annotation and the segmentation of unit selection database. Then we have created a voice under Festival using this algorithm. To exploit this voice in our application, we have written an implementation of Multisyn in Java programming language. Java is an object oriented programming language which offers suitable tools for the implementation of TTS System (management of audio devices, wide support for many audio formats, good management of all audio processes, etc.).
Thus, the work can be summarized as follows:
write an implementation of Multisyn in Java programming language; design a Fon language speech database using the implemented Multisyn unit selection algorithm under Festival; write various classes for managing the process of NLP and text normalization; write the classes which will have the role of concatenating the various segments of speech from the selected units and generating speech waveforms.
Implementation of NLP module

Segmentation
To segment a text, we have used punctuation. The punctuation marks used are the following: period (.), comma (,), semicolon (;), question mark (?), exclamation point (!), colon (:), claws ("). We also considered special characters such as newline, tabulation, etc.
Letter-To-Sound conversion process
Primarily, we have built a glossary of the most common words of Fon language. We have listed all monosyllabic words with their phonetic transcriptions. Then, for some of the most common disyllabic words, we have also defined the phonetic transcription. The same work is done for trisyllabic words. Then we have generated a set of disyllabic words with a meaning or not with their phonetic transcriptions. Finally, our lexicon contains 6825 different words.
An algorithm is used to perform the syllabification and the phonetic transcription of a given word. For each word, it searches for occurrence in a lexicon. If the search is not successful, it passes the word to syllabification and Letter-To-Sound rules process, which character after character identifies the different syllables of a word and their phonetic transcriptions. Then, the post lexical rules are applied on the phonetic transcription in order to take into account situations like nasalization, tone changing, vowels changing 4 .
A syllable in the Fon language consists of a vowel or a consonant followed by a vowel. So we used these definitions for determining a word's syllabic parts. The task is to traverse the word, character by character, searching for the sequences of characters that match the syllabic structure and retrieve the corresponding syllable. And after this, we move from syllable to phone.
Back-off rules
These rules are applied when a string contains characters that are not recognized. For example, if we get the letter "r" or the letter "q" which are not part of Fon language alphabet, we replace the "q" by "k" and the "r" is changed into "hl" if it's in initial position (at the beginning of a word), in "l" in intervocalic position. Otherwise the duration of the preceding vowel is increased. In case there are still other unrecognized characters, the system displays an error.
Implementation of the DSP module
After text normalizing and NLP processing, we uses the Multisyn unit selection algorithm to find suitable units. From the large database of units, the system selects the units that must serve to synthesize a target utterance. For the synthesis of a new utterance, a target utterance is created from the input text by the NLP module. This target utterance provides linguistic and prosodic specifications necessary for the selection of appropriate candidate units. Speech synthesis can then be modeled as a search problem which means finding the sequence of candidate units that best match the specifications of the target utterance. We use the Multisyn algorithm to find all candidates of the database that can be used to synthesize each target unit with an implementation of the Viterbi algorithm 17 to find the most suitable candidates. These searches are based on the use of target cost and join cost.
The target cost: Multisyn has a default method for calculating the target cost but offers the possibility to define another way to calculate it. In our case, we first choose the characteristics of the target which will be considered in the calculation. These characteristics must be clearly available for the target utterance but also for the candidate units of the database. The method proposed by Multisyn uses, as main characteristics, stress and position of the phoneme in the sentence. Fon language is a tonal language, so it uses tone instead of stress to differentiate the meaning of a word. We then defined our own method of calculating target cost as described in table 5. The join cost: The default join cost uses three equally weighted sub-components: fundamental frequency (f 0 ), energy and spectral mismatches. Spectral mismatch is estimated by calculating the Euclidean distance between two vectors of 12 MFCCs (Mel-Frequency Cepstral Coefficients) from either side of a potential join point 11 . In addition, we calculate the distance between the fundamental frequency at the concatenation point between the two units concerned. The same calculation is done for energy. The join cost is the weighted average of these three values. MFCCs vector, the value of the fundamental frequency and the energy of each unit of the database are calculated during the segmentation of the voice. At the end of the selection of units, we obtain a set of diphones, and the corresponding part of the audio signal of the database. Then, we collect the audio samples together in a specific order and we give the specification of the WAVE format that will be used to read the audio sample and transmit this sample to an audio device or write it in an audio WAVE file. To make the synthesis process faster, we saved all the files generated by the segmentation and labeling of the speech database in a single file by category (labeling files, pitch mark files and coefficients files). The file is loaded once at the start of the application. For the back-off rules, we define a file containing on each line the following:
the phoneme to be backed off the list of the possible replacement phonemes
Design and recording of the speech database
One of the most important parts of this process is the collection of data. We had a data collection on various websites like "ABLODE" 18 . These websites contain thousands of Fon language sentences and hundreds of audio recorded in good conditions. We also obtained data from various books such as "Ecrire et Lire le Fon" 19 , and from educational materials written by various NGOs in Benin.
To ensure that our corpus covers most of the possible contexts and contains all possible diphones of Fon language, we also automatically generated all possible combinations of two phonemes. We then determined the phonetic transcription and normalize this corpus.
Then, we get a phonetically balanced corpus by selecting utterance that allows us to have a large coverage of Fon language phones and diphones. This is essentially to ensure that all possible diphones can be found both in the corpus in a number, if possible, of equal occurrences with different phonetic contexts. After selection, we get a set of 513 sentences containing 3991 distinct diphones. This set of 513 sentences is our database. Then we recorded the sentences with a microphone and a personal computer in a quiet environment and edited the recorded data with sound editing software (Audacity 20 ) in the aims of removing noise. The segmentation and annotation of a voice means defining for each audio file, the corresponding sequence of phonemes (with information like duration and position of each phoneme), calculating acoustic and spectral coefficients like MFCCs, the fundamental frequency of each frame, the energy of each frame, etc.
The alignment of the phoneme sequence was done automatically with the HTS/HTK tool 21 . For the calculation of acoustic parameters, we have used various scripts of HTS/HTK, Festival/Festvox and Multisynbuild (an external module of Festival used to annotate a voice for Multisyn unit selection algorithm).
Results
To evaluate the quality of the speech synthesis system, we conducted two listening tests. The first test aims at evaluating the intelligibility and the naturalness of individual synthesized words and the second test was to evaluate the intelligibility and the naturalness of synthesized sentences.
First test
The first listening test is based on 1000 selected words: 509 monosyllabic words, 312 two syllabics words and 179 words having more than two syllables. Results are given in table 6. The corresponding average Word Error Rate is 9.2%.
Second test
We have conducted perceptual tests which are related to scoring the quality and the intelligibility of the generated speech by 10 native speakers of the language. All the selected persons are 18 to 30 years old in age. Each of them had listened to 15 sentences and given a ranked mark. The measure of quality is based on the categorization of the sentences by giving marks that are listed in Table 7 . The results of the test are shown in Table 8 . 
Discussion
This TTS system we have built for the Fon language shows it's capability to synthesis utterance. For the tests made on the prototype, the average score of the system is 2.79 which is categorized as Good (Table 7) . Then we have an acceptable intelligibility and quality of speech. This result is close to the similar work done on Amharic 13 . There are several unsupported characters that are not in the alphabet of Fon language. Then, we had to extend the set of accepted characters by adding characters like (r, q, etc.). The grapheme-to-phoneme converter generally offers good results. But these rules do not take into account all cases. Back-off rules try to manage the unrecognized characters.
In future work, we propose the use of a larger phonetically balanced corpus, improving LTS (Letter-To-Sound) rules, recording the speech corpus in a professional studio with the choice of an adapted speaker, the manual segmentation and labeling of the database. Research should be also conducted on the prosodic generation for the creation of a module to be integrated into this system. The approach developed in this paper can be adapted for other local languages without major modifications.
Conclusion
This work has given an account of the Fon TTS system we have built. It has discussed the analysis, design, achievements, and has pointed out some fundamental issues encountered in its development, and suggestions for extensions to achieve a complete TTS system. From a text written in Fon language, the system can output a voice like a man reading aloud the input text. The methodology designed in this work for the Fon language can be applied with minor modification to other languages of Benin. The result achieved is close to those obtained with some African languages like Amharic and Swahili. The speech synthesizer we have built can be useful for education, promotion of the language, and handicapped persons e.g. visual disabilities.
