The study of the combinatorial properties of strings of symbols from a finite alphabet (also referred to as words) is profoundly connected to numerous fields such as biology, computer science, mathematics, and physics. Research in combinatorics on words goes back roughly a century. There is a renewed interest in combinatorics on words as a result of emerging new application areas such as molecular biology. Partial words were recently introduced in this context. The motivation behind the notion of a partial word is the comparison of genes (or proteins). Alignment of two genes (or two proteins) can be viewed as a construction of partial words that are said to be compatible. While a word can be described by a total function, a partial word can be described by a partial function. More precisely, a partial word of length n over a finite alphabet A is a partial function from {1, . . . , n} into A. Elements of {1, . . . , n} without an image are called holes. A word is just a partial word without holes. The notion of period of a word is central in combinatorics on words. In the case of partial words, there are two notions: one is that of period, the other is that of local period. This paper extends to partial words with one hole the well known result of Guibas and Odlyzko which states that for every word u, there exists a word v of same length as u over the alphabet {0, 1} such that the set of all periods of u coincides with the set of all periods of v. Our result states that for every partial word u with one hole, there exists a partial word v of same length as u with at most one hole over the alphabet {0, 1} such that the set of all periods of u coincides with the set of all periods of v and the set of all local periods of u coincides with the set of all local periods of v. To prove our result, we use the technique of Halava, Harju and Ilie which they used * This material is based upon work supported by the National Science Foundation under Grants CCR-9700228 and CCR-0207673. A Research Assignment from the University of North Carolina at Greensboro is gratefully acknowledged. I thank Phuongchi Thi Le for very valuable comments and suggestions. She received a research assistantship from the University of North Carolina at Greensboro to work with me on this project. 1 to characterize constructively the set of periods of a given word. As a consequence of our constructive proof, we obtain a linear time algorithm which, given a partial word with one hole, computes a partial word with at most one hole over the alphabet {0, 1} with the same length and the same sets of periods and local periods. A World Wide Web server interface at http://www.uncg.edu/mat/AlgBin/ has been established for automated use of the program.
Introduction
The study of the combinatorial properties of strings of symbols from a finite alphabet, also referred to as words, is profoundly connected to numerous fields such as biology, computer science, mathematics, and physics.
Research in combinatorics on words goes back roughly a century [12, 13] . There is a renewed interest in combinatorics on words as a result of emerging new application areas such as molecular biology. Partial words were recently introduced by Berstel and Boasson [1] in this context. The motivation behind the notion of a partial word is the comparison of two genes (or two proteins). Alignment of two such strings can be viewed as a construction of two partial words that are said to be compatible in a sense that will be described in Section 2.2. While a word can be described by a total function, a partial word can be described by a partial function. More precisely, a partial word of length n over a finite alphabet A is a partial function from {1, . . . , n} into A. Elements of {1, . . . , n} without an image are called holes. A word is just a partial word without holes.
The notion of period of a word is central in combinatorics on words. There are many fundamental results on periods of words. Among them is the well known periodicity result of Fine and Wilf [8] which intuitively determines how far two periodic events have to match in order to guarantee a common period. This result was extended to partial words with one hole by Berstel and Boasson [1] . In our recent work [2, 4] , we extend this result further, with the exclusion of a few pathological cases, to partial words with an arbitrary number of holes.
Another fundamental result on periods of words is the well known and unexpected result of Guibas and Odlyzko [9] which states that the set of all periods of a word is independent of the alphabet size (alphabets with one symbol are excluded here). In other words, for every word u, there exists a word v over the alphabet {0, 1} such that u and v have the same length and the same set of periods.
In this paper, we extend Guibas and Odlyzko's result to partial words with one hole. We first review, in Section 2, basic properties of words and partial words, state, in Section 3, the fundamental periodicity result of Fine and Wilf as well as its extension to partial words with one hole, state, in Section 4, the periodicity result of Guibas and Odlyzko as well as Halava et al's algorithm for computing a binary word with the same length and the same set of periods as a given word, prove, in Section 5, our main result which states that the set of all periods and the set of all local periods of a partial word with one hole are independent of the alphabet size, and describe, in Section 6, a linear time algorithm that given a partial word u with one hole, computes a partial word v with at most one hole over the alphabet {0, 1} such that u and v have the same length, the same set of periods, and the same set of local periods.
Preliminaries
This section is devoted to reviewing basic concepts on words and partial words.
Words
For a detailed presentation of the matters discussed here, please refer to [6] or [11] .
Let A be a nonempty finite set, or an alphabet. Elements of A are called letters and finite sequences of letters of A are called words over A. The unique sequence of length 0, denoted by , is called the empty word. The set of all words over A of finite length (greater than or equal to 0) is denoted by A * . It is a monoid under the associative operation of concatenation or product of words ( serves as identity) and is referred to as the free monoid generated by A. Similarly, the set of all nonempty words over A is denoted by A + . It is a semigroup under the operation of concatenation of words and is referred to as the free semigroup generated by A.
A word of length n over A can be defined by a total function u : {1, . . . , n} → A and is usually represented as u = a 1 a 2 . . . a n with a i ∈ A (the length of u or n is denoted by |u|).
If u = a 1 . . . a n with a i ∈ A, then a period of u is a positive integer p such that a i = a i+p for 1 ≤ i ≤ n − p. The minimal period of u will be denoted by p(u).
For a word u, the powers of u are defined inductively by u 0 = and, for any n ≥ 1, u n = uu n−1 . A word u is primitive if there exists no word v such that u = v n with n ≥ 2.
Partial words
For a detailed presentation of the matters discussed here, please refer to [1] .
A partial word u of length n over A is a partial function u : {1, . . . , n} → A. For 1 ≤ i ≤ n, if u(i) is defined, then we say that i belongs to the domain of u (denoted by i ∈ D(u)), otherwise we say that i belongs to the set of holes of u (denoted by i ∈ H(u)). A word over A is a partial word over A with an empty set of holes (we will sometimes refer to words as full words).
If u is a partial word of length n over A, then the companion of u (denoted by u ) is the total function u : {1, . . . , n} → A ∪ { } defined by
The bijectivity of the map u → u allows us to define for partial words concepts such as concatenation and powers in a trivial way. The symbol is viewed as a "do not know" 
(i) = u(i + p) whenever i, i + p ∈ D(u).
In such a case, we call u locally p-periodic. The partial word with companion abb bbcbb is locally 3-periodic but is not 3-periodic. The latter shows a difference between partial words and words since every locally p-periodic word is p-periodic. Another difference worth noting is the fact that even if the length of a partial word u is a multiple of a local period of u, then u is not necessarily a power of a shorter partial word. We will denote by p(u) the minimal period of u and by p (u) the minimal local period of u. The set of all periods of u will be denoted by P(u) and the set of all local periods of u will be denoted by P (u). Note that, for any partial word u, P(u) = ∅, since |u| ∈ P(u) (a similar statement holds for P (u)).
If u and v are two partial words of equal length, then u is said to be contained in v,
partial words is obtained when we let < a and a ≤ a for all a ∈ A. The partial words u and We can extend the notion of a word being primitive to a partial word being primitive as follows: A partial word u is primitive if there exists no word v such that u ⊂ v n with n ≥ 2.
We end this section with a construction of a word of length n from a given word u of length n over the alphabet A ∪ { }. Let S be a subset of {1, . . . , n} and a ∈ A ∪ { }. We define the word u(S, a) as follows:
As an example, consider the word u = abb cbba over the alphabet {a, b, c, }. We can see that
If S is the singleton set {s}, then we will sometimes abbreviate
u(S, a) by u(s, a).

Fine and Wilf 's periodicity result
In this section, we review Fine and Wilf's periodicity result as well as its extension to partial words with one hole.
The fundamental periodicity result of Fine and Wilf can be stated as follows. In our recent paper [4] , we extend Theorem 2 to partial words with two or three holes.
The strenghtening to an arbitrary number of holes is done in our paper [2] .
Guibas and Odlyzko's periodicity result
In the next section, we characterize the periods and local periods of partial words with one hole (see Theorem 4). This is done by extending to partial words with one hole the following result of Guibas and Odlyzko.
Theorem 3 (Guibas and Odlyzko [9] ) For every word u over an alphabet A, there exists a word v of length |u| over the alphabet {0, 1} such that
The proof given by Guibas and Odlyzko of Theorem 3 uses properties of correlation and is somewhat complicated. In [10] , Halava et al give an elementary short constructive proof for this result. As a consequence, a linear time algorithm (Algorithm 1) is described which, given a word, computes a word over the alphabet {0, 1} with the same length and the same periods.
Halava et al's algorithm is based on the following properties of words (among others). 
Our main result
In this section, we extend Theorem 3 to partial words with one hole. We prove that for every partial word u with one hole over an alphabet A, there exists a partial word v of length |u| with at most one hole over the alphabet {0, 1} such that P(v) = P(u) and P (v) = P (u) (Theorem 4). If u = a bc, then P(u) = P (u) = {4}. It is easily seen that no partial word v with one hole over {0, 1} satisfies the desired properties, but the full word 0111 does. In the sequel,0 denotes 1 and1 denotes 0.
Our first step in characterizing the set of periods and local periods of a partial word with one hole is to extend to partial words with one hole the properties of words and periods needed in Halava et al's proof.
The following lemma gives the structure of the set of local periods of a partial word u with one hole. 
As a consequence, if p (u) ≤ |u|/2, then P (u) can be partitioned into two sets: the first set including p (u) and its multiples and the second set including all the local periods greater than |u| − p (u). Here |v| = |w|. Since v ends with 0 and w with 1, put v = x0 and w = y1. We get u ⊂ x0x and u ⊂ y1y with |x| = |y|. We conclude that u = x x where x = y, a contradiction. 
Proof. Let u be a partial word with one hole over A with minimal local period p (u). Then
Case 1. There exists 1 ≤ i ≤ k such that the hole is in w i .
In this case,
Here we get the situation described in Statement 1.
Case 2. There exists 1 ≤ i ≤ k + 1 such that the hole is in v i .
In this case, w 1 = w 2 = · · · = w k = w for some nonempty w (if w is empty, then
and u has local period |v k+1 | < p (u) contradicting the fact that p (u) is the minimal local period of u).
Here we get the situation described in Statement 2. 
Then q ∈ P(u) if and only if q ∈ P (u). Moreover, q ∈ P (u) if and only if the following three conditions hold: Lemma 7(2) with k > 1, and let q be such that |u| − p (u) < q < |u|. i. r ∈ P (v i wv i+1 ).
Let u be as in
ii 
ii
Proof. We first prove Statement 1. For any 0 < j ≤ |u| − q = p (u) + |v| − r, we have
The latter implies that q ∈ P (u) if and only if Conditions (a)-(c) hold. To see this, first let us assume that q ∈ P (u) and let j, j + r ∈ D(vw i v). We
Condition (a) holds, and so
We now prove Statement 2. For any 0
The proof is similar to that of Statement 1.
2
Our algorithm 2, that will be described fully in Section 6, works as follows: Let A be an alphabet not containing the special symbol 2. Given as input a partial word u with one hole over A where H(u) = {h}, Algorithm 2 computes a triple
Bin (u) is a partial word of length |u| over the alphabet {0, 1} such that Bin (u) does not begin with 1, H(Bin (u)) ⊆ {h}, where P(Bin (u)) = P(u) and P (Bin (u)) = P (u), and where
In particular, T ( ) = [0, 2, 2], and if a ∈
A and k > 1, then T ( a k−1 ) = [0 k , 2, a]. Moreover, if P(u) = P (u), then H(Bin (u)) = {h} and α u = u(h − p (u)) = u(h + p (u)) = β u . Also, if α u = 2 and β u = 2, then H(Bin (u)) = {h}.
Lemma 9 Let u be as in Lemma 7(1) with k = 1. Assume that Bin(v) begins with 0. For
Proof. Put w 1 = w. Obviously, P (u ) = P(u ), and P (u) = P(u) holds since every local period of u is greater than or equal to p (u). Clearly,
and all periods q of u satisfy
that there exists q ∈ P(u ) \ P(u) and also that q is minimal with this property. Either 
If β = 2, then define d as follows:
is of the form z z for some z, then let c =d.
, for the binary partial word
Proof. We first prove Statement 1. There exists c ∈ {0, 1} such that Bin(v 2 )1 |w|−1 c is primitive by Lemma 2. The equality P (u) = P(u) holds since every local period of u is greater than or equal to p (u), and the equality P (u ) = P(u ) holds trivially.
To see that P(u) ⊆ P(u ), first note that P(Bin(v 2 )) = P(v 2 ), and all periods q of u
r is a period of v 2 and hence of Bin(v 2 ), and so q ∈ P(u ).
Assume then that there exists q ∈ P(u ) \ P(u) and also that q is minimal with this 
. By putting q = p (u) + r where r > 0, we get that r is a period of Bin(v 2 ) and hence of v 2 . Therefore q ∈ P(u). is not of the form z z. Now, the equality P (u) = P(u) holds since every local period of u is greater than or equal to p (u). To see that P (u ) = P(u ), first we note that the inclusion P(u ) ⊆ P (u )
by Theorem 2, gcd(p (u ), q) ∈ P(u ) and so gcd(p (u ), q) ∈ P (u ). By the minimality of p (u ), we have gcd(p (u ), q) = p (u ), and therefore p (u ) divides q, which implies q ∈ P(u )
put q = p (u) + r where r > 0.
• If r ≥ h, then r is a period of v 1 and hence of Bin (v 1 ). In this case, q ∈ P(u ).
• If r < h, then r is a local period of v 1 and hence of Bin (v 1 ). Here α = 2 since
, and so q ∈ P(u ).
where r > 0, we get that r is a local period of Bin (v 1 ) and hence of v 1 . If r ≥ h, then
We have Bin (
and q ∈ P(u).
We 
is the minimal local period of v 1 , we get that gcd(p (v 1 ),
is a letter, and x 1 is a word. We consider the case where |w| = 1 and then the case where
In either case, u satisfies the required properties. If |w| > 1, then |x 1 | ≥ |w|. Put w = w 1 f and
where f is a letter, x 2 is a nonempty word, and w 1 , w 2 are words of length |w| − 1.
for some z 2 . In either case, u satisfies the required properties. 2
Lemma 11
Let u be as in Lemma 7(2) with k = 1. Assume that v 1 = xay and v 2 = x y.
, for the binary word
If α = 2, then define d as follows:
Proof. We first prove Statement 1. There exists c ∈ {0, 1} such that Bin(v 1 )1 |w|−1 c is primitive by Lemma 2. The equality P (u) = P(u) holds since every local period of u is greater than or equal to p (u), and the equality P (u ) = P(u ) holds trivially.
To see that P(u) ⊆ P(u ), first note that P(Bin(v 1 )) = P(v 1 ), and all periods q of u
In this case, r is a period of v 1 and hence of Bin(v 1 ), and so q ∈ P(u ).
Assume then that there exists q ∈ P(u ) \ P(u) and also that q is minimal with this and q > p (u) since p (u) ∈ P(u ) \ P(u). By putting q = p (u) + r where r > 0, we get that r is a period of Bin(v 1 ) and hence of v 1 . Therefore q ∈ P(u).
We now prove Statement 2 when Bin (v 2 ) has a hole (when Bin (v 2 ) is full, we have that β = 2 and the proof is simpler). Note that Bin (v 2 )(h, d) begins with 0 (otherwise, h = 1 and α = 2). Note also that in the case where Bin (v 2 ) = 0 |x| 1 |y| , we have that
As in the proof of Lemma 10, P (u) = P(u) and P (u ) = P(u ). To see that P(u) ⊆ P(u ), first note that all periods q of u satisfy
Clearly p (u) ∈ P(u) and p (u) ∈ P(u ). So put q = p (u) + r with r > 0. We get that r is a local period of v 2 and hence r is a local period of Bin (v 2 ). We consider the case where h + r > |v 2 |, and then the case where
To see that P(u ) ⊆ P(u), assume that there exists q ∈ P(u ) \ P(u) and also that q is minimal with this property. Either q < |v 1 | or We get that r is a local period of Bin (v 2 ) and hence of Then P (u ) = P(u ) = P(u) = P (u), for the binary partial word
where d is defined as follows: Then P (u ) = P(u ) = P(u) = P (u), for the binary partial word
Assume that
i = k.
Then P (u ) = P(u ) = P(u) = P (u), for the binary partial word
where d is defined as follows: 
Assume that 1 < i < k and a = b. (a) If α = 2 and β = 2, then put Bin(vw k v) = v w v where |v | = |v| and |w | = |w k |, and put d = (v w )(h). Then P(u ) = P(u) and P (u ) = P (u), for the binary partial word
where d is defined as follows:
Proof. First, let us show that P (u) = P(u) for Statements 1, 2 and 3. The inclusion
P(u) ⊆ P (u) clearly holds. So let q ∈ P (u). If q ≤ |u| − p (u), then q is a multiple of p (u) by Lemma 5. In this case, since p (u) ∈ P(u), also q ∈ P(u). If q > |u| − p (u), then clearly q ∈ P(u).
Now, let us show that P(u ) = P(u). Obviously, |u| ∈ P(u) and |u| ∈ P(u ).
First, consider q with q ≤ |u|−p (u). If q ∈ P(u), then Lemma 5 gives that q is a multiple of p (u), and therefore q ∈ {p (u), 2p (u), . . . , (k − 1)p (u)}. For Statements 1, 2 and 3 we get q ∈ P(u ) since p (u) ∈ P(u ), and for Statement 4 it is impossible. On the other hand, assume that q ∈ P(u ). Now, |u | = |u| ≥ p (u) + q, and thus, by Theorem 1 or Theorem 2,
gcd(p (u), q) ∈ P(u ). For Statement 1(a), since p (u) = |v w | is a multiple of gcd(p (u), q), we get that gcd(p (u), q) is a period of v w v and hence of vw k v. So gcd(p (u), q) ∈ P(u) and since q is a multiple of gcd(p (u), q), we also get q ∈ P(u). For Statement 1(c), we have that v w v has a hole and that gcd(p (u), q) is a period of (v w )(h,d)v . We get that gcd(p (u), q)
is a period of vw k v and q ∈ P(u) as above. Statement 2 is handled similarly as Statement We get gcd(p (u), q) = p (u) which is impossible.
Second, consider q with |u| − p (u) < q < |u|, and put q = (k − 1)p (u) + r where
|v| < r < p (u) + |v|. For Statement 3, q ∈ P(u) if and only if r ∈ P(vw 1 v) if and only if r ∈ P(v w v ) if and only if q ∈ P(u ).
We now prove that q ∈ P(u) if and only if q ∈ P(u ) for Statement 1 (this is proved similarly for Statement 2). For Statement 1(a), q ∈ P(u) if and only if r ∈ P(vw k v) if and only if r ∈ P(v w v ) if and only if q ∈ P(u ). For Statements 1(b) and 1(c), if q ∈ P(u), then the conditions of Lemma 8(1)(a)(c) hold. Here r ∈ P (vw i v) by Lemma 8(1)(a). We consider the following two cases:
Case 1. r < h.
We have |v| < r < h and so x = (otherwise |vx| < r < h which is impossible since
contradiction). By Lemma 5, r is a multiple of p (vw i v). Since i = k, we have (vw i v)(h − r) = b by Lemma 8(1)(c) and so
) and q ∈ P(u ) by Lemma 8(1).
Case 2. r ≥ h.
For Statement 1(b), we have r ∈ P(v w v ). We conclude that r ∈ P ((v w )(h, )v ) and q ∈ P(u ). For Statement 1(c), we have r ∈ P (v w v ) and the result follows by Lemma 8(1).
The cases r ≥ h and r < h are handled similarly as above in order to show that if q ∈ P(u ) then q ∈ P(u). Note that for Statement 1(b), we have that r ∈ P ((v w )(h, )v ). If v w v has a hole, we get r ∈ P (v w v ) = P (vw i v). If v w v is full, then r ∈ P((v w )(h, d)v ). So r ∈ P(v w v ) by the definition of d. Hence r ∈ P (vw i v). For Statement 1(c), we have that r ∈ P (v w v ) = P (vw i v).
For Statement 4, we first show that if q ∈ P(u) then q ∈ P(u ). We have |v| < r < h and so x = (otherwise |vx| < r < h which is impossible since
For Statement 4(a), we get that r is a period of vw k v and hence of
Case 6. h + r ≤ |vw i v| and r < h.
We have |v| < r < h and so x = (otherwise |vx| < r < h which is impossible since 
Case 8. h + r > |vw i v| and r < h and |vw i v| < p (vw i v) + r.
Here
Since i = k, we have (vw i v)(h − r) = b by Lemma 8(1)(c). For Statement 4(a), we get that r is a period of vw k v and hence of (v w )(h,d)v = v w v , and so ((v w )(h, )v )(h
− r) = (v w v )(h − r) = (v w v )(h) =d.
We show similarly that if q ∈ P(u ) then q ∈ P(u). Note that for Statement 4(a), we have that r ∈ P ((v w )(h, )v ) and also r ∈ P((v w )(h,d)v ) = P(v w v ). It follows that r ∈ P(vw k v) and r ∈ P (vw i v). For Statement 4(b), we have that r ∈ P ((v w )(h, )v ) and also r ∈ P((v w )(h, d)v ) = P(v w v ). It follows that r ∈ P(vw 1 v) and r ∈ P (vw i v). For Statement 4(c) when v w v has a hole, we have that r ∈ P ((v w )(h, )v ) = P (v w v ) = P (vw i v). When v w v has no hole, we have that α = 2. In this case, if β = 2, then r ∈ P ((v w )(h, )v ) and r ∈ P((v w )(h, 0)v ) and r ∈ P((v w )(h, 1)v ), and so r ∈ P(v w v ) and r ∈ P (vw i v). If β = 2, then r ∈ P ((v w )(h, )v ) and r ∈ P((v w )(h, d)v ). So r ∈ P(v w v ) by the definition of d. Hence r ∈ P (vw i v).
Last, let us show that P (u ) = P (u). Obviously, |u| ∈ P (u) and |u| ∈ P (u ). Note that
Consider q with q ≤ |u| − p (u). If q ∈ P (u), then Lemma 5 gives that q is a multiple of p (u), and therefore q ∈ {p (u), 2p (u), . . . , (k − 1)p (u)}. We get q ∈ P (u ) (for Statement 4, we get q = p (u)). On the other hand, if q ∈ P (u ), then |u | = |u| ≥ p (u) + q, and thus, by Theorem 1 or Theorem 2, gcd(p (u), q) ∈ P(u ). Since P(u ) = P(u) ⊆ P (u), we get that gcd(p (u), q) ∈ P (u). By the minimality of p (u), we have gcd(p (u), q) = p (u), and therefore p (u) divides q. We get q ∈ P (u) (for Statement 4, we get q = p (u)). Now, consider q with |u| − p (u) < q < |u|, and put q = (k − 1)p (u) + r where |v| < r < p (u)+|v|. We show that P (u) ⊆ P (u ) (the inclusion P (u ) ⊆ P (u) is proved similarly). If q ∈ P (u), then q ∈ P(u). Since P(u) = P(u ), we get that q ∈ P(u ) and hence q ∈ P (u ).
2
Lemma 13 Let u be as in Lemma 7(2) with k > 1.
Assume that
Then P (u ) = P(u ) = P(u) = P (u), for the binary partial word
Then P (u ) = P(u ) = P(u) = P (u), for the binary partial word and P (u ) = P (u), for the binary partial word 
Proof. For Statements 1, 2, and 3, the equality P (u) = P(u) is proved as in Lemma 12.
For Statements 1, 2, 3, and 4, the equality P (u ) = P (u) follows as in Lemma 12 once the equality P(u ) = P(u) is proved.
First, let us show the equality P(u ) = P(u) for Statement 2 (Statement 1 is similar but uses Lemma 8(2)(a) instead of Lemma 8(2)(b)). The case where q ∈ P(u) with q ≤ |u|−p (u)
is proved as in Lemma 12. The case where q ∈ P(u ) with q ≤ |u| − p (u) is proved as follows.
We have |u | = |u| ≥ p (u) + q, and thus, by Theorem 1 or Theorem 2, gcd(p (u), q) ∈ P(u ). The case where q ∈ P(u) with |u| − p (u) < q < |u| is proved as follows (we show similarly the case where q ∈ P(u ) with |u| − p (u) < q < |u|). Here q = (k − 1)p (u) + r with |v i | < r < p (u) + |v i |. For Statement 3(a), the two conditions of Lemma 8(2)(b) hold.
Here r ∈ P (v i−1 wv i ) and hence r ∈ P (v w v ) and r ∈ P (v w v (h, )).
We consider the case where r = p (u), the case where r > p (u), and then the case where
For Statement 3(b), the two conditions of Lemma 8(2)(a) hold. Here r ∈ P (v i wv i+1 ) and hence r ∈ P (v w v ) and
We consider the case where r = p (u), the case where r > p (u), and then the case where r <
, and 
and so 
, and P (v) = P (u).
Proof. The proof is by induction on |u|. For |u| ≤ 3, the result is obvious. Assume that the result holds for all partial words with one hole of length less than or equal to n ≥ 3.
First, assume that u is as in Lemma 7 (1) 
The partial word
where d = v (h) satisfies the desired properties. In particular, u begins with 0 since h = 1 and v begins with 0. 2
Our algorithm
We now describe our algorithm. where P(Bin (u)) = P(u) and P (Bin (u)) = P (u), and where
If p (u) = |u|, then find partial words satisfying Lemma 7(1) 
and output
ii. If i = k, then do one of the following: 
and output 
(b)(iii)(A).
The correcteness of our algorithm follows from the proof of Theorem 4. We now consider the complexity of our algorithm.
Theorem 5 Algorithm 2 runs in linear time and therefore is optimal.
Proof. Let us first compute the complexity of the main functions of Algorithm 2.
• Compute the minimal local period: Let us consider finding the minimal local period of a partial word with one hole. Halava, Harju and Ilie [10] showed how a linear pattern matching algorithm can be easily adapted to compute the minimal period of a given Thus, the computing of p (u) can be performed in linear time.
• • Test for primitivity: It is well known that primitivity can be tested in linear time for binary full words [6] . Indeed, a word u is primitive if and only if u 2 = xuy implies that either x = or y = . This part of the algorithm needs to be altered slightly to handle binary partial words with one hole. By far the easiest approach would be to substitute the hole with a 0 and test the new binary full word for primitivity as above. If the new word is primitive, then substitute the hole for 1 and test this new word for primitivity.
If both words are primitive, then the binary partial word with one hole is primitive, otherwise it is not. This change in the algorithm increases the time complexity by at most a constant factor. 
