University of Texas at El Paso

ScholarWorks@UTEP
Departmental Technical Reports (CS)

Computer Science

6-2013

Space-Time Assumptions Behind NP-Hardness of Propositional
Satisfiability
Olga Kosheleva
The University of Texas at El Paso, olgak@utep.edu

Vladik Kreinovich
The University of Texas at El Paso, vladik@utep.edu

Follow this and additional works at: https://scholarworks.utep.edu/cs_techrep
Part of the Computer Sciences Commons

Comments:
Technical Report: UTEP-CS-12-44a
Recommended Citation
Kosheleva, Olga and Kreinovich, Vladik, "Space-Time Assumptions Behind NP-Hardness of Propositional
Satisfiability" (2013). Departmental Technical Reports (CS). 769.
https://scholarworks.utep.edu/cs_techrep/769

This Article is brought to you for free and open access by the Computer Science at ScholarWorks@UTEP. It has
been accepted for inclusion in Departmental Technical Reports (CS) by an authorized administrator of
ScholarWorks@UTEP. For more information, please contact lweber@utep.edu.

Space-Time Assumptions Behind NP-Hardness of
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Olga Kosheleva and Vladik Kreinovich
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500 W. University, El Paso, TX 79968, USA
olgak@utep.edu, vladik@utep.edu
Abstract
For some problems, we know feasible algorithms for solving them.
Other computational problems (such as propositional satisﬁability) are
known to be NP-hard, which means that, unless P=NP (which most computer scientists believe to be impossible), no feasible algorithm is possible
for solving all possible instances of the corresponding problem. Most usual
proofs of NP-hardness, however, use Turing machine – a very simpliﬁed
version of a computer – as a computation model. While Turing machine
has been convincingly shown to be adequate to describe what can be
computed in principle, it is much less intuitive that these oversimpliﬁed
machine are adequate for describing what can be computed eﬀectively;
while the corresponding adequacy results are known, they are not easy to
prove and are, thus, not usually included in the textbooks. To make the
NP-hardness result more intuitive and more convincing, we provide a new
proof in which, instead of a Turing machine, we use a generic computational device. This proof explicitly shows the assumptions about spacetime physics that underlie NP-hardness: that all velocities are bounded
by the speed of light, and that the volume of a sphere grows no more than
polynomially with radius. If one of these assumptions is violated, the
proof no longer applies; moreover, in such space-times we can potentially
solve the satisﬁability problem in polynomial time.

1

Formulation of the Problem

General problem. Which problems can be solved in feasible time and which
cannot? To answer this question, it is necessary to formally describe which
algorithms are feasible, what is a problem, and how can we know that a problem
cannot be solved by a feasible algorithm. Let us recall how this is done in theory
of computation; for details, see, e.g., [2, 4, 7].
Feasibility: a brief reminder. Many algorithms are feasible; for example,
most algorithms whose computation time is bounded by a square or a cube of
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the bit size n of the input are usually feasible.
However, some algorithms require, even for inputs of reasonable length, computation time which exceeds the lifetime of the Universe. For example, for problems for which we know that the bit size of the solution y does not exceed the
bit size len(x) of the input x, we can ﬁnd a solution by using exhaustive search,
def

i.e., by trying all possible words y of size len(y) ≤ n = len(x). However, even
for words in a binary 0-1 alphabet, this would require, in the worst case, trying
1 + 2 + . . . + 2n = 2n+1 − 1 possible words.
Even for reasonable-size inputs, of size n ≈ 1000, this would require 21000 ≈
300
10 computation steps. Even if each of ≈ 1090 elementary particles which form
the Universe serves as one of the parallel processors, each of these processors
would still need to perform 10200 computation steps: and even if we divide the
lifetime of the Universe to the smallest possible time quantum (the time during
which light passes through an elementary particle), we would still get no more
than ≈ 1040 computation steps. Thus, such exponential-time algorithms are
usually considered to be infeasible.
This observation prompts the usual deﬁnition of feasibility. For each algorithm A, let tA (x) denote the number of computation steps on input x. The
def

worst-case number of computation steps tw
A (n) = max{tA (x) : len(x) = n} on
all inputs x of size (length) n is known as the (worst-case) computational complexity of the algorithm A. In these terms, an algorithm is called feasible if and
only if it is polynomial-time, i.e., if there exists a polynomial P (n) for which
tw
A (n) ≤ P (n) for all n.
This deﬁnition is not perfect:
1000
• an algorithm with computational complexity tw
· n is
A (n) = 10
polynomial-time, but clearly not feasible;

• on the other hand, an algorithm with computational complexity tw
A (n) =
exp(10−9 · n) is practically feasible for all inputs of size ≤ 109 , but is is
not polynomial time.
However, the above deﬁnition is the best we have :-(
What is a problem. In a precisely formulated problem, it may be diﬃcult to
solve a problem, but it should be feasible to check whether a proposed candidate
for a solution is indeed a solution.
For example, in mathematics, the main problem is: given a statement x,
produce a detailed proof y of either the statement x or of its negation. Coming
up with a proof is often very diﬃcult, but once a detailed step-by-step proof is
produced, it is easy to check step-by-step whether each step is correct – even a
computer can do it provided that the proof is detailed enough. In this case, the
problem is: given x, ﬁnd y such that C(x, y) holds, where C(x, y) is a feasibly
computable predicate describing that y is a proof of x or of ¬x.
Of course, to be able to check the proof in reasonable time, we must also
require that length of this proof is feasible. Similarly to feasible time, it is
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reasonable to formalize this requirement by requesting that there exist a polynomial Pℓ (n) such that len(y) ≤ Pℓ (len(x)). Thus, a problem takes the following
form: given a word x, ﬁnd a word y such that C(x, y) and len(y) ≤ Pℓ (len(x))
– or produce a message that such a proof y is not possible.
Similarly, in physics, the main problem is: given the observation data x,
ﬁnd a law y that ﬁts all this data. Once a formula y is found, it is easy to
check, observation-by-observation, that all the observations x satisfy this formula; however, coming up with an appropriate formula is often very diﬃcult.
In this example, the limitation on the size of y is even more severe: namely, the
length of y must not exceed the length of x – if we do not make this requirement, then we can simply take the listing of all the observations as the desired
formula. In this case, len(y) ≤ len(x), i.e., len(y) ≤ Pℓ (len(x)) for Pℓ (n) = n.
In engineering, we are given speciﬁcations x, e.g., about a bridge, and we
need to ﬁnd a design y which satisﬁes all the speciﬁcations. Modern software
enables us to feasibly check whether a given design satisﬁes the desired speciﬁcations, but ﬁnding such a design is often diﬃcult. The design must be feasible
to implement, which means that we must have len(y) ≤ Pℓ (len(x)) for some
polynomial Pℓ (n).
In all these cases, we have a feasible algorithm C(x, y) and a polynomial
Pℓ (n), and our task is: given a word x, ﬁnd a word y for which C(x, y) and
len(y) ≤ Pℓ (len(x)) – or produce a message that such y is not possible. This
will be our general deﬁnition of a problem.
In this deﬁnition, once we have a guess y, it is feasible (i.e., requires polynomial time) to check whether this guess is a correct solution. In theoretical
computer science, computations with guesses are called non-deterministic. Because of this, such problems are called non-deterministic polynomial-time, or
NP, for short.
All problems from the class NP are algorithmically solvable: e.g.,
by exhaustive search. For each input x, the length of possible solution y is
bounded. Thus, we can, in principle, ﬁnd the solution y by applying exhaustive
search, i.e., by testing all possible words y of length len(y) ≤ Pℓ (len(x)).
Exhaustive search is not feasible. The problem with the exhaustive search
algorithm is that the corresponding computation time is proportional to the
number of possible words of a given length, and this number grows exponenP (len(x))
tially with the length of the input, as SAℓ
, where SA is the number of
possible symbols. We already know that such exponential-time algorithms are
not practically feasible.
Are feasible algorithms possible? Is P equal to NP? For some problems
from the class NP, there exists a feasible (polynomial-time) algorithm for solving
the corresponding problem. The class of such feasibly solvable problems is
denoted by P.
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It is not known whether all the problems from the class NP can be thus
solved, i.e., whether P=NP. This is a long-standing open problem. Most computer scientists believe that P̸=NP.
The notion of NP-hardness. While it is not known whether P is equal
to NP, it is known that some problems from the class NP are the hardest.
This “hardness” is described by the notion of reduction: if a problem A can be
reduced to problem A′ , this means that the problem A′ is at least as hard as
the problem A.
The notion of reduction can illustrated on the following simple example. A
usual way to solve an equation of the type a·x4 +b·x2 +c = 0 is to reduce it to the
problem A′ of solving the quadratic equation. For this reduction, we introduce
a new variable y = x2 ; in terms of this new variable, the original equation takes
the form a · y 2 + b · y + c = 0. We know how to solve the corresponding quadratic
√
equation; once we ﬁnd its solution, we can ﬁnd x as ± y. Thus, to solve a
particular case of the original problem A, we:
• form the corresponding particular case of the problem A′ ; we will denote
the corresponding algorithm by U1 ;
• solve this new particular case;
• use the solution to compute the solution to the original problem; we will
denote the corresponding algorithm by U3 .
Both algorithms U1 and U3 can be multiple-valued.
It is also important to make sure that in this manner, we can ﬁnd all solutions
to the original problem, i.e., that for every solution of the original problem, there
is a solution to the problem A′ from which this solution can be obtained (in our
case, y = x2 ); we will denote the corresponding algorithm by U2 .
In general, when we have two problems from the class NP, a problem A
described by a feasible property C(x, y) and a problem A′ described by a feasible
property C ′ (x′ , y ′ ), then we say that A is reducible to A′ if these exists three
feasible algorithms U1 , U2 , and U3 with the following properties:
• if C ′ (U1 (x), y ′ ), then C(x, U3 (y ′ ));
• if C(x, y), then C ′ (U1 (x), U2 (y)) and U3 (U2 (y)) = y (in the multiplevalued case, y ∈ U3 (U2 (y))).
The ﬁrst property means that if we start with an instance x of the problem A,
build the corresponding instance x′ = U1 (x) of the problem A′ , and a solution
y ′ to this new instance, then, by applying the algorithm U3 to this solution y ′ ,
we get a solution y = U3 (y ′ ) to the original problem.
The second property means that if y is any solution to the original problem,
then it can be obtained by applying the above procedure, when we use an
appropriate solution y ′ = U2 (y) to the corresponding instance x′ = U1 (x) of the
problem A′ .
4

We say that a problem P is NP-hard if it is as hard or harder than every
problem from the class NP, i.e., in precise terms, if every problem from the class
NP can be reduced to the problem P .
Propositional satisfiability: historically first example of an NP-hard
problem. The ﬁrst problem for which NP-hardness was proven was the problem of propositional satisfiability. In this problem, the input x is a propositional
formula, i.e., a formula which can be obtained by Boolean (“true”-“false”) variables z1 , . . . , zv by using propositional operations “or” (∨), “and” (&), and “not”
(¬). An example of a propositional formula is (z1 ∨ ¬z3 ¬z3 ) & (¬z1 ∨ z3 ). The
objective is to ﬁnd a tuple y = (z1 , . . . , zv ) of Boolean values for which the given
formula is true.
One can easily see that this is a problem from the class NP: if we have a
formula x and a Boolean tuple y, then checking whether x is true for these values
of zi takes linear (thus polynomial) time – hence the corresponding property
C(x, y) is feasible. The length of the tuple does not exceed the length of the
original formula, so here len(y) ≤ Pℓ (len(x)) for a simple polynomial Pℓ (n) = n.
NP-hardness has actually been proven for a special class of propositional
formulas in Conjunctive Normal Form (CNF), i.e., formulas of the type
C1 & C2 & . . . & Cm , where each clause has the form a ∨ . . . ∨ b, and a, . . . ,
b, are literals, i.e., variables zi or their negations ¬zi .
Most textbook proofs of satisfiability’s NP-hardness are based on
Turing machines. NP-hardness of satisﬁability means that we can reduce
every problem from the class NP to the satisﬁability (and even to CNF-SAT).
This is how NP-hardness of satisﬁability is usually proven: by taking a general
problem from the class NP and showing that this problem can be reduced to
CNF-SAT.
These proofs are usually reasonably simple and straightforward, so at ﬁrst
glance, the proofs seem to be intuitively clear. However, a more detailed look
shows that these proofs are not as intuitive as they may seem.
Indeed, by deﬁnition, a problem from the class NP means that we have a
feasible (polynomial-time) algorithm C(x, y), and the problem is: given x, ﬁnd
y for which the property C(x, y) is satisﬁed. In the existing proofs, polynomialtime is understood as polynomial-time on a Turing machine.
Again, at ﬁrst glance, this may seem reasonable. A Turing machine is what
we would now call a simpliﬁed computer. A Turing machine consists of a tape
(which is potentially inﬁnite) which consists of cells. Each cell can be either
empty or contain a symbol from the given list (e.g., 0 or 1). There is also a head
which, at any given moment of time, is located near one of the cells. The head
can be in one of the states from a given list. It starts at a special start state,
with the input x written on a tape.
At each moment of time, depending on the current state h of the head and
on the symbol s in the corresponding cell, the machine can do three things:
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• overwrite the symbol s with a new symbol s′ = f (h, s) depending on h
and s;
• change its state h to a new state h′ = g(h, s) depending on h and s; and
• depending on h and s, either stay at the same cell, or move one step to
the left, or move one step to the right.
The machine stops when it reaches a special halt state. Once the Turing machine stops, what is written on the tape is considered to be the result of the
computations. In other words, we say that a Turing Machine computes a function y = F (x) if, every time we start it with the input x, it eventually halts and
produces y = F (x).
Why Turing machines are used in theory of computation. While Turing machine is a very primitive device, more like an old-fashioned tape recorder
than a computer, it is known to be a universal computational device – in the
sense that whatever complex computer can compute, a Turing machine can
compute as well. This explains why Turing machines are used in theory of computation: they are much simpler than actual computers and, at the same time,
they describe the exact same class of computable functions as more complex
computers.
Because of this, if we want to prove that a function is not computable, there
is no need to consider more complex devices: it is suﬃcient to prove that this
function cannot be computed on a Turing machine.
Why the use of Turing machines in NP-hardness proofs is not fully
satisfactory. As we have mentioned, Turing machines are perfect in describing what can be, in principle, computed. Of course, from the practical viewpoint,
it makes no sense to build and use Turing machines: they are often very slow
in comparison with the actual computers.
For example, if we are looking for an element e in a sorted array a1 ≤ . . . ≤
an , then on a real computer, we can use bisection and ﬁnd the location i of the
element e (i.e., the index for which ai = e) in logarithmic time t ≤ log2 (n). In
the beginning, we know that i is in the interval [i, i], with i = 1 and i = n.
On each iteration, once we know such an interval, we compute the midpoint
m = ⌊(i + i)/2⌋ and compare e with am .
• if e = am , the problem is solved, we found the index, it is m;
• if e < am , this means that i < m, so we replace the original interval [i, i]
with the half-size interval [i, m − 1];
• if e > am , this means that i > m, so we replace the original interval [i, i]
with the half-size interval [m + 1, i].
In both cases, we get a interval which is at least twice narrower than the original
one. After k iteration, the interval’s width is decreased by a factor of 2k . So,
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after k = logn (n) iterations, the original width n − 1 is decreased at least by
a factor of 2k = n. The resulting interval of width ≤ 1 cannot contain two
diﬀerent integers and thus, consists of a single integer i.
On a Turing machine, however, we start with the head located before a1 .
When the desired value is cloated as i = n (i.e., when e = an ), the only way to
ﬁnd this location is to read the word an and to compare it with e. This means
that the machine must move from a1 all the way to an , thus passing by at least
n cells. But a Turing machine can move at most one cell at a time. Thus, on a
Turing machine, search requires at least n computational steps – and for large
n, the amount n is much larger than log2 (n):
• for n = 103 , we have log2 (n) ≈ 10;
• for n = 106 , we have log2 (n) ≈ 20;
• for n = 109 , we have log2 (n) ≈ 30;
• etc.
So, when we require that C(x, y) is computable in polynomial time on such a
super-slow device as a Turing machine, we are unecessarily limiting ourselves,
since what we really want is properties C(x, y) which can be computed in feasible
time on a real computer.
Mathematically, it is OK to use Turing machines, but intuitively, it
is desirable to consider more realistic computational devices. From
the purely mathematical viewpoint, the situation is not as bad as it may seem:
it turns out that, while Turing machines are indeed slower, they preserve computability in polynomial time. Many results show that if a function can be
computed in polynomial time on a more complex computational device, then it
can be also computed in polynomial time on a Turing machine.
With these additional results in mind, we can conclude that even if we
understand feasible time as polynomial time on a realistic complex computer,
every problem from the corresponding class NP can still be reduced to CNFSAT. However, these additional results – that polynomial time on a computer
translated into polynomial time on a Turing machine – results without which
we do not get the desired reduction, are much more complex and less intuitive
than the textbook proofs of SAT’s NP-hardness. These additional results are
therefore not included in the usual textbook analysis of NP-hardness – and so,
the easiness of the usual proof kind of hides the fact that the actual proof of
the desired result is much less intutive than it seems at ﬁrst glance.
What we do in this paper. To make the NP-hardness proof more convincing, we provide a new proof, a proof in which instead of a Turing machine we
use a generic computational device.
This proof makes it clear what assumptions about space-time are needed
in this derivation. We also show that these assumptions are necessary: if one
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of these assumptions is violated, then we can potentially solve satisﬁability
problems in polynomial time.
Comment. The main results of this paper were ﬁrst announced in [3].

2

A New Proof that Satisfiability Is NP-Hard
– Which Makes Space-Time Assumptions Behind This Result Explicit

What we start with. We have a problem from a class NP, we want to show
how to reduce this problem of CNF-SAT. By deﬁnition, a problem from the
class NP can be formulated as follows:
• we have a feasible predicate C(x, y) (i.e., a feasible algorithm that always
returns “true” or “false”),
• we have a polynomial Pℓ (n), and
• we have a word x.
The problem is to ﬁnd a word y for which C(x, y) =“true” and whose length
len(y) is bounded by the polynomial of the length len(x) of the input word x,
i.e., len(y) ≤ Pℓ (len(x)).
The algorithm C(x, y) checks, in polynomial time, whether a given “guess”
y is indeed a solution to the problem with the given x.
By deﬁnition, the algorithm C(x, y) is feasible, i.e., on come computational
device, its running time tC (x, y) is bounded by a polynomial of the length of its
input: tC (x, y) ≤ PC (len(x) + len(y)) for an appopriate polynomial PC (n).
Computational device: component cells and their states. Let us analyze a computational device on which this algorithm C(x, y) runs. A typical
computational device consists of discrete cells. For example, each memory bit
can be viewed as an elementary cell, a piece of wire that connects several elements on a chip can be viewed as a cell, etc.
Cells can be of diﬀerent volume. Let us denote the smallest volume of a cell
by ∆V .
Each cell can be in diﬀerent states. For example, a memory bit can be in
two states: 0 and 1. A wire can be in three states: not sending any single,
sending 0, and sending 1; etc. In principle, a physical object can be in inﬁnitely
many diﬀerent states, but since all measurements are not accurate, we can only
distinguish between ﬁnitely many states.
Diﬀerent cells can have diﬀerent number of possible states. Let us denote
the largest number of possible states by S.
We will assume that the time quantum for this computational device is equal
to ∆t; this means that we can only consider the state of the computer at times
0, ∆t, 2∆t, etc.
8

First physical assumption: v ≤ c. We will take into consideration the fact
that, according to modern physics, the speed of every process is limited by the
speed of light c.
Dynamics of states. Let us use the above physical assumption to describe
how a state of each cell changes with time.
Since the speed of communication is bounded by the speed of light, the state
of the cell in the next moment of time can only be inﬂuenced by the states of
the cells that are at a distance ≤ r = c · ∆t from this desired cell: indeed, if
a cell is further away, then during the time quantum, its inﬂuence will not be
able to reach the original cell.
So, the state of the cell at the next moment of time t + 1 is determined only
by the states of the cells inside the sphere of radius r, which is the “sphere of
inﬂuence” of a given cell. We will call cells that can inﬂuence a given cell its
neighbors.
rcell 2
'$
rc · ∆t

rcell 1

&%
Let us estimate the number Nneigh of neighbors.
By deﬁnition, ∆V is the smallest volume of a cell. This means that each
cell occupies the volume that is greater than or equal to ∆V . Thus, Nneigh cells
occupy the volume ≥ Nneigh · ∆V . On the other hand, all these cells are located
4
inside the sphere of radius r. The total volume inside the sphere is · π · r3 ;
3
4
therefore, Nneigh · ∆V ≤ · π · r3 , and hence,
3

Nneigh

4
· π · r3
3
≤
.
∆V

Let us deﬁne the state of a cell i at moment t by Si,t . Then, we can describe
the evolution of the states as follows:
Si,t+1 = fi,t (Si,t , Sj,t , . . . , Sk,t ),

(1)

where the number of neighboring cells (Sj,t , . . . , Sk,t ) is ≤ Nneigh .
Towards reduction to propositional satisfiability: making all variables
Boolean. We want to reduce our problem to propositional satisﬁability. In
propositional satisﬁability, all the variables are Boolean. To get closer to this
problem, let us represent each state by a sequence of Boolean (0-1) values.
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To do that, we will enumerate all the states of each cell, describe each state
by its ordinal number, and represent this ordinal number in the same manner
as this number is represented in the computer, i.e., by a sequence of its binary
digits.
Since the largest possible number of states of a cell is S, we can represent
these states by integers from 0 to S − 1. Let us denote by B the total number of
binary digits in the binary representation of S − 1. Then, all numbers smaller
than S − 1 require the same or smaller number of digits. Hence, we need B bits
to describe each state.
By using k bits, we can describe 2k diﬀerent numbers; thus, to represent S
diﬀerent states by B bits, we must have 2B ≥ S, i.e., B ≥ log2 (S). Therefore,
we can take, as B, the smallest integer for which this inequality is true, i.e.,
B = ⌈log2 (S)⌉.
Thus, each state Si,t can be represented as a sequence of B bits
si,1,t , si,2,t , . . . , si,b,t , . . . , si,B,t . Here, the bit number b takes values b = 1, . . . , B.
From the equation (1), we can now conclude that the value of each of these
variables at time t + 1 depends on the values of the variables that describe
neighboring cells at the time t:
si,b,t+1 = fi,b,t (si,1,t , . . . , si,B,t , . . . , sj,1,t , . . . , sj,B,t , . . . , sk,1,t , . . . , sk,B,t ). (2)
The total number of variables in the right-hand side is bounded by ≤ Nneigh · B.
Transforming the conditions into propositional form. All the variables
in the expression (2) are Boolean, but the relation between these variables is not
yet Boolean. To make it Boolean, let us express each formula (2) in Conjunctive
Normal Form (CNF).
This can be done if we ﬁrst translate a general formula F into a Disjunctive
Normal Form, i.e., form of the type D1 ∨ . . . ∨ Dm , where each disjunction
Dj is of the type a & . . . & b, with literals a, . . . , b. For that, we form a truth
table for the formula F , i.e., describe its value (true or false) for all 2k possible
combinations of truth values of its k variables. A formula is true if and only if
the inputs coincide with one of the tuples for which F is true. For example, if
the formula F is true when x1 and x2 are both true and when x1 and x2 are
both false, then F is equivalent to (x1 & x2 ) ∨ (¬x1 & ¬x2 ).
To translate a formula F into CNF, we transform ¬F into DNF, and then
apply de Morgan rules ¬(A ∨ B) ≡ ¬A & ¬B, ¬(A & B) ≡ ¬A ∨ ¬B, and
¬(¬A) ≡ A to transform the negation of the DNF into a CNF. For example, if
¬F ≡ (x1 & x2 ) ∨ (¬x1 & ¬x2 ), then
F ≡ ¬((x1 & x2 ) ∨ (¬x1 & ¬x2 )) ≡ ¬(x1 & x2 ) & ¬(¬x1 & ¬x2 ) ≡
(¬x1 ∨ ¬x2 ) & (¬(¬x1 ) ∨ ¬(¬x2 )) ≡ (¬x1 ∨ ¬x2 ) & (x1 ∨ x2 )).
This translation requires 2k computational steps, where k is the number of
variables. In our case, k is bounded by a constant ≤ Nneigh · B which does
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not depend on the size of the input. Thus, 2k is also bounded by a constant:
2k ≤ 2Nneigh ·B .
The translation gives us a propositional formula Fi,b,t which describes the
evolution of the b-th bit si,b,t+1 in the description of the i-th state.
Combining these formulas by “and”, we can now describe the entire computation of C(x, y) by a single formula. Indeed, given algorithm C(x, y) and input
x, it is necessary to describe that:
• The device operates correctly, i.e., all the states are changed accordingly.
This is described by the following long formula:
F1,1,1 & F1,1,2 & . . . & Fi,b,t & . . . & FNcells ,B,T ,
where 1 ≤ i ≤ Ncells , 1 ≤ b ≤ B, 1 ≤ t ≤ T , and T is the computation
time (= total number of computational steps) in computing C(x, y).
• We also need to describe that the input is the given one x = x1 x2 . . .:
si1 ,b1 ,1 = x1 & si2 ,b2 ,1 = x2 & . . . ,
where ik is the cell that contains the k-th bit of the input x.
• Finally, we need to describe that the result of the computation is “true”
in the “ﬁnal” cell ir : sir ,br ,T =“true”.
So, we use “and” to combine these formulas into a “long formula” F .
This is indeed a reduction to satisfiability. We have designed the algorithm U1 that transforms each instance x of the original NP-problem into a
propositional formula x′ = F . This long formula describes the fact that:
• we started with given input x and some y,
• we performed the computation of the property C(x, y), and
• we got C(x, y) to be true.
Once we have a satisfying tuple y ′ for this formula, we read y from the bits
describing the inputs y at moment 1. This is our algorithm U3 .
If we know the solution y to the original problem, then we can run a feasible
algorithm for checking C(x, y) and record all the values of all the bits of all the
states at all moments of time. This is our algorithm U2 . One can easily check
that this is indeed the desired reduction:
• if the tuple y ′ makes the propositional formula C ′ (U1 (x), y ′ ) true, this
means that for the input x and for the y = U3 (y ′ ) which corresponds to
y ′ , the value C(x, y) is also true, i.e., that y is indeed a solution to the
original problem;
• vice versa, if y is a solution to the original problem, then for the Boolean
tuple y ′ = U2 (y) which describes the process of computing C(x, y), the
long Boolean formula F = x′ = U1 (x) holds, i.e., we have C ′ (x′ , y ′ ).
11

The reduiction is feasible. To complete our proof, let us show that the
designed algorithms Ui are indeed feasible, i.e., that their computation time is
bounded by a polynomial of the input x.
This is clear for the algorithm U3 , in which we simply pick some bit values.
Let us prove feasibility of the main reduction algorithm U1 . In this algorithm,
we apply a constant number of computation steps to each of Ncells cells, to each
of B bits, and to each of T moments of time. Thus, the computation time of
this algorithm is proportional to the product Ncells · B · T . The number of bits
B is a constant that does not depend on the length of the input at all.
Since C(x, y) is a feasible algorithm, its computation time T is bounded by
the polynomial of the length of its input. Each polynomial can be bounded,
from above, by a simple polynomial A · nk : indeed, for all natural numbers n,
we get
a0 +a1 ·n+. . .+ak ·nk ≤ |a0 |·nk +|a1 |·nk +. . .+|ak |·nk = (|a0 |+|a1 |+. . .+|ak |)·nk .
Thus, we can always conclude that T ≤ A · (len(x) + len(y))k for some A and k.
The length of y is limited by a polynomial len(y) ≤ Pℓ (len(x)). We can
′
similarly conclude that len(y) ≤ A′ · (len(x))k . Thus,
′

T ≤ A · (len(x) + A′ · (len(x))k )k ,
def

′

i.e., T ≤ P (len(x)), where we denoted P (n) = A · (n + A′ · nk )k . So, the
computation time T is indeed bounded by a polynomial of the length of the
original input x.
Let us estimate the total number of cells Ncells that participate in this computation.
In principle, many cells could be computing, but only those cells can inﬂuence
the ﬁnal result which are not too far away, because if the cell is at a distance
> c · T from the ﬁnal monitor, then, even if it is sending all its information with
the largest possible speed – the speed of light – the ﬁnal cell will still not be
able to receive this information before the computations are over.
Thus, it is suﬃcient to consider only the cells that are located within a
distance ≤ c · T from the ﬁnal cell, i.e., within a sphere of radius R = c · T :

'$
r≤ c · T

rT

&%
4
The volume of this sphere V is · π · (c · T )3 . Therefore, the total number
3
V
of cells Ncells in this sphere is bounded by the ratio
, i.e.,
∆V
4
· π · (c · T )3
4π · c3
Ncells ≤ 3
=
· T 3.
∆V
3 · ∆V
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Since T is bounded by a polynomial T ≤ P (n), we conclude that
Ncells ≤

4π · c3
· (P (len(x)))3 .
3 · ∆V

The cube of a polynomial is also a polynomial; thus, the number of cells is
bounded by the polynomial of len(x).
Hence, the time tU1 (x) needed to compute the formula F is bounded by
the product of three polynomials, and hence, also by a polynomial: tU1 (x) ≤
P1 (len(x)) for some polynomial P1 (n).
Similarly, the algorithm U2 ﬁnishes in polynomial time. The reduction is
feasible, so NP-hardness is proven.

3

Example

Description of a toy problem. To make the above construction clearer, let
us illustrate it on the example of the following toy problem. In this problem,
the input x is one bit, the output y is one bit, and the condition C(x, y) that
we want to achieve is x = y.
In other words, in this toy problem, we are given a bit x, and we want to
ﬁnd a bit y which satisﬁes the property x = y.
Computational device for checking the desired property. In accordance with the above proof, we need to start with a computational device that,
given x and y, checks whether x = y. In the beginning, we have two cells: an
x-cell that contains the input bit x and a y-cell which contains the bit y.
We also need a wire to transmit the information. We will thus send the
content of the y-cell to the x-cell, and then use the x-cell to compare its original
content with what is send by wire. Once the y-signal is sent, we no longer need
it, so we can simply erase it (i.e., replace it with 0).
The whole computation process takes 3 moments of time:
• at moment t = 1, the x-cell contains x, the y-cell contains y, and the wire
is inactive;
• at moment t = 2, the x-cell still contains x, the y-cell now contains 0, and
the wire transmits the y signal;
• at moment t = 3, the x-cell contains 1 if x = y and 0 otherwise, the y-cell
contains 0, and the wire is again inactive.
In this computations process, we have 3 cells: the x-cell, the y-cell, and the wire.
The x-cell has 2 possible states: 0 and 1, so one bit is suﬃcient to describe its
state. According to the general notation, we will denote the state of this bit at
moment t by s1,1,t . Similarly, to describe the state of the y-cell, we need one
but s2,1,t .
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The wire can be in 3 possible states: inactive, sending 0, and sending 1.
Thus, to describe the state of the wire, we will need 2 bits. Let the ﬁrst bit
describe whether the wire is active or not, and the second bit describe the signal
sent via an active wire. So, the state S3 of the wire is either 00 (inactive), or 10
(sending 0), or 11 (sending 1).
In this case, S = 3, and the number of bits B needed to describe the state
of each of the cells is B = 2.
Corresponding dynamics of states. Let us describe the above computations in terms of changing states.
At the ﬁrst moment of time, the wire is inactive: s3,1,1 = s3,2,1 = 0.
At the second moment of time, the ﬁrst cell retains its state, i.e., s1,1,2 =
s1,1,1 . The second cell becomes 0: s2,1,2 = 0. The wire becomes active: s3,1,2 =
1, and the signal is transmits is exactly the bit originally stored in the y-cell:
s3,2,2 = s2,1,1 .
At the third moment of time, the x-cell gets the value 1 if the value that
was previously stored in this cell coincides with what was sent thorugh the wire:
s1,1,3 = 1 ⇔ s1,1,2 = s3,2,2 . The y-cell still contains 0: s2,1,3 = 0, and the wire
is again inactive: s3,1,3 = s3,2,3 = 0.
Describing the dynamics in CNF terms. To describe the above formulas
in the CNF terms, we need to translate the following formulas into CNF: a = 0,
a = 1, a = b, and a = 1 ⇔ b = c. Let us use the above algorithm to translate
these formulas into CNF one by one.
Translating a = 0 into CNF. For the formula a = 0, the truth tables for
formula F itself and for its negation ¬F take the form
a
0
1

F
1
0

¬F
0
1

The formula ¬F is true only when a = 1, so its DNF form is a. Thus, its
CNF form is ¬a. This means, e.g., that the formula s3,1,1 = 0 becomes ¬s3,1,1 .
Translating a = 1 into CNF. For the formula a = 1, the truth tables for
formula F itself and for its negation ¬F take the form
a
0
1

F
0
1

¬F
1
0

The formula ¬F is true only when a = 0, so its DNF form is ¬a. Thus, its
CNF form is a. This means, e.g., that the formula s3,1,2 = 1 becomes s3,1,2 .
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Translating a = b into CNF. For the formula a = b, the truth tables for
formula F itself and for its negation ¬F take the form
a
0
0
1
1

b
0
1
0
1

¬F
0
1
1
0

F
1
0
0
1

The formula ¬F is true either when a = 0 and b = 1, or when a = 1 and
b = 0. So, its DNF form is (¬a & b) ∨ (a &¬b). According to de Morgan laws,
to get a negation F , we need to change all conjunctions to disjunctions, all
disjunctions to conjunctions, and each literal by its negation. Thus, the CNF
form is (a ∨ ¬b) & (¬a & b). This means, e.g., that the formula s1,1,2 = s1,1,1
becomes (s1,1,2 ∨ ¬s1,1,1 ) & (¬s1,1,2 ∨ s1,1,1 ).
Translating a = 1 ⇔ b = c into CNF. Finally, for the formula a = 1 ⇔ b =
c, the truth tables for formula F itself and for its negation ¬F take the form
a
0
0
0
0
1
1
1
1

b
0
0
1
1
0
0
1
1

c
0
1
0
1
0
1
0
1

F
0
1
1
0
1
0
0
1

¬F
1
0
0
1
0
1
1
0

The corresponding DNF form for ¬F is
(¬a & ¬b & ¬c) ∨ (¬a & b & c) ∨ (a & ¬b & c) ∨ (a & b & ¬c),
so its negation F takes the CNF form
(a ∨ b ∨ c) & (a ∨ ¬b ∨ ¬c) & (¬a ∨ b ∨ ¬c) & (¬a ∨ ¬b ∨ c).
This means that the formula s1,1,3 = 1 ⇔ s1,1,2 = s3,2,2 takes the form
(s1,1,3 ∨ s1,1,2 ∨ s3,2,2 ) & (s1,1,3 ∨ ¬s1,1,2 ∨ ¬s3,2,2 ) &
(¬s1,1,3 ∨ s1,1,2 ∨ ¬s3,2,2 ) & (¬s1,1,3 ∨ ¬s1,1,2 ∨ s3,2,2 ).
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The resulting long formula.

The resulting formula should include:

• the CNF forms of all the formulas describing the state’s dynamics,
• the fact that the initial value x is given; for example, for x = 0, it should
be s1,1,1 = 0, i.e., ¬s1,1,1 ; and
• the fact that the result of checking the property C(x, y) is “true”; according to our computation scheme, this result is stored in the x-cell at
moment 3, so this requirement takes the form s1,1,3 = 1, i.e., s1,1,3 .
Thus, the corresponding long formula takes the following form:
¬s3,1,1 & ¬s3,2,1 &
(s1,1,2 ∨ ¬s1,1,1 ) & (¬s1,1,2 ∨ s1,1,1 ) &
¬s2,1,2 & s3,1,2 &
(s3,2,2 ∨ ¬s2,1,1 ) & (¬s3,2,2 ∨ s2,1,1 ) &
(s1,1,3 ∨ s1,1,2 ∨ s3,2,2 ) & (s1,1,3 ∨ ¬s1,1,2 ∨ ¬s3,2,2 ) & (¬s1,1,3 ∨ s1,1,2 ∨ ¬s3,2,2 ) &
(¬s1,1,3 ∨ ¬s1,1,2 ∨ s3,2,2 ) &
¬s2,1,3 & ¬s3,1,3 & ¬s3,2,3 &
¬s1,1,1 & s1,1,3 .
This formula says that for given x = 0 and for some y, we performed the
checking of the property C(x, y) ≡ x = y and concluded that the result of
checking is “true”. Once the formula is satisﬁed, we can ﬁnd y as the original
value of the y-cell, i.e., as y = s2,1,1 .

4

Space-Time Physics Behind the NP-Hardness
Result

Space-time assumptions behind the proof.
main assumptions about space-time:

The above proof used two

• that there is a limitation on the communication speeds, and
• that the volume of a sphere of radius R is bounded by a polynomial of R.

16

Both space-time assumptions are crucial for the NP-hardness result.
Let us show that both space-time assumptions are necessary not just for our
proof of NP-hardness, but also for the NP-hardness result itself.
Indeed, if we do not have any limitations on the communication speed, if
we can set up any communication speed with want, then we can exponentially
increase communication speed with the increase in the input size, and thus,
transform the exponential number of computation steps for an exhaustive-search
solution to any NP problem into computations which require a constant time.
Similarly, if the volume of the sphere grows exponentially with the radius r,
as exp(k · r), then we can place exponentially many processors into a sphere,
make each processor test one of the exponentially many possible solutions y,
and let the processor which ﬁnds a solution report to the center. For example,
for satisﬁability, we have 2v possible combinations y = (z1 , . . . , zv ), so to ﬁt
exp(k · r)
2v processor, we need a radius R for which
= 2n , i.e., for which
∆V
r = a · v + b. The resulting time is composed of linear time for testing whether
y is a solution, and linear time r/c to communicate the results – so we can solve
satifsiability in linear time.
Comments.
• It is worth mentioning that in some physically reasonable models of spacetime, we do have such an exponential dependence of the volume on radius,
so in these models, we can potentially solve NP-hard problems in polynomial time; see, e.g., [1, 4, 5, 6].
• If the volume of the sphere grows slower than exponentially but faster than
polynomially with the radius r, then, by parallelizing exhaustive search,
we get an algorithm which is not polynomial, but it is still faster than
all parallel algorithms corresponding to Euclidean geometry (in which the
volume grows as r3 ).
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