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Abstract
Electron transfer is one of the fundamentally important reactions in physics, chemistry, and
biology. Numerous chemical and electrochemical reactions require fast electron transfer between
an electron donor and an acceptor to successfully convert energy from one form to another. In
particular, interfacial electron transfer dyenamics at a substrate decorated with surface-bound dye
molecules and immersed in an electrolyte containing redox molecules have obtained great attention,
arising in dye-sensitised solar cells and catalytic systems. At such semiconductor-liquid interfaces,
efficient conversion of photonic energy into accessible chemical (or electrochemical) energy is
dependent upon fast electron transfer between photo-oxidised surface-bound molecules and mobile
electron donor molecules dissolved in electrolytes. At the same time, a competitive back electron
transfer process, which occur between the semiconductor substrate and the oxidised form of the
redox electrolytes, needs to be blocked to prevent loss of photo-excited electrons. A well-studied
critical factor affecting the electron transfer reactions is energy difference between the donor and
acceptor molecules (driving force, G). However, studies on factors such as electronic coupling
(HDA) and reorganisation energy (λ) that also significantly influence the interfacial electron transfer
kinetics are in a relative scarcity, which could be due to the difficulty in keeping the ∆G effect
unchanged while altering molecular structure. Therefore, the design of redox-active molecules are
mostly limited in the redox cascade reaction schemes.
The aim of this PhD thesis was to enhance the interfacial electron transfer between the surfacebound molecules and the redox-electrolyte molecules by enhancing electronic coupling (HDA). In
specific, this thesis focuses on the molecular structures that affect HDA via intermolecular
interactions such as alkyl-alkyl and electrostatic interactions between the donor and the acceptor
molecules.
At the charge transfer interface, insulating alkyl-chains attached to surface-bound molecules are
essential components to block the back electron transfer. However, the alkyl chains also slow down
the electron transfer between the surface-bound molecules and redox electrolytes, therefore a
strategy to enhance electron transfer in the presence of the alkyl chains is required. In Chapter 3,
exploiting alkyl-alkyl intermolecular interactions between electron donor and acceptor molecules is
suggested. Using transient absorption (TA) spectroscopy, it was shown that the electron transfer rate
between alkyl-substituted surface-bound molecules and alkyl-substituted cobalt bipyridyl
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complexes was enhanced due to the proximity of the trapped complexes in the surface layer.
Simultaneously, back electron transfer was further blocked by the trapping of the complexes away
from the TiO2 surface hence the larger electron-tunneling distance, confirmed by stepped lightinduced measurements of photocurrent and voltage (SLIM-PCV).
Electrostatic interactions were investigated to examine if the intermolecular electron transfer is
influenced by charge attraction or repulsion, Chapter 4. Electrostatic potential maps obtained by
density functional theory (DFT) calculations showed that electron density varies between Zn-based
porphyrins and free-based porphyrins due to the lone-electron pairs of the free-based porphyrins,
suggesting that an electrostatic interaction can be formed between the porphyrins and cobaltcomplex ions. A series of porphyrin molecules with and without Zn2+ was selected as surface-bound
molecules. Since G varies with different porphyrin structures, the porphyrins were paired with a
series of cobalt2+/3+ complexes as redox electrolytes to isolate the electrostatic effect from other
factors such as G and reorganisation energy () in the framework of Marcus theory. Interestingly,
even small substitutions of cobalt complexes significantly affected electron transfer rates by
decreasing HDA. Through normalising electron transfer rates by the HDA values of the cobalt
complexes, it was found that Zn and free-based porphyrins had identical electron transfer rates in a
polar solvent acetonitrile. However, in a non-polar solvent dimethoxyethane, a 7-fold enhanced
electron transfer rate was observed for a free-base porphyrin compared to the Zn-based analogue,
implying electrostatic interaction can be used to enhance the electron transfer with the careful
selection of the solvents.
Multi-redox electrolytes are often-employed in one system to meet various requirements such as
redox potential, solubility, and mass diffusivity. To date, redox cascade reactions of multielectrolyte components are mainly used to enhance electron transfer kinetics. However, this energycontrolled charge transfer results in loss of potential energy by the electron transfer. Furthermore, a
challenge of the electron transfer study using such multi-redox systems is the different redox
potentials of redox species mixed in single electrolyte, further complicating studies on redox
behaviour of each component. In Chapter 5, a multi-redox system by employing different ratios of
dinonyl and dimethyl-substituted ligands was investigated. The redox electrolytes had the same
redox potential, while showing different electron transfer rates due to the significantly different size
of the substitutions leading to different HDA. Due to fast ligand exchange in solution, two homoleptic
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and heteroleptic cobalt complexes were formed with the dinonyl and dimethyl-substituted ligands,
showing competitive electron transfer rates at the same G. Here, tunable electron transfer rate
depending on the ligand ratio was observed with substrate-dependent behaviour on different surfacebound molecules, exhibiting enhanced electron transfer rate at one substrate and decreased rate at
the other substrate due to selective intermolecular interactions. The idea provides potential benefits
to the photoelectrochemical or photosynthetic applications containing multiple substrates by
simultaneously enhancing and slowing down electron transfer rates at different sites.
When characterising redox-active molecules, correct determination of TA signal lifetime is vital
since lifetime with a large error may result in misinterpretation of the HDA effect. Some of the
electron transfer processes investigated in Chapters 3 to 5 occurred on ns time scales, in one case,
showing a TA-decay halftime (1/2) only 3 times slower than the time resolution of one of the two
TA spectrometer employed in this thesis. This opened up a question, to what extent does insufficient
TA time resolution affect interpretation of HDA and ? To probe the impact of insufficient TA time
resolution on the interpretation of the factors, a combination of organic or porphyrin-based surfacebound molecules paired with a series of Co-based complexes were investigated, Chapter 6. TAdecay lifetimes determined by a ns TA setup (6 ns time resolution) were compared to that
determined by the other sub-ns TA setup (0.5 ns time resolution), showing errors in 1/2 up to 262%
depending on donor−acceptor pairs and methods used to determine the lifetime. It was found that
resolving initial TA signal plateau is important. In particular, when analysed by Marcus theory, HDA
effects was underestimated by 2.2 times due to inaccurate determination of the lifetime at the top of
the Marcus curve, attributed to the low resolution of TA spectrometer. This work highlights the
importance of employing a TA spectrometer with a sufficient time resolution when developing
redox molecules with fast electron transfer.
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Chapter 1
Introduction

This Chapter is adapted from the following review article with the permission of the journal:
Published version of the publication: ‘Effect of Molecular Structure on Interfacial Electron Transfer
Kinetics in the Framework of Classical Marcus Theory’ Israeal Journal of Chemistry 2021, 61
(DOI: 10.1002/ijch.202100084) by Inseong Cho and Attila J. Mozer.

Declaration of contributions: I wrote 100% of the first draft of the manuscript. The manuscript was
revised with substantial contributions from Prof. Mozer.

1.1.

Motivation

Electron transfer between redox-active molecules is a fundamentally important step in
chemistry, physics, and biology.1-14 In solar energy conversion technologies, fast charge separation
of electrons and holes with sufficiently long lifetime and large electrochemical energy difference is
a crucial requirement for high performance. Solar energy conversion technologies benefit from
controlled electron transfer steps at the dye-sensitised interface include solar cells, solar driven water
splitting and CO2 or N2 reduction to valuable chemical feedstocks.15-30 Over the last few decades,
new redox active molecules (dyes and redox mediators) with increased stability, lower cost or higher
performance have emerged. In parallel, studies of the electron transfer behaviours of the redox
molecules have been conducted, enabled by novel time-resolved spectroscopic techniques. In this
chapter, first, an overview of the electron transfer studies involving relatively new redox molecules
(organic, ruthenium, and porphyrin dyes and organometallic redox mediators as model compounds)
will be provided, specifically focusing on the effect of their molecular structure on charge transfer
kinetics at dye-sensitised interfaces. Second, measurement techniques required to determine the rate
of the interfacial electron transfer and to analyse the factors affecting the rate will be introduced.
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Figure 1.1. Schematic illustration of a photoelectrochemical device, dye-sensitised solar cells
(DSCs). D and R refer to the dye and redox mediator, respectively.

Dye-sensitised solar cells (DSCs) are a well-established example of photoelectrochemical cells.7,
31-35

The working mechanism of n-type DSCs is illustrated in Figure 1.1. Since the semiconducting

electrode (typically TiO2) is not sensitive to visible light, dye molecules are attached to the
semiconductor via anchoring groups to enhance visible-light absorption. Following the photon
absorption (step 1 in Figure 1.1), excited electrons on the dye molecules are injected into the
conduction band of the semiconductor (step 2) on sub-picosecond time scales. The charge injection
needs to be faster than the step 3 (radiative decay) occurring on the time scale of a few nanosecond.
Charge injection results in an oxidized dye molecule radical ‘hole’. The injected electrons are
quickly extracted to the external circuit (step 5). However, electrons in the conduction band can also
transfer to the oxidised dye molecules (step 6). This step is referred to as ‘recombination’ or ‘back
electron transfer’, one of the electron transfer reactions examined here in more details. Competing
with this recombination reaction, the oxidised dye can be returned to its original state by forward
electron transfer from an electron donor (redox mediator) in the electrolyte, which reaction is
referred to as the ‘regeneration’ (step 4). The oxidised redox mediators are reduced back to their
original state either by back electron transfer of injected electrons (step 7) or by accepting the
electrons at the platinised-counter-electrode surface (step 8). Back electron transfer reactions (steps
6 and 7) lower the charge density in the electrochemical cell, resulting in low utilisation of photogenerated charges. Therefore, enhancing the rate of regeneration sufficiently, particularly at a low
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energy difference between the surface-bound dye molecules and the redox electrolytes (driving
force, DG) is a key strategy to further develop DSCs.36-40 These competing electron transfer steps
can be largely controlled by changing the molecular structures of the redox active molecules,
however, the effect of intermolecular interactions, particularly in a system where the conformation
of at least one of the species (dyes attached to the semiconductor surface) is restricted as compared
to solutions, has not been systematically studied.
Photoelectrochemical cells employing dye-sensitised semiconductor interfaces are another
emerging technology benefiting from controlled electron transfer rates modulated by molecular
structures.18, 41-69 A schematic illustration of a redox-mediated Z-scheme water splitting system is
shown in Figure 1.2.

Figure 1.2. Z-scheme water splitting containing dye-sensitised photocatalyst Ⅰ (PS Ⅰ ) and
photocatalyst Ⅱ (PSⅡ) and redox electrolytes (R/R+) dissolved in the electrolyte.

At the interface of photocatalyst Ⅰ (PS Ⅰ, dye-adsorbed Pt/H4Nb6O17 in Figure 1.2), excited
electrons on the surface-bound dye molecules are injected into the conduction band of PS I and then
to reduce protons into H2. The photo-generated holes on the dyes are reduced by the redox mediators
in the electrolytes. As the holes can be reduced by the competitive back electron transfer of the
injected electrons in PS I, the electron transfer between the redox mediators and the holes need to
be faster than the back electron transfer to obtain high H2 productivity. The oxidised mediators then
are reduced back at the photocatalyst Ⅱ (PS Ⅱ) surface by excited electrons of PS Ⅱ, resulting in
utilisation of the holes in PS Ⅱ for water oxidation reaction.

In the above systems, enhancing the rate of electron transfer between the surface-bound
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molecules and the redox mediators can be a strategy to enhance the utilisation of photonic energy
into chemical and electrochemical energies. For example, in DSCs, increasing driving force (G) is
a way to obtain fast electron transfer rate.70-72 However, this lowers potential energy of the system
(Voc), leading to photon-to-electrical energy conversion efficiency.73 In Z-scheme photocatalytic
systems, increasing G between surface-bound molecules and redox mediators at one side can
simultaneously reduce the electron transfer rate on the other side the decreased G of electron
transfer between the redox mediators and the other photocatalyst,.74 Therefore, enhancing electron
transfer kinetics at low ∆G is required.

This work was motivated to meet the requirements of enhancing interfacial electron transfer
rates between the oxidised surface-bound molecules and the reduced form of redox mediators in
electrolytes. An open question drives this PhD thesis: How do we achieve enhanced interfacial
electron transfer rate at low ∆G?
More specifically, the following questions arise where each question is refined later in this
chapter from Section 1.2 to Section 1.8;

•

What are the factors influence the rate of the electron transfer rather than ∆G?

•

What structures of redox-active molecules at the charge transfer interface enhance the rate
of electron transfer?

•

How fast are measurement techniques required to probe these effects?

For clarification, the main focus of this thesis is to answer the fundamental questions around the
critical electron transfer steps at the interface, suggesting ways to design redox-active molecules
exhibiting fast electron transfer kinetics. Such an enhanced or slowed down electron transfer does
not directly result in high performance of practical applications because many other factors affecting
steady-state device performance are required to be fulfilled. Therefore, performance DSCs or Zscheme photocatalysts are not discussed in this thesis.

1.2. Aim and scope of this thesis
The aim of this thesis is to enhance interfacial electron transfer between surface-bound
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molecules and Co2+/3+ complex redox electrolytes by using the factors other than free energy change
(G). In particular, understanding molecular structures that enhance electron transfer kinetics via
better electronic coupling is the main interest of this thesis. In this regard, following questions arise;

1) Will electronic coupling hence electron transfer kinetics be proportional to the length of
insulating alkyl chains attached to redox electrolytes in the presence of alkyl chains of surfacebound molecules?
2) Can intermolecular interactions enhance the electronic coupling so that electron transfer rate is
accelerated?
3) Can the electron transfer kinetics be tuned with increased/decreased electronic coupling without
changing ∆G?
4) How fast is a measurement setup required to determine the electron transfer kinetics?

To answer the questions, this thesis is structured as follows:

1) To answer the first questions, in Chapter 3, a series of alkyl-substituted Co2+/3+ complexes with
different alkyl-chain length of the ligands were employed and interfacial electron transfer
kinetics between the complexes and alkyl-substituted surface-bound molecules were
investigated. In particular, redox mediators that have the same redox potential, but significantly
different molecular sizes were employed to demonstrate if electron transfer is proportionally
influenced by the size when acceptor molecules already have long alkyl chains. A counter
intuive result was observed that electron transfer kinetics were significantly enhanced in the
presence of long alkyl chains, attributed to the enhanced electronic coupling via intermolecular
interactions.
2) A well-known and often-exploited electrostatic interaction was investigated in Chapter 4. A
series of free-base and Zn-base porphyrin molecules that have different partial charges at the
centre of the molecules are employed, calculated by density functional theory. A series of
Co2+/3+ complexes were paired with the porphyrin dyes to be analysed by Marcus theory to
isolate electronic coupling effect from that of free energy change (G) and reorganization
energy (). We show that electron transfer rate was enhanced when the porphyrin with higher

5

electron density was employed. More importantly, significant effect of small alkyl chains on
the electronic coupling was observed, where the alkyl chains are routinely substituted on the
redox mediators to alter electrochemical driving force (G) for the reaction.
3) In Chapter 5, we show that electron transfer kinetics can be tuned by using mixed-ligand
electrolyte systems without changing G. The systems were investigated with two different
substrates sensitised by surface-bound molecules with and without alkyl chains, testing if the
mixed-ligand electrolytes behave the same with different substrates.
4) In Chapter 6, we show the impact of insufficient time resolution of two transient absorption
(TA) spectrometers on the interpretation of factors affecting electron transfer kinetic
measurements. Two TA setups with different sub-ns and ns time resolutions, respectively, were
employed to measure electron transfer rates of a combination of surface-bound molecules and
redox mediators. Requirements of the TA spectrometer to minimise errors in kinetic
determination, when fast electron transfer is present, is established.

In summary, the scope of this thesis encompasses design of redox molecules based on the
understanding of the factors affecting electronic coupling, and measurement techniques to
characterise the molecules (see Figure 1.3).

Figure 1.3. The aim (enhancing electron transfer (ET) kinetics) and the scope of this thesis.
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The interplay of the three categories is the key to achieve enhanced electron transfer kinetics.
Analysis including modelling and fitting the data with various equations was performed to
parameterise the structural effects, enabled by collaborations with researchers Prof. K. C. Gordon
and J. I. Mapley from University of Otago in New Zealand and at Prof. S. Mori from Shinshu
University in Japan. Based on the understanding of the electronic coupling effect of the redox
molecules, molecules that can enhance electron transfer kinetics are suggested.
To characterise the redox molecules using the electrochemical and spectroscopic techniques,
TiO2 is used as a semiconducting electrode sensitised by surface-bound molecule. The electrode is
used to fabricate a device that builds up an electrochemical circuit to enable small perturbation
techniques as well as determination of the charge density inside the sample. 4-tert-butylpyridine
(tBP) was not included in the electrolytes to minimise complexity as described in section 1.6.
When determining electron transfer rates, particularly if enhanced electron transfer is present by
the molecule, it is important to measure electron transfer kinetics accurately to analyse the factors
affecting the electron transfer kinetics. Therefore, a reliable method needs to be employed. A typical
TA setup with a few ns time resolution may not be sufficient to measure when ns-level electron
transfer takes place at the interface. In this regard, a methodological discussion and the impact of
the characterisation technique on the analysis of the data is established in the last research Chapter
6.

1.3.
Factors affecting rate of electron transfer described by Marcus
theory of electron transfer
1.3.1. Theoretical aspects: general introduction to Marcus theory
Figure 1.4. depicts the potential energy parabolas of the reactants and products as a function of
reaction coordinate (Q).75-77 Q is a geometric parameter including bond length, bond angle, and
arrangement of surrounding medium where it changes along with a reaction from reactants to
products with numerous intermediate and transition states.

7

Figure 1.4. Potential energy parabolas of initial (reactants, left parabola) and final (products, right
parabola) states of non-adiabatic (diabatic) electron transfer as a function of reaction coordinate.

Reactants and the surrounding medium (solvent molecules) have numerous potential energies
(VR) due to molecular vibrations and solvent orientations. Electron transfer can occur at the
intersection (Q*) of the reaction coordinates where VR equals to the potential energy of the products
(VP). The reason why electron transfer occurs at the intersection is firstly explained by the FrankCondon principle in which electron transfer, as electron is a very light particle, is much faster than
nuclear motions so that no change in nuclear configuration occurs during the transfer. Secondly, it
is explained by the first law of thermodynamics, the principle of energy conservation, where the
total energy of a system remains constant before and after reactions. The above two principles
require a vertical and a horizontal move in the plot of Figure 1.4, respectively, therefore both
requirements are only fulfilled at the intersection (Q*). To reach to the intersection, the energy
corresponds to the reaction barrier (activation energy, G*) is required for the minimum potential
energy of the reactants, through thermal fluctuation including changes in bond length, bond angle,
and rearrangements of surrounding solvent molecules. Reorganisation energy (𝜆) is the energy
required for the reactants at their minimum potential energy to attain the same reaction coordinate
of the products. Driving force (∆G) for the electron transfer is given by the potential energy
difference between the minima of the reactants and the products. In the non-adiabatic electron
transfer model, there is week overlap between the orbitals of the electron donor and the acceptor
via, for example, delocalisation of electrons over redox-mediators, complexation or intermolecular
interactions. The electron transfer in the presence of small electronic interactions is described by the
non-adiabatic electron transfer model (Equation 1.1).78-79
The activation energy and the pre-exponential factor of an Arrhenius type equation can be
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expressed using three key factors of reorganisation energy ( ), driving force (G°), and electronic
coupling (HAD). The rate of non-adiabatic electron transfer rate constant (𝑘𝐸𝑇 ) is thus given by
Equation 1.1,75

𝑘𝐸𝑇 =

2𝜋

2
𝐻𝐷𝐴

ℏ √4𝜋𝜆𝑘𝐵 𝑇

exp (−

(∆𝐺°+𝜆)2
4𝜆𝑘𝐵 𝑇

)

(1.1)

where ℏ is the reduced Planck constant, 𝑘𝐵 is the Boltzmann constant. 𝐻𝐷𝐴  is the electronic
coupling matrix element indicative of interaction between donor–acceptor wavefunctions. HDA is
exponentially dependent on the distance between donor and acceptor molecules. In particular, at the
dye-sensitised interface where dye molecules can form a dense monolayer, electronic coupling is
influenced by the degree of exposed molecular orbitals towards electrolytes. It depends on the
intermolecular interactions, delocalisation of electrons, and free space near the dye monolayer that
enables easier access of redox electrolytes to the orbitals of the dyes. 𝜆 is the reorganisation energy
– the energy required to change the geometry of the reactants at their energy minimum to the
geometry of the products at the same Q.

1.3.2. Driving force (∆G) dependent electron transfer kinetics
As introduced in Marcus theory, one of the factors affecting the interfacial electron transfer
kinetics (𝑘ET ) is the electrochemical driving force (∆𝐺°) for the reaction, i.e. the electrochemical
energy difference between the electron donor and the acceptor.∆𝐺° is estimated by redox potentials
(E°) of the electron donor (D) and acceptor (A) and via Faraday’s constant (F) as described in
Equation 1.2 and 1.3.

∆𝐸° = 𝐸°(𝐴−/0 ) − 𝐸°(𝐷0/+ )

(1.2)

∆𝐺° = −𝐹∆𝐸°

(1.3)

When the values of , and HDA in Equation 1 are determined, the inverted parabola of kET as a
function of −∆𝐺° can be plotted as shown in Figure 1.5.80
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Figure 1.5. Logarithmic electron transfer (ET) rate as a function of −∆G°.
In the Marcus normal regime, the 𝑘ET increases with elevation of −∆𝐺ET ° until the top of the
inverted parabola where −∆𝐺ET ° is equal to the reorganisation energy. The 𝑘𝐸𝑇 starts to decrease
with the further increase of −∆𝐺𝐸𝑇 ° in which region of the inverted parabola is called Marcus
inverted regime.81 As  is determined by the top of the curve, the inverted parabola shifts
horizontally with the magnitude of  along with the change in steepness, as shown in Figure 1.6. In
addition, as the rate of the electron transfer is proportional to the square of HDA, the top of the
inverted parabola shifts vertically up and down depending on the HDA. One of the ways to analyse
factors affecting electron transfer rate using the Marcus theory is to plot measured electron transfer
rates as a function of −∆G° which is determined by electrochemistry such as cyclic voltammetry,
square-wave voltammetry, and differential pulse voltammetry. In particular, at the dye-sensitised
semiconductor/electrolyte interfaces, it is often performed using a surface-bound electron acceptor
molecule paired with a series of donor molecules. The series of donor molecules have different
redox potentials, covering a range of ∆G. Therefore, when plotting the measured rates as a function
of ∆G, an inverted-parabola curve can be obtained. When fitting the curve using Equation 1.1, HDA
and  of the system can be estimated, explaining the factors influencing the electron transfer rates
hence photoelectrochemical or photocatalytic performances.
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Figure 1.6. and HDA dependent Marcus inverted parabolas as a function of driving force (−∆G°).

In the following sections (Sections 1.2.3 and 1.2.4), previously reported work on the most wellstudied factor (the effect of G) affecting the interfacial electron transfer kinetics are reviewed.
Changing G made via structural modification of redox molecules without significant change in
molecular size was performed. Here, small structural moieties such as methyl, tert-butyl, and
halogen groups are typically attached to the redox mediators, altering redox potentials while
minimising change in size of the molecules. Those approaches can avoid complexity by other factors
such as HDA and λ which also influence the electron transfer kinetics, enabling analysis by Marcus
theory. In other words, if measured rates are not fitted to the Marcus curve, it implies that such
factors influence the electron transfer or Marcus theory does not apply to the system, which is
discussed in Chapters 4 and 6.

1.3.3. ∆G-dependent interfacial electron transfer using metal-coordinated complexes.
∆G-dependent electron transfer studies have been investigated using metal-coordinated
complexes in the electrolyte as redox mediators.70-71 In particular, cobalt2+/3+ complexes are often
employed based on the advantages of facile modification of redox potentials by molecular design.7071, 73-74, 83

Ligands of the complexes can be substituted using various functional groups with electron

donating or withdrawing nature.84 In 2010, DeVries et al. have reported the effects of driving force
on semiconductor-to-molecule back electron transfer kinetics using cobalt tris-phenanthroline
complexes substituted by different functional groups (methyl, chlorine, NO2) (see Figure 1.7).85
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Figure 1.7. Cobalt trisphenanthroline complexes substituted in the X position to alter redox
potential.85 Reprinted with permission from M. DeVries et al., Langmuir 2010, 26, 11, 9082.
Copyright 2010 American Chemical Society.

Here they showed that the solar cells employing redox mediators, giving smaller ∆G for the back
electron transfer, exhibited longer electron lifetimes by up to three orders of magnitude at the same
electron densities.
In 2011, Feldt et al. reported on the ∆G-dependent molecule-to-molecule electron transfer
kinetics in DSCs using cobalt complexes (see Figure 1.8).70

Figure 1.8. Schematic energy diagram of TiO2 electrode sensitised by an organic dye (D35) and a
series of cobalt polypirydyl complexes. Reprinted with permission from Feldt et al., J. Phys. Chem.
C 2011, 115, 43, 21500-21507. Copyright 2011 American Chemical Society.70

Modifying molecular structures of cobalt tris-bipyridine and cobalt tris-phenanthroline complexes,
electron transfer rates were examined at six ∆G values between the cobalt complexes and the
triphenylamine (TPA)-based organic acceptor (D35). Using transient absorption spectroscopy
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(TAS), faster electron transfer kinetics were shown as the ∆G increased. An expansion of the work
reported by Feldt et al. above was published in 2013,71 investigating the correlation between electron
transfer rates and photon-to-electron conversion efficiencies. As shown in Figure 1.9, a series of 13
different cobalt-polypyridyl complexes, having different ligands and substitutions, was employed
as redox mediators paired with 4 different surface-bound dye molecules. Electron transfer rates
between a series of organic dyes and the cobalt complexes were generally ∆G° dependent, and were
fitted to Equation 1.1. However, the top of the inverted parabola using each dye paired with the
series of complexes varied, indicating that the HDA and λ values varied based on the dye used. Some
data points measured for the smaller dyes (and fastest ET rates) were poorly fitted to Equation 1.1,
implying that assuming the same HDA and λ values despite the small changes to the molecular
structures of the Co complexes may need to be re-examined. A very clear example where electronic
coupling is affected by even small changes to the molecular structures of the Co complexes will be
further discussed in Chapter 1.5.
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Figure 1.9. A series of Co2+/3+-based complexes having different redox potentials (top left) paired
with four different surface-bound molecules (top right) L0 (a), D35 (b), Y123 (c), and Z907 (d). ket
versus −G° of different surface-bound molecules paired with a series of cobalt-based complexes
as electron donor molecules. Reprinted with permission form Feldt et al., Phy. Chem. Chem. Phys.
2013, 15, 7087-7097. Copyright 2013 The Royal Socieyt of Chemistry.71

G-dependent electron transfer using Copper+/2+ complexes and a triphenylamine-based dye
(Y123) was reported in 2016 (see Figure 1.10).86 Electron transfer rate of the Cu-based complexes
was in the order of Cu(tmby)2 < Cu(dmp)2 < Cu(dmby)2, following the electrochemical G.

Figure 1.10. Energy diagram of the redox molecules at the interface (a). Chemical structures of
Y123 (b) and the copper-based redox mediators (c). Reprinted with permission form Saygili et al.,
J. Am. Chem. Soc. 2016, 138, 45, 15087-15096. Copyright 2016 American Chemical Socieity.86

1.3.4. ∆G-dependent interfacial electron transfer using other redox mediators.
G-dependent electron transfer rate by using a series of tetrathiafulvalene (TTF)-based acceptor
molecules was reported by Wenger et al. in 2010. 87 Employing stable π-extended TTF acceptor
molecules, device performance of the solar cells was enhanced due to faster electron transfer as
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compared to standard ruthenium-based acceptor molecules.
In 2012, Daeneke et al. reported enhanced electron transfer rates between alkyl or halogensubstituted ferrocene derivatives as redox mediators and organic surface-bound molecules,
attributed to the high ∆G for the reactions.88 They also reported electron transfer kinetics dependent
on ∆G by using combinations of carbazole-based organic surface-bound molecules with ferrocene
derivatives to suggest a guideline for the design of photoelectrochemical devices.72
By using substitutions with electron donating or withdrawing nature, it has been found that
increasing ∆G is an effective way to enhance the rate of electron transfer. However, increasing G
results in lower potential energy of the charge separated electron and hole. However, to develop
energy conversion systems with high potential energy, employing redox molecules that enhance
electron transfer rates at low G is required. In the following section 1.3, previous reports of
quantifying structural effects other than G will be reviewed. The section particularly looks at some
examples of blocking effect by a series of insulating alkyl chains employed in photoelectrochemical
devices for the purpose of slowing down back electron transfer reactions. In addition, back electron
transfer rates influenced by intermolecular interactions between surface-bound molecules and redox
molecules, investigated in the framework of back electron transfer, will be reviewed. As back
electron transfer enhanced/blocked by the intermolecular interactions is indicative of the distance
between the substrate and the attracted/repulsed mobile electrolyte species at the interface, such
systems may be used as model systems to enhance the electron transfer between surface-bound
molecules and the redox mediators by the proximity of the redox mediators inside the surface-bound
molecules.

1.4.
Electronic coupling effect of redox-active
semiconductor-to-molecule back electron transfer

molecules

on

Enhancing electronic coupling is another strategy to achieve fast electron transfer rates possibly
without losing potential energy in the system. To obtain better electronic coupling, molecular
structures that enable improved electronic interactions through exposed molecular orbitals or
decreased electron tunnelling distance should be considered. To design such molecular structures,
it is important to understand to what extent electron transfer is influenced (slowed down or
enhanced) by their structures. Such structural effects affecting interfacial electron transfer rates have
been relatively well understood for semiconductor-to-molecule back electron transfer, particularly,
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in DSCs. Note that, in DSCs, the structural effects were focused on slowing down the back electron
transfer rates between the TiO2 electrons and the oxidised species in electrolytes, referred as to
‘recombination’ because this process leads to loss of charge separated states hence low photon-toelectron conversion efficiency.

1.4.1. Steric hindrance of bulky structures increasing charge transfer distance (blocking
effect)
1.4.1.1. Alkyl chain barriers attached to surface-bound molecules.
The use of alkyl-chain barrier is one of the most studied strategies affecting electronic coupling
hence charge transfer kinetics. Due to the steric hindrance of insulating alkyl chains, distance
between the orbitals of the donor and acceptor molecuels increases. The increased distance results
in reduced electronic coupling hence slower electron transfer kinetics. In 2005, Schmidt-Mende et
al, showed that alkyl-chains attached to a ruthenium-complex dye can retard charge recombination
between electrons in the conduction band of TiO2 and oxidised redox species in the electrolytes.89
The alkyl chains limit the access of oxidised species to the TiO 2 surface so that electronic coupling
decreased due to the increased distance between the TiO2 and the redox-electrolyte species. The
insulating nature of the alkyl-chain barrier was further studied by Kroeze et al. in 2006, using a
series of ruthenium-complex dyes with different alkyl-chain lengths (see Figure 1.11) and I−/I3−
couple as redox mediators, proving that the “blocking effect” of the alkyl chains critically affects
photovoltaic performance of DSCSs.90
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Figure 1.11. A series of ruthenium-complex dyes substituted by different alkyl chains. Reprinted
with permission form Kroeze et al., J. Am. Chem. Soc. 2006, 128, 50, 16376-16383. Copyright 2006
American Chemical Society.90

In 2011, the benefit of the insulating nonyl-chains of a Ru-complex dye (Z907) on inhibition of
charge recombination was reported, effective to block fast recombination of injected electrons
toward oxidised cobalt2+/3+ tris-bipyridine complexes.91 It was previously reported that compatibility
of cobalt complexes with Ruthenium dyes is poor due to the attraction of Co 3+ complexes towards
negatively charged Ru-complex surface-bound dyes by which electrostatic effects will be further
discussed later in section 1.3.2.92 They argued that the long-nonyl chains block the access of
oxidised cobalt tris-bipyridine complexes to the TiO2 surface sensitised by non-substituted Ru dye
N719.
The alkyl chains were also attached to Ru-free organic dyes to slow down the charge
recombination rates. In 2006, Koumura et al. reported organic dyes MK-1 and MK-2 substituted by
hexyl chains on the thiophene linker (see Figure 1.12).93 MK-1 and MK-2 showed significantly
slower recombination rates between TiO2 electrons and I3− redox species in the electrolytes by more
than an order of magnitude as compared to that with the non-substituted analogue MK-3. The steric
hindrance due to the hexyl substitutions blocked the access of the I3− onto the TiO2 surface,
increasing electron transfer distance between TiO2 surface and I3− in the electrolyte.

Figure 1.12. Chemical structures of hexyl-substituted organic dyes MK-1, MK-2, and a non-
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substituted dye MK-3. Reprinted with permission form Koumura et al., J. Am. Chem. Soc. 2006,
128, 44, 14256-14257. Copyright 2006 American Chemical Society.

The recombination rate was further slowed down in another work reported in 2009 by employing
dye molecules with a bulkier donor unit (hexyloxyphenyl-substituted carbazole) than that with the
carbazole groups of MK-1 and MK-2.94 This blocking effects of insulating-bulky groups in the
system employing organic dye molecules and cobalt complexes were reported using
tetraoxylphenyl-substituted triphenylamine-based dyes,83 hexyloxyl-substituted triphenylaminebased dyes with hexyl side chains,95 and a series of alkyl-substituted donor-pi-acceptor dyes.96
Using sterically hindered molecules can effectively slow down the recombination rate by
increasing the distance between the semiconductor surface and oxidised-redox species in the
electrolyte.83, 97-98

1.4.1.2. Alkyl chain barriers attached to redox mediators in electrolytes.
Insulating alkyl chains are also attached to redox mediators instead of surface-bound molecules.
In 2002, Sapp et al. explored the feasibility of aryl or alkyl-substituted cobalt polypyridyl complexes
as redox mediators for photoelectrochemical solar cells. 84 The 14 different cobalt complexes were
tested (see Figure 1.13) in DSCs looking for desirable structural and thermodynamic motifs. They
concluded that, among the 14 mediators, one with tert-butyl substitutions showed the best
photoelectrochemical performances. However, no evidence suggesting that the enhanced
performance was correlated with electron transfer behaviour of the mediator was presented. The
findings of the work did not focus on reducing charge transfer kinetics but rather the enhanced
performances of the devices.
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Figure 1.13. Series of cobalt (Ⅱ/Ⅲ) terpyridine, bipyridine, and phenanthroline complexes
substituted by alkyl chains or functional groups. Reprinted with permission form Sapp et al., J. Am.
Chem. Soc. 2002, 124, 37, 11215-11222. Copyright 2002 American Chemical Society.84

In 2009 and 2010, two different research groups demonstrated that a tert-butyl substituted Co2+/3+
tris-bipyridine complex showed slower recombination rate by approximately a factor of five as
compared to a methyl-substituted analogue at the nearly identical G for the recombination.83, 99 In
2011, Ohta et al. suggested a synergistic blocking effect of tert-butyl substituted [Co(bpy)3]2+/3+
combined with a bulky carbazole-based organic dyes, further improving the blocking effects.97
Recombination rate in the case of alkyl substitutions both the dye and the redox mediator was at
least an order of magnitude slower than that without alkyl substitutions on the dyes.

1.4.2. Electrostatic interaction
Electrostatic interactions between partially/fully charged surface-bound molecules and
positively/negatively charged redox mediators have been studied. In 1991, Fitzmaurice and Frei
proposed an ion pair between Ru-based complex on TiO2 and I− species in the electrolyte.100 This
interaction is suggested by Nasr et al. in 1998 also for Ru-complex-sensitised SO2 and SnO2
immersed in the electrolyte containing I− redox species.101 In 2004, Splan et al. suggested formation
of a complex between Zn-based porphyrin dyes and oxidised form of I−/I3− redox couple prior to
electron transfer reaction.102 However, all above studies did not show experimental evidence of the
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effects on charge recombination reaction rate. In 2008, Miyashita et al. showed that recombination
rate using coumarin-based dyes were faster than that of alkyl-substituted carbazole-based surfacebound molecules by attracting I3− species onto the TiO2 surface.103 The coumarin-based dyes
NKX2587 and NKX2697 have oxygen atoms on the coumarin-type donor groups which attracts Li+
ions dissolved in the electrolyte. The attracted Li+ ions in the vicinity of the coumarin goups resulted
in positive partial charge of the coumarin dyes, leading to the attraction of I3− species in the
electrolyte towards the TiO2 surface. The electrostatic interaction effects on recombination rate were
revisited by Murakami et al. in 2014, compared with other donor groups as shown in Figure 1.14.104
They suggested that Co3+ tris-bipyridine molecules were attracted towards surface-bound dye layer
when coumarin-based dye was employed, while the access of the redox electrolytes was blocked
when the dye with a non-planar donor unit (triphenylamine) was employed.

Figure 1.14. Intermolecular interactions between dye molecules and cobalt-based electrolyte
species and blocking effects of 3-dementional donor group. Reprinted with permission form
Murakami et al., Langmuir 2014, 30, 8, 2274-2279. Copyright 2014 American Chemical Society.104

1.4.3. London dispersion forces
In 2010, Marinado et al. suggested that polarizability of surface-bound molecules can attract
negatively charged I3− species in the electrolyte using a series of -conjugated surface-bound
molecules with different conjugation lengths.105 Recombination rate was increased by two orders of

20

magnitude when the dye with higher polarizability was employed.

1.5.
Electronic coupling effect on molecule-to-molecule electron transfer
kinetics
As compared to the studies on back electron transfer (recombination) reaction, the effects of
molecular structure on electron transfer between surface-bound molecules and redox mediators are
scarce. Electrostatic interaction that affects electron transfer kinetics through ions dissolved in
electrolytes was reported in 2000 by Pelet et al..106 They suggested that a critical Li+ concentration
of 0.01 M in the electrolyte changes surface charge to positive so that electron transfer can be
enhanced by three times due to surface adsorption of I− and formation of I−–I− complex which is
thermodynamically favourable to yield I2•− by reduction of oxidised dyes. Experimental
demonstration of forming a complex between oxidised surface-bound dyes and I− in the electrolyte
by measuring electron transfer kinetics using transient absorption spectroscopy (TAS) was reported
by Clifford et al in 2007.107 In particular, they employed a series of Ru-complex surface-bound dyes
with and without a group to build a partial charge on the dye before turning into the oxidised state,
showing that the surface-bound dye with partial charge exhibited faster electron transfer rate as
compared to that without partial charge at the close G. However, explicit demonstration of whether
the origin of the faster rate is electrostatic interaction or any other factors such as blocking effects
of bulkier group or lower reorganisation energy has not been reported yet.
Some structural effects, other than electrostatic interaction, of redox-active molecules on
electron transfer rates have been studied. In 2014, Ogawa et al. reported that the alkyl substitutions
of carbazole-based organic surface-bound dyes decelerate electron transfer kinetics. Reduction of
oxidised-dye molecules on TiO2 by I− redox species in the electrolyte was slower when paired with
alkyl substituted MK-1 and MK-2, as compared to the case of non-substituted MK-3.98 In 2016,
Ogawa et al. showed that structural differences of the donor group of donor–-bridge–acceptorbased dyes influenced the electron transfer kinetics between a series of organic surface-bound dyes
containing triphenylamine (TPA), carbazole or indoline donor units on TiO 2 and the I−/I3– redox
mediator in the electrolytes (see Figure 1.15).36
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Figure 1.15. Chemical structures of organic acceptor molecules containing carbazole (MK-1), TPA
(MK-88), and indoline (MK-31) units. Reprinted with permission form Ogawa et al., J. Phys Chem
C 2016, 120, 7, 3612-3618. Copyright 2016 American Chemical Society.36

Despite the lower driving force for electron transfer between the Triphenylamine (TPA)-based
surface-bound molecules and the redox mediators, the electron transfer was enhanced by
approximately a factor of seven compared to that with the carbazole-based dye due to the
tridimensional structure of the TPA unit. The tridimensional TPA unit provides a larger crosssectional area for electron transfer at the molecular / electrolyte interface as compared to the planar
carbazole or indoline units. On the other hand, when the concentration of the molecules on the
surface was reduced (low surface-adsorption density determined by UV-vis measurements), the
electron transfer rate was generally faster and followed the order of increasing electrochemical G
among the molecules. This suggested that electron transfer between the surface-bound molecules
and redox mediators is different from that free molecules in solution, because the access of redox
mediators towards surface-bound molecules are limited due to the geometry and adsorption density
of the surface-bound molecules. In the case of a loosely packed molecular layer, the π-conjugated
backbone of the molecules was more accessible to the redox mediator leading to faster electron
transfer, but one should design molecules to have both easy accessibility and high adsorption density
simultaneously.
In 2016, Zhao et al. showed that TPA – carbazole units attached to porphyrin molecules on TiO2
enhanced the electron transfer rate by up to five times at the same driving force (see Figure 1.16).37
The attachment of the TPA – carbazole unit to the porphyrin acceptor brings only small changes in
G, indicating that the five-fold enhanced electron transfer rate was attributed to the more exposed
π-conjugated orbitals of the TPA – carbazole unit towards the redox electrolyte.
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Figure 1.16. Chemical structures of the porphyrin dye (Por), the TPA-carbazole moity (Cb-TPA),
and the extended Por with the moity (Por-(Cb-TPA)). The Schmetic illustration of the interfacial
electron transfer mechanism using Por and Cb-TPA (a) and Por-(Cb-TPA) (b). Reprinted with
permission form Zhao et al., Chem. Sci. 2016, 7, 3506-3516. Copyright 2016 Royal Society of
Chemistry.37

In 2011, Feldt et al. measured electron transfer rates between the oxidised surface-bound
molecules (D35) and cobalt mediators using TAS.70 At the same driving force, the electron transfer
from tert-butyl substituted cobalt tris-bipyridine was approximately 35% slower than methyl
substituted one, which was explained by the blocking effect of the tert-butyl chain.
Despite the above studies, it is still not known, to what extent long insulating alkyl chains
substituted to the redox mediators slow down the rate of electron transfers. Furthermore, based on
a simple model of distance-dependent electron transfer rate controlled by the length of the alkyl
chains, the presence of alkyl chains on both donor and acceptor molecules could further decrease
the electron transfer due to even larger distance between the two molecules. However, specific
interactions between the donor and acceptor at the charge transfer interface may complicate this
simple model. For example, will the addition of further alkyl chains to the redox molecules follow
the distance-dependent electron transfer if intermolecular interactions such as London dispersion
forces and electrostatic interaction are formed between both alkyl chains substituted donor and
acceptor molecules? In Chapter 3, the question was answered using a series of alkyl-substituted
cobalt complexes in the presence of alkyl-substituted surface-bound molecules. Furthermore,
electron transfer kinetics in the presence of permanent charges of the redox molecules were
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investigated using a series of Zn2+ and free-based porphyrins paired with a series of Co 2+/3+
complexes was investigated in Chapter 4.

1.6.
1.6.1.

Reorganisation energy (λ) effect
Cobalt complexes with tridentate ligands

In the Marcus theory framework, the other factor influencing electron transfer kinetics is
reorganisation energy (λ). It has been reported that redox molecules have a lower λ show faster
electron transfer kinetics. In 2001, Yoshimura et al. reported that electron transfer between a Rubased complex and a Co bis-terpyridine complex, Co(terpy)2, in solution was 2.5 times faster than
that between the Ru-complex and a bidentate-type Co complex, Co(bpy)3, which was attributed to
the lower λ.108 In 2012, Mosconi et al. expected the same trend for the interfacial electron transfer,
based on the calculated values of low spin  = 0.51 and 0.62 eV for Co(terpy)2 and Co(bpy)3,
respectively.109 Based on their prediction, in 2013, Salvatori et al. suggested a series of tridentatebase Co pyridine complexes as candidates of redox mediators in DSCs, however the electron transfer
was not reported.110

1.6.2.

Copper-based complexes

In 2005, Hattori et al. reported a self-exchange reaction kinetics of a series of Cu-based redox
mediators increased in the order of decreasing structural changes between the Cu + and Cu2+ forms,
suggesting that Cu-based complexes with low reorganisation energy can show fast electron
transfer.111 In 2016, Freitag et al. reported an enhanced interfacial electron transfer yield using a Cubased complexes compared to the Co-based analogous, explained by lower reorganisation energy. 39
Enhancing electron transfer kinetics using lower reorganisation energy is not in the scope of the
present thesis. However, when demonstrating the electronic coupling effect using Marcus theory, λ
needs to be accurately determined at the top of the Marcus inverted parabola as the interpretation of
the electronic coupling effects by molecular structures is influenced by the λ determination. Such
impact is discussed in Chapter 4 with three different attempts to determine λ when uncertainty of
determining top of the Marcus curve is present due to the limited availability of data points.

1.7.

Effects of a common additive 4-tert-butylpyridine
24

Majority of the studies reviewed above was performed in the presence of 4-tert-butylpyridine
(tBP) in the electrolytes which is a common additive in steady-state devices to improve performance
by passivating the semiconductor surface and changing surface potential. Nakade et al. reported that
adding tBP into the electrolyte of DSCs effects change in lifetime of the injected electrons by
passivating the TiO2 surface.112 In addition, increased short-circuit current (Jsc) of the device in the
presence of the tBP was explained by enhanced regeneration by decreased reorganisation energy of
the cobalt complexes due to the coordination to the tBP. The coordination of tBP with redox-active
molecules such as Zn-base porphyrins,113 Co complexes,114-117 and Cu complexes116-119 have been
reported, affecting the stability of the redox species and charge transfer kinetics. Such effects of tBP
may have more significant impact than molecular structures investigated in this work so that the
intrinsic effects of the redox molecules may be hindered. To minimise complexity at the interface,
the work presented in this thesis was performed without tBP.

1.8.

Measurement of interfacial electron transfer kinetics

1.8.1. Electrochemistry to determine redox potentials and electrochemical driving force
Electrochemical techniques are widely used to probe electron transfer reactions. 120-123
Electrochemical driving force for interfacial electron transfer can be calculated from redox
potentials of surface-bound dyes and redox mediators. This can be performed by electrochemistry
using an electrochemical cell that consists of three electrodes immersed in the electrolyte as shown
in Figure 1.17.
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Figure 1.17. Schematic illustration of a three-electrode-based electrochemical cell connected to a
potentiostat.

To measure redox potentials in solution, redox compounds are dissolved into a solvent containing
supporting electrolytes such as tetrabutylammonium perchlorate (TBAP) and lithium perchlorate
(LiClO4) in the case of organic solvents. Therefore, the solvents used as electrolytes are required to
be: (i) capable of dissolving redox compounds and supporting electrolytes, (ii) stable within the
potential window where the electrochemistry is performed (not oxidised or reduced), and (iii) not
volatile while in measurement to keep the electrolyte concentration. The working and counter
electrodes are also required to be stable within the potential range that each electrode experiences
and electrically conductive. For this reason, platinum, gold, and glassy-carbon electrodes are the
typically employed as both working and counter electrodes.84,

120, 124

In particular, a disk-type

electrode with a defined-surface area is commonly used as a working electrode for solution
measurements. The magnitude of the current-signal in electrochemical studies depends upon the
electrolyte composition and the electrode area, such that currents between different species’ redox
reactions should be compared at the same electrode (material and area) or at least normalised to the
electrode area. The disk-type electrode can also be used as a counter electrode, however, rod-type
or mesh-type electrodes are more-often employed to obtain sufficient surface area compared to the
working electrode hence current is not limited by insufficient electric fields between the electrodes.
The reference electrode in the three-electrode system is employed to track the potential applied to
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the working electrode and therefore it should be independent of the measured redox reaction. When
performing electrochemistry, potential is applied to the working electrode using a potentiostat, and
current response flowing between the working and counter electrodes is measured, or vice versa. In
such cases, as both working and counter electrode participate in redox reactions, their surface
potentials keep changing. Therefore, the ‘reference’ electrode is used to monitor potential shifts at
the working electrode, where redox reactions of the species of interest occurs, enabling us to monitor
changes in faradic and capacitive current at defined potentials. To play such a role, reference
electrodes need to be potentially well-defined (ideally non-polarisable) and inherently stable.
Standard calomel electrode (SCE), Ag/AgCl, Ag/AgNO 3 electrodes are the examples of reference
electrodes. Redox potential (E) is sensitive to the concentration as described by equations 1.4 and
1.5 (Nernst equation),

Ox + 𝑒 − ⇆ 𝑅𝑒𝑑

𝐸 = 𝐸0 −

𝑅𝑇
𝑧𝐹

𝑙𝑛

(1.4)

[𝑅𝑒𝑑]

(1.5)

[𝑂𝑥]

where [Ox] and [Red] are the concentrations of the oxidised and the reduced species, respectively,
E0 is the standard redox potential, z is the moles of electrons transferred (1 in this case). To make
potentially stable reference electrodes, metal wires are generally immersed in a separate batch filled
with an electrolyte containing salts (e.g. Hg2Cl2, Ag+Cl−, or Ag+NO3−) at a certain concentration,
while the tip of the batch is in contact with the test electrolyte via a porous-ceramic tube as a salt
bridge that builds up conductivity but minimises cross contamination of the solutions in each side.
Some redox species such as ferrocene/ferrocenium (fc/fc+) couple can be also used as an ‘internal
standard’. Their redox potentials are stable even when the potential of reference electrode shifts by,
for example, contamination or concentration change inside the reference tube. The internal reference
are normally dissolved in the same solution where redox molecules are present, and their redox
potentials are measured together with the analytes or after the measurement. Measured redox
potentials of the anolytes then are compared to the redox potential of the internal standard.
Cyclic voltammetry (CV) is one of the most frequently performed techniques to determine redox
potentials of molecules in electrochemical cells.45 This technique sweeps a range of redox potential
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forwards and backwards by multiple times, therefore, it is a good technique to define redox
potentials of molecules together with their electrochemical stability. A schematic illustration of
cyclic voltammetry is shown in Figure 1.18.

Figure 1.18. Schematic illustration of a current versus potential curve measured by CV.

Based on Figure 1.18, the information that can be obtained by CV is as follows:

•

Based on Nernst equation, redox potential shifts with concentration of analytes in the
system. As oxidation reaction occurs, the concentration of reduced species at the electrode
surface becomes depleted, therefore potential with peak oxidative current (Eoxi) is shifted
from the redox potential where concentrations of the reduced and oxidised species are the
same. This also applies to the potential with peak reductive potential (Ered). To estimate
redox potential based on the peaks measured in cyclic voltammetry, reading half-wave
potential (E1/2) is often used. Alternatively, Eoxi and Ered can be determined at the potential
of the cross-point of the two tangents on the oxidative and reductive current, respectively,
as illustrated. When Eoxi and Ered are defined, redox potential (E) can be estimated via halfwave potential (E1/2) as shown in Equation 1.6 in which method is used to determine redox
potentials of the compounds used in this thesis.
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𝐸1/2 =

•

𝐸𝑜𝑥𝑖 +𝐸𝑟𝑒𝑑

(1.6)

2

Peak currents for oxidation and reduction can be indicative of reversibility of the redox
reaction. If a redox molecule is stable all in its oxidised and reduced form and reversible
in redox reaction, both oxidative and reductive peak current can be observed as identical.
However, if one of the forms is unstable, it can be shown as asymmetric cyclic curves with
different current intensities or peak positions.
Diffusion coefficient of redox molecules can be calculated using a peak current (ip) in
cyclic voltammetry where ip is dependent on scan rates. 𝑖𝑝 is given by Randles-Ševčík
equation 1.7,125, 126

1

𝑖𝑝 = 0.4463𝑛𝐹𝐴𝐶 (

𝑛𝐹𝑣𝐷 2
)
𝑅𝑇

(1.7)

where n is the number of electrons transferred by the electron transfer, A is the electrode
area (cm2), F is the Faraday constant (C mol−1), C is the concentration (M) of the redox
molecule, v is the scan rate (V s−1) of the measurement and D (cm2 s−1) is the diffusion
coefficient. The equation is a solution of Fick’s law of diffusion with boundary conditions
for a reactant and a product of a reversible reaction.126 It is described that the concentration
of the reactant and the product is constant at the electrode surface. The other boundary
condition describes that the concentration of the reactant and the product is dependent on
the applied potential, explained by Nernst equation.
The diffusion coefficient is known as dependent on molecular size. When a bulky redox
couple is employed in a system, diffusivity of the molecule can influence interfacial
electron transfer kinetics as described in Equation 1.8 (diffusion-controlled electron
transfer rate),

𝑘𝐷 = 2π𝐷𝐷 (𝑟𝐷 + 𝑟𝐴 )

(1.8)

where 𝑘𝐷 is the diffusion-controlled rate constant (M−1 s−1), DD is the diffusion coefficient
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of the donor molecule, rD and rA are the radius of the donor and the acceptor molecules,
respectively. The diffusion-controlled electron transfer rate will be compared between
different redox mediators substituted by alkyl chains in Chapter 4, and it will be discussed
if any difference in rate can be explained by diffusion-controlled electron transfer rate.
•

Ideal peak-to-peak separation (Ep = Eoxi − Ered) for a reversible system of one electron
transfer, 57 mV at 25°C, is firstly suggested by simulation work of Nicholson and Shain in
1964 [Theory of Stationary Electrode Polarography] as a diagnostic criterion.127 When Ep
= 57 mV is present, electron transfer at the electrode is sufficiently fast enough compared
to the mass transport of the species so that the reaction. Thus, larger Ep than 57 mV
suggests that the reaction is more limited by diffusion or there is a high barrier to electron
transfer, therefore, more positive (negative) bias needs to be applied for oxidation
(reduction) current flow. In the case of metal-ligand-coordinated complexes such as Co2+/3+
or Cu+/2+ complexes, ligand dissociation, molecular degradation, or forming a complex
with other molecules can increase Ep. The peak separation can also be influenced by the
distance between the working and the counter electrodes when conductivity inside the
system is not well established, resistance of the electrodes, and scan rate of the
measurements.

In case of surface-bound molecules, their energetics are different from themselves dissolved in
solutions. Therefore, redox potentials of the surface-bound molecules need to be examined as
anchored to semiconducting materials.24 A electrochemical setup containing a dye-sensitised
electrode is illustrated in Figure 1.19.
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Figure 1.19. Schematic illustration of an electrochemical cell containing a dye-sensitised electrode.

To obtain the redox potentials of surface-bound dyes, CV is often performed using a dye-sensitised
semiconducting electrode as a working electrode with hundreds nanometres to a few micrometre
film thickness. In such a case, employing electrolytes that is capable of dissolving supporting
electrolytes but not dissolving the surface-bound dye molecules is required. A mesh-type counter
electrode is often employed due to the large surface area of the porous working electrode. However,
measuring redox potentials of the surface-bound molecules is often challenging due to low electrical
conductivity of the metal-oxide-based electrodes and low surface-adsorption density of the
molecules, producing large capacitive currents. Differential pulse voltammetry (DPV) is a technique
that helps discriminating faradic current from the disruptive capacitive current.45 Principle of
applying potential to the cell and a typical current versus potential curve of DPV are illustrated in
Figure 1.20.
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Figure 1.20. Schematic illustration of applying potential to the cell (a) and a current versus potential
curve (b) of DPV.

As shown in Figure 1.20a, five main parameters can be controlled when performing DPV. Potential
perturbation is applied with small forward and backward pulses where currents are measured at the
sampling time. Pulse width is set longer than the sampling time to reduce background capacitive
current which is a response of the potential increment but decays faster (proportional to e −t) than the
faradic current (proportional to 1/t1/2). Instead of constant current like CV, in DPV, the current
displayed on the current versus potential plot is the differential current (i) before and after the step
with a pulse height, calculated via Equation 1.9,

∆𝑖 = 𝑖𝐴 − 𝑖𝐵

(1.9)

where ia and ib are the currents at ta and tb, respectively, in Figure 1.20a. Therefore, capacitive
current over the step can be significantly reduced, while decrease in faradic current is much smaller.
Step height determines potential gap between each point on the current versus potential plot hence
need to be set to which peak of the curve can be well resolved.
In Chapter 4, measuring redox potentials of the surface-bound porphyrins will be established
using DPV. Surface-adsorption density of porphyrin-based dyes is generally known as lower than
organic-based dyes. The low number of molecules hence larger distance between each molecule
results in poor conductivity as well as low current magnitudes, leading to low faradic-to-capacitive
current ratio. Therefore, improvement of the signal-to-noise ratio is required by DPV with dyesensitised electrode-design.
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1.8.2. Transient absorption spectroscopy (TAS) to measure molecule-to-molecule electron
transfer kinetics
1.8.2.1. Transient absorption (TA) measurement
The electron transfer between surface-bound molecules and redox mediators at the interface is
known to occur in time scales ns to ms.7, 40, 72 Therefore, conventional electrochemistry that typically
probes ms to s time scales is not suitable to determine the rate of electron transfer. TAS has been
widely employed to measure charge transfer dynamics in solutions and at the solid/electrolyte
interfaces.38, 72, 86, 92, 128-133 Simplified illustration of TA spectrometer is shown in Figure 1.21.

Figure 1.21. Schematic illustration of the TA setup.

A pulse-laser beam is employed as ‘pump’ to irradiate a transparent sample placed in between the
laser source and a photodetector. Transient species in the sample are observed by another beam of
light called ‘probe’ going into the photodetector. When probe is a white light, a monochromator is
placed between the sample and the detector to narrow down the wavelength of the probe light to
which the transient species we are interested in are observed. When the probe light reaches to the
detector, a voltage-signal response triggered externally by a trigger detector responsive to the pump
laser is observed on the oscilloscope as shown in Figure 1.22.
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Figure 1.22. Schematic illustration of a voltage response over time displayed on an oscilloscope by
a TA measurement.

The sample illuminated by the light sources leads to changes in optical density (∆OD) at the wave
length where probe light observes the transient species in the sample. ∆OD is given by Equation
1.10 and plotted as a function of time.

∆OD =  ODpump,probe  −  ODprobe

(1.10)

where ODpump,probe is optical density under pump and probe and ODprobe is optical density without
pump laser (with probe light only). Optical density is given by Equation 1.11,

P

OD =  −log10 ( )

(1.11)

P0

where 𝑃 is the power of transmitted radiation by the sample, 𝑃0 is the power of incident radiation to
the sample. When it comes to an oscilloscope that displays voltage transient by the signal transferred
from the photodetector, the OD can be calculated by Equation 1.12,

∆OD =  −log10 (

Vpump−probe
Vprobe

)

(1.12)

where Vpump–probe and Vprobe are the voltage transient under irradiation of pump–probe and probe
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only, respectively.

When performing TAS, observed spectrum over a defined range of wavelengths can be assigned
to the species and charge transfer processes described below:

•

Negative OD is a signal indicating ground-state bleaching by which surface-bound dye
molecules in the ground state absorb probe lights. In the presence of pump irradiation,
surface-bound molecules are oxidised as a consequence of injection of excited electrons
into the semiconductor. Therefore, in the band where ground-state dye molecules absorb
the probe light, the amount of the probe reaching to the photodetector increases due to the
less amount of the ground-state dyes in the sample (less absorption hence more
transparent). This results in higher voltage-signal output by the detector hence a negative
OD value is calculated through Equation 1.12. The response of interest is the transient
response of the oxidised surface-bound molecules by electron transfer. Therefore, transient
signals of the ground-state bleaching signal (negative value in ∆OD) is required to be
avoided when measuring electron transfer kinetics.

•

Positive OD could be attributed to different species. When injection of excited electrons
takes place in a well-defined surface-bound molecular layer within short time scales hence
with a high yield, a positive signal can be regarded as assigned to the oxidised-surfacebound molecules. The signal decreases with either reduction of the oxidised dyes by
reduced redox electrolyte species or back electron transfer of the injected electrons with
the oxidised dyes. TA measurements in the absence of redox electrolytes show signal
transient by back electron transfer between injected electrons and oxidised-surface-bound
dye molecules. Time scales of molecule-to-molecule electron transfer reaction are
generally in a ns to ms range, while those of the recombination are known in ms to s.40
Therefore, when TA measurement is performed in the presence of redox electrolyte at a
high concentration of generally around 0.1 to 0.2 M, back electron transfer is intercepted
by molecule-to-molecule electron transfer, as shown in Figure 1.23. However, the electron
transfer rate depends on the factors such as electrolyte concentration, driving force, and
other factors affecting the electron transfer kinetics. Therefore, when the molecule-to-
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molecule electron transfer is not fast enough compared to the back electron transfer,
contribution of back electron transfer to the signal decay cannot be ignored. In this case,
the electron transfer rate is calculated by subtracting back electron transfer rate from the
total signal decay rate.

Figure 1.23. TA decays of a Ru-based dye-sensitised TiO2 in the absence and in the presence of
cobalt-based redox species. Reprinted with permission from Nusbaumer et al., J. Phys. Chem. B
2001, 105, 43, 10461-10464. Copyright 2001 American Chemical Society.92

•

A signal spike followed by steep decay within 2 ns can be attributed to luminescent
emission from absorption of excited singlet electrons. This could take place when injection
of excited electrons is not efficient due to low driving force for the injection. Conduction
band-edge level of TiO2 is generally known at −0.5 V vs NHE, therefore, some surfacebound molecules that have LUMO level close to the conduction band edge can display
such behaviour. In this thesis, this behaviour was observed with free-base porphyrins
molecules in Chapter 4.

•

In the above low-injection cases, some photo-excited electrons in the singlet states can flip
into triplet states by a process called intersystem crossing. The presence of the triplet states
in the system can be observed as a long-lived signal near 800 nm. Therefore, a decay is
slow near 800 nm compared to that in lower wavelength and shows strong biphasic decay
may indicate existence of triplet-state species in the system. Since the triplet-state electrons
are not the species of interest in this thesis, it was important to select the probe wavelengths
where triplet-state electrons are not observed. Therefore, when poorly injecting porphyrins
were employed, TA spectra was recorded to identify if decay rate is uniform over the
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defined range of wavelength, Chapter 4.

When performing TA measurements, signal decay assigned to the dye cation is required to be
captured at appropriate time scales in which the electron transfer occurs. TA setups typically
employed to measure these electron transfer steps are equipped with a Q-switch flash lamp or diodepumped cavity that produces a few-ns pulse laser with repetition rate of 1 to 10 Hz as a pump. When
combined with a detector and a recording oscilloscope (having a certain bandwidth), and interfacing
electronics, the time resolution of the TA spectrometer generally turns out to be a few ns time
resolution,36, 39, 88, 134 which is enough to measure microsecond-level signal lifetime. However, when
faster electron transfer is present, for example, by strong electronic coupling, an insufficient TA
time resolution may affect the lifetime determination. Therefore, it is important to establish TA
setup with an appropriate time resolution to capture electron transfer reactions over the time scales
that they occur. In this regard, to capture electron transfer occurs in ns time scales, many of the TA
decay signals presented in this thesis is measured by two different TA setups with 0.5 ns and 6 ns
time resolution, respectively. The setups employing different-type lasers, detectors, and other
related electronics are described in details in experimental Chapter 2.

Summarizing the above, different species can contribute TA signals. Therefore, the key when
performing TA measurements is to find out where electron transfer steps between the redox-active
species occur. This will be carried out in Chapter 4 by dealing with Free-base porphyrin molecules
that have LUMO levels close to the TiO2 conduction band edge level.

1.8.2.2. Rate determination
Due to the disorder of the nanoparticle semiconductor interface sensitised with surface-bound
molecules, electron transfer occurs on distributed time scales. Therefore, the lifetime of such
distributed cases can be quantified through different methods.

•

One method to determine the lifetime of a TA signal decay is to read decay half time ( 1/2)
of the signal from the decay curve. 1/2 is defined as the time the signal takes to reach to
the half of its initial magnitude.
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•

Due to the disorder at the interface, decay lifetimes are distributed over orders of magnitude
in time. Therefore, a stretched-exponential which is equivalent to a weighted average
lifetime over a range of timescales can be used to determine the decay lifetime (see
equation 1.13),

∆𝑂𝐷 = ∆𝑂𝐷(𝑡=0) 𝑒𝑥𝑝 (− (

𝜏𝑤𝑤 𝛽
𝑡

) )

(1.13)

where ww is the stretched-exponential lifetime and  is the stretch parameter indicative
of distribution of the lifetimes.  can be calculated via equation 1.14 which is a solution
of equation 1.13.

𝜏1/2 = 𝜏𝑤𝑤 𝑙𝑛2

•

1
𝛽

( )

(1.14)

The weighted average lifetime (𝜏obs) of a stretched-exponential decay can be calculated
using a gamma function (𝛤) with the parameters ww and . According to the work done by
Anderson et al.,135 this method is useful to calculate flux of species in steady-state devices
such as DSCs in operation condition.

1

∞

1

−1

𝛤 ( ) = ∫0 𝑢𝛽 𝑒 −𝑢 𝑑𝑢

(1.15)

𝛽

𝜏𝑜𝑏𝑠 =

𝜏𝑤𝑤
𝛽

1

𝛤( )

(1.16)

𝛽

The electron transfer rate (k) and rate constant (K) then can be calculated by equations
1.17 and 1.18,

1

1

𝜏

𝜏𝑖

𝑘= −

(1.17)

𝐾 = 𝑘/[M]

(1.18)

where 𝜏i is the lifetime in the absence of redox mediators in the electrolytes, indicating the
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lifetime of the back electron transfer between TiO2 electrons and oxidised surface-bound
molecules.

Theoretically, the 1/2 determined by reading on the graph and via equation 1.14 should be the
same if the decay curve follows stretched exponential decay behaviour and if the initial signal
magnitude is well resolved by the measurements. When at least one of the two requirements is
missing, the two methods result in different lifetimes so that may lead to misinterpretation of the
measured data. The impact of the differently determined lifetimes by measurement conditions will
be discussed in Chapter 6 in terms of time resolution of the setup and the determination methods.

1.8.3. Stepped light-induced transient measurement of photocurrent and voltage (SLIM-PCV)
to measure semiconductor-to-molecule electron transfer (recombination to oxidised redox
mediators in the electrolyte) kinetics
Semiconductors have electron-trap states energetically lying below the conduction band,
leading to distribution of injected-electron lifetimes inside the semiconductors. Lifetime of injected
electrons is defined as the time the electrons stay in the semiconductor, therefore it depends on two
main mechanisms: (i) charge transport step in which electrons in the trap states are thermally
released to the conduction band to move and (ii) electron transfer to the oxidised species at the
interface. Electron lifetime is dependent on charge density in the semiconductor, and the charge
density depends on the irradiation intensity as the trap states are filled progressively under the
irradiation to a dye-sensitised electrode. When the intensity increases, both reactions (i) and (ii)
become faster due to the larger electron density in the semiconductor, resulting in fast electron
diffusion coefficient (D, cm2 s−1) and shorter electron lifetime (e) which is inverted form of the
electron transfer rate. When measuring electron lifetime, a large light-intensity modulation leads to
difficult determination of lifetime due to the large variation in charge density hence large deviation
of the lifetime. Therefore, to minimise such a challenge, electron lifetime is often measured using
small perturbation techniques.
In this thesis, stepped-light induced transient measurements of photocurrent and voltage (SLIMPCV) is employed as a small perturbation technique. This technique is firstly introduced by Nakade
et al. in 2005.136 A simplified illustration of the setup is shown in Figure 1.24.
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Figure 1.24. Schematic illustration of SLIM-PCV setup.

The setup contains a diode laser irradiating a sample. Current or voltage responses to a stepwise
change in laser intensity controlled by a function generator is measured, producing a < 10% change
in photocurrent and a < 1 mV change in photovoltage. The current / voltage mode is controlled by
an impedance switch. In details, SLIM-PCV measured either current or voltage as follows:

•

Photocurrent transient signal is measured in response to a stepwise small reduction of light
intensity at a short-circuit condition. As the sample is short-circuited, the dominant
pathway for the injected electrons is the extraction to the external circuit unless electron
transfer to the electrolyte is comparably fast, showing a steady-state current. When the
small stepwise reduction of light intensity is applied to the sample, current exponentially
decreases to another steady state value in which behaviour is normally fitted to a monoexponential function. An example of the current transient reported by Nakade et al. is
shown in Figure 1.25.

Figure 1.25. Current versus time curves (a to d) measured at four different stepped-light intensities.
Inset shows calculated diffusion coefficient (Dn) values plotted as a function of short-circuit current.
Reprinted with permission from Nakede et al., Langmuir 2005, 21, 23, 10803-10807. Copyright
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2005 American Chemical Society.136

It is shown that each curve exhibits initial and final steady states with current transient
fitted to a mono-exponential decay function. Current intensity varies depending on the laser
intensity applied to the sample, showing increased current with higher intensity. The
lifetime of the fitted decay can be calculated into a diffusion coefficient value (Dn) via
equations 1.19 and 1.20,136

𝐷 = (𝐿/2)2 /𝑡𝐻
𝐷𝑛 =

(1.19)

𝐿2

(1.20)

2.77𝜏𝐶

where 𝐿 is the thickness of the semiconductor layer, tH is the time extracting half of the
electrons, and 𝜏𝐶 is the exponential decay constant obtained by the fitted curve to
photocurrent decay transient. 2.77 is obtained by tH = 0.693𝜏𝐶 . In this thesis, the Dn of the
injected electrons are not the main interest. However, as Dn is one of the factors influencing
electron lifetimes, it should be determined and taken into account when interpretating
measured liftimes to determine back electron transfer. For example, if electron lifetimes of
two identically prepared sample varies and one shows larger Dn value, shorter lifetime can
be explained by the larger Dn possibly due to different electrode thickness. Trainsient
photocurrent measurement to determine Dn is described in Chapter 2.4.2.
•

Photovoltage transient signal is measured in response to a stepwise small reduction of light
intensity at an open-circuit condition. In the open-circuit condition, the possible pathways
for the injected electrons are the electron transfer steps either to the oxidised electrolyte
species or the oxidised surface-bound molecules. However, as electron transfer between
the oxidised dyes and the reduced form of the redox electrolytes takes place in faster time
scales than that for the semiconductor-to-molecule electron transfer, the dominant pathway
is electron transfer to the oxidised redox-electrolyte species. Under the small stepwise
reduction of light intensity, potential response of the sample is shown with initial and final
steady states in which decay between the states is normally fitted to a mono-exponential
function. An example of the potential transient is shown in Figure 1.26.
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Figure 1.26. Open-circuit voltage versus time curves (a to d) measured at four different steppedlight intensities. Inset shows fitted lifetime plotted as a function of short-circuit current. Reprinted
with permission from Nakede et al., Langmuir 2005, 21, 23, 10803-10807. Copyright 2005
American Chemical Society.136

Like the cases with the photocurrent, it is shown that each curve exhibits initial and final
steady states with voltage transient fitted to a mono-exponential decay function. Potential
intensity varies depending on the laser intensity due to the amount of charge accumulated
in the semiconductor electrode. When different redox-electrolyte species are employed,
electron transfer between the semiconductor and the redox electrolyte species can be
compared with the lifetime measured. However, due to the trap states in semiconductors,
lifetime can be significantly influenced by charge density even more than the factors by
molecular structure. Therefore, electron density of the sample under the different light
intensities should be defined.

Electron density of the sample under a laser intensity can be determined by an integration of
charge extracted by charge-extraction measurement as reported by Duffy et al.137 Simplified
illustration of a charge extraction measurement is shown in Figure 1.27.
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Figure 1.27. Schematic illustration of charge-extraction measurement setup.

A switch (here it is manual) that controls circuit condition of the sample and laser switch by ordering
function generator is the difference between the charge-extraction and SLIM-PCV setups. During
the charge extraction measurement, the electrical circuit is changed from open to short circuit by the
fast switch simultaneously with switching the laser from on to off. The laser light intensity is
matched to the initial steady-state ones used for SLIM-PCV to measure the charge density at the
same conditions of the photocurrent and photovoltage measurements. A schematic illustration of a
typical current versus time plot by charge-extraction measurement is shown in Figure 1.28.

Figure 1.28. Schematic illustration of a current versus time plot by charge extraction measurement.

Numerical integration of the current over time is calculated to obtain the amount of charge extracted
from the measurement. Charge density (cm−3) is obtained by dividing the amount of extracted
charges with the volume of the semiconductor electrode, generally not taking into account the
porosity of the films.

1.8.4. Device used in TA measurement and SLIM-PCV
In experiments, dye-sensitised solar cells (DSCs) are fabricated and used for TAS and SLIMPCV due to the requirements of the measurements as follows; (i) samples measured by TAS are
required to be transparent for the probe light to be transmitted and reached to the photodetector, (ii)
semiconductor adsorbing surface-bound molecules needs to be attached to a conducing substrate as
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electrons are extracted to the external circuit when performing SLIM-PCV and charge extraction
measurements, (iii) to form a stable substrate/electrolyte interface, a sample needs to contain
electrolytes containing redox-electrolyte molecules and to be sealed, (iv) conductive counter
electrode needs to be used to build up an electrical circuit and not in contact with the working
electrode to avoid direct short-circuit inside the cell. Detailed description of the sample fabrication
is shown in Experimental Chapter 2.

1.9.
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Chapter 2
This chapter shows details of the materials and the experimental techniques used to carry out the
experiments in Chapters 3 to 6. First, chemical names and molecular structures of redox compounds
are provided. Second, characterisation of the redox molecules using electrochemical and
spectroscopic techniques are described. Lastly, descriptions of sample fabrication methods and
characterisation techniques for the devices are provided.

Experimental
2.1. Materials
The following chemicals and materials listed in Table 2.1 were used as received or synthesised
in-house by collaborators. In-house made chemicals together with the descriptions were supplied by
Dr. Pawel Wagner (Research Fellow at IPRI, UOW), while MK3 dye, [Co(bpy-pz)2]2+/3+, and
[Co(phen-cl)3]2+/3+ were supplied by Prof. Shogo Mori and Prof. Mutsumi Kimura from Shinshu
University in Japan. Synthesis of the chemicals are provided in Appendix 1. Chemical structrues of
the surface-bound molecules and the redox mediators employed in this work are shown in Figures
2.1 and 2.2, respectively.

Table 2.1. Materials and chemicals used in experiments.
Chemical

Company

Acetonitrile (AN)

Aldrich
Honeywell

N,N-dimethylformamide (DMF)

B&J

Description
≥99.999%, electronic
grade
-

Dichloromethane (DCM)

Aldrich

-

1,2-dimethoxyethane (DME)

Aldrich

-

Honeywell

Toluene

B&J, Aldrich

tert-butyl alcohol (t-BuOH)

Aldrich
Honeywell

Tetrahydrofuran (THF)

B&J

-

Dry THF

Aldrich

Anhydrous, ≥99.9%

2-propanol

Aldrich

-

Aldrich

≥99.0%

Tetrabutylammonium perchlorate
(TBAP)
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Lithium perchlorate (LiClO4)

Aldrich

≥95%

Absolute ethanol

Chem-Supply

-

Ferrocene (Fc)

Aldrich

-

Pt disk

BASi

1.6 mm diameter

Glassy carbon (GC)

BASi

3.0 mm

Pt mesh

-

-

GreatCell

Anatase nanoparticles,

18NR-T, Titania (TiO2) paste

Solar
GreatCell

30NR-T, Titania (TiO2) paste

Solar

Titanium (IV) chloride (TiCl4)

Aldrich

Fluorine-doped tin oxide glass (FTO

Hartford Glass

glass)

Co.

Titanium diisopropoxide

Aldrich

bis(acetylacetonate) (TAA)
Tetrabutylammonium hydroxide

Aldrich

(TBAOH)

avg. particle size = 20 m
Anatase nanoparticles,
avg. particle size=30 m
-

75% in 2-propanol
Solution in water (40:60
vol.)
Pellets, semiconductor

Sodium hydroxide (NaOH)

Aldrich

grad, ≥99.99% trace metal
basis

Surlyn gasket

DuPont

25 m

Cover glass

Deckgläser

-

Glass microscope slides

Sail brand

1 mm thick

Aldrich

-

Aldrich

≥95%

Chloroplatinic acid hexahydrate
(H2PtCl6•6H2O)
MK2 dye (2-cyano-3-[5’’’-(9-ethyl9H-carbazole-3-yl)-3’,3’’,3’’’,4-tetra-nhexyl-[2,2’,5’,2’’,5’’,2’’’]-quarterthiophenyl-5yl]acrylic acid)
N719 dye (di-tetrabutylammonium

GreatCell

cis-bis(isothiocyanato)bis(2,2′-bipyridyl-

Solar

≥95%

4,4′-dicarboxylato)ruthenium(II)
MK3 dye (2-cyano-3-[5″-(9ethyl-9H-carbazol-3-yl)-[2,2′,5′,2

In-house

Ref. 1

In-house

Ref. 2

In-house

Ref. 3

″]terthiophenyl-5-yl]acrylic acid)
GD1 dye (3-(5,10,15,20tetraphenylporphyrinato zinc (II)-2-yl)-2cyanoacrylic acid)
GD2 dye (2-{3-[5,10,15,20-
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Tetrakis(3,5-dimethylphenyl)porphinato
Zinc (II)-2-yl]- allylidene})malonic acid)
FreeGD1 dye (: 3-(5,10,15,20tetraphenylporphyrin-2-yl)-2cyanoacrylic acid 2-Formyl-5,10,15,20-

In-house

Ref. 2

In-house

Ref. 3

In-house

-

In-house

[Cobpy]2+/3+ in Chapter 3

tetraphenylporphyrin)
FreeGD2 dye (2-{3-[5,10,15,20Tetrakis(3,5-dimethylphenyl)porphinato
zinc (II)-2-yl]- allylidene}malonic acid)
PX36 dye (2-cyano-3-{5”’-[4(diphenylamino)phenyl]-4,4’”-dihexyl[2,2’:5’,2”:5”:2”’-quaterthiophen-5yl]}acrylic acid)
[Co(bpy)3]2+/3+ (Tris(2,2’bipyridine)cobalt(II/III)
di/tri[bis(trifluoromethane)sulfonimide])
[Co(bpy-dm)3]2+/3+ (Tris(4,4’dimethyl-2,2’-bipyridine)cobalt(II/III)

In-house

bis(trifluoromethane)sulfonimide)
[Co(bpy-dtb)3]2+/3+ (Tris(4,4’ditertbutyl-2,2’-bipyridine)cobalt(II/III)

In-house

di/tri[bis(trifluoromethane)sulfonimide])
[Co(bpy-dn)3]2+/3+ (Tris(4,4’dinonyl-2,2’-bipyridine)cobalt(II/III)

In-house

di/tri[bis(trifluoromethane)sulfonimide])

[Cobpy-C1]2+/3+ in
Chapter 3

[Cobpy-C4]2+/3+ in
Chapter 3
[Cobpy-C9]2+/3+ in
Chapter 3

[Co(bpy-dn)3]2+/3+ (Tris(4,4’dinonyl-2,2’-bipyridine)cobalt(II/III)

In-house

-

In-house

-

In-house

-

In-house

Refs. 4 and 5

In-house

Ref. 6

di/tri[bis(trifluoromethane)sulfonimide])
[Co(bpy-dmetho)3]2+/3+ (Tris(4,4’dimethoxy-2,2’-bipyridine)cobalt(II/III)
di/tri[bis(trifluoromethane)sulfonimide])
[Co(bpy-dmetho)3]2+/3+ (Tris(4,4’dimethoxy-2,2’-bipyridine)cobalt(II/III)
di/tri[bis(trifluoromethane)sulfonimide])
[Co(bpypz)2]2+/3+ (Bis[6-(1Hpyrazol-1-yl)-2,2’bipyridine)cobalt(II/III)
di/tri(tetracyanomethane))
[Co(phen-cl)3]2+/3+ (Tris(5-chloro1,10’-phenanthroline)cobalt(II/III)
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di/tri(tetracyanomethane))

Figure 2.1. Chemical structrues of the surface-bound molecules employed in this work.
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Figure 2.2. Chemical structures of the redox mediators and the counter ions employed in this work.
The number of counter ions differs depending on the oxidation state of the complexes.

2.2. Characterisation of the redox compounds
2.2.1. Electrochemistry
Electrochemistry was carried out using a three-electrode electrochemical cell and a potentiostat
(650D, CH Instrument). Cyclic voltammetry (CV) was carried out to determine redox potentials of
the redox compounds while differential pulse voltammetry (DPV) was performed to determine

56

redox potentials of surface-bound porphyrins.

2.2.1.1. Preparation of the three-electrode electrochemical cell.
Pt disk (1.6mm diameter) was used as a working electrode and Pt wire or mesh was used as a
counter electrode. Prior to use the working and counter electrodes were cleaned as following
procedure. The Pt disk was polished using alumina powders (particle sizes = 3 m, 300 nm, and 50
nm, respectively) mixed with distilled water in the order from larger one to lower for 5 min each.
The Pt wire was polished using a polishing paper and heated using a flame by boron gas combustion
until the surface was turned red to burn away organic remains possibly left over on the electrode
surface from previous measurements. The Pt mesh electrode was cleaned using the above pyrolysis
step alone. A 0.01 M Ag/AgNO3 non-aqueous electrode (MF-2062, BASi) was used and prepared
via following steps.
(i)

A silver wire was polished using a 600 grit sandpaper and rinsed with distilled water
and acetone in turn.

(ii)

A glass body tube was assembled with a porous Vycor plug where the plug and the tip
of the glass tube was wrapped by a Teflon shrink tubing (see Figure 2.3). The tip
wrapped by tubing was heated at approximately 400°C until the tubing tightly grabbed
the Vycor plug and the tip of the tube.

Figure 2.3. Schematic illustration of the parts of Ag/AgNO3 reference electrode.

(iii)

The glass body–Vycor assembly was filled and immersed in with AN containing 0.1 M
TBAP for an hour to wet the Vycor.

(iv)

After an hour of wetting the Vycor, the tube filled with the solution was emptied and
refilled with a solution of 0.01 M AgNO3 in AN containing 0.1 M TBAP.
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(v)

Then the glass body was covered with Teflon cap with polished silver wire and sealed
using a thermoplastic film (Parafilm).

2.2.1.2. Performing CVs.
To measure redox potentials of the Co complexes, a blank electrolyte solution was prepared
using AN as a solvent containing 0.1 M TBAP as a supporting electrolyte. 1 mM solution of the
desired Co complex was dissolved in AN containing 0.1 M TBAP and purged by dry Ar for 5 min
before performing CVs. At least three cycles were performed within a potential window selected to
capture the redox response of the complex under investigated using a range of different potential
scan rates mostly as identified in Table 2.2.
To measure redox potentials of surface-bound molecules, dye-sensitised electrodes were used as
working electrodes and were prepared without compact TiO2 deposition and TiCl4 treatment steps
(see Section 2.3.1.) to obtain better electrical conductivity. In Chapter 3, MK2-sensitised TiO2 was
used as a working electrode immersed in AN containing 0.1 M TBAP with detailed preparation of
the electrode provided in the experimental sections of that chapter. In Chapter 6, PX36-sensitised
TiO2 was used as a working electrode immersed in the same supporting electrolyte.

2.2.1.3. Performing DPVs.
In Chapter 4, Porphyrin-sensitised glassy carbon electrodes were prepared and used as working
electrodes, where porphyrin dye solution was drop-cast and air dried onto the glassy carbon
electrode. The electrode was immersed in porphyrin-saturated AN containing 0.1 M TBAP to
perform DPVs. The following parameters were used in DPV measurements: pulse height=0.05 V,
pulse width= 0.05 V, pulse period=0.5 s, sample integration=0.015 s, and step height=0.005 V.
Counter and reference electrodes employed in DPV measurements were the same as those for CVs.
Detailed preparation of the porphyrin-sensitised electrode for DPV measurements is described in
Experimental section of Chapter 4.
As the condition for the electrochemistry of the redox molecules had minor variations in different
chapters due to sample and device design, the details of the measurements including fabrication and
measurement conditions are listed in Table 2.2.

Table 2.2. Conditions of electrochemistry for different compounds employed in this thesis.
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Compound
All Co2+/3+

Measurement

Preparation

type

EC
technique

Parameters
20, 50, 100 mV s−1

Solution

1 mM in the electrolyte

CV

All porphyrins

Surface

Sensitised on the GC

DPV

See section 2.3.1.3.

All porphyrins

Solution

DPV

See section 2.3.1.3.

GD1 and GD2

Solution

1 mM in the electrolyte

CV

50 mV s−1

MK2

Surface

Sensitised on the TiO2

CV

PX36

Surface

Sensitised on the TiO2

CV

complexes

0.1 mM in the
electrolyte

scan rate

20, 50, 100 mV s−1
scan rate
10 mV s−1 scan rate

AN containing 0.1 M TBAP was used as the base electrolyte except the case of 1mM GD1 and GD2 in DCM
containing the same amount of TBAP.

In all electrochemical measurements, the reference potential was plotted versus fc/fc+ by
measuring the potential of ferrocene/ferrocenium (fc/fc+) by dissolving trace amount of fc
compounds into the same electrochemical cell after the CV measurements. The oxidation (Eoxi) and
reduction (Ered) potentials were calculated via equations 2.1 and 2.2, respectively, based on the
reported work by Cardona et al.7

𝐸𝑜𝑥𝑖 = −(𝐸𝑜𝑥𝑖 𝑣𝑠𝐹𝑐/𝐹𝑐 + + 5.1)(𝑒𝑉)

(2.1)

𝐸𝑟𝑒𝑑 = −(𝐸𝑟𝑒𝑑 𝑣𝑠𝐹𝑐/𝐹𝑐 + + 5.1)(𝑒𝑉)

(2.2)

Half-wave potential (E1/2) calculated using equation 1.6 was used as redox potential, and G for
molecule-to-molecule electron transfer was determined by subtracting E1/2 of cobalt electrolytes
from that of surface-bound molecules. Potential versus NHE was calculated by adding 0.64 V to
that versus fc/fc+ as per Cardona et al.7 G for back electron transfer was calculated using the
assumed conduction band edge potential of TiO2 reported by Kim et al.8

2.2.2. UV-Visible (UV-Vis) absorption spectroscopy
UV-Vis spectroscopy was carried out using a Shimadzu spectrometer (UV-1800) to measure
adsorption band of surface-bound molecules. A quartz cuvette with 1 cm in length was used,
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containing a dye solution. Surface-adsorption density (mol cm−2) of the surface-bound dye
molecules was determined as follows:
(1) To detach surface-bound dye molecules from a dye-sensitised TiO2 electrode, the electrode was
immersed in a base solution (0.1 M NaOH in toluene/ethanol=1/1 vol in Chapter 3 and 0.1 M
TBAOH in DMF in Chapter 4) with a known volume for at least 6 h.
(2) A calibration curve of Absorption versus molarity (M) was produced to obtain a molar
extinction coefficient (), with at least four solutions with known concentration of the dye.
Figure 2.4 shows an example of the calibration curve and the molar extinction coefficient of
the curve.

Figure 2.4. Absorption versus concentration plot and molar extinction coefficient ( ) of a dye in a
base solution.

The solutions used in calibration were prepared using the same base solution used in surfacebound-dye desorption. The four points in Figure 2.4 were linearly fitted, and the slope of the
curve was used as .
(3) Surface-adsorption density (, mol cm−2) was calculated using absorbance (Abs.) of the
dissolved-dye solution via equations 2.3 and 2.4,

𝐶=

𝐴𝑏𝑠.

(2.3)

𝑙×𝜀
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𝜌=𝐶

𝑉

(2.4)

𝐴

where C (mol L−1) is the concentration of the dissolved dye molecules, l is the path length of
the cuvette used, V (L) is the volume of the solution dissolving the surface-bound dye
molecules, and A (cm2) is the TiO2 area not taking into account porosity.

2.3. Sample fabrication for transient absorption spectroscopy (TAS) and
stepped-lighted induced measurements of photocurrent and voltage
(SLIM-PCV)
2.3.1. Dye-sensitised TiO2 fabrication using screen printing method
(1) Cleaning conducting glasses. FTO glass sheets were cleaned in detergent-containing water
and placed in an ultra-sonic bath for 20 min sonication at room temp. The glasses were rinsed with
distilled water and sonicated in acetone and ethanol, respectively, for 20 min each. The glasses were
rinsed after the final sonication with ethanol and dried.
(2) Compact TiO2 layer deposition with spray pyrolysis. The cleaned glasses were placed on
a hotplate with rise in temperature set to 450°C. TAA solution was diluted using absolute ethanol
in 1:9 vol ratio and sprayed on the pre-heated FTO glasses for 12 rounds in every 10 seconds.
(3) Screen-printing TiO2 nanoparticles. After cooling down the glasses to the room temp, TiO2
nanoparticles were coated on the compact TiO2 deposition layer. A single printing was performed
using a screen printer (Key well, Kang Yuan Industrial Co., Ltd.), a commercial titania paste (18NRT or 30NR-D), and a 90T mesh screen (8 × 8 mm screen size), followed by 5 min settling time
before the sintering step.
(4) Sintering the TiO2 films. After the 5 min settling time, the screen-printed TiO2 glasses were
placed on a hotplate and sintered as shown in Figure 2.5. After the sintering process, the glasses
were cooled down to room temperature.
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Figure 2.5. Sintering protocol of the TiO2-coated FTO glass.

(5) TiCl4 treatment. 0.2 M TiCl4 stock solution stored in a refrigerator was diluted by 10 times
(0.02 M) with distilled water. The sintered TiO 2 films were then immersed in the 0.02 M TiCl4
solution and kept in a convection oven preset to 70°C for 30 min. After the treatment, the final TiO2
films were rinsed using distilled water and ethanol and dried.
(6) Thickness measurements using surface profilometer. Thickness of the final TiO2 films
were measured using a surface profilometer (Dektak 150, Veeco Instrument Inc.). A single printing
using a commercial paste (18NR-T) and a 90T-mesh screen (8 × 8 mm screen size) provided average
3 m and 0.64 cm2 of mesoporous film thickness and size, respectively, over 16 films on a FTO
sheet. The films were cut into individual pieces with approximately 1.5 cm × 2.0 cm dimension for
future use as a working electrode in electrochemistry and device fabrication.
(7) Dye sensitisation of the TiO2 electrode. Dye sensitization was performed right before the
device fabrication and subsequent measurement. The individual electrode was re-sintered on the
hotplate at 500°C for 30 min and allowed to cool down to 110°C before dipped in dye solutions.
Solvent use, concentration, and dipping time of dye solutions varied depending on the molecules
used, see Table 2.3. Some cases in which films were immersed in diluted solutions with less time
to obtain lower surface-adsorption density are described in the experimental sections in Chapters 3
and 4.

Table 2.3. Solvent, concentration, and dipping time for different dye solutions used in this
thesis.
Surface-bound
dye

Solvent
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Concentration /
mM

Dipping
time

MK2

Toluene (Chapter 3)

0.3

18 h

0.3

18 h

AN:TOL:tMK2

BuOH=1:1:1, vol
(Chapter 5)

MK3

DMF

0.3

18 h

Porphyrins

THF

0.2

2h

N719

AN:t-BuOH=1:1, vol

0.3

18 h

PX36

Toluene

0.3

12 h

2.3.2. Platinised-counter electrode fabrication
(1) FTO glasses were cut in to similar dimension of the working electrode using a glass cutter.
(2) Two holes were drilled on the cut glasses using a drill (Drimel 3000).
(3) The glass pieces were cleaned by the same steps as that for the working electrodes.
(4) 10 mM chloroplatinic acid (H2PtCl6•6H2O) solution was dropped on the predrilled glasses
and the solution was allowed to be dried. Then the solution-coated FTO glasses were placed in a hot
tube and heated at 400°C for 15 min. The glasses then were cooled down to the room temperature
and ready to be used.

2.3.3. Device fabrication
(1) Working–counter electrode assembly. A dye-sensitised working electrode and a
platinised-counter electrode were placed on a hot plate with a 25 m Surlyn gasket inserted between
the electrodes in which the conducting sides are facing each other. The set was heated at 120°C for
approximately 20 s until the gasket became transparent, indicating that it was melt down, and cooled
down to room temp.
(2) Electrolyte injection. Electrolyte was injected into the working/counter assembly through
one of the two holes on the counter electrode, and the sample was sealed using a small piece of the
Surlyn sheet covered by a thin glass at 120°C for 5 sec. AN was used as a solvent of the electrolytes
containing 0.2 M/0.02 M Co2+/3+ complexes and 0.2 M LiClO4. In Chapter 3, electrolyte with 10
time lower concentration was also used while keeping the concentration of 0.2 M LiClO 4. In Chapter
4, DME was also used for a less-polar electrolyte in which case LiClO4 was not included.

2.4. Characterisation of the device
63

2.4.1. Transient absorption spectroscopy (TAS)
Two transient absorption (TA) spectrometers were employed to measure spectrum of surfacebound dye cations and to monitor the signal decay kinetics of the dye cations by interfacial electron
transfer.
2.4.1.1. Measuring ns to s TA decay using a setup with ns time resolution (ns setup)
Figure 2.6 shows the diagram of the TA setup with a ns time resolution (ns setup), measuring
TA decays from 6 ns to 0.01 s.

Figure 2.6. Diagram of the ns TA spectrometer setup.

The setup was equipped with a 532nm Q-swtiched Nd:YAG laser (INDI-HG Quanta-Ray,
Spectra-Physics) as a pump running at 10Hz with a 6 ns pulse width. Laser intensity (J cm−2) was
measured before TA measurements using a pyroelectric energy meter (ES111C, Thorlabs) by which
the bare laser intensity was adjusted to 1.0 × 10−4 J cm−2. An optical density filter (Edmund optics)
was placed on the way between the laser and a sample, reducing the power intensity when required.
A current-controlled halogen lamp (IL1, BENTHAM) was used as a probe light where the band of
the probe was reduced by using long-pass (Edmund optics) and band-pass (Thorlabs) filters. The
area of the probe light was adjusted to the sample size using concave and convex lenses. Probe light
transmitted by the sample was connected to a pc-controlled monochromator (CM110 1/8 m, Spectral
Products) and in turn detected by a photoreceiver (HCA-S-220m-SI, Femto) connected to an
amplifier (DHPVA, AC mode, Femto) set to 10dB and an oscilloscope (DPO3504, Tektronix)
displaying voltage signals. Measurement were externally triggered by a silicon photodetector (818BB-40, Newport, 25 MHz, <30 ns rise time) receiving a reflected laser beam. Using a house
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developed Labview program, the changes in optical density (∆OD) were calculated using voltage
signals in the presence and absence of the pump via equation 1.12.

2.4.1.2. Measuring sub-ns to ns TA decay using a setup with sub-ns time resolution (sub-ns setup)
TA decays between 0.5 ns and 100 ns was measured using a TA setup with 0.5 ns time resolution
(sub-ns setup). Figure 2.7 shows the diagram of sub-ns setup.

Figure 2.7. Diagram of the sub-ns TA spectrometer setup.

The sub-ns setup was equipped with a 532 nm SBS compressed Nd:YAG laser (SL230, EKSPLA)
running at 10 Hz with a 100 ps pulse width where the laser is synchronised with a Xe flash lamp
(Xe900, Edinburgh Instrument) as a probe. A concave lens (Thorlabs) was placed between the laser
and the sample to expand the beam to cover the sample area. A beam reflected by the lens was
aligned to and detected by a high-speed photo detector (HAS-X-S-1G4-SI-FS, Femto, 1.4 GHz, 250
ps rise time) triggering a measurement at a digital phosphor oscilloscope (DPO5204, Tektronix) to
externally trigger the measurement. The laser intensity was measured and controlled by the same
way of ns setup. Concave and convex lens were placed between the synchronised flash lamp and
the detector to adjust the probe beam size fit to the sample area. Long-pass and the band-pass filters
were placed in front of the probe source to narrow down the band width of the probe. Probe light
transmitted by the sample went through a monochromator (Oriel Cornestone) and reached to a fast
photoreceiver (1601, 1 GHz, New Focus) connected to an amplifier (DUPVA-1-60, Femto) set to
30 dB. The digital phosphor oscilloscope received the voltage signal and OD was calculated using
a custom-built Labview software installed in PC.
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2.4.1.3. TA spectrum measurement
TA spectrum of surface-bound dye molecules were recorded using a sample in the absence or in
the presence of redox mediators in the electrolytes. Spectrum was recorded between 500 nm and
950 nm where the probe wavelength was controlled by selecting band-pass and long-pass filters and
changing the grating angle in the monochromator. ‘Pump and probe mode’ in which TA signal was
monitored in the presence of both pump and probe was performed where acquisition was made over
two to three times of 512-pulse repetition. At each wavelength, TA signal magnitudes at 4–5 time
scales were recorded using a custom-built Labview program, plotting OD at different time scales
as a function of wavelength.

2.4.1.4. TA kinetic measurement
Probe wavelength of TA kinetic measurements was determined based on TA spectrum where
highest signal-to-noise was observed. Single TA kinetic measurement was composed of following
steps: Firstly, a ‘pump mode’ was performed where the sample was illuminated by the pump only
while probe shutter was closed. Secondly, the ‘pump and probe mode’ was performed in the
presence of both pump and probe. Finally, the signal recorded by the ‘pump mode’ was subtracted
from the ‘pump and probe’ in the Labview software to remove laser noise. Signal was acquired over
512-pulse repetition. Using sub-ns setup, TA signal decay was monitored at the time scale between
0.5 ns and 100 ns at two to four different laser light intensities. Using ns setup, TA signal decay of
the same sample was monitored at three different time scales between 6 ns and 0.01 s at the same
light intensities used for the sub-ns setup measurements. The discrete signal decays over the
different time scales, but measured at the same laser intensity, were then merged into one decay
where signal magnitude of the decay recorded by sub-ns setup was normalised to that by ns setup.
Charge extraction measurement was performed after the kinetic measurements to determine
electron densities in TiO2 electrode under the laser intensities. Working and counter electrodes of
the sample were wired to the oscilloscope and current transient under a pulse was recorded in shortcircuit condition. Charge density was calculated by integrating the current transient and normalised
to the TiO2 volume (e.g. 0.64 cm2 x 3.0 m).
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2.4.2. Determination of lifetime and diffusion coefficient of injected electrons in the TiO2 using
stepped-light induced measurements of photocurrent and voltage (SLIM-PCV) and charge
extraction measurement.
SLIM-PCV was employed to determine lifetime () and diffusion coefficient (Dn) of TiO2
electrons as a small perturbation technique. Figure 2.8 shows a diagram of the SLIM-PCV setup.

Figure 2.8. Diagram of the SLIM-PCV setup employed in this thesis.

A diode emitting 635 nm laser was employed to irradiate a sample. A concave lens, used to expand
the laser-beam size to cover the dye-sensitised TiO2 area, was placed between the laser diode and
the sample. The laser intensity was then modulated by a data acquisition board (DAQ board)
controlled by a PC based Labview program. The sample was connected to a voltage–current (V–I)
mode switch which switches resistance of the circuit between 10 MΩ and 0.5 Ω for V and I mode,
respectively. The switch was connected to a multimeter (7461A, ADCMT) to measure short-circuit
current (Jsc) and open-circuit voltage (Voc) signals of the sample under the irradiation in which data
was sent to the PC for data collection.

2.4.2.1. Diffusion coefficient measurement.
Diffusion coefficient (Dn, cm2 s−1) of injected electrons in the TiO2 electrode was calculated
using measured Jsc transients under small perturbations of laser intensity. The setup was operated in
I mode of the switch where a small step-down light irradiated on the sample induced initial and final
steady-state Jscs within 10% decrease of the initial Jsc. The Jsc transient signal was fitted to a monoexponential decay function, as shown in Figure 1.25, and Dn was calculated via equation 1.19. This
step was repeated by three times at different initial and final laser intensities so that four Dn values
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were obtained for a sample. The Dn values were then plotted as a function of initial steady-state Jsc
under corresponding laser intensities, as shown in inset of Figure 1.25.

2.4.2.2. Electron lifetime measurement.
Electron lifetime (, s) in the TiO2 was determined on the Voc transient under small perturbations
of laser intensity. The setup was operated in V mode of the switch where a small step-down light
illuminated on the sample induced initial and final steady-state Voc values with an approximately
1mV decrease. The obtained curve was fitted to mono-exponential decay, as shown in Figure 1.26.
The voltage transient was fitted to a mono-exponential decay function in which lifetime of the fit
was the electron lifetime under the laser intensity. The measurement was repeated by 3 more times
with different laser intensities following the initial laser intensities same as those of diffusion
coefficient measurements.

2.4.2.3. Charge extraction measurement.
To plot the measured  values at electron densities (n, cm−3) under each initial laser intensities,
charge extraction measurement was performed. A diagram of the charge extraction measurement
setup is shown in Figure 2.9.

Figure 2.9. Diagram of the charge extraction measurement setup used in this thesis.

A fast manual switch (AsamaLab) connected to the DAQ board was inserted between the sample
and the V–I switch turned to I mode in this measurement. In the beginning of a measurement, the
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laser was turned on by a Labview program in the PC where the sample was in open-circuit condition
by the manual switch so that charges were accumulated in the sample. The fast manual switch then
turns off the laser through DAQ board, simultaneously turning the sample to short-circuited
condition. Charges are extracted from the sample, and Jsc transient was monitored by a multimeter.
Electron density (n) was calculated via equation 2.5,

𝑛=

𝐹𝐿
𝐴

∫ 𝐽𝑠𝑐 𝑑𝑡

(2.5)

where F is the Faraday constant, L is the Avogadro’s constant, and A is the TiO2 area (0.64 cm2 in
this work) in which the porosity of the electrode was not taken into account.
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Chapter 3
Exploiting Intermolecular Interactions between Alkyl-Functionalized
Redox-Active Molecule Paris to Enhance Interfacial Electron Transfer

This Chapter is adapted from the following research article with the permission of the journal:
Published version of the publication: ‘Exploiting Intermolecular interactions between AlkylFunctionalized Redox-Active Molecule Paris to Enhance Interfacial Electron Transfer’ Journal of
the American Chemical Society 2018, 140, 13935–13944. (DOI: 10.1021/jacs.8b09070) by Inseong
Cho, Mizuho Koshika, Pawel Wagner, Nagatoshi Koumura, Peter C. Innis, Shogo Mori, and Attila
J. Mozer.

Declaration of contributions: I collected all the experimental data with analysis and wrote 100%
of the first draft of the manuscript. The manuscript was revised with significant contributions from
Prof. Mozer with further analysis and substantial revision and discussion by Profs. Mori and Innis,
and Dr. Wagner. Materials supplied by the other authors are underlined in the sections of
experimental and synthesis.

In this Chapter, alkyl-alkyl intermolecular interaction is suggested as a strategy to enhance
interfacial electron transfer without increasing G. The alkyl-alkyl interaction is an effective way
in the presence of surface-bound molecules decorated with blocking alkyl chains to decrease back
electron transfer. The trend not following the simple prediction of distance-dependent electron
transfer kinetics with different size of the molecules suggests that electron transfer at the interface
is not intuitive due to the molecular behaviour different from themselves dissolved in solutions.
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3.1. Introduction
The control of electron transfer between redox-active molecules at charge transfer interfaces
are fundamentally important in chemistry, physics, and biology. 1−7 For example, the development
of solar energy conversion technologies such as photoelectrosynthetic cells performing water
splitting or CO2 or N2 reduction relies on efficient transfer of photo-generated charges from the
light-harvesting sites to the catalytic active sites where the dark reactions occur. 8−12 One of the
main factors controlling the electron transfer rate is the electrochemical driving force (ΔG) for the
reaction, i.e., the electrochemical energy difference between the electron donor and the acceptor
pair. However, increasing the driving force by adjusting the chemical structure decreases the
electrochemical energy stored in the products. A larger driving force leads to lower photon to
chemical or electrochemical conversion efficiency. Therefore, to achieve high conversion
efficiency, it is necessary to find mechanisms to enhance electron transfer rates besides driving
force.
In 2016, Ogawa et al. showed that the nature of the donor group influenced the electron transfer
kinetics between a series of organic molecules containing triphenylamine (TPA), carbazole, or
indolene donor units on TiO2 and the iodide/ triiodide redox mediator in a solution. Although the
driving force for electron transfer between the TPA-containing molecules and the redox mediator
was less, the electron transfer was enhanced by approximately a factor of 7 at complete coverage
of the semiconductor surface. This enhancement was attributed to the tridimensional nature of the
TPA unit. It was argued that the redox mediator could not easily penetrate the closely packed
acceptors (oxidized molecules) attached to the TiO2 surface. Since the hole is mostly delocalized
along the π-conjugated segments of the molecules, electron transfer is restricted to the end units
of the molecules exposed toward the electrolyte. The three-dimensional TPA unit provides a larger
cross-sectional area for electron transfer at the molecular/electrolyte interface as compared to the
more planar carbazole or indolene units. On the other hand, when the concentration of the
molecules on the surface was reduced, the electron transfer rate was generally faster and followed
the order of increasing electrochemical driving force among the molecules. This suggests that the
effect of molecular structure on electron transfer could be different in the case of surface-bound
molecules compared to homogeneous electron transfer reactions in solution. In the case of a
loosely packed acceptor layer, the π-conjugated backbone of the molecules was more accessible
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to the redox mediator, leading to faster electron transfer, but one should design molecules to have
both easy accessibility and high adsorption density simultaneously. In 2016, this group of authors
showed that attaching TPA−carbazole units to porphyrin molecules on TiO 2 enhanced the electron
transfer rate by up to 5 times at the same driving force, which was attributed to the more exposed
π-conjugated orbitals of the TPA−carbazole unit toward the redox electrolyte.15 The above studies
show that the design of the molecular structure to enable faster electron transfer is different for
surface-adsorbed molecules at high packing density from that of free molecules in solution. 16
Insulating

alkyl chains are

often

attached

to

redox-active

molecules used

in

photoelectrochemical cells to slow down unwanted back electron transfer. Back electron transfer
kinetics refers to the reduction of the oxidized form of the redox mediator by the photo-generated
electrons in the TiO2 and is often characterized by measuring electron lifetime. Electron lifetime
at the same charge density increased approximately by an order of magnitude at matched electron
density when hexyl chains were attached to carbazole-containing organic molecules; see molecular
structures of MK2 and MK3 in Figure 3.1.17

Figure 3.1. Chemical structures of MK2 and MK3 and illustrations of forward (ii) and back (iii)
electron transfer processes.

The slower back electron transfer between the electron injected from the photo-excited molecule
into the TiO2 particle and the electron donor in a solution is explained by the “blocking effect” of
the alkyl chains at the semiconductor/electrolyte interface, indicated by the blue arrow in Figure
3.1. A highly packed acceptor layer with less free space between them prevents the donor’s approach
to the semiconductor surface, hence increases the distance over which back electron transfer
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operates. Using sterically hindered molecules can also effectively increase the lifetime of
photoinjected electrons in the semiconductor by increasing the distance between the semiconductor
surface and redox species in the electrolyte.18−20
Alkyl chains can also be attached to redox mediators instead. In 2002, Sapp et al. explored the
feasibility of aryl- or alkyl-substituted cobalt polypyridyl complexes as redox mediators for
photoelectrochemical solar cells.13 Fourteen different cobalt complexes were tested in dyesensitized solar cells looking for desirable structural and thermodynamic motifs. The interesting
observation was an increasing open-circuit voltage as the number of carbon atoms in the attached
aryl or alkyl chains increased. The short-circuit current peaked at four carbon atoms (tert-butyl).
While back electron transfer or forward electron transfer rates were not measured, the findings were
explained by blocking back electron transfer in the better performing devices.
For the case of the combination of both acceptor and donor molecules with and without alkyl
chains, the effect of alkyl chains and driving force has not been clearly distinguished yet. Feldt et
al. showed in 2010 that back electron transfer was retarded by attaching insulating tert-butyl chains
to cobalt polypyridyl redox molecules.19 The longer electron lifetime between unsubstituted and
methyl-substituted mediators was explained by the smaller driving force for back electron transfer,
whereas the steric effect of tert-butyl chains contributed to a further increase due to longer distance
between the TiO2 electron and the oxidized redox mediator. They also showed that when a surfacebound molecule with alkoxy substitution was used (D35, see Figure 3.2), the effect of alkyl chain
substitution on the redox mediator was less noticeable.

Figure 3.2. Chemical structure of D35
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It is noted that tert-butylpyridine (tBP), a common additive used to enhance photovoltaic device
performance, was also added to the electrolyte, which itself has an effect on electron lifetime and
may influence the molecule/redox mediator interaction at the surface. Similarly to the study by
Feldt et al., increased electron lifetime using tert-butyl-substituted cobalt(II/III) tris(2,2 ′ bipyridine), (Cobpy)2+/3+, redox mediator in combination with large carbazole-containing
molecules was reported by Ohta et al.18 In 2011, Feldt et al. measured the forward electron transfer
rate (process ii in Figure 3.1) between the oxidized acceptor molecules (D35) and the cobalt
mediators in the presence of tBP additive using transient absorption spectroscopy. 21 At the same
driving force, the electron transfer from tert-butyl-substituted cobalt tris-(bipyridine) was
approximately 35% slower than the methyl-substituted one, which was explained by the blocking
effect of the tert-butyl chain.
Questions arise, to what extent can long insulating alkyl chains attached to redox mediators slow
down the forward electron transfer rate, both in the presence and in the absence of alkyl chains on
the electron acceptor molecules? Based on a simple model of distance-dependent electron transfer
rate22 controlled by the length of the alkyl chains, the presence of alkyl chains on both donor and
acceptor molecules could further decrease the electron transfer due to even larger distance between
the two molecules. However, specific interactions between the donor and acceptor at the charge
transfer interface may complicate this simple model.

Figure 3.3. Chemical structures of the redox mediators (a) studied in this work and energy diagram
constructed from redox potentials taken from Sapp et al. (cobalt complexes) 13 and Wang et al.
(MK2).14 (b) Driving force for forward (ΔGf) and back (ΔGb) electron transfer.
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To answer the above question, we have synthesized three cobalt tris(bipyridine) redox
mediators with a series of insulating alkyl chains (see Figure 3.3a), cobalt(II/III) tris-(4,4′dimethyl-2,2′-bipyridine), (Cobpy-C1)2+/3+, cobalt(II/III) tris(4,4′-di-tert-butyl-2,2′-bipyridine),
(Cobpy-C4)2+/3+, and cobalt(II/III) tris(4,4 ′ -dinonyl-2,2 ′ -bipyridine), (Cobpy- C9)2+/3+, and
compared them to the unsubstituted complex, cobalt(II/III) tris(2,2′-bipyridine), (Cobpy)2+/3+. The
redox potentials of these compounds have been previously reported by Sapp et al.13 An energy
level diagram is constructed as shown in Figure 3.3b. Due to the negligible differences in the
redox potential of the methyl- and nonyl-substituted cobalt complexes, the effect of long alkyl
chain substitution on electron transfer at negligible change in the driving force for both forward
electron transfer (ΔGf) and back electron transfer (ΔGb) can be studied.
We choose two well-studied organic molecules, MK2 and MK3,14 with hexyl chains (2-cyano3-[5‴-(9-ethyl-9H-carbazol-3-yl)-3′,3″,3‴,4-tetra-n-hexyl-[2,2′,5′,2″,5″,2‴]-quaterthiophenyl-5yl]acrylic acid, MK2) and without alkyl chains (2-cyano-3-[5″-(9-ethyl-9H-carbazol-3-yl)-[2,2′,5
′,2″]-terthiophenyl-5-yl]acrylic acid, MK3) to pair with the cobalt complexes.
First, since there is some discrepancy between the reported redox potential values for the cobalt
complexes in the literature, we measured the redox potentials using cyclic voltammetry (Figures
3.5 and 3.6). Nanosecond and microsecond transient absorption (TA) measurements were
performed to determine forward electron transfer rates between oxidized MK2/MK3 molecules
attached to a TiO2 surface and the redox mediators dissolved in the electrolyte at two different
concentrations (Figures 3.10 and 3.12 to 3.14). The results shown here did not contain tBP. To
allow comparison with literature and to establish our hypothesis for molecular interactions, we
also investigated the effect of alkyl chain substitution on the back electron transfer reaction using
small amplitude photovoltage and photocurrent decay measurements combined with charge
extraction (Figures 3.8, 3.9, and 3.16).23

3.2. Experimental
3.2.1. Chemicals and Materials.
Chemicals and materials used in the experiments of this chapter are provided in section 2.1 of
Chapter 2. Synthesis of the chemicals written by Dr. Wagner is provided in Appendix 1
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3.2.2. Electrochemistry.
CV was performed to determine the redox potentials of the compounds as described in section
2.2 in Chapter 2. The reduced forms of the cobalt complexes were used for the CVs. We have
measured four identical scans for each redox mediator and repeated the measurement for another
independent sample to check reproducibility between consecutive scans and between samples of
which CV curves are shown in Figure 3.5. The MK2-sensitised TiO2 electrode for electrochemistry
was prepared as follows. First, the molecules were adsorbed on 4 × 4 mm mesoporous TiO 2 films
(2.5 μm) deposited onto an FTO glass (2.5 mm) by screen printing. The TiO 2 films were sintered at
500 °C for 30 min, then allowed to cool to 110 °C. Then they were immersed into 0.3 mM solutions
(toluene for MK2) for 18 h. The electrode was taken out after 18 h of dipping time and wired using
a soldering iron to be used as a working electrode.

3.2.3. Sample Fabrication.
Sample fabrication steps are described in section 2.3 in Chapter 2.

3.2.4. Stepped Light-Induced Transient Measurement of Photocurrent and voltage (SLIMPCV) and Charge Extraction Measurement.
SLIM-PCV and Charge extraction measurement were performed as described in section 2.4 in
Chapter 2.

3.2.5. Transient Absorption Spectroscopy TAS.
TAS using two rime-resolved TA setups was performed as described in section 2.4 in Chapter2.
Charge extraction measurement to determine the amount of charge in the TiO 2 during the TA
measurements was performed under the same experimental conditions of the TA measurements,
yielding charge densities in the order of 1016 cm−3.

3.2.6. UV−Visible Absorption Spectroscopy.
Surface adsorption densities of MK2 were determined using UV-Vis spectroscopy by following
the procedure provided in section 2.2 in Chapter 2.

76

3.3. Results and discussion
3.3.1. Redox Potentials and Calculation of Driving Force for Electron Transfer.
The redox potentials of all six compounds investigated here have already been reported. 13,14,24,25
Due to differences in experimental conditions (solvent, supporting electrolyte, working and
reference electrodes), the redox potentials were measured at the same conditions using cyclic
voltammetry to estimate the driving force for forward and backward electron transfer.
The redox potential of MK2 anchored to a TiO 2 surface measured using cyclic voltammetry
(CV) is shown in Table 3.1, while the CV is displayed in Figure 3.4.

Table 3.1. Have-wave potentials (E1/2, versus Vacuum) of molecules used in this work and the
driving forces for forward (process ii in Figure 3.1) electron transfer (−Gf) and back (process
iii in Figure 3.1) electron transfer (−Gb)
Compound
MK2
(Cobpy)2+/3+
(Cobpy-C1)2+/3+
(Cobpy-C4)2+/3+
(Cobpy-C9)2+/3+

E1/2 (V vs Fc/Fc+)
0.322
−0.079
−0.211
−0.249
−0.216

E1/2 (eV)
−5.422
−5.022
−4.890
−4.851
−4.884

−Gf (eV)

−Gf (eV)

0.401
0.533
0.571
0.538

0.862
0.730
0.691
0.724

Figure 3.4. Current versus potential curves of the MK2 molecules attached to TiO 2 surface
measured by CV.
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The CV of MK2 on TiO2 showed two reversible peaks with the half-wave potential of the first peak
E1/2 = 0.322 V vs Fc/Fc+ (Table 3.1 and Figure 3.4). Wang et al. have reported the redox potential
of the first oxidation peak (0.96 V versus NHE), which is exactly the same value we obtained. The
second peak is attributed to the oxidation of MK2 + to the dication MK22+.25 The E1/2 value of MK3
was reported to be 0.030 V more positive compared to MK2; however, the CVs were not shown. 14
Several attempts to measure E1/2 of MK3 adsorbed on TiO2 by cyclic voltammetry were not
successful, yielding nonreversible reduction peaks. The as-prepared MK3 adsorbed TiO2 film had
an orange color. After an oxidation cycle to up to 1 V versus Ag/AgNO 3 reference, the sample
became transparent, suggesting MK3 was no longer attached to the TiO2 surface. When using thicker
TiO2 films, the film became darker, suggesting non-reversibility of the MK3 electrochemistry on
TiO2, making the determination of E1/2 unreliable.
The CVs of the four cobalt complex redox mediators (platinum working and counter electrodes,
0.01 M Ag/AgNO3 reference) are shown in Figures 3.5 and 3.6, while the calculated E1/2 versus
Fc/Fc+ and versus vacuum values are displayed in Table 3.1 and Table 3.2.
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Figure 3.5. Current versus potential curves of the four cobalt complexes measured by cyclic
voltammetry at 50 mV s−1. Four scans of the same sample and one additional scan for the identically
prepared second sample are shown.
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Figure 3.6. Current versus potential curves measured by cyclic voltammetry of the cobalt
complexes.

Table 3.2. Oxidation potentials (Eoxi), reduction potentials (Ered), and the half-wave potentials
(E1/2) of the compounds.

Compound
MK2
(Cobpy)2+/3+
(CobpyC1)2+/3+
(CobpyC4)2+/3+
(CobpyC9)2+/3+

Eoxi
(V vs
Fc/Fc+)

Eoxi
(eV)

Ered
(V vs
Fc/Fc+)

Ered
(eV)

E1/2
(V vs
Fc/Fc+)

E1/2
(eV)

0.389

−5.489

0.256

−5.356

0.322

−5.422

−0.044

−5.056

−0.113

−4.987

−0.079

−5.022

−0.177

−4.923

−0.244

−4.856

−0.211

−4.890

−0.211

−4.889

−0.286

−4.814

−0.249

−4.851

−0.179

−4.921

−0.253

−4.847

−0.216

−4.884

Sapp et al. measured these four redox mediators using a gold working electrode, a platinum flag
auxiliary electrode, and a Ag/Ag+ reference electrode (0.01 M AgNO3 in dimethyl sulfoxide) (see
Figure 3.3b).13 Similarly to the results of Sapp et al., the redox potential of the alkyl-substituted
cobalt complexes shifted toward more negative potentials by approximately 130 mV, which is
explained by the increased electron density on the Co2+/3+ due to the presence of alkyl chains. The
redox potentials of the methyl- and nonyl-substituted complexes were very similar (within 6 mV)
to each other, while the tert-butyl-substituted cobalt complex showed a negative shift by 39 mV.
These results are generally consistent with the results of Sapp et al., but with a major difference in
the absolute values of the redox potentials by approximately 100 mV; compare Figure 3.3b and
Figure 3.7.
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Figure 3.7. Energy diagram constructed using the measured E1/2 values.

The possible origin of this difference could arise from the use of different solvent and supporting
electrolyte. The reference electrode potential used in the work by Sapp et al. was 0.47 V versus
SHE. The reference electrode used in this work was calibrated using the Fc/Fc+ couple and converted
to NHE using 0.64 V following the work of Cardona et al. 26
Feldt et al. in 201019 and 201121 reported the redox potentials of three of the cobalt mediators,
showing 0.56 V versus NHE for the unsubstituted (Cobpy) 2+/3+ and same (within two digits)
potentials for methyl- and tert-butyl-substituted compounds (0.43 V). Similar to the results shown
here, they used a platinum working electrode and a Ag/Ag + reference electrode composed of 0.01
M AgNO3, calibrated versus Fc/Fc+. The value of Fc/Fc+ to NHE scale was not reported. Our result
matches the values of the redox potentials reported by Feldt et al. However, the values of the alkylsubstituted cobalt complexes were different. Most notably, the redox potential of the tert-butylsubstituted compound showed a positive shift by 39 mV compared to the methyl-substituted, as
already mentioned above, while it was found to be the same as the redox potential of the methylsubstituted one in the work of Feldt et al. The standard deviation of the E1/2 was determined by
repeating the CV scans four times and, in addition, measuring a second, independently prepared,
sample (Figure 3.5). The standard variation was in the range of 1 to 3 mV, which is similar to the
voltage resolution of the CV experiment (1 mV). To conclude, the redox potentials of the four
compounds were measured under the same experimental conditions. The methyl- and nonylsubstituted mediators had nearly the same redox potentials (within 6 mV), hence nearly identical
driving force for electron transfer (0.53 eV) when paired with MK2. Due to the shift of its redox
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potential, the tert-butyl-substituted mediator provides a 40 mV larger driving force (0.57 eV with
MK2), while the unsubstituted (Cobpy)2+/3+ provides a 130 mV less driving force (0.40 eV with
MK2). Therefore, the effect of long alkyl substitution on forward and backward electron transfer
can be readily compared using (Cobpy-C1)2+/3+ and (Cobpy-C9)2+/3+; see the energy level diagram
with the values measured in this work (Figure 3.3a).

3.3.2. Back Electron Transfer Kinetics (Process iii in Figure 3.1).
Upon photoexcitation of MK2-adsorbed TiO2 films using a 635 nm laser, electrons are injected
from the photo-excited MK2 molecules into the conduction band of the TiO 2. In the case of fast
reduction of the oxidized MK2 molecules by the reduced form of the mediator (process ii in Figure
3.1), the injected electrons recombine with the oxidized form of the redox mediator (process iii).
The rate of this reaction depends on the electron density in the TiO 2,21 the concentration of the
oxidized redox mediators near the TiO2 interface,23 the distance between the TiO2 electron and the
redox mediators, and the driving force. 19,23 Electron lifetime determined at the same charge density
and at the same driving force can be used to quantitatively determine the effect of alkyl chain
substitution (nonyl versus methyl), providing insights into the nature of intermolecular interactions
at the semiconductor/molecular/electrolyte interface.
Electron lifetimes (τ) obtained by voltage decay measurements of MK2-adsorbed TiO2
(MK2−TiO2) samples (at least two identically prepared samples for each condition) are shown in
Figure 3.8a, while the Voc versus charge density plots obtained by charge extraction are shown in
Figure 3.8b.

82

Figure 3.8. Electron lifetime (τ) versus charge density measured for MK2−TiO 2 samples (a) and
open-circuit voltage (Voc) versus charge density (b) using (Cobpy)2+/3+ ( black), (Cobpy-C1)2+/3+
( red), (Cobpy-C4)2+/3+ ( green), and (Cobpy-C9)2+/3+ ( blue) electrolytes. Empty circles
indicate lifetime values determined for MK2−TiO2 samples using (Cobpy-C1)2+/3+ ( red) and
(Cobpy-C9)2+/3+ ( blue) electrolytes with lower (17%) MK2 surface coverage.

Samples containing the methyl-substituted redox mediator (0.2 M/0.02 M, (Cobpy-C1)2+/3+) showed
5 times longer lifetime at the same charge density compared to the unsubstituted (Cobpy) 2+/3+ (see
Table 3.3). Samples prepared with the nonyl-substituted mediator showed an additional 2-fold
longer lifetime. The lifetime measurements of the samples containing the tert-butyl-substituted
redox mediator were somewhat less reproducible. Therefore, the measurements were repeated
several times, and the results for three samples are shown. On average, the lifetime using tert-butylsubstituted mediator was 40% longer compared to the methyl-substituted (Cobpy-C1)2+/3+ at the
same charge density.
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Table 3.3. Average Values of Electron Lifetime (τ) and Open-Circuit Voltage (Voc) at the Same Charge Density (5.0 × 1017 cm−3) and Forward Electron Transfer
Rate (kf,1/2 = 1/τ1/2) and Rate Constant (Kf,1/2)

acceptor

Donor

concentration

 (ms)

Voc

kf,1/2 (s−1)

Kf,1/2 (M−1
s−1)

MK2

(Cobpy)2+/3+

0.2 M/0.02M Co2+/3+

11

0.54

6.51 × 104

3.26 × 105

(CobpyC1)2+/3+
(CobpyC4)2+/3+
(CobpyC9)2+/3+

0.2 M/0.02M Co2+/3+

53

0.43

1.88 × 105

9.38 × 105

0.2 M/0.02M Co2+/3+

88

0.40

1.80 × 105

8.99 × 105

0.2 M/0.02M Co2+/3+

114

0.47

3.62 × 105

1.81 × 106

(Cobpy)2+/3+

0.02 M/0.002M Co2+/3+

3.5

0.59

1.31 × 103

6.56 × 104

(CobpyC1)2+/3+
(CobpyC4)2+/3+
(CobpyC9)2+/3+
(CobpyC1)2+/3+
(CobpyC9)2+/3+
(CobpyC1)2+/3+
(CobpyC9)2+/3+

0.02 M/0.002M Co2+/3+

35

0.45

1.14 × 104

5.68 × 105

0.02 M/0.002M Co2+/3+

56

0.43

8.84 × 103

4.42 × 105

0.02 M/0.002M Co2+/3+

5.8

0.52

1.54 × 105

7.70 × 106

0.2 M/0.02M Co2+/3+

0.035

0.56

4.73 × 105

2.37 × 106

0.2 M/0.02M Co2+/3+

2.7

0.52

6.22 × 105

3.10 × 106

0.2 M/0.02M Co2+/3+

2.2

0.46

3.84 × 106

1.92 × 107

0.2 M/0.02M Co2+/3+

4.5

0.48

7.69 × 105

3.84 × 106

MK2
MK2
MK2
MK2
MK2
MK2
MK2
MK2 (17% of full coverage)
MK2 (17% of full coverage)
MK3
MK3
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The open-circuit voltage (Voc) of these samples is given by the difference in the Fermi level in
the TiO2 (charge density dependent) and the redox potential of the electrolyte at the platinum
electrode (dependent on the activity of the redox mediator). 19 Comparing to the samples containing
unsubstituted (Cobpy)2+/3+, the Voc shifted on average by approximately 100 mV at the same charge
density using the methyl-substituted cobalt complex, consistent with the negative shift in its redox
potential (Table 3.3). Based on the E1/2 values, a larger shift of approximately 130 mV is expected
(Table 3.1). Note that the reproducibility of the charge extraction measurements in the absence of
tBP is around 30 mV, so the difference between the expected and measured Voc change in devices
at least partially can be attributed to a measurement error. Any remaining difference can be
attributed to (i) the shift of the TiO2 conduction band bottom edge potential (Ecb) or (ii) a shift of
the redox potential at the Pt counter electrode. Ecb is determined by the adsorbed electrolyte cation
density (Li+ in our case) on the TiO2 surface, which also influences the electron diffusion
coefficient.23 The similar diffusion coefficients at the same short-circuit current density (Figure 3.9)
suggest similar absorbed cation density between samples.

Figure 3.9. Electron diffusion coefficient versus short circuit current density determined using
SLIM-PCV measurements of MK2-TiO2 films with full coverage (full symbols) and lower MK2
coverage (empty symbols). (Cobpy)2+/3+ ( black), (Cobpy-C1)2+/3+ ( red), (Cobpy-C4)2+/3+ (
green), and (Cobpy-C9)2+/3+ ( blue).

However, the diffusion coefficient can be less sensitive to any changes in the adsorbed cation
density, so any small shift in Ecb between the samples cannot be ruled out. It is noted that both
electron density and diffusion coefficient were measured shortly after cell fabrication within 20 min.
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Within this time frame, the Ecb can shift depending on how easily the cations can access the TiO 2
surface. Importantly, the measured Voc on average was 30 mV lower when the tert-butyl-substituted
cobalt mediator was used, which is consistent with the negative shift of E1/2 compared to (CobpyC1)2+/3+, supporting the accuracy of the CV measurements.
The 5-fold longer τ for (Cobpy-C1)2+/3+ can be attributed to the reduced driving force for electron
transfer (ΔGb), similarly to the explanation of Feldt et al. However, the 2-fold longer τ using the
nonyl-substituted redox mediator (Cobpy-C9)2+/3+ compared to the methyl-substituted one cannot
be explained by a driving force effect. It is therefore suggested that the longer alkyl chain leads to
an increased distance between the TiO2 surface and the (Cobpy-C9)3+ in the electrolyte, leading to
longer lifetime. The lifetime data do not clearly confirm the blocking effect of the tert-butylsubstituted redox mediator in combination with MK2, as both the molecular structure and redox
potential change. The approximately 40% longer lifetime is somewhat longer than expected based
on the effect of driving force alone, implying a moderate blocking effect in the case of the tert-butyl
substitution. We note that the larger variation in lifetime in Figure 3.8a could suggest a time
dependent and generally slower change at the TiO2/electrolyte interface. Depending on whether a
linear or branched alkyl chain is used, the rate of change in the concentration of the redox mediator
near the TiO2 interface can be sample dependent, causing a larger variation of the measured Voc
values in the case of the tert-butyl-substituted cobalt complex mediator.
The results are consistent with the literature confirming moderate blocking effect of a branched
or long alkyl chain substitution on the cobalt complex mediator. Each MK2 molecule contains four
hexyl side chains; therefore the benefit of alkyl chain substitution on the redox mediator may not
provide a significant additional blocking effect as noted by Feldt et al. in the case of their D35
compound. Reducing the surface coverage of the molecular layer on the TiO2 surface is expected to
lead to a more open space structure, creating a more accessible TiO2 surface for the redox mediator,
hence shorter lifetime. Thus, reducing a surface coverage is an effective method to diminish the
blocking effect of the molecular layer itself, enabling the amplification of the blocking effect of
alkyl chain substitution on the redox mediator itself. Figure 3.8 shows that at reduced MK2
coverage (17% of full coverage; see experimental), the electron lifetime became shorter by over an
order of magnitude. The decrease was less when the nonyl-substituted cobalt mediator was used.
The difference between using methyl- and nonyl-substituted mediators has increased compared to
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the full coverage MK2 films to almost an order of magnitude. The results show that the blocking
effect of the nonyl chain is indeed more significant when the molecular layer on the surface is less
compact. An explanation consistent with the literature is the increased distance between the redox
mediator and the TiO2 surface. This increased distance can be the effect of longer alkyl chain
(nonyl). However, this explanation is not consistent with the measurements of forward and back
electron transfer rates involving the MK3 molecule as detailed in the following section.

3.3.3. Forward Electron Transfer Kinetics (Process ii in Figure 3.1).
The nonyl and tert-butyl moieties can block the back electron transfer between the TiO2 and the
redox mediator, but do they influence the (forward) electron transfer between the redox mediator
and the molecule on the surface (process ii in Figure 3.1)?
Figure 3.10 shows the normalized change in the optical density (ΔOD) of oxidized MK2
molecules on the TiO2 surface in the absence (gray line) and presence of redox mediators
(unsubstituted (black), methyl (red), tert-butyl (green), and nonyl (blue)) using a 0.2 M LiClO 4
acetonitrile electrolyte.

Figure 3.10. Normalized ΔOD decays (at 800 nm) of MK2−TiO2 samples prepared using 0.2 M
Co2+ and 0.02 M Co3+ in 0.2 M LiClO4 acetonitrile. (Cobpy)2+/3+ (black), (Cobpy-C1)2+/3+ (red),
(Cobpy-C4)2+/3+ (green), (Cobpy-C9)2+/3+ (blue), and inert electrolyte (gray).

The ΔOD was measured using transient absorption spectroscopy. The oxidized MK2 molecules
were generated by electron injection from the MK2 photo-excited states into the TiO2. The rate of
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decay of the ΔOD curves is directly related to the time-dependent concentration of the MK2+ on the
TiO2 surface. The faster decay in the presence of the redox mediators indicates faster electron
transfer from the redox mediators to MK2+. Contrary to expectations and the back electron transfer
measurements, the fastest decays were measured for the nonyl-substituted redox mediator. The
driving force for forward electron transfer (ΔGf, Table 3.1) cannot explain the difference between
the methyl- and nonyl-substituted mediators, as they have nearly the same redox potentials and same
Voc at the same charge density. We suggest that the long alkyl chains on the redox mediator interact
with the hexyl chains on the MK2 molecule so that the redox mediator is trapped at close proximity
to the conjugated backbone of the MK2 molecule (Figure 3.11).

Figure 3.11. Schematic illustration of electron transfer at the MK2−TiO2/electrolyte interface. Blue
arrows indicate back electron transfer from the TiO 2 to the oxidized mediator, while the red arrows
indicate forward electron transfer from the reduced mediator to the oxidized MK2 molecules.

The close proximity leads to better electronic coupling and faster electron transfer. In the case of
the methyl-substituted mediator and at complete coverage of the MK2 layer, the mediator cannot
easily penetrate the MK2 layer, and therefore electron transfer is mostly proceeding at the carbazole
end group with an inherently slower electron transfer rate. 27 The faster electron transfer of the
methyl-substituted mediator compared to the unsubstituted one can be explained by the increased
driving force for the forward electron transfer (ΔGf). Based on the increased driving force using the
tert-butyl-substituted mediator, the kinetics is expected to be faster than the methyl-substituted one.
The nearly identical kinetics suggest a slight blocking effect by the tert-butyl chain, canceling out
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the effect of driving force increase. The slight blocking effect for the tert-butyl-substituted mediator
for the forward electron transfer is consistent with the conclusion of Feldt et al.
The transient absorption decays have been quantified (i) using signal half decay times (τ1/2, Table
3.3) and (ii) by fitting the decay curves to a stretched exponential function (Table A2.1 in Appendix
2).28 While these two methods lead to the same conclusion, we prefer to use the τ1/2 for further
discussion since the stretched exponential function has more parameters. For completeness and for
the benefit of interested readers, we provided the fitted parameters using a stretched exponential
function (see Table A2.2). For simplicity, we discuss the results using τ1/2.
The faster electron transfer measured for the nonyl-substituted redox mediator in Figure 3.10 is
important for a number of reasons. First, electron transfer is enhanced at the same driving force.
Second, intermolecular interactions such as the proposed alkyl−alkyl interaction are generally not
considered when designing redox mediator/molecule pairs for charge transfer interfaces. Insulating
alkyl chains can be barriers to electron transfer; however in this case the electron transfer was
enhanced.

3.3.4. Testing the Hypothesis of Alkyl−Alkyl Interaction: Low Electrolyte Concentration,
Lower Coverage of MK2 on TiO2, and the Case of a Molecule without Alkyl Side Chains
(MK3).
To test our hypothesis, electron transfer rates were measured using a 10-fold-diluted electrolyte
with the same amount of supporting electrolyte (0.2 M LiClO4). It is expected that at diluted bulk
redox mediator concentrations the enhancement due to the effect of alkyl−alkyl interaction at the
surface should be larger compared to the case of high bulk redox concentration. This is because we
expect that the enhancement in redox concentration at the charge transfer interface scales with the
amount of surface-bound molecules; however, it should not be dependent on the bulk redox
concentration itself. Therefore, at higher bulk redox concentrations, the enhancement at the surface
is masked. If other factors such as change in the reorganization energy using the longer nonyl chain
were responsible, the concentration should play no role and the rate should scale with the
concentration.29 Figure 3.12 shows ΔOD decays measured using transient absorption when the
electrolyte concentration was 0.02 M Co2+ and 0.002 M Co3+. Samples employing (Cobpy)2+/3+,
(Cobpy-C1)2+/3+, and (Cobpy-C4)2+/3+ showed approximately 10-fold slower electron transfer
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kinetics scaling with the 10 times lower redox concentrations.

Figure 3.12. Normalized ΔOD decays (at 800 nm) of MK2−TiO2 samples prepared using 0.02 M
Co2+ and 0.002 M Co3+ in 0.2 M LiClO4 acetonitrile. (Cobpy)2+/3+ (black), (Cobpy-C1)2+/3+ (red),
(Cobpy-C4)2+/3+ (green), (Cobpy-C9)2+/3+ (blue), and inert electrolyte (gray).

However, samples using (Cobpy-C9)2+/3+ showed disproportionally faster forward electron transfer
kinetics, only two-fold slower at 10 times lower redox concentration. Electron transfer kinetics is
enhanced by 13 times using a nonyl-substituted mediator compared to the methyl-substituted one.
The results with reduced concentration support that “trapping” of (Cobpy-C9)2+/3+ by the hexyl
chains on MK2 leading to increased local concentrations is operating. We note that the back electron
transfer is dependent on the (i) concentration of the oxidized redox mediator at the TiO 2 interface23
and (ii) distance of the mediator from the TiO2. The electron lifetime was longer using the nonylsubstituted mediator. The trapping of the mediator close to the backbone of the MK2 due to
alkyl−alkyl interaction provides a consistent explanation for both faster forward electron transfer
and slower back electron transfer. The former is due to better electronic coupling, as already
explained, while the latter is due to the larger distance from the TiO 2 surface as compared to the
adsorption of the (Cobpy)3+ on the TiO2 surface. We note that in our model (Cobpy) 3+ and (CobpyC1)3+ ions are predominantly outside of the surface bound molecular layer. When they do diffuse
into spaces between the molecules, they can approach the TiO 2 surface, leading to faster back
reaction as compared to (Cobpy-C1)3+. The difference is that when the (Cobpy-C9)3+ penetrates the
surface-bound molecular layer, it is trapped by the alkyl chain interactions; therefore they cannot
fully approach the TiO2 surface.
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To test the idea of trapping of the redox mediator by the alkyl chains, ΔOD decays at reduced
MK2 concentrations on the TiO2 surface were measured as shown in Figure 3.13. At reduced
coverage, the distance between the MK2 molecules should increase, providing easier access by the
redox mediators to the π-conjugated backbone as well as increased probability of being close to the
TiO2 surface. Both forward and backward electron transfer should be faster compared to the full
coverage.

Figure 3.13. Normalized ΔOD decays (at 800 nm) of MK2−TiO2 (17% of full coverage) samples
prepared with 0.2 M Co2+ and 0.02 M Co3+ in 0.2 M LiClO4 acetonitrile. (Cobpy-C1)2+/3+ (red) and
(Cobpy-C9)2+/3+ (blue).

As Figure 3.13 shows that ΔOD decays were significantly faster and similar between using the
methyl- and nonyl-substituted mediators at reduced MK2 coverage (τ1/2 = 2.1 × 10−6 s and 1.5 × 10−6
s, respectively). The faster forward electron transfer kinetics at lower surface coverage of MK2 are
consistent with previous reports by Mori et al. for similarly structured molecules. 27 The nearly
identical forward electron transfer kinetics suggest that the blocking effect between (Cobpy-C9)2+
and MK2 was canceled by increased concentration of (Cobpy-C9)2+ near MK2 due to alkyl−alkyl
interaction. At reduced coverage, both mediators can access the π-conjugated segment of the MK2
molecules. Note that the back electron reaction (Figure 3.8) was generally faster using both
mediators at reduced MK2 coverage, confirming the higher probability of accessing the TiO 2
surface. A noticeably slower back reaction by using the nonyl chain was observed (Figure 3.8a) as
compared to the methyl-substituted mediator, which could be explained by the increased distance
of the mediator and the TiO2 surface due to trapping by the alkyl chain further away from the TiO2
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interface having some effect even at reduced MK2 concentrations.
To test the idea that the interaction is specifically between the alkyl chains on both the MK2
molecules and the mediators, electron transfer between MK3 molecules (without alkyl side chains)
and the redox mediators was measured.

Figure 3.14. Normalized ΔOD decays (at 800 nm) of MK3−TiO2 samples prepared with 0.2 M Co2+
and 0.02 M Co3+ in 0.2 M LiClO4 acetonitrile. (Cobpy-C1)2+/3+ (red) and (Cobpy-C9)2+/3+ (blue).

Figure 3.14 shows the ΔOD decays recorded with a TA setup with a faster time resolution of up
to 0.5 ns. Using the (Cobpy-C1)2+/3+ mediator and MK3 molecule, the forward electron transfer was
enhanced by more than an order of magnitude (τ1/2 = 320 ns) compared to the MK2 molecules.
Furthermore, the samples containing the nonyl-substituted mediator (Cobpy-C9)2+/3+ showed 5
times slower kinetics (τ1/2 = 1.3 μs). This result suggests first that both redox mediators can access
the π-conjugated backbone of MK3 more readily compared to the MK2. Second, the electron
transfer rate is controlled by the length of the alkyl chain on the redox mediator with the longer
nonyl chain leading to slower transfer. In the absence of trapping (no alkyl chain on MK3), the
electronic coupling is reduced between the donor and acceptor by the nonyl chains, leading to slower
electron transfer. It is noted based on measurements of molecular coverages of these molecules that
MK3 has higher loading on the surface due to its smaller cross-sectional area.20 However, the free,
accessible space between the molecules could be still larger than in the case of MK2; thus electron
transfer from the side of the molecule should be easier (see Figure 3.15).
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Figure 3.15. Schematic illustration of electron transfer at the MK3−TiO2/electrolyte interface. Blue
arrows indicate back electron transfer from the TiO 2 to the oxidized mediator, while the red arrows
indicate forward electron transfer from the reduced mediator to the oxidized MK2 molecules.

Further supporting this argument of easier access with no alkyl chain on the molecules is the
faster back electron transfer in the case of MK3-adsorbed TiO2 (MK3−TiO2) compared to
MK2−TiO2, both in combination with methyl- and nonyl-substituted cobalt mediators. (Figure
3.16).
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Figure 3.16. Electron lifetime versus charge density (a), open-circuit potential (Voc) versus charge
density (b), and Electron diffusion coefficient versus short-circuit current density (c) determined by
using SLIM-PCV measurements of the MK2-TiO2 (full symbols) and MK3-TiO2 (empty symbols).
(Cobpy-C1)2+/3+ (red) and (Cobpy-C9)2+/3+ (blue).
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The faster back electron transfer suggests easier access to the TiO2 surface, because the mediators
can penetrate the MK3 layer more easily. As for the back electron transfer between nonyl- versus
methyl-substituted mediators using MK3-TiO2, no difference was found. This suggests that the
nonyl-substituted mediator is not trapped by the MK3 molecules and can access the TiO2 surface to
the same extent as the methyl-substituted mediator does. In such a case, there is no intrinsic
difference in the back reaction rate between the methyl- and nonyl-substituted mediators. It also
follows that the origin of the slower back electron transfer in the case of the nonyl-substituted
mediator and the MK2−TiO2 (Figure 3.8a) is not a simple distance dependence dictated by the
length or bulkiness of the alkyl chain. It is attributed to the trapping of the mediator away from the
TiO2 surface. This explanation raises a further possibility. The flexible linear chain is different from
the branched tert-butyl chain in their conformational flexibility. The conformation of the nonyl
chain, depending on intermolecular interactions with solvent molecules and the acceptor-moleculeadsorbed TiO2 surface, could vary (stretched versus coiled), moderating the distance between the
donor and acceptor. Acetonitrile is a polar solvent, and the solubility of the nonyl-substituted
mediator is less than the unsubstituted one (we identified that it more easily crystallized if a small
amount of the solvent evaporated). As a next step, repeating the experiments in less-polar
electrolytes would be interesting, as the difference in interaction between solvent molecules and
nonpolar alkyl chains on molecules should be less dramatic. In addition to the significance of the
findings already mentioned, designing donor/acceptor pairs with built-in flexibility depending on
intermolecular interactions is intriguing and may lead to improved designs with tailored back and
forward electron transfer rates.

3.4. Conclusions
The aim of this study was to clarify what extent long alky chains can block electron transfer
between surface-bound molecules and redox mediators in solution. Four redox mediators were
synthesized including branched tert-butyl and linear nonyl alkyl chain substitutions. As a
comparison, methyl-substituted mediators having similar redox potentials were prepared. Contrary
to expectations, up to 13 times faster electron transfer was observed when nonyl-substituted redox
mediators were used in combination with MK2 molecules decorated by four hexyl chains. These
results were explained by intermolecular interactions due to the alkyl chains, leading to the trapping
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of the redox mediator closer to the π-conjugated backbone of the MK2 molecules. The trapping
increased forward electron transfer rates and slowed down back electron transfer at full MK2
coverage. Using MK3−TiO2 samples, both forward and back electron transfer was enhanced
compared to MK2. However, the forward electron transfer was blocked by the nonyl chain, while
no difference in the back reaction was observed. This suggested that the conformation of the nonyl
chain may depend on whether the redox mediator approaches the molecules on the surface or the
surface of the semiconductor. Such in-built flexibility is an intriguing concept that may allow new
designs with large asymmetry between forward and back reaction schemes. The above results
constitute a major departure from the current understanding of the effect of molecular structural
effects on electron transfer at charge transfer interfaces and has significant consequences for the
design of donor/acceptor pairs with controlled electron transfer rates. The results suggest that even
a simple modification such as adding an insulating alkyl chain is more complex than initially
thought, and intermolecular interactions between donor−acceptor pairs must be more frequently
considered.
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Chapter 4
Significant Effect of Electronic Coupling on Electron Transfer
between Surface-Bound Porphyrins and Co2+/3+ Complex
Electrolytes

This Chapter is adopted from the following research article with the permission of the journal:
Published version of the publication: ‘Significant effect of electronic coupling on electron transfer
between surface-bound porphyrins and Co2+/3+ complex electrolytes’ The Journal of Physical
Chemistry C 2020, 124, 9178–9190. (DOI: 10.1021/acs.jpcc.0c01338) by Inseong Cho, Long Zhao,
Joseph I. Mapley, Sayedmohsen Shahshahan, Pawel Wagner, Keith C. Gordon, Peter C. Innis,
Nagatoshi Koumura, Shogo Mori, and Attila J. Mozer.

Declaration of contributions: I collected majority of the experimental data with analysis and wrote
100% of the first draft of the manuscript. The manuscript was revised with significant contributions
from Prof. Mozer with further analysis and substantial revision and discussion by the other authors.
Chemicals, DFT calculations, and some other experimentally collected data provided by the other
authors are underlined in the corresponding sections.

In the previous chapter, alkyl-alkyl intermolecular interaction was suggested to enhance electron
transfer kinetics. Herein, electrostatic interaction between partially charged porphyrins and cobaltbased electrolytes is suggested as another intermolecular interaction to enhance electron transfer.
However, the analysis was not as simple as the concept. Due to the change in G with different
molecular structures of the porphyrins, a series of Co complexes were employed to be paired with
the porphyrin molecules and analysed by Marcus theory. A typical way of Marcus fitting showed
poor quality of the fit, suggesting that the practice is not valid in this system. Interestingly, it was
found that even small substitutions of the mediators have significant effect on electronic coupling
where the differences in coupling needs to be normalised to investigate the original idea of
electrostatic effect.
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4.1. Introduction
Electron transfer is one of the most important chemical reactions in chemistry and biology. To
overcome mass transport limitations and to facilitate strong electronic coupling to electrodes,
immobilizing redox active species on electrode surfaces is an often-used strategy in applications
ranging from the photoelectrochemical conversion of energy, 1−4 photocatalysis,5−8 and chemical and
bioelectrochemical sensing.9−11 The redox state of the surface-bound molecule is altered by
photoinitiated exchange of electrons between the electrode and the molecule, and then restored by
electron transfer from a redox active molecule dissolved in an electrolyte (Figure 4.1). According
to Marcus theory of electron transfer,12 the difference in free energy between the electron donor and
acceptor (driving force, ΔG°, see equation 4.1), reorganization energy λ, and electronic coupling
HDA are the three parameters influencing the electron transfer rate.

𝑘𝐸𝑇 =

2
(∆𝐺° + 𝜆)2
2𝜋 𝐻𝐷𝐴
𝑒𝑥𝑝 (−
)(4.1)
ℏ √4𝜋𝑘𝐵 𝑇
4𝜆𝑘𝐵 𝑇

ΔG° is the experimentally most readily accessible parameter, determined from electrochemical
reduction/oxidation of the donor and acceptor molecules. Electron transfer at the interface has been
considered to be a pseudo-first order reaction when using high concentration of electron donor
species. In the case of a large excess amount of electron donor species in comparison to a few excited
surface-bound molecules under illumination, the concentration of the donor molecules has been
assumed to stay constant so that the reaction is not limited by diffusion of the reaction species. 13 It
is common practice to determine λ from the top of the inverted Marcus parabola where −ΔG° = λ.
The ΔG° is varied by typically minor substitutions on the donor or acceptor molecules affecting
their redox potentials. 13−18 The fitting of electron transfer rate kET as a function of −ΔG° to equation
4.1 assumes that the minor modifications to the chemical structure does not affect λ nor HDA.13,14,16,19
This work will show that the substituents on the molecules can affect the rate of ET beyond the
effect of ΔG° and therefore the assumption is not always justified.
In 2012, Daneke et al. reported the ΔG° dependence of electron transfer between carbazolebased surface-bound organic molecules and ferrocene (Fc) modified by electron donating
(decamethyl, dimethyl, diethyl, diisopropyl, ethyl) and withdrawing (bis-dimethylsilyl, bromo and
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dibromo) substituents.20

Figure 4.1. Illustration of ET between a surface-bound porphyrin and a Co2+ mediator

The measured electron transfer rates increased with −ΔG° reaching an average rate constant of
4.0 × 107 M−1 s−1 at −0.5 eV. If −ΔG° > − 0.5 eV, kET became independent of ΔG°, which was
attributed to diffusion limited ET due to mass transport limit of Fc complexes within the mesoporous
electrode. The measured rate constants showed a similar dependence on ΔG° for all donor/acceptor
pairs, suggesting that electronic coupling was not affected by changing the molecular structure of
the donor and acceptor molecules.
In 2011, Feldt et al. studied the ΔG° dependence of electron transfer between surface bound πconjugated molecules and a series of Co2+/3+ bipyridine and phenanthroline-based electrolytes.14 The
measured electron transfer rates were in the order of 10 6 M−1 s−1. The dependence of electron transfer
rate on driving force was consistent with equation 4.1 except between methyl-substituted and tertbutyl-substituted Co2+/3+ tris-bipyridine complexes with the latter showing 1.5 times slower electron
transfer despite similar −ΔG° values. This was attributed to a “blocking effect” by the bulky tertbutyl substituent, suggesting that molecular structure influence the electron transfer rate beyond
ΔG°.
However, in a subsequent publication in 2013 with an expanded range of four surface-bound
electron acceptor molecules and 13 Co2+/3+ polypyridine complexes,13 the difference in coupling
between methyl and tert-butyl-substituted Co2+/3+ complexes was not considered. The λ and HDA
values were assumed to be the same among the 13 Co2+ complexes employed. Mosconi et al. showed
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that the λ-values of various Co2+/3+ complexes were around 0.6 eV regardless of the structure of the
cobalt complexes employed.21
In 2016, Ogawa et al. showed that the three-dimensional nature of the donor group of surfacebound molecules influenced electron transfer. 22 Triphenylamine-substituted molecules showed
faster electron transfer even at a smaller ΔG° when compared to carbazole-substituted molecules.
In 2016, we showed five times enhanced electron transfer attributed to the more exposed orbitals of
porphyrin−carbazole−triphenylamine molecules on the TiO 2 surface at the same ΔG°.23 In 2018, we
showed that alkyl−alkyl intermolecular interactions between donors and acceptors resulted in a
factor of 13 increase in electron transfer at the same ΔG° due to the “trapping” of the donor near the
π-conjugated backbone of the acceptor molecules explained by stronger electronic coupling.24
The above studies clearly show that electronic coupling, modulated by “blocking effect” or
intermolecular interactions, can have a significant effect on electron transfer. The well-documented
influence of electrostatic interactions on electron transfer reactions between donors and acceptors
containing charged groups in solution motivated us to explore to the extent ET rates are influenced
by electrostatic interactions between surface-bound acceptor molecules and redox mediators.25−28 In
2012, Mosconi et al. reported that partially negatively charged ruthenium bipyridyl complexes
attached to a TiO2 surface can attract positively charged Co2+/3+ mediators close to the surface,
leading to faster electron transfer between TiO2 electrons and the redox mediator.21 They also
calculated λ for the electron transfer between the Ru polypyridyl and Co 2+/3+ complexes; however,
they did not comment on electronic coupling affected by the specific arrangement of the
donor/acceptor molecules modulated by the electrostatic interaction.
Attractive electrostatic interactions between I3− ions and the π-conjugated backbone of surfacebound molecules is well known.29−34 In 2008, Mozer et al. showed that Zn porphyrins can also attract
I3− ions close to the TiO2 interface, leading to faster recombination.35 While intermolecular
interactions accelerating electron transfer reactions due to increased concentrations of the redox
mediator species at electrode surfaces are well-known, none of the studies has demonstrated
explicitly whether electrostatic interactions can enhance electronic coupling between the donor and
acceptor molecules leading to faster electron transfer.
To investigate the effect of electronic coupling, here we employed porphyrins (Figure 4.2a) as
surface-bound electron acceptors. Insertion of metal ions such as Zn 2+ into the π-conjugated
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porphyrin ring is one of the simplest structural modification to alter the electrostatic nature of a πconjugated molecule without affecting its size or geometry. The electrostatic potential maps
obtained by DFT calculations of two freebase porphyrins (FreeGD1 and FreeGD2, Figure 4.2b)
show a large electron density in the center of the rings arising from the two lone electron pairs of
the nitrogen atoms of the pyrrole groups. Coordination to Zn2+ ions changes drastically the
calculated electrostatic potential maps, leading to a decreased electric charge at the center of the Zn
porphyrins.

Figure 4.2. Chemical structures of the four surface-bound porphyrins (a). Electrostatic potential
maps of the four porphyrins obtained by DFT calculations and mapped on the 0.02 au molecular
surface in their ground state; the color scale ranges from −0.68 (red) to 0.68 (dark blue) eV (b). The
DFT calculations were performed by J. I. Mapley and Prof. K. C. Gordon from University of Otago
in New Zealand.

Zn2+ in the porphyrin ring is electrochemically inert (it is not oxidized or reduced in the
electrochemical window of the porphyrin ring), therefore the redox potential of the Zn porphyrin
typically shifts negatively by only 200 mV as compared to the free-base porphyrin.36 It is wellknown that Zn2+ ions in porphyrins provide a fifth coordination site, 37−39 which in the absence of
specific ligands can be occupied by solvent molecules.38 It is at this site of lone N electron pairs
where we expect to see a difference in the electrostatic force between the free-base porphyrins and
the positively charged Co2+ redox species in the electrolyte. To generalize our observations, we have
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chosen two free-base porphyrins with (i) different binding groups (cyanoacrylic and malonic acid)
affecting their redox potential, and (ii) solubilizing groups on the porphyrin ring. The change in
redox potential allows the plots of kET versus −ΔG° to be established, while changes to the binding
groups/solubilizing groups allow the effect of surface coverage on the TiO 2 to be established, a wellknown influence of electron transfer for surface-bound molecules.13,14,22,24
Our DFT calculations suggest (see Table 4.1) that the internal component λi of the porphyrins
does not change quantitatively with the structural changes, similarly to the results in the literature. 40
The outer-sphere reorganization energy λo depends on the molecular size and the high- and lowfrequency dielectric constant (equation 4.4). λo among the porphyrins in the same electrolyte
solutions should also be very similar due to the similar molecular size. We selected five Co 2+/3+
complexes (Figure 4.3a) with a redox potential range of 0.78 eV to establish the ΔG° dependence
of electron transfer (Figure 4.3b).

Table 4.1. Internal reorganization energy (λi) of the porphyrins at different oxidation states
determined by comparing the energy of the optimized structure of a given charge with the
energy for the same charge in the structure optimized for the other charge. These calculations
were performed by J. I. Mapley and Prof. K. C. Gordon from University of Otago in New Zealand.

Porphyrin
GD1
FreeGD1
GD2
FreeGD2

λi
+1
−0.002880
−0.002664
−0.003106
−0.002918

0
−0.002726
−0.002539
−0.002957
−0.002708

The electron transfer step investigated here is a “dark” charge-shift reaction, in which a photooxidized porphyrin molecule on the surface is reduced back to its neutral state by electron transfer
from the reduced form of the Co2+/3+ mediator in solution (Figure 4.1). The rate of this ET reaction
is typically on the nanosecond to microsecond time scale and is not accessible to conventional
electrochemical methods due to the slow capacitive response of the large surface area electrodes.
Therefore, we use transient absorption spectroscopy (TAS) by measuring the light absorption
change of oxidized porphyrin molecules on the electrode surface. The porphyrins are adsorbed on a
large surface area TiO2 electrode and photo-excited at 532 nm (Q-band) with 100 ps or 6 ns laser
pulses, which results in electron injection into the conduction band of TiO2. We have kept the
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electrolyte compositions as simple as possible. For example, 4-tert-butylpyridine (tBP) is a common
additive used in previous reports,41,42 allowing better photovoltaic performance of porphyrin and
other photoelectrochemical devices. We have shown that tBP can coordinate to Zn porphyrins, 43
complicating the interpretation of the ET results. Furthermore, tBP may irreversibly react with
Co2+/3+ complexes.44

Figure. 4.3. Chemical structures of the Co2+/3+ complexes as donor molecules employed in this work
(a) and redox potentials of the electron donor and the acceptor molecules (b). rD is radius of the
electron donor molecules. The rD calculations were performed by J. I. Mapley and Prof. K. C.
Gordon from University of Otago in New Zealand and Prof. S. Mori from Shinshu University in
Japan.

Since efficient solar energy conversion is not our interest here, we did not use tBP in the electrolytes.
We have used acetonitrile (AN) as the electrolyte solution with good solubility for the Co2+/3+
complexes as well as the supporting electrolyte salt. AN has a high dielectric constant (37.5) and
hence may not be the most suitable choice for studying electrostatic effects. We have also performed
ET measurements for selected compounds (with ET rates at the top of the Marcus parabola) in 1,2dimethoxyethane, which has a five times lower dielectric constant (7.2) but a similar boiling point
to acetonitrile with the latter a prerequisite for reproducible sample preparation.

4.2. Experimental
4.2.1. Chemicals and Materials.
Chemicals and materials used in the experiments of this chapter are provided in section 2.1 of
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Chapter 2. Synthesis of the chemicals written by Dr. Wagner is provided in Appendix 1.

4.2.2. Electrochemistry.
CV was performed to determine the redox potentials of the compounds as described in section
2.2 in Chapter 2. The reduced forms of the cobalt complexes were used for the CVs. The DPV of
the surface-bound porphyrins were performed using a porphyrin-adsorbed glassy carbon as a
working electrode. The porphyrin molecules were drop-casted on the glassy carbon electrode using
a 0.2mM porphyrin-dissolved THF solution and immersed in a porphyrin-saturated AN solution
with 0.1 M TBAP.

4.2.3. Sample Fabrication.
Sample fabrication steps are described in section 2.3 in Chapter 2.

4.2.4. Transient Absorption Spectroscopy (TAS).
TAS using two rime-resolved TA setups was performed as described in section 2.4 in Chapter2.
Charge extraction measurement to determine the amount of charge in the TiO2 during the TA
measurements was performed under the same experimental conditions of the TA measurements,
yielding charge densities in the order of 10 15 to 1017 cm−3, but mostly in the order of 10 16. Fitting
the TA curves to stretched exponential functions is described in Appendixes 2 and 3.

4.2.5. UV−Visible Absorption Spectroscopy.
Surface adsorption densities of the porphyrins were determined using UV-Vis spectroscopy by
following the procedure provided in section 2.2 in Chapter 2.

4.2.6. Density Functional Theory (DFT).
DFT calculations (were undertaken by Jeoseph Mapley and Prof. Keith C. Gordon at University
of Otago, New Zealand) were performed with the Gaussian09 program.47 A B3LYP functional48
was employed implementing a 6-31G(d) basis set which has previously been shown to provide a
good model for porphyrin systems.49 Geometries for all compounds were optimized and vibrational
spectra were modeled to ensure that no imaginary modes are present indicating that a minimum was
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obtained. The internal reorganization energy of the complexes were determined by comparing the
energy of the optimized structure of a given charge with the energy for the same charge in the
structure optimized for the other charge. Electrostatic potentials were mapped to electron density
plots generated with an isovalue of 0.02.

4.3. Results and discussion
4.3.1. The driving force for electron transfer.
4.3.1.1. Redox potential determination of redox mediators.
The redox potentials of the two free-base porphyrins (Figure 4.2a) have not been reported to
date. For consistency, the redox potentials of all donor/acceptor compounds were determined here.
The cyclic voltammograms of the five redox mediators are shown in Figure 4.4. The calculated
E1/2 values listed in Table 4.2 are consistent with previous reports.

Figure 4.4. Current versus potential curves measured by cyclic voltammetry of the cobalt
complexes.

Table 4.2. Redox potential (E1/2) of the Co2+/3+ complexes employed in this work and values in
the literatures.

Compound
[Co(bpypz)2]2+/3+
[Co(phencl)3]2+/3+
[Co(bpy)3]2+/3+

E1/2 (V vs
Fc/Fc+)
0.199

−5.299

E1/2 (V vs
NHE)
0.84

0.081

−5.181

0.72

0.7213

−0.080

−5.020

0.56

0.5613

E1/2 (eV)
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E1/2 reported
(V vs NHE)
0.8613

[Co(bpydm)3]2+/3+
[Co(bpydmetho)3]2+/3+

−0.211

−4.889

0.43

0.4313

−0.263

−4.837

0.38

0.3763

Ideally, the redox potential of the four porphyrins should be determined representing conditions as
close as possible to the electron transfer measurements, i.e. attached to a TiO2 surface and immersed
in an acetonitrile electrolyte containing a supporting electrolyte. Attempts to measure the redox
potential of the four porphyrins attached to TiO2 were unsuccessful, yielding multiple nonreversible
peaks with low currents. This is most likely due to the low hole-conductivity of the porphyrin layer
on the TiO2 surface, with only a limited fraction of the porphyrin molecules, located close to the
FTO/TiO2 interface, oxidized during the electrochemical measurements. Moia et al. reported the
apparent hole diffusion coefficient of various molecules attached to TiO 2 surface and immersed in
electrolytes using cyclic voltammetry.50 From the significant current response of a ruthenium
phthalocyanine-sensitized TiO2, it was calculated that by reaching the peak current, 10% of the
molecules contained in the TiO2 films were oxidized. The cyclic voltammetry of a zinc
protoporphyrin (ZnPP) was highly irreversible and hole diffusion coefficients could not be
determined.50 The similarity of our results to Moia et al. suggests that hole diffusivity of our
porphyrin layers is also very low, possibly due to the rather low surface coverage (8 × 10−9 M cm−2
TiO2 for GD1 and FreeGD1, 14 and 19 × 10−9 M cm−2 for FreeGD2 and GD2, respectively). Partial
desorption of the porphyrins from the surface during oxidation could be the reason for the
irreversible kinetics.

4.3.1.2. Redox potential determination of surface-bound porphyrins.
Redox potentials of the porphyrins were measured in AN containing 0.1 M tetrabutylammonium
perchlorate (TBAP) as a supporting electrolyte (same solvent and the same perchlorate anion used
in ET measurements). Differential pulse voltammetry (DPV) in Figure 4.5 shows single oxidation
peaks for GD1, FreeGD2 and FreeGD1, with the latter showing a shoulder positioned at a more
positive potential compared to the main peak.
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Figure 4.5. Current versus potential curves of 0.1 mM GD2 (black), GD1 (blue), FreeGD2 (red),
and FreeGD1 (green) in AN containing 0.1 M TBAP.

The oxidation of GD2, on the other hand, resulted in two peaks separated by ~ 100 mV. The
solubility of the four porphyrins is somewhat limited in AN, therefore the appearance of a split
first oxidation peak measured for GD2 may originate from the oxidation of dissolved molecules,
molecular aggregates in solution or porphyrins bound to the platinum working electrode surface.
To test the effect of low solubility, cycling voltammetry (CV) was performed for GD1 and GD2
in dichloromethane (DCM) electrolyte containing 0.1 M TBAP as a supporting electrolyte (see
Figure 4.6).

Figure 4.6. Current versus potential curves of 1 mM GD2 (black) and GD1 (blue) in DCM
containing 0.1 M TBAP.

109

Firstly, the measured E1/2 of GD1 versus Fc is shifted negatively in DCM by 100 mV compared
to AN, attributed to the better solubility of the oxidized porphyrin. Secondly, the CV of GD2 showed
a reversible redox peak with E1/2 at 0.26 V, which is also 100 mV more negative than the second
peak measured by DPV in AN electrolyte (see Figure S1). A much smaller shoulder is visible at
approximately 0.15–0.17 V, which is consistent with the first peak measured by DPV in AN. Based
on the consistent 100 mV shifts between DCM and AN, we conclude that the first peak measured
in AN is due to aggregation and the second peak at E1/2 value of 0.37 V is the value of dissolved
porphyrin in AN. We note that the difference in E1/2 values between GD1 and GD2 is close to those
reported by Schmidt-Mende et al.64 We could not obtain reliable CVs of the free-base porphyrins in
DCM therefore we could not use DCM for the comparison of all four compounds.
To obtain the E1/2 values in the same solvent and counter ion as used in ET measurements, the
porphyrins were drop casted on a glassy carbon (GC) electrode from THF (same as used for
sensitizing the TiO2 electrodes) solutions. The supporting electrolyte was AN with 0.1 M TBAP
saturated with the porphyrins to detachment from the GC surface. The DPV results shown in Figure
4.7 and Table 4.3 show peak positions very similar to those measured in AN solutions (see Figure
4.5). The clear difference is the much smaller first peak in the GD2 oxidation presumably because
the GD2 molecules are less aggregated on GC electrodes casted from tetrahydrofuran (THF) as
compared to when aggregated in AN. Therefore, we determined the redox potentials of the
compounds as close as possible to the conditions of the electron transfer (ET) measurements
(adsorbed on an electrode surface and using AN as a supporting electrolyte).
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Figure 4.7. Differential pulse voltammetry of the surface-bound porphyrins

Table 4.3. Redox potentials (E1/2) of the surface-bound porphyrins employed in this work

Porphyrin
GD2
GD1
FreeGD2
FreeGD1

E1/2 (V vs
Fc/Fc+)
0.356
0.152
0.575
0.675

E1/2 (eV)

E1/2 (V vs NHE)

−5.456
−5.552
−5.675
−5.775

1.00
1.09
1.22
1.32

4.3.2. ET Kinetics Determined Using Transient Absorption (TA) Spectroscopy.
The oxidized porphyrin molecules showed a distinctly different UV−vis absorption spectrum
compared to the neutral porphyrins with an absorption band from 670 to 900 nm. 51 ET kinetics were
determined by recording the TA decay of the photo-oxidized porphyrins (acceptors) attached to a
TiO2 surface in the absence and presence of the various Co 2+/Co3+ redox mediators (donors).
Because of the sufficiently negative driving force between the photo-excited state potential of the
porphyrin (LUMO) and the TiO2 conduction band bottom edge, electron injection occurs on the
femtosecond time scale (see Figure 4.8).52 Depending on the porphyrin molecular structure, weak
electron coupling or low-lying LUMO coupled with site inhomogeneity 52 can lead to low injection
yield. Free-base porphyrins have lower lying LUMOs compared to Zn porphyrins (see Figure 4.8)
and therefore may show lower injection yields in photoelectrochemical devices. 52,53

Figure 4.8. Schematic diagram of the electron transfer interface. ∆Gi° is driving force for electron
injection from LUMO level of the surface-bound porphyrins to the conduction band of TiO2. LUMO
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levels of the surface-bound porphyrins were calculated using onset of UV-vis absorption spectra.
Conduction band bottom edge level without tBP was estimated using a commonly reported value
−4.0 eV.65

The exact value of the conduction band bottom edge potential is not known. It is likely to be 0.2 V
below the previously reported values in dye-sensitized electrodes because no tBP was used in our
system.42 The value of −4.2 eV shown in Figure 4.8 was estimated by adding −0.2 eV to the
commonly cited value of −4.0 eV using tBP electrolyte. Figure 4.8 suggests there is at least a small
driving force for electron injection for all porphyrin surface-bound molecules. In the absence of
electron injection, other radiative or non-radiative pathways to the ground state are possible.
Intersystem crossing produces long-lived triplet states, whose absorption may overlap with the
absorption of photo-oxidized porphyrins. Therefore, the probe wavelength for ET measurements
should be selected to minimize the contribution of triplet absorption (if present due to low injection
yield).

4.3.2.1. Probe-wavelength determination for TA kinetic measurements.
Figure 4.9 shows the TA spectra of all four porphyrins attached to TiO 2 surface (Por-TiO2) and
immersed in an inert (absence of redox mediator) electrolyte containing 0.2 M LiClO 4. All four
spectra showed broad TA absorption peaking between 650 nm to 750 nm, consistent with previously
reported TA spectrum for GD2 and FreeGD2 on TiO 2 (GD2-TiO2 and FreeGD2-TiO2,
respectively).51 The TA signal measured for GD2-sensitised TiO2 (GD2-TiO2) and GD1-sensitised
TiO2 (GD1-TiO2) decayed uniformly across the measured wavelengths. On the other hand, the TA
features at shorter wavelengths (650 nm to 700 nm) decayed faster than >750 nm in the case of
FreeGD1 and FreeGD2. Furthermore, the TA spectra of free-base porphyrins on TiO2 were broad
without a well-defined peak. The different decay kinetics at 700 nm and 800 nm can be attributed
to i) two different timescales of reduction of the oxidized porphyrin molecules by TiO 2 electrons
due to for example site inhomogeneity;52 ii) the presence of two different photo-excited species, i.e.
oxidized porphyrins and porphyrin triplet states.
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Figure 4.9. TA spectra of GD1-TiO2 (a), GD2-TiO2 (b), FreeGD1-TiO2 (c), and FreeGD2-TiO2 (d)
in AN containing 0.2 M LiClO4.

The triplet state absorption of GD2 and FreeGD2 in de-aerated THF solution is shown in Figure
4.10. In the absence of TiO2, the primary long-lived species in solution are triplets. The TA at 700
nm decayed exponentially with a lifetime of 86 s and 246 s for GD2 and FreeGD2, respectively.
The decays were accelerated by two orders of magnitude in the presence of oxygen, a well-known
triplet quencher, confirming the assignment to triplet absorption. The triplet absorption spectrum of
GD2 and FreeGD2 showed broad features between the 600 to 850 nm range, overlapping with the
TA spectrum measured for the Por-TiO2.
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Figure. 4.10. Normalized changes in optical density (OD) of 0.02 mM GD2 (a) and FreeGD2 (b)
in deaerated THF solution in the absence (black curves) and in the presence (red curves) of O2.
Yellow lines are fitted curves using a single exponential function. TA spectra of 0.02 mM GD2 (c)
and FreeGD2 (d) in the deaerated THF.

To unambiguously show that the primary photo-generated species in the Por-TiO2 films (Figure
4.9) are oxidized porphyrins, 0.1 M of a triphenylamine derivative tris-(p-anisyl)amine (TPAA) was
added in the solution as electron donor. Unlike the polypyridyl Co 3+ ions, which weakly absorb in
the 450 nm to 900 nm range, TPAA+ shows a strong absorption band with a peak at 720 nm and a
shoulder at 600 nm.66 Electron transfer kinetics between oxidized organic molecules and TPAA on
the sub-nanosecond timescale was reported.66 When the Por-TiO2 electrodes are photo-excited at
532 nm, the most feasible pathway for the generation of TPAA + is through electron transfer from
TPAA to the photo-oxidized porphyrin (Por) (see equations 4.1 to 4.3 and Figure 4.11). In
principle, hole transfer from the photo-excited porphyrin to TPAA resulting in a reduced porphyrin
and TPAA+ is also possible.

𝑇𝑖𝑂2 |𝑃𝑜𝑟 + ℎ𝑣 → 𝑇𝑖𝑂2 |𝑃𝑜𝑟 ∗

(4.1)

−
𝑇𝑖𝑂2 |𝑃𝑜𝑟 ∗ → 𝑇𝑖𝑂2 |𝑃𝑜𝑟 + + 𝑒𝐶𝐵

(4.2)
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𝑇𝑖𝑂2 |𝑃𝑜𝑟 + + 𝑇𝑃𝐴𝐴 = 𝑇𝑖𝑂2 |𝑃𝑜𝑟 + 𝑇𝑃𝐴𝐴+

(4.3)

Figure 4.11. Schematic illustration of electron transfer pathways (red arrows) and timescales (blue
letters) between surface-bound porphyrins (Por) and TPAA.66

Figure 4.12 shows the TA spectra of GD1 and FreeGD1 attached to TiO 2 and immersed in an
AN electrolyte containing 0.1 M TPAA and 0.2 M LiClO4. Both spectra clearly exhibited the
characteristic absorption spectrum of TPAA+ between 600 nm and 800 nm, with a maximum at 730
nm. The generation of TPAA+ was faster than the time-resolution of the TA setup, with a 10% rise
observed peaking at a 100 ns time delay. The recombination of TPAA + with TiO2 (e−) was on the
microsecond timescales, wile most of the TA decayed by 1 ms. In both spectra, absorption features
>800 nm were also observed, more prominently in the FreeGD1-TiO2 sample. TPAA+ does not
absorb beyond 800 nm. The TA signal >800 nm could be due to i) oxidized porphyrin molecules
not reduced by TPAA; or ii) absorption by triplet states. Given that ET using TPAA is very fast, i)
is less likely. Microsecond generation of FreeGD1 + is also not likely in this system as the singlet
excited state FreeGD1* decays on the nanosecond timescale. The absorbance >800 nm in the
FreeGD1 films with lower LUMO was more prominent than in GD1, which suggests ii) triplet state
absorption due to non-injecting free-base porphyrin molecules. GD1-TiO2 photo-electrochemical
devices showed high photon to electron quantum efficiencies, an evidence for efficient electron
injection. The similar signal magnitudes, timescales of the TA signal that rose and decayed between
Zn and free-base porphyrins suggest that the same mechanism, that is photo-injection of electron
between the porphyrin and subsequent electron transfer from the TPAA, is operational in both
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systems.

Figure 4.12. TA spectra of GD1-TiO2 (a) and FreeGD1-TiO2 (b) in the presence of 0.1 M TPAA
and 0.2 M LiClO4 in AN.

The above results suggest that the dominant photo-excited species were indeed oxidized
porphyrins with the possibility of some triplet absorption at longer wavelengths, especially
employing free-base porphyrins. To choose the probe wavelength that selectively probes ET
between oxidized porphyrin and the Co2+ mediators, the TA spectrum of the Por-TiO2 samples in
the presence of Co2+/3+ complexes were measured. Figure 4.13a shows GD2-TiO2 immersed in an
AN electrolyte containing 0.2 M/0.02 M [Co(bpy-dmetho)3]2+/3+. The spectrum showed a similar
shape to the case of inert electrolyte in Figure 4.9, however, the decays were accelerated. The
accelerated decays were attributed to ET between the oxidized porphyrin and the Co2+ electron
donor, as in the case of using TPAA. The decay kinetics were to some extent wavelength dependent,
with faster decay kinetics near 700 nm as compared to 800 nm. Figure 4.13b shows TA spectrum
of FreeGD2-TiO2 in the presence of 0.2 M/0.02M [Co(bpy-dmetho)3]2+/3+. It showed an even faster
decay <750 nm, and a slowly decaying signal at longer wavelengths (>800 nm). A bleaching signal
was also observed <700 nm, where the ground state porphyrin absorbs.
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Figure 4.13. TA spectra of GD2-TiO2 (a) and FreeGD2-TiO2 (b) in the presence of 0.2 M/0.02 M
[Co(bpy-dmetho)3]2+/3+ in AN containing 0.2 M LiClO4.

The decay kinetics were directly compared at 730 nm and 800 nm in Figure 4.14. The decays of
GD2-TiO2 with 0.2M/0.02M [Co(bpy-dmetho)3]2+/3+ were bi-phasic. The first phase was dependent
on the Co2+ concentrations (not shown) but varied with the Co2+/3+ complexes used, while the second
phase decaying slowly was independent on the Co2+ concentrations. The case of FreeGD2-TiO2 with
[Co(bpy-dmetho)3]2+/3+ was similar to that of GD2-TiO2, but with a larger contribution of the slow
phase at 800 nm. The first phase was dependent on the Co2+ concentration (faster when the
concentration is increased), while the second phase is independent of the Co2+ concentration, except
when using [Co(bpy)3]2+/3+. Based on these observations, we concluded that the faster phase is due
to ET between the oxidized porphyrins and the Co 2+ donors, while the slow second phase is most
probably triplet absorption decay. The probe wavelength therefore was selected at 700 nm for the
cases of GD1 and GD2 with only very small contribution of the triplet absorption tail.
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Figure 4.14. TA decays of GD2-TiO2 (a) and FreeGD2-TiO2 (b) probed at 700 nm (blue curve),
730 nm (red curve), and 800 nm (black curves) in the presence of 0.2 M/0.02 M [Co(bpydmetho)3]2+/3+ in AN containing 0.2 M LiClO4. Yellow lines are fitted curves by a stretched
exponential function.

FreeGD1-TiO2 was probed at 680 nm to minimize the contribution of the second phase, while
FreeGD2-TiO2 samples were probed at 730 nm to avoid the ground state bleach signal or electroabsorption present for FreeGD2 at 680 nm to 700 nm near the ground state absorption onset (Figure
4.15). Figure 4.16 shows that the decays of the FreeGD1-TiO2 with 0.2 M/0.02 M [Co(bpy)3]2+/3+
at 680 and 730 nm were nearly identical, therefore the choice of wavelength between FreeGD1 and
FreeGD2 is not expected to influence the measured kinetics.
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Figure 4.15. UV-vis spectra of the Zn porphyrins (a) and the free-base porphyrins (b) dissolved in
THF.

Figure 4.16. TA decays of FreeGD1-TiO2 probed at 680 nm (black curve) and 730 nm (red curve)
in the presence of 0.2 M/0.02 M [Co(bpy) 3]2+/3+ in AN containing 0.2 M LiClO4.

4.3.2.2. TA-decay kinetics.
The TA kinetics of Por-TiO2 samples immersed in an inert AN electrolyte containing 0.2 M
LiClO4 or 0.2 M/0.02 M Co2+/3+ redox mediators recorded at 700 nm for Zn porphyrins and at 730
and 680 nm for FreeGD2 and FreeGD1 porphyrins, respectively, are shown in Figure 4.17. The
measured TA decay kinetics varied with the mediators used with [Co(bpy) 3]2+/3+ showing the fastest
decays, while the [Co(bpypz)2]2+/3+ mediator providing the smallest −ΔG° for ET showed the
slowest decays. However, even the slowest decays were 8−54 times faster than the decays measured
in inert electrolyte, suggesting the ET operating even at this smallest −ΔG° condition. The signal
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half-decay times (τ1/2) were determined using two different methods.

Figure 4.17. TA decays of GD2-sensitized TiO2 (GD2-TiO2) (a), FreeGD2-sensitized TiO2
(FreeGD2-TiO2) (b), GD1-sensitized TiO2 (GD1-TiO2) (c), and FreeGD1-sensitized TiO2
(FreeGD1-TiO2) (d) in the absence (gray lines) and in the presence of the 0.2 M/0.02 M Co 2+/3+
redox mediators in 0.2 M LiClO4 in AN. [Co(bpypz)2]2+/3+ (black), [Co(phen-cl)3]2+/3+ (red),
[Co(bpy)3]2+/3+ (green), [Co(bpy-dm)3]2+/3+ (blue), and [Co(bpy-dmetho)3]2+/3+ (yellow).

Using the first method, the time at which the ΔOD decayed to half of its initial value is determined
from the plot by visual inspection (Table 4.4). The second method involves fitting the measured
curves to a stretched exponential function introduced in detail by Anderson et al. (see Appendix
3).54 The latter method is preferred herein as it considers the different shape of the decay curves, for
example, due to the distribution of time constants as well as the contribution of the slow phase to
the measured kinetics. FreeGD2 and FreeGD1 showed an initial ΔOD decay with an ∼2 ns lifetime,
which is similar to the luminescence lifetime of free-base porphyrins. These initial signal decays
were attributed to the absorption by porphyrin singlet states and were omitted in the curve fitting.
The fitted curves are shown as solid lines and the calculated τ1/2 values averaged over two to four
samples and are displayed in Table 4.5. The fastest ET rate (k1/2 = 3.6 × 107 s−1) was measured for
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FreeGD1 in combination with [Co(bpy)3]2+/3+, twice as large as measured for GD1 using the same
electrolyte (k1/2 = 1.8 × 107 s−1). Changing the anchoring and solubilizing groups had a negligible
effect on the measured ET rates (k1/2 = 1.8 × 107 s−1 for GD1 and k1/2 = 1.4 × 107 s−1 for GD2, which
is surprising given the 0.2 V difference in ΔG°. To separate the contributions of ΔG°, λ, and HDA to
the variation in ET rates with the porphyrins used, we applied Marcus theory (equation 4.1).

Table 4.4. Half-decay time (τ1/2) by visual inspection, rate (k1/2), rate constant (K1/2) of TA
decays of the Por-TiO2 shown in Figure 4.17 in the absence and in the presence of 0.2 M/0.02
M Co2+/3+ mediators, and driving force (−∆G°) between the Por-TiO2 and the Co2+/3+
complexes.

-

K1/2 (M−1
s−1)
-

−∆G°
(eV)
-

438 ns

2.28 × 106

1.13 × 107

0.37

122 ns

8.20 × 10

6

4.09 × 10

7

0.49

1.32 × 10

7

6.57 × 10

7

0.65

127 ns

7.87 × 10

6

3.93 × 10

7

0.78

237 ns

4.22 × 106

2.10 × 107

0.83

GD2 / inert
GD2 / Co(bpypz)2

78 μs
9 μs

1.07 × 105

4.79 × 105

0.16

GD2 / Co(phen-cl)3

387 ns

2.58 × 106

1.29 × 107

0.28

131 ns

7.63 × 10

6

3.81 × 10

7

0.44

3.58 × 10

6

1.79 × 10

7

0.57

6

1.39 × 10

7

0.62

Surface-bound porphyrin
/ Co2+/3+ complexes
FreeGD2 / inert
FreeGD2 / Co(bpypz)2
FreeGD2 / Co(phen-cl)3
FreeGD2 / Co(bpy)3
FreeGD2 / Co(bpy-dm)3
FreeGD2 / Co(bpydmetho)3

GD2 / Co(bpy)3
GD2 / Co(bpy-dm)3

τ1/2 (s)

k1/2 (s−1)

33 μs

76 ns

279 ns

GD2 / Co(bpy-dmetho)3

359 ns

2.79 × 10

FreeGD1 / inert
FreeGD1 / Co(bpypz)2

14 μs

-

-

-

3.83 × 10

6

8.62 × 10

6

1.61 × 10

6

132 ns

7.58 × 10

6

170 ns

5.88 × 106

2.89 × 107

0.94

GD1 / inert
GD1 / Co(bpypz)2

70 μs
2.29 μs

4.37 × 105

2.12 × 106

0.25

GD1 / Co(phen-cl)3

313 ns

3.19 × 106

1.59 × 107

0.37

1.25 × 10

7

6.24 × 10

7

0.53

6.90 × 10

6

3.44 × 10

7

0.66

3.13 × 10

6

1.56 × 10

7

0.71

FreeGD1 / Co(phen-cl)3
FreeGD1 / Co(bpy)3
FreeGD1 / Co(bpy-dm)3
FreeGD1 / Co(bpydmetho)3

GD1 / Co(bpy)3
GD1 / Co(bpy-dm)3
GD1 / Co(bpy-dmetho)3

261 ns
116 ns
62 ns

80 ns
145 ns
320 ns
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1.86 × 10

7

0.48

4.26 × 10

7

0.60

8.01 × 10

7

0.76

3.73 × 10

7

0.89

Table 4.5. Driving force (−∆G°), averaged half-decay time (τ1/2), averaged rate (k1/2), and
averaged rate constant (K1/2) of the Por-TiO2 in the absence and in the presence of the 0.2
M/0.02M Co2+/3+ complexes.
Surfacebound
porphyrin
GD2
GD2

Redox
mediator
inert
[Co(bpypz)2]2+
/3+

−∆G
° (eV)
0.16

GD2

[Co(phencl)3]2+/3+

0.28

GD2

[Co(bpy)3]2+/3+

0.44

GD2
GD2
GD1
GD1

[Co(bpydm)3]2+/3+
[Co(bpydmetho)3]2+/3+
inert
[Co(bpypz)2]2+
/3+

0.57
0.62
0.25

GD1

[Co(phencl)3]2+/3+

0.37

GD1

[Co(bpy)3]2+/3+

0.53

GD1
GD1
FreeGD2
FreeGD2

[Co(bpydm)3]2+/3+
[Co(bpydmetho)3]2+/3+
inert
[Co(bpypz)2]2+
/3+

0.66
0.71
0.37

FreeGD2

[Co(phencl)3]2+/3+

0.49

FreeGD2

[Co(bpy)3]2+/3+

0.65

FreeGD2
FreeGD2
FreeGD1
FreeGD1

[Co(bpydm)3]2+/3+
[Co(bpydmetho)3]2+/3+
inert
[Co(bpypz)2]2+
/3+

0.78
0.83
0.48

FreeGD1

[Co(phencl)3]2+/3+

0.60

FreeGD1

[Co(bpy)3]2+/3+

0.76
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Average
d τ1/2 (s)
7.3 ×
10−5
1.1 ×
10−5
2.8 ×
10−7
7.8 ×
10−8
1.5 ×
10−7
3.2 ×
10−7
7.0 ×
10−5
1.8 ×
10−6
2.1 ×
10−7
5.9 ×
10−8
1.1 ×
10−7
2.3 ×
10−7
1.0 ×
10−5
2.9 ×
10−7
9.0 ×
10−8
4.6 ×
10−8
6.0 ×
10−8
1.4 ×
10−7
8.0 ×
10−6
1.8 ×
10−7
7.4 ×
10−8
3.2 ×
10−8

Average
d k1/2 (s−1)

Average
d K1/2 (M−1
s−1)

1.4 × 104

-

9.6 × 104

4.8 × 105

3.8 × 106

1.9 × 107

1.4 × 107

6.9 × 107

7.2 × 106

3.6 × 107

3.2 × 106

1.6 × 107

1.4 × 104

-

6.2 × 105

3.1 × 106

5.0 × 106

2.5 × 107

1.8 × 107

9.1 × 107

9.2 × 106

4.6 × 107

4.4 × 106

2.2 × 107

1.0 × 105

-

3.6 × 106

1.8 × 107

1.2 × 107

5.8 × 107

3.0 × 107

1.5 × 108

1.7 × 107

8.5 × 107

7.4 × 106

3.7 × 107

1.3 × 105

-

5.8 × 106

2.9 × 107

1.4 × 107

6.8 × 107

3.6 × 107

1.8 × 108

FreeGD1
FreeGD1

[Co(bpydm)3]2+/3+
[Co(bpydmetho)3]2+/3+

0.89
0.94

1.4 ×
10−7
2.1 ×
10−7

9.2 × 106

4.6 × 107

6.0 × 106

3.0 × 107

4.3.3. Analysis with Different Fitting Methods.
k1/2 values are plotted as a function of −ΔG° in a semi logarithmic plot in Figure 4.18. To distinguish
the effects of ΔG°, λ, and electronic coupling HDA, we employed here three different approaches to
fit the data using Marcus theory (equation 4.1).

4.3.3.1. First Approach: Free Fit.
In the first approach, the k1/2 versus −ΔG° data was fitted using equation 4.1 allowing both HDA and
λ to vary.

Figure 4.18. k1/2 as a function of −ΔG°. Fitting (solid lines) was performed on the Por-TiO2 in
combination with the five 0.2 M/0.02 M Co 2+/3+ mediators.

The solid lines in Figure 4.18 show best fits. The electronic coupling matrix element HDA obtaned
by free fit is approximately 1.5 times larger for free-base porphyrins as compared to that of Zn
porphyrins (see Table 4.6).

Table 4.6. Electronic Coupling (HDA, 10−5 eV) and Reorganization Energy (λ, eV) by Fitting
k1/2 versus −ΔG° Plots
Parame
ter

GD2

GD1

Free

Free

[Co(bpyp

[Co(phen

[Co(bpy)

[Co(bpy-

[Co(bpy-

GD1

GD2

z)2]2+/3+

-cl)3]2+/3+

2+/3+
3]

dm)3]2+/3+

dmetho)3
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]2+/3+

HDAa

2.04

2.41

3.24

3.40

λa

0.43

0.53

0.64

0.72

HDA

b

3.36

2.49

4.20

2.70

1.88

0.80

0.60

0.74

0.81

0.85

3.36

3.96

4.53

2.70

1.82

λc

0.80

0.80

0.80

0.80

0.80

HDAd

5.41

4.47

5.44

2.70

1.88

λ

0.93

0.87

0.91

0.81

0.85

λb
HDA

a

c

d

HDAe

4.02

4.17

4.86

4.43

λ

0.80

0.80

0.80

0.80

e

Free fits in Figure 4.18. bFree fits in Figure 4.19. cFits using a constant λ = 0.8 eV in Figure 4.20.

d

Fits using scaled λ in Figure 4.21. eFits to the normalized k1/2 in Figure 4.25.

However, the obtained fits in Figure 4.18 are poor especially at the extremes of the inverted
parabolas. The fitting assumes the same HDA and λ-values among the five redox mediators; however,
the low quality of the fits may mean that this assumption is not valid for our donor/acceptor systems.
To check this assumption, we fitted the same k1/2 values versus −ΔG° for any of the cobalt mediator
donors paired with the four porphyrins, the best fits are shown in Figure 4.19.

Figure 4.19. k1/2 as a function of −ΔG°. Fitting (solid lines) was performed on the 0.2 M/0.02 M
Co2+/3+ mediators in combination with the four surface-bound porphyrins.

Both the HDA and λ-values (Table 4.6) vary with the Co2+/3+ complex used with the parabolas shifted
downward and to the right in the order of [Co(bpy)3]2+/3+, [Co(bpypz)2]2+/3+, [Co(bpy-dm)3]2+/3+, and
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[Co(bpy-dmetho)3]2+/3+. The inverted parabola obtained for [Co(phencl)3]2+/3+ shifted down and to
the left. A similar kET versus −ΔG° behavior (right shift and down) is reported in a number of
different D−A systems, for example, for the photoinduced charge recombination reaction a
covalently linked triarylamine−Ru(bpy)3−anthraquinone molecule.55,56 The results were explained
by the interplay between the donor−acceptor distance (rDA) dependence of the electronic coupling
(HDA) and the outersphere reorganization energy (λο). As the length of the oligo p-xylene linker
between the anthraquinone and Ru(bpy)3 increased, λο increased due to the smaller rDA−1 term in
equations 4.4 and 4.5, shifting the curves to the right.

𝜆𝑜 =

(∆𝑒)2 1
1
1
1
1
(
+
−
)(
− )(4.4)
4𝜋𝜀𝑜 2𝑟𝐴 2𝑟𝐷 𝑟𝐷𝐴 𝐷𝑜𝑝 𝐷𝑠

0
0 ))(4.5)
𝐻𝐷𝐴 = 𝐻𝐷𝐴
exp(−𝛽𝑒𝑙 (𝑟𝐷𝐴 − 𝑟𝐷𝐴

The decreasing HDA term with decreasing rDA−1 caused the curves to shift downward to lower overall
kET rates. A similar explanation was invoked to explain the kET versus −ΔG° dependence of
intermolecular ET between free-base or metal-coordinated porphyrins and p-quinones57 as well as
between cofacial porphyrin dimers and nitrobenzene or benzoquinone acceptors. 58 It is possible to
obtain the fitted λ-values in Figure 4.19 using equation 4.4 if we assume that the rDA distance is
larger than the sum of the rA and rD values and, more importantly, that it varies with the structure of
the Co2+/3+ complex electron donor employed. In order to reproduce λ-values that increase with the
increasing rA size (for example λ = 0.74, 0.81, and 0.85 eV for [Co(bpy) 3]2+/3+, [Co(bpy-dm)3]2+/3+,
and [Co(bpy-dmetho)3]2+/3+, respectively), the rDA value is 0 Å for [Co(bpy)3]2+/3+, 15 Å for
[Co(bpy-dm)3]2+/3+, and 20 Å for [Co(bpy-dmetho)3]2+/3+. Such a large increase of rDA with the minor
change of donor structure seems unlikely.
4.3.3.2. Second Approach: Fixed λ.
Given that some of reorganization energy values obtained by the free fit show the opposite trend to
the changes in the molecular size of the donors, the k1/2 versus −ΔG° plot was also fitted by assuming
a constant λ. Mosconi et al. and Feldt et al. both reported constant λ-values for similarly structured
Co2+/3+ mediators, independent of the ligand structure.13,14,21 The free fit is sensitive to the top of the

125

Marcus curves, where λ = −ΔG°. Since there is typically only one data point falling to the inverted
region, determining λ by the free fit approach may be subject to a large error. Following the
conclusion of Mosconi et al.,21 we have fitted the k1/2 values as the function of −ΔG° assuming a
constant λ = 0.8 eV (Figure 4.20 and Table 4.6).

Figure 4.20. k1/2 as a function of −ΔG°. Fitting (solid lines) was performed on the 0.2 M/0.02 M
Co2+/3+ mediators in combination with the four surface-bound porphyrins.

Using λ = 0.8 eV values resulted in the most consistent fits for all five redox mediators. Using this
second approach, the HDA value of the [Co(phen-cl)3]2+/3+ donor increased from 2.49 to 3.96 × 10 −5
eV with only minimal changes to the HDA values of the other donors. The absolute values of HDA
are 1−2 orders of magnitude lower than the HDA values reported for the self-exchange reaction of
surface bound molecules.59 There are no experimentally derived HDA values reported in the literature
for the reaction between surface bound molecules and redox mediators dissolved in electrolytes.
The main focus of the discussion below is the relative difference in HDA values for intermolecular
ET between surface-bound porphyrins and various Co2+/3+ complex electrolytes.
4.3.3.3. Third Approach: λ Scaled According to Donor Size.
The outersphere reorganization energy is predicted to decrease with increasing donor size
according to equation 4.4. As shown in Figure 4.3, the donor radius rD, obtained from the DFT
optimized structure of the donors, changes as the substituents or ligands are varied. To check
whether the data can be fitted to the expected variation of the λ with the donor structure change, a
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third method in which the fitted λ-values were scaled to the λ-values calculated for the self-exchange
reaction of Co2+/3+ mediators was implemented. First, λ-values were calculated according to
equation 4.4 and assuming rDA/2 = rA = rD. The calculation yielded λ-values that were too low
(0.5−0.6 eV) to obtain a reasonable agreement with the measured data. Therefore, the absolute value
of the calculated λ were increased maintaining the same relative differences among the donors. The
scaled λ-values are shown in Table 4.6. As shown in Figure 4.21, the quality of the fits was worse
for [Co(phen-cl)3]2+/3+ and [Co(bpy)3]2+/3+. The HDA values (Table 4.6) increased by 10 to 20% for
[Co(bpypz)2]2+/3+, [Co(phen-cl)3]2+/3+, and [Co-(bpy)3]2+/3+ with the values for [Co(bpy-dm)3]2+/3+
and [Co(bpy-dmetho)3]2+/3+ remaining very similar.

Figure 4.21. k1/2 as a function of −∆G°. Fitting was performed for the Co2+/3+ complexes in
combination with the four surface-bound porphyrins using calculated reorganization energies for
the self-exchange reaction of the Co2+/3+ complexes (see the calculated  values in Table 4.6). Fitted
curves are shown as solid lines.

4.3.3.4. Calculation of the Tunnelling Attenuation Factor (βel).
The origin of the decreased electronic coupling factors with increasing donor size could be
attributed to the well-known distance dependence of electron tunnelling. Equation 4.5 describes
that the logarithm of the electronic coupling factor should decrease linearly with the increasing
distance with the slope of βel. Therefore, the βel values should be a good indicator whether the
obtained variation of HDA with donor structure can be explained by the distance dependence of
tunnelling.
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The only way to reproduce the λ-values obtained by free fit was to increase the donor−acceptor
distance rDA from 0 to 15 and 20 Å for [Co(bpy) 3]2+/3+, [Co(bpy-dm)3]2+/3+, and [Co(bpydmetho)3]2+/3+. This would result in a very weak dependence of HDA on rDA with an attenuation factor
βel of 0.014 Å−1. This value is at least an order of magnitude lower than for covalently linked
conjugated oligo-p-phenylene D−A systems (0.2−0.4 Å−1),60 suggesting much stronger conjugation
and a physically unrealistic tunnelling barrier. The unusually low βel value further suggests that the
free fit method does not yield meaningful λ-values. For the other two approaches, plotting the log
HDA values versus the transferring distance (rDA + ΔR), where rDA was a fixed distance of 3.5 Å
obtained by DFT calculation (done by Prof. Shogo Mori at Shinshu University) and ΔR was the
change in the distance due to the size of the Co 2+/3+ mediators relative to the smallest
[Co(bpypz)2]2+/3+, was performed (plot not shown). The 3.5 Å was obtained by calculating single
point energies with different distances between the porphyrin and [Co(phencl) 3]2+/3+. The fitted βel
values were 0.18, 0.16, and 0.20 Å−1 using HDA values obtained for the constant λ (Figure 4.20),
fitted λ (Figure 4.19), and scaled λ (Figure 4.21), respectively. These values are comparable to the
βel values of D−A systems connected with a conductive bridge. 56,60 Note that the ΔR distance
dependence above incorporates the change in the donor size due to size of the different substituents
connected via σ-bond to the bipyridyl or phenanthroline units, which is analogous to the D−A
systems referenced above. We note that plotting the HDA values versus the total rD radius (not ΔR)
does not change the βel values but only affects the HDA° value. The reason we used the increase in
the molecular size ΔR instead of the molecular size is to follow accepted methodology in
D−bridge−A systems, where the distance is the length of the bridge. Using our model, the
substituents act as a partial bridge through which electrons need to tunnel through. The other side
of the “bridge” is the van der Waals gap of the solvent molecules. Since the rDA was kept constant
at 3.5 Å, the attenuation of the van der Waals gap contributes to the HDA° value but not to βel. The
obtained βel values are in the same range as expected for moieties covalently linked to the donor
molecules, and therefore we conclude that the observed 40−60% decrease in electronic coupling can
be explained by the increased tunneling distance due to the increased molecular size.

4.3.4. Exposed π-Electrons of the Porphyrins.
Previous ET studies13,14 employed bulky π-conjugated molecules as electron donors with
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electron transfer rates on the order of 10 5 to 106 M−1 s−1, 2 orders of magnitude slower compared to
the fastest rates measured in this work. The faster rates for porphyrins can be attributed to a readily
exposed large π-conjugated ring without any bulky solubilizing groups which is “blocking” the
collision between the π-conjugated electron orbitals and Co2+/3+ complex here. This is in contrast to
typical linear π-conjugated molecules, decorated with solubilizing chains along the π-conjugated
backbone. It has been demonstrated that packing density of the adsorbed molecules on TiO 2 can
affect ET rates.22,24 At a lower surface coverage, the π-conjugated segments are more readily
exposed allowing easier access of the electron donor and better electronic coupling. To test the effect
of surface coverage for the four porphyrin molecules, 5−6 Por-TiO2 electrodes varying in surface
coverages (2.0 to 20.0 × 10−9 mol cm−2) were prepared.

Figure 4.22. Rate versus porphyrin adsorption density on TiO 2. GD2-TiO2 (black), GD1-TiO2
(blue), FreeGD2-TiO2 (red), and FreeGD1-TiO2 (green).

Figure 4.22 shows k1/2 of the Por-TiO2 samples as a function of TiO2-surface-adsorption density in
the presence of [Co(bpy)3]2+/3+. Table S6 lists the adsorption density, τ1/2, and k1/2 values. The
amount of porphyrins on the TiO2 was determined by removing them from the surface after the TA
measurements (see details in Methods). GD2 and FreeGD2 showed higher adsorption densities at
the same sample preparation conditions as compared to GD1 and GD2 (Table S6). However, this
difference in surface adsorption density gave no significant effect on k1/2. Some TiO2 electrodes
were kept in the porphyrin solution for 15 h instead of the regular 2 h to check if the uptake could
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be increased.
Table 4.7. Adsorption density on TiO2, half-decay time (τ1/2), rate (k1/2), and rate constant (K1/2)
of Por-TiO2 in the presence of 0.2 M/0.02 M [Co(bpy)3]2+/3+ in AN containing 0.2 M LiClO4.
Porphyrin

Adsorption
density

τ1/2 (s)

k1/2 (s−1)

K1/2 (M−1
s−1)

GD2

19.5

7.5 × 10−8

1.5 × 107

7.5 × 107

GD2

2.5

5.9 × 10−8

1.7 × 107

8.5 × 107

GD2

4.4

6.0 × 10−8

1.7 × 107

8.3 × 107

GD2

6.8

7.2 × 10−8

1.4 × 107

6.9 × 107

GD2

6.6

5.3 × 10−8

1.9 × 107

9.5 × 107

FreeGD2

13.7

4.6 × 10−8

3.0 × 107

1.5 × 108

FreeGD2

7.1

3.2 × 10−8

3.1 × 107

1.6 × 108

FreeGD2

3.3

3.1 × 10−8

3.2 × 107

1.6 × 108

FreeGD2

3.1

2.1 × 10−8

4.8 × 107

2.4 × 108

FreeGD2

3.1

4.3 × 10−8

2.3 × 107

1.2 × 108

GD1

7.6

5.9 × 10−8

1.8 × 107

9.1 × 107

GD1

5.1

7.5 × 10−8

1.3 × 107

6.7 × 107

GD1

5.3

3.4 × 10−8

2.9 × 107

1.5 × 108

GD1

7.8

5.3 × 10−8

1.9 × 107

9.5 × 107

GD1

4.2

2.5 × 10−8

4.0 × 107

2.0 × 108

GD1

7.1

4.3 × 10−8

2.3 × 107

1.2 × 108

FreeGD1

8.0

3.6 × 10−8

3.2 × 107

1.6 × 108

FreeGD1

6.6

3.7 × 10−8

2.7 × 107

1.4 × 108

FreeGD1

7.4

5.6 × 10−8

1.8 × 107

8.8 × 107

FreeGD1

11.0

4.5 × 10−8

2.2 × 107

1.1 × 108

The adsorption density for GD1-TiO2 following 15 h immersion time was found to be same, while
FreeGD1 showed a slight increase compared to the sample with 2 h immersion time. However, the
measured k1/2 were similar, independent of any changes in the adsorption density. If we assume that
the plane of the porphyrins rings are oriented at a 45° angle to the TiO 2 surface, the calculated
surface coverage of the available TiO2 area by the porphyrin molecules is 20% and 50% for GD1
and GD2 and 20% and 37.5% for FreeGD1 and FreeGD2. Therefore, there should be sufficient
space for the Co2+/3+ complexes to approach the center of the porphyrin rings, enabling strong
electronic coupling and fast ET rates. In comparison to previous work using linearly π-conjugated
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molecules, the likely reason we are able to resolve the differences in electronic coupling using
various Co2+/3+ complexes is that the porphyrin ring provides a very strong coupling site and
therefore the acceptor side is no longer limiting the coupling. In the case of linear π-conjugated
molecules, the insulating chains on the acceptors do limit electronic coupling, and therefore the ET
rate is not influenced by the comparably minor modifications on the donor site. The other possible
contributing factor is that we did not use tBP in the electrolyte, which may slow down the ET
reaction.61

4.3.5. Diffusion Controlled Bimolecular ET Rate and Time Resolution of TA Setup.
The obtained low electronic coupling for the bulky methyl or methoxy-substituted [Co(bpy)3]2+/3+ complexes may be apparent values that originated from the slower diffusion of these
complexes as compared to the unsubstituted one. The diffusion-controlled ET rate constant between
a mobile donor with a spherical shape and an immobilized hemisphere can be calculated according
to equation 4.6,

𝑘𝐷 = 2𝜋𝐷𝐷 (𝑟𝐷 + 𝑟𝐴 )(4.6)

where DD is the diffusion coefficient of the donor, and rD and rA are the radius of the donor and
acceptor, respectively. We have measured the diffusion coefficients of the Co 2+/3+ donors in
acetonitrile using CV. The values show a weak dependence on the molar mass of the complexes
with [Co(bpypz)2]2+/3+ showing the highest diffusion coefficient of 1.0 × 10 −5 cm2 s−1 and [Co(bpydmetho)3]2+/3+ showing the lowest value of 7.8 × 10−6 cm2 s−1. The calculated diffusion controlled
bimolecular reaction rate constants are within the range of 4.6 to 5.0 × 10 9 M−1 s−1 and vary only
slightly among the Co2+/3+ complexes. Therefore, the differences in the calculated diffusion limited
ET rate constants cannot explain the differences in measured HDA in this work. Furthermore, the
highest measured K1/2 rate constants are an order of magnitude slower than calculated kD, suggesting
that the measured ET rates are not limited or influenced by diffusion. Nelson et al. suggested that
the diffusion coefficient of Co2+/3+ complexes can be an order of magnitude smaller within the
mesoporous TiO2 electrodes covered by the acceptor molecules.62 We have measured the ET
kinetics of GD2-TiO2 in the presence of 0.2 M/0.02 M [Co(bpy-dmetho)3]2+/3+ using a TiO2
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electrode with larger TiO2 particle size (30 nm), resulting in larger pore size and presumably faster
diffusion. Figure 4.23 shows no difference in the measured ET rate, confirming that the measured
rates are not influenced by diffusion. K1/2 values not influenced by diffusion is a similar conclusion
to the report by Feldt et al. using Co2+/3+ complexes13 but contrary to the measured ET rates using
ferrocene and linear π-conjugated molecules.20 ET rates using Fc donors were independent of −ΔG°
reaching an average value of 4.0 × 107 M−1 s−1 at −ΔG° > −0.5 eV. The diffusion-limited rate
constants were an order of magnitude higher than K1/2 (4.0 × 108 M−1 s−1), yet the saturation of the
measured rates (and the lack of inverted Marcus region) were interpreted as diffusion limited rate.
Alternative explanation presented here is the limited time resolution of the TA Instruments.

Figure 4.23. TA decays of GD2-TiO2 (smaller particles (18NR-T, blue line) and larger particles
(30NR-D, red line)) in the presence of 0.2 M/0.02 M [Co(bpy-dmetho)3]2+/3+.

Figure 4.24 compares the k1/2 values measured for ET between FreeGD1 and the [Co(bpy) 3]2+/3+
donor using a TA setup with 50 ns time resolution (the same setup used in ref 20) and measured
using a faster TA setup with a 0.5 ns time resolution. The measured rate constants were lower (4.0
× 107 M−1 s−1) and show weak dependency on −ΔG° similar to the results in ref 20.
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Figure 4.24. k1/2 as a function of −∆G°. TA decays were recorded using FreeGD1-TiO2 in the
presence of 0.2 M/0.02 M Co2+/3+ complexes. Red dots are the case of using faster TA setup with
0.5 ns time resolution, and blue dots are the case of using slower setup only with 100 ns time
resolution.

This comparison suggests that the apparent diffusion limit of ET claimed in 2012 20 is most likely
due to the time resolution limit of the instruments. Using a faster setup herein, the Marcus-type rate
dependence on −ΔG° can be resolved, with impact is further discussed later in Chapter 6. Therefore,
using the 0.5 ns time resolution, the difference in rates due to the structural changes in the electron
donors could be determined.

4.3.6. The Significant Effect of HDA on k1/2 versus −ΔG° curves.
The significant result of this work is that independent of which approach was used to fit the k1/2
versus −ΔG° curves, the HDA values varied significantly, up to 60%, depending on the size of the
substituent used. This was unexpected as a common method to study the ΔG° dependence of
bimolecular ET rates is adding a small structure to the donor/acceptor molecules so that the
substitution affects only the ΔG° but the effect on HDA has been assumed to be minor therefore it
was ignored. If the HDA values were affected by relatively minor substitutions, the often-used
experimental methodology to determine ΔG° dependence would provide wrong interpretations. As
demonstrated above, the addition of two methyl groups to the bipyridyl ligand increased −ΔG° by
130 meV, expecting to accelerate k1/2 in the normal Marcus regime (−ΔG° < λ). However, the
decreased HDA due to the dimethyl substitution reduced the ET rate. This resulted in an apparently
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low reorganization energy determined for the four porphyrins (Table 4.6), since the maximum rate
is always achieved with the unsubstituted bipyridyl ligand due to better coupling regardless of the
ΔG°. The ligand-dependent HDA results in erroneous dependency exemplified by the poor fit to the
Marcus equation in Figure 4.18. The result presented here has also a huge impact to the design of
molecules for faster ET rates at low −ΔG°. In addition to controlling the redox potential of the
molecules by substitutions, molecular designs that enhance electronic coupling should be
considered. This will require ligands with low βel values, for example, by using ligands containing
conjugated moiety (lower tunneling barrier). We note that the measured K1/2 rates (on the order of
108 M−1 s−1) are some of the highest reported in the literature. As we approach and surpass
nanosecond electron transfer rates, the focus should shift on maximizing HDA.

4.3.7. The Effect of Nitrogen Lone Pair Electrons of Free-Base Porphyrins on Electronic
Coupling.
To consider the variation in HDA among the Co2+/3+ electron donors, we divided the k1/2 values
by the square of the HDA values of the Co2+/3+ complexes normalized to the HDA value obtained for
the [Co(bpy)3]2+/3+ (see Figure 4.25).

Figure 4.25. Normalized k1/2 by HDAe values in Table 4.6, plotted as a function of −ΔG°. Fitting
(solid lines) was performed on the Por-TiO2 in combination with the five 0.2 M/0.02 M Co 2+/3+
complexes.

Fitting the normalized k1/2 versus −ΔG° values to Marcus theory and for simplicity assuming
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constant λ = 0.8 eV as in Figure 4.20 yielded much better quality fits compared to the original data
in Figure 4.18. The obtained HDA values (Table 4.6) are nearly identical among the Zn and freebase porphyrins which suggests that the difference, if any, in electrostatic interaction between the
freebase and Zn porphyrins as electron acceptors and the positively charged Co 2+/3+ donors is
negligible. The solvent used was acetonitrile, which has a high dielectric constant of 37.5; therefore,
any weak electrostatic interaction between the donor and acceptor molecules could be effectively
screened. To test this hypothesis, we employed 1,2-dimethoxyethane (DME) as the electrolyte
solvent. The dielectric constant (εd) of DME is 7.2, approximately five times smaller compared to
AN. Furthermore, we did not add any supporting electrolyte (LiClO 4), which could further
contribute to dielectric screening.
Figures 4.5 and 4.6 showed that the redox potential of GD1 and GD2 shifted by the same
amount when the solvent was changed from acetonitrile to dichloromethane. On the basis of this
result, we assume that the ΔG values (difference in redox potentials) between the donor and the
acceptors should remain the same in DME. Furthermore, since the reorganization energy in Figure
4.25 was the same for all porphyrins, any change in λ due to the difference in solvent dielectric
constant (see equation 4.4) would be the similar for all porphyrins.

Figure 4.26. TA decays of GD2-TiO2 and FreeGD2-TiO2 in the absence of redox mediator (gray
and blue lines, respectively) and in the presence of 0.1 M/0.01 M [Co(bpy) 3]2+/3+ (black and red
lines, respectively) in 0.2 M LiClO4 in AN. Yellow lines are fitted curves by stretched exponential
function.
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Figure 4.26 shows TA signals measured for GD2-TiO2 and FreeGD2-TiO2 samples in DME in
the presence and in the absence of 0.1 M [Co(bpy) 3]2+/3+ electron donor. GD2-TiO2 in the absence
of redox mediators showed τ1/2 = 600 μs, while FreeGD2-TiO2 in the same electrolyte showed a 39
times faster ET (τ1/2 = 16 μs) than that of GD2-TiO2. In the presence of [Co(bpy)3]2+/3+, both GD2TiO2 and FreeGD2-TiO2 showed at least a 2 orders of magnitude-enhanced TA decays with τ1/2 =
1.1 and 0.16 μs, respectively. FreeGD2-TiO2 showed approximately a factor of 7 faster k1/2 than that
of GD2-TiO2, supporting our hypothesis that the interaction between the lone pairs of the free-base
porphyrin and the Co2+/3+ mediators maybe screened in high dielectric constant AN electrolytes.

4.4. Conclusions
DFT calculations suggested a significant negative charge distribution due to the lone pairs of the
nitrogen atoms of the pyrrole rings in free-base porphyrins. This negative charge distribution is
diminished (or is even slightly positive) when a Zn 2+ ion is coordinated to the porphyrin ring. One
of the motivations of this study is to investigate whether this change in charge distribution affects
electron transfer rates between surface-bound porphyrin molecules and five similar Co2+/3+ complex
electron donors dissolved in electrolyte solutions. The electron transfer rates were determined using
transient absorption spectroscopy with 0.5 ns time resolution and plotted versus the driving force
for electron transfer (−ΔG°) determined using cyclic voltammetry and differential pulse
voltammetry. The key finding is the 50−60% lower electronic coupling when the [Co(bpy) 3]2+/3+
complex is substituted with methyl or methoxy groups. The change in electronic coupling was
explained by the increased size of the electron donor, increasing the tunnelling distance. The lower
HDA values caused an erroneous behavior of k1/2 versus −ΔG° plots with an apparent −ΔG°
dependent reorganization energy and poor quality of fits according to Marcus theory. To account
for the reduction in electronic coupling with ligand substitution, the k1/2 values were normalized
with the ratio of the square of the HDA factors and the normalized k1/2 values were replotted with
ΔG°. The quality of fits to Marcus theory significantly improved. Fitting the curves with a constant
0.8 eV reorganization energy showed minimal difference in electronic coupling between free-base
and Zn porphyrins, suggesting that electrostatic interactions are effectively screened in the high
dielectric constant solvent such as acetonitrile. TA measurements in a five times lower dielectric
constant solvent, on the other hand, resulted in a seven times faster ET between a freebase porphyrin
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and [Co(bpy)3]2+/3+ as compared to the Zn porphyrin, suggesting that electrostatic attraction
enhances electron transfer. Importantly, we observed that ET rates can be significantly influenced
by electronic coupling even between similarly structured donor molecules, questioning the validity
of a common assumption that the effect of driving force would be dominant. This finding affects
how the reorganization energy is calculated at the top of the Marcus parabola (−ΔG° = λ). To
increase electron transfer rates at small −ΔG°, the structural effect of commonly used substituents
employed to tune the redox potentials on electronic coupling needs to be examined. Molecular
structural motifs that increase the electronic coupling should be explored.
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Chapter 5
Substrate-dependent Electron-Transfer Rate of Mixed-ligand
Electrolytes: Tuning Electron-Transfer Rate without Changing Driving
Force

This Chapter is adopted from the following research article with the permission of the journal:
Published version of the publication: ‘Substrate-Dependent Electron-Transfer Rate of MixedLigand Electrolytes: Tuning Electron-Transfer Rate without Changing Driving Force’ Journal of
the American Chemical Society 2021, 143, 488–495. (DOI: 10.1021/jacs.0c12050) by Inseong Cho,
Pawel Wagner, Peter C. Innis, Shogo Mori, and Attila J. Mozer.

Declaration of contributions: I collected majority of the experimental data with analysis and wrote
100% of the first draft of the manuscript. The manuscript was revised with significant contributions
from Prof. Mozer with further analysis and substantial revision and discussion by the other authors.
Chemicals and some other experimentally collected data provided by the other authors are
underlined in the corresponding sections.

In the previous chapters, single electrolyte systems were investigated. However, to meet various
requirements of the redox electrolytes, multi-component electrolytes are often-employed at charge
transfer interfaces. Most of the multi-redox systems have a redox cascade due to different redox
potentials of each component. Their fundamental limit is the potential energy loss by the electron
transfer. In this chapter, a multi-redox electrolyte system with the same redox potentials using mixed
ligands is proposed. Due to the fast ligand exchange reaction, homoleptic and heteroleptic
compounds were formed in an equilibrium state. TA measurements revealed that electron transfer
rates using mixed ligand electrolytes scaled with ligand ratio, but the trend was found to be opposite
with different substrate containing surface-bound molecules with (MK2) and without (N719) alkyl
chains due to the selective intermolecular interactions. The substrate-dependent behaviour opens up
a new avenue to tune electron transfer simultaneously in applications containing multiple interfaces.
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5.1. Introduction
Redox-active electrolytes are critical components of electrochemical energy storage and
conversion technologies, playing the roles of charge transport or storage of electrochemical
energy.1−5 It is often difficult to find a single redox-active molecule that meets all the requirements
of sufficient solubility, redox potential, diffusivity, electrochemical stability, and cost. Using more
than one redox-active molecule may provide increased flexibility in electrolyte design. However,
the redox species currently do not have sufficient selectivity at the anode/cathode; therefore a
membrane technology is often required to avoid cross-contamination. For example, in a lithium−air
battery, a dual redox mediator system employing a benzoquinone-based mediator was used at the
cathode, while a piperidinyloxy-based molecule was used at the anode to overcome insulating and
solubility issues of Li2O2.6 The catholytes and anolytes of redox flow batteries often have different
redox molecules based on viologen, ferrocene, TEMPO, or phenazine to increase solubility or to
enhance the electrochemical energy stored in the systems. 7−10
Multi-redox electrolytes, where the redox mediators are mixed in the same solution, have been
used in a photoelectrochemical device without a membrane. The use of a small organic molecule,
tris(p-anisyl)amine (TPAA), together with Co 2+/3+ bipyridine complexes resulted in increased
photon-to-electrochemical energy conversion efficiency, attributed to faster rates for forward
electron transfer (ET) and slower rates for charge recombination. 11 Fundamental studies of the ET
behavior of such multi-redox electrolytes are scarce and largely limited to the effect of the redox
potential difference of the species employed, with the effect of driving force (ΔG) often dominating
ET kinetics. The influence of intermolecular interactions, modulated by the molecular structure of
the redox species, is well-known in single-redox-electrolyte systems.12−19 The question that arises is
to what extent the differences in the molecular structures of the redox-active species influence the
behavior of multi-redox systems? Furthermore, can the competitive nature of ET reactions in multiredox electrolytes be exploited to tune the ET rate at the substrate/electrolyte interface? Could the
selectivity of the mediators at the charge-transfer interface be enhanced so that a membrane-free
design becomes a viable alternative?
To study the molecular structural effect of mixed-redox systems, here we introduce mixed-ligand
electrolyte systems based on the well-studied Co2+/3+ bipyridine complexes (Figure 5.1). These
mixed-ligand electrolyte systems are a simplified proxy to more complex mixed-redox systems,
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since the core molecular structure, redox potential, and diffusion coefficient are very similar among
the redox species. We selected dimethyl- and dinonyl-substituted bipyridyl complexes (Co(c1-bpy)3
and Co(c9-bpy)3 in Figure 5.1), as the redox potential of the Co(bpy) 3 complexes is insensitive to
the length of the alkyl chain substitution.2,18

Figure 5.1. Schematic illustration of interfacial ET steps between (i) redox molecules in electrolytes
(M) and surface-bound molecules (SBM) and (ii) semiconductor (TiO2) and M (a), co-existing
Co2+/3+ complexes in electrolytes due to fast ligand-exchanging reaction and stoichiometric ligand
ratio introduced in electrolytes A−D (b).

Therefore, the ET characteristics of a mixed-redox system at various mixing ratios at the same ΔG
can be studied. Here we focus on a charge-shift reaction between a photo-oxidized surface-bound
molecule as electron acceptor and the reduced form of the Co 2+/3+ complex electron donor dissolved
in an electrolyte using transient absorption spectroscopy (TAS) (step (i) in Figure 5.1a). Using timeresolved laser spectroscopy, ET rates on the nano- to microsecond time scale can be studied. To
broaden the scope of the study, we investigated a second ET reaction that occurs at different sites
on the interface, i.e., between the electron in the conduction band of the semiconductor and the
electron-accepting species in the redox electrolyte (step (ii) in Figure 5.1a). Despite the inherent
differences in the reaction mechanism (molecule to molecule, semiconductor to molecule), both of
these interfacial ET reactions are sensitive to intermolecular interactions and therefore provide an
excellent platform to study the effect of molecular structure in mixed-ligand systems (electrolytes
B and C, Figure 5.1b), in comparison to their single-redox-system analogues (electrolytes A and
D).18−21
We chose a ruthenium complex (N719, see Figure 5.2) as well as an organic molecule with four
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hexyl chains (MK2 in Figure 5.2) as surface-bound molecules to check whether the change in their
molecular structure influences the ligand ratio dependence of the ET rates of the two interfacial ET
reactions.

Figure 5.2. Surface-bound molecules employed in this work.

We have previously shown that intermolecular interactions in alkyl-substituted single-redox donor
systems paired with alkyl-substituted acceptor molecules can lead to the enhancement of the ET
rate.18 At a relative low concentration of the electron donor (0.02 M), the enhancement was 13 times
due to trapping of the electron donor near the backbone of the acceptor, minimizing the diffusion
contribution to the ET reaction. To maintain consistency, we measured ET rates at the same high
(0.2 M) concentration of the electron donor using both substrates. We expect that the combination
of these two substrates with the mixed-ligand electrolytes will help us uncover the extent to which
competing ET reactions, influenced by intermolecular interactions, affect the overall ET kinetics in
mixed-redox electrolytes.

5.2. Experimental
Materials and Chemical compounds, characterisation of the compounds, sample fabrication,
transient absorption spectroscopy, and stepped-light induced measurements for photocurrent and
voltage (SLIM-PCV) performed in this chapter are described in Chapter 2. Synthesis of the mixedligand complexes written by Dr. Wagner are provided in Appendix 1.
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5.2.1. Determination of ksm by fitting voltage transient to determine decay constant ().
Voltage signal transient measured using SLIM-PCV was fitted to the exponential decay function
(equation 5.5),

V(t) = Aexp(−t/𝜏)(5.5)

where A is magnitude of signal decay under the steady-state initial and final laser intensities and 
is time constant. Some decays poorly fitted to the equation 5.5 were fitted using a bi-exponential
decay function (equation 5.6),

V(t) = A1 exp(−t/𝜏1 ) + A1 exp(−t/𝜏2 )(5.6)

where A1 (A2) and 1 (2) are signal decay magnitude and decay time constant of the first (second)
phase, respectively. Then ksm was obtained by inverting the decay constant () as described in
equation 5.7 below.

𝑘sm = 1/𝜏(5.7)

5.3. Results and Discussion
5.3.1. Mixed-Ligand Electrolytes.
The homoleptic Co2+/3+ bipyridyl complexes were prepared using established methods18 (see the
chemical synthesis in Appendix 1.1) and were used in electrolytes A and D (Figure 5.1b). The
heteroleptic cobalt complexes were synthesized by first coordinating 2 equiv of the bipyridine
ligands, either dimethyl (electrolyte B) or dinonyl-bipyridyl (electrolyte C), and then adding 1 equiv
of the complementary ligand to the red solution. The color of the solutions turned yellow at this
step, which was indicative of tris(bipyridine) complex formation. Ligand exchange leading to the
distribution of four distinct Co2+/3+ complexes (Figure 5.1b) in the mixed-ligand electrolytes B and
C was confirmed using electrospray ionization mass spectroscopy (ESI-MS, Figures 5.3 and 5.4).
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Figure 5.3. ESI-MS analysis of [Co(cl-bpy)2(c9-bpy)]2+, provided by Dr. Pawel Wagner at
University of Wollongong

Figure 5.4. ESI-MS analysis of [Co(c1-bpy)(c9-bpy)2]2+, provided by Dr. Pawel Wagner at
University of Wollongong.
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Although ESI-MS is not a quantitative technique, the distribution of the four peaks resembles a
binomial distribution of the four possible complexes. Assuming an equal binding constant for the
dimethyl- and dinonyl-substituted bipyridyl ligands, a binomial distribution leads to the following
ratios of the four complexes: Co(c1-bpy)3, 29.6% (3.7%); Co(c1-bpy)2(c9-bpy), 44.4% (22.2%);
Co(c1-bpy)-(c9-bpy)2, 22.2% (44%); and Co(c9-bpy)3, 3.7% (29.6%) in the case of electrolyte B
(C).

5.3.2. Redox Potentials of Mixed-Ligand Electrolytes.
The redox potentials of the electrolytes containing the homoleptic compounds (A, Co(c1-bpy)3
and D, Co(c9-bpy)3) were previously reported.2,18 Regardless of the length of the alkyl chain, their
redox potentials were the same within the experimental error (E1/2 = −0.211 and −0.214 V vs Fc/Fc+
for electrolytes A and D, respectively). To compare the redox potentials of the mixed-ligand
electrolytes, cyclic voltammetry (CV) was performed (Figure 5.5). Half-wave potentials and peak
broadening measured for the four electrolytes were nearly identical, suggesting that the redox
potentials of the homoleptic and heteroleptic complexes are indistinguishable from each other.

Figure 5.5. Current versus potential curves of electrolytes A (black), B (red), C (green), and D
(blue).

The diffusion coefficient values calculated from the CVs (Figure 5.5 and Table 5.1) are also very
close to each other, with slightly slower diffusion when the longer dinonyl-substituted ligand is
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present. The CV measurements show that ΔG values for the ET of the four complexes are the same,
and therefore the effect of molecular structure on ET at the same ΔG can be studied. The redox
potential of N719 is 0.18 eV more positive than that of MK2. ΔG for ET between N719 and the
redox electrolytes and MK2 and the redox electrolytes is larger by −0.18 eV (Table 5.1).

Table 5.1. Redox potential (E1/2) of the molecules employed in this work, calculated driving
force (−G), and diffusion coefficient (D) of the Co complexes.

Sample
N719-TiO2
MK2
Electrolyte
A
Electrolyte
B
Electrolyte
C
Electrolyte
D

0.322

−5.600
−5.422

−G for
kmm
(N719) /
eV
-

−0.211

−4.889

0.71

0.53

0.73

1.1 × 10−5

−0.209

−4.891

0.71

0.53

0.73

8.9 × 10−6

−0.206

−4.894

0.71

0.53

0.73

5.8 × 10−6

−0.214

−4.886

0.71

0.53

0.73

7.0 × 10−6

E1/2 vs
Fc/Fc+ / V
-

E1/2 / eV

−G for
kmm
(MK2) /
eV
-

−G for
ksm

D / cm2 s−1

-

-

5.3.3. Electron-Transfer (ET) Kinetics Using Mixed-Ligand Redox Electrolytes.
A charge-shift ET reaction between a photo-oxidized acceptor and the donor molecules in
solution was measured using TAS. A 532 nm wavelength, 100 ps or 6 ns (see Section 2.4.1 in
Chapter 2) laser pulse photo-excited the sample, leading to an oxidized molecule on the
semiconductor surface with a strong absorption at 800 nm. Figure 5.6 shows the decays of the
transient absorption (TA) using N719-TiO2 in the absence (electrolyte I) and in the presence of the
four electrolytes, A−D.
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Figure 5.6. TA decays of N719-TiO2 in the absence (gray) and in the presence of electrolytes A
(black), B (red), C (green), and D (blue).

The ET rate was defined as the half-decay time (τ1/2), obtained by fitting the curves to a stretched
exponential function as described in Appendix 3.22 The fitted parameters are presented in Table
A3.1. In the absence of Co2+/3+ complexes (electrolyte I), the TA decay is assigned to ET from the
semiconductor to the oxidized surface-bound molecule, with a τ1/2 of 749 μs. The decays were at
least 2 orders of magnitude faster in the presence of electrolytes containing the Co2+/3+ complexes,
showing that the dominant ET pathway in those cases is from the Co 2+ complexes to the oxidized
molecules on the surface. The TA decays decelerated in the order of increasing ratio of dinonylsubstituted bipyridyl ligands: electrolytes A (0.051 μs), B (0.13 μs), C (0.6 μs), and D (3.4 μs). Out
of the four Co2+/3+ complexes coexisting in electrolytes B and C, the ET rates of only the homoleptic
ones can be determined due to the fast ligand exchange of the heteroleptic compounds. The four
Co2+/3+ complexes in electrolytes B and C form a competitive reaction scheme, in which the ET rate
of the mixed-ligand electrolytes is expected to be the sum of the four rates of the individual
compounds. The ET rate at this high concentration (0.2 M/0.02 M of Co2+/3+ complexes) of the redox
mediator is not limited by diffusion; therefore, the rate can be described by a first-order reaction
according to Marcus theory.19 To model the behavior of the mixed-ligand electrolytes, we first
assumed that the ET rate of the dimethyl-substituted ligand-rich heteroleptic complex Co(c1bpy)2(c9-bpy) is the same as that of the homoleptic complex Co(c1-bpy)3 and that the ET rate of the
dinonyl-substituted ligand-rich complex Co(c1-bpy)(c9-bpy)2 is the same as that of the homoleptic

151

Co(c9-bpy)3 (model 1). The expected ET rate for electrolyte B is then obtained from the ratio of the
binomial distributions of the four complexes and the two homoleptic complex rates, kC1 and kC9, as
equations 5.1 and 5.2,

𝑘𝐵 = 0.74𝑘𝐶1 + 0.26𝑘𝐶9 (5.1)
𝑘𝐶 = 0.26𝑘𝐶1 + 0.74𝑘𝐶9 (5.2)

The calculated ET rates (kmm), shown in Figure 5.7 as a black line, did not fit the measured rates;
therefore, this assumption was discarded. Next we assumed that the rate of the heteroleptic
complexes is the same as that of the homoleptic Co(c9-bpy)3 complex (model 2); therefore,

𝑘𝐵 = 0.296𝑘𝐶1 + 0.704𝑘𝐶9 (5.3)
𝑘𝐶 = 0.037𝑘𝐶1 + 0.963𝑘𝐶9 (5.4)

This assumption leads to calculated rates (red line) closely following the measured trend (blue
line). Good fit to the experimental values suggests that whenever a dinonyl-substituted bipyridyl
ligand is present in a complex, ET is slowed down (blocking effect) (Figure 5.16a). Blocking “one
site” of the complex with long alkyl chains is equivalent to blocking two or three sites, which
suggests that the nonyl-substituted complexes can orient toward the acceptor with the alkyl chains
in between them. The reason for the decreased ET rate, i.e., blocking, is the increased ET distance
and reduced electronic coupling.19
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Figure 5.7. Molecule-to-molecule ET rate (kmm) between oxidized N719 and Co2+ complexes in the
electrolytes as a function of dinonyl-substituted ligand ratio.

Electron transfer from the semiconductor to the redox molecule (step (ii) in Figure 5.1) is
strongly influenced by the chemical structure of the molecules at the charge-transfer interface.23,24
Long alkyl chains on the redox mediators are expected to significantly slow down ET due to the
increased distance from the semiconductor.24 This ET step, occurring on the 100 ms to second time
scale, is accessible using electrical measurements, i.e., stepped-light induced measurements of
photocurrent and voltage (SLIM-PCV).25 Therefore, to check the assumption of two redox species
with fast and slow ET rates at the interface, SLIM-PCV measurements of N719-TiO2 with
electrolytes A−D have been performed. Figure 5.8 shows an example of a voltage decay curve of
the N719-TiO2 sample containing electrolyte B. The measured voltage is indicative of the Fermi
level in the semiconductor.

Figure. 5.8. Voltage versus time of N719-TiO2 sample containing electrolyte B and residual of the
fitting.

The voltage decay typically represents the decrease in electron density (and Fermi level) due to ET
from the semiconductor to the oxidized Co3+ species, with the decay constant inversely proportional
to the ET rate (see equations 5.5 to 5.7 in Experimental,). The measured rate depends on the electron
density in the semiconductor due to disorder; however, by applying a small laser intensity change,
a mono-exponential decay is typically obtained (see curves recorded for electrolytes A and D in
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Figure 5.9).

Figure 5.9. Potential versus time of N719-TiO2 in the presence of Electrolytes A (a) and D (b).
Fitted curves (red) were obtained by fitting the original decay curves (black) using equation 5.5.

However, the small signal voltage decays of N719-TiO2 samples using electrolytes B and C could
not be fitted to a mono-exponential decay function (see blue curves in Figure 5.7). A minor
component with an approximately 5 times slower time constant is also present at all light intensities.
A much-improved fit was obtained using a bi-exponential function (red curve), clearly suggesting
the presence of two time constants and two ET pathways. Figure 5.10 compares the measured ET
rates ksm as a function of electron density (ED) in the semiconductor, the latter measured by a charge
extraction technique.26

Figure 5.10. Semiconductor-to-molecule ET rate (ksm) versus ED using N719-TiO2 in the presence
of electrolytes A (black), B (red), C (green), and D (blue).
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ET rates were approximately 5 times faster for electrolyte A containing the homoleptic Co(c1-bpy)3
as compared to that of Co(c9-bpy)3 at the same ED, suggesting the blocking effect of the longer
nonyl chains.24 The fast (empty symbols) and slow (filled symbols) time constants obtained by the
bi-exponential fitting of the voltage decay curves of electrolytes B and C are also shown. The faster
component matches the ET rate determined for electrolyte A containing only Co(c1-bpy)3, while
the slower component matches the rate measured for electrolyte containing only Co(c9-bpy)3,
suggesting the existence of these two contributions in the mixed-ligand electrolyte. This is the first
time such bi-exponential decays due to the presence of two redox species with the same redox
potential, but different chemical structure, are reported. Photovoltage decay measurements of a
mixed-electrolyte system using a small electron donor molecule, TPAA, and Co(bpy) 3 complexes
reported only one time constant.11 Due to the substantial redox potential difference between TPAA
and Co(bpy)32+/3+, fast ET from Co(bpy)32+ to the oxidized TPAA+ resulted in a semiconductor-tomolecule ET reaction with only one time constant involving the Co(bpy) 3 species. The advantage
of our system is that the ET rate is slowed down without decreasing the available electrochemical
energy, i.e., no change in the redox potential. The presence of two components matching the ET rate
of the homoleptic compounds confirms that the ET rate of the heteroleptic complexes closely
matches one of the homoleptic ones. In the case of electrolyte B, the faster component was even
faster than that in the case of electrolyte A. The signal magnitude of the slow component for
electrolytes B and C (0.1−0.2 mV, see Figure 5.11) was much smaller as compared to that of the
faster component (1 mV), independent of the light intensity, but slightly increased as the ligand ratio
of dinonyl-substituted component was increased from B to C.

Figure 5.11. Potential versus time of N719-TiO2 in the presence of Electrolytes A (a) and D (b).
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Fitted curves (red) were obtained by fitting the original decay curves (black) using equation 5.5.

This suggests that the dominant ET pathway is to the shorter dimethyl-substituted compound
independently of the ligand ratio. Either the dimethyl-substituted Co2+/3+ compound is selectively
adsorbed at the TiO2 between the N719 molecules on the surface due to its smaller size or the
heteroleptic compounds have ET rates similar to that of the homoleptic Co(c1-bpy)3 (see Figure
5.16a). This latter suggests that complete blocking of the ET reaction requires a fully substituted
Co2+/3+ complex; i.e., asymmetric substitution for this reaction is not sufficient. Although the
behavior of mixed-ligand electrolytes is intriguing, the example of N719-TiO2 with electrolytes
A−D does not provide any substantial practical benefits based on our current knowledge of photoelectrochemical devices, because the asymmetry between kmm and ksm decreases in the mixed-ligand
electrolytes (Figure 5.15). Both the molecule-to-molecule (kmm) and the molecule-to-semiconductor
(ksm) ET rates are blocked in electrolytes B and C; however, the asymmetry (the kmm/ksm ratio)
between the two rates decreases, suggesting kmm is blocked more strongly than ksm.
To test whether the behavior of mixed-ligand electrolytes is dependent on the
substrate−acceptor−donor intermolecular interactions, an organic molecule decorated with four
hexyl chains, MK2, is used instead of N719 (Figure 5.12). Figure 5.12 shows the TA decays of
MK2-TiO2 in the absence (electrolyte I) and in the presence of the four electrolytes, A−D.

Figure 5.12. TA decays of MK2-TiO2 in the absence (gray) and in the presence of electrolytes A
(black), B (red), C (green) and D (blue).
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MK2-TiO2 with electrolyte I showed the slowest TA decay rate among the curves (τ1/2 = 155 μs),
assigned to the ET between TiO2 and the oxidized surface-bound MK2. The TA decay rate in the
presence of Co complexes was accelerated by 26 times (τ1/2 = 5.9 μs) in the presence of electrolyte
A, containing the homoleptic Co(c1-bpy)3, due to ET from the Co(c1-bpy)32+ to the surface-bound
oxidized molecule. The 2 orders of magnitude faster kmm rate for N719 as compared to that of MK2
is attributed to the larger driving force by −0.18 eV and the more exposed orbitals of N719 on the
surface, allowing better electronic coupling.24 The decay rates were further slightly enhanced with
increasing ratio of the dinonyl-substituted ligands added to the electrolytes: B, 3.3 μs; C, 2.2 μs; and
D, 2.3 μs. Five to eight measurements were performed with at least three identically prepared
samples for each electrolyte, and the mean and standard deviation values are shown in Table S3.
The enhancement in the ET rate with increasing ratio of the dinonyl-substituted ligand is 4 times
larger than the standard deviation. The slight enhancement (and not blocking, as in the case of N719)
of the rate in the presence of nonyl chains on the electron donor has been previously attributed to
the alkyl−alkyl interaction between the donor and acceptor molecules, which traps the donor
molecules in the proximity of the conjugated backbone of the acceptor, providing enhanced
electronic coupling.18 Figure 5.13 shows averaged kmm as a function of ligand ratio as well as the
calculated rates using models 1 and 2, as explained in the case of N719, and Table 5.2 shows the
kmm values which are inverted half-decay time (1/2) of the curves shown in Figure 5.12.

Figure 5.13. kmm versus dinonyl-substituted ligand ratio of MK2-TiO2 in the presence of electrolytes
A–D.
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Table 5.2. Averaged half-decay time (𝜏1/2) and ET rate (kmm) between MK2-TiO2 and the Co2+
complexes in the electrolytes A to D.
Averaged
Electrolyte

Averaged

𝜏1/2 / s

kmm / 105 s−1

A

5.10 ± 1.06

1.97 ± 0.43

B

3.33 ± 0.54

3.02 ± 0.50

C

2.46 ± 0.70

4.21 ± 0.91

D

2.52 ± 0.34

3.96 ± 0.46

Similarly to the N719-TiO2 substrate, the model 2 (blue symbols) provided a better match to the
measured rates, suggesting that the ET rates of the heteroleptic complexes are the same as the ET
rate of the homoleptic Co(c9-bpy)3 complex. The better fit using model 2 suggests that the presence
of one bipyridine ligand with nonyl substitution is already enough to trap the Co2+ complexes,
leading to proximity near the backbone of the acceptor molecules.
To check whether the ligand-ratio dependence of kmm/ksm is beneficially affected by the
alkyl−alkyl interaction, the ET between MK2-adsorbed semiconductor and the oxidized Co 3+ in
electrolytes A−D was measured using SLIM-PCV. Unlike the case of N719, voltage decays of the
samples using all electrolytes were well-fitted to a mono-exponential decay function. The presence
of one component of the decays implies one dominant ET pathway for this reaction. Figure 5.14
shows ksm versus ED using MK2-TiO2 containing Co2+/3+ complexes. As reported before, the ET
rate was slowed down by approximately a factor of 3 between electrolytes A and D containing the
heteroleptic compounds Co(c1-bpy)3 and Co(c9-bpy)3, due to the trapping of the Co(c9-bpy)3 near
the backbone of the acceptor molecules. This site is some increased distance away from the
semiconductor interface; therefore, the electronic coupling is reduced. In mixed-ligand electrolyte
B, ksm was close to the rate of electrolyte A, which suggests that ksm in the mixed-ligand system
with 29.6% Co(c1-bpy)3 is dominated by the adsorption of Co(c1-bpy)3 on the semiconductor
surface in gaps between the acceptor molecules.
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Figure 5.14. ksm versus electron density of MK2-TiO2 in the presence of electrolytes A (black), B
(red), C (green), and D (blue).

The fast ET to Co(c1-bpy)3 dominates over the effect of the slower transfer to the trapped dinonylsubstituted heteroleptic and homoleptic complexes. In the case of electrolyte C, with only 3.7%
Co(c1-bpy)3, ksm is the same as that measured for the heteroleptic Co(c9-bpy)3, which suggests that
the heteroleptic complexes with only one or two dinonyl-substituted ligands are also trapped near
the acceptor and that such a trapping effect is dominating the ET behavior.

Figure. 5.15. kmm/ksm ratio versus nonyl-substituted ligand ratio.

Figure 5.15 shows that kmm/ksm is enhanced with higher ligand ratio in the case of MK2 and
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decreased in the case of N719, suggesting that intermolecular interactions in mixed-ligand
electrolytes may provide practical benefits to photo-electrochemical conversion technologies by
accelerating some reactions and slowing down others, without changing ΔG (Figure 5.16).

Figure 5.16. Schematic illustration of interfacial ET using N719 (a) and MK2 (b) in the presence
of mixed-ligand Co complexes.

One intriguing, to-date unexplored, potential benefit of mixed-ligand electrolytes is in the area
of tandem photoelectrochemical devices for water splitting (Z-type photocatalyst) or solar cells.27,28
These energy conversion systems contain multiple charge-transfer interfaces. Their performance
relies on balancing a pair of forward and back ET steps at each interface simultaneously. For
example, in a parallel connected tandem photo-electrochemical device, the oxidized redox species
(Ox) at photocatalyst 1 should react fast with photogenerated electrons in the conduction band, but
should react slowly with the photoelectrons at photocatalyst 2 (Figure 5.17).28 Conversely, the
reduced species (Red) should react slowly with the holes at photocatalyst 1, but should react fast
with the holes at photocatalyst 2. Tuning the redox potential, and therefore ΔG, provides only a
limited scope of optimization. The tunable and substrate-dependent rates observed in mixed-ligand
electrolytes have the potential to increase the selectivity of the four ETs simultaneously by
exploiting the selective nature of intermolecular interactions at the two different surfaces. The
choice of mixed-ligand complexes and ET interfaces designed for various types of intermolecular
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interactions (H bonding, ion pairing, van der Waals) is virtually unlimited. The results show that
substrate-dependent behavior of the mixed-redox electrolytes needs to be considered in mixed-redox
systems, in which substrate-selective intermolecular interactions can significantly alter the predicted
behavior based on the redox potential difference alone.

Figure 5.17. Schematic illustration of a Z-scheme photocatalyst system involving substratedependent electron transfer (blue and red arrows) between mixed-electrolytes and photocatalysts.

5.4. Conclusions
The ET behavior of mixed-ligand electrolytes was explored by measuring the ET kinetics
between the surface-bound acceptor molecules and redox complexes using transient absorption and
semiconductor-to-molecule ET kinetics using photovoltage decay measurements. Due to a rapid
ligand exchange reaction, four compounds of homoleptic and heteroleptic complexes were found in
the mixed-ligand electrolytes. The redox potentials of the Co(bpy) 3 complexes were identical;
therefore, the ΔG values for these ET reactions were the same in all electrolytes studied. Using a
ruthenium-based acceptor molecule on the TiO2 surface, the ET kinetics of mixed-ligand
electrolytes were similar to those of the electrolytes containing the homoleptic Co(c9-bpy)3.
Modeling of the rates suggested that the nonyl-substituted ligands are oriented toward the surfacebound N719 molecules so that partial substitution of the nonyl chain on the redox molecule has the
same blocking effect as in the case of full substitution. Interestingly, the semiconductor-to-molecule
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ET reaction had two distinctly different components, which were assigned to ET between the
dimethyl- (faster) and the dinonyl- (slower) substituted complexes. ET rates using an organic
surface-bound acceptor, MK2, were enhanced in the presence of mixed electrolytes, suggesting that
the alkyl−alkyl intermolecular interaction between the donor and surface-bound acceptor dominates
even in the case of partially dinonyl-substituted heteroleptic complexes. The ET rate between the
semiconductor and the mixed electrolytes was mainly affected by the presence of the smaller
dimethyl-substituted complexes in electrolytes A and B. In electrolytes C and D with dominant
dinonyl-substituted ligands, the ET rate was reduced and independent of the dimethyl to dinonylsubstituted ligand ratio, suggesting that trapping of the complexes away from the semiconductor
interface controls the ET rate. The complex, intriguing, and a priori difficult to predict substratedependent ET behavior of mixed-ligand electrolytes suggests a new and emerging research area
with some potential applications in tandem photoelectrochemical devices with enhanced selectivity
of ET at multiple interfaces.
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Chapter 6
The Impact of Insufficient Time Resolution on Dye Regeneration
Lifetime Determined Using Transient Absorption Spectroscopy

This Chapter is adopted from the following research article submitted to the journal:
‘The impact of insufficient time resolution on dye regeneration lifetime determined using transient
absorption spectroscopy’ Physical Chemistry Chemical Physics 2021, 23, 13001-13010 (DOI:
10.1039/d1cp01217g) by Inseong Cho, Pawel Wagner, Peter C. Innis, and Attila J. Mozer.

Declaration of contributions: I collected all the experimental data with analysis and wrote 100%
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corresponding sections.

Some of the TA decays present in the previous chapters are on a few ns time scales. Such fast decays
are sometimes only 3-8 times slower than the time resolution of one of the two TA spectrometers
employed in this thesis. This gives rise to the following open questions; how significantly is TAdecay lifetime influenced by insufficient TA time resolution? Furthermore, to what extent does
erroneous lifetime affect interpretation of the factors such as HDA and λ? If it affects, does the
misinterpretation influence some of the findings in the previous chapters? To answer the questions,
in this chapter, a numerical modelling of the insufficient time resolution effects on the lifetime
determination is carried out and the validity of the modelled prediction is tested by experimental
data. It is found that insufficient time resolution can result in a significant error in lifetime by 262%,
suggesting that resolving initial signal magnitude is the key requirement. Furthermore, such
erroneous lifetimes lead to underestimation of HDA value by 2.2 times due to wrong determination
of λ when analysed by Marcus theory, highlighting the importance of sufficient TA time resolution
for electron transfer study.
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6.1. Introduction
Dye regeneration is an interfacial electron transfer reaction between oxidised dyes attached to
semiconductors and redox mediators dissolved in electrolytes. 1,2 Dye regeneration generally takes
place on time scales between 10−9 s to 10−3 s. To achieve efficient solar to electrical energy
conversion, the dye regeneration reaction should be faster than the competing recombination
reaction of injected electrons with the oxidised dye molecules. 1 The development of new dyes and
redox mediators requires the accurate measurements of dye regeneration lifetimes. Determining the
energetic and molecular structural influences on regeneration lifetime is necessary to further
increase the efficiency of photo-electrochemical conversion.
The kinetics of dye regeneration is determined by transient absorption spectroscopy (TAS).
Regeneration lifetime is often defined as the time it takes for the transient absorption signal,
representing the absorption of the oxidised surface-bound dye in the presence of the mediator,
decaying half of its initial value (1/2).3-5 For a direct comparison between various dyes and redox
combinations, changes in optical density (OD) signals are often normalised at an early time scale,
typically at the time resolution limit, and the 1/2 is determined from the plot.6-9 A more elaborate
method is to fit the OD decay curves to a stretched-exponential function (equation 1),
characterised by a stretched-exponential lifetime (ww) and the parameter  describing the
distribution of the lifetimes. The half-decay time (1/2,S) can be calculated as equations 6.1 and
6.2.10-12

∆OD = ∆OD(t=0) exp(−

𝜏1/2,S = 𝜏𝑤𝑤 𝑙𝑛2

1
𝛽

( )

t
𝜏𝑤𝑤

)𝛽 (6.1)

(6.2)

Another method to characterise the kinetics of dye regeneration is to calculate the weighted
average lifetime obs, which is more appropriate to calculate the flux of species under steady state
conditions according to Anderson et al.,10 i.e. for estimating dye regeneration yield.
The transient absorption spectrometer used for dye regeneration studies typically employs a fewns pulse laser, a steady-state probe beam and fast detectors and oscilloscopes triggered externally
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by the laser pulse.9, 13, 14 The most common pump laser utilises a q-switched flashlamp or diode –
pumped cavity, producing low repetition rate (1 to 10 Hz) nanosecond (5 to 10 ns) pulses. 6,8,9,13,15-18
The time resolution of these setups is typically several tens of nanoseconds, limited by the combined
bandwidth of the detector and digitizer electronics. Pump-probe setups employing a delay stage can
reach femtosecond time resolution, however, these setups are rarely used to study regeneration
reactions.19,20 Femtosecond lasers have high (kHz) repetition rates16,21 so that the time delay between
the pulses is shorter (milliseconds) than the recombination lifetime of injected electrons or recycling
of the redox mediator at the electrodes (100 milliseconds to second), leading to charge build-up
during multi-pulse measurements.22 Translating the sample during the measurements so that a fresh
volume is probed at consecutive pulses may alleviate the issue of charge accumulation. 23
Furthermore, the measurement using femtosecond pulses is time consuming to perform on the
nanosecond timescale with high sample rate.24 With the emergence of commercially available low
repetition rate picosecond lasers, GHz bandwidth amplifiers, and oscilloscopes with high bandwidth
and sample rates, it is possible to extend the time resolution limit of transient absorption setups to
the sub-nanosecond timescales without employing a delay stage. 25 In 2018 and 2020, we reported
dye regeneration measurements using the combination of two TA setups employing 100 picosecond
and 6 ns laser pulses with 0.5 ns and 6 ns time resolutions.11,26 The fastest measured regeneration
lifetime was 22 ns, 44 times slower than the time resolution of the sub-ns TA setup, but only 3.7
times slower than that of using the typical ns setup.
This study motivated us to examine what is the impact of using a setup with insufficient time
resolution to study fast regeneration reactions. 12,19,26 The particular concern is ‘to what extent the
factors affecting dye regeneration lifetimes measured using insufficient time resolution are
misinterpreted when analyzed within the framework of Marcus theory or by looking at structural
motifs (blocking alkyl chains, donor size, conjugation) among the various dyes or redox
mediators?’9
Marcus theory describes interfacial electron transfer based on the interplay of three factors:
reorganisation energy (), electronic coupling (HDA), and driving force (G°). 11, 27 At the top of the
Marcus curve, G° equals to  and, by knowing G° and , HDA can be calculated via equation
6.3.
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𝑘𝑟𝑒𝑔 =

2𝜋

2
𝐻𝐷𝐴

ℏ √4𝜋𝜆𝑘𝐵 𝑇

exp (−

(∆𝐺°+𝜆)2
4𝜆𝑘𝐵 𝑇

)(6.3)

To accurately determine these three factors, accurate kinetic measurements at the top of the Marcus
curve, where electron transfer is the fastest, is required.6,7,11,13,27-29 In 2011, Feldt at al. reported dye
regeneration studies of cobalt phenanthroline redox mediators in combination with triphenylaminetype organic dyes.6 They determined 1/2 values of normalised transient absorption decays plotted
from 10−7 s to seconds. By using Marcus theory,  values of 0.8 ± 0.1 eV were determined. In 2013,
four different dyes paired with 13 cobalt complex redox mediators were measured using the same
methodology.7 The fastest regeneration lifetime was approximately 2.5 × 10−6 s which was 2.5 times
longer than the TA setup response time of 10−6 s. In 2012, Daeneke at al. measured dye regeneration
kinetics of a series of ferrocene redox mediators in combination with a coumarin-based organic
dye.29 obs was calculated using stretched-exponential fitting. The inverse of the lifetime was plotted
versus −G°. The curves did not follow the prediction of Marcus theory. The lifetime values levelled
off at 2.0 × 10−6 s, which was assigned to diffusion limit. The time resolution was around 5 × 10−8
s, which was 40 times faster than the measured lifetime. No effects of the molecular structure
(number and position of substituents of the donors or acceptors) on the regeneration rate were found.
In 2020, we applied Marcus theory to explain the dye regeneration rates 1/2 between a series of
porphyrin dyes and cobalt complexes.11 The study revealed the significant impact of electronic
coupling on regeneration rates even using simple substitutions on the redox mediators such as a
methyl group. One of the highest reported regeneration lifetime of 2.2 × 10−8 s was reported using
a TA setup with 5 × 10−10 s time resolution, 44 times faster than the measured lifetime.
The effect of molecular structure on regeneration rates was first observed by Ogawa et al. in
2016.8 They reported faster 1/2 of donor–-bridge–acceptor (D––A) type organic dyes substituted
with a triphenylamine donor despite a lower –G°. The shortest lifetime of the decays was 3.2 ×
10−6 s, 16 times slower than the earliest time (2 × 10−7 s) presented in the TA-decay plot. In 2018,
we reported enhanced regeneration kinetics (obs) attributed to alkyl-alkyl intermolecular
interactions between the dyes and the redox mediators at the same G°.26 These studies highlight
the importance of exploiting the various effects of molecular structure, such as size of the exposed
molecular orbitals and various types of intermolecular interactions to enhance dye regeneration at a
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low G°. With the development of new dyes and redox mediators, electron transfer rates have
increased considerably, therefore the question arises, do we need faster setups to measure dye
regeneration rates between surface-bound electron acceptors and redox mediators in electrolytes?
How fast does a TA setup need to be compared to the dye regeneration lifetime to keep the error in

1/2 negligible?
In this work, we answer these questions using modelling and experiments. First, we calculated
the error in determining 1/2 by modelling the stretched-exponential function normalised at various
time scales (representing the instrument time resolution) calculated with a wide range of ww and 
values. Then we compared 1/2 determined from graph and 1/2,S determined from the fitting values
for a combination of dyes / redox mediators representing fast and slow regeneration kinetics and
dispersive and non-dispersive transients using two TA setups with 0.5 ns and 6 ns time resolutions.
We then discussed the discrepancy in 1/2 and 1/2,S values with the aim of establishing the
requirements of sufficient time resolution for slow and fast regeneration reactions and transients
with various shapes. For the slow regeneration case, we synthesised an organic dye with a D––A
structure (PX36) decorated with a triphenylamine donor group and two hexyl side chains on the bridge (see chemical structure in Figure 6.1).

Figure 6.1. Chemical structures of the surface-bound dye molecules (PX36, GD1, GD2, FreeGD1,
and FreeGD2) and the redox mediaotors (Co(bpy)3, Co(bpy-dmetho)3, and Co(terpy)2) employed in
this chapter.
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It is expected that the alkyl-side chains on the -bridge lead to slower regeneration rate by limiting
access of redox mediators to the π-conjugated segment of the dye (the blocking effect). For the fast
regeneration case, transient absorption curves of a Zn porphyrin dye (GD1,30 see Figure 6.1) in
combination with Co(bpy)3 redox mediators are analysed. We reported in 2020 that the large conjugated electron system and solubilising groups located at the periphery of the porphyrin core
leads to more exposed molecular orbitals of the Zn porphyrin dye, enhancing electronic coupling
leading to faster regeneration.11 The PX36 dye was also paired with a tridentate cobalt pyridinebased complex [Co(terpy)2]2+/3+ to obtain shorter regeneration lifetime compared to the case of
Co(bpy)3 due to lower  of Co(terpy)2.31 GD1 paired with a methoxy-substituted cobalt trisbipyridine [Co(bpy-dmetho)3]2+/3+ as an example of longer regeneration lifetime due to the blocking
effect of the bulky methoxy group is also presented.
Finally, the impact of the error in regeneration rates using insufficient TA time resolution is
demonstrated by plotting the measured rates versus –G° and, when appropriate, fitting to Marcus
theory. The obtained HDA and  values are compared as measured by the sub-ns and ns setups,
highlighting a significant error in determining lifetime when the time resolution is not sufficiently
fast.

6.2. Experimental
Materials and chemical compounds, electrochemistry, sample fabrication, and transient
absorption spectroscopy performed in experiments in this chapter are described in Chapter 2.

6.3. Results and Discussion
6.3.1. Error in determining 1/2 by modelling of the stretched exponential function
To model the error in determining 1/2 by insufficient time resolution, stretched-exponential
functions were numerically solved using a range of ww (10−9 s to 10−5 s) and  values (0.35 to 1).
The effect of time resolution was taken into account by normalising the function values at 5.0×10 −10
s and 6.0×10−9 s. The error in determining 1/2, values were calculated as 100 × (1/2 − 1/2,S) × 1/2,S−1
and plotted in contour plots shown in Figures 6.2 and 6.3.
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Figure 6.2. Cotour plot of calculated error as a function of ww (x-axis) and  (y-axis) at 0.5 ns time
resolution, performed by Prof. Mozer at University of Wollongong.

Figure 6.3. Cotour plot of calculated error as a function of ww (x-axis) and  (y-axis) at 6 ns time
resolution, performed by Prof. Mozer.

The error as a function of  and ww at a fixed ww of 2.0×10−9 s and 4.5×10−6 s and  of 0.9 and
0.5, respectively, are shown in additional data panels. The error plots suggest that to keep the error
below 10%, ww needs to be 20 times slower than the time resolution in case of non-dispersive
transients (=0.9), but at least 870 times slower when the transients are dispersive (=0.5).
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Figure 6.4. Modelled stretched-exponential signal (S) decays (a). The decays were normalised at
0.5 ns (b) and 6 ns (c) regarding the time resolutions of the setups employed in this work.

To graphically illustrate the origin of the larger error of more dispersive transients, stretchedexponential decay curves (S) with ww = 4.5×10−6 s and 2.0×10−9 s and  = 0.9 and 0.5 are plotted
in Figure 6.4. Figure 6.4a shows the calculated function values from t=10−12 to 10−2 s with the fitted

1/2,S displayed. Figures 6.4b and 6.4c show the functions normalised at 5.0×10−10 s and 6.0×10−9
s, respectively, with the 1/2 values calculated from the signals normalised at the time resolution.
When ww was 4.5×10−6 s (750 times slower than the 6 ns time resolution), 1/2 was ~3.0×10−6 s
when normalised at both 5.0×10−10 s and 6.0×10−9 s with an error below 1% (see black curves in
Figure 6.4 and Table 6.1).
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Table 6.1. 𝜏ww, , 𝜏1/2,S of the model decays shown in Figure 6.1, and the signal and lifetime
error of the normalised curves.
a

a

ww



1/2,S

4.5 s

0.9

4.5 s

b

Error / %

Error / %

S

1/2

S

1/2

3.0 s

0

0.00

0

0.00

0.5

2.2 s

1

0.46

4

7.87

20 ns

0.9

13.3 s

4

6.18

29

53.65

20 ns

0.5

9.6 ns

15

50.57

42

216.20

and

b

were obtained from the curves normalised at 0.5 ns and 6 ns, respectively.

S=S×100

On the other hand, when ww was 2.0×10−8 s (3 times slower than the time resolution), 1/2 values of
the decay curve normalised at 5.0×10−10 s and 6.0×10−9 s were 1.41×10−8 s and 2.04×10−8 s,
respectively, representing 6% and 54% error (red curves). As Figure 6.4a reveals, the stretchedexponential functions with ww = 2×10−8 s decayed considerably by 5×10−10 s (4 % signal decay S),
which is the reason for the error in 1/2. The initial signal decay S became more significant at a
lower  value of 0.5, which is a characteristics of the distribution of lifetimes causing faster decay
at short timescales and slower decay at longer timescales.10 The green curves (ww = 4.5×10−6 s and

 = 0.5) normalised at 6×10−9 s showed 4% initial signal decay and 8% error in 1/2. The largest
error is obtained when ww is short (2.0×10−8 ns) and  is low (0.5) (blue curves). Normalised at
5.0×10−10 s (40 times faster than ww), the initial signal decay is 15% resulting in a 51% error in 1/2,
but if normalised at 6.0×10−9 s (3 times faster than ww), the signal decay is 42% and the error of 1/2
is a much more significant 216%. To summarise, as the transients are more dispersive, a larger
difference between the regeneration lifetime and the time resolution is required. The source of the
error can be traced to initial signal decay before the time resolution. This error could be eliminated
if stretched-exponential fitting is employed and 1/2,S is obtained using equation 2. The validity of
these predictions are tested below by measuring TA decays for several reactions with fast and slow
kinetics and various shapes.

6.3.2. Impact of insufficient time resolution on 𝜏1/2.
The OD decay attributed to the regeneration reaction between oxidised PX36 molecules on the
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TiO2 surface (by electron injection into TiO2) and Co(bpy)3 complexes in the electrolyte is shown
in Figure 6.5.

Figure 6.5. TA decays of dye–redox mediator pairs. PX36–Co(bpy)3.

The alkyl chains on the PX36 slow down the regeneration rate between the oxidised-PX36 and
[Co(bpy)3]2+ molecules due to a blocking effect of the -conjugated segment of the dye.8, 26 The
driving force for this reaction is −0.49 eV, calculated from the redox potential of PX36 determined
by CVs (see Figure 6.6) and the value of [Co(bpy)3]2+/3+ previously reported by Cho et al..11, 26 No
OD decay is evident until approximately 7.0×10 −8 s. The measured 1/2 values determined from
the curves with and without the sub-ns setup were the same within the experimental error (2.1×10−6
s), suggesting that for these slower regeneration reactions, conventional TA nanosecond time
resolution is fast enough. The curves measured with sub-ns time resolution were fitted to a stretchedexponential function yielding ww = 3.5×10−6 s and  = 0.68 as shown in Figure 6.5 and Table 6.2.
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Figure 6.6. Current versus potential curves and the half-wave potentials (E1/2) of PX36-sensitised
TiO2.

Table 6.2. 𝜏ww, , 𝜏S1/2,S of the decays shown in Figures 6.5, and 6.7 to 6.9, and the lifetime error
of the a𝜏S1/2,S and b𝜏n1/2,S.
pair

ww / s



S1/2,S / s

PX36/Co(bpy) 3

3.47×10−6

0.68

2.02×10−6

GD1/Co(bpy) 3

−8

0.68

4.42×10

−8

3.60×10−7

0.95

2.90×10−7

0.61

GD1/Co(bpydmetho)3
PX36/Co(terpy) 2

7.56×10

a

Error/%

b

Error/%

5.94

5.94

42.63

262.24

2.46×10−7

8.91

8.91

1.59×10−7

21.81

68.12

Here, we calculated the errors compared to the lifetime determined by stretched-exponential fitting
to the curve measured by sub-ns setup (S1/2,S). The S1/2,S was 2.02×10−6 s, which represents a 6%
error in lifetime determined by 1/2 obtained directly from the graph. The modelling in Figure 6.2
and 6.3 at the ww-to-time resolution ratio of 583 and  = 0.68 predicts 0.52% and 2.82% errors at
5.0×10−10 s and 6.0×10−9 s time resolutions, respectively. The likely origin of the slightly larger
experimental error is the combination of the signal noise to the measured OD signal as well as the
error in fitting the decay to a stretched-exponential function. As Figure 6.5 shows, the stretchedexponential function does not fit perfectly the experimental curves within the 10−9 to 10−8 s region.
The experimental curves show less decay as compared to the fitted function at the early times, which
leads to longer 1/2.
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Figure 6.7. TA decays of GD1–Co(bpy)3 pair.

Figure 6.7 shows OD decays of GD1-sensitised TiO2 electrodes in the presence of Co(bpy)3
redox couple in the electrolyte. The OD decay represents the regeneration of oxidised GD1 by
electron transfer from the reduced species of [Co(bpy) 3]2+/3+ in the electrolyte. The faster decay
compared to the case of PX36 is partially due to the larger G° between GD1 and Co(bpy)3 (−0.53
eV) arising from the 40 meV more positive redox potential of the GD1 dye. Further contribution to
the faster regeneration rate is better electronic coupling due to the well-exposed electrons of the
porphyrin rings towards the electrolytes.11 The 1/2 values with (S1/2) and without (n1/2) the sub-ns
TA setup were substantially different (6.3×10 −8 s and 1.6×10−7 s, respectively) suggesting that a
faster TA setup is necessary in this case. Stretched-exponential fitting of the OD decay measured
with sub-ns time resolution (Figure 6.7) yielded ww = 7.56×10−8 s and  = 0.68. The fitted S1/2,S
was 4.42×10−8 s. S1/2 is 43% slower as compared to S1/2,S. Modelling of the stretched-exponential
function predicted around 10% error with the same ww and . The substantially larger error could
arise from the noise in the measurement and the error from fitting the curve at the early time scale
as argued above. When measured by the ns TA setup, approximately 61% of the total signal decay
was not captured in Figure 6.7. The error in determining n1/2 was therefore a much more substantial
262%. Modelling suggested that at =0.68, the time resolution needs to be 91 times faster than ww
to keep the error below 10%. Clearly, the only 12 times faster time resolution of the ns setup in case
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of the fast regeneration reaction of GD1 by Co(bpy) 32+ is not sufficient.

Figure 6.8. TA decays of GD1–Co(bpy-dmetho)3 pair.

Figure 6.8 shows the OD decay of GD1 samples in the presence of Co(bpy-demetho)3 redox
couple in the electrolyte. The decay rate with Co(bpy-dmetho)3 was slower than that of using the
Co(bpy)3 even at a higher −G° by 0.18 eV.11,32 The slower rate was attributed to increased electron
tunnelling distance by the methoxy-substitutions hence lower HDA.11 1/2 determined from the graph
was independent on the time resolution of the TA setups (2.7×10 −7 s), suggesting no influence of
time resolution on the measured regeneration lifetime. No significant signal decay occurred by
3.0×10−8 s, which suggest that a general requirement is to have a TA setup that is fast enough to
resolve the initial plateau region to get accurate regeneration lifetime determined from the graph. In
Figure 6.8, the stretched-exponential fit for the OD decay measured with sub-ns time resolution
resulted in ww = 3.6×10−7 s (time resolution 60 times faster than ww) and  = 0.95. The calculated

S1/2,S was 2.46×10−7 s. The error in 1/2 as compared to S1/2,S was 9%. The less than 10% error is
due to the non-dispersive nature of the transient ( = 0.95). The predicted error by modelling for the
same ww and  values was 4%.
Figure 6.9 shows OD decays of PX36-sensitised TiO2 electrodes in the presence of Co(terpy)2
in the electrolyte. S1/2 and n1/2 were 1.9 ×10−7 s and 2.7×10−7 s, respectively. These values are an
order of magnitude shorter than that of Co(bpy) 3 paired with the same dye. Mosconi et al. calculated
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a smaller  (0.62) for Co(terpy)2 compared to Co(bpy)3 (0.51) self-exchange reaction which,
together with the 50 mV larger −G°, may explain the faster regeneration of PX36 by Co(terpy) 2.31
Stretched-exponential fitting to the OD curve yielded ww = 2.90×10−7 s and  = 0.61 as shown in
Figure 6.9.

Figure 6.9. TA decays of PX36–Co(terpy)2 pair.

The comparison of OD curves of GD1 paired with Co(bpy-dmetho)3 and PX36 paired with
Co(terpy)2 allows us to test the prediction of the modelling when the transients have similar ww but
significantly different . The calculated S1/2,S was 1.59×10−7 s, and calculated errors for S1/2 and

n1/2 were 22% and 68%, respectively. These errors are twice to six times larger compared to those
of GD1–Co(bpy-dmetho)3 pair. This is in agreement with the modelled case where smaller  (more
dispersive transient) leads to larger error at similar ww values. The physical origin of the difference
in distribution of regeneration lifetime has not been well established. A sample with a larger
inhomogeneity in dye orientation due to, for example, dye – dye – electrolyte intermolecular
interactions can possibly cause a wider distribution of activation energies for electron transfer and
therefore lower .33 In agreement with modelling, smaller  requires faster time resolution to reduce
the error, which is a peculiar feature of dispersive transient have not considered before.

178

6.3.3. Can stretched-exponential fitting predict the shape of OD decay beyond the time
resolution?
As suggested by modelling and the four cases of experimental decays, sufficient time resolution
practically means being able to resolve the initial plateau of the OD signal. If the signal already
decayed by the time resolution of the setup, the error in determining 1/2 becomes significant. A
question arises whether stretched-exponential fitting performed on curves measured with
insufficient time resolution can accurately predict the “missing” part of the decay and hence provide
an alternative to using a faster TA setup by determining 1/2.

Figure 6.10. TA decays of PX36–Co(bpy)3 pair and the fit on the curve measured by ns setup alone.

n1/2,S is the half-decay time calculated using ww and  via equation 6.2.

Table 6.3. 𝜏ww, , 𝜏n1/2,S of the decays shown in Figures 6.10 to 6.13, and the lifetime error
compared to the S1/2,S.
pair

ww / s



PX36/Co(bpy) 3

3.41×10−6

GD1/Co(bpy) 3
GD1/Co(bpydmetho)3
PX36/Co(terpy) 2

n1/2,S / s

Error/%

0.66

1.95×10−6

−3.12

−7

0.93

8.81×10

−8

99.98

2.83×10−7

0.75

1.73×10−7

−29.46

2.49×10−7

0.56

1.29×10−7

−18.59

1.31×10

Stretched-exponential fitting was performed on the OD decay measured by the ns setup. Then
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the fitted function was displayed into the 10–9 to 10–8 time domain. Figure 6.10 compares the
stretched-exponential fit and the OD measured for the PX36–Co(bpy)3 system, together with the

n1/2,S and  values. Figure 6.10 shows a very good agreement between sub-ns TA measurement
and the stretched-exponential fitting on the ns curve (see Table 6.3), yielding n1/2,S and  values
nearly identical to S1/2,S shown in Figure 6.5. The agreement suggests that in the case of slow
(microsecond) regeneration lifetime, stretched-exponential fitting can accurately predict OD
decays beyond the time resolution if an initial plateau region in the curve is visible. Figure 6.11
compares the stretched-exponential function and the OD decay of the sample containing GD1 and
Co(bpy)3. The fit performed on the curve measured by the ns setup underestimates the OD values
at earlier timescale by signal magnitude of 0.2. The stretched-exponential lifetime appears nearly
twice as slow, however,  is much lower, resulting in slower n1/2,S by a factor of two (100% error).
In this case of faster regeneration reaction occurring on the nanosecond timescale, stretchedexponential fitting could not accurately predict the OD values beyond the time resolution.

Figure 6.11. TA decays of GD1–Co(bpy)3 pair and the fit on the curve measured by ns setup alone.

n1/2,S is the half-decay time calculated using ww and  via equation 6.2.

The main source of error is the incorrect signal magnitude and the wrong shape of the decay. Still,
the error in determining n1/2,S by fitting is reduced to half as compared to determining n1/2 from the
graph (see Figure 6.7), so stretched-exponential fitting is a better method in case of insufficient time
resolution of TA setup. Figure 6.12 shows a stretched-exponential function fitted to the OD decay
measured for the GD1 and Co(bpy-dmetho)3 system. Again, stretched-exponential fitting could not
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predict the shape of the measured OD accurately. In this case, this is mainly because the measured
curve does not follow well a stretched-exponential function on the 10–9 to 10–8 s time scale.

Figure 6.12. TA decays of GD1–Co(bpy-dmetho)3 pair and the fit on the curve measured by ns
setup alone. n1/2,S is the half-decay time calculated using ww and  via equation 6.2.

The  value was 0.75, lower than the 0.95 value determined from the OD values with sub-ns time
resolution. n1/2,S was 1.73×10−7 s (29% error), which is 3 times worse than the error of n1/2 (9%).
Although dye regeneration kinetics often fitted to a stretched-exponential function, the underlying
physical phenomena leading to the distribution of lifetimes is not well understood. It cannot be
assumed a priori that dye regeneration reaction will always follow a stretched-exponential function.
In cases it does not follow, there is a possibility of introducing larger error by stretched-exponential
fitting. Finally, in the case of low  but ns dye regeneration lifetime (PX36 and Co(terpy) 2, Figure
6.13) the stretched-exponential function well fitted the OD values measured by the sub-ns setup
even though the initial signal plateau was not resolved by the ns TA setup. The  value by ns setup
was 0.56 that is only 10% lower than that on the sub-ns curve with less than 10% difference in signal
magnitude. The n1/2,S was 1.29×10−7 s, a 19% error. Similarly to Figure 6.11, stretched-exponential
fitting could reduce the error by more than a factor of three compared to the n1/2.
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Figure 6.13. TA decays of PX36–Co(terpy)2 pair and the fit on the curve measured by ns setup
alone. n1/2,S is the half-decay time calculated using ww and  via equation 6.2.

6.3.4. Impact of the error in 1/2 on interpretation of the factors affecting dye regeneration
analysed by Marcus theory
Figure 6.14 compares the regeneration lifetime as a function of −G° using the 1/2 and 1/2,S
values shown in Figures 6.5 and 6.7 to 6.13. Effect of the molecular shape of the dye (planar GD1
vs linear conjugated PX36).

Figure 6.14. Regeneration lifetime of the curves shown in Figures 6.4 and 6.6 to 6.12.

The regeneration lifetime of the GD1–Co(bpy)3 system is 46 times faster than that of the PX36–
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Co(bpy)3 system when comparing the S1/2,S values. This difference has a very significant impact on
the interpretation of the origin of the enhanced electron transfer rate. The 46 times enhancement of
the rate using a GD1 dye by a minor change in G° (−40 mV) is too large to be explained by G°
change alone (the increase is too steep), which suggest that other factors such as electronic coupling
or reorganisation energy also change. A much more modest increase of 13 times is determined if

n1/2 values were used. In this case, the use of insufficient time resolution results in these other effects
such as  and HDA.

6.3.4.1. Effect of redox mediator structure I: Co(bpy)3 versus Co(terpy)2.
Comparing the same PX36 dye but different structures of the redox mediators (tridente vs
bidente complex), a 13 times shorter lifetime in the case of Co(terpy)2 was observed as compared
to that of Co(bpy)3 using stretched-exponential fitting of the sub-ns transient. The ratio was quite
similar when n1/2,S and S1/2 values are used. However, the ratio is only 8 times if n1/2 is used due
to underestimation (68% error) of the Co(terpy)2 regeneration lifetime assigned to the missing initial
plateau as explained in Figure 6.9. It is difficult to determine the G° dependence based on two
points alone. Even so, it can be concluded that the effect of HDA and  on the regeneration lifetime
is underestimated if the n1/2 values are used.

6.3.4.2. Effect of redox mediator structure II: Co(bpy)3 versus Co(bpy-dmetho)3.
To quantitatively evaluate the impact of the errors on the parameters determined by Marcus
theory, we included lifetime values of three additional porphyrin dyes from the work by Cho et al. 11
(see chemical structures of the porphyrin dyes in Figure 6.1). As previously reported, due to the
redox potential shift with the changing porphyrin dye structure, the G° range covered by the dyes
is around 0.32 eV. The change in G° due to the methoxy substitution of the redox mediator adds
an additional 0.18 eV.11 Marcus fitting was performed to the lifetimes determined by the four
methods S1/2,S, n1/2,S, S1/2, and n1/2. The fits are shown in Figure 6.15, and Table 6.4 displays 
and HDA values obtained by the fitting.
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Figure 6.15. Unrestricted Marcus fits to the regeneration lifetime using Co(bpy) 3 (red and black)
and Co(bpy-dmetho)3 (blue and green) paired with a series of porphyrin-based dyes as a function of
−G°.

Table 6.4. Electronic coupling (HDA) and reorganisation energy () of the unrestricted Marcus
fits shown in Figure 6.15.
 / eV

Regeneration
lifetime

Co(bpy)3

HDA / 10−5 eV
Co(bpydmetho)3

Co(bpy)3

Co(bpydmetho)3

S1/2,S

0.82

0.88

4.88

2.19

n1/2,S

0.59

1.38

5.96

23.66

S

1/2

0.66

0.86

2.88

1.76

1/2

0.64

0.87

1.89

1.49

n

The S1/2,S values in the case of Co(bpy)3 resulted in =0.82 eV and HDA= 4.88×10−5 eV, while those
in the case of Co(bpy-dmetho)3 were =0.88 eV and HDA= 2.19×10−5 eV. In the previous literature,11
we discussed that such reorganisation energy values varying between the similar cobalt complexes
are unphysical. In addition, the few points at the top of the Marcus curve may result in uncertainty
in determining . Taking into account that other reported works predicted similar  values for
similarly structured Co complexes,6,7,31 Marcus fitting with a fixed =0.8 eV was performed as per
Cho et al.11 Figure 6.16 shows the fits with  = 0.8 eV and Table 4 displays HDA values obtained.
Marcus fit to the S1/2,S values resulted in HDA = 4.75×10−5 eV for the porphyrin–Co(bpy)3 system,
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and 2.06×10−5 eV for the porphyrin–Co(bpy-dmetho)3 system, respectively.

Figure 6.16. Marcus fits to the regeneration lifetime using Co(bpy) 3 and Co(bpy-demetho)3
complexes paired with a series of porphyrin-based dyes as a function of −G°.

Table 6.5. Electronic coupling (HDA) at fixed reorganisation energy () 0.8 eV of the Marcus
fits in Figure 6.16

Regeneration lifetime

HDA / 10−5 eV
Co(bpy)3

Co(bpy-dmetho)3

S1/2,S

4.75

2.06

n1/2,S

7.41

7.27



1/2

3.26

1.70

n1/2

2.14

1.42

S

This comparison reveals a significant effect of reduction of the electronic coupling by methoxy
substitution. However, when the n1/2,S values were used, the HDA ratio between the two mediators
was ~1, showing 7.41×10−5 eV for the Co(bpy)3 and 7.27×10−5 eV for the Co(bpy-dmetho)3 system
with poor quality of the fits. The poor fit originates from the large error in determining the initial
signal magnitude of the TA decays due to signal shape distorted by strong photoluminescence signal
of some porphyrin dyes. More elaborate discussion of the effects of photoluminescence is provided
in Appendix 3. Marcus fit to the S1/2 values yielded HDA=3.26×10−5 eV for the porphyrin–Co(bpy)3
system and 1.70×10−5 eV for the Co(bpy-dmetho)3 system where the values are lower by 1.5 times
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and 1.2 times, respectively, compared to those using S1/2,S. Due to the more decreased HDA of
Co(bpy)3 system compared to that of Co(bpy-dmetho)3, HDA ratio between the two redox mediators
was 1.9 which is slightly underestimated as compared to the 2.3 in the case of S1/2,S. When fitted to

n1/2, HDA values were 2.14×10−5 eV and 1.42×10−5 eV for the Co(bpy)3 and Co(bpy-dmetho)3
systems, respectively, which are 2.2 times and 1.5 times lower HDA compared to those using S1/2,S.
In this case, the underestimate was found even larger (1.5 in ratio). Particularly, in the case of
Co(bpy)3, poor quality of the fits to the S1/2 and n1/2 was observed, implying that the top of the
Marcus curves was not accurately resolved. This work highlights the importance of accurately
determining regeneration lifetimes near the top of the Marcus curve where electron transfer is the
fastest.

6.4. Conclusions
The impact of insufficient TA time resolution on determination of regeneration lifetime was
modelled using stretched-exponential decays normalised at 5.0 × 10−10 s and 6.0 × 10−9 s. Modelling
suggested that ww-to-time resolution ratio should be larger than 20 times to keep the error of 1/2
less than 10% when narrow distribution of lifetime (  = 0.9) is present. However, the ratio should
be higher with more distributed lifetimes (e.g. 837 if  = 0.5). The error is attributed to the missing
signal by insufficient time resolution, suggesting that resolving initial signal plateau is a key
requirement for accurate measurements. Measured TA-decay lifetimes with four combinations of
dyes and redox mediators showed that the error can be as high as 260% when ww-to-time resolution
ratio is only 13 at  = 0.68. The errors of the measured cases were generally even larger than the
prediction of the modelling due to contribution of signal to noise as well as the shape of the decay
deviating from the stretched-exponential behaviour. Stretched-exponential fitting to the decays
recorded by ns setup alone was performed to test if fitting can be a better method, generally showing
improved results. However, stretched-exponential fitting resulted in larger error when the decay did
not follow closely the assumed stretched-exponential behaviour. Plotting the lifetimes determined
by different methods showed that the error can lead to misinterpretation of the factors such as HDA
and . In particular, when Marcus theory was employed, the error caused the underestimation of
HDA effect, highlighting the importance of resolving the top of the curve with sufficient TA
time resolution.
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Chapter 7
Conclusions and Outlook
7.1. Conclusions
In this thesis, factors affecting electron transfer (ET) steps at the charge transfer interface have
been investigated. A special focus was on understanding the effect of electronic coupling (HDA) of
differentof molecular structures, primarily via intermolecular interactions that enhance electron
transfer kinetics. The measured electron transfer rates were analysed in the framework of Marcus
theory, two distinctly different electron transfer processes were investigated involving;

(i) Molecule-to-molecule electron transfer between oxidised surface-bound molecules and the
reduced form of redox mediators in the electrolytes characterised by transient absorption
spectroscopy (TAS), and
(ii) Semiconductor-to-molecule electron transfer between TiO2 electrons and the oxidised form of
the redox mediators characterised by a small perturbation technique (SLIM-PCV).

An approach to change HDA without changing G was developed by employing dimethyl and
dinonyl-substituted cobalt complexes. Alternatively, different alkyl chains were attached to the
redox active molecules to achieve a range redox potential and therefore to distinguish HDA and
reorganisation energy () contributions. Donor–-bridge–acceptor type organic molecules
decorated with different donor groups and alkyl side chains along with Zn 2+ and free-based
porphyrin molecules having partial charges were employed to span out the electronic coupling
effects and driving force for the reaction.

The significant new knowledge generated in this thesis are summarised as follows.

1.

Alkyl chains have been considered as essential moieties attached to the surface-bound
molecules to slow down back electron transfer. This approach has a drawback on the other
important electron transfer between the surface-bound molecules and redox mediators in the
electrolytes, limiting the access of the mediators to the surface so that electron transfer is
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blocked. However, in Chapter 3 it was shown that when both the donor and the acceptor
molecules have long alkyl chains, the electron transfer was significantly enhanced by a factor
of 13 without changing G due to alkyl-alkyl intermolecular interaction. The results were
explained by trapping of the mediators in the surface layer. Such trapping simultaneously
increased the electron tunneling distance between TiO2 and the oxidised form of the mediator,
blocking the back electron transfer kinetics. The result was counter-intuitive to existing
distance-dependence electron transfer studies in which electron transfer slowed down when
insulating components are added to the system. This intriguing finding suggests that
intermolecular interactions should be considered as a strategy to enhance the interfacial
electron transfer kinetics.
2.

In Chapter 4, it was shown that electrostatic interaction between lone-pair electrons of freebased surface-bound porphyrins and Co2+/3+-based redox electrolytes can enhance the
interfacial electron transfer rate. This work was motivated by DFT calculations showing
different partial charges of Zn-based and Free-based porphyrins. It was expected that
electrostatic interaction by partial charge of free-base porphyrins would enhance ET rates
when paired with Co2+/3+ based complexes. Marcus theory was employed to distinguish the
effect of electronic coupling (HDA) from the effect of free energy change G and
reorganisation energy . Some of the fastest ET rates were measured in the literature.
Interestingly, the measured rates did not fit well to the common way of implementing Marcus
theory by fitting on the surface-bound molecules paired with a series of redox mediators. On
the other hand, better fits were obtained when the fitting was performed on each redox
mediator paired with the series of surface-bound porphyrins. This suggest that even small
substitutions on the Co complexes significantly slowed down the electron transfer due to
increased electron tunneling distance. Such effects is reported for the first time and have
significant consequences for ∆G-dependent studies using Marcus theory. This study suggests
that the fastest ET rates by the porphyrins are due to the well-exposed orbitals of the
porphyrins therefore the small substitutions of the mediators affected HDA significantly. The
main conclusion is that HDA effects by even small groups should not be ignored when fast
electron transfer is present. A new methodology was developed in which measured ET rates
were normalised by the HDA values of the mediators to distinguish HDA effect by surface-
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bound molecules from that of mediators. The normalised ET rates were the same for both Zn
and free-base porphyrins in a polar acetonitrile medium. However, the rate with the free-based
porphyrin was enhanced by a factor of 7 in a non-polar dimethoxyethane solution with a five
times lower dielectric constant, suggesting that the electrostatic interaction can be used to
enhance electron transfer. However, it was apparent that other factors such as small
substitutions of redox molecules and surrounding solvent molecules should be carefully be
selected in the system when considering this effect.
3.

In Chapter 5, it was shown that electron transfer can be tuned without changing G by using
mixed-ligand electrolytes. By employing different ratios of dimethyl- and dinonyl-substituted
bipyridine ligands in the electrolyte systems, multi-electrolyte components with competing
electron transfer rates exist in a system due to ligand-exchange reactions forming an
equilibrium state. Electron transfer in the electrolyte systems scaled with the ligand ratio,
however, an interesting finding was that the behaviour of the multi electrolytes was substratedependent. Electron transfer rate decreased with increasing nonyl component when a surfacebound molecule without alkyl substitutions was employed, while it enhanced with increasing
nonyl-component ratio when an alkyl-substituted surface-bound molecule was employed. The
substrate-dependent behaviour was explained by selective intermolecular interactions. This
finding opens up a potential use of such mixed-electrolyte systems in applications that consist
of multiple charge transfer interfaces, enhancing an electron transfer at one site and
simultaneously slowing down another electron transfer at the other interface without losing
potential energy by the electron transfer.

4.

Some electron transfers processes investigated in this thesis occurred on a few ns time scale.
For example, TA-decay with half times (1/2) of 22 and 51 ns were observed, which were only
3 and 8 times slower than one of the TA spectrometers employed in this work, respectively.
This led to the questions; (i) to what extent can the factors affecting electron transfer be
misinterpreted if TA time resolution is insufficient? (ii) When the time resolution of a TA
spectrometer is insufficient, is stretched-exponential fitting a reliable method than visual
inspection to determine TA lifetime? In Chapter 6, the critical impact of the TA time
resolution on the electron transfer kinetic measurements was demonstrated, suggesting that
insufficient time resolution can result in misinterpretation of the HDA and  effects. The main
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finding here was resolving initial signal plateau was crucial using a TA spectrometer with
appropriate time resolution. In one case, the missing initial signal presented an error in 1/2 of
262% when time resolution was only 13 times faster than the lifetime of the decay and
dispersive lifetimes are present. Stretched exponential fitting generally reduced the errors,
however, larger error was observed when TA decay did not follow the stretched exponential
decay behaviour. The impact was elaborately examined by Marcus theory in which case the
electronic coupling effect was found to be underestimated by 2.2 times when insufficient time
resolution was employed. The finding may have an impact on the future studies to enhance
the interfacial electron transfer through different intermolecular interactions and low
reorganisation energies.

In summary, the aim of this work (enhancing interfacial electron transfer kinetics) was achieved by
the interplay of the three categories set in Chapter 1 (Figure 7.1).

Figure 7.1. Enhanced ET kinetics by the interplay of three categories.

Enhanced electronic coupling via exploiting intermolecular interactions (London dispersion forces
and electrostatic interaction) are suggested, using long alkyl-substituted donor–acceptor (D–A) and
free-base porphyrin (FreePor)–Co2+ pairs. Importantly, a new methodology with normalising the
difference in HDA was a key finding. Measuring enhanced electron transfer kinetics between the
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donor and acceptor pairs were enabled by the fast TA spectrometer. In the TA measurements,
controlling surface-adsorption density played an important role to prove the environments at the
interface and using tBP-free device helped finding the instrinsic effects of the redox molecules. The
critical impact of the fast TA spectrometer on the factors found in this work were demonstrated by
analysis using numerical modelling, stretched-exponential fitting, and Marcus theory.

7.2. Outlook
Electronic coupling between redox molecules that improves interfacial electron transfer at low
∆G has a benefit of losing less potential energy by electron transfer as compared to the cascade
electron transfer systems. However, designing donor-acceptor pairs with various types of structural
moieties and investigating other factors such as lower reorganisation energy still remain unexplored.

Based on the conclusions of this thesis, follow-up studies are suggested;

1.

Among variety of intermolecular interactions, only two interactions, London dispersion forces
between alkyl chains and electrostatic interaction using partial charges, were investigated in
this thesis. To expand those studies with different interaction strengths, other interactions such
as H-bonding and -  interaction can also be studied. Utilisation of such interactions to build
up better electronic coupling has been demonstrated in solutions. However, the effects need
to be investigated at the interface as they may differently appear at the interface due to the
nature of the densely packed surface-bound molecules that limit the access of the donor
molecules into the surface layer. Donor-acceptor pairs that form H-bonds can be synthesised
by decorating redox mediators with strong electron withdrawing groups having the atoms with
high electron negativity such as F, O, N, and S. Since those groups generally increase redox
potential of the compounds, electronic coupling can be enhanced at a low G. Furthermore,
surface-bound molecules can be designed with a moiety that can form the H-bonds away from
the TiO2 surface by which structure may enable better electronic coupling between the
molecules and simultaneously decrease the coupling for back electron transfer due to longer
distance to the TiO2 electrode. -  interaction can be utilized by employing surface-bound
molecules with a well-conjugated planar structure, paired with a planar-type redox mediators.
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To obtain appropriate pi-pi* transition with large conjugation, multi-chromophore surfacebound molecules with expanded conjugation can be employed where the concept of multichromophore dye has been reported while the effect of forming pi-pi interaction with redox
mediators have not been investigated.
2.

In Chapters 3 and 5, an alkyl-substituted surface-bound molecule MK2 was utilized to
enhance electron transfer, enabling proximity of the electron donor molecules inside the layer
by intermolecular interaction. A question arises is, what is the minimum number of the alkyl
chains of the surface-bound molecules to form alkyl-alkyl interaction? Can reducing the
number of alkyl chains enhance electronic coupling between the redox mediators and the piconjugated backbone of the surface-bound molecules while keeping the interaction? This may
be shown as a cage-like structure of donor-acceptor pairs in which structure some vacancy
inside the surface-bound layer can accommodate or trap redox mediators and have better
coupling due to the less steric hindrance (see Figure 7.2).

Figure 7.2. Schematic illustration of the suggested donor–acceptor structure.
Since surface-bound molecules are oriented on the substrate, building up a surface layer for
trapping the molecules at the site of interest will be an intriguing study where such structures
may be much harder to be achieved as free molecules in solutions. When designing donor and
acceptor pairs, molecular size and geometry of the molecules at the interface should be taken
into account.
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3.

A series of cobalt-based complexes have been investigated in this thesis. However, cobaltbased molecules have low metal-ligand coordination strength which limits diversity of
molecular design. To further improve such limitation, Cu-based complexes that have better
stability in asymmetric structures can be studied. Asymmetric mediators having different
bandgaps of ligand moieties may enable electron transfer through one side of a molecule due
to lower tunneling barrier. Open questions are; how dominantly will electron transfer occur
through the ligand with a less barrier when asymmetric copper complexes are used? Can
asymmetric copper complexes be designed to have certain orientations to the sites of interest
so that can asymmetry in forward and back electron transfer be obtained? To what extent can
the electron transfer rates be obtained from molecular structrues of different ligands in a
copper complex? This may need understaning of selective interactions of individual ligand
structure to different molecules or substrates, to achieve simultaneous coupling effects on
different sites, as discussed in Chapter 5. Here, one factor that should need to be taken into
account is reorganisation energy. Many studies have attempted to use Cu-based complexes in
energy conversion applications due to low reorganisation energy compared to the cobalt-based
analogues, enabling fast electron transfer at low ∆G. However, under intermolecular
interactions, geometry of the copper complexes can change, resulting in different
reoragnisation energy so that it may complicate the interpretation of measured rates. This is
in fact not only the problem of the copper-based complexes but the limitation of this thesis.
Therefore, to more explicitly explain the effect of individual factor explained by Marcus
theory, methods that estimate or experimentaly demonstrate reorganisation energy under
intermolecular interactions should be established.
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Appendixes
Appendix 1. Synthesis of the Compounds.
1.1. Surface-bound molecules
The four surface-bound porphyrins were synthesised by Dr. Pawel Wagner as follows:

FreeGD1: 3-(5,10,15,20-tetraphenylporphyrin-2-yl)-2-cyanoacrylic acid
2-Formyl-5,10,15,20-tetraphenylporphyrin1 (150 mg, 2.3 x 10-4 mol) and cyanoacetic acid (196 mg,
2.3 x 10-3 mol) were dissolved in THF (7.5 mL), then acetic acid (6.0 mL) was added followed by
ammonium acetate (177 mg, 2.3 x 10 -3 mol). The resulting mixture was stirred at 70 oC for 3 h then
poured into cold water. The slurry was vigorously stirred for 15 min then filtered and washed several
times with water then dried.
Yield 99%; the spectroscopic data were identical with published before.2

FreeGD2:

2-{3-[5,10,15,20-Tetrakis(3,5-dimethylphenyl)porphinato

zinc

(II)-2-yl]-

allylidene}malonic acid
3-[5,10,15,20-tetra(3,5-dimethylphenyl)porphyrin-2'-yl]allylaldehyde (100 mg, 1.3 x 10-4 mol) and
malonic acid (132 mg, 1.3 x 10-3 mol) were dissolved in THF (3 mL), then acetic acid (3 mL) was
added followed by ammonium acetate (100 mg, 1.3 x 10 -3 mol).3 The resulting mixture was stirred
at 70oC for 3 h then poured into cold water. The slurry was vigorously stirred for 15 min then filtered
and washed several times with water then dried.
Yield 99%; 1H NMR (400 MHz, CDCl3) δ: 8.93 - 8.78 (m, 7H, β-pyrrolic), 7.88 – 7.72 (m, 8
H, Ar), 7.58 – 7.46 (m, 5H, Ar, vinyl-H), 7.10 (d, 1H, J = 12.0 Hz, vinyl-H), 6.47 (d, 1H, J = 15.7
Hz, vinyl-H), 2.64 – 2.53 (m, 24H, CH3), -2.75 (br s, 2H, NH); HRMS (ESI, (M+1)+): found:
867.3930, requires for C58H51N4O4: 867.3905.

GD1: 3-(5,10,15,20-tetraphenylporphyrinato zinc (II)-2-yl)-2-cyanoacrylic acid1
GD2:

2-{3-[5,10,15,20-Tetrakis(3,5-dimethylphenyl)porphinato

allylidene}malonic acid3
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Zinc

(II)-2-yl]-

PX36 dye was synthesised by Dr. Pawel Wagner as follows:

4,4’”-Dihexyl-2,2’:5’,2”:5”:2”’-quaterthiophene 3: Sodium boronate 1 (4.84 g, 19.5 mmol) and
4,4’-dibromo-2,2’-bithiophene 2 were dissolved in dimethoxyethane (60 mL) and brought to reflux.
Saturated aqueous sodium bicarbonate solution (30 mL) was added followed by Pd(PPh 3)4 (0.55 g,
0.5 mmol). The resulting mixture was refluxed overnight under argon. After cooling, the yellow
solid was filtered off and washed with water then methanol. The solid was dissolved in
dichloromethane and filtered through pad of silica. The solvent was removed under reduced pressure
at 50oC. The yellow solid was redissolved in minimal amount of dichloromethane and precipitated
by methanol.
Yield: 73%; 1H NMR (CDCl3, 400 MHz) δH: 7.05 (d, 2H, J = 3.9 Hz), 7.04 (d, 2H, J = 3.9 Hz),
7.01 (d, 2H, J = 1.3 Hz), 6.81 (d, 2H, J = 1.3 Hz), 2.58 (t, 4H, J = 7.7 Hz), 1.68 – 1.58 (m, 4H), 1.41
– 1.28 (m, 12H), 0.90 (t, 6H, J = 6.7 Hz);

C NMR (CDCl3, 100 MHz) δC: 144.2, 136.7, 136.6,

13

135.7, 125.1, 124.1, 124.0, 119.2, 31.7, 30.5, 30.4, 29.0, 22.6, 14.1; HRMS: Found: [M+H] +
499.1634, molecular formula C28H35S4 requires [M+H]+ 499.1616.

4,4’”-Dihexyl-[2,2’:5’,2”:5”:2”’-quaterthiophene]-5-carbaldehyde 4: To DMF (0.97 g, 6.3
mmol) cooled to 0oC, POCl3 (0.56 g, 7.6 mmol) was added dropwise. The mixture was stirred at
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0oC for 15 min then solution of 3 (1.21 g, 2.4 mmol) in chloroform (25 mL) was added and the
mixture was refluxed for 30 min. After that time, another batch of the Vilsmeyer reagent (prepared
from the same amount of reagents as the first one) was added and the resulting mixture was refluxed
for additional 15 min. The reaction mixture was poured into cold water (200 mL) and diluted with
chloroform (100 mL). The organic layer was washed twice with water then saturated water solution
of sodium bicarbonate. The organic layer was separated, triethylamine (3 mL) was added and the
mixturer was dried over magnesium sulfate then evaporated to dryness under reduced pressure at
50oC. The remaining solid was purified on silica using dichloromethane as an eluent.
Yield: 64%; 1H NMR (CDCl3, 400 MHz) δH: 9.99 (s, 1H), 7.24 (d, 1H. J = 3.9 Hz), 7.11 (d, 1H,
3.8 Hz), 7.07 (d, 1H, J = 3.8 Hz), 7.06 (d, 1H, J = 4.0 Hz), 7.05 (s, 1H), 7.03 (d, 1H, J = 1.3 Hz),
6.83 (d, 1H, J = 1.3 Hz), 2.93 (t, 2H, J = 7.8 Hz), 2.59 (t, 2H, J = 7.8 Hz), 1.72 – 1.58 (m, 12H), 0.92
– 0.88 (m, 6H); HRMS: Found: [M+H]+ 527.1579, molecular formula C29H35OS4 requires [M+H]+
527.1565.

5”’-Bromo-4,4’”-dihexyl-[2,2’:5’,2”:5”:2”’-quaterthiophene]-5-carbaldehyde 5: Aldehyde 4
(0.73 g, 1.4 mmol) was dissolved in dichloromethane (25 mL) then NBS (0.27 g, 1.5 mmol) was
added in one portion. The resulting mixture was stirred at r. t. overnight then precipitated by
methanol (50 mL) to give 5 as orange powder.
Yield: 92%; 1H NMR (CDCl3, 400 MHz) δH: 9.99 (s, 1H), 7.25 (d, 1H, J = 3.9 Hz), 7.11 (d, 1H,
J = 3.7 Hz), 7.10 (d, 1H, J = 3.7 Hz), 7.05 (s, 1H), 7.01 (d, 1H, J = 3.9 Hz), 6.88 (s, 1H), 2.92 (t, 2H,
J = 7.5 Hz), 2.55 (t, 2H, J = 7.5 Hz), 1.75 – 1.66 (m, 2H), 1.65 – 1.56 (m, 2H), 1.45 – 1.28 (m, 12H),
0.90 (t, 3H, 6.5 Hz), 0.89 (t, 3H, 6.5 Hz); HRMS: Found: [M+H] + 605.0658, molecular formula
C29H34BrOS4 requires [M+H]+ 605.0670.
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5”’-[4-(diphenylamino)phenyl]-4,4’”-dihexyl-[2,2’:5’,2”:5”:2”’-quaterthiophene]-5carbaldehyde 6: Aldehyde 5 (0.16 g, 3 x 10-4 mol) and 4-(diphenylamino)phenylboronic acid (0.12
g, 4.5 x 10-4 mol) were dissolved in dimethoxyethane (15 mL) and brought to reflux. The aqueous
solution of potassium carbonate (1M, 5 mL) was added followed by Pd(PPh3)4 (13 mg, 1.2 x 10-5
mol). The resulting mixture was stirred at 90 oC overnight. After cooling, the mixture was diluted
with chloroform; the organic layer was separated, dried over magnesium sulfate and evaporated to
dryness under reduced pressure at 50oC. The resulting red viscous oil was purified on short silica
column using dichloromethane as an eluent.
Yield: 57%; 1H NMR (CDCl3, 400 MHz) δH: 9.99 (s, 1H), 7.32 – 7.24 (m, 6H), 7.18 – 7.01 (m,
14H), 2.93 (t, 2H, J = 7.1 Hz), 2.65 (t, 2H, J = 7.1 Hz), 1.76 – 1.67 (m, 2H), 1.66 – 1.59 (m, 2H),
1.44 – 1.27 (m, 12H), 0.90 (t, 3H, J = 6.9 Hz), 0.88 (t, 3H, J = 6.9 Hz); HRMS: Found: [M+H] +
770.2627, molecular formula C47H48NOS4 requires [M+H]+ 770.2613.

2-cyano-3-{5”’-[4-(diphenylamino)phenyl]-4,4’”-dihexyl-[2,2’:5’,2”:5”:2”’-quaterthiophen-5yl]}acrylic acid PX36: Aldehyde 6 (132 mg, 1.6 x 10 -4 mol) and cyanoacetic acid (135 mg, 1.6
mmol) were dissolved in THF : acetic acid mixture (1 : 1, 6 mL), ammonium acetate (117 mg, 1.6
mmol) was added and the resulting mixture was stirred at 70 oC for 24 h. Afterwards, water (50 mL)
was added and the mixture was stirred vigorously for 15 min. The resulting red powder was filtered
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off, washed several times with water then vacuum dried at 60oC overnight.
Yield: 99%; 1H NMR (DMS-d6, 400 MHz) δH: 8.30 (s, 1H), 7.61 (d, 1H, J = 3.7 Hz), 7.55 (s,
1H), 7.43 (d, 1H, J = 3.9 Hz), 7.42 (d, 1H, J = 3.9 Hz), 7.39 – 7.30 (m, 8H), 7.13 – 7.09 (m, 6H),
7.04 – 7.01 (m, 2H), 2.81 (t, 2H, J = 7.5 Hz), 2.64 (t, 2H, J = 7.5 Hz), 1.67 – 1.56 (m, 4H), 1.36 –
1.27 (m, 12 H), 0.88 (t, 3H, J = 6.9 Hz), 0.85 (t, 3H, J = 6.9 Hz); HRMS: Found: [M-H]- 835.2517,
molecular formula C50H47NO2S4 requires [M-H]- 835.2526.

1.2. Redox mediators
The redox mediators employed in this thesis were synthesised by Dr. Pawel Wagner except
[Co(bpypz)2]2+/3+ and [Co(phen-cl)3]2+/3+ synthesised by Prof. Mutsumi Kimura at Shinshu
University in Japan. The synthesis procedure of the compounds provided by Dr. Wagner and Prof.
Kimura are as follows:

Cobalt(Ⅱ/Ⅲ) tris(2,2’-bipyridine), [Co(bpy)3]2+/3+, and cobalt(Ⅱ/Ⅲ) tris(4,4’-dimethyl-2,2’bipyridine), [Co(bpy-dm)3]2+/3+, and Cobalt(Ⅱ/Ⅲ) tris(4,4’-dimethoxy-2,2’-bipyridine), [Co(bpydmetho)3]2+/3+ were synthesized as follows:
Cobalt(II) chloride hexahydrate (0.476 g, 2.0 mmol) was dissolved in methanol (25 mL) then 3
equivalents of bispyridine ligand were added and the resulting mixture was refluxed for 1h. To the
hot solution a ten-fold excess of LiTFSI was added and the mixture was allowed to cool down to
room temp. The resulting yellow solid was separated by filtration or decanting to give Co 2+
complexes.
Co2+ complex (0.4 mmol) was dissolved in dry AN (10 mL) and 1.2 equivalent of nitrosonium
tetrafluoroborate was added at ones. The resulting mixture was stirred at room temp. for 1 hour then
3-fold excess of LiTFSI was added. The mixture was stirred for additional 15 minutes then treated
with excess of water. The resulting solid was separated by filtration or decantation, washed by water
and dried to give Co3+ complexes.
Analysis of [Co(bpy)3]2+/3+ and [Co(bpy-dm)3]2+/3+ was identical with that described before,4
and the analysis of [Co(bpy-metho)3]2+/3+ was as follows:
Co2+: Elemental Analysis: Calc. for C40H36N8F12O14S4Co [%]: C 37.89, H 2.86, N 8.84. Found:
C 37.51, H 2.97, N 8.66.
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Co3+: Elemental Analysis: Calc. for C42H36N9F18O18S6Co [%]: C 32.59, H 2.34, N 8.14. Found:
C 32.33, H 2.42, N 7.97.

To synthesize cobalt(Ⅱ/Ⅲ) bis[6-(1H-pyrazol-1-yl)-2,2’-bipyridine], [Co(bpypz)2]2+/3+, the
ligand bpypz has been prepared according to the synthetic procedures reported previously. 5
[Co(bpypz)2](B(CN)4)2:6 Bpypz ligand (200 mg, 0.90 mmol) was dissolved in methanol (3
mL) under N2 atmosphere. After complete dissolution of bpypz ligand, CoCl 2 6H2O (96 mg, 0.41
mmol) was added to the solution and refluxed for 2 h. After cooling to room temperature, KB(CN) 4
(139 mg, 0.70 mmol) was added to the mixture. The mixture was stirred for 10 min at room
temperature and water (10 mL) was added. The resulted precipitate was collected on a membrane
filter and dried in vacuo. The product was purified by recrystallization from methanol and water
twice.
Yield: 76 %. 1H NMR (400MHz, DMSO-d6):  8.91 (br s, 3H), 8.73 (br d, J = 3.6 Hz, 3H), 8.59
(br d, J = 8.5 Hz, 3H), 8.33 (br d, J = 7.5 Hz, 3H), 8.14 (br t, J = 7.7 Hz, 3H), 8.04 – 7.96 (m, 6H),
7.87 (br s, 3H), 7.51 (br t, J = 5.6 Hz, 3H), 6.64 (br s, 1H); ESI-TOF-Ms: m/z: calculated for
C26H20N8CoB(CN)4 618.1359; found 618.1403 [(M-B(CN)4)+].
[Co(bpypz)2](B(CN)4)3: [Co(bpypz)2](B(CN)4)2 (100 mg, 0.14 mmol) was dissolved in
acetonitrile (2.5 mL) under N2. NOBF4 (24.5 mg, 0.21 mmol) was added to the solution and stirred
for 30 min at room temperature. After 30 min, of KB(CN) 4 (43.1 mg, 0.28 mmol) was added to the
reaction mixture. After evaporation of acetonitrile, the resulting solid was recrystallised from
methanol and water.
Yield 56 %. 1H NMR (400MHz, DMSO-d6):   (br d, J = 3.0 Hz, 3H), 9.31 – 9.21 (m, 6H),
8.98 – 8.91 (m, 6H), 8.40 (dd, J = 1.8 and 8.0 Hz, 3H), 7.23 (d, J = 2.3 Hz, 6H), 7.57 – 6.50 (m, 6H),
6.87 (dd, J = 2.6 and 0.4 Hz, 6H); ESI-TOF-Ms: m/z: calculated for C26H20N8Co(B(CN)4)2 733.1575;
found 733.1653 [(M-B(CN)4)+].

Cobalt(Ⅱ/Ⅲ) tris(5-chloro-1,10’-phenanthroline), [Co(phen-cl)3]2+/3+ was synthesized as
follows:7
[Co(phen-cl)3](B(CN)4)2: 5-chloro-1,10-phenanthroline (1.07 g, 5.0 mmol) was dissolved in
methanol (10 mL) under N2 atmosphere. After complete dissolution of the phen-cl ligand, CoCl2
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6H2O (360 mg, 1.2 mol) was added to the solution and refluxed for 2 h. After cooling to room
temperature, KB(CN)4 (462 mg, 3.0 mmol) was added to the mixture. The mixture was stirred for
10 min at room temperature and of water (30 mL) was added. The resulted precipitate was collected
on a membrane filter and dried in vacuo. The product was purified by recrystallization from
methanol and water twice.
Yield: 96 %.. 1H NMR (400MHz, DMSO-d6):  9.18 (br s, 3H), 9.09( br s, 3H), 8.74 (br s, 3H),
8.51 (br s, 3H), 8.33 (br s, 3H), 7.95 (br s, 3H), 7.81 (br s, 3H); ESI-TOF-Ms: m/z: calculated for
C36H21N6Cl3CoB(CN)4 816.0441; found 816.0441 [(M-B(CN)4)+].
[Co(phen-cl)3](B(CN)4)3: [Co(phen-cl)3](B(CN)4)2 (200 mg, 0.21 mmol) was dissolved in
acetonitrile (5 mL) under N2. of NOBF4 (37.3 mg, 0.32 mmol) was added to the solution and stirred
for 30 min at room temperature. After 30 min, KB(CN) 4 (61.5 mg, 0.40 mmol) was added to the
reaction mixture. After evaporation of acetonitrile, the resulting solid was recrystallized from
methanol and water.
Yield 71 %. 1H NMR (400MHz, CD3CN):  9.26 – 9.20 (m, 3H), 8.98 – 8.83 (m, 3H), 8.65 (dd,
J = 2.8 and 1.9 Hz, 3H), 8.05 – 7.97 (m, 3H), 7.95 – 7.87 (m, 3H), 7.63 – 7.45 (m, 6H).

TPAA (tris-(p-anisyl)amine): Iodoanisole (4.41 g, 18.8 mmol), bis(4-methoxyphenyl)amine
(5.18 g, 22.6 mmol) were dissolved in dry toluene (100 mL), then Pd(dppf)Cl 2 (0.73 g, 1 mmol) was
added followed by sodium tert-butoxide (6.08 g, 63 mmol). The resulting mixture was refluxed for
3 h under argon. The resulting brown slurry was filtered through celite and evaporated to dryness.
The remaining was purified on silica using hexane: dichloromethane (DCM) mixture (1:2) as an
eluent to give a yellowish oil which solidified with time.
Yield: 45%; The spectroscopic data was identical to reported before.8

[Co(terpy)2]3+: Cobalt complex (0.76 g, 7 × 10−4 mol) was dissolved in dry acetonitrile (10 mL)
then NOBF4 (0.11 g, 9 × 10-4 mol) was added. The resulting mixture was stirred at room temperature
for 1 h. Afterwards LiTFSI was added (1.22 g, 4.2 mmol) and the stirring continued for another 30
min. The solvent was removed under reduced pressure at 50 oC and the resulting viscous oil was
treated with water (50 mL). The solid was filtered off, washed with water then vacuum dried at 60 oC
overnight.
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Yield: 97 %; Elemental Analysis: found: C 31.84 %, H 1.42 %, N 9.05; requires for
C36H22N9CoF18O12S6: C 31.66 %, H 1.62 %, N 9.23 %.

Synthesis of the cobalt complexes with mixed ligands. The ‘mixed’ cobalt complexes were
synthesized by first coordinating two bipyridine ligands (either nonyl or methyl derivative) then
adding to the red solution the complementary 1 equivalent of ligand. The colour of the solutions
turned yellow what was indicative for tris(bipyridine) complex formation. Because, as reported
before,9-10 the ligands in tris(bipyridine) complexes are labile, the synthesized compounds were
obtained as dynamic mixtures of four possible isomers A – D. (Figure A1.1). This fact was
confirmed by the ESI-MS analysis where all isomers were detected. (Figure 5.3 and 5.4).

Figure A1.1. Dynamic mixtures of four possible isomers A – D.

Since it would be difficult to establish the exact ratio of isomers A – D some assumption has to
be made. Basing on the fact that the ligand exchange process is fast2 and the affinity of both ligands
to cobalt would be almost identical (the difference in electronic effect of methyl and nonyl
substituent is negligible) it is likely that the ratio of isomers can be estimated by the binomial
distribution. In the case when the 4,4’-dinonyl-2,2’-bipyridine ligand (bpy) was used as the major
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component (twice as dimethyl derivative) the distribution would be as follows: A – 3.7 %, B – 22.2
%, C – 44.4 % and D – 29.6%. In the case when the 4,4’-dimethyl-2,2’-bipyridine was used in
excess, this trend would be reversed: A – 29.6 %, B – 44.4 %, C – 22.2 % and D – 3.7 %.

General procedure for Co(bpy)3TFSI2 synthesis:
Cobalt chloride hexahydrate (0.48 g, 2.0 mmol) was dissolved in hot methanol (25 mL) then
major ligand was added (4.0 mmol). The resulting mixture was refluxed for 1 h. After this time the
complementary ligand was added (2.0 mmol) and the mixture was refluxed for additional 30 min.
LiTFSI (4.10 g, 14.3 mmol) was added to the hot reaction and allowed to cool down to room
temperature over 1 h. The yellow solid was filtered off, washed with methanol then vacuum dried
at 60oC overnight.
Bis(4,4’-dimethyl-2,2’-bipyridine)(4,4’-dinonyl-2,2’-bipyridine)cobalt(Ⅱ)
bis(trifluoromethane)sulfonimide: Yield: 45 %; Elemental Analysis: found: C 48.59 %, H 5.10
%, N 8.11; requires for C56H68N8CoF12O8S4: C 48.17 %, H 4.91 %, N 8.02 %.
(4,4’-dimethyl-2,2’-bipyridine)bis(4,4’-dinonyl-2,2’-bipyridine)cobalt(Ⅱ)
bis(trifluoromethane)sulfonimide: Yield: 80 %; Elemental Analysis: found: C 53.45 %, H 6.48
%, 6.98 %; requires for C72H100N8CoF12O8S4: C 53.36, H 6.22, N 6.91.
General procedure for Co(bpy)3TFSI3 synthesis:
Cobalt complex (2.0 × 10−4 mol) was dissolved in dry acetonitrile (6 mL) then NOBF 4 (31 mg,
2.6 × 10-4 mol) was added. The resulting mixture was stirred at room temperature for 1 h. Afterwards
LiTFSI was added (0.37 g, 1.30 mmol) and the stirring continued for another 30 min. The solvent
was removed under reduced pressure at 50oC and the resulting dense oil was treated with water (50
mL). The oil broke to yellow crystals upon vigorous stirring or sonication. The solid was filtered
off, washed with water then vacuum dried at 60 oC overnight.
Bis(4,4’-dimethyl-2,2’-bipyridine)(4,4’-dinonyl-2,2’-bipyridine)cobalt(Ⅲ)
bis(trifluoromethane)sulfonimide: Yield: 72%; Elemental Analysis: found: C 41,63 %, H 4.22, N
7.73; requires for C58H68N9CoF18O12S6: C 41.55 %, H 4.09 %, N 7.52.
(4,4’-dimethyl-2,2’-bipyridine)bis(4,4’-dinonyl-2,2’-bipyridine)cobalt(Ⅲ)
bis(trifluoromethane)sulfonimide: Elemental Analysis: found: C 47.03 %, H 5.53 %, N 6.55 %;
requires for C74H100N9CoF18O12S6: C 46.76 %, H 5.30, N 6.63.
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Appendix 2. Chapter 3
Table A2.1. Observed forward electron transfer rate (kf, obs) and rate constant (Kf,obs) obtained
by fitting the decay curves to a stretched exponential function, and the driving force for
forward electron transfer (−∆Gf).
𝐾𝑓,𝑜𝑏𝑠 (M-1 s-1)

−∆Gf (eV)

0.2 M Co2+ / 0.02 M Co3+ 2.84 × 104 ± 2.41 × 103

1.42 × 105 ± 1.21 ×
104

0.401

(Cobpy-C1)2+/3+

0.2 M Co2+ / 0.02 M Co3+ 9.97 × 104 ± 1.72 × 104

4.98 × 105 ± 8.61 ×
104

0.533

MK2

(Cobpy-C4)2+/3+

0.2 M Co2+ / 0.02 M Co3+ 1.01 × 105 ± 5.67 × 103

5.35 × 105 ± 5.25 ×
104

0.571

MK2

(Cobpy-C9)2+/3+

0.2 M Co2+ / 0.02 M Co3+ 1.67 × 105 ± 2.51 × 104

8.33 × 105 ± 1.26 ×
105

0.538

MK2

(Cobpy)2+/3+

0.02 M Co2+ / 0.002 M
Co3+

1.70 × 103 ± 4.16 × 102

8.48 × 104 ± 2.08 ×
104

0.401

MK2

(Cobpy-C1)2+/3+

0.02 M Co2+ / 0.002 M
Co3+

5.66 × 103 ± 9.83 × 102

2.83 × 105 ± 4.91 ×
104

0.533

MK2

(Cobpy-C4)2+/3+

0.02 M Co2+ / 0.002 M
Co3+

4.82 × 103 ± 1.24 × 103

2.41 × 105 ± 6.18 ×
104

0.571

MK2

(Cobpy-C9)2+/3+

0.02 M Co2+ / 0.002 M
Co3+

7.29 × 104 ± 2.95 × 103

3.64 × 106 ± 1.47 ×
105

0.538

MK3

(Cobpy-C1)2+/3+

0.2 M Co2+ / 0.02 M Co3+

8.62 × 105

4.31 × 106

MK3

(Cobpy-C9)2+/3+

0.2 M Co2+ / 0.02 M Co3+

2.25 × 105

1.12 × 106

Dye

Redox mediator

MK2

(Cobpy)2+/3+

MK2

𝑘𝑓,𝑜𝑏𝑠 (s-1)

Concentration (M)

Charge transfer kinetic determination using stretched exponential fitting
The observed forward electron transfer rate (𝑘𝑓,𝑜𝑏𝑠 ) and rate constant (𝐾𝑓,𝑜𝑏𝑠 ) were determined
by using stretched exponential fitting (eq. S1) as reported by Anderson et al.11
∆𝑂𝐷(𝑡) =  ∆𝑂𝐷(𝑡=0) 𝑒

𝑡 𝛽
)
𝜏𝑤𝑤

−(

(S1)

where, ∆𝑂𝐷(𝑡) is change in optical density with time, ∆𝑂𝐷(𝑡=0) is the initial magnitude of the
signal, 𝜏𝑤𝑤 is characteristic stretched exponential lifetime, and 𝛽 is the stretching parameter. The
observed lifetime (𝜏𝑜𝑏𝑠 ) and the observed rate (𝑘𝑜𝑏𝑠 ) were calculated using a gamma function (Γ)
eq. S2 and eq. S3, respectively.
𝜏𝑜𝑏𝑠 = 
𝑘𝑜𝑏𝑠 = 

𝜏𝑤𝑤
𝛽

1

Γ( )

(S2)

𝛽

1

(S3)

𝜏𝑜𝑏𝑠
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The observed forward electron transfer rate (𝑘𝑓,𝑜𝑏𝑠 ) and the rate constant (𝐾𝑓,𝑜𝑏𝑠 ) were calculated
by using eq. S4 and eq. S5, respectively:
𝑘𝑓,𝑜𝑏𝑠 = 𝑘𝑜𝑏𝑠 − 𝑘𝑏,𝑜𝑏𝑠
𝐾𝑓,𝑜𝑏𝑠 =

(S4)

(𝑘𝑜𝑏𝑠 −𝑘𝑏,𝑜𝑏𝑠 )

(S5)

[𝑀]

where, 𝑘𝑏,𝑜𝑏𝑠 is the observed rate in the absence of redox mediators in the electrolyte and [𝑀] is
the concentration of reduced Co2+ species in the electrolyte.

Table A2.2. Fitting parameters used to calculate rate (kf,obs) and rate constant (Kf,obs)
of forward electron transfer rate and rate constant
Redox
mediator

ΔOD

Kf,obs
τww (s)

Molecule
(Concentrat

β

Γ

τobs (s)

kobs (s-1)

kf,obs (s-1)
(M-1 s-1)

(t=0)

ion)
Mk2

(Cobpy)2+/3+

0.00

2.44

(0.2M/0.02

164

×10-5

(Cobpy-

0.00

9.78

C1)2+/3+

120

×10-6

(Cobpy-

9.08

8.79

2+/3+

-4

-6

0.6994

0.8859

3.09

3.24×10

3.21×10

1.60×10

×10-5

4

4

5

1.18

8.45×10

8.42×10

4.21×10

×10-5

4

4

5

1.00

9.97×10

9.94×10

4.97×10

4

4

5

5.25

1.91×10

1.90×10

9.51×10

×10-6

5

5

5

6.10

1.64

1.32×10

6.62×10

×10-4

×103

3

4

1.69

5.92

5.61×10

2.80×10

-4

3

3

5

M)
Mk2

0.7358

0.8901

(0.2M/0.02
M)
Mk2

C4)

×10

×10

0.7928

0.9039

×10

-5

(0.2M/0.02
M)
Mk2

(Cobpy-

9.07

4.29

C9)2+/3+

×10-4

×10-6

(Cobpy)2+/3+

6.60

4.16

(0.02M/0.0

×10-4

×10-4

(Cobpy-

6.93

1.28

2+/3+

-4

-4

0.7264

0.8886

(0.2M/0.02
M)
Mk2

0.6130

0.8972

02M)
Mk2

C1)

×10

×10

0.6695

0.8859

×10

(0.02M/0.0
02M)

206

×10

Mk2

(Cobpy-

7.62

1.11

C4)2+/3+

×10-4

×10-4

(Cobpy-

8.15

9.56

C9)2+/3+

×10-4

×10-6

1.02

7.16

0.6119

0.8976

1.63

6.12

5.80×10

2.90×10

×10-4

×103

3

5

1.32

7.56

7.53×10

3.77×10

×10-5

×104

4

6

1.16

8.62

8.62×10

4.31×10

×10-6

×105

5

6

4.45

2.25

2.25×10

1.12×10

×10-6

×105

5

6

(0.02M/0.0
02M)
Mk2

0.6428

0.8891

(0.02M/0.0
02M)
Mk3

(CobpyC1)2+/3+

0.5685

0.9209

×10-7

(0.2M/0.02
M)
MK3

(CobpyC9)2+/3+

1.01

3.14

0.6298

×10-6

(0.2M/0.02
M)

207

0.8920

Appendix 3. Chapters 4 to 6
TA decay curve fitting by stretched exponential decay function. The TA decay curves showed
biphasic behaviour were fitted to two stretched -exponential functions as described in equation
A3.1,

∆𝑂𝐷(𝑡) = ∆𝑂𝐷(𝑡=0) 𝑒

−(

𝛽
𝑡
)
𝜏𝑤𝑤

𝑡

+ ∆𝑂𝐷(𝑡=𝑠) 𝑒

−( 𝑠
𝜏

𝑤𝑤

)

𝛽𝑠

(A3.1)

𝑠
where, ∆𝑂𝐷(𝑡=𝑠) , 𝜏𝑤𝑤
, and 𝛽𝑠 are the initial magnitude of the TA signal, the stretched -exponential

lifetime, and the stretch parameter of the second phase, respectively. The parameters for the first
phase were used for 𝜏1/2 ,𝑘1/2 , and 𝐾1/2 values presented in Chapters 4 to 6.

Table A3.1. Initial OD (OD(t=0)), stretched-exponential lifetime (ww), stretch parameter (),
half-decay time (1/2), half-decay rate (k1/2), and ET rate (kmm) between the surface-bound
molecules and Co2+ complexes in the electrolytes A to D, obtained by fitting the TA decays
present in the manuscript using stretched-exponential decay function.
Electrolyte
Electrode

OD(t=0)

ww / s



1/2 / s

k1/2 / s−1

kmm / s−1

I (inert)

9.66×10−4

1.37×10−3

0.61

7.49×10−4

1.34×103

-

A/0

8.32×10−4

1.01×10−7

0.54

5.09×10−8

1.96×107

1.96×107

B / 0.33

5.52×10−4

2.74×10−7

0.51

1.34×10−7

7.45×106

7.45×106

C / 0.66

7.37×10−4

1.04×10−6

0.67

6.02×10−7

1.66×106

1.66×106

D / 1.0

7.57×10−4

5.54×10−6

0.74

3.38×10−6

2.96×105

2.94×105

I (inert)

0.068

4.20×10−4

0.37

1.55×10−4

6.44×103

-

/

Ligand

ratio
N719TiO2
N719TiO2
N719TiO2
N719TiO2
N719TiO2
MK2TiO2
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MK2A/0

1.20×10−3

9.78×10−6

0.74

5.94×10−6

1.68×105

1.65×105

B / 0.33

9.68×10−4

5.40×10−6

0.74

3.30×10−6

3.03×105

3.00×105

C / 0.66

1.01×10−3

3.86×10−6

0.65

2.20×10−6

4.54×105

4.51×105

D / 1.0

9.43×10−4

3.95×10−6

0.68

2.31×10−6

4.34×105

4.30×105

TiO2
MK2TiO2
MK2TiO2
MK2TiO2

Figure A3.1. TA signals measured by sub-ns TA setup (black) and by ns TA setup (red) and
stretched-exponential fits to the measured curves.

Discussion of the significantly different fits between TA curves by sub-ns and ns setups,
shown in Figures A3.1a, b, e, f. Photoluminescence signal was subtracted from the ns TA
measurement by measuring OD decays with and without probe on (ODpump+probe – ODpump).
However, the presence of strong photoluminescence signal saturating the detector resulted in the
reduction of the effective bandwidth of the photoreceiver, leading to the exponential-like RC decay
of the positive OD signal shown in Figure A3.1. Stretched-exponential fitting on this erroneous
detector signal resulted in overestimation of the initial signal magnitude and a much shorter apparent
dye regeneration lifetime. The sub-ns setup was equipped by a spectrometer with a narrower
bandwidth, therefore the photoluminescence signal was filtered out to a level not saturating the
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detector. Therefore, this artefact was eliminated. This benefit was unique to our setups therefore not
included in the discussion in Figure 6.1.
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