Abstract. We are concerned with the study of a class of linear boundary optimal control systems associated to the Laplace operator on a regular bounded domain in the n dimensional Euclidean space obtained by perturbing a singular system. The sets of admissible controls, taken here, sire closed convex subsets of the Hilbert space of all square integrable functions on the boundary, verifying some natural conditions. The cost functional, used here, is singular. For these systems, we prove the existence of the (perturbed) states and optimal controls, and study their convergence.
Let U ad be a (non void) closed convex subset of L 2 (T). For such set fad, we shall consider three properties:
(H 1) There exists a finite dimensional subspace U of L 2 (r) containing and |r| is the Lebesgue measure of the set I\ We introduce the following property:
We notice that (H 3) implies (H 2). When
The purpose of this paper is to prove, under the assumptions (H 1), (H 2) and (H 4) that the net u e converges strongly in L 2 (r) to ttoo while y e converges strongly in ii 1 (fi) to yoc-It would be also interesting to find out other conditions concerning sets U a d of admissible controls ensuring:
(i) the existence/uniqueness of the optimal control u t for each e > 0, (ii) a convergence (in some sense) of (u e ,y e ) to (uoo,y<x>) when e -> 0.
1.6. This paper is organized as follows. In the next section we establish some preliminary results. In the third (and last) section we prove our main result (see Theorem 3.1), where the convergence of the optimal controls and the corresponding states are established.
Preliminary results
2.1. Throughout this paper we suppose that the boundary is smooth enough, i.e. that it is at least T = dfi € C 2 . By using Lax-Milgram theorem, we see that for each e > 0 and for each v £ L 2 (r), there exists a unique solution y e (v) 6 if 1 (ii) to the system (P e ) (v) . The aim of the next proposition is to give some properties of the map T e : L 2 
(T) -> L 2 (T) which associates to every v € L 2 (T) the trace (on T) of the solution y e (v).

Proposition.
For every e > 0, the mapping T t : 
(r). Then {y e (v) : v £ B} is bounded in H 1^) .
Therefore (see [8] , Theorem 4, p. 143) the set of its traces on T is conditionally compact in the Hilbert space L 2 (r). This proves our proposition.
• An easy consequence of Proposition 2.2 is the following lemma concerning the cost functional J e .
One may notice that for an arbitrary set U a d, optimal controls do not always exist. Indeed, if U a d fails to satisfy (HI), then it may happen that no solution exists for the problem (Q e ). Let us give an example of such situation.
Suppose that an optimal control u t exists. We recall that C 2 (r) (the set of functions such that their first and second derivatives are continuous on T) is dense in L 2 (V). So, we may find a sequence (f n ) of elements in C 2 {T) converging to h in the Hilbert space L 2 (T). Now, by a well known result (see [8] , p. 223) the following Dirichlet problem:
has a unique solution ip n G H 2 (tt). For every integer n, we put tt" )£ eip n \ r + ^jVnlr-Then u" te belongs to L 2 (T), and clearly, ip n is the solution to the system (P e ){u n^) . Therefore the sequence (/" = T e (ip n )) n converges to h in L 2 (T). Thus we have
from which we get h = y e (u e ) € H 1 (r), a contradiction. Therefore, in this case, one can not find optimal controls.
The assumption (H 1) is sufficient to ensure the existence of an optimal control u e . 
(r) and lety e (v) designate the unique solution to the system (P t )(v). Then (a) The following assertions are equivalent: (i) The net (y £ (v)) e (of traces) is bounded in L 2 (F). (ii) v belongs to 1^(1"). (iii) The net (y £ (v)) £ (of states) is bounded in i7 1 (i2). (b) If one of the previous assertions holds true, then we have y £ (v) G V = {y G : J r y dy = 0} for all e > 0, and (y £ (v)) £ converges to yo(v) strongly in the Sobolev space where yo(v) is the unique element in V satisfying the system (P)(v).
Proof. Let v G L 2 (V). Then y £ (v)
is the unique element in ii" 1 (O) verifying 
. This proves that (i) implies (ii). Suppose that v G £O(r).
Then from (7) we obtain that y £ (v) dy = 0. (i.e. that y € (v) G V). By using (7) and the variational formulation of the system (P)(v), we get Using one more time the variational formulation of the system (Pe)(v), we obtain (12) ||ye(v)|lv < \vyt(v)dy < |M|i2(r)||y£(«)||L2(r) < A|M|La(r)||y«(t;)||v. r
Prom (11) and (12) we deduce that (13) ||ye(t,) -y0(v)\\v < 6A 3 ||H|L2(r), Vc > 0.
Prom (13) one may see that the net (ye(v))e is bounded and converges strongly in H 1 (fi) to yo(v) when e -> 0. This proves (b) and shows that (ii) implies (iii). The trace theorem ensures that (iii) implies (i). Thus our proposition is completely proved. •
We end this section by establishing the following lemma.
LEMMA. LetUad be a closed convex subset of L 2 (Q) satisfying (H 1) and (H 2). Then we have
where u® is the orthogonal projection ofu£ on the space LQ(Q), for all e > 0.
Proof. For every e > 0, the states ye(and yo(«°) belong to V. Since the is a norm on V equivalent to the to V, it is sufficient to prove that By the trace Theorem, we know (see (10)) that one can find a positive constant A > 0 such that
Hence,
To finish, we need to show that the net of traces (y £ (it°)) £ is bounded in L 2 (r). To show this, let us write J e (u e ) < J e (w), where w is a fixed element in K a d• According to Proposition 2.6 the net (J e (w)) e is bounded. Therefore there exists a positive constant C > 0 such that n 2 (19)
Prom (19) we deduce that (y £ (u°)) £ is bounded in L 2 (r).
< C.
Main results
One of the main results of this paper is the following theorem: This inequality shows that (u £ ) £ is bounded in L 2 (r). Using (22) and (23), we conclude that the net (ti £ )o<e<i is bounded in L
(T).
For the sequel, we shall suppose that 0 < e < 1. Thus, there exists a subsequence (called again (u £ ) £ ) converging weakly (hence strongly) in L 2 (F) to a unique element u, G Uad-2) To simplify the notations, we set y £ (u € ) = y £ . Then, by using the variational formulation equivalent to the system (P £ )(« £ ), we get (24) |||Vy £ |||
Prom (22) and (24), we deduce that the net (y £ ) £ of states is bounded in /f 1 (Q). Therefore it converges weakly to an element z € if 1 (fi). It is easy to see that z satisfies the following relation (25) \VzVqdu = \u.qd'y, Vq € ii 1 (f2). n r But (25) implies that it. € K. a d and that 2 is a solution of the system (P)(u.). Hence, there exists a real constant /? such that z = yo(u,) + (3.
3) The compactness of the embedding of ii 1 (ii) into L 2 (T) (see for example [8] , p. 143) ensures the existence of a subsequence (called again (y £ ) £ ) which is converging strongly to z in the space L 2 (r). According to the lower semicontinuity of the norm in L 2 (r), we obtain (26) ||y 0 (u.) + 0-h\\ that the assertion (3.1.2) holds true. Therefore our theorem is completely proved.
• As a consequence of (the proof made for) Theorem 3.1, we have the following result. withli C ¿o(r). Then the net (u £ ) e of optimal controls converges strongly in L 2 (r) to u", and the net (y e (u e )) e of states converges strongly in the space H 1 (Q) to yo(ut.); when e -> 0.
