An adaptive multilevel correlation analysis, a kind of data-driven methodology, is proposed. The analysis is done by subdividing the time series into segments such that adjacent segments have significantly different mean values. It is shown that the proposed methodology can provide multilevel information about the correlation between two variables. An integrated coefficient with its significance testing is also proposed to summarize the correlation at each level. Using the adaptive multilevel correlation analysis methodology, the correlation between streamflow and water level is investigated for a case study, and the results indicate that real correlation might be far more complicated than the empirically constructed picture.
Introduction
The correlation between two variables is of great interest in most research fields. It has been treated as the analytical standard of modern science (Berkeley 1710) . One of the most common ways to characterize the correlation uses Pearson's correlation coefficient, r, which quantifies the strength and direction of the linear relationship between two variables (Rodgers and Nicewander 1988) . Given two variables X = {x i } and Y = {y i }, where i = 1, . . ., N, Pearson's correlation coefficient, r, is defined as:
and ranges from −1 to 1. In what follows, the symbol "r" or "correlation coefficient" will denote Pearson's r. The values −1 and 1 correspond to perfectly negative and positive linear correlation, respectively, while r = 0 indicates no correlation. According to this definition, it is easy to see that Pearson's correlation coefficient gives a global measurement of the correlation between two variables. In the development of correlation analysis, some modified versions have been proposed. One is autocorrelation analysis, which studies the correlation between two parts of the same variable with some lag. Another is local correlation analysis.
Autocorrelation is a very important property in statistical analysis, especially in hydrological studies. Strong autocorrelation has been reported to be ubiquitous in hydrological data (Hurst 1951 , Yang et al. 2010 , Zhang et al. 2011b , 2014 . Furthermore, its effect on modelling, simulation, and other statistical analyses has been considered (Yue et al. 2002 , Perrin et al. 2007 , Machiwal and Jha 2008 , Yang et al. 2010 , Lacombe et al. 2012 .
Any one variable, especially in real-life problems, generally consists of several components (Nikolić et al. 2012) , some with slow variations and some with fast variations. Generally, the slow components are also known as trends. Many methods have been proposed to extract trends. Two of them are commonly used in time series analysis, namely the moving average method and linear regression analysis (Wu et al. 2007 ). In addition, there are some advanced methods to extract trends, such as wavelets analysis (Combes et al. 1989 , Meyer 1992 and empirical mode decomposition (EMD) (Huang et al. 1998 , Wu et al. 2007 . The moving average method simply treats the local mean in the moving window as the trend. Although the principle of the moving average method is very simple, it works efficiently and effectively to extract the corresponding trends (Alvarez-Ramirez et al. 2005 , Zhang et al. 2011b . In contrast, the calculation of wavelet transformations and EMD is much more complicated. In addition, the selection of the wavelet function is always a problem. Therefore, we chose the moving average method to extract smooth trends as the slow components and then studied the correlation between the extracted trends.
Usually, the global correlation between two variables is dominated by the correlation between the components with slow variations. To check the correlation between fast components, i.e. at corresponding small scales, the local correlation analysis has to be developed with interest in more than just one global measure. One common method of local correlation analysis is to first partition the variables into segments, and then perform the local correlation analysis in each segment. Almost all existing local correlation analyses follow this method, such as a proposed local correlation coefficient (Fomel 2007) , scaled correlation analysis (Nikolić et al. 2012) , and general correlation analysis (Zhou et al. 2015) . However, a real challenge in local analysis performed in this way is how to segment a variable. For any of the aforementioned local correlation analyses, the variable must be divided into segments of equal length, which is the value of a pre-specified parameter. To this end, some knowledge is required to determine this length parameter. (In what follows, we also call the length parameter the scale to differentiate from another term, i.e., level.) However, it is usually difficult to pre-determine the scales for local analysis, particularly the case for real-life variables, such as hydrological series or meteorological series. Furthermore, for even one single series the different partitions may exhibit different behaviour involving the effects of processes at different scales. In this sense, current local analysis is not feasible.
The question arises: If we cannot simply segment the series equally, what should we do for local analysis? To answer this question, it is necessary to adaptively determine whether local correlation analysis should be considered, and, if so, the criterion needed to segment the studied series. Also, to avoid introducing any additional information, such a criterion should come directly from the definition of the existing correlation analysis.
This study proposes an adaptive multilevel correlation analysis, which aims at adaptively determining how to segment the variables, and then defining the levels for analysis according to the significance of segmentation. The local and integrated correlation coefficients and their significance are also given for each level. Using the proposed multilevel analysis, a multilevel model can be constructed to measure the correlation between two variables at each level.
Proposed methodology
For two vectors, X À x and Y À y, defined as departures from the mean values x and y, Pearson's correlation coefficient can, following the definition of inner product, be treated as a measure quantifying the angle between the vectors (Rodgers and Nicewander 1988) . However, it is often observed that different partitions of the variables have different mean values. For a stationary series, if we divide a variable into several parts and then shift the local mean to make these local mean values different, the combination of shifted local means can be treated as one kind of slow components. It has been reported in autocorrelation studies that such slow components, even if the extent of shifts is very small, can impact the autocorrelations (Giraitis et al. 2001, Granger and Hyung 2004) . Even for a variable that is uncorrelated, a strong autocorrelation may appear due to the introduction of these slow components (Giraitis et al. 2001) . Therefore, it is natural to conjecture that variables with different partitions having different mean values would also affect the correlation analysis.
To check this conjecture, we designed two numerical experiments. The first experiment is shown in Figure 1 . We generate random values of a variable (series), divide the variable into partitions, and then vertically shift these partitions in two different ways. Theoretically, one series is perfectly positively-correlated with itself, i.e. r = 1. The two resulting series displayed in Figure 1 , however, lead to r = 0.27. For the partitions with insignificant differences in mean values, such as that ranging from 1500 to 2000 in Figure 1 , the correlation is still perfect. In contrast, in the partition ranging from 1 to 400, which contains two segments with different mean values in one variable, the corresponding local coefficient is only 0.60.
In Figure 2 , we show the second experiment. Here, two uncorrelated series are generated (r = −0.04). For both of them, the partition from 500 to 1000 is vertically shifted to introduce Figure 1 . Constructed numerical example. One generated random variable is divided and vertically shifted in two different ways to form two new variables. The shaded partitions indicate the vertically shifted segments relative to the other parts of the variables. The dashed vertical lines mark the change points determined for each variable by the heuristic segmentation algorithm. In each detected segment, the calculated mean is denoted by the horizontal line. Combining the change points obtained for two variables, the two variables can be divided into seven segments. The k numbers marked to the right of the dashed vertical lines indicate that the corresponding change point(s) are employed to define the kth level (see Fig. 3 ). For example, the change points marked 2 are employed to cut the two variables into three segments, as shown in panel (a) of Figure 2 at the second level. a different mean. As a result, r increases to 0.48. However, in the unchanged ranges, i.e. 1-500 and 1000-2000, r is still very small, with values of 0.02 and −0.02, respectively.
These experimental results underscore the importance of x and y in the definition of the correlation coefficient. Therefore, it is reasonable to define the criterion of segmentation as the existence of a significant difference between the mean values of adjacent segments. It should be noted that this criterion comes totally from the definition of the correlation coefficient, so that no additional information needs to be introduced.
In the above numerical experiments, the importance of extracting the mean has been observed. Also, we have introduced the segmentation criterion. To achieve it, we need a segmentation method that can identify change points dividing the series into segments with significant mean values. The heuristic segmentation algorithm (Bernaola-Galván et al. 2001 , Fukuda et al. 2004 ) satisfies this requirement. Employing the heuristic segmentation algorithm, we can identify the change points, denoted CP X and CP Y , for each series X and Y, ensuring that the mean values of segments determined by the change points are significantly different. Then, the segmentation, for two series, satisfying the criterion can be obtained as CP ¼ CP X [ CP Y . To give an example, the identified change points and the final segmentation for the constructed numerical experiment are presented in Figure 1 .
To facilitate understanding of the segmentation method, the heuristic segmentation algorithm can be briefly described as follows (Bernaola-Galván et al. 2001 , Fukuda et al. 2004 ):
(1) Identification of change point: Move a sliding pointer from the left end to the right end of the series; calculate the t-test statistic for each pointer as t ¼
where μ, N and s are the mean, size and standard deviation of a sample, respectively, and subscript l or r, respectively, indicates the sample subset of the variable to the left or the right of the pointer; find t max , the maximum value of t for all pointers; check its significance by comparing Pðt max Þ with a threshold, P 0 (typically 0.95), where:
with η ¼ 4:19 ln N À 11:54 and δ ¼ 0:40, is empirically determined, N is the length of series to be segmented, and I x ða; bÞ is the incomplete beta function; marking t max as a change point if Pðt max Þ is larger than P 0 . (2) Segmentation of the variable series: Divide the series into segments according to the change point; perform step (1) for the two segments; for the change point found for each segment, if the t value between the subsegment and its neighbour (obtained by a previous division) is significant (PðtÞ>P 0 ) for both sides, then the change point can be treated as a new change point. (3) Repeat step (2) until no further change point can be found or the segmentation resolution limit is reached, i.e. the least length of the segment, L c , equals 20.
It should be noted that it is impossible to obtain the exact segmentation of a variable because of the complexity of calculation. In fact, an exact segmentation algorithm requires a computation time that scales as O(N N ), where N is the length of the series (Fukuda et al. 2004) . In practice, we can only accomplish a trade-off between the complexity of calculation and the desired precision of the result. The reliability of the heuristic segmentation algorithm has been shown by Bernaola-Galván et al. (2001) and checked by Fukuda et al. (2004) . Also, it should be noted that our main purpose is to propose an adaptive local correlation analysis rather than to compare the performance of different change-point-detection methods. In hydrological studies, one popular method to detect hydrological alterations is the "range of variability approach" (RVA) (Richter et al. 1997 , Yang et al. 2008 . In implementation of the RVA, more than 30 parameters have to be calculated. Also, many statistics other than the mean, such as standard deviation and coefficient of variation, have to be considered, which makes the procedure complicated. Tsakalias and Koutsoyiannis (1999) proposed another method to identify the shifting relationships among hydrological variables, such as multiple stage-discharge relationships, to study the homogeneity and temporal consistency of data, and to detect the outliers and trends in hydrological time series. However, there are also a lot of statistics to be considered for implementation of this analysis, such as the determination coefficient, standardized residual, standard deviation of residuals, runs, and marginal outliers. As mentioned, in this study we pay attention only to the importance of the change of mean. Therefore, it is thought that the heuristic segmentation algorithm employed is an acceptable segmentation algorithm for our purpose. Another point we would like to clarify is that the significance test is based on the difference between the local means to the left and the right of the sliding pointer, μ l and μ r , rather than the original data analysed.
The procedure of the heuristic segmentation algorithm shows that the change points are actually identified level by level according to the significance of corresponding t. Based on the method of identifying change points, the levels can be hierarchically defined in accordance with the identification of change points:
(1) Set the correlation analysis between two original series as the first level. (2) If any change point(s), referring to the points corresponding to the vertical lines marked 2 in Figure 1 and num2, can be identified by step (1) of the heuristic segmentation algorithm in any one of the original series, then two series can be segmented by the newly found change point(s) so that local correlation analysis is performed in these new segments. This is the second level. (3) On further detection of the change points in the segments detected in the second level, if any more change points can be found, we add another level. (4) End the definition until no more change points can be found.
It should be noted that for one series the heuristic segmentation algorithm detects the most significant change point so that two segments form. Then the heuristic segmentation algorithm further detects the most significant change point in each segment. It stops working when no more significant change points can be found or all segments are no longer than L c . Therefore, it is easy to observe that the second level is defined by the change points with the most significance, the third, if any, by the change points detected in the segments newly found at the second level with the most significance, and so on. Additionally, based on the above system of defining the levels, at the first level we have a global description of the two series. With an increase of levels, more details can be found. Given that the number of levels is also controlled by L c , the lower value of L c , the more details can be observed.
As marked by the vertical dashed lines in Figures 1 and 2 , the change points can be clearly detected. Panel (a) in Figures 3 and 4 provides a correlation structure illustrated by the segments formed at each level, while panel (b) shows the correlation coefficients obtained for segments at each level. It can be observed for the first experiment that the first level correlation coefficient is not good, only about 0.27. However, at higher levels, the local correlation coefficients become larger, especially at the fourth level, at which all seven segments are found. All estimated local coefficients are larger than 0.97, very close to the expected value, 1. Similarly, with regard to the second experiment, the correlation coefficient at the first level is up to 0.48, but the local coefficients decrease to nearly the expected value of 0 at the third level.
As mentioned, variables usually consist of fast and slow components. General correlation analysis can only uncover the property between slow components. However, correlations between both fast and slow components are important for understanding the relationship between two variables. In addition, the change points essentially show how the dynamics of variables change. This emphasizes the capability of the adaptive multilevel correlation, i.e. studying the correlation level by level according to the significance of the change points. In this manner, from the upper level we can know the correlation between slow components, and from the bottom level, the correlation between fast components, as illustrated in panels (a) and (b) in Figures 3 and 4 . Also, we can observe how the correlation changes with time.
To provide an integrated indicator at each level, we propose an integrated correlation coefficientr ðkÞ at the kth level, considering all local correlation coefficients at this level. At each level, the Hunter-Schmidt method (Hunter et al. 1982 , Hunter and Schmidt 1990 , Field 2001 ) was employed to integrate local information and to test its significance. At the kth level, given the local coefficients fr Following the definition ofr ðkÞ , it is equal to 1 or −1 only when all segments of the series are perfectly positively or negatively correlated. With ZrðkÞ, the significance level can be tested following the standard Z-test. With regard to the first numerical example, the integratedr ðkÞ values are calculated as 0.27, 0.78, 0.95 and 0.99 and are significant at the 0.05 level at the first to fourth level, respectively. For the second numerical experiment,r ðkÞ for each level are 0.48, 0.26 and −0.03, among which the correlation at the third level is insignificant at the 0.05 level. The correlation at different levels can then be easily compared viar ðkÞ .
Case study
The correlation between streamflow and water level is important in hydrological studies, such as rating curve, deduction of water level based on streamflow data and vice versa. However, the topographical properties of river channels can be altered, mainly as a result of human activities, such as in-channel sand mining (e.g. Zhang et al. 2011a) . Luo et al. (2007) indicated that from 1986 to 2003, about 0.87 billion cubic metres of sand was excavated in the study area, which caused average downcutting depths of 0.59-1.73 m, 0.34-4.43 m and 1.77-6.48 m, respectively, in the main channels of the West River, North River and East River, the major water systems in the Pearl River Delta (PRD) region in China. Before the mid 1980s, however, the scouring and filling of the river channels were in dynamic balance or experiencing slight deposition. The sediment load dredged during 1980-1998 accounted for the net sediment that had accumulated in the previous 70-125 years (Huang and Zhang 2006) . The river channel in the upper PRD was greatly altered by in-channel dredging and levee construction after the mid 1980s, resulting in decreasing water levels (Lu et al. 2007) . Relations between streamflow and water level were significantly altered in the lower East River basin, as shown in the real-life example (Figs. 5 and 6). Both records had the same length, N = 15 904. Study of the relations between water level and streamflow in river channels with hydrological alterations, such as the lower East River shown here, is a typical case to illustrate the performance of the newly proposed methodology. Hydrological data at the Boluo station were obtained from the Data Centre of the Hydrological Bureau of Guangdong Province, which firmly controls the quality of data following Chinese National Standards (Zhang et al. 2009 ). It can be seen from Figure 6 that streamflow changes were relatively steady, while water level changes were moderate, but dropped sharply during the middle stage. The correlation coefficient, r streamflow,waterlevel , was 0.5, which is much less than the expected value from empirical and theoretical viewpoints. Such underestimation could be attributed to the abnormal decrease of water level due to the significant downcutting of the river channel. The value of Pearson's coefficient, r streamflow,waterlevel , was about 0.5, indicating moderate correlation. With regard to the local version, the water level and streamflow were empirically divided into three segments: the first and third segments characterized by stable changes of water level, while the second segment represents the transitional period with shifts of changes in water level. The change points were located roughly at data points 8000 and 12 000, as illustrated by the dashed vertical lines in Figure 6 . The local correlation coefficients in the three segments were calculated as 0.96, 0.65 and 0.98, respectively, which were all larger than the value of r streamflow,waterlevel , 0.50.
We then performed the proposed adaptive multilevel correlation. In total 16 levels were obtained. The correlation structure and the local correlation coefficients corresponding to the segments at each level can be seen in Figure 7 (a) and (b), respectively. Because a too short segment may lead to unstable statistical results (Nikolić et al. 2012) , we only tested the significance of these correlation coefficients for the segments no shorter than 6.
Compared with conventional and empirical local correlation analysis, much more information can be read from Figure 7 . On one hand, panel (a) indicates that the structure of the adaptive segmentation for correlation analysis is far more complicated than that empirically obtained, i.e. just three segments. Starting from the first level, the most significant change points appeared at about 10 000 and 14 000 at the second level, followed by those at around 7000 and 12 000 at the third level. This is to some extent different from an empirical viewpoint. At the bottom level, the structure became even more complicated, with the number of segments reaching 161 at the 16th level, where lengths varied from 2 to 4075. Along with the data points from leftmost to rightmost, it can be observed that the segmentation was stable for the first 4000 points, and then it became complicated, especially for the part near the right end: some very short segments can be found showing much stronger fluctuations.
On the other hand, the correlation coefficients displayed in panel (b) provide the variance of correlation with depth. The range of local correlation coefficients at each level kept increasing with the level, developing from the second to the 16th. In particular, at the 16th level, the range extended from −0.41 to 1.00. For segments to the left of data point 14 000, almost all coefficients were nearly 1. For those to the right, a very fluctuating pattern occurred, with higher probability of coefficients around 0 or negative to be insignificant. The increasing complexity of the structure and the correlation with timing of data collected is not clear. It is unlikely that the strong segmentation is due simply to the rainfall. If it were due to the rainfall, the strong segmentation should appear across the whole series rather than almost only in the data points to the right of data point 14 000. A more likely reason might be increased human activity. However, we cannot absolutely exclude the possibility that precipitation is becoming stronger because of climate change. Anyway, the increasing complexity suggests that correlation association between streamflow and water level may be much more complicated than empirical estimation.
To give a summarized description for each level: the integrated correlation coefficient was calculated.r ðkÞ streamflow;waterlevel was 0. 50, 0.86, 0.92, 0.93, 0.93, 0.94, 0.94, 0.93, 0.93, 0.93, 0.93, 0.93, 0.93, 0.93, 0.93, 0 .93 for k = 1-16. Allr ðkÞ streamflow;waterlevel are significant at the 0.05 level.r ðkÞ streamflow;waterlevel increased from 0.50 at the first level until it reached a peak of 0.94 for k = 6, 7, and then slightly decreased and remained at 0.93. Among these levels, we would like to draw special attention to the level k = 4, at whichr ðkÞ streamflow;waterlevel reaches the convergence value 0.93 for the first time. We think this level is the most important among all the levels recognized by the proposed multilevel correlation analysis. As mentioned, one variable consists of slow and fast components at multiple scales. The correlation uncovered, at each level, a result of the competition among these components between two variables. Because the fast components dominate the correlation at large levels, the convergence correlation coefficient reached at k = 4 indicates that for the components identified at the deeper level the connection between the water level and streamflow becomes much closer. In this sense, the local information obtained at k = 4 actually divides the components into two parts: for the level with k < 4, it corresponds to the slow components with less connection; for the other levels, the fast components are more relevant to each other. Another significant highlight of the level k = 4 is that at this level few turn points are recognized, i.e. 11 turn points, as shown in Figure 7 . Seven of these turn points are located in the transition period between data points 8000 and 12 000. This pattern indicates that the strongest variation in the correlation structure should be in the transition period, consistent with the empirical understanding. With regard to the correlation coefficients for these segments, it can be seen that before data point 14 000 the correlation is very strong. However, it becomes smaller for the segments after 14 000, indicative of the new information on the local correlation. Such a new correlation pattern might be due to increased human activity or increasing precipitation caused by climate change. Either way, the multilevel correlation analysis uncovers some very interesting correlation patterns worthy of further investigation.
Although it is impossible to know the accurate correlation for this real-life case, the adaptive multilevel correlation analysis provides a way to better profile the correlation between streamflow and water level from the proposed perspective compared with conventional correlation analysis.
Discussion
One may argue about the effect of L c on the performance of the adaptive multilevel correlation analysis. Fukuda et al. (2004) reported that L c plays an important role in the heuristic segmentation algorithm. The aforementioned L c is a stopping parameter. The lower L c is, the smaller is the minimum length of segment that can be obtained. In this sense, the effect of L c should just be on the capability of the heuristic segmentation algorithm to detect potential segments with short lengths. Therefore, for the adaptive multilevel correlation analysis, the number of levels would decrease with increasing L c , so that the correlation structure would become simpler. To check this, we set L c to 10, 40 and 80 in addition to L c = 20, which leads to the results presented in Figures 7  and 8 . In Figure 8 , we show the local correlation coefficients for each segment at different levels corresponding to L c of 10, 40 and 80. In general, a larger L c leads to fewer levels (see Table 1 ) and a simpler structure. With regard to L c at 10, 40 and 80, the obtained correlation structure and local correlation coefficients are similar to those of L c = 20 at the corresponding level, as depicted in Figure 7 . However, increased L c eschews some segments with length less than L c , so the correlation structure and local coefficients look a little different, especially in the range to the right of data point 14 000.
The integrated correlation coefficientsr ðkÞ streamflow;waterlevel for different L c are summarized and listed in Table 1 . All coefficients are significant at the 0.05 level. Table 1 shows thatr ðkÞ streamflow;waterlevel at the same level are the same for different L c .
These tests show that L c as a stopping parameter is more likely to impact the correlation coefficients and structure at the bottom level at which more details can be observed. Consequently, one can set L c according to the objective in mind, i.e. at a small value if one wants to see more detailed information or at a large value for more general information. For example, if we do not care about the weekly or monthly variations, then we just have to set L c at a value larger than 7 or 30. Since L c is just a stopping parameter, the segmentation at the first few common levels should be almost the same. The only difference is that smaller L c should result in a greater number of levels and more small segments. The local correlation coefficients corresponding to these small segments have relative small weights in the integrated correlation coefficient, r ðkÞ streamflow;waterlevel . Thus, it is not surprising to observe in Table 1 that the integrated local correlation coefficients at the same level are the same for different L c .
We also compared the proposed adaptive multilevel correlation analysis with a more standard method, i.e. implementation of the correlation analysis on the detrended series.
One of the most popular methods to remove trends is to first estimate trends by regression with a given function form and then subtract these estimated trends. One important step in this method is to determine the form of regression, which usually is not easy without specific prior knowledge. Therefore, some adaptive methods are employed. Among them, the moving average is a common method. Given a series fx i g, for a local moving window of size 2L w +1, the corresponding trend can be estimated as
In this manner, the detrended series is fx i g witĥ
Then the correlation analysis can be performed on the detrended series.
It is easy to see that for the moving average methods there is one important parameter, L w , to determine. The larger the value of L w , the slower the components can be filtered out. As an example, we performed the moving average method with the parameter L w taking various values. Then we calculated the correlation coefficientr streamflow;waterlevel ðL w Þ between the detrended streamflow and water level series. In this sense, r streamflow;waterlevel ðL w Þ reflects the correlation between faster components of the streamflow and water level data with deceasing L w . The results are summarized in Table 2 . Table 2 shows that the variation ofr streamflow;waterlevel ðL w Þ with L w had a pattern similar tor ðkÞ streamflow;waterlevel with k. It should be noted thatr ðk¼1Þ streamflow;waterlevel is the correlation between the original streamflow and water level data. Thus, we should comparer ðkÞ streamflow;waterlevel with k starting from 2. r streamflow;waterlevel ðL w ¼ 3000Þ resulted in the same correlation coefficient asr ðk¼2Þ streamflow;waterlevel , i.e. 0.86. With L w decreasing from 2500 to 20,r streamflow;waterlevel ðL w Þ increased from 0.89 and reached a peak at around 0.97, consistent with the increase ofr ðkÞ streamflow;waterlevel to a peak around 0.93 with k ranging from 3 to the maximum possible value. Such similar patterns demonstrate that the adaptive multilevel correlation analysis gives a complete correlation picture, i.e. at the higher levels, the correlation between faster components can be obtained. And the value of L c determines the extent of details we can observe.
Based on this similarity in results, it can be concluded that both the moving average approach and the segmentation approach can uncover the local correlation and can reach comparable results. The main difference between them is that the moving average approach is based on the smooth trend whereas the segmentation approach can be treated as a step function to estimate trends. Furthermore, we would like to emphasize that, in this standard analysis, one parameter, L w , has to be determined empirically. Determination of this parameter is somewhat similar to that of the local window size in existing local correlation analyses. To this end, it requires specific prior knowledge, which is usually not easy to obtain. Or, it is impossible to find the optimal parameter. Thus, the real challenge in local correlation analysis and in the moving average is how to determine the window size. This challenge is, to some extent, removed by the adaptive multilevel correlation.
No window size has to be determined. One more advantage of our proposed analysis over the standard analysis is its ability to show the evolution of a correlation property by the variation of the local correlation coefficient.
Conclusions
Correlation analysis is a basic technique to uncover the association between two variables. The strength of correlation is usually measured by Pearson's r. Because of the limitation of Pearson's r in providing only a global description, local correlation analysis has been developed. However, the existing local version of correlation analysis focuses only on a few Figure 8 . The levels formed according to the identification of change points for streamflow and water level variables shown in Figure 6 and corresponding local correlation coefficient in each segment for different levels. Panels from top to bottom correspond to stopping parameter L c = 10, 40 and 80.
pre-specified scales. How to adaptively determine the segmentation is the real challenge in local correlation analysis. Therefore, we think that a data-driven analysis, which is best when stemming from existing correlation analysis, would be more appropriate for local correlation analysis.
Introducing the criterion of segmentation as the existence of significant difference between mean values of adjacent segments, an adaptive multilevel correlation analysis has been developed in this study. Such a segmentation criterion is based totally on the definition of correlation coefficient, so that no additional information need be introduced. Moreover, the analysis is able to provide a profile of the correlation between two series at multiple levels. Consequently, the correlation property between fast and slow components can be uncovered. Moreover, the analysis is entirely data-driven. In addition, it is noted that the correlation obtained at the first level is exactly the same as that of Pearson's correlation providing the global description.
It should be noted that one standard procedure of the correlation analysis is to firstly detrend or smooth the original variables and then to do the analysis on the so-called clean variables. In this way, however, the information from the slow components, which might be important, is lost. In local analysis, the existing methods focus only on pre-specified scales. In contrast, the adaptive multilevel correlation analysis keeps all information from the original variables and is able to provide both global and local analysis. We hope this new method can shed some light on the generalization of local correlation analysis.
The adaptive multilevel correlation analysis has been applied to study the association between streamflow and water level for a case study wherein 16 levels can be defined. Much more information can be uncovered compared to traditional correlation analysis and local analysis based on empirical segmentation. The change points determined with most significance are, to some extent, different from those determined empirically. The correlation between streamflow and water level is found to become complicated and unstable with time of data collection. In addition, the integrated correlation coefficient for each level shows that streamflow and water level are positively correlated more strongly than the global profile, with the value of the coefficient being more than 0.93 at higher levels and 0.5 at the first level. Results suggest that the real correlation might be far more complicated than the empirically constructed picture.
It should be emphasized that to underpin the theoretical basis of the segmentation algorithm it is necessary to make clear the relationship between the distribution of the original data and that of the local means to the left and right of the sliding pointer. In our view, this is not an easy task and should be part of our future work. 
