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ABSTRACT 
Necessary and sufficient conditions are given for an n X n diagonable matrix with entries 
depending on a parameter to have a set of constant eigenvectors. 
1. INTRODUCTION 
In this paper, we observe that constancy of eigenvectors of an n X n matrix 
with variable entries is sufficient to extend certain analyses of systems of 
differential equations involving matrices with constant coefficients to systems 
involving matrices with variable coefficients. 
We first establish necessary and sufficient conditions for the constancy of 
eigenvectors for diagonalizable matrices. 
2. MATRICES WITH CONSTANT EIGENVECTORS 
We now prove two theorems, both giving necessary and sufficient condi- 
tions that matrices of a certain type, whose entries are real functions of a real 
variable, t, t~l where Z is some interval, to have a set of constant eigenvec- 
tors in t for t E 1. 
*The research for this paper was in part supported by the Summer Research 
Institute of the Canadian Mathematical Congress. 
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We will use the following notation. We will say that A E DO if A is an n X n 
diagonal matrix and that A E D if A is an n X n diagonalizable matrix. 
THEOREM 1. Let A(t) E D, t E I. Then A(t) has a set of constant eigenuec- 
tom for t E I iff A(t) can be diugonalized by a constant matrix, t E 1. 
Proof. Assume A(t) has a set of constant eigenvectors, t E I. Then 3 a set of 
n linearly independent constant eigenvectors of A(t). Denote these by Vi,. . . , 
V,,. Let P be the matrix whose i* column is Vi. Then P - ‘A (t)P E D,. 
Now assume that 3 is a constant non-singular matrix P 3 P - ‘A (t)P E D,. If 
U is an eigenvector of P - ‘A (t)P, then PU is an eigenvector of A (t). But since 
P-‘A(t)PED,, the set {e,), i=l , . . . ,n is a set of eigenvectors for P-IA (t)P, 
where ei is the n-dimensional vector with a ((1)) in the i* place and zero’s 
elsewhere. Hence the set { Pe,} is a set of eigenvectors for A(t), t E 1. This 
proves the theorem. 
REMARK. In the case A(t)$D,A(t) will h ave constant eigenvectors, t E I, 
if it can be put into Jordan Canonical Form by a constant matrix. However, 
the converse does not in general hold as may be illustrated by taking 
A(t)= a(t) b(t) 
[ 1 0 a(t) * 
Every n X n matrix A(t), t E I, may be written in the form 
A(t) = 5 f,(t)& (1) l
i=l 
where A,,i= 1 , . . . , N are constant n X n matrices, {A(t)}, i = 1,. . . ,N is a 
linearly independent set of scalar functions on I, and where 1 Q N < n2. 
Theorem 2 will give necessary and sufficient conditions on the A, in order that 
A(t) have a set of constant eigenvectors, t E 1. First we state the following 
lemma whose proof may be found in [2,Thm. 31, and then prove a second 
lemma pertinent to Theorem 2. 
LEMMA I. Zf Ai,..., AN is any given set of Nan matrices, then the 
following statements are equivalent: 
(i) A,ED, (i=l ,..., N) andA,A,=~A,, (i.j=l,..., N), 
(ii) A i, . . . ,AN can be simultaneously diugonulized. 
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LEMMA 2. Let {J(t)}, i=l,..., N be a linearly independent set of func- 
tions, t E I. Then 3 a set of points { ti} c I, i = 1,. . . ,N E if M is the matrix 
(fi(tJ), then detlMlf0. 
Proof. We prove the lemma by induction on N. For N= 1, the lemma is 
trivial (where bye the determinant of a number we mean the number itself). 
Suppose now that the theorem holds true for all sets of K linearly independent 
functions, K < N, and consider ( fi (t){, i = 1,. . . ,N. By the linear indepen- 
dence, we may choose t, E I such that fi(tJ #O. Let all = 1, on =O, i = 2,. . . , 
N. Let oi,= -fi(tJ/fi(tl), a,=l, ‘yii=O, i=2 ,..., N, j#i. Let Tbe the matrix 
( CQ). Then T is clearly a non-singular Inatrix. Let f(t) = co1 ( fi( t), . . . ,fN( t) and 
F(t)=col(F,(t),...,F,(t)), where F(t)= Tf(t). Then {F,(t)}, i=l,..., N is a 
linearly independent set such that F,( tl) = fi( tl) #O, Fi ( tl) = 0, i = 2,. . . , N. 
Choose tz, . . . , tN by the induction hypothesis so that det 1 Fi ( ti) I# 0, (i, j = 2,. . . , 
N). Note that t,# tj, i=2 ,..., N. Then detIF,($)l(i,j= l,..., N) 
= fl(ti)detIF,(ti)l(i,i=2,..., N)# 0. But det I fj(ti)l(i,i= l,..., N) 
=detIT-‘IdetIFi(ti)l(i,j=l,...,N)#O. This proves the lemma. 
THEOREM 2. Let A(t) ED. Then A(t) has a set of constant eigenuectors, 
tEZ iflA,Ai=AiAi (i,j=l,...,N) where {Ai} are as in (1). 
Proof. Assume that A(t) has a set of constant eigenvectors, t E 1. Then by 
Theorem i, 3 a constant nonsingular matrix P E P - ‘A (t) P E D,. But from (l), 
jzlf(t)P-lAiPtD,. Let P-‘A,P= Di+ M,, where the diagonal elements of 
Di are the same as the diagonal elements of P - ‘A, P, and Di E D,,. Then 
iglf(t)Mi=O which b y th li e near independence of { A(t)) implies M, = 0, 
i=w , . . . ,N. Hence P - ‘A,P E D, and by Lemma 1 the first half of the 
theorem is established. 
Assume now that A,Ai = 4AI, (i, j = 1,. , . , N). Choose tl, . . . , tN by Lemma 2. 
Then for i = 1,. . . ,N, (1) gives 
A($) = 2 f,(+i. 
i=l 
But since det I fi ( ti) I # 0, by breaking (2) into components and recomposing, we 
can solve for the A, in terms of the A($), 
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where the &r are certain constants. From (2), since the Ai commute pair-wise, 
it follows that the A(tJ commute pairwise. But since A(t) ED, t E I, then 
A ( ti) E D and from Lemma 1 there exists a nonsingular matrix P, such that 
P-‘A(ti)P~Do, j=l,..,, N. Hence from (3), P-‘A,PeD,,, i = 1,. . . ,N. Using 
this in (1) gives that P - ‘A (t) P E DO, and the theorem follows from Theorem 1. 
Morozov [6] defines a matrix A(t), t E Z to be functionally commutative if 
for all t,, tz E I, A (t,)A ( t2) = A (&)A (tJ. He then proves that a matrix A(t) is 
functionally commutative iff AiAi = AiAi (i, i = 1,. . . , N), where the Ai are as in 
(1). From this follows the following corollary of Theorem 2. 
COROLLARY. Let A(t) E D. Then A(t) is functionally commutative if A(t) 
has a set of constant eigenvectors. 
3. APPLICATIONS TO LINEAR SYSTEMS OF ORDINARY DIFFERENTIAL EQUATIONS 
It is well known [3] that a necessary and sufficient condition for the vector 
system 
x’=A(t)x (’ = d/dt), (4) 
where A(t) is an n x n matrix whose entries are sufficiently smooth to have its 
most general solution in the form 
x(t)=exp[ iLA(s)d tEZ, 
is that A(t) commute with its integral. The following theorem establishes a 
sufficiency condition for this to occur. 
THEOREM 3. Let A(t) E D and have a set of constant eigenvectors for all 
t E 1. Then A(t) commutes with its integral. 
Proof. By Theorem 1, J(t) E D,+A (t) = PJ(t)P -l, where P is a constant 
matrix. Then A(t)/‘A(s)ds= PJ(t)P-‘sL PJ(s)P-‘ds= PJ(t)J’J(s)Pi’ 
=P[ i’J(s)d.s].J(t)PT1= [ i’A(s)&]A(t)y This proves the theorIm. 
We now give an example to illustrate the fact that if A(t) $ D it will not in 
general commute with its integral even though A(t) has constant eigenvectors. 
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i 
o(t) P(t) y(t) 
A(t)= 0 o(t) 8(t) * 
0 0 a(t) 
1 
Then the component in the first row and third column 
l’A(a)dEA(t) is 8(t)11S(s)ds-S(t)~‘p(s)ds which 




is not in general zero. 
4. APPLICATIONS TO ALGORITHMS FOR NUMRRICAL SOLUTIONS OF 
ORDINARY DIFFERENTIAL EQUATIONS 
The class of algorithms given in [4] involve the choice of a constant square 
matrix A to reduce the Lipschitz constant of a system of ordinary differential 
equations 
Y’=f(tlY)> y(O)=y,. (6) 
For problems in which f( t, r) = B(t)x, the previous results in this paper 
allow a better understanding and analysis of these and similar algorithms [ 1,5]. 
We assume that B(t) can be diagonalized by a constant matrix and that A is 
chosen to be commutative with B. The algotithms require that we compute 




Y n+1 =E(hA)y,+h 5 b,E[(l-c,)hA]k,*, 
i-l 
E(B) is a Pad& rational approximation to eB. By decomposing the initial 
vector y0 as a linear combination of eigenvectors of B(t), we reduce the 
analysis to a study of the algorithm on scalar functions. We observe that all 
matrices involved in the computation of y,, i from y” are commutative, thus 
preserving constancy of eigenvectors. 
The algorithm given [l] is a special case of the family of algorithm of [5]. 
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These have the form 
Y n+l =E(hA)Yn+h 2 W,(hA)[f(tn+l-i,Y~+1-O-AY”+l-i]. (6) 
i=l 
For these methods E(hA) and Wi(hA) are certain rational functions of their 
matrix arguments. We choose A to be a matrix commuting with B(t) for the 
solution of problem (6), f(t,x) = B( t)x. Th us, when this choice is possible, we 
may again investigate the problem in terms of the effect of the algorithm on 
the scalar functions multiplying the eigenvectors of A in the decomposition of 
Yo. 
Some I rted, but distinct, results are contained in a paper by J.F.P. 
Martin, some results on matrices which commute with their derivatives, SIAM 
J. App. Math. 15 1171-1183 (1967). 
The authors wish to thank Professor G.]. Butler for some helpful sugges- 
tions concerning Theorem 2. 
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