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a b s t r a c t
In this paper, we propose an improved multi-step diagonal updating method for large
scale unconstrained optimization. Our approach is based on constructing a new gradient-
type method by means of interpolating curves. We measure the distances required to
parameterize the interpolating polynomials via a norm defined by a positive-definite
matrix. By developing on implicit updating approach we can obtain an improved version
of Hessian approximation in diagonal matrix form, while avoiding the computational
expenses of actually calculating the improved version of the approximation matrix. The
effectiveness of our proposedmethod is evaluated bymeans of computational comparison
with the BB method and its variants. We show that our method is globally convergent and
only requires O(n)memory allocations.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Consider the problem:
min f (x), (1)
where f : Rn −→ R is a continuously differentiable function and n is assumed to be large. Denote by gk the gradient of f at
xk, the secant (quasi-Newton) method can be described by the iterative scheme:
xk+1 = xk − B−1k gk, (2)
where Bk is an approximation to the Hessian matrix, ∇2f (xk). In the class of secant (quasi-Newton) methods, Bk is updated
in terms of vector pair sk = xk+1 − xk and yk = gk+1 − gk to a new Hessian approximation Bk+1 such that Bk+1sk = yk holds.
Barzilai and Borwein (BB) [1] presented a nonmonotone gradient method associated with the secant method by letting
Bk+1 = (1/αk+1)I . Then αk+1 can be obtained by minimizing ‖αk+1sk − yk‖2 with respect to α, to obtain αk+1I which is an
approximation of the Hessian matrix of f at xk+1:
αk+1 = s
T
k sk
sTkyk
. (3)
Although the BBmethod has received a great deal of attention due to its simplicity, efficiency and lowmemory requirements,
it suffers from certain types of problems such as ill conditioning and nonmonotonic decrease of the objective function [2].
Recently, Hassan et al. [3] and Leong et al. [4] introduced some fixed step gradient-type methods of BB-kind to improve
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the performance of the BB method. They considered letting Bk+1 as a diagonal matrix to approximate the Hessian. Their
approach is to require that the approximation Bk+1 to satisfy the following relation:
sTkBk+1sk = sTkyk, (4)
which is often called the weak secant (or quasi-Cauchy) equation [5].
To incorporate a higher order accuracy in approximating theHessianmatrix of objective function, Farid et al. [6] proposed
to use a two-step multi-point approach (see [7]) in generating the diagonal updating instead of a standard one-step
two-point approach. Besides letting the Hessian approximation Bk+1 to satisfy the weak secant equation (4), it is also
constrained to a relation of the form
rTk Bk+1rk = rTkwk, (5)
where rk = sk − γksk−1 andwk = yk − γkyk−1.
In this context, relation (5) is derived by constructing the interpolating quadratic curves x(τ ) and h(τ ), where τ ∈ R. If we
let x(τ ) be the curve that interpolates the three latest iterates xk−1, xk and xk+1, while h(τ ) interpolates the corresponding
gradient values gk−1, gk and gk+1, we have
x(τj) = xk+j−1, j = 0, 1, 2 (6)
and
h(τj) = gk+j−1, j = 0, 1, 2. (7)
By applying the chain rule to g(x(τ )), one can see that the Hessian G(xk+1)will satisfy the relation
G(xk+1)x
′
(τ2) = g ′(x(τ2)), (8)
where primes denote derivatives with respect to τ . If the derivatives
rk
def= x′(τ2), (9)
and
wk
def= h′(τ2) ≈ g ′(x(τ2)), (10)
are substituted into (8), relation (5) can be obtained.
An updating matrix Bk+1 that satisfying (5) is then obtained by the following diagonal updating formula (see [6] for
details)
Bk+1 = Bk + (r
T
kwk − rTk Bkrk)
tr(F 2k )
Fk, (11)
where Fk = diag((r (1)k )2, (r (2)k )2, . . . , (r (n)k )2). In order to determine the value of rk, let us consider the following approach:
first define the metric
‖z‖M def=

zTMz
1/2
, (12)
on Rn. Let us denote the value of the variable τ corresponding to the latest three iterates xk−1, xk and xk+1 as τ0, τ1 and τ2,
respectively. Thus, by choosing τ2 = 0 and takingM = Bk; τ0 and τ1 can be computed as follows (see for more detail [7,8]):
− τ1 = τ2 − τ1
def= ‖x(τ2)− x(τ1)‖Bk
= ‖xk+1 − xk‖Bk
= ‖sk‖Bk
= sTkBksk1/2 , (13)
and
− τ0 = τ2 − τ0
def= ‖x(τ2)− x(τ0)‖Bk
= ‖xk+1 − xk−1‖Bk
= ‖sk + sk−1‖Bk
= (sk + sk−1)TBk(sk + sk−1)1/2 . (14)
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Farid et al. [6] incorporated the feature of the two-step multi-point approach into their algorithm, namely TMDGrad and
produced an improvement over the algorithm that based upon the commonly used one-step two-point approach. However,
depending on the measurement of distances that is required to parameterize the interpolating polynomials via a norm
defined by a positive-definite matrix M , the performance of two-step algorithms can be strongly influenced. Inspired by
this fact, it is desirable to derive an approach which determines a further improvement on the Hessian approximation to
be used in computing the metric. Such consideration motivates our paper which is organized as follows: in Section 2, we
propose a new implicit two-step update which attempts to combine the best features of implicit the multi-step and scaling
technique for the diagonal updating to obtain a higher accuracy in Hessian approximation. For this purpose, we present
generalized weak secant equation that are in the context of multi-step approach. Section 3 shows that the new algorithm
converge globally under mild assumption. Finally in Section 4, we report and discuss some computational results obtained
on a large number of standard test problems.
2. Implicit methods via weak secant equation
In this section, a new multi-step diagonal-gradient method is presented within an implicit approach for solving large
scale unconstrained optimization. It was shown how ‘‘multi-step’’ methods (employing data from previous iteration) may
be constructed by means of interpolating polynomials, leading to generalization of the secant equation [7] or weak secant
equation [6]. Now our aim is to obtain a higher order accuracy of Hessian approximation in diagonal form, by choosing
a different strategy for interpolating the curve in the variable space while keeping the time and space complexity of our
proposedmethod to only O(n)which is the same to that of one-step gradient method. The readers can refer to [8] for a good
reviews of this approach in quasi-Newton. In this paper, the approximation of theHessian is done bymeans of an×ndiagonal
matrix, Bk where Bk = Diag(b1, b2, . . . , bn). It is needed to measure the distance via a norm defined by a positive-definite
matrix M in (12) to parameterize the interpolating polynomials. In the implicit approach, the performance of algorithm is
strongly depended on the definition of {τj}2j=0, therefore our first goal is to consider a weighting matrix in diagonal form Bˆk
to enable us to calculate {τj}2j=0 and consequently γk, rk and wk, more exactly. Note that Bˆk is different from our diagonal
updatingmatrix Bk that approximates the Hessian and our strategy uses themulti-step approachwhich is performed at xk−1
(corresponding to the value τ0). First we define an update for the weighting matrix in our method as follows:
Bˆk−1 = Diag(Bk, rˆk−1, wˆk−1). (15)
(In [6], the weighting matrix is set as Bk.)
We use a two-step implicit update and employ the following notation to describe the method
τˆ1 = −

sTk Bˆk−1sk
1/2
, (16)
τˆ0 = −

(sk + 2sk−1)T Bˆk−1sk + sTk−1Bˆk−1sk−1
1/2
, (17)
rˆk−1 = sk − δˆ(δˆ + 2)sk−1, (18)
wˆk−1 = yk − δˆ(δˆ + 2)yk−1, (19)
where
δˆ = τˆ2 − τˆ1
τˆ1 − τˆ0 . (20)
Any approximation of Hessian should satisfy the secant equation (4) but as we are considering the only approximation of
Hessian by a diagonal matrix, it is enough to let it satisfies the weak secant equation. Therefore, it follows that from (15),
rˆTk−1Bˆk−1 rˆk−1 = rˆTk−1wˆk−1. (21)
We can have Bˆk−1 as follows by using the same procedure of that in [6]:
Bˆk−1 = Bk + (rˆ
T
k−1wˆk−1 − rˆTk−1Bk rˆk−1)
tr(Fˆ 2k−1)
Fˆk−1, (22)
where Fˆk−1 = diag((rˆ (1)k−1)2, (rˆ (2)k−1)2, . . . , (rˆ (n)k−1)2).
As Bˆk−1 is a diagonal matrix, updating such matrix will only necessitate a O(n)memory allocation during each iteration.
Therefore wemay able to compute theweightingmatrix (as called Bˆk−1) cheaply. Now, wemay calculate the {τj}2j=0 by using
our new multi-step strategy. From the estimated value we can have
δ
def= τ2 − τ1
τ1 − τ0 , (23)
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and rk andwk can be calculated as follows
rk = sk − δ
2
1+ 2δ sk−1, (24)
wk = yk − δ
2
1+ 2δ yk−1, (25)
after testing
rTkwk > 10
−4‖rk‖2‖wk‖2, (26)
to ensure that sequence Bk is positive-definite. Later a Hessian approximation in Bk in diagonal form can be produced as
follows
Bk+1 = Bk + (r
T
kwk − rTk Bkrk)
tr(F 2k )
Fk, (27)
where Fk = diag((r (1)k )2, (r (2)k )2, . . . , (r (n)k )2). Next we look for the strategy to keep positive definiteness of our diagonal
updating in each step. In particular, as was mentioned before, a weighting matrix should be positive definite. Here, we
consider a useful scaling strategy to encounter this problem. Define scaling parameters ηk and ςk for Bˆk−1 and Bk+1,
respectively, as follows:
ηk = min

rˆTk−1wˆk−1
rˆTk−1Bk rˆk−1
, 1

, (28)
ςk = min

rTkwk
rTk Bkrk
, 1

, (29)
and use them along the updating scheme. Therefore we will have Bˆk−1 and Bk+1 respectively, as follows:
Bˆk−1 = ηkBk + [rˆ
T
k−1wˆk−1 − rˆTk−1(ηkBk)rˆk−1]
tr(Fˆ 2k−1)
Fˆk−1, (30)
and
Bk+1 = ςkBk + [r
T
kwk − rTk (ςkBk)rk]
tr(F 2k )
Fk. (31)
One can see that under these scalings, we have (rˆTk−1wˆk−1 − rˆTk−1(ηkBk)rˆk−1) > 0 and (rTkwk − rTk (ςkBk)rk) > 0, which also
implies that both Bˆk−1 and Bk+1 are also positive definite.
We now state the steps of our new multi-step Diagonal Gradient-type algorithm with monotone strategy as follows:
ITMDGrad Algorithm
Step 0. Choose an initial point x0 ∈ Rn, and a positive-definite matrix B0 = I . Let k := 0.
Step 1. Compute gk. If ‖gk‖ ≤ ϵ, stop.
Step 2. If k = 0, set x1 = x0 − g0‖g0‖ , Else if k = 1 set rk = sk, wk = yk and Bˆ0 = B0 then go to Step 5.
Step 3. If k ≥ 0, Compute set {τˆj}2j=0, δˆ, rˆk−1 and wˆk−1 from Eqs. (16), (17), (20), (18) and (19).
If rˆTk−1wˆk−1 ≤ 10−4‖rˆk−1‖2‖wˆk−1‖2
then set rˆk−1 = sk, wˆk−1 = yk
Else retains (18) and (19) and calculateBˆk−1by (30).
Step 4. Estimate rk andwk by Eqs. (24) and (25).
If rTkwk ≤ 10−4‖rk‖2‖wk‖2,
set rk = sk andwk = yk.
Step 5. Let xk+1 = xk − B−1k gk and update Bk+1 = diag

b(1)k , b
(2)
k , . . . , b
(n)
k

, where Bk+1 is given by (31)
Step 6. Check whether bMk+1 ≤ 2(b
m
k )
2
bMk
:
If yes, set Bk+1 = ϑ I where ϑ = min

bMk
2(bmk )2
,
rTkwk
rTk rk

.
Else retain Bk+1 that is computed by Step 4.
Step 7. Set k := k+ 1 and return to Step 1.
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Table 1
Test problem and its dimension.
Problem Dimension References
Extended Trigonometric, Penalty 1, Penalty 2 10, . . . , 10 000 Moré et al. [10]
Quadratic QF2, Diagonal 4, Diagonal 5, Generalized Tridiagonal 1, Generalized Rosenbrock,
Generalized PSC1, Extended Himmelblau, Extended Three Exponential Terms, Extended Block
Diagonal BD1, Extended PSC1, Raydan 2, Extended Tridiagonal 2,
10, . . . , 10 000 Andrei [9]
Extended Beale, Broyden Tridiagonal, Quadratic Diagonal Perturbed, 10, . . . , 1000 Moré et al. [10]
Perturbed Quadratic, Quadratic QF1, Diagonal 1, Diagonal 2, Hager, Diagonal 3, Generalized
Tridiagonal 2, Almost perturbed Quadratic, Tridiagonal perturbed quadratic, Full Hessian FH1,
Full Hessian FH2, Raydan 1,EG2
10, . . . , 1000 Andrei [9]
In Step 6, we required that bMk+1 >
2(bmk )
2
bMk
where bmk , b
M
k , b
M
k+1 be the smallest and largest diagonal component of Bk and
Bk+1, respectively, to ensure that the function value is monotone and hence gives desire convergence property.
3. Convergence analysis
In this section we study the convergence behavior of ITMDGrad method. The convergence of the ITMGrad algorithm
when applied to the minimization of strictly convex quadratic function is stated in the following theorem.
Theorem 3.1. Assume that f (x) ∈ C2 is a strictly convex quadratic function. Let {xk} be a sequence generated by the ITMDGrad
method and x∗ is a unique minimizer of f . Then either gk = 0 holds for some finite k ≥ 1, or limk→∞ ‖gk‖ = 0.
Proof. Denote Gk = ∇2f (x¯k) where x¯k is some point between xk and xk+1. Again let bmk , bMk , bmk+1 and bMk+1 be the smallest
and largest diagonal elements of Bˆk and Bˆk+1, respectively. Consider the Taylor expansion of the strictly convex function, f at
xk+1:
f (xk − Bˆ−1k gk) = f (xk)− gTk Bˆ−1k gk +
1
2
gTk Bˆ
−1
k GkBˆ
−1
k gk. (32)
Since Gkrk = wk, it follows that rTk Gkrk = gTk Bˆ−1k Bˆk+1Bˆ−1k gk. Thus
f (xk+1) ≤ f (xk)− c‖gk‖2, (33)
where c = (bMk )−1 − (b
m
k )
−2bMk+1
2 > 0. If c > 0

or bMk+1 >
2(bmk )
2
bMk

, we have f (xk+1) ≤ f (xk) for all k.
Else if c < 0

or bMk+1 <
2(bmk )
2
bMk

, then we let Bk+1 = ϑ I where ϑ = min

bMk
2(bmk )
2 ,
sTk yk
sTk sk

. Hence (33) becomes
f (xk+1) ≤ f (xk)− c¯‖gk‖2,
where c¯ = bmk −

(bMk )
2ϑ

/2. With our choice of ϑ , we have that c¯ ≥ 0. This implies that f (xk+1) ≤ f (xk) for all k and since
f is bounded below, it follows that
lim
k→∞ f (xk)− f (xk+1) = 0.
As f (xk)− f (xk+1)→ 0, and c > 0 then limk→∞ ‖gk‖ = 0, i.e. xk converges to x∗. 
4. Numerical results
The main aim of this section is to report the performance of ITMDGrad, when compares with the TMDGrad method [6],
BB method and the MDGrad Method which is essential that of the MonoGard method [4], except that MDGrad employs
the same monotone strategy as that in ITMDGrad method. We implemented all algorithms in Matlab 7.0. All experiments
were run on Core Duo CPU. We applied these algorithms to a set of 31 nonlinear unconstrained problems that is extracted
from [9,10] collections. Number of variables of test problems is ranging from 10 to 10000. The performances of these four
methods will be compared in terms of iterations and computational time. For each run, the termination condition is that
‖gk‖ ≤ 10−4. We also force the routine to stop if the number of function evaluations exceed 1000. The test problems are
listed in Table 1. All results, relative to iteration and CPU time, are presented using the performance profiles tool proposed
by Dolan and Moré [11].
From Fig. 1, it is clear that ITMDGrad method outperforms others in term the number of iterations. In addition, we
observed that in Fig. 2 the performance of the ITMDGrad is substantially better than other methods in terms of CPU time.
To highlight the improvement of our method to TMDGrad method for solving a large scale problem, we illustrate their
comparison for n ≥ 1000 on all problems. The result is plotted as Fig. 3 which it clearly shows that ITMDGradmethod is the
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Fig. 1. Performance profile based on iteration for all problems.
2 4 6 8 10 12 14 160
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
CPU Time
τ
p(r
≤ 
τ)
BBITMDGrad TMDGradMDGrad
Fig. 2. Performance profile based on CPU time.
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Fig. 3. Performance profile based on iteration for large scale problems (n ≥ 1000).
winner. We observed that the performance of ITMDGrad is about 30% more efficient of TMDGrad method when solving a
large problem. Note that we are able to improve numerical result while keeping thememory allocation to only O(n) storage.
This leads to a conclusion that strongly supported our study.
5. Conclusion
Wehave presented a new implicitmulti-step diagonal-gradientmethod for large scale unconstrainedminimization and a
numerical study of ITMDGradmethodwhen compared to TMDGrad,MDGrad and BBmethod. Our numerical results indicate
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that ITMDGrad algorithm produces a promising idea to decrease CPU time and iteration for minimization of functions.
Meanwhile it is not required any function evaluation and line searches and therefore it is a significant improvement over
other gradient methods [12,13]. Another points of interest to this new method are that it is simple to implement, efficient
in practice, requires less iterative number and CPU time particularly for a large scale problem, O(n) storage and possesses
global convergence.
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