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Introduccio´n
Una de las dificultades para el aprendizaje de la meca´nica cua´ntica
es su estructura formal, que la hace aparecer a veces como una
rama ma´s del ana´lisis funcional [1]. Los f´ısicos aprendemos una
versio´n matema´tica simplificada de la meca´nica cua´ntica [2] que, en
general, resulta apropiada para nuestros propo´sitos.1 La descripcio´n
cua´ntica usual de los sistemas f´ısicos pasa por la definicio´n de un
espacio apropiado de estados (espacio de HilbertH) y de operadores
hermı´ticos asociados a los observables f´ısicos. Un operador Mˆ
puede expresarse, en una base apropiada, como una matriz M,
posiblemente infinita. Se dice que Mˆ es hermı´tico si M es igual
a su adjunta, la conjugada de su traspuesta [5]. La identidad entre
operadores hermı´ticos (que tienen espectro real) y autoadjuntos
(que adema´s garantizan una base para H) puede fallar cuando
los operadores no se pueden definir en todo H, porque se debe
tener en cuenta el dominio del operador. La diferencia entre las dos
nociones es especialmente importante en modelos con interacciones
singulares y en sistemas f´ısicos con fronteras. En estos casos, el
proceso necesario de imponer ciertas condiciones adicionales a
los hamiltonianos, da lugar a tres posibilidades: hamiltonianos
no autoadjuntos que no describen sistemas f´ısicos; hamiltonianos
ambiguos que pueden describir sistemas f´ısicos no equivalentes;
o hamiltonianos que brindan una u´nica descripcion f´ısica. El
propo´sito de este manuscrito es brindar las herramientas para
entender por que´ este proceso es necesario y por que´ se tienen estas
alternativas.
En la seccio´n 1 se presenta la notacio´n usada en el resto del art´ıculo.
Las nociones de adjunto de un operador (acotado y no acotado) y de
operadores no acotados hermı´ticos y autoadjuntos, son el tema de
la seccio´n 2. Los ı´ndices de deficiencia se introducen en las seccio´n
3. En la seccio´n 4 esta´ dedicada a la dicusio´n de algunos ejemplos.
se discuten algunos ejemplos.
1Algunos libros de texto que son notables excepciones a esta pra´ctica son
las referencias [3] y [4].
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1. Notacio´n empleada en este art´ıculo
En este art´ıculo empleamos, adema´s de funciones de onda, la
notacio´n de Dirac. Sean Aˆ un operador lineal y |ψ〉 un vector de
estado, es decir, un elemento del espacio de Hilbert H. Cuando el
operador Aˆ actu´a sobre el vector de estado (ket) |ψ〉 produce un
nuevo ket Aˆ |ψ〉 o |Aˆψ〉. Cuando el funcional lineal acotado (bra)
〈φ| actu´a sobre el ket |ψ〉 produce un nu´mero complejo, 〈φ|ψ〉 .
Por el teorema de representacio´n de Riesz [6, Cap. 1], a cada
ket |φ〉 podemos asociarle un funcional lineal acotado (bra) 〈φ|.
Denotaremos el funcional asociado con el vector |Aˆψ〉 por 〈Aˆψ|.
Cuando el funcional 〈φ| actu´a sobre un vector de estado |ψ〉, se
obtiene un nu´mero, que es ide´ntico al producto interior entre los
vectores |φ〉 y |ψ〉. En s´ımbolos tenemos que 〈φ|ψ〉 = (|φ〉 , |ψ〉) .
Dados dos vectores arbitrarios del espacio de Hilbert, digamos |φ〉
y |ψ〉, la norma de su producto escalar es finita, | (|φ〉 , |ψ〉) | <∞.
Cuando representamos estados cua´nticos a trave´s de funciones de
onda ψ(x) estamos escogiendo como un espacio de Hilbert un
espacio apropiado de funciones (complejas). El bra correspondiente
a la funcio´n de onda φ(x) es el funcional Φ definido por Φ[ψ] =∫
dx φ∗(x)ψ(x) que actu´a sobre funciones de onda ψ(x). La
correspondencia entre funcionales y estados del espacio de Hilbert
se ve a trave´s de la siguiente definicio´n de producto interno entre
φ(x) y ψ(x), (φ, ψ) =
∫
dx φ∗(x)ψ(x).
2. El adjunto de un operador
Sea Aˆ un operador lineal definido en un espacio de Hilbert H.
Definicio´n 1. El operador Aˆ†, llamado el adjunto de Aˆ, es el
operador que a todo elemento del espacio de Hilbert |φ〉 ∈ H asigna
el vector Aˆ† |φ〉 = |φˆ〉 tal que
〈Aˆ†φ|ψ〉 = 〈φˆ|ψ〉 = 〈φ|Aˆψ〉 , ∀ |ψ〉 ∈ H. (1)
¿Tiene sentido esta definicio´n?, es decir (1) ¿existe acaso un vector
|φˆ〉 con dicha propiedad? y (2) si existe ese vector, ¿es u´nico? La
respuesta afirmativa a ambas preguntas esta´ garantizada por el
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teorema de representacio´n de Riesz bajo la condicio´n de que el
operador Aˆ sea acotado, o sea un operador para el cual la razo´n
〈Aˆψ|Aˆψ〉
〈ψ|ψ〉 , |ψ〉 6= 0, (2)
permanece finita para todos los vectores |ψ〉. En este caso, la accio´n
de todo operador lineal y acotado se puede representar como el
producto interno con un u´nico elemento del espacio de Hilbert [6,
Cap. 2, pag. 61]. Puesto que la definicio´n (1) so´lo tiene sentido
para operadores acotados, extender la nocio´n de operador adjunto
a operadores no acotados requiere imponer condiciones adicionales,
pues su existencia y unicidad no estara´n garantizadas a priori.
2.1. Operadores no acotados
La definicio´n (1) no es aplicable a operadores no acotados, muy
importantes y comunes en aplicaciones f´ısicas. Por ejemplo, el
operador momento en una dimensio´n, Pˆ = −i d
dx
, definido sobre
el espacio de Hilbert de funciones complejas de cuadrado integrable
L2(R), no es acotado, ya que su espectro se extiende desde
valores negativos arbitrariamente grandes hasta valores positivos
arbitrariamente grandes. En forma equivalente, la razo´n (2) diverge
para funciones de cuadrado integrable, tales como f(x) =
√
x si
x ∈ [0, 1) y f(x) = 0 en caso contrario. En efecto, la norma
de g(x) = −i df
dx
, dada por
∫∞
−∞dx
df∗(x)
dx
df(x)
dx
=
∫ 1
0
dx 1
2x
, diverge
logar´ıtmicamente. As´ı, la derivada de la funcio´n f(x) no es de
cuadrado integrable. Este ejemplo muestra que para el operador
momento Pˆ ni siquiera el lado derecho de la definicio´n (1) tiene
sentido, salvo que se reduzca el dominio del operador a vectores o
funciones de onda φ tales que Pˆ φ sea de cuadrado integrable.
De hecho, el teorema de Hellinger-Toeplitz [7, Teorema 1, Pa´g. 15]
afirma que un operador que satisfaga (|A†φ〉 , |ψ〉) = (|φ〉 , |Aψ〉)
para todos los vectores |φ〉 y |ψ〉 del espacio de Hilbert es
necesariamente un operador acotado. En consecuencia, para definir
un operador no acotado Aˆ y su adjunto tambie´n debemos especificar
sus dominios, D(Aˆ) y D(Aˆ†), los subespacios de vectores sobre los
cuales actu´an. Por razones te´cnicas, primero debemos definir que
se entiende por dominio denso.
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Definicio´n 2. Dado un operador Aˆ con dominio D(Aˆ), se dice que
Aˆ es de dominio denso si para todo |φ〉 ∈ H, existe una sucesio´n de
vectores {|φn〉}, con |φn〉 ∈ D(Aˆ) tal que |φn〉 → |φ〉.
En forma equivalente, Aˆ es de dominio denso si cualquier vector
|φ〉 ∈ H del espacio de Hilbert puede aproximarse por vectores
contenidos en D(Aˆ), con error  tan pequen˜o como se quiera en la
norma de H, (|φn〉 − |φ〉 , |φn〉 − |φ〉) < .
Definicio´n 3 (Adjunto de un operador no acotado). Dado Aˆ con
dominioD(Aˆ) denso, definamos el operador adjunto Aˆ† con dominio
D(Aˆ†) [6, Cap. 6]
D(Aˆ†) = {|ψ〉 ∈ H : Existe |τ〉 ∈ H tal que
〈ψ|Aˆφ〉 = 〈τ |φ〉 , ∀ |φ〉 ∈ D(Aˆ)}. (3)
Dado un elemento |ψ〉 ∈ D(Aˆ†), se define Aˆ† |ψ〉 = |τ〉 .
La diferencia entre la antigua definicio´n (1) y la nueva (3) es
que el lado derecho de la igualdad (1) se restringe u´nicamente
a los vectores |ψ〉 contenidos en D(Aˆ), en la nueva definicio´n.
Por otro lado, en la definicio´n (3), la unicidad del elemento |τ〉
esta´ garantizada porque el dominio de Aˆ es denso.
Ilustremos la definicio´n (3) con unos ejemplos sencillos. Los
operadores Aˆjψ(x) = i
d
dx
ψ(x), j = 1, 2, 3, poseen dominios
diferentes
D(Aˆ1) = {ψ(x) ∈ L2([0, 1])|ψ(x) es AC y ψ′(x) ∈ L2([0, 1])},
D(Aˆ2) = {ψ(x) ∈ D(Aˆ1)|ψ(0) = ψ(1)}, (4)
D(Aˆ3) = {ψ(x) ∈ D(Aˆ1)|ψ(0) = 0 = ψ(1)}, (5)
donde el espacio de Hilbert L2([0, 1]) es el conjunto de funciones
complejas de cuadrado integrable en el intervalo [0, 1]. Recu´erdese
que una funcio´n f es AC (absolutamente continua) si su derivada
f ′(x) existe en casi todos los puntos, es decir fuera de un conjunto
de medida de Lebesgue nula, y adema´s f(x) obedece el teorema
fundamental del ca´lculo: f(x) = f(a) +
∫ x
a
f ′(ξ) dξ. Para dos
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funciones absolutamente continuas φ ∈ D(Aˆ†j) y ψ ∈ D(Aˆj)
tenemos ∫ 1
0
(
Aˆ†jφ
)∗
ψ dx =
∫ 1
0
φ∗
(
Aˆjψ
)
dx = (6)∫ 1
0
φ∗
(
i
dψ
dx
)
dx = iφ∗ψ|10 +
∫ 1
0
(
i
dφ
dx
)∗
ψ dx.
En la ecuacio´n (6) usamos la definicio´n de adjunto e integramos
por partes. No´tese que si deseamos que el u´ltimo te´rmino del lado
derecho sea igual a
∫ 1
0
(
Aˆ†jφ
)∗
ψ dx tienen que pasar dos cosas:
1. Aˆ†jφ = i
dφ
dx
, j = 1, 2, 3, para todo φ ∈ D(A†k).
2. φ∗ψ|10 = φ∗(1)ψ(1) − φ(0)∗ψ(0) = 0 para todo ψ ∈ D(Ak) y
φ ∈ D(A†j) con j = 1, 2, 3.
Combinando estas observaciones tenemos que D(Aˆ2) ⊆ D(Aˆ†2)
porque cuando φ y ψ pertenecen a D(Aˆ2), el te´rmino de frontera en
(6) es cero. Adema´s, en D(Aˆ2), Aˆ†2 = i ddx . Adema´s D(Aˆ1) ⊆ D(Aˆ†3):
si φ ∈ D(Aˆ1), la condicio´n ψ(0) = ψ(1) = 0 asegura que el te´rmino
de frontera en (6) sea cero. En forma similar al caso anterior, en
D(Aˆ1), Aˆ†3 = i ddx . Desde el punto de vista de la f´ısica, con frecuencia
es suficiente hacer una discusio´n de las condiciones de frontera
adjuntas [8]. Sin embargo, puede mostrarse que las contenencias
opuestas a 1. y 2. son tambie´n ciertas y por ese motivo Aˆ2 = Aˆ
†
2 y
Aˆ†3 = Aˆ1. En una versio´n en l´ınea de este art´ıculo, mostramos que
D(Aˆ†2) ⊆ D(Aˆ2).
2.2. Operadores hermı´ticos y autoadjuntos
Usualmente los observables fundamentales de la meca´nica cua´ntica
se suponen hermı´ticos, pero se ignora el papel que juega el
dominio del operador en la hermiticidad del operador. Este enfoque
pragma´tico es problema´tico porque las siguientes reglas i) (Aˆ +
Bˆ)† = Aˆ†+ Bˆ†, ii) (cAˆ)† = c∗Aˆ†, iii) (AˆBˆ)† = Bˆ†Aˆ†, pueden carecer
de sentido para operadores no acotados. Por ejemplo, la regla iii)
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implica que para todo vector φ en D(Bˆ), Bˆφ esta´ contenido en
D(Aˆ), lo cual no esta´ garantizado en la definicio´n de Bˆ (el mismo
argumento aplica para los dominios de los operadores adjuntos).
Mostraremos adema´s que ignorar el dominio de los operadores
esta´ en la ra´ız de la confusio´n entre operadores hermı´ticos (definidos
a continuacio´n) y autoadjuntos.
Definicio´n 4. Decimos que un operador Aˆ con dominioD(Aˆ) denso
es hermı´tico (tambie´n llamado sime´trico) si
〈Aˆφ|ψ〉 = 〈φ|Aˆψ〉 , ∀ |ψ〉 , |φ〉 ∈ D(Aˆ). (7)
Es decir que Aˆ es hermı´tico si D(Aˆ) ⊆ D(Aˆ†) y Aˆ† coincide con Aˆ
sobre las funciones contenidas en D(Aˆ), o sea Aˆ†φ = Aˆφ, φ ∈ D(Aˆ).
Como ejemplo, puede verse que si se combina la definicio´n (7) con el
ca´lculo mostrado en (6) los operadores Aˆ2 and Aˆ3 son ejemplos de
operadores hermı´ticos porque el te´rmino φψ¯
∣∣1
0
se hace cero cuando
ψ y φ pertenecen a los dominios de esos operadores. Sin embargo
esto no puede garantizarse si las funciones pertenecen a D(A1) (por
tanto Aˆ1 no es hermı´tico).
Definicio´n 5. Un operador Aˆ con dominio D(Aˆ) es autoadjunto
si Aˆ† = Aˆ. En otras palabras, Aˆ es autoadjunto si D(Aˆ) ⊆ D(Aˆ†),
D(Aˆ†) ⊆ D(Aˆ) y Aˆ† coincide con Aˆ en los dominios comunes.
La diferencia esencial entre un operador hermı´tico y otro
autoadjunto es que hermiticidad so´lo requiere la condicio´n D(Aˆ) ⊆
D(Aˆ†), mientras ser autoadjunto requiere adema´s D(Aˆ†) ⊆ D(Aˆ).
Normalmente en f´ısica se supone que hermı´tico y autoadjunto son
conceptos ide´nticos, lo cual es verdad para operadores acotados
definidos sobre todo el espacioH. Sin embargo, existe una diferencia
entre los dos conceptos para operadores no-acotados: Conside´rense
los operadores hermı´ticos Aˆ3 y Aˆ2, de los cuales so´lo Aˆ2 es
autoadjunto. La ecuacio´n de valores propios idψ(x)
dx
= λψ(x), so´lo
tiene la solucio´n ψ(x) = 0, cuando ψ pertenece a D(Aˆ3). Por el
contrario, si ψ pertenece a D(Aˆ2), las soluciones de la ecuacio´n de
valores propios son ψn(x) = ψ0 exp(2piinx), n ∈ Z, 0 ≤ x ≤ 1.
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Este ejemplo muestra que operadores sime´tricos, como Aˆ3, pueden
no tener autovalores no-triviales. Por el contrario, A2 tiene no so´lo
autovalores reales no-triviales sino tambie´n autovectores asociados
que generan el espacio de Hilbert. De hecho, el teorema espectral
garantiza que, bajo ciertas condiciones, un operador autoadjunto
acotado tiene un conjunto de autovectores que generan todo el
espacio de Hilbert [6, Cap. 4]. Este teorema, que se puede extender
a operadores no-acotados, permite definir funciones de operadores,
tales como la exponencial del operador, exp(−iAˆ), necesaria en
la determinacio´n de grupos unitarios usados para describir la
evolucio´n temporal de un sistema f´ısico [9, Vol 1, cap. VIII].
Cabe anotar que si so´lo se requiere que un operador tenga valores
propios reales so´lo es necesario que el operador sea hermı´tico.
Esto puede ayudar a explicar por que´ se confunden hermiticidad
y autoadjuntez.
3. I´ndices de deficiencia y extensiones autoadjuntas
Veremos en esta seccio´n bajo que condiciones se puede extender
el dominio de un operador para asegurarse que es autoadjunto.
Para ilustrar el problema, conside´rese el operador Hˆ = − d2
dx2
− x4,
que corresponde al hamiltoniano de una part´ıcula en un potencial
V (x) = −x4. Tomemos como dominio de Hˆ el subespacio
D(Hˆ) = {φ ∈ D(Hˆ) : φ y − d
2φ
dx2
− x4φ ∈ L2(R)}. (8)
Este dominio parece ser el dominio natural del operador para
asegurarse que el hamiltoniano este´ bien definido y que su rango
este´ en L2(R)[10]. Sin embargo, mostraremos que en este dominio
el operador no es ni siquiera sime´trico. Conside´rense dos funciones
φ, ψ ∈ D(Hˆ). Despue´s de integrar por partes dos veces, tenemos∫ ∞
−∞
dx
(
Hˆφ
)∗
ψ = l´ım
a→−∞
b→∞
−dφ
∗
dx
ψ + φ∗ψ
]b
a
+
∫ ∞
−∞
dx φ∗Hˆψ. (9)
Para que el operador sea sime´trico, el te´rmino de frontera (9) tiene
que hacerse cero para todas las funciones en el dominio de Hˆ. Sin
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embargo, cuando se considera la funcio´n:
ϕ(x) =

0 x < −N, (N > 0)
g(x), −N ≤ x ≤ N
1
x
exp(−ix3/3), x > N,
donde g(x) es una funcio´n suave elegida de tal forma que ϕ(x) es
continua y diferenciable un nu´mero apropiado de veces en x = ±N ,
se puede mostrar que pertenece al dominio de Hˆ. Calculando el
te´rmino de frontera de (9) haciendo ψ = φ = ϕ, tenemos dϕ
∗
dx
ϕ =
(−i x3+1)
x3
. Esta expresio´n es igual a −i cuando x→∞ y puesto que
el te´rmino ϕ∗(x)ϕ(x) tiende a cero en el l´ımite x→∞ se tiene que
el te´rmino de frontera no es cero y por tanto, ¡en este dominio el
operador no es sime´trico!. As´ı que no puede considerarse como un
hamiltoniano que describe un s´ıstema f´ısico. O sea que, contrario a
la pra´ctica comu´n en f´ısica, ni siquiera usando el dominio natural
del operador, se asegura que sea autoadjunto. Podr´ıa pensarse que la
modificacio´n apropiada del dominio puede convertir el operador Hˆ
en uno autoadjunto. Sin embargo, incluso eliminando los te´rminos
de frontera el operador no es autoadjunto [10, Vol. 2, pa´g. 146].
Surgen as´ı dos preguntas: (1) ¿Bajo que´ condiciones es posible
modificar el dominio de Hˆ de tal forma que el operador sea
autoadjunto? (2) Cuando esto sea posible, ¿puede garantizarse que
el operador autoadjunto as´ı obtenido es u´nico? Introduzcamos el
concepto de extensio´n de un operador para facilitar la discusio´n.
Definicio´n 6 (Extensio´n de un operador). Dados dos operadores
Aˆ y Bˆ con dominios D(Aˆ) y D(Bˆ), se dice que Aˆ es una extensio´n
de Bˆ si D(Bˆ) ⊆ D(Aˆ) y Aˆ restringido a D(Bˆ) coincide con Bˆ. En
este caso se escribira´ Bˆ ≤ Aˆ2 y con esta notacio´n Bˆ ≤ Aˆ y Aˆ ≤ Bˆ
implican Aˆ = Bˆ.
En este contexto, en referencia a los operadores definidos en los
ejemplos de la seccio´n anterior, Aˆ3 ≤ Aˆ1. En forma ma´s general, de
2La inclusio´n de dominios se puede usar para convertir al conjunto de
operadores lineales en un conjunto parcialmente ordenado, y se puede usar
la notacio´n A ≤ B.
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acuerdo con la definicio´n (4), dado un operador sime´trico denso
cualquiera Aˆ, su adjunto es una extensio´n Aˆ ≤ Aˆ†. Adema´s si
Bˆ ≤ Aˆ se tiene que Aˆ† ≤ Bˆ†. En general, el adjunto de un
operador sime´trico no es una extensio´n autoadjunta del operador,
pues ni siquiera tiene que ser sime´trico. Por ejemplo el adjunto
de Aˆ†3 es el operador no sime´trico Aˆ1. Sin embargo, cuando la
extensio´n de un operador sime´trico por el operador adjunto, Aˆ†,
es sime´trica, se tiene que Aˆ ≤ Aˆ† implica que (Aˆ†)† ≤ Aˆ†. Por
tanto Aˆ† ≤ (Aˆ†)† ≤ Aˆ†. As´ı que Aˆ† es una extensio´n autoadjunta
de Aˆ. Estos resultados dan lugar a las siguientes preguntas (1) dado
un operador Aˆ arbitrario, ¿bajo que´ condiciones se puede encontrar
una extensio´n autoadjunta de Aˆ? (2) ¿co´mo se pueden clasificar las
extensiones autoadjuntas de un operador?
3.1. Espacios de deficiencia
Dado un operador hermı´tico (sime´trico) Aˆ, se definen los llamados
espacios de deficiencia, D+ y D−,
D± = {|ψ〉 ∈ D(Aˆ†), Aˆ† |ψ〉 = ±i |ψ〉}.
La dimensio´n del espacio de deficiencia D+ (D−) se conoce como
ı´ndice de deficiencia n+ (n−). Estos espacios son relevantes porque
Lema 1. [10, Vol. 2, pa´g. 136] Dado un operador sime´trico y
cerrado3,
D(Aˆ†) = D(Aˆ)⊕D+ ⊕D−. (10)
Esta descomposicio´n ortogonal del teorema se debe tomar con
respecto al producto interno del grafo dado por 〈φ|ψ〉Aˆ = 〈φ|ψ〉 +
〈Aˆ†φ|Aˆ†ψ〉 . Sin embargo, con el a´nimo de hacer ma´s simple la
presentacio´n, no se enfatizara´ mucho la diferencia entre estos
productos. No´tese adema´s que esta descomposicio´n ortogonal del
dominio de Aˆ† da cierta justificacio´n al nombre de espacios de
deficiencia, pues estos podr´ıan ser interpretados como los elementos
3Un operador T es cerrado si para toda sucesio´n convergente fn → f para
la que Tfn → F , f pertenece al dominio de T y F = Tf . Esta condicio´n ha
sido verificada en los ejemplos que siguen.
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que “le hacen falta” a D(Aˆ) para ser igual a D(Aˆ†). Una importante
consecuencia de este teorema es el llamado Segundo Teorema de von
Neumann ([10, Vol 2, pa´g. 148], [11, Pa´g. 98]) que afirma
1. Cuando n+ = 0 = n−, el operador Aˆ tiene una u´nica extensio´n
autoadjunta; se dice que Aˆ es esencialmente autoadjunto,
2. Cuando n+ > 0 o n− > 0, pero n+ 6= n−, entonces Aˆ no admite
ninguna extensio´n autoadjunta, y
3. Cuando 0<n+=n−=n<∞, Aˆ admite una familia n2-parame´trica
de extensiones autoadjuntas. Si v+ y v−, definidos como v± =(|v1±〉 . . . |vn±〉)T , son bases ortonormales en el producto interno
usual, y si a+ y a−, definidos como a± =
(
a1± . . . an±
)T
, son
vectores complejos de dimensio´n n, entonces las extensiones
autodjuntas de Aˆ, AˆU, tienen dominio, D(AˆU) = {|ψ〉 + a+ ·
v+ + a− · v−}, siendo |ψ〉 ∈ D(Aˆ), a− = Ua+ y U unitaria.
En la pra´ctica, si un operador tiene ı´ndices de deficiencia nulos,
suponemos que se esta´ considerando su extensio´n autoadjunta. Si
los ı´ndices de deficiencia son iguales, pero diferentes de cero, no
existe una extensio´n cano´nica. Los llamados operadores acotados
por debajo Aˆ, es decir que cumplen la propiedad (ψ, Aˆψ) ≥
γ||ψ||2, ψ ∈ D(Aˆ), γ ∈ R, tienen una extensio´n autoadjunta
especial, la extensio´n de Friedrichs, [12, Pa´g. 70].
4. Ejemplos
4.1. Operador de momento en un intervalo finito
Retomemos el ejemplo del operador Aˆ3 definido en (5) cuyo adjunto
puede mostrarse que es el operador Aˆ1. Los espacios de deficiencia
corresponden a las soluciones de
−i d
dx
φ±(x) = ±iφ±(x), φ(x) ∈ D(Aˆ1).
Las soluciones son de la forma A+e
−x, en el caso del espacio
de deficiencia D+ y A−e+x, en el caso del espacio de deficiencia
D−. Ambas soluciones son de cuadrado integrable en [0, 1] y
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absolutamente continuas y por lo tanto pertenecen al dominio
de Aˆ1. De acuerdo con el teorema de von Neumann, el conjunto
de extensiones autoadjuntas esta determinado por una familia
uniparame´trica. Los espacios de deficiencia D± esta´n dados por
D± = {A±e∓x|A± ∈ C}. Las funciones V+ =
(
2
e2−1
)1/2
e1−x y V− =(
2
e2−1
)1/2
ex, son bases ortogonales para los respectivos espacios de
deficiencia. Puesto que los espacios son unidimensionales, la u´nica
transformacio´n unitaria permitida es multiplicar V+ por un nu´mero
eiθ, as´ı que las extensiones autoadjuntas se pueden parametrizar
por la familia {eiθ| θ ∈ [0, 2pi)}. El teorema asegura que el dominio
de cada extension autoadjunta Sˆ de Aˆ3 esta´ dado por D(Sˆ) =
{φ+ a+V+ + a−V−} . En particular, no´tese que para τ ∈ D(Sˆ),
τ(0) =
(
2
e2 − 1
)1/2
(a+e+ a−), τ(1) =
(
2
e2 − 1
)1/2
(a+ + ea−).
Por tanto, recordando que a+ = e
iθa−, se tiene que τ(0) =
eiθe+1
eiθ+e
τ(1). No´tese adema´s que
∣∣∣ eiθe+1eiθ+e ∣∣∣ = 1.
Pasemos ahora a determinar la misma familia de extensiones
autoadjuntas directamente, sin hacer uso del teorema de von
Neumann. El operador Aˆ3 posee extensiones autoadjuntas porque
es sime´trico. Por una observacio´n previa, si el adjunto de dichas
extensiones sime´tricas es a su vez sime´trico, entonces el adjunto es
autoadjunto y por tanto una extensio´n autoadjunta de Aˆ3. No´tese
adema´s que la condicio´n Aˆ3 ⊂ Sˆ, implica Sˆ† ⊆ Aˆ3 = Aˆ1, por
tanto las funciones en los dominios de Sˆ, y Sˆ† son absolutamente
continuas y podemos usar argumentos basados en la integracio´n por
partes.
Un operador Sˆ es una extensio´n sime´trica de Aˆ3 si existe un
conjunto D(Sˆ) ⊇ D(Aˆ3) con la propiedad de que para todo par
de funciones φ, ψ ∈ D(Sˆ)
〈Sˆφ|ψ〉 = 〈φ|Sˆψ〉 , y , Sˆ |τ〉 = iτ ′(x), τ ∈ D(Aˆ3). (11)
Aplicando estas condiciones a funciones φ ∈ D(Sˆ), ψ ∈ D(Aˆ3),
y despue´s de integrar por partes se tiene
∫ 1
0
(
Sˆφ
)∗
ψ dx =
φψ¯
∣∣1
0
+
∫ 1
0
(
idφ
dx
)∗
ψ dx. El primer te´rmino se hace cero debido a
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las condiciones impuestas sobre ψ. As´ı que (11) se cumple si y
solo si para todo φ ∈ D(Sˆ), Sˆφ = idφ
dx
. Una nueva aplicacio´n de
la fo´rmula de integracio´n por partes muestra que para que una
funcio´n φ este´ en D(Sˆ) sin estar en D(Aˆ3), |φ(0)|2 − |φ(1)|2 = 0,
lo que implica que φ(0) = eiµφ(1). Cuando se toma otra funcio´n
φ˜, el mismo tipo de argumento exige que φ˜(0) = eiµ˜φ˜(1). Ahora,
la condicio´n (11) aplicada a φ˜ y φ muestra que µ = µ˜. As´ı, las
extensiones sime´tricas diferentes de Aˆ3 esta´n parametrizadas por
un solo para´metro µ ∈ [0, 2pi).
Finalmente, determinemos el adjunto de cada extensio´n sime´trica
Sˆ: conside´rese φ ∈ D(Sˆ) y τ ∈ D(Sˆ†). Integrando por partes vemos
que se debe cumplir la condicio´n φ(1)τ ∗(1) − e−iµφ(1)τ ∗(0) = 0.
Esto implica que τ(0) = eiµτ(1) y por tanto τ ∈ D(Sˆ). Entonces,
todas las extensiones sime´tricas de Aˆ3 son autoadjuntas y que
(consistente con la aplicacio´n directa del teorema de Neumann)
esta´n parametrizadas por la familia {eiµ| µ ∈ [0, 2pi)}.
4.2. Hamiltoniano de una part´ıcula libre en un intervalo
finito
Consideremos el operador Hˆ1 igual a − d2dx2 definido en L2([0, 1])
con dominio D(Hˆ1) = {ψ(x), dψdx , d
2ψ
dx2
∈ L2(0, 1), ψ(0) = 0 =
ψ(1), dψ(0)
dx
= 0 = dψ(1)
dx
, ψ(x), ψ′(x) absolutamente continuas. Si se
consideran dos elementos arbitrarios φ y ψ de D(Hˆ1), encontramos
(|φ〉 , |Hˆ1ψ〉) =−
∫ 1
0
dxφ∗(x)
d2ψ
dx2
=−
(
φ∗(x)
dψ(x)
dx
− dφ
∗(x)
dx
ψ(x)
)∣∣∣∣1
0
−
∫ 1
0
dx
d2φ∗
dx2
ψ(x)
=(|Hˆ†1φ〉 , |ψ〉).
Los te´rminos de frontera que aparecen en la integracio´n por partes
se anulan en D(Hˆ1) y por lo tanto Hˆ1 = − d2dx2 es sime´trico en este
dominio.
Un ca´lculo similar muestra que el operador Hˆ†2 = − d
2
dx2
con dominio
D(Hˆ2) =
{
φ(x), dφ
dx
, d
2φ
dx2
∈ L2(0, 1)
}
es una extensio´n del operador
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Hˆ1 con Hˆ2 ⊆ Hˆ†. El operador Hˆ1 no es, por lo tanto, autoadjunto.
Para determinar las extensiones autoadjuntas hallamos los espacios
de deficiencia, soluciones de las ecuaciones diferenciales −d2φ+
dx2
=
iφ+(x) y −d2φ−dx2 = iφ−(x), en D(Hˆ†1). Como las soluciones de los
espacios de deficiencia D+ y D−
φ±(x) = A± exp
(
−1∓ i√
2
x
)
+B± exp
(
1∓ i√
2
x
)
,
pertenecen al dominio de Hˆ†1, los ı´ndices de deficiencia son n+ =
2 = n−. Esto asegura que Hˆ1 posee una familia 4−parame´trica
de extensiones autoadjuntas. Para emplear el teorema de los
ı´ndices de deficiencia definimos los vectores v+ y v−, cuyas
componentes son los elementos de una base ortonormal para D+
y D−, respectivamente,
vT+ =
(
N0 cos
(
(1 + i)
(
1
2
− x)√
2
)
, N1 sin
(
(1 + i)
(
1
2
− x)√
2
))
= v∗−,
con Na =
4
√
2/
√
sinh
(
1√
2
)
+ (−1)a sin
(
1√
2
)
, a = 0, 1. El dominio
de la extensio´n autoadjunta caracterizada por U es D(AˆU) = {|ψ〉+
a+ · v+ + a− · v−}, siendo |ψ〉 ∈ D(Aˆ), a− = Ua+ y U la matriz
unitaria 2× 2 ma´s general
U = eiγ
(
α β
−β∗ α∗
)
,
en donde |α|2 + |β|2 = 1 y γ es real.
Las condiciones de frontera de la extensio´n autoadjunta
correspondiente a U. Para encontrar las extensiones
autoadjuntas de Hˆ1 vamos a escribir los te´rminos de superficie
como − (φ∗(x)dψ
dx
− dφ∗
dx
ψ(x)
)∣∣1
0
= F (0)−F (1), en donde la funcio´n
F (x) puede escribirse como
F (x) =
(
φ∗(x),
dφ∗
dx
(x)
)
J
(
ψ(x)
dψ
dx
(x)
)
,
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siendo J la matriz simple´ctica ( 0 1−1 0 ). Si la funcio´n ψ y su derivada
se transforman como (
ψ(1)
dψ
dx
(1)
)
= A
(
ψ(0)
dψ
dx
(0)
)
,
en donde A es una matriz 2 × 2 de entradas complejas, entonces
la funcio´n φ(x) y su derivada se deben transformar de la misma
manera (asegurando que coinciden el dominio del operador y el de
su adjunto). Para que el te´rmino de superficie se anule es necesario
que A†JA = J. Si escribimos los elementos de A como Aijeφij con Aij
y φij reales, vemos que para que la anterior ecuacio´n se satisfaga A
debe ser igual a eiθS, en donde S es una matriz real de determinante
1. Teniendo en cuenta los resultados anteriores podemos afirmar
que los operadores Hˆθ = Hˆ(θ1, θ2, θ3, θ4) definidos por (Hˆθψ)(x) =
−d2ψ
dx2
, con dominio
D(Hˆθ) =
{
ψ(x),
dψ
dx
,
d2ψ
dx
∈ L2[0, 1]/
(
ψ(1)
dψ
dx
(1)
)
= Aθ
(
ψ(0)
dψ
dx
(0)
)}
,
son autoadjuntos. Una parametrizacio´n conveniente para las
matrices Aθ es Aθ = eiθ1
(
a0+a3 a1+a2−a1+a2 a0−a3
)
, en donde a0 =
cos(θ2) cosh(θ4), a1 = sin(θ2) cosh(θ4), a2 = cos(θ3) sinh(θ4), a3 =
sin(θ3) sinh(θ4), 0 ≤ θ1, θ2, θ3 < 2pi, −∞ < θ4 <∞. Es importante
resaltar que cada conjunto de para´metros θ corresponde a una
situacio´n f´ısica diferente.
Conclusiones
En esta nota hemos mostrado que las nociones de operador
autoadjunto y hermı´tico son diferentes para operadores que no
son acotados, tales como el momento. Tal diferencia, que es
una consecuencia de que los operadores no acotados solo pueden
definirse en un subespacio del espacio de Hilbert, es importante
para la descripcio´n de los sistemas f´ısicos. Los operadores hermı´ticos
y autoadjuntos tienen propiedades diferentes. Mientras que los
autovalores de los primeros son reales (si existen), solo los
autovectores de operadores autoadjuntos forman una base del
espacio de Hilbert; mientras que existe una base que diagonaliza
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operadores autoadjuntos que conmutan, no se puede afirmar lo
mismo para operadores u´nicamente hermı´ticos ([10, Vol 1, pa´g.
272]). Adicionalmente, hemos expuesto la nocio´n de extensiones
autoadjuntas de un operador y hemos mostrado que un mismo
operador hermı´tico puede tener infinitas extensiones autoadjuntas,
cada una de las cuales describe un sistema f´ısico diferente. As´ı,
vemos que esta discusio´n no es una mera formalidad y que, por lo
tanto, la inclusio´n de e´ste y otros temas similares en los cursos de
meca´nica cua´ntica esta´ perfectamente justificada.
Esperamos que esta nota haya no solo despertado la curiosidad del
lector, sino que as´ı mismo le haya permitido un acercamiento ma´s
profundo a la investigacio´n moderna alrededor de este tema.
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