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RANDOM SURFACES WITH BOUNDARY
CHAIM EVEN-ZOHAR AND MICHAEL FARBER
Abstract. A surface with boundary is randomly generated by gluing
polygons along some of their sides. We show in this note that its genus
and number of boundary components asymptotically follow a bivariate
normal distribution.
1. Introduction
A method for randomly generating a closed orientable surface was sug-
gested by Pippenger and Schleich [PS06], and in an equivalent form by
Brooks and Makover [BM04]. Take an even number n of triangles, and glue
their edges in pairs, in an orientation-preserving way. The glued pairs are
uniformly selected from all (3n − 1)!! possible matchings. Every closed ori-
entable surface is realized this way. Other polygons may be used instead of
triangles.
The resulting surface is connected with high probability. Using tools
from the spectral analysis of the symmetric group [DS81, FL97], Gamburd
proved that the distribution of its genus is asymptotically normal [Gam06].
Its mean is 14n − 12 log n, and the variance is 14 log n, up to constant order
terms, which have been determined in [FP10]. For a geometric study of such
random surfaces, see [BM04].
A similar construction arises from a classical work by Harer and Zagier.
Take one large polygon with an even number n of edges, and glue pairs at
random such that all (n − 1)!! matchings are equally likely. The genus of
the resulting surface is again asymptotically normal with mean 14n− 12 log n
and variance 14 log n [HZ86, PS06, LN11, CP13].
Chmutov and Pittel [CP16] refined these results, and gave unified proofs
for both models, using new estimates on characters of the symmetric group
by Larsen and Shalev [LS08].
In this note, we define and study natural extensions of these constructions
to oriented surfaces with boundary. This is done by adding to the polygons
designated boundary sides that are not to be glued. Thus, instead of taking
n triangles as before, we replace m of them with squares that have one
unmatched boundary edge.
 T
We glue the 3n non-boundary edges as before with a uniformly random
matching. The resulting surface is denoted T (n,m), or T for short.
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Alternatively we take one polygon, with an even number n of ordinary
edges plus m boundary edges. We randomly place the edges of different
types around the polygon, where each of the
(
n+m
m
)
possibilities is equally
likely. Then we randomly match and glue the n non-boundary edges as
before. The resulting surface is denoted S = S(n,m).
 S
We suggest a slight variation on S(n,m), to avoid the redundancy of
adjacent boundary edges which are actually equivalent to one. We take a
polygon with n edges and randomly select a subset of m corners, uniformly
from all
(
n
m
)
possible choices. At each of these corners we insert an additional
boundary edge, sticking it between the two original ones. We glue the n
ordinary edges as before. This random surface will be denoted S′(n,m).
We similarly modify T (n,m), starting with n triangles and then inserting
boundary edges atm random corners, picked uniformly from all
(
3n
m
)
subsets.
The 3n original edges are randomly glued as before. This random surface
will be denoted T ′(n,m).
Every compact orientable surface with boundary is obtained with positive
probability as T or T ′, for some n and m large enough. However, with
high probability it is a connected one, exactly as shown for closed surfaces
in [PS06, §3]. Clearly S and S′ are always connected, and produce any
connected compact orientable surface with boundary. The topology of such
surfaces is determined by their genus and number of boundary components.
We describe the limit distribution of these random variables.
Theorem. Let m = m(n) for even n ∈ N such that 1 ≪ m ≪ n, and let
r ∈ [0, 1] such that
logm
log n
−−−−−→
n→∞
r2 .
The genus G and the number of boundary components B of a random sur-
face, sampled either from T ′(n,m) or from S′(n,m), satisfy:

1√
logm
(B − logm)
2√
log n
(
G− (14n− 12 log n))

 D−−−−−→n→∞ N
([
0
0
]
,
[
1 −r
−r 1
])
Corollary. The same limit law holds for the genus G and the number of
boundary components B of a random surface from T (n,m) or S(n,m), if
the anti-correlation coefficient r is smaller than
√
0.5 ≈ 0.71.
Proof (of the corollary). For such r, boundary edges occur in any two given
locations with probability O((m/n)2) = o(1/n), since m ≪ √n. Hence all
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the chosen boundary locations are separated by unchosen ones with prob-
ability approaching one, because this means avoiding only O(n) adjacent
pairs. Conditioning on this event, S reduces to S′, and T ′ reduces to T . 
2. Proof
The gluing is analyzed similarly to the closed case [Gam06, CP16]. We
randomly label the non-boundary edges by {1, . . . , N}, uniformly from all
N ! choices, and independently of the matching that glues them. Note that
N = 3n for T ′(n,m), and N = n for S′(n,m). This extra layer of random-
ness was originally introduced only for the analysis of the gluing, but here
it will come useful also for the study of the boundary.
Let α be the order-N permutation that maps every non-boundary edge
to the next one clockwise in its polygon, and let β map every edge to the
one it is glued to. Note that α is uniform of cycle type (3, 3, . . . , 3) or (N),
depending on the model, and β is uniform of type (2, 2, . . . , 2). Crucially,
the gluing map β is independent of the map α. In the original setting of
no boundary, every cycle of γ = α ◦ β corresponds to an internal vertex of
the glued surface, and the cycle’s length is the number of polygon corners
around it.
The boundary of S′ or T ′ consists of m edges, inserted at a random
subset of the N polygon corners. Without loss of generality, we select the
corners counterclockwise next to the non-boundary edges labeled {1, . . . ,m}.
Indeed, this choice is independent of the gluing, and uniform from all subsets
of m corners. Wherever we insert some boundary edges, the polygon corners
no longer meet at an internal vertex, but rather at the boundary vertices
that connect those new edges. In terms of γ, the cycles that contain any of
the labels {1, . . . ,m} now correspond to boundary components, and not to
internal vertices.
In conclusion, both the number of internal vertices and the number of
boundary components can be read off from the random permutation γ. The
main result we use from Gamburd and Chmutov–Pittel is that γ is approx-
imately uniform. More precisely, up to an O(1/N) total variation distance,
γ follows the distribution of a uniformly random order-N permutation, con-
ditioned to be either even or odd according to the parity of N/2 [CP16,
Th 2.2]. Recall that the total variation distance between the distributions
of γ and γ′ is defined as maxE |P (γ ∈ E)− P (γ′ ∈ E)|.
A classical method to count the cycles of a permutation γ defines Xk(γ) =
1 if k is the smallest number in its cycle, and 0 otherwise. Since every cycle
contains one minimum, we sum these indicators. Moreover, in our setting
we can distinguish between B cycles that correspond to boundaries, and I
that correspond to internal vertices, as follows.
B(γ) =
m∑
k=1
Xk(γ) I(γ) =
N∑
k=m+1
Xk(γ)
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Before we study these sums, we correct the parity bias of γ. Flip a fair
coin, and let δ = (1 2) ◦ γ if it comes heads, and δ = γ if tails. Thus
δ is equally likely to be even or odd, and it is O(1/N) distant in total
variation from the uniform distribution on order-N permutations. Note
that Xk(γ) = Xk(δ) for all k 6= 2, while X2(δ) is independent of X2(γ) and
uniform in {0, 1}.
For a perfectly uniform permutation ε, the classical argument says that
X1(ε),X2(ε),X3(ε), . . . ,XN (ε) are mutually independent and Xk(ε) = 1
with probability 1/k. In short, this follows by randomly throwing the values
N, ..., 3, 2, 1 one by one into an array of size N representing ε. At each step,
the probability that k closes a cycle in ε is 1/k, independently of what has
happened previously. See Feller’s textbook [Fel68, page 258].
Hence B(ε) and I(ε) are independent and, with the following normaliza-
tion, converge in distribution to independent standard Gaussians [ibid.].
Bˆ(ε) =
B(ε)− logm√
logm
Iˆ(ε) =
I(ε) − log(N/m)√
log(N/m)
Since the total variation distance between δ and ε is o(1), also (Bˆ(δ), Iˆ(δ))
converges to a standard 2-dimensional Gaussian distribution. By Slutsky’s
Theorem, the same is true for (Bˆ(γ), Iˆ(γ)), whose euclidean distance to
(Bˆ(δ), Iˆ(δ)) is at most 1/
√
logm = o(1).
In particular, the normalized number of boundary components Bˆ(γ) is
asymptotically normal as claimed in the theorem.
As in previous works, we compute the genus via Euler’s characteristic.
With probability 1 − O(1/n), the surface T ′(n,m) is connected [PS06, §3],
and its genus is given by
2− 2G = #faces−#edges + #vertices
= (n +B)− (32n+m) + (I +m)
For S′(n,m), the terms n and 32n are respectively replaced by 1 and
1
2n. In
either case,
G = 14n− 12(B + I) +O(1)
The theorem now follows by a linear change of variables in the 2-Gaussian.
The first random variable is Bˆ(γ) as above, and the second one is
G − (14n− 12 log n)
1
2
√
log n
= −
√
logm
logn Bˆ(γ) −
√
log(n/m)
logn Iˆ(γ) + o(1)
= − r Bˆ(γ) −
√
1− r2 Iˆ(γ) + o(1)
with probability 1− o(1) as n→∞. Hence the desired limit distribution is
given by the same linear combinations of two standard Gaussians. 
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3. Remarks
(1) If logm≪ log n then r = 0 and the limit is a standard two-dimensional
Gaussian, so that B and G are “asymptotically independent”.
(2) At the other extreme r = 1, the limiting Gaussian becomes degenerate,
supported on the diagonal line: 2B + 4G = n + o(1/
√
log n) with high
probability. The theorem actually extends without changes to the case of
even larger boundary,m = Θ(n). The only difference in the proof is that the
internal vertices are not asymptotically normal, but they become negligible.
(3) Setting m = 0 in the random models reduces to the no-boundary case
B = 0, while m = N yields a model of ribbon graphs – disks that are glued
along disjoint segments. This latter case reduces to the no-boundary case
as well, since B depends on G deterministically, see [PS06].
(4) If we fix a positive m and let n grow, then B converges to the discrete
distribution of cycles in a random order-m permutation. This is given by
the Stirling numbers of the first kind:
P (B = b) −−−−−→
n→∞
1
m! [
m
b ] b ∈ {1, . . . ,m}
This case requires a more careful treatment of the parity issue. In short,
consider the cycles of an order-n uniformly random, say, even permutation
and delete all elements greater than m. One can show by induction on dele-
tions that the resulting order-m permutation satisfies |P (even)− P (odd)| =
m(m − 1)/n(n − 1), being uniform within each parity class. It thereby
converges in total variation to a uniformly random one, since m≪ n.
(5) The above models T (n,m) and T ′(n,m) and these results extend in a
straightforward way from triangles to t-sided polygons, for any t ≥ 3.
(6) It is plausible that other natural variations on these models behave the
same. For example, one may randomly replace polygon edges by boundary
edges, instead of adding them. This approach leads to fixed points in the
gluing map β. When m is small, γ may still be approximately uniform, since
Larsen and Shalev allow no(1) fixed points [LS08], though there are other
complications to address.
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