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Abstract: Mountain permafrost is currently enduring substantial modifications due to climate change.
A drastic increase in the creep rates of rock glaciers and the onset of rock glacier destabilization have
been observed at the regional scale since the 1990s, concurrent with ground temperatures warming and
widespread ice loss. These observations rise several questions on the fundamental mechanisms controlling
rock glacier dynamics and its coupling to the climate, with implications in the fields of paleo-climatology,
natural hazard management and planetary sciences. As a result, large research efforts have been under-
taken in order to answer these questions. The statistical analysis of kinematic time series highlighted
a strong correlation between creep rates and air temperature at seasonal-, inter-annual, and decennial
temporal scales. Detailed field investigations have demonstrated the importance of rock glacier hydrology
(through pore water pressures) in determining the short-term velocity variations. At the state of the art
however, an accurate and coherent description of the evolution of rock glacier dynamics at the regional
scale is hampered by its multidisciplinary nature and by the scarcity and the limitations of the available
database. In fact, on the one hand the current dynamical and geomorphological state of rock glaciers is
at present largely unknown at a regional scale, and on the other hand our understanding of rock glacier
dynamics and its complex interactions with thermal and hydrological processes at the local scale remains
limited and primarily qualitative. With the aim of contributing to fill these knowledge gaps, this the-
sis investigates the processes controlling the evolution of rock glacier dynamics at multispatio-temporal
scales by means of process-based numerical modelling, data collection and analysis, and remote sensing
techniques. At a local scale, I investigated the dynamic response of rock glacier dynamics to variations in
external temperature and water input at seasonal and inter-annual temporal scales by designing a novel
process-based modelling approach. The modelling accounts for heat transfer into the ground, the catch-
ment hydrology, the hydromechanics of the rock glacier and its rheology. By these means, I critically
discussed the hypotheses that (i) external temperature forcing through heat conduction and (ii) water
input through pore water pressure at the shear horizon can explain seasonal and inter-annual variations
in rock glacier dynamics. For five well documented study cases in the Swiss Alps, I showed that the di-
rect influence of external temperature forcing on rock glacier rheology can explain only up to 25% of the
observed seasonal and inter-annual variations in surface velocities so that the magnitude of the variations
is underestimated at least by one order of magnitude and the phase of the seasonal peaks is delayed by
2-3 months. On the contrary, when including the influence of pore water pressure at the shear horizon
depth, our model could reproduce the velocity variations both in magnitude and phase at seasonal and
inter-annual time scales and could be used to derive indirect information on the hydromechanical regime
of rock glaciers. The results corroborated the hypothesis that the rhythm of rock glacier dynamics can be
explained by water and external temperature, with a preponderant influence of water at the shear horizon
depth, also indirectly controlled by temperature. Temperature changes over the entire thickness of the
rock glacier can cause substantial variations in creep rates, but require changes in climate over decades
or centuries. In order to extend the investigation at a regional scale, I investigated a large database
comprising information about rock glacier geometry (thickness and slope angle), geomorphological and
permafrost conditions, and surface velocities. The analysis of a restricted dataset, for which detailed
information about the thickness of the rock glaciers is available, showed that the typical driving stress
is92±13kPa, similar to ice glaciers and therefore, rock glacier thickness can be efficiently estimated with
the inversion of simple models (e.g. perfectly plastic model). Thus, I developed a general theory of rock
glacier creep by coupling the thickness model with a creep model for ice-rich permafrost. I introduced
the Bulk Creep Factor BCF, a dimensionless parameter which allows the disentanglement of the two
contributions to the surface velocity from (i) material properties and (ii) geometry. The proposed ap-
proach only requires remote sensing observations on creep velocities and surface slope angle, hence can
be applied operationally over large areas. The application at a regional scale showed that most alpine
rock glaciers are characterized by low values BCF <5, whereas only rock glaciers currently experiencing
destabilization or set in conditions unfavourable to permafrost occurrence show larger values BCF <20.
At a local scale, I found that for dynamically stable rock glaciers the geometry can explain the spa-
tial variability in creep rates with almost constant rheological properties (BCF), while destabilized rock
glaciers show contrasting and discontinuous values. Thus, the evaluation of the dynamical state of a rock
glacier should account for its geometry, material properties and the processes controlling its movement
rather than solely on geomorphological and kinematical observations. The synthesis of the regional- and
local scale investigations, based on in-situ and remote sensing observations analysed through the lens of
process-based modelling, advanced our understanding of the processes controlling rock glacier dynamics
at different spatio-temporal scales. Air and ground temperatures appear to be the major drivers of rock
glacier dynamics, determining the rheological properties of the rock glacier material, but also controlling
mass and energy fluxes through multiple non-linear processes. Eventually, approaching isotherm condi-
tions at 0° C, the onset of permafrost degradation leads to important changes in the structure of the
rock glacier itself. Hence, thermal mechanisms become less important and hydromechanical processes
(also through the onset of rock glacier destabilization) take over the control of the short-term dynamic
variations of the rock glacier. In a nutshell, this dissertation provides the first quantitative framework
for the assessmentof the influence of climatic forcing on rock glacier dynamics and, with the development
of a new theory, discloses great potential for long-term regional-scale analysis of rock glacier evolution.
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Mountain permafrost is currently enduring substantial modifications due to climate change.
A drastic increase in the creep rates of rock glaciers and the onset of rock glacier destabiliza-
tion have been observed at the regional scale since the 1990s, concurrent with ground tem-
peratures warming and widespread ice loss. These observations rise several questions on the
fundamental mechanisms controlling rock glacier dynamics and its coupling to the climate,
with implications in the fields of paleo-climatology, natural hazard management and plan-
etary sciences. As a result, large research efforts have been undertaken in order to answer
these questions. The statistical analysis of kinematic time series highlighted a strong correla-
tion between creep rates and air temperature at seasonal-, inter-annual, and decennial tem-
poral scales. Detailed field investigations have demonstrated the importance of rock glacier
hydrology (through pore water pressures) in determining the short-term velocity variations.
At the state of the art however, an accurate and coherent description of the evolution of rock
glacier dynamics at the regional scale is hampered by its multi-disciplinary nature and by
the scarcity and the limitations of the available database. In fact, on the one hand the current
dynamical and geomorphological state of rock glaciers is at present largely unknown at a
regional scale, and on the other hand our understanding of rock glacier dynamics and its
complex interactions with thermal and hydrological processes at the local scale remains lim-
ited and primarily qualitative. With the aim of contributing to fill these knowledge gaps, this
thesis investigates the processes controlling the evolution of rock glacier dynamics at multi
spatio-temporal scales by means of process-based numerical modelling, data collection and
analysis, and remote sensing techniques.
At a local scale, I investigated the dynamic response of rock glacier dynamics to varia-
tions in external temperature and water input at seasonal and inter-annual temporal scales
by designing a novel process-based modelling approach. The modelling accounts for heat
transfer into the ground, the catchment hydrology, the hydro-mechanics of the rock glacier
and its rheology. By these means, I critically discussed the hypotheses that (i) external tem-
perature forcing through heat conduction and (ii) water input through pore water pressure
at the shear horizon can explain seasonal and inter-annual variations in rock glacier dy-
namics. For five well documented study cases in the Swiss Alps, I showed that the direct
influence of external temperature forcing on rock glacier rheology can explain only up to
25% of the observed seasonal and inter-annual variations in surface velocities so that the
magnitude of the variations is underestimated at least by one order of magnitude and the
phase of the seasonal peaks is delayed by 2-3 months. On the contrary, when including the
i
influence of pore water pressure at the shear horizon depth, our model could reproduce the
velocity variations both in magnitude and phase at seasonal and inter-annual time scales
and could be used to derive indirect information on the hydro-mechanical regime of rock
glaciers. The results corroborated the hypothesis that the rhythm of rock glacier dynamics
can be explained by water and external temperature, with a preponderant influence of water
at the shear horizon depth, also indirectly controlled by temperature. Temperature changes
over the entire thickness of the rock glacier can cause substantial variations in creep rates,
but require changes in climate over decades or centuries.
In order to extend the investigation at a regional scale, I investigated a large database
comprising information about rock glacier geometry (thickness and slope angle), geomor-
phological and permafrost conditions, and surface velocities. The analysis of a restricted
dataset, for which detailed information about the thickness of the rock glaciers is available,
showed that the typical driving stress is 92 ± 13kPa, similar to ice glaciers and therefore,
rock glacier thickness can be efficiently estimated with the inversion of simple models (e.g.
perfectly plastic model). Thus, I developed a general theory of rock glacier creep by coupling
the thickness model with a creep model for ice-rich permafrost. I introduced the Bulk Creep
Factor BCF, a dimensionless parameter which allows the disentanglement of the two contri-
butions to the surface velocity from (i) material properties and (ii) geometry. The proposed
approach only requires remote sensing observations on creep velocities and surface slope an-
gle, hence can be applied operationally over large areas. The application at a regional scale
showed that most alpine rock glaciers are characterized by low values BCF < 5, whereas
only rock glaciers currently experiencing destabilization or set in conditions unfavourable
to permafrost occurrence show larger values BCF < 20. At a local scale, I found that for dy-
namically stable rock glaciers the geometry can explain the spatial variability in creep rates
with almost constant rheological properties (BCF), while destabilized rock glaciers show
contrasting and discontinuous values. Thus, the evaluation of the dynamical state of a rock
glacier should account for its geometry, material properties and the processes controlling its
movement rather than solely on geomorphological and kinematical observations.
The synthesis of the regional- and local scale investigations, based on in-situ and re-
mote sensing observations analysed through the lens of process-based modelling, advanced
our understanding of the processes controlling rock glacier dynamics at different spatio-
temporal scales. Air and ground temperatures appear to be the major drivers of rock glacier
dynamics, determining the rheological properties of the rock glacier material, but also con-
trolling mass and energy fluxes through multiple non-linear processes. Eventually, ap-
proaching isotherm conditions at 0° C, the onset of permafrost degradation leads to impor-
tant changes in the structure of the rock glacier itself. Hence, thermal mechanisms become
less important and hydro-mechanical processes (also through the onset of rock glacier desta-
bilization) take over the control of the short-term dynamic variations of the rock glacier.
In a nutshell, this dissertation provides the first quantitative framework for the assessment
of the influence of climatic forcing on rock glacier dynamics and, with the development of
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This thesis is a cross-disciplinary collaboration between Geography and Engineering and
was developed within the PERMOS (Swiss Permafrost Monitoring Network) and the X-
Sense2 project. The overarching aim of this thesis is to achieve a deeper understanding of
the processes governing rock glacier dynamics and their connection to the climate. This aim
was achieved by combining field observations, remote sensing techniques, data analysis and
process-based numerical modelling. This thesis is characterized by a strong interdisciplinary
spirit, which pervades all of its parts and is well manifest in the research publications that
stem from it.
The present dissertation consists of three complementary parts:
Part I Synopsis
This part provides a compendium of the research conducted in the scope of
this thesis. Firstly, the relevance and the motivation of the dissertation are in-
troduced and followed by a review of the state of the art in the research field.
Then, the methods used in the thesis and the main results are summarized and
discussed within a wider context in relation to the three research publications.
Part II Research publications
Three peer-reviewed publications stem from the research conducted during
this thesis. They constitute the main body of this dissertation:
1 Cicoira et al. (2019), The Cryosphere
2 Cicoira et al. (2019), Earth and Planetary Science Letters
3 Cicoira et al. (submitted), Permafrost and Periglacial Processes
Each publication is anticipated by a short summary in plain language, a list
of the main findings, a statement about author contributions, data availability
and the publishing journal.
Part III Appendix
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Rock glaciers are the visible expression of the creep of mountain permafrost. During a century of scien-
tific research, due to their significance in the fields of geomorphology, paleo-climatology, engineering,
hydrology and natural hazard management they have become iconic landforms of the periglacial envi-
ronment. This chapter expresses the motivation and relevance and formulates the research questions
of this thesis.
"For the mind is not a vessel to be filled,
but rather a fire to be kindled."
PLUTARCH
1.1 Motivation and relevance
Rock glaciers are iconic landforms shaping the periglacial environment, arousing interest
in the fields of geomorphology, climatology, geotechnical engineering, and hydrology (e.g.
Barsch, 1992, Humlum, 2000, Haeberli et al., 2006, Arenson et al., 2007, Jones et al., 2018,
Bolch et al., 2019). Despite the relevance and the increasing number of studies in the copious
facets of rock glacier research, our knowledge of both the fundamental mechanisms linking
climatic forcing to permafrost creep, the patterns and temporal evolution of rock glacier dy-
namics at the regional scale remain rather limited. Therefore, further research in rock glacier
dynamics can lead to important progresses in several research fields, such as glaciology, geo-
physics, (paleo) climatology, geomorphology and natural hazard management. Three main
research fields would largely benefit from advances in our understanding of the processes
controlling rock glacier dynamics as described in the following three paragraphs.
The observed recent acceleration concurrent with increasing air temperature anomalies,
and the onset of rock glacier destabilization at many sites worldwide have reinforced the
interest in rock glacier dynamics and in its coupling to the climate system (Gärtner-Roer
et al., 2005, Delaloye et al., 2010, Wirz et al., 2016b, Hartl et al., 2016, Eriksen et al., 2018). The
Global Climate Observing System (GCOS) has introduced permafrost amongst its Essential
Climate Variables (ECV) and the International Permafrost Association has recently proposed
rock glacier kinematics as an associated parameter. A physically based interpretation of such
a product relies on a deep understanding of the processes controlling rock glacier creep and
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their dynamics at seasonal and inter-annual time scales (Ikeda et al., 2008, Delaloye et al.,
2013, Arenson et al., 2016, Müller et al., 2016, Monnier and Kinnard, 2016, Cicoira et al.,
submitted). Therefore, the present thesis not only represents an important step forward
for fundamental research but it is also beneficial for operational monitoring activities at the
global scale.
Due to their thermal inertia rock glaciers can develop over millennial time scales, thus
preserve significant climate archives (Clark et al., 1996, Humlum, 1998, Haeberli et al., 1999).
Therefore, the long lasting creep in combination with absolute and relative age dating tech-
niques offer valuable insights in the paleo-climatic history and landscape evolution during
the late-glacial and the Holocene (Haeberli et al., 2003, Avian et al., 2005, Böhlert et al., 2011,
Krainer et al., 2015). In a contemporary perspective, although the current distribution and
state of mountain permafrost is of scientific and practical interest for many countries world-
wide, its evaluation is often based on scarce evidence, in large part represented by rock
glacier inventories (Cremonese et al., 2011, Boeckli et al., 2012). Moreover, rock glaciers have
been observed on other planetary bodies in the solar system, where they provide evidence
of ground ice occurrence and can be used to derive information about extra-terrestrial atmo-
spheric composition and geologic history (Carr, 1987, Baker, 2001, Whalley and Azizi, 2003).
Thus, a deeper understanding of rock glacier dynamics and their surficial and internal defor-
mation processes can further their potential as indicators for the present state and the future
development of alpine permafrost, for the estimation of erosion rates and sediment fluxes
under different climate conditions and for paleo-climatic interpretation of former mountain
environments on Earth and on other planetary bodies.
In the field of engineering, although it is generally recognized that structure building
should be avoided on active rock glaciers, increasing pressure on the periglacial environ-
ment from human activities and the ongoing degradation of mountain permafrost pose a
hazard on infrastructure stability and safety (Giardino and Steven, 1985, Haeberli et al.,
1997, Bommer et al., 2010, Duvillard et al., 2019). Moreover, the sediment supply to torren-
tial catchments through rock falls, erosion processes and active layer detachments influences
the frequency and magnitude of debris flows, which in turn pose a hazard on buildings and
infrastructures (Haeberli, 2008, Lugon and Stoffel, 2010, Gärtner-Roer, 2012, Kummert et al.,
2017). Understanding the interaction between rock glacier creep, structure building and nat-
ural hazards is fundamental for the assessment and management of activities on and below
rock glaciers (Springman et al., 2013, Arenson and Jakob, 2014, Schoeneich et al., 2015).
4
1 Introduction
1.2 Scope and research questions
The overarching scope of this thesis is to investigate the processes governing rock glacier
dynamics and its variations across temporal and spatial scales. The thesis is set into the wide
and inter-disciplinary context of mass movement monitoring. This dissertation is framed by
three fundamental research questions:
Research Question I:
What is the influence of external temperature forcing on rock glacier creep?
Rock glaciers show strong seasonal and inter-annual variability in creep rates. In
the literature, it is commonly accepted that the observed variations can be explained
through the dependency of rock glacier rheology on temperature, but quantitative ev-
idence is missing. This hypothesis is tested in Publication I.
Research Question II:
How does unfrozen water influence the dynamics of rock glaciers?
Liquid precipitation and snow melt are thought to influence rock glacier dynamics
through increased pore water pressure at the rock glacier shear horizon. Although
substantial evidence from in-situ and remote sensing observations confirm this hy-
pothesis, our understanding of this process remains mostly qualitative and conjectural.
This hypothesis is tested in Publication II.
Research Question III:
How to mathematically describe rock glacier dynamics at a regional scale?
Geophysical investigations, in-situ surveys and remote sensing observations substan-
tially contribute to our understanding of rock glacier dynamics. However, the regional-
scale long-term evolution of rock glacier dynamics remains at present mostly unknown
or only qualitatively investigated. A novel methodology to approach this research gap
is proposed in Publication III.
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More than a century ago, Spencer (1900) published the first scientific article on rock glaciers, which he
addressed as "a peculiar form of talus", already identifying them as gravity driven mass movements
and describing some of their characteristic features. Although his intuition remains fascinating and
inspiring, the scientific advances reached through the scientific process have greatly expanded our
knowledge on rock glaciers and their creep and partly contradicting his (and others’) theories. This
chapter provides a brief overview of the current knowledge on the physics of permafrost creep and rock
glacier dynamics.
"If I have seen further it is by standing
on the shoulders of giants."
ISAAC NEWTON
2.1 Permafrost and rock glaciers
Permafrost is thermally defined as ground material (i.e. soil and rock) which temperature
remains below 0° C for more than two consecutive years (Muller, 1945, Harris et al., 1988).
Permafrost occurs in regions were the mean annual air temperature (MAAT) is below freez-
ing and affects nearly all of the Artic and a great portion of the Subartic, covering about
one-fifth of the entire land surface of the world (Nikiforoff, 1928, Muller, 1945, Frost and
Mintzer, 1950, Gruber, 2012). The thermal regime of permafrost enables the formation and
preservation of ground ice and determines the spatio-temporal scales of its creep (Taber,
1930, Murton and French, 1994, Haeberli et al., 2006). Until the second half of the XIX cen-
tury, the study of permafrost was limited to a few miners, explorers, some natural scientists
and a limited number of engineers, mostly interested in high altitude regions. Increasing
economic activities in the 1970s, largely associated with the exploitation of natural resources
in the North, increased the interest in research on frozen soils due to the destructive action of
frozen ground and the related engineering problems (Muller, 1945, Frost and Mintzer, 1950,
French, 2003, Arenson et al., 2007).
In more recent years, many aspects of periglacial research have become important in the
context of climate change. In fact, permafrost is one of the Earth’s components most sensi-
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Figure 2.1: Illustration of the typical components and visual features of an alpine rock glacier. From the
top to the bottom, the rock walls, the talus slope, then the elegant (Muragl) Rock Glacier. Evident areas
characterized by complex morphology, uniform flow patterns, steep front and lateral margins distinguish
the rock glacier in the landscape.
tive to increasing air temperatures and is currently experiencing strong warming and thaw-
ing, posing hazards to nature and human activities (Romanovsky et al., 2002, Harris et al.,
2003, Chadburn et al., 2017, Karjalainen et al., 2019, Biskaborn et al., 2019). From a global
standpoint, a warming climate can induce an acceleration in the release of large quantities
of organic carbon that are currently stored in high-latitude regions of the Earth, thus accel-
erating climate change (Schuur et al., 2015). At lower latitudes, growing evidence indicates
that the rate of atmospheric warming is amplified with elevation and that this effect will be
accompanied by striking changes in the extent and the dynamics of mountain permafrost
(Haeberli and Beniston, 1998, Pepin et al., 2015). Therefore at a local scale, permafrost rep-
resents an important subject for local communities living in mountain ranges all over the
world, from the Arctic, to the European Alps, to the dry Andes of Argentina and Chile. In
Switzerland, approximately 5% of the land surface (generally above 2600 m a.s.l.) is char-
acterized by mountain permafrost (Keller et al., 1998, Cremonese et al., 2011, Boeckli et al.,
2012). The evaluation of future effects of climate change on and from the periglacial en-
vironment and the consequent development and implementation of adaptation measures
to reduce these impacts necessitates understanding of deformation processes (Romanovsky
et al., 2002, Arenson et al., 2016).
Permafrost is usually invisible from the surface and the application of various indirect
methods, such as interpretative analysis of aerial imagery, has been required for its detection
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and characterization since the first studies on the topic (Frost and Mintzer, 1950, Beniston
et al., 2018). After almost a century of technological advances, state-of-the-art contemporary
remote sensing techniques allow the multi-temporal quantification of surface deformations
over large areas (Arenson et al., 2016, Strozzi et al., 2020). Amongst the evidence of past- and
present permafrost occurrence, the most discernible and spectacular are unequivocally rock
glaciers (Fig. 2.1).
According to Barsch (1992):
Active rock glaciers are lobate or tongue-shaped bodies of perennially frozen debris supersaturated
with interstitial ice and ice lenses or even with bodies of massive ice, which move downslope by creep
as a consequence of the deformation of the ice contained in them and which are, thus, features of
choesive flow.
Rock glaciers have received increasing attention from the international scientific commu-
nity due to their distinct appearance, their scientific and social relevance and due to their
intrinsic beauty and allure (Wahrhaftig and Cox, 1959, White, 1976, Humlum, 1998, Haeberli
et al., 2006). Over time, the origin and the classification of rock glaciers has been a matter of
dispute. In this thesis, the term "rock glacier" will be used without discriminating between
different classifications systems. The establishment of a consensus and the formulation of a
broadly accepted definition of rock glaciers and their origin lays beyond the scope of this the-
sis and should be searched elsewhere (Potter, 1972, Whalley, 1974, Johnson, 1978, Giardino
and Vitek, 1988, Barsch, 1992, Haeberli and Vonder Mühll, 1996, Berthling, 2011).
The next paragraphs introduce the current knowledge about the physics of rock glacier
creep and synthesises the most important observations of rock glacier dynamics and its vari-
ability over short (seasonal) and long (decennial and beyond) temporal scales.
2.2 The physics of rock glacier creep
In early studies, the movement of rock glaciers has been thought to happen mostly near
the surface and being driven by freeze-thaw cycles (Capps, 1910). Almost fifty years later,
Wahrhaftig and Cox (1959) deduced solely from geomorphological observations that a large
part of the deformation within a rock glacier must occur at depth. Their thesis was con-
firmed only in recent years, when direct observations from borehole investigations shed
light on the internal structure and deformation profile of rock glaciers (Haeberli et al., 1998).
Although only limited direct observations exist, the borehole data show a recurrent structure
and behaviour for all the investigated landforms (Haeberli et al., 1988, Arenson et al., 2002,
Krainer et al., 2015, Buchli et al., 2018, Arenson, pers. com. 2020). Based on this knowledge,
rock glaciers are typically divided into three distinct structural and dynamical units, which
are, from the surface to deeper ground: the active layer, the ice-rich core, and the shear
horizon (See Fig. 2.2). Below these three units no or very limited movement occurs: the
shear horizon delimits in a dynamic sense the thickness of the active rock glacier itself. The
surface displacements of a rock glacier are the sum of the three independent contributions
described below. The following sections provide a brief review of our current knowledge on
9
Part I Synopsis




    layer
2. Ice-rich 
    core
3. Shear 
    horizon
4. Debris or
    bedrock
Temperature Displacement





1. Active layer 2. Ice-rich core
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Ice
Debris
    Structure and composition: 
      unconsolidated boulders, several meters in thickness. 
      the composition varies seasonally due to phase changes, 
      only frozen in winter. 
    Temperature: 
      this layer strongly insulates the underneath permafrost
      from external temperature forcing. It is influenced by 
      freeze-thaw cycles and by advective heat fluxes.  
    Displacement: 
     caused by sliding, tilting or rolling of the boulders.   
   Structure and composition: 
     ice-rich debris constituting the main unit of the rock glacier. 
     The vol. ice content typically ranges from 40% to 90%. 
     The debris size is significantly smaller than in the a.l. 
   Temperature: 
     the thermal regime is controlled by heat diffusion. 
     Talik development can indicate permafrost degradation.    
   Displacement: 
    caused by temperature dependent creep of the ice.    
    Structure and composition: 
      Frozen soil with banded ice and pressurized water. 
      Ice content and debris size smaller than in the ice-rich core. 
      A few meters in thickness. 
    Temperature: 
      the seasonal temperature signal is strongly attenuated. 
      Temperature variations occur at larger temporal scales.   
    Displacement: 
     accomodates up to 90% of the total displacements,
      the creep is influenced by pore water pressure.
   Structure and composition: 
     the lower boundary of the rock glacier, composed by 
     sediments or bedrock. Often old material transported 
     on top of the rock glacier and then being overridden.
   Temperature: 
     negative and positive temperatures are possible according
     to the state of the permafrost.     
   Displacement: 






2 State of the art in the research field
2.2.1 The active layer
At the rock glacier surface, a few meters of seasonally frozen blocky sediments represent
the interface between the ice-rich permafrost and the atmosphere. The thermodynamics
of the active layer are complex due to the multi-phase nature of this layer, which consists
of a rock, ice, water, and air fraction, and because of the multitude of processes governing
its energy balance, which include conductive, advective, and convective heat fluxes (Hanson
and Hoelzle, 2004, Delaloye and Lambiel, 2005, Scherler et al., 2014, Wicky and Hauck, 2017).
During the summer months, the active layer insulates the permafrost underneath it, strongly
reducing the thawing process at the permafrost surface. Although melt rates at degrading
rock glacier sites are usually limited to a few centimeters per year (Krainer et al., 2015),
the influence of increasing air temperature can significantly (with a power law) impact the
creep rates of the underlying rock glacier (Arenson and Springman, 2005a, Müller et al., 2016,
Monnier and Kinnard, 2016).
The deformation of the active layer is mostly linked to tilting or sliding of the boulders
on top of the permafrost table. Rare events of active layer detachments have been observed
at rock glacier sites, characterized by extreme values of displacement rates due to sliding
(Lugon and Stoffel, 2010, Marcer et al., 2020). In some cases, boulders can move very rapidly
for a short time also in relation to tilting. In fact, when a boulder is tilting close to a terrain
step, it might lose its stability and quickly roll down slope, as it often happens close to active
front (Haeberli et al., 1998, Buchli et al., 2018). When measuring surface displacements, it is
difficult to filter the deformation component associated with the active layer. Nevertheless,
the magnitude of this component is in general orders of magnitude smaller than the total
surface velocity, therefore negligible in first approximation (Wirz et al., 2016b, Cicoira et al.,
2019b). An exception are extremely slow-moving rock glaciers, where the movement of the
boulders on the surface can represent a relevant contribution to the total observed velocities
(e.g. Murtél Rock Glacier). Based on this evidence, the dynamics of the active layer can be
considered not representative of the state of the creeping permafrost underneath it and will
therefore be neglected later in the thesis when mathematically describing rock glacier creep.
However, it is important to remember that the active layer is essential for the surface mass
and energy balance of a rock glacier and thereby has a fundamental influence on rock glacier
creep.
2.2.2 The ice-rich core
The inner core of a rock glacier is composed of a mixture of ice and rocks with a typical
thickness of 10 to 25m. The ice component can be polygenetic and may include significant
meteoric, superficial, and ground-water contributions (Haeberli and Vonder Mühll, 1996).
Observations from boreholes at moving rock glaciers indicate values of the volumetric ice
content of above 50% apart from the case of degrading permafrost, where the values can
be lower (Arenson et al., 2002, Haeberli et al., 2006, Hausmann et al., 2012, Monnier and
Kinnard, 2016). The rock component of rock glaciers typically originates from debris-laden
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snow avalanches, episodic rock avalanches and long-lasting rockfall activities (Clark et al.,
1998, Humlum, 2000, Haeberli et al., 2006). The grain size of the rock component is usually
finer than in the active layer. This structural difference is the consequence of the processes
that contribute to the debris supply (fall sorting and washing away) and the motion of the
rock glacier itself (kinetic sieving) (Haeberli et al., 2006). As a consequence, the structure of
the ice-debris matrix can be very heterogeneous within a single rock glacier and can be very
diverse amongst different landforms (Clark et al., 1998, Arenson et al., 2010). The thermal
regime of the inner core is mainly controlled by heat conduction (Lachenbruch et al., 1988,
Haeberli et al., 2006). Therefore, the phase of the temperature signal from the surface is lin-
early delayed and its amplitude exponentially attenuated with depth (Carslaw and Jaeger,
1959, Cicoira et al., 2019b). The seasonal temperature signal influences the frozen ground
until the depth of the zero amplitude, which is usually found at about 15 to 20m depth.
Thermal changes below this point require temperature forcing to act at longer temporal
scales (decades and beyond). With regard to water flow, the ice-rich core can be considered
impermeable in first approximation (Krainer and Mostler, 2002). However, water flow has
the potential to affect significantly the inner core especially under conditions of permafrost
degradation, when temperatures close to the melting point lead to high structural hetero-
geneity, preferential flow pathways and augmented interstitial water content (ibidem).
The deformation of the ice-rich core is mainly governed by the time dependent creep of its
ice component (Arenson et al., 2007). Similarly to pure ice, the creep of the inner core is sus-
ceptible to temperature variations and strongly depends on the structure of the rock glacier
itself. In fact, the creep behaviour of a debris-ice mixture and even its stress-strain behaviour
(ductile - dilatant - brittle) can vary substantially depending on the applied strain rate, on
the volumetric ice content and on the grain size of the rock component (Arenson et al., 2007).
For a homogeneous matrix, the ice-rich core can be described as a creeping viscous material,
as confirmed by the classical deformation profiles observed from inclinometer readings (see
Fig. 2.2). However, for more heterogeneous and anisotropic structures, the debris compo-
nent and the ice structure can strongly influence the deformation profile (Buchli et al., 2018).
Overall, an amount of 10%-40% of the total displacement takes place within the ice-rich core
and is governed by temperature variations (Arenson et al., 2002).
2.2.3 The shear horizon
The shear horizon is a shallow layer of a few meters of thickness, where the highest shear
rates are observed and where most of the deformation (60%-90%) occurs (Arenson et al.,
2002). It is located below the inner core, at a depth of 15 to 30m from the surface. Despite
the extreme paucity of observations, borehole investigations showed a decrease in volu-
metric ice content (20%-50%) and in the debris grain size within this layer (Haeberli et al.,
1988, Arenson and Springman, 2005a). Moreover in this layer, the large deformation rates
modify the structure and may themselves influence the properties of material itself, as sug-
gested by the banded ice observed in the ice cores from the Lazaun Rock Glacier in Sudtirol
(IT) (Krainer et al., 2015). Due to the depth of the shear horizon, the influence of surface
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temperature forcing is limited and considerably delayed in time (Kääb et al., 2007, Cicoira
et al., 2019a). At longer time scales, however, changes in temperature, especially in intervals
close to the melting point, can cause significant variations in the mechanical properties of
the rock glacier material, also at the depth of the shear horizon. While the ice-rich core can
be assumed to be mostly impermeable to water flow, pressurized water has been observed
during borehole perforations within the shear horizon, suggesting a strong influence of un-
frozen water on the behaviour of this unit (Ikeda et al., 2008, Bast, pers. com. 2015, Buchli
et al., 2018).
Debris-ice mixtures are usually more resistant to deformation at low temperatures than
their pure end-member components (Moore, 2014). As a consequence, the apparent viscos-
ity of rock glacier material is larger than for pure ice at the same temperature and stress
(Monnier and Kinnard, 2016, Müller et al., 2016). However, especially close to melting con-
ditions, the growth of unfrozen water films at the interface between ice and debris has the
potential to reduce the strength of the mixture and can even lead to substantial weakening
(Moore, 2014). In accordance to this consideration, the effective viscosity of the shear horizon
material has been estimated to be up to seven times smaller than that of pure ice at similar
conditions (Bucki and Echelmeyer, 2004, Ikeda et al., 2008).
In summary, the contribution of the shear horizon to the total surface displacement is large
(60%-90%) and it also accounts for most of the inter-annual and seasonal variations in rock
glacier creep (Arenson et al., 2002, Cicoira et al., 2019b). Field and theoretical studies (Ikeda
et al., 2008, Buchli et al., 2018, Cicoira et al., 2019b) show that at temporal scales from months
to several years, these variations are mainly controlled by pore water pressure within the
shear horizon. At longer temporal scales, changes in the structure of the shear horizon,
driven by the combined influence of permafrost creep and ground temperature, are still
poorly understood but are expected to play an important role in determining the long-term
evolution of rock glaciers and their dynamics (Kääb et al., 2007, Müller et al., 2016, Seppi
et al., 2019).
2.3 Creep and dynamic models
Developing a mathematical formulation of a natural system - a model - can be used to study
its properties and understand its dynamics. All models have to be constrained and vali-
dated with observations, regardless if they are based on statistical methods or on analytical
formulations of physical processes. In comparison to glaciology, where copious studies have
investigated the physics of ice, research on rock glaciers is characterized by a paucity of di-
rect investigations both in the field and in the laboratory. This restrain results in a scarce
understanding of the fundamental processes governing rock glacier creep and hinder the




The rheology of debris-ice mixtures, i.e. the mechanical constitutive relationship which com-
bines the deformation of the material to its internal stresses, can be described mathematically.
Having identified ice creep as the main mechanism behind the movement of rock glaciers,
the first theory to consider when describing rock glacier deformation is the empirical flow
law proposed by Nye (1952) and Glen (1955) for pure ice:
‚̇ = Afin: (2.1)
Glen’s law describes thermally activated dislocation creep for an isotropic crystalline solid
and is analogous to the relationships that describe deformation of metal and rock at high
temperatures (Weertman, 1983). The shear rates ‚̇ depend only on the shear stress fi through
a power law relationship, and on the constitutive properties of pure ice, which are described
through two parameters: the fluidity factor A (inversely related to viscosity) and the flow ex-
ponent n. The fluidity parameter in eq. 2.1 is described by an Arrhenius relation dependent








where A0 is a parameter typical of the material, Q is the activation energy, R∗ is the uni-
versal gas constant and T is the absolute temperature in Kelvin. This formulation has been
proven valid for most of the glacial and periglacial conditions on Earth (Moore, 2014). When
approaching the melting point, the fluidity parameter shows an additional dependence on
temperature due to liquid water along grain boundaries (De La Chapelle et al., 1999, Moore,
2014). This effect can be accounted for by correcting the formulation of the fluidity parameter
(Eq. 2.2) with an additional term:
Aw = A+ ¸W; (2.3)
where W is the unfrozen volumetric water content and ¸ a model parameter (Cuffey and
Paterson, 2010). The flow exponent n is often considered constant and best approximated
for pure ice by a value of 3, although experimental and field evidence exist that this value
represents the superposition of different mechanisms (Weertman, 1983, Cuffey and Paterson,
2010).
The driving stress can be calculated as:
fi = gH sin¸; (2.4)
Where  is the density of the creeping material, g the gravitational acceleration, H the
thickness of the moving rock glacier, and ¸ the surface slope angle.
The previous theory has to be expanded when studying rock glaciers. In fact, they con-
sist of debris-ice mixtures, whose properties depend on the volumetric fractions of their
14
2 State of the art in the research field
constituents and not only on pore ice. As described above, several field observations, inte-
grated by theoretical and experimental studies, have highlighted debris concentration and
size, temperature, water content and internal stresses as the first-order variables governing
the deformation of debris-ice mixtures (Moore, 2014). Arenson and Springman (2005b) have
tested natural (from borehole cores at rock glacier sites in Switzerland) and synthetic soil
samples in order to adapt Glen’s flow law to the rheology of rock glacier material (Aren-
son and Springman, 2005a). The authors expressed the dependency on the volumetric ice







+ 5× 10−11e−10:2wi ; (2.5)
n = 3wi : (2.6)
In addition to the variability of material properties, also the processes governing the de-
formation of rock glaciers can be diverse. For debris-ice mixtures with a high volumetric
content of debris, frictional effects ensue when particle to particle contact is reached. For
the end-member case of unfrozen debris, the maximum strength is in first approximation
described by the Terzaghi form of the Mohr-Coulomb yield criterion:
fir = fic„ + ffe tanffiC ; (2.7)
where ffe are the effective stresses, fic„ is the cohesion and ffiC is the friction angle of the
shear horizon material. Contrarily to unfrozen material, the strength of ice-rich debris is
strongly strain rate and temperature dependent and preserves a viscous component due to
the presence of pore ice. Ladanyi (2003) has proposed a constitutive relation that combines
the frictional yield threshold with viscous flow resistance. In this mathematical formulation,
the shear strain rate depends on the shear stress and the two creep factors, and addition-
ally on the shear resistance of the deforming material. Three cases are made for describing
mixtures with different volumetric debris content and the dependency of their shear resis-
tance to temperature. For an ice-rich, cold frozen soil, where both cohesion and friction are







where ‚̇C is the critical shear strain rate typical of the material. This formulation allows
us to express the frictional behaviour of the ice-rich mixture augmented by a rate-dependent
cohesive strength. Moreover, according to the definition of the shear strength, the calculation





Two basic laws govern the field of continuum mechanics and combined together allow the
mathematical description of the motion of rivers, snow avalanches, ice glaciers and rock
glaciers as well. The Navier-Stokes equation describes the conservation of momentum and
embodies Newton’s second law. The continuity equation states the conservation of mass
expressing Lavoisier’s law. Solving the coupled system allows us to explore the dynamics
of a physical system. The analytical solution of the model is arduous if not impossible and
even numerical computing is laborious and computationally expensive. Therefore, simpli-
fications are required. When the ratio of inertial to viscous forces, the Reynolds number
Re = UL=— is very low, the inertial terms of the Navier Stokes equation can be neglected.
Another important simplification ensues when the horizontal extent of the modelled land-
form can be considered much larger (> 10 times) than its thickness. In this case it is justi-
fied to adopt the Shallow ice approximation Hutter (1983). Moreover when the geometry
is favourable (length much larger than width), the model can be further simplified to just
one dimension. This is often the case for rock glaciers, for which the Reynolds number is
of the order of 10−12 and the length (hundred of meters) is much larger than the thickness
(decameters) and often larger than the width. Under these assumptions, the longitudinal
stress gradients are not considered and bi- and three dimensional effects are neglected. In
summary, the surface slope and the thickness of a rock glacier are the minimum geometri-
cal information required to design a process-based model for rock glacier creep. Here on,
the formulation will be further continued based on these assumptions and will adopt the
mono-dimensional shallow ice approximation.
2.4 Temporal variability in rock glacier dynamics
The movement of rock glaciers has already been observed in the first pioneering studies
more than a century ago and, ever since, the very definition of rock glaciers has been inex-
tricably intertwined with their dynamics (Spencer, 1900, Cross et al., 1905, Capps, 1910).
Investigations of the same landforms over several years allowed to detect inter-annual
variability in the displacement rates already in the early stages of rock glacier research by
means of geodetic surveying (Chaix, 1923, 1943, Wahrhaftig and Cox, 1959), but these find-
ings were rarely mentioned and barely discussed from a dynamical perspective White (1976),
Barsch (1992). Haeberli (1985) provided the earliest observations of seasonal velocity vari-
ations, followed almost two decades later by more consistent and detailed studies, which
highlighted a significant increase in flow velocities starting in the 1990s. On the basis of
glaciological studies, temperature has been suggested as the main factor controlling rock
glacier creep and its variability (e.g. Arenson et al., 2002, Arenson and Springman, 2005a,
Haeberli et al., 2006). Especially the introduction of modern DGPS technology allowed to
improve the resolution of the measurements and extended them to more field sites with the
result of substantially increasing the confidence of the scientific community in the obser-
vations (Lambiel and Delaloye, 2004, Krainer and Mostler, 2006, Perruchoud and Delaloye,
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2007, Delaloye et al., 2008). Finally, the introduction of continuous differential DGPS mea-
surements yielded unprecedented temporal resolution and allowed the detection of vari-
ations in rock glacier velocities at time scales of days to weeks at significantly increased
precision and accuracy (Wirz et al., 2011, 2014).
Until the late 1990s, long time series of rock glacier surface velocities stem from the co-
herent work of dedicated researchers, who were personally responsible for the regular sur-
veying of the field sites (Barsch and Zick, 1991, Francou and Reynaud, 1992, Delaloye et al.,
2008) This task has been facilitated with the introduction of continuous DGPS measurements
and remote sensing techniques. Analysis of aerial imagery and the introduction of repeated
UAVs surveys, in combination with the use of offset tracking algorithms allow the deter-
mination of distributed maps of displacement rates at high accuracy and resolution (Kääb
and Vollmer, 2000, Dall’Asta et al., 2017, Bodin et al., 2018, Vivero and Lambiel, 2019). At a
decennial temporal scale, the re-analysis of historical aerial imagery allowed the reconstruc-
tion of velocity time series back in the past until the early XX century, revealing a significant
increase in flow velocities starting in the 1990s (Kellerer-Pirklbauer et al., 2012, Scapozza
et al., 2014, Hartl et al., 2016, Kellerer-Pirklbauer and Kaufmann, 2017, Kenner et al., 2020).
Recently, advancing InSar applications have allowed the quantification of short-term dis-
placement rates from space at high frequency and accuracy on virtually all rock glaciers on
the planet Liu et al. (2013), Barboux et al. (2013), Strozzi et al. (2020). Currently, monitor-
ing activities are regularly conducted from research institutes and from national monitoring
networks, providing consistent time series of kinematic measurements and meteorological
observations (see Fig. 2.3).
Overall, although only a small number of studies exist on rock glacier kinematics in com-
parison to ice glaciers, the available observations show a consistent flow pattern. The sea-
sonal and inter-annual rhythm of rock glacier flow is characterized by an acceleration in
early summer with flow velocity maxima occurring between summer and early winter, and
a deceleration leading to a late-spring minima (e.g. Delaloye et al., 2010, Wirz et al., 2016a).
The seasonal velocity signal generally shows a time lag of several months relative to air
and ground surface temperatures (Wirz et al., 2016b, PERMOS, 2016, 2019). This phase lag
has been interpreted as the time needed by the temperature signal to propagate into the
frozen ground and thus influence rock glacier creep (e.g. Kääb et al., 2007, Haeberli et al.,
2006, Delaloye et al., 2010). The observation that the spring acceleration is concurrent to the
snow melt has strongly corroborated the hypothesis that unfrozen water may influence rock
glacier creep (Shroder, 1978, Giardino and Steven, 1985, Krainer and Mostler, 2006, Ikeda
et al., 2008, Delaloye et al., 2010, Wirz et al., 2016b, Hartl et al., 2016). The short-term velocity
peaks (days to weeks) appear to be related to tilting or slip events of boulders, and therefore
limited to the active layer of the rock glacier (Wirz et al., 2014). Recent studies concur to the
conclusion that temperature is the main driver governing rock glacier dynamics and that
water (from snow melt and liquid precipitation) can play an important role in controlling
seasonal and inter-annual flow variations, but the used approaches remain speculative and
lack quantitative models (Wirz et al., 2016b, Kenner et al., 2017, Kellerer-Pirklbauer et al.,




Figure 2.3: State of the art observations depicting the connection between rock glacier surface velocities
and climate variables at the inter-annual (left) and seasonal (right) temporal scales. The upper panels
show the horizontal velocities for 16 rock glaciers in the Swiss Alps (left - mean black line) and for the
Braithorn Rock Glacier (Valais - CH). The lower panels show meteorological variables. For the inter-annual
temporal scale: MAGST from six field sites and ground temperatures at 15:5m depth for the Murtél Rock
Glacier. For the seasonal temporal scale: mid, air (green) and ground surface (red) temperatures; bottom,
rain intensity (black bars) and snow height (blue line). The blue and orange areas highlight the snow cover
and the zero curtain periods. Modified after PERMOS (2016) and Wirz et al. (2016a).
Concomitant with the above mentioned trend in rock glacier velocities, major abrupt
changes in rock glacier kinematics have been observed since the 1990s for several landforms
in the European Alps and in a few more cases in other mountain ranges worldwide (Avian
et al., 2005, Gärtner-Roer et al., 2008, Iribarren Anacona and Bodin, 2010, Delaloye et al., 2013,
Scotti et al., 2017, Eriksen et al., 2018, Marcer et al., submitted). These unanticipated kine-
matic changes, commonly labeled as destabilization, can affect the entire rock glacier or a
large part of it and are often anticipated by the onset of surface signs of degradation, such as
cracks and scarps (Gärtner-Roer et al., 2005, Delaloye et al., 2010, Marcer et al., 2019). Topo-
graphical predisposition, given by convex topography with extensive flow and high strain
rates, is a necessary but not a sufficient condition for the onset of rock glacier destabilization,
which can be triggered from other causes such as thermal- and hydrological forcing, exter-
nal loading, and drastic changes in the ice/debris input rates (Delaloye et al., 2013, Marcer
et al., 2019). Gärtner-Roer et al. (2008) indicated the rheological properties of warming per-
mafrost as the main controls of rock glacier destabilization, emphasizing the importance of
hydrological effects of unfrozen water. It has to be noted, that the terminology "rock glacier
destabilization" has a geomorphological origin and might be misleading if not correctly con-
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textualized. In fact, rock glacier destabilization does not involve the onset of structural in-
stabilities in the rock glacier body (apart from a few rare cases) and therefore it does not
correspond to an instability from a geotechnical standpoint. Detailed investigations at the
Furggwanghorn Rock Glacier (Turtmanntal - CH) revealed multiple superimposed shear
zones indicating past failure planes, contradicted the well-established relationship between
warming temperatures and surface velocities supported the hypotheses that dynamics vari-
ations may be driven by hydrological effects (Buchli et al., 2013, Merz et al., 2015a, 2016,
Buchli et al., 2018).
Velocity variations at temporal scales longer than the measurements (centennial and be-
yond) deserve a separate discussion. Because no direct observations are possible, the creep
rates can only be derived from the extrapolation of present day flow conditions and from
age estimates (Frauenfelder et al., 2005, Scapozza et al., 2014, Böhlert et al., 2011, Kellerer-
Pirklbauer et al., 2018). Several absolute and relative age dating techniques exist, based on
different quantities such as the Schmidt-hammer rebound values, lichen cover distribution,
luminescence signals, radiocarbon and cosmogenic nuclides concentrations (Haeberli et al.,
2003). The results from these techniques represent minimum ages of rock glacier formation
(travel time of the debris since incorporation in the rock glacier) and are accompanied by
uncertainties in the order of magnitudes of centuries to millennia (Böhlert et al., 2011, Fuchs
et al., 2013). The large uncertainty related to unknown changes in paleo creep rates (and
possible phases of inactivity) can be limited by the combination of the above mentioned
techniques and by numerical modelling, especially if (rare) age data are available at depth
from borehole drillings (Krainer et al., 2015). Tree-ring dating provide indirect information
about activity phases, which can be analysed in combination with long-term climatic data
(precipitation and temperature) but the results are so far contradictory and a detailed dis-
cussion requires more evidence (Shroder, 1978, Sorg et al., 2015). Despite these limitations,
age dating techniques provide valuable information about phases of rock glacier activity
and their long-term mean displacement rates throughout the Holocene (Böhlert et al., 2011,
Scapozza et al., 2014). The relevance of the results is subordinated to the quality of their dis-





In order to achieve the scope of this thesis and answer the three leading research questions, a vari-
ety of methods has been applied, including numerical modelling and data analysis supported by the
compilation of previously existing datasets and the collection of novel observations from in-situ and
remote sensing techniques such as drone surveying and geophysical methods. This chapter exposes
the methods and the database used in this thesis.
"Pluralitas non est ponenda sine neccesitate:
frustra fit per plura quod potest fieri per pauciora."
WILLIAM OF OCKHAM
3.1 Process-based modelling of rock glacier dynamics
In almost a century of research, numerous field investigations and remote sensing observa-
tions shed light on the temporal variability of rock glacier velocities. Geophysical investiga-
tions and borehole campaigns unveiled important information about the internal structure,
thermal and deformation regimes of rock glaciers. This knowledge, supported by the results
of laboratory experiments on the properties of rock glacier material, allowed the develop-
ment of theories on permafrost creep, and its coupling to the climate. However, the com-
plex, transient and non-linear nature of this interaction hinders the generalization of these
theories to the large-scale and long-term behaviour of rock glaciers. Therefore, the interpre-
tation of the observations remains open to doubt and the fundamental processes controlling
rock glacier dynamics still remain poorly and mostly qualitatively understood. In order to
bridge the gap between the observations and a quantitative understanding of the physical
processes involved, we adopted process-based numerical modelling as the main methodol-
ogy. Process-based modelling, based on a theoretical understanding of physical processes,
represents a useful approach to quantitatively investigate rock glacier dynamics and its cou-
pling to the climate. It allows the explicit formulation of the theoretical assumptions and a
clear physical interpretation of the results. This last essential point is embraced as a funda-
mental principle of the entire dissertation and as such it underlies the methods, the results
and eventually their discussion. According to the heuristic principle known as Occam’s ra-
zor, all the quantities that cannot be observed or interpreted are avoided as far as possible
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so that the modelling is effectively designed in the simplest way needed for a physical inter-
pretation of the results.
The modelling work conducted within this thesis can be divided into two separate parts.
The first one examines the complex hydro-thermo-mechanical processes governing rock
glacier dynamics and its seasonal and inter-annual variations for five well documented rock
glaciers, for which abundant detailed observations are available. The second one extends the
previous approach to the regional scale in order to explore the patterns and the long-term
trends of rock glacier dynamics for a large database comprising more than 400 landforms.
3.1.1 Process understanding at the field site scale
In order to investigate the response of rock glacier dynamics to variations in external forc-
ing at seasonal and inter-annual temporal scales, we design a novel conceptual and nu-
merical modelling approach. The modelling is constrained and the results are compared
against kinematic, geophysical and meteorological observations for five well documented
rock glaciers in the Swiss Alps. The modelling framework consists of four coupled units
describing heat transfer into the ground, the catchment hydrology, the hydro-mechanics of
the rock glacier and its rheology (Fig. 3.1).
The dynamics of the rock glacier is described by two independent power-law creep rela-
tions representing deformation in the ice-rich core and in the shear horizon of the rock glacier
(see Fig. 3.1). We calculate the deformation within the ice-rich core by using the temperature
dependent model proposed by Arenson and Springman (2005a), whereas for capturing the
influence of pore water pressure on deformation rates in the shear horizon, we use the creep-
law proposed by Ladanyi (2003). According to the scope of the thesis, the modelling aims
at simplicity while capturing all the essential processes needed to understand the physics
behind seasonal variations in rock glacier creep. Adding more processes and variables to
the modelling would increase the complexity of the study, hindering the interpretation of
the results and the logic of the conclusions. Therefore, we neglect several secondary pro-
cesses and assume that the properties of the rock glacier material are constant in time and
homogeneous in space.
Thermodynamical model
We calculate ground temperature evolution at depth using the observed ground surface tem-
perature time series as input. The diffusion equation for temperature is solved on the vertical







where T [◦C] is the temperature, z [m] the vertical coordinate, t [days] the time, and » [m2
◦C−1 day−1] the thermal diffusivity of the ground material. At the upper boundary, the ob-
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Figure 3.1: Conceptualization of the model and sketch of the moving rock glacier. Climatic forcing (dark
blue), model units (light blue) and modelled surface velocities (grey) are highlighted by coloured bubbles.
The interactions between the model units and the physical variables are depicted with arrows.
served ground surface temperature time series truncated at 0◦C is prescribed. At the bottom
of the rock glacier, just below the shear horizon, the temperature value is set to a constant
value close to the melting point Tb (−0:2◦C) according to observations in nearby rock glacier
boreholes in Canton Valais (Zenklusen Mutter and Phillips, 2012, Buchli et al., 2018). The
initial condition is prescribed as a constant vertical temperature profile with initial temper-
ature T0 (−1◦C). In order to avoid initialization effects, we spin the model up by prescribing
the data of the eight years time series prior to the model simulation starting in year 2011.
The temporal resolution of the model is 1 day, its spatial resolution is 0:1 meters. Convec-
tive and advective heat fluxes, the influence of basal heating due to frictional processes, and
geothermal heat flux are neglected as a first approximation.
Hydrological model
We calculate the ground-water discharge contributing to the rock glacier shear horizon on
the basis of observed liquid precipitation, and near ground and air temperature time se-
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ries. Liquid precipitation prain [mm day−1] and air temperature TAir [◦C] are measured at the
weather station nearby the Dirru Rock Glacier (see the description of the field site in Pub-
lication II), 350m away from the GPS positions. The snow melt rate psnow [mm day−1] is
modelled using a degree day model:
psnow = kd(Tair − Tmelt); (3.2)
where kd [mm ◦C−1 day−1] is the degree day factor for snow melt, and Tmelt [◦C] is the
melting temperature of snow set to 0◦C. Snow melt is calculated during the period when
the observed ground surface temperatures show isothermal conditions at the melting point
(detection of zero curtain). The model is based on the assumption that snow melt is occurring
simultaneously and homogeneously in the entire contributing catchment, neglecting in first
approximation the spatial variability of the process (temperature lapse rate, influence of the
aspect etc.). As soon as all the snow has melted, the ground surface temperature can rise
above 0◦C and melt-water production from snow ceases. Note that with this approach, we
directly calculate snow melt rates without the need for snow depth or solid precipitation
data. Possible delays and variations in magnitude due to melt water retention within the
snow pack and snow cover variability within the catchment are not considered. The total
water input ptot in the catchment contributing to the shear horizon is thus given by the sum
of the previous two contributions multiplied by the area of the catchment Ac :
ptot(t) = Ac (psnow + prain) : (3.3)
In a next step, we calculate the amount of ground-water that flows into the rock glacier shear
horizon by modelling the hydrological response of the catchment to liquid precipitation and














where ff and — are two Gaussian parameters representative of the sharpness and delay of
the hydrological response of the catchment. When applying this transformation the total
mass of the water input is conserved. In order to calculate only the fraction of the water
mass influencing the shear horizon (inflow in Fig. 3.1 and Fig. 4.3) the surface runoff and the
ground water, which is not influencing the rock glacier have to be excluded. To do so, we
multiply the obtained discharge by the constant inflow coefficient Ic .
Hydro-mechanical model
We calculate the effective pressures and the discharge at the rock glacier shear horizon using
a 1-D hydrodynamical model forced with the water input described above. We assume the
shear horizon to be an homogeneous material in saturated conditions, and the above rock
glacier ice-rich core to be an impermeable confining unit. Thus, we describe the behaviour
of the rock glacier shear horizon as an artesian aquifer by coupling the Darcy flow law for
24
3 Methodology








Affi(PA − PB); (3.6)
where Qin and Qout [m3 day−1] are the water inflow and outflow from the shear horizon
respectively, k [m2 day−1] is the hydraulic conductivity of the shear horizon material, — [Pa s]
is the dynamic viscosity of water, L [m] is the length of the rock glacier from the point in
which the ground-water is entering the shear horizon to the steep front, A [m2] is the area of
the average shear horizon cross section, ffi [-] is the porosity of the shear horizon material, and
PA and PB [Pa] are the pressure at the bottom of the rock glacier top and front respectively.
The model assumes that only water from upstream of the rock glacier contributes to the
shear horizon and in first approximation excludes contributions from the sides and from
the rock glacier itself. The water pressure at the rock glacier front is assumed equal to the
atmospheric pressure, so negligible in an hydrodynamical sense.
Prior to model the deformation profile of the rock glacier, the evaluation of mechanical
properties of the shear horizon material is needed. We calculate the effective stresses ffe [Pa]
and the shear resistance fir [Pa] of the shear horizon material on the basis of geometrical in-
formation and the modelled water pressure. The effective stresses are calculated by applying
the Terzaghi’s principle:
ffe = rggH sin¸− PA; (3.7)
where rg is the density of the rock glacier material, given by the averaged mean between
ice density ice [kg m−3] and rock density rock [kg m−3] and controlled by the volumetric ice
content wi [%]:
rg = icewi + rock(1− wi ): (3.8)
After calculating the effective stresses, the shear resistance can be calculated by applying
the Mohr-Coulomb criterion:
fir = ffe tanffic + fic„; (3.9)
where fic„ [Pa] is the cohesion and ffic is the friction angle of the shear horizon material.
Permafrost creep model
For modelling rock glacier creep, the rock glacier can be divided into two units: the ice-rich
core and the shear horizon (Fig. 3.1). For modelling the deformation in the ice-rich core,
we use the empirically derived creep relation proposed by Arenson and Springman (2005a),
similarly to a previous study by Cicoira et al. (2019a). The creep relation is a modified Glen’s
flow law, that relates strain rate "̇ [day−1] to the shear stress ff taking into account the volu-
25
Part I Synopsis
metric ice content [wi ] and the temperature [T ] of the rock glacier material:
‚̇(z; t) = A(z; T; wi )ff(z)
n(wi ): (3.10)
The flow law exponent n linearly depends on the volumetric ice content only and the creep
parameter A [Pa−n day−1] depends on temperature and ice content by two independent fac-
tors as exposed in Eq. 2.5 and Eq. 2.6.
For considering the enhanced deformation taking place in the shear horizon and its de-
pendency on pore water pressure, we apply the rheological model expressed by Eq. 2.8 and
proposed by Ladanyi (2003). The shear deformation for the case of a dense ice-saturated
material (wi > 0:6) is thus given by:
‚̇(z; t) = ‚̇c(wi ; T )
„
fi(z)
fic„(wi ; T ) + ffe(t)tanffic(wi )
«n(wi )
; (3.11)
where the critical shear strain rate ‚̇c and the cohesion fic„ are two model parameters of shear
deformation, and ffic is the friction angle of the shear horizon material. The total creep veloc-
ity ctot is the sum of the contribution of the deformation taking place in the shear horizon








3.1.2 A general theory for rock glacier creep: the Bulk Creep Factor and its
physical interpretation
The description of rock glacier dynamics is hampered by the high degree of heterogeneity
of their physical properties in conjunction with the strenuousness to obtain accurate mea-
surements of their internal structure, especially at a regional scale (Arenson et al., 2016). In
an attempt to better understand regional patterns and tendencies, we describe rock glacier
creep and dynamics with the most simple method possible, seeking a compromise between
a gargantuan task and its complete omission.
Based on the current knowledge of rock glacier physics and its mathematical description
presented in the previous chapter, we define the Bulk Creep Factor (here on BCF) as the ratio





Coupling the creep model proposed by Ladanyi (2003) with a perfectly plastic model for
rock glacier thickness, we calculate rock glacier creep rates by integrating Eq. 2.8 in the ver-




















The BCF is a dimensionless quantity that expresses the mechanical properties of the rock
glacier material. By separating the geometrical influence from the creep rates, the BCF allows
to compare different rock glaciers or different areas of a single rock glacier with regard to
their rheological properties. As we do not distinguish between different layers in the vertical
integration of Eq. 2.8, the BCF implicitly describes the rheology of both the ice-rich core and
the shear horizon. It therefore represents an averaged value over the entire rock glacier
thickness. In order to overcome our limited knowledge about the internal structure of rock
glaciers, we evaluate the value of the thickness H with one of the thickness models proposed
in the previous section (Eq. 4.1 to Eq. 4.3). This approach has the great advantage of requiring
only remote sensing data of surface creep velocities and surface slope angles of the rock
glaciers. Therefore, it allows large scale applications to efficiently extend previous research
efforts (Whalley and Martin, 1992, Groh and Blöthe, 2019). Here on, we set the values of the
model parameters according to previous modelling and laboratory experiments (Czurda and
Hohmann, 1997, Arenson and Springman, 2005b, Moore, 2014, Müller et al., 2016, Monnier
and Kinnard, 2016, Cicoira et al., 2019b). While most of the parameters are well constrained
and can be parametrized (e.g. as a function of the volumetric ice content), the value of
‚̇c varies between different rock glaciers and the choice of a reference value is arbitrary.
We calibrate this parameter to 0:06 a−1 in order to match the velocities of the Murtél Rock
Glacier, and take it here as a regional reference value for our analysis. While this reference
is arbitrary and the absolute values of the BCF can change, it does not influence the relative
variation between different rock glaciers.
When adopting the perfect plastic model for rock glacier thickness (discussed in Publica-
tion III and expressed here in Eq. 4.3, with a yield stress of 100 kPa) and assuming standard
values of the material parameters (wi = 0:7, n = 2:1,  = 1500 kg m−3, ffi = 25◦, fic„ = 10 kPa,
and ‚̇c = 0:06 a−1), the formulation of the BCF simplifies to:







Figure 3.2a shows the procedure and the data required for the calculation of the BCF. The
interpretation of different values of the BCF are illustrated in Figure 3.2b. Here, three possi-
ble states of a rock glacier are depicted in the creep rate - surface slope angle space. One rock
glacier can be described by a single point under the assumption that the spatial variability
within the same landform can be represented by single values of the surface slope angles,
thickness and creep rates. Point A and point C represent two rock glaciers characterized by
the same rheological properties (both lay on the yellow contour line - high BCF), but show
very different creep rates due to their contrasting slope angles. Point A and point B on the
contrary, show rock glaciers with the same value of creep rates despite their difference in
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Figure 3.2: Calculation and interpretation of the BCF. (a) Procedure and data required for the calculation
of the BCF and (b) interpretation of the parameter values in the creep rates - slope angle space. The
coloured contour lines show constant values of the BCF. The equation number refers to the formulas in
Publication III .
geometry (surface slope angle). This is only possible due to a reduction of the BCF. The
rock glaciers visualize by point B and point C show the same value of the slope angle, but
different values of creep rates due to different mechanical properties (different BCF). This il-
lustration demonstrates the importance of accounting for geometry and material properties
when comparing rock glacier dynamics. In fact, on a kinematic level, point A and point B
are equivalent. However, our approach allows to illustrate the dynamic difference between
those two rock glaciers: if point A had the same slope as point B, it would creep four times
faster according to its rheological properties.
3.2 Study sites: field measurements and remote sensing
observations
The investigation of the processes controlling rock glacier dynamics requires detailed ob-
servation of processes taking place in the ground, invisible at the surface. The collection of
such a database is hampered by practical restrains. In fact, researchers have to face plentiful
difficulties when surveying the periglacial environment and rock glaciers are no exception.
The difficult access to the field sites, challenging and expensive logistics in the field, and
not last serious safety issues obstruct monitoring activities and make the collection of data a
challenging task.
Especially for the analysis at the local scale, this thesis largely benefit from already exist-
ing datasets from the PERMOS network and XSense Project database. The PERMOS network
provided temperature measurements in boreholes, complemented by near-surface informa-
tion on temperature and surface displacement rates from TGS (Publication I, for reference see
the official report PERMOS (2019)). The XSense project provided meteorological, kinematical
and thermal information at the surface at daily resolution, indispensable for detailed analy-
sis (Publication I, and Publication II, for reference see Beutel et al. (2011), Wirz et al. (2016a)).
To further support the process-based modelling, several other methods have been applied
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Figure 3.3: Distribution of the rock glaciers investigated in the present thesis. The diameter of the circles
indicates the distribution density of the rock glaciers divided by topo-climatic regions. The black labeled
circles indicate the position of the seven field sites investigated in detailed at the local scale (DR - Dirru,
LA - Laurichard, MG - Muragl, MR - Murtél, PB - Pierre Brune, RT - Ritigraben, and SC - Schafberg Rock
Glaciers). For a detailed description of the database refer to corresponding publications (PERMOS, 2019,
Groh and Blöthe, 2019, Marcer et al., 2019, Cicoira et al., 2019a,b, submitted). The Permafrost Zonation
Index PZI from (Gruber, 2012) is used to illustrate the spatial distribution of permafrost in the Alps.
for the collection and preparation of ad hoc data. Repeated drone surveys allowed, through
the application of SfM techniques, the generation of multi-temporal DEMs and orthopho-
tos at high spatial resolution and accuracy. This data sets were then used for the calcula-
tion of yearly surface displacement rates by applying offset tracking algorithms (Kääb and
Vollmer, 2000, Rohner et al., 2019). The Dirru Rock Glacier was monitored for four years as
part of the research activities related to this thesis, and data for the Laurichard and Pierre
Brune were provided for further analysis from the University of Savoie Mont Blanc (em-
bodied by Marco Marcer and Xavier Bodin). Additionally, in cooperation of the University
of Savoie Mont Blanc, an intense field campaign to investigate the internal structure of the
Pierre Brune Rock Glacier was organized and carried out in summer 2019. The Murtél (MR),
Muragl (MG), Ritigraben (RT) and Schafberg (SC) Rock glaciers have been investigated in
Publication I, the Dirru (DR) in Publication II and the Dirru, Laurichard, and Pierre Brune
Rock Glacier in Publication III. The seven field sites investigated in detail at the local scale are
summarized in Fig. 3.3.
For the analysis at a regional scale, mostly data from remote sensing techniques were
used. The spatially heterogeneous characteristics of rock glaciers were summarized by a
single value of the BCF, which represents in first approximation the entire landform (or a
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significant part of it). We investigated a dataset comprising 414 rock glaciers for which sur-
face displacement and slope angle data are available. Most of the data came from the French
Alps (Marcer et al., submitted). Other data points came from the Swiss (PERMOS, 2019),
Austrian (Groh and Blöthe, 2019) and Italian Alps (see Fig. 3.3). We further accounted for
the permafrost conditions at each rock glacier site using as a proxy the Permafrost Zonation
Index (PZI) developed by the University of Zurich (Gruber, 2012). High values (close to the
unit) correspond to favourable conditions for permafrost occurrence, while values close to
zero indicate unfavourable conditions. Moreover, we analyse the destabilization suscepti-
bility of the investigated rock glaciers according to the geomorphological index proposed by
(Marcer et al., 2019). For a more detailed description of the data set refer to Publication III.
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Rock glaciers dynamics is highly variable and is characterized by different patterns at different tempo-
ral scales. The key factors controlling its variations are air and ground temperature, snow melt, liquid
precipitation, and debris- and ice input. While the drivers and the processes governing rock glacier
creep remain unchanged, their relative importance may vary according to the considered temporal
scale and the relative climatic conditions. On a short temporal scale - seasonal to inter-annual - we
investigated the interaction between rock glacier creep and climatic forcing by developing a novel con-
ceptual and numerical modelling approach. The model has been constrained and the results have been
compared with detailed data from five rock glaciers in the Swiss Alps, providing important insights
into the processes governing rock glacier creep. However, such a detailed approach cannot be scaled
due to the complexity of the processes involved and the paucity of observational evidence. In order to
foster further research advances, we developed a general theory for the analysis of rock glacier creep




4.1 Heat conduction and thermally-activated creep
The viscosity of ice is inversely proportional to its absolute temperature, following an ex-
ponential relationship as shown by Mellor and Testa (1969). This theory is directly transfer-
able to the periglacial environment where ice-rich debris are the main component of alpine
permafrost (Kääb et al., 2007). In order to answer Research Question I, we test the hypoth-
esis that the observed seasonal and inter-annual creep variations can be directly caused by
changes in ground temperature. To this aim, we reproduce the observed ground tempera-
tures as measured in boreholes on active rock glacier sites by forcing heat conduction with
measured external temperature forcing. Thereafter, we couple the ground temperatures to
a creep model for ice-rich frozen soil derived from laboratory experiments by Arenson and
Springman (2005a). The observed surface displacements are compared with the model re-
sults, expressing the depth-integrated contribution of the driving stresses and the transient
temperature regime. The modelling is constrained with an outstanding data set comprising
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Figure 4.1: Contour plots of ground temperatures time series (colour coded) for the (a) Ritigraben, (b)
Murtèl, (c) Schafberg and (d) Muragl Rock Glaciers. Each panel shows, from top to bottom, the measured
temperatures, the modelled temperatures and the corresponding residuals.
measurements of surface and ground temperatures, detailed observations on the geome-
try and the internal structure as well as surface kinematic measurements for four active rock
glaciers described in Sect.3. The methods, results and discussion related to this research -
comprising a detailed sensitivity analysis - are extensively treated in Publication I.
4.1.1 Modelling permafrost temperatures
We calculate permafrost temperature evolution at depth by numerically solving the heat
conduction equation being forced by observed near permafrost surface temperatures. The
boundary condition of the model is prescribed below the active layer, allowing us to neglect
the complex processes governing this layer (Delaloye and Lambiel, 2005, Wicky and Hauck,
2017) and assume heat conduction as the only process controlling the thermal regime of the
underlying permafrost (Haeberli et al., 2006). In some cases, data gaps are present and lin-
ear interpolation of the data is used. The data gaps are short (below a few months) and
are expected to not affect the overall modelling, but interpretation of the modelled veloci-
ties for these periods has to consider this limitation. The model results agree well with the
observations as shown in Fig. 4.1, with residuals mostly lower than 0:2°C.
In general, there is a good fit between absolute values, seasonal amplitude and phase. For
the case of Ritigraben Rock Glacier, the presence of a Talik at a depth of about 10m (Luethi
et al., 2017) causes substantial differences between the modelled and the measured temper-
atures. For all the case studies, the depth of zero annual temperature amplitude is slightly
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overestimated in our calculation. Our model therefore overestimates the influence of the
external temperature signal on ground temperatures. The assumption of a constant bottom
temperature agrees well with the observed borehole temperatures. We assume the physical
properties of the rock glacier (density, ice content and thermal diffusivity) to be constant
in time and homogeneous in space, which seems justified at the considered short (seasonal
to multi-annual) timescales and is supported by the good performance of the temperature
evolution model.
In addition to the modelling, we produced continuous time series of ground temperatures
by linearly interpolating in time the borehole observations for all data gaps shorter than one
year. The interpolated time series allow us to directly use the observed ground temperatures
as input for the creep model. However, due to the presence of large data gaps, the applica-
bility of this approach shows strong limitations and it makes it better suited as validation of
the modelling rather than directly useful for the interpretation of the data. Altogether, the
modelled temperatures in combination with the available observations serve as a solid basis
for the modelling and the analysis of rock glacier creep rates.
4.1.2 Modelling creep rates
We calculate creep rates on a vertical profile on the basis of the modelled and observed tem-
perature time series. The constitutive relation of the rock glacier material is described using
the empirical creep model proposed by Arenson and Springman (2005a). The resulting creep
velocities (blue line in Fig. 4.2) can be compared against the observations (black and gray-
dotted lines in the same figure). We obtain the correct order of magnitude for calibrating the
volumetric ice content to a value of 70%, in accordance to the literature. Figure 4.2 shows
the calibrated surface creep velocities, corrected with a calibration factor to match the mean
value of the observations. The un-calibrated time series is available in Publication I. How-
ever, the modelled amplitude in seasonal and inter-annual velocity variations underestimate
the observations by one order of magnitude the observations. Furthermore, the phase of the
modelled and the observed creep velocities shows a noticeable lag. In fact, the modelled ve-
locity maxima are only reached in late winter, while the observations reveal velocity peaks
in autumn with a corresponding phase shift of 2-3 months. The calculated velocity pattern
is, on the one hand, a result of the diffusion of the temperature signal and, on the other hand,
a result of an integrated contribution of deformation over the entire depth. The surface ve-
locity variations are therefore neither a direct reflection of the temperature signal at a single
depth nor of the depth-averaged temperature signal. In consequence, estimating the phase
lag between seasonal variations in surface temperature and surface flow from heat conduc-
tion is non-trivial and qualitative interpretation of the phase lags is potentially misleading.
In order to further improve the description of the deformation profile and of the thermal
regime of the rock glacier, we perform two additional sets of simulations. Firstly, we re-
produce a realistic deformation profile by increasing the flow exponent in the creep model,
approximating a plastic behaviour (Arenson et al., 2002, Frehner et al., 2015). Although this































































































































































































































































































Figure 4.2: Observed and modelled creep velocities (corrected) for the (a) Ritigraben, (b) Murtèl, (c)
Schafberg and (d) Muragl Rock Glaciers. The upper subpanel shows the observed subsurface temperature
used as model input.
crepancies between the observed and modelled velocity variations (yellow line in Fig. 4.2).
Therefore, this result confirms the overestimation of the external temperature signal in our
modelling. Finally, in order to validate our results and reduce the uncertainty related to the
calculation of the ground temperature, we directly force the creep model with the observed
ground temperatures (red line in Fig. 4.2. The above found amplitude underestimation and
phase shift do not change, with the exception of the Ritigraben Rock Glacier for which the
phase of the black and the red lines match. This result is not due to an underestimation of
the seasonal temperature variations, as confirmed by the results of the thermal modelling.
Regarding the multiannual variations, which are well documented and synchronous for
many rock glaciers in Switzerland (PERMOS, 2019), our modelling suggests that the respon-
sible process between the observed acceleration in flow (e.g. from 2011 to 2015) and the
observed surface warming cannot be explained by heat conduction into the ground alone. It
is likely an indirect effect of enhanced meltwater penetrating into the rock glacier body and
thereby affecting its rheology. Phases of slowdown related to conductive cooling in cold or
long winters (e.g. 2007 and 2011) are more distinct in our modelled velocities, and thus win-
ter cooling may contribute more substantially to the longer-term slow-down of rock glacier
flow. The enhanced sensitivity to winter temperatures is (in contrast to summer tempera-
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tures) not surprising given that the zero curtain effect caps the summer temperature peak at
0 degrees and inhibits the propagation of the summer heat into the ground, which is well
reflected in the observed temperatures below the active layer.
In summary, the strong underestimations in both amplitude in seasonal and multi-annual
variations, as well as the overestimation in time lag of seasonal peaks in our modelling,
suggest that heat conductive processes alone cannot explain the observed variation in flow
velocity, suggesting the need for other processes, such as the interaction of rock glacier rhe-
ology with surface water advecting into the rock glacier body.
4.2 High mountain hydrology and permafrost hydro-mechanics
Borehole investigations indicate the presence of pressurized unfrozen water at the depth of
the shear horizon for several rock glaciers (Arenson et al., 2002, Bast, pers. com. 2015, Buchli
et al., 2018). The same layer accommodates most of the deformation (60%-90%) and ac-
counts for most of the temporal velocity variations (Arenson et al., 2002). Having previously
excluded the hypothesis that temperature can explain the observed velocity variations, we
are logically directed to address Research Question II: how does unfrozen water influence the
creep regime of a rock glacier? Can the observed seasonal and inter-annual creep variations
be caused by the combined influence of temperature forcing and water input? To address
these questions, we develop a novel conceptual and numerical modelling approach based
on state oft the art field observations. In this framework we account for heat transfer into the
ground, the catchment hydrology, the hydro-mechanics of the rock glacier and its rheology.
The constitutive relation of the rock glacier material is described by two independent creep
models accounting for its dependency on temperature (Arenson and Springman, 2005a) and
pore water pressure (Ladanyi, 2003) respectively. The modelling is constrained and the re-
sults are compared against kinematic, geophysical and meteorological observations for the
Dirru Rock Glacier (Valais - CH). For more details on the field site and on the modelling
framework see Sect.3 and for a complete explaination of this research to Publication II.
4.2.1 Separating and quantifying external forcing
In order to quantify the influence of ground temperature on rock glacier creep, we calculate
ground temperature evolution at depth using the observed ground surface temperature time
series as input as explained in the previous section. The observed temperature amplitude
(truncated at 0°C) at the rock glacier surface varies between 4°C and 11°C (Fig. 4.3b). At the
depth of the shear horizon, about 15 m below the surface, the seasonal amplitude is reduced
by one order of magnitude and the phase is shifted by approximately 5 months. In this case,
no borehole temperature measurements are available and the results can only be interpreted
on a conceptual level. The observed truncated mean annual ground surface temperatures
range from −2:3°C to −1:2°C (Fig. 4.3d). These results confirm our previous finding and
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reinforce the conclusion that temperature forcing cannot explain the seasonal phase and can






















































































































































































































Figure 4.3: Modelling input and results. (a) Measured liquid precipitation (blue) from the weather
station and modelled snow melt rates (red). (b) Observed ground surface (black dots) and air (grey line)
temperatures. (c) Yearly cumulative values of liquid precipitation (blue) and snow melt (red), and total
contribution (grey). (d) Ground surface temperature (black line) truncated at 0°C (scaled by a factor
10−1) and its annual mean (MAGST, blue line) calculated for the hydrological year. (e) Results of the
hydro-mechanical model. The output of the hydrological model is used here as input (Snow melt and Liquid
precipitation components, blue and red lines). The outflow and the water head at the bottom of the rock
glacier are shown with a grey and a black line respectively. (f) Results of the thermodynamic model. The
modelled ground temperatures for position 17 are plotted against time at the surface (light blue, same as
GST in panel d), at 5m (dark blue), at 10m (violet) and at 15m (black) depth.
In a second step for describing the physical system, we include in the modelling the influ-
ence of water input on the shear horizon dynamics, which can be quantified on the basis of
the water input in the contributing catchment. The estimated water input, which we assume
homogeneously distributed in the rock glacier catchment is plotted in Fig.4.3a. The liquid
precipitation (blue bars) is directly measured at the nearby weather station, while the snow
melt (red bars) is estimated with the degree day model expressed by Eq. 3.2. The duration
of the snow melt is inferred from observations of the zero curtain effect from the measured
ground surface temperatures. Its magnitude is estimated for the same period by using a de-
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gree day model forced with the observed air temperatures, measured at the weather station.
The snow melt starts at the end of April and lasts several weeks, leading to the highest water
input rates peaking at 60mm day−1. Liquid precipitation events occur from the end of the
snow melt period onward. Starting in late autumn the low temperatures in the catchment
lead to solid precipitation, which accumulates in the catchment until the following Spring.
The cumulative precipitation at the Dirru field site varies between 500 and 800 mm of wa-
ter per year during the observational period. The distribution of the precipitation events as
well as the source of the main contribution varies from year to year. On the basis of the wa-
ter input, we can simulate the hydrological response of the catchment and by using Eq. 3.4
calculate the amount of water flowing into the rock glacier shear horizon. The modelled
discharge is characterized by a multi-modal distribution throughout our entire time series,
with peaks up to 40m3 day−1. The highest values are always obtained in spring, due to
snow melt. Further local maxima due to liquid precipitation are obtained later in the season,
but never exceed 40m3 day−1, corresponding to a water flow velocity of less than 1m day−1.
During autumn, the inflow to the shear horizon decreases to zero as a consequence of the
ceased water input. The Gaussian function used for representing the catchment hydrol-
ogy is described by only two parameters, which offer a clear physical interpretation. The
first model parameter — represents the delay time of the catchment response to water input.
The second parameter ff describes the reactivity of the hydrological catchment. By setting
both parameter values equal to 5 days, we represent a quickly reactive catchment, typical of
high mountain environments (Brunner et al., 2018). In the modelling, the discharge peak is
reached 5 days after the water input and 68% of the water mass is discharged from the catch-
ment within 10 days (95% in 20 days etc.). Although the snow melt and hydrological models
are simple, they are physically interpretable and have the advantage of being directly forced
by in-situ observations. Uncertainties in the calibration of the two hydrological parameters
have only minor effects on the velocity results (for details see the discussion in Publication
II ).
When ground-water flow reaches the shear horizon, it influences its pressure regime and
its mechanical state. The water flow throughout the shear horizon, from the uppermost part
of the rock glacier to its steep front, is here described using the Darcy flow law for porous
materials (Eq. 3.6) under the assumption of confined conditions (Fig. 3.1). Although a di-
rect validation is not possible, this conceptual model is confirmed by both field observations
and laboratory experiments and allows us to derive indirect information about the hydro-
mechanical regime of the rock glacier shear horizon. The hydraulic conductivity value used
in the modelling (1 × 10−8 m day−1) is consistent with literature values (Burt and Williams,
1976, Arenson and Springman, 2005b) and produces maximum water head values of up to
13m, corresponding to 80% of the rock glacier thickness. These values of water heads are
coherent with field observations and also physically acceptable, because the pressure corre-
sponding to the water column does not exceed the weight of the rock glacier itself, which
would cause unrealistic uplift forces. Moreover, the very low values of water discharge at
the rock glacier front (< 10m3 day−1) are in agreement with field observations of no visible
flowing water in correspondence of the shear horizon depth.
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4.2.2 The rhythm of rock glacier creep
We model rock glacier creep rates using two independent creep relations for the ice-rich
core (Arenson and Springman, 2005a) and the shear horizon (Ladanyi, 2003) forced by exter-
nal temperature and water input respectively. The modelled creep velocities are compared
against the 3D surface velocities obtained from DGPS measurements (Fig. 4.4) for the two
positions on the rock glacier (see Publication II). Because of the chaotic nature of the high-
frequency velocity peaks present in the kinematic data (Wirz et al., 2014), we filter the ve-
locity signal by applying a two weeks running mean. Below, we first describe the results
for position 17, located in the fast flowing and thin part of Dirru Rock Glacier, for which
the model has been calibrated (Fig. 4.4a and b). We then use the results for the contrasting
geometrical setting at position 15 (Fig. 4.4c), obtained with the same model calibration, as an
independent test for our modelling approach.
The observed eight year velocity time series (black dots in Fig. 4.4a) substantially extend
the data of Wirz et al. (2016b) and confirm the distinct seasonal flow rhythm of Dirru Rock
Glacier. In late spring, the flow velocity exhibits a yearly minimum ranging from 2m a−1
(2017) to 4m a−1 (2014). The minima are directly followed by an abrupt acceleration at the
onset of the snow melt period, which leads to a first annual maximum. After this early sum-
mer peak, the velocity slightly decreases for a short period of time, before accelerating again
and reaching another maximum in late summer. After this phase, the velocity decreases
asymptotically to the next spring minimum. The observed seasonal variations in velocity
vary from 4m a−1 to 15m a−1 for year 2017 and 2014 respectively with a mean value of
6m a−1 (Fig. 4.4a).
The modelled velocity (blue solid line in Fig. 4.4a) is the sum of the two contributions
from the ice-rich core and the shear horizon velocities (dashed and dash-dotted blue line in
Fig. 4.4a). The velocity component of the ice-rich core (thermally controlled) never exceeds
2m a−1 and the related seasonal variations are limited to below 0:5m a−1 (dashed blue line
in Fig. 4.4a). In accordance with the results of Cicoira et al. (2019a), the observed velocity
variations are strongly underestimated and the modelled seasonal pattern exhibits a phase
lag of one to five months to the observations. The modelling improves when including the
description of the shear horizon dynamics forced by water input (dash-dotted blue line in
Fig. 4.4a). In fact, we obtain seasonal velocity variations in the correct order of magnitude
for all years of the time series, with maximum velocity values up to 14m a−1). Moreover, the
modelled shear horizon velocity is in phase with the observations.
When combining the two velocity contributions (ice-rich core and shear horizon), the total
modelled velocities reproduce the observed seasonal pattern well (blue solid line against
black dots in Fig. 4.4a). For the eight year time series, the average modelled velocities match
the observed 5:5m a−1 calculated from GPS measurements. The model performs well in
simulating the timing and rapid acceleration during the snow melt season as well as the
delayed annual velocity maximum. Also, the inter-annual variability of the spring minima is
captured by the model although in some years (e.g. 2011 and 2017) only part of the variation
is reproduced. Moreover, in the modelling, the shear zone accounts for more then 70% of
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Figure 4.4: Observed (black dots) and modelled (blue lines) velocity time series for position 17 (a-b) and
position 15 (c). The total modelled velocities (solid blue line in (a) and (c)) are the sum of the contributions
from the ice-rich core (dashed light blue) and the shear horizon creep model (dash-dotted light blue). The
light blue shaded areas encompass the modelled velocities when varying all the non-geometrical model
parameters by ±10% (Param. sensitivity). (b) Mean annual velocities calculated over the hydrological
year. The observed annual velocity (black line) is calculated directly from the GPS position displacements
between two consecutive years (1st of September). The modelled annual velocities (blue line) are calculated
by averaging the modelled velocities over the same time period.
the total deformation in the rock glacier, in good accordance with borehole observations for
other sites (Arenson et al., 2002, Krainer et al., 2015, Buchli et al., 2018) Possible variations in
the non-geometrical parameters (±10%) do not change the above findings and the resulting
velocity range encompasses almost the entire observed velocity signal (light blue area in
Fig. 4.4a).
In order to investigate inter-annual flow variations, we calculate mean annual velocities
(Fig. 4.4b) as typically monitored for many rock glaciers in the Alps (PERMOS, 2019). The
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observed mean annual velocities (black line) are directly calculated from the measured GPS
positions at the beginning of two consecutive hydrological years (1st September). The ob-
served and the modelled annual velocities are in very good agreement (black and blue line
in Fig. 4.4a respectively), showing discrepancies lower then 10% with a multi-annual trends
varying between 4:3m a−1 (2017) to 7:2m a−1 (2014).
In order to test the validity of our results, we repeat the flow modelling for Position 15
(Fig. 4.4c), characterized by a gentler slope (only 15◦) and lower velocities (mean surface
velocity equal to 1:6m a−1). The model performs similarly well for this additional position
when using the same model calibration as for position 17 and only adjusting the geometrical
input values of rock glacier slope and thickness. For this position, the seasonal variations in
velocity are lower in absolute and relative terms (values up to 1m a−1) and the contribution
of the shear horizon to the total deformation is lower than for the steeper position 17.
In summary, we find that water from liquid precipitation and snow melt, rather than air
temperature, is the main driver of variations in rock glacier dynamics. Our results imply that
the influence of water on rock glacier creep is fundamental and must be considered when
investigating the historic and future evolution of rock glaciers.
4.3 Investigating the spatial patterns of rock glacier dynamics
In the past three decades, the dynamics of rock glaciers has changed substantially, rising
concerns about their future behaviour and their stability. As a result, a large number of
studies have investigated their dynamics and its interaction with the climate. Despite de-
tailed studies at a field site scale have yielded valuable insights, the regional scale pattern
and trends of rock glacier dynamics remain until the present day mostly unknown or only
partly investigated. Advancing remote sensing techniques and the increasing availability
of the observations allow analysis of rock glacier creep at the regional scale over unprece-
dented long time periods. Combining simple mathematical models to these unprecedented
observations has a great potential for improving our understanding of rock glacier dynam-
ics. The related theoretical and methodological questions lead to the formulation of Research
Question III. In fact, although surface topography, slope angle, and displacement rates can
be derived from remote sensing (satellite imagery and InSAR), in order to investigate rock
glacier dynamics the thickness of a rock glacier has to be estimated. In order to evaluate
possible solutions to this restrain, we investigate a data set of 28 rock glaciers worldwide for
which information about their geometry (surface slope and thickness) and kinematics (dis-
placement rates) are available. On the basis of this analysis and state of the art knowledge
in the field of periglacial engineering, we propose a simple mathematical description of rock
glacier dynamics combining simple models for the estimation of rock glacier thickness to
state-of-the-art creep models for ice-rich debris mixtures. The introduction of the BCF is the
main result of this analysis. We illustrate two applications of the proposed methodology at
the regional and at the local scale. At the regional scale we investigate a large data set of
more than 400 rock glaciers in the European Alps, for which surface slope and displacement
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rates are available. At the local scale we analyse the spatial variability of the velocity field
of three rock glaciers representing the spectrum of dynamic behaviour (slow quasi-steady
state flow, exceptional high displacement rates, destabilization). The complete description
of the theory, its interpretation, the two applications and the database used are described in
Publication III.
4.3.1 Analysis of rock glacier thickness, slope and creep rates
While it is relatively simple to determine the surface slope and the displacement rates of
rock glaciers, inferring information about their thickness remains challenging. Geophysical
methods such as electrical resistivity tomography (ERT), seismic and ground penetrating
radar surveys (GPR) allow the investigation of ground permafrost at depth. However, using
such indirect observations to infer the thickness of the moving rock glacier remains laborious
and often impossible due to practical reasons. Boreholes instrumented with slope inclinome-
ters provide the most reliable results with this regard, but this information is only punctual
and they are expensive both logistically and financially. For all of the above, the applica-
tion of inverse models for the derivation of rock glacier thickness is desirable. Contrarily
to ice-glaciers, where several methods have been proposed and their limitations critically
reviewed and evaluated Farinotti et al. (2017), no detailed studies of such methods have
been undertaken for rock glaciers. Therefore, we propose three approaches to estimate rock
glacier thickness based on the analysis of a dataset of 28 rock glaciers from the Alps (23)
and the Andes (5), for which detailed observations of surface creep rates, slope angle and
thickness from different sources are available.
In Fig. 4.5 we analyse the thickness, driving stress, creep rates and slope angle for the
investigated dataset. The distribution of thickness and driving stresses (calculated according
to Eq. 2.4) for the analysed rock glaciers suggests a visco-plastic behaviour with a yield stress
of about 100kPa, similar to pure ice (Fig. 4.5a). When considering all the rock glaciers in the
dataset, the average driving stress is 85± 21kPa. However, a cluster of five rock glaciers in
the Chilean Andes shows low values of the driving stress. These landforms are in degrading
conditions (with permafrost temperatures being at 0◦C) and their driving stresses might
not be able any more to sustain steady state creep conditions. When excluding these five
degrading rock glaciers from the analysis, the mean value of the driving stress increases up
to 92± 13kPa. This result confirms and extends previous observations by Wahrhaftig and
Cox (1959) and Whalley and Martin (1992), which performed a similar analysis on a vast
data set of rock glaciers finding that the driving stresses vary between 50kPa and 200kPa.
Note that in these previous studies the thickness was generally estimated on the basis of
expeditious field surveys subject to larger uncertainties.
The distribution of rock glacier thickness and surface slope angle is shown in Fig. 4.5b
along with three model fits and their performance, which is quantified with the RMSE. The
first method that we propose to estimate the thickness of a rock glacier is a constant model.
This approach is supported by the fact that while most of the observed rock glaciers present
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Figure 4.5: Analysis of observed rock glacier thickness, slope angle, and creep rates. Each rock glacier
is depicted by a circle, whose colour represents the rock glacier creep rates [ma−1] as indicated by the
colour bar. For each rock glacier, the uncertainty relative to its thickness is represented by the diameter of
the circles. (a) Rock glacier thickness [m] against driving stress [kPa]. The vertical dashed line shows the
average value of the driving stress and the relative RMSE. The diagonal dashed lines show the slope angle,
from 5◦ to 35◦. (b) Rock glacier thickness [m] against slope angle [◦]. The three models to calculate rock
glacier thickness are indicated by a label along with their RMSE. (c) Rock glacier creep rates [m a−1] against
slope angle [◦]. Four models for the calculation of rock glacier creep rates are shown. In the corresponding
label, the upper and the lower lines indicate respectively the creep and the thickness models used for the
calculation.
studied in such detail that the uncertainty on the estimation of the thickness is limited to less
than the natural variability between different landforms. When fitting the constant model to
the analysed dataset, the mean value of rock glacier thickness becomes:
H = 20 ± 5:5m: (4.1)
The second model to estimate rock glacier thickness is a linear relationship between slope
angle and thickness. From the available observations, we find a best linear fit of:
H = 37− 0:9¸± 3:0m: (4.2)
The third model, also used in the field of glaciology, estimates the thickness of the rock
glacier with a perfectly plastic model by solving Eq. 2.4 for H, assuming a yield stress of
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According to our results, the linear thickness model shows the best performance (RMSE
= 3:0m), but is only marginally better than the plastic model (RMSE = 3:4m). Note that the
suggested models should be applied with caution and only in average slope ranges roughly
between 10◦ and 30◦ of slope (i.e. for the slope angle range in which they have been derived
from the data).
Rock glacier creep rates can be calculated by coupling one of the thickness models (Eq. 4.1,
4.2 or 4.3) to the creep models (Eq. 2.1 or Eq. 2.8). Fig. 4.5c shows the result of this coupling
and demonstrates that the choice of the thickness model has a strong influence on calcu-
lated creep rates. When coupling the linear and the plastic thickness models to Glen’s flow
law, the creep rates decrease for high values of the slope angle. This mathematical artefact
originates from the vertical integration of Eq. 2.1. In fact, the creep rates are proportional
to the thickness to the power of n + 1, which in turn is (in the suggested thickness models)
inversely proportional to the slope angle. This artefact can be overcome by coupling the
thickness models to the creep model of Ladanyi (2003). In this case (Eq. 2.8), the shear rates
show a linear dependency on the thickness and a depend on the surface slope angle to the
power of n, which therefore dominates the equation. A similar dependency on the slope
angle is obtained when combining Glen’s flow law with the constant model for rock glacier
thickness, i.e. only accounting for variations in the slope angle and substantially neglecting
changes in the rock glacier thickness. Although the last two mentioned combinations (con-
stant thickness + Glen and plastic thickness + Ladanyi) provide similar results, we prefer the
second approach because it represents the observed thickness dependency on slope more
realistically (Fig. 4.5b).
After the above analyses, we can conclude that (i) the typical driving stress of alpine rock
glaciers is 92± 13kPa suggesting a plastic behaviour, (ii) the thickness of the moving part
of a rock glacier can be estimated with the use of simple models on the basis of the surface
slope angle, (iii) surface creep velocities can be described on the basis of surface slope obser-
vations and thickness models in combination with a creep law - preferably accounting for
the frictional behaviour of rock glacier creep.
4.3.2 Analysis at the regional scale
Many efforts in the context of national and international permafrost monitoring are directed
towards the assessment of rock glacier surface displacements at both local and regional scale
(Kellerer-Pirklbauer et al., 2012, Jones et al., 2018, Groh and Blöthe, 2019, Marcer et al., 2019,
PERMOS, 2019). In most studies where creep rates are analysed, different rock glaciers are
compared on the basis of kinematic data only, despite their different geometrical properties.
The introduction of the BCF allows to include information about their thickness and surface
slope, thus to transpose the analysis from a kinematic to a dynamic level. Here, We investi-
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gate a database comprising 414 rock glaciers for which surface displacement and slope angle
data are available (for a description of the data see Chap. 3.2).
Figure 4.6 shows the results of the BCF in relation to dynamics and geometry for all rock
glaciers in the database. The sub-figures visualize the relation between surface creep rates,
surface slope angle, BCF and PZI in different combinations. Circular and diamond markers
indicate active and destabilized rock glaciers according to the criteria from Marcer et al.
(2019). Most rock glaciers show a surface slope comprised between 10◦ and 35◦, surface
creep rates lower than about 2ma−1 and exhibit a BCF lower than 5 (70% of the rock glaciers
in the dataset). Almost only destabilized rock glaciers or rock glaciers with low PZI have
high BCFs as shown in Fig. 4.6b-d.
As we have presented above, the calculation of the BCF expresses the rheological prop-
erties of the rock glacier material by removing the geometrical information from the veloc-
ity signal and thereby allows the comparison of the dynamical behaviour of different rock
glaciers. Figure 4.6a and b confirm that the material properties (BCF) and the surface slope
angle are independent (if we exclude feedback between shear rates and material structure),
while the surface velocities depend with a power law on the surface slope. In the slope-
velocity space in Fig. 4.6a the maximum creep rate observed increases with the slope angle:
e.g. all the rock glaciers with velocities above 4ma−1 are characterized by slope values
higher than 25◦. Nevertheless, there are also rock glaciers with low values of creep rates
regardless of their slope angle. The calculated BCFs displayed in Fig. 4.6b reveal how rock
glaciers with gentle slope can exhibit material properties prone to fast deformation (high
BCFs). For example the Reichenkar Rock Glacier has a similar BCF to the Pierre Brune Rock
Glacier despite reaching only half of its creep rates: this discrepancy in creep velocities can
be explained by the difference in surface slope. Comparing relative velocity variations is
of advantage, but this approach only introduces a linear trend and remain at a kinematical
level, still neglecting geometrical and mechanical properties of the rock glaciers.
Figure 4.6c depicts the relation between BCF, surface slope angle and creep rates. Given
a value of the BCF, a wide range of possible velocities can be obtained, and vice-versa. The
state of a rock glacier is determined when incorporating the information about the geometry,
which is mostly controlled by the surface slope angle. All the points are bounded in a sector
of the quadrant delimited by two lines representing the maximum and the minimum surface
slope angle of the rock glaciers in our inventory (10◦ and 30◦).
The potential influence of external factors on the BCF is analysed in Fig. 4.6d using the PZI
as a proxy for permafrost conditions and temperature. We find that the maximum value of
the BCF is delimited by the PZI: for favourable permafrost conditions (PZI close to 1) only
small BCF are observed whereas for unfavourable conditions (PZI close to 0) the whole range
of low to high BCF occurs. This pattern is consistent with the dual influence of temperature
on rock glacier dynamics. Firstly, in the early stage of permafrost degradation, increasing
ground temperatures and water content (corresponding to a decrease in the PZI) enhance the
deformation (increasing BCF) according to Eq. 2.2 and Eq. 2.3. Secondly, in the final stage
of degradation when substantial thawing occurs, the BCF decreases due to lower stresses
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a) b)
c) d)
Figure 4.6: Results of the analysis at the regional scale. Each point represents a rock glacier. Destabilized
landforms, according to Marcer et al. (2019), are illustrated with a diamond shape. (a) Surface creep rate
against slope angle, (b) BCF against slope angle, (c)creep rate against BCF and (d) PZI against BCF.
Additional information about creep rates, BCF or slope angle is provided by the corresponding colour bar.
and enhanced inter-particle friction. Rock glaciers currently experiencing a destabilization
process are characterized by high values of the BCF and tend to the limiting line in Fig.4.6d.
Because destabilization is an irreversible process, and degrading rock glaciers that are in
the final stage of destabilization can still be classified as such, they drift towards low values
of the BCF and PZI. This result implies that a classification of the dynamic state of rock
glaciers might be possible on the basis of a combination of PZI, BCF and creep rates. Whereas
low PZIs are in general related to unfavourable permafrost conditions, they can indicate
current destabilization if occurring together with high BCFs. High values of the PZI indicate
active rock glaciers in cold conditions, apparently less likely to destabilize. However, open
questions remain and a classification of rock glaciers based on those parameters remains non
trivial and requires additional detailed studies.
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4.3.3 Analysis at the local scale
For many rock glaciers worldwide, detailed spatial information about the surface topogra-
phy and their displacement field are becoming available (Dall’Asta et al., 2017, Bodin et al.,
2018, Vivero and Lambiel, 2019, Strozzi et al., 2020). The BCF allows to investigate the dy-
namics and mechanical properties of rock glaciers for which such topographic and kinematic
information are available. We investigate three rock glaciers under contrasting dynamical
states: steady-state creep conditions (Laurichard, FR), exceptionally fast flow (Dirru, CH),
and ongoing destabilization (Pierre Brune, FR). For all three study sites detailed digital sur-
face models and surface velocity fields are available from different sources and at different
resolutions.
The results of the analysis at the local scale are illustrated in Figure 4.7. For the Dirru
and Pierre Brune Rock Glaciers, the data coverage with regard to creep velocities is almost
complete. For the Laurichard Rock Glacier no velocity data is available in the area close to
the rooting zone. The observed velocities show two distinctly different patterns of terrain
topography and creep rates at the three field sites. For the Laurichard Rock Glacier, the
highest velocities are observed in the uppermost area, whereas for the other two the largest
values can be observed closer to the front. The three rock glaciers are characterized by veloc-
ity values varying between 1ma−1 and 6ma−1 and relative high values of the slope angle,
with values peaking at more than 30◦. The uncertainty related to the spatial variability in
velocity is limited in all cases except for a limited region close to the front of the Dirru Rock
Glacier. This uncertainty is caused by low performance of the feature tracking algorithm
in this area as visible in the corresponding map. The observed field of surface slope angle
and surface velocity are smoothed with a Gaussian filter (radius 10m) in order to reduce
undesirable effects of micro-topography on the analysis. On the basis of the values of the
surface slope angle, we invert the thickness of the moving rock glacier assuming a yield
stress equal to 92 kPa. Exceptionally large thickness values correspond to low slope angles
due to small-scale undulations of the surface topography (e.g. furrow and ridges).
For the Laurichard Rock Glacier, the calculated BCF remains constant along the investi-
gated profile, despite substantial variations in slope angle and creep rates. The average value
of the BCF is 5 (as also visible in Fig. 4.6), confirming its validity as a reference rock glacier
for the Alps.
For the Dirru Rock Glacier the analysed profile extends from the steep front up to the
rooting zone. Here, despite strong variations in geometry and the possible influence of 2D
effects and the acute change in slope, the BCF is almost constant along the entire profile, with
the exception of the rooting zone where it decreases substantially. Similarly to the case of the
Laurichard Rock Glacier, the constant value of the BCF shows that the spatial variations in
creep rates can be be explained by geometry (slope and thickness). The average value of the
BCF = 10, coherent with the value at the regional scale (Fig. 4.6), indicates a predisposition
to high creep rates along the entire profile.
The Pierre Brune Rock Glacier on the contrary shows a distinctly different pattern in BCF.
In this case, the topography cannot account for the large variations in surface creep rates
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Figure 4.7: Results at local scale. From left to right, Laurichard, Dirru and Pierre Brune Rock Glaciers.
The the upper panel shows the field of the surface creep velocity with the profile along which the analysis
is performed: from A to B from the front to the rooting zone. Below, from the top to the bottom, the
observed surface velocity and surface slope angle, and the modelled thickness and Bulk Creep Factor are
plotted along the corresponding profile. The shaded gray area depicts the spatial variability of the plotted
variable in an area of 25m along each position and can be used as a proxy for the uncertainty of the results.
along the profile. Close to the front, where the highest rates are observed, the BCF exceeds
values of 20. In the upper section, the BCF is four times smaller than close to the front.
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In the center corresponding to a scarp-area (Marcer et al., 2019), the velocities are almost
zero despite the large values of the slope angle. As a consequence the BCF shows very low
values, confirming on the one hand the dynamic separation between the lowermost and the
uppermost unit and on the other hand indicating degrading conditions in the scarp area.
According to the results of our analysis, the spatial variability in surface velocity between
the upper and the lower part for the Laurichard and the Dirru Rock Glacier can be explained
by the their geometry (surface slope and thickness) alone. In this sense, the two rock glaciers
can be considered similar, both showing a constant value of the BCF, consistent to the analy-
sis at the regional scale in the previous section. However, the contrasting values of the BCF
between the two rock glaciers indicate rheological differences that reflect profound diversity
in material properties. Further interpretation requires analysis based on detailed in-situ ob-
servations (e.g. surface or ground temperature measurements, geophysical surveying, etc.).
For the Pierre Brune Rock Glacier the velocity distribution can be explained only by account-
ing for both the geometry and the strong spatial discontinuity in the BCF between the upper
and the lower part. The discontinuity in the BCF and its exceptionally high values point
towards a dynamical and rheological interpretation of the destabilization phenomenon con-
firming and complementing geomorphological and kinematic observations as seen in the
analysis at the regional scale.
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This dissertation highlights the non-linear nature of rock glacier creep and its complexity, rising
questions on our previous knowledge in several research fields. Understanding the processes and the
factors driving rock glacier dynamics is essential for an informed management of natural hazards in
many mountain ranges over the world. It also has important implications for the interpretation of
the geomorphological and paleo-climatic studies on Earth and on other planetary bodies. This chapter
discusses the patterns and trends of rock glacier creep in the context of process understanding and
operational monitoring activities, providing a synthesis between the state of the art in the research
field and the findings of this thesis.
"If a temple is to be erected,
a temple must be destroyed."
FRIEDRICH NIETZSCHE
5.1 The result of three superimposed signals
Field surveys, geophysical investigations and borehole measurements disclosed important
information about the internal structure and composition of active rock glaciers and their
deformation mechanisms Wahrhaftig and Cox (1959), Haeberli et al. (1988), Vonder Mühll
(1993), Arenson et al. (2002), Kääb and Reichmuth (2005), Ikeda et al. (2008), Merz et al.
(2015a), Krainer et al. (2015), Buchli et al. (2018). However, despite our relatively advanced
knowledge about the deformation profiles of a typical rock glacier, there are yet very few
studies trying to bridge the gap between field observations and laboratory experiments
on the creep of frozen ground. The few models developed so far remain mostly untested
and our confidence in them limited. In light of the new insight stemming from this thesis,
through monitoring activities, data analysis and numerical modelling, the surface creep ve-
locity of rock glaciers can be described as the result of three independent superimposed sig-
nals from the active layer, the ice-rich core and the shear horizon. This approach, illustrated
in Fig. 3.1, allowed us to resolve the relative contribution of each layer and its dependency on
external forcing. Figure 5.1 illustrates the vertical displacement profiles as measured in the
Murtél-Corvatsch Borehole along with model calculations for varying model parameters.
In first approximation, the deformation within a rock glacier can be simulated as a single
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Figure 5.1: Vertical profile of
cumulated displacements for the
Murtél Rock Glacier. The pro-
file is divided into four vertical
layers, according to 2.2. The
black dots show the measurements
from inclinometer chain readings
(in the period from 01/2017 to
01/2020). The coloured lines de-
pict calculated deformation pro-
files with Eq. 3.10 for the entire
rock glacier thickness and for the
ice-rich core only (dashed and con-
tinuous lines respectively). The
different colours indicate the flow
exponent n. In the shear horizon,
the rheology proposed by Ladanyi
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n = 10 (Pseudo-Plastic)
layer. This approach has been adopted by most of the modelling studies that have investi-
gated rock glacier dynamics so far. The calculated displacements (dashed lines in Fig. 5.1)
show the impossibility to correctly reproduce the observed profile with this approach. In
fact, while a flow exponent of n = 3, corresponding to the rheology of pure ice, yields a
satisfactory fit for the upper ∼ 10m, the rest of the profile is inadequately reproduced. On
the contrary, when approximating a plastic rheology with a large exponent (n = 10), the
shear horizon is well captured by the model, but the deformation in the lower portion of the
ice-rich core is considerably overestimated.
The results improve substantially when discriminating between the ice-rich core and the
shear horizon. The deformation in the active layer is not treated here according to the ar-
guments presented in Chapter 2. The discussion of Publication Iand Publication II (also pre-
sented in Chapter 4.1 and 4.2) have demonstrated that the two creep models proposed by
Arenson and Springman (2005a) and Ladanyi (2003) are appropriate for modelling the ice-
rich core and the shear horizon respectively. In particular, differentiating between the creep
models in these two layers allowed us to account for their different dependency on temper-
ature and effective stresses (through water pressure). The displacements calculated for the
ice-rich core, depicted by the continuous lines in Fig. 5.1, show a good fit with the observa-
tions. The different values of the creep model parameter n are physically interpretable as the
volumetric ice content, according to Eq. 2.6. The curve with the best fit (identified for n = 2
for the analysed data) is in accordance with the parametrization proposed by Arenson and
Springman (2005a) and the borehole investigations (wi = 70%). For rock glaciers with lower
volumetric ice content it is reasonable to expect that the value of the parameter providing
the best fit could change. In the shear horizon, the modelled displacement profile displays
only a moderate dependency on the flow exponent and (for the sake of visualization) only
50
5 Synthesis
the line for n = 2 has been plotted in the figure. Moreover, the dual-layer approach has the
advantage of allowing the use of a Newtonian rheology for the ice-rich core, which is math-
ematically and numerically convenient and can provide important results when correctly
interpreted (see Frehner et al. (2015)).
5.2 Patterns and trends of rock glacier dynamics across scales
Recent advances in monitoring activities of the periglacial environment have unveiled the
pattern and trends of rock glacier kinematics over temporal scales ranging from few days to
centuries. The evolution of rock glacier creep in response to increasing air temperatures is
synthesised in Figure 5.2. Panel (a) illustrates the evolution of air temperature (blue line),
being the sum of a monotone long-term trend (orange line) and a short-term high-frequency
signal, representing seasonal variations. In Fig. 5.2b and c, the blue and the orange lines
depict the response of rock glacier creep rates to the above described long- and short-term
temperature trends respectively. Panel (b) shows the response to the long-term temperature
increase, according to (PERMOS, 2016, Müller et al., 2016). This curve represents not only
the direct influence of increasing ground temperature on rock glacier rheology (Arenson and
Springman, 2005b, Kääb et al., 2007), but is the combination of different mechanisms, with a
preponderant influence of unfrozen water. Approaching the melting point, unfrozen water
concentration increases with a power law, similarly to the material fluidity. This effect can
strongly influence the viscosity of debris-ice mixtures, especially with high volumetric debris
concentration and small particle diameters, and can reduce the shear strenght of a debris-ice
mixture at the point that it becomes more fluid than pure ice at the same temperature and
stress conditions. The results of Publication I quantified the influence of ground temperature
on rock glacier rheology and showed that it cannot alone explain nor the seasonal nor the
inter-annual observed variations.
Temperature also exerts an influence (direct and indirect) on the amplitude of seasonal
variations as shown by field observations and consistent with the theory (Arenson et al.,
2002, Arenson and Springman, 2005a, Perruchoud and Delaloye, 2007, Delaloye et al., 2010,
Moore, 2014, Wirz et al., 2016a) Figure 5.2c shows the seasonal signal in creep rates relative
to the long-term trend (orange line in panel (b), shown here as a constant value). The creep
rates oscillate due to the short-term (seasonal) variations in temperature and their amplitude
increases in time as a response to the long-term trend in air temperatures. This amplification
effect is partly due to the increased sensitivity of the creep rates to warmer air temperatures,
but it also includes other processes.
In the extreme case of an homogeneous temperature profile, external temperature forcing
would have no influence anymore on the creep rates, being the ground temperature at 0°C
(see for example the study from Ikeda et al. (2008) and Buchli et al. (2018)). Despite the
paucity of data, the importance of liquid water, especially at the shear horizon depth, was
demonstrated by consistent and independent observations and described by different au-
thors (Arenson et al., 2002, Jansen and Hergarten, 2006, Ikeda et al., 2008, Buchli et al., 2018).
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Figure 5.2: Schematic representation of (a) air temperature evolution and the consequent response of
rock glacier creep rates on the (b) long term, (c) seasonal variations and (d) overall rock glacier dynamics
evolution. The orange line depicts the long term trend, the blue line represents the superimposed seasonal
variations. In all the four panels, a gray dashed line shows the point at which the mean annual air
temperature exceeds 0°C.
Their theories were synthesised in the conceptual and modelling work presented in Publica-
tion II which allowed the quantification of the relative influence of pore water pressure on
rock glacier creep at seasonal- and inter-annual temporal scales.
The combination of different geodetic and remote sensing techniques allowed the recon-
struction of long-term time series of rock glacier velocities and in like manner the application
of different methods yielded insights in rock glacier dynamics at different temporal scales.
Figure 5.2d shows rock glacier creep rates and their variation in response to the long- and
short-term air temperature signals (shown in panel a). Following the evolution of temper-
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ature over time, four modes characterized by different combinations of air temperatures,
permafrost conditions and rock glacier dynamics can be identified:
Mode I: cold air temperatures (MAAT <−1°C); favorable conditions for permafrost oc-
currence, thus typically cold permafrost temperatures and modest water content. Low creep
rates (c < 1m a−1) and low BCF values, with almost negligible variations at both long- and
short-term temporal scales. These conditions were reported for most of the rock glaciers
studied in the past century (see (Chaix, 1943, Wahrhaftig and Cox, 1959, Giardino and Steven,
1985, Haeberli, 1985, Whalley and Martin, 1992)).
Mode II: mild air temperatures (−1°C < MAAT< 0°C); rock glaciers creeping towards un-
favourable conditions for permafrost occurrence; increasing water content and hydrological
activity of the landform. Large creep rates (c < 3m a−1) showing a strong correlation with air
temperatures. Moderate values of the BCF (< 5) Displacement rates vary at decennial and
seasonal scale with a distinct pattern coherent at the regional scale. These conditions were
sporadically observed in the 1980’s and scarce evidence exists of previous phases with sim-
ilar conditions in the 1940’s and 1950’s, concomitant with larger air temperatures (Kellerer-
Pirklbauer and Kaufmann, 2012, Delaloye et al., 2013, Hartl et al., 2016, Marcer et al., submit-
ted). However, most of the abundant observations relative to this mode are evident since the
1990s, concurrent with large positive air anomalies and permafrost temperatures approach-
ing the melting point (Francou and Reynaud, 1992, Lambiel and Delaloye, 2004, Krainer and
Mostler, 2006, Delaloye et al., 2008).
Mode III: positive air temperatures (MAAT > 0°C); unfavourable conditions for perma-
frost, hence ground temperatures close to the melting point (T ~ 0 °C). Permafrost degrada-
tion (warming and thawing) and structural changes in the rock glacier body. The creep rates
might reach very large values (c > 3m a−1), show very high sensitivity to external forcing
and an accentuated seasonal pattern, BCF values up to 20. Because of the large mass flux,
the creep regime is not sustainable and the rock glacier thickness decreases. In some cases,
under favorable climatic and topographic conditions, the onset of a tipping point behaviour
is observed (destabilization) where the displacement rates increase dramatically, often pre-
luded by the onset of geomorphic signs of degradation. In some extreme cases, the surface
displacement rates have exceeded values of 10m a−1 (Grabengufer, Pierre Noire, Tsarmine
Rock Glaciers) (Delaloye et al., 2013, Buchli et al., 2018, Eriksen et al., 2018, Cicoira et al.,
2019b, Marcer et al., submitted).
Mode IV: positive air temperatures (MAAT > 0°C); very unfavourable conditions for per-
mafrost, isotherm temperatures and widespread permafrost thaw (T ~ 0 °C). The combina-
tion of widespread permafrost thaw and the thinning undergone in Mode III causes the driv-
ing stresses to decrease and strengthens interlocking between the debris particles. Hence, the
creep rates decrease and the rock glacier eventually transition to an inactive state (mirrored
by the values of the BCF). The seasonal variations diminish together with the absolute val-
ues of the creep rates. Although only few observations are available, probably many rock




The concept of the BCF, discussed in Chapter 4.3 and in Publication III , can be used to vi-
sualise the long-term evolution of rock glacier dynamics. Figure 5.3 illustrates the evolution
of a rock glacier in a Lagrangian reference system (following a material point in space and
time as it creeps down slope). In Fig. 5.3a this evolution can be followed on the basis of
its surface slope angle and its velocity; in Fig. 5.3b based on its BCF and the corresponding
driving stress.
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Figure 5.3: Schematic representation of possible dynamical evolution phases (indicated by the dashed
arrows) of a rock glacier in the (a) velocity-slope and in the (b) BCF-driving stress space. The points
represent possible combination of variables for (A) rooting , (B) secondary creep, (C) destabilization, and
(D) inactivation conditions. The values are indicative of typical conditions for alpine rock glaciers.
The evolution of a rock glacier during its rooting from a talus slope is depicted by Phase
I from point A to point B. Here, the slope is significantly decreasing from the steeper zone
of the talus to the more gentle areas below, while the BCF is increasing due to the initiation
of the creep process. The second and third Phases represent the dynamic evolution of a rock
glacier experiencing destabilization. When the front of the rock glacier reaches a steeper ter-
rain it moves faster, but maintains its physical properties for a determined period of time,
therefore moving along an isoline in the figure. When destabilization occurs due to topo-
graphical predisposition and permafrost temperatures close to the melting point, the BCF
drastically increases (causing a diversion of the trajectories from the isoline) until point C
where the highest velocities are reached. Currently in the Alps an increasing number of rock
glaciers are in Phase II, e.g. the Grabenguber, Tsarmine and the Pierre Brune Rock Glaciers
(Delaloye et al., 2013, Marcer et al., submitted). From point C on (Phase III), the rock glacier
continues creeping with decreasing but still relatively high velocities due to a change in sur-
face slope or due to permafrost degradation. When permafrost thawing causes the driving
stresses to decrease, the density of the rock glacier approaches the maximum packing den-
sity and interlocking becomes more and more important while the driving stresses decrease:
eventually creep ceases and the dynamic evolution of the rock glacier comes to an end while
it transitions from an active to an inactive state (Phase IV). Two effects independently lead
to the deactivation of the rock glacier: the decrease in driving stress, which is driven by de-
creasing thickness and diminishing surface slope (geometrical effect), and the decrease in
the BCF due to interlocking (rheological effect). Some well studied rock glaciers currently in
this condition are the Furggwanghorn and Tête de Longet rock glaciers (Buchli et al., 2018,
Marcer et al., submitted). Phase III and Phase IV represent the degradation process, which
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can vary its trajectory depending on the different starting condition (C - destabilization or B
- secondary creep). Starting from a secondary creep stage, warming permafrost can cause at
first an increase in the BCF and prompt an acceleration (first part of Phase IV). However, in
a more advanced stage of degradation, the onset of widespread permafrost thawing even-
tually yields the inactivation of the landform due to the geometrical and rheological effects.
Many rock glaciers in the Alps currently find themselves in this condition with temperatures
approaching the melting point, increasing velocity and onset of degradation (Delaloye et al.,
2010, Groh and Blöthe, 2019, PERMOS, 2019). The positions A and D coincide in Fig. 5.3b,
sharing low stresses and a low Bulk Creep Factor. The exact position of the two points in the
figure depends on the rock glacier structure and on the terrain topography.
To each Phase corresponds one of the Modes defined in Fig. 5.2d. The long-term evolu-
tion of rock glacier dynamics in fact can be also described following the four Modes from
the origin in the rooting zone (Mode I and II) to its transition to the inactive state (Mode IV),
and under proper topographical conditions also experiencing the phenomenon of destabi-
lization (Mode III). Whereas the Phases characterize the long-term dynamic evolution of a
rock glacier, the Modes represent the corresponding conditions of creep velocities and their
variability, air and ground temperatures, and permafrost conditions. The temporal scales
of the different Phases and the corresponding Modes can be very different. Phase I in fact
lasts for millennia, while the transition to the inactive state (Phase IV) can take place in a
few centuries of even decades. The onset of rock glacier destabilization may be seen as a
tipping point in the long-term evolution of a rock glacier, with an abrupt and irreversible
change in its dynamical behaviour. In this sense, it reduces the inactivation time by expedit-
ing the degradation process (Phases II and III). Despite the fact that a large part of the rock
glacier might be irremediably approaching inactivation, the nourishment from the rooting
zone might (under favourable conditions) guarantee sufficient energy and mass fluxes in or-
der to sustain the re-growth of the upper part of the rock glacier or to breed a new generation
of the landform.
Throughout the entire evolution of rock glacier dynamics, despite the existence of very
different Phases and their relative Modes, the drivers of permafrost creep and rock glacier
dynamics remain the same. Their relative importance however, may vary strongly according
to the changing conditions. In synthesis, air and ground temperatures appear to be the most
important drivers of rock glacier dynamics at all temporal scales. In fact, they not only deter-
mine the rheological properties of the rock glacier material, but especially at longer temporal
scales they also control mass and energy balance through multiple, interacting, non-linear
processes. Warming permafrost temperatures yield an increase of unfrozen water content in
the permafrost body and at the shear horizon depth causing substantial modifications of the
material rheology. Eventually, approaching isotherm conditions at 0° C, warming tempera-
tures, increasing water content, enhanced creep rates and the onset of degradation lead to
important changes in the structure of the rock glacier itself. Hence, thermal mechanisms be-
come less important and hydro-mechanical processes (also through the onset of rock glacier
destabilization) take over the control of the short-term dynamic variations of the rock glacier
and eventually govern its transition to an inactive state.
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6 Conclusion and outlook
This chapter recapitulates the main research findings of this thesis. It also provides a perspective for
future research in the field of rock glacier dynamics and by doing so, it concludes the first part of this
dissertation.
"There are more things in heaven and earth, Horatio,
than are dreamt of in your philosophy."
HAMLET
6.1 Conclusion
Our knowledge of the patterns and trends of rock glacier dynamics and our understanding
of the processes controlling them at temporal scales ranging from few days to centuries have
been directed by major advances in monitoring activities of the periglacial environment. A
large contribution in this field came from the project X-Sense, which granted the applica-
tion of power optimized, wireless, continuous DGPS sensing systems suitable for long-term
autonomous operation in harsh environments. Approximately a decade after their intro-
duction, the results of this project represent a benchmark in operational monitoring of mass
movements in permafrost environment in the Alps and beyond. This thesis is the continua-
tion of exploratory research performed previously by Vanessa Wirz and Johann Müller (Wirz
et al., 2011, 2014, 2016a, Müller et al., 2016, Wirz et al., 2016b). The previous chapters delin-
eated the original work performed in order to continue and improve the field measurements,
analyse and interpret the data, and in conclusion to explain the observations by developing
a theory.
At a local scale, I investigated the dynamic response of rock glacier dynamics to varia-
tions in external temperature and water input at seasonal and inter-annual temporal scales
by designing a novel conceptual and numerical modelling approach. The modelling is con-
strained and the results are compared against kinematic, geophysical and meteorological
observations for five well documented study cases in the Swiss Alps. Using this approach,
I critically discuss the hypotheses that (i) external temperature forcing through heat con-
duction and (ii) water input through pore water pressure at the shear horizon can explain
seasonal and inter-annual variations in rock glacier dynamics. This approach, illustrated in
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Fig. 3.1, allowed us to resolve the relative contribution of each layer and its dependency on
external forcing (for Murtél, Muragl, Schafberg, and Ritigraben Rock Glacier) and reproduce
the seasonal and inter-annual velocity patterns for Dirru Rock Glacier.
I quantitatively investigated the contribution of heat conduction to seasonal and multi-
annual variations in rock glacier creep velocity on the basis of numerical modelling and a
multi-year time series of observed surface velocities and borehole temperatures for Murtél,
Muragl, Schafberg, and Ritigraben Rock Glacier. The numerical model couples heat conduc-
tion to an empirically derived rheology of rock glacier creep that accounts for temperature
and ice-content. The thermal regime of a rock glacier (below the active layer) is mainly
controlled by heat conduction and therefore relatively easy to reproduce numerically using
standard parameters from the literature. However, its influence on rock glacier rheology can
explain only about 25% of the observed seasonal and inter-annual variations in surface ve-
locities. The magnitudes of variations are underestimated at least by one order of magnitude
and the phase of the seasonal peaks are delayed by 2-3 months. Accounting for the observed
temperatures and including a description of the shear horizon does not improve the results.
Temperature changes over the whole thickness of the rock glacier can cause substantial vari-
ations in creep rates, but require changes in climate over decades or centuries. Based on the
modelling results and on field observations, I conclude that non-conductive processes must
dominate the short-term velocity signal. Additional sensitivity experiments underpin the
robustness of these conclusions within expected parameter uncertainties. From our quanti-
tative process modelling approach I can therefore exclude heat conduction as the governing
process for seasonal to multi-annual variations in rock glacier flow. Considering the phase-
lag information of the summer peak (e.g. the case of case of Ritigraben) and indications from
earlier qualitative and statistical analysis of rock glacier velocities, I conclude that advection
of surface water into the rock glacier and its interaction over pore water pressure with the
creep rheology is required to explain short- to mid-term velocity variations of rock glacier
dynamics.
In order to test this second hypothesis, I developed a process-based model accounting for
heat transfer into the ground, the catchment hydrology, the hydro-mechanics of the rock
glacier and its rheology. Data from the Dirru Rock Glacier (Vallis - CH) are used to constrain
the modelling and to validate the results. Our model can reproduce the velocity variations
both in magnitude and phase at seasonal and inter-annual time scales and can be used to
derive indirect information on the hydro-mechanical regime of rock glaciers. The results
corroborate the hypothesis that the rhythm of rock glacier dynamics can be explained by
water and external temperature, with a preponderant influence of water at the shear horizon
depth, which is also indirectly controlled by temperature. Our case study is extremely fast
and it is reasonable to expect other rock glaciers characterized by different internal structure
and material properties, and located in different topographic and climatic settings to have a
different dynamical behaviour. The fundamental processes governing their flow, however,
remain the same. Therefore, our study underlines the importance of water in determining
the seasonal rhythm of rock glacier velocities and highlights the complex and non-linear
nature of rock glacier dynamics.
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Based on the previous conclusions, I compiled a brief review of the physics of rock glacier
creep and the mathematical formulation used to describe it. The analysis of a large dataset
of RGs from the Alps shows that the typical driving stress is 92 ± 13kPa, similar to ice
glaciers. Therefore, rock glacier thickness can be efficiently estimated with the inversion
of simple models (e.g. perfectly plastic model), despite more detailed data is needed for
further validation of this approach. Thereon, I developed a general theory of rock glacier
creep and introduced the Bulk Creep Factor BCF as a measure of the rheological properties
of rock glaciers. The Bulk Creep Factor (BCF) allows to disentangle the two contributions
to the surface velocity of rock glaciers from (i) material properties and (ii) geometry. The
proposed approach only requires data on creep velocities and slope angle, both which can
be derived operationally over large areas from remote sensing data (or from detailed in-
situ measurements). Additionally, I have provided two examples of possible applications
of the BCF at a regional and at a local scale. At a regional scale, most alpine rock glaciers
show a BCF lower than 5. Only rock glaciers currently experiencing destabilization or set
in conditions unfavourable to permafrost occurrence show large values close to 20. The
permafrost conditions (approximated here by the PZI) define a maximum limit for the BCF.
At a local scale, I find that for dynamically stable rock glaciers the geometry can explain
the spatial variability in creep rates with almost constant rheological properties (BCF) of
the constitutive material. Destabilized rock glaciers are characterized by contrasting and
discontinuous material properties. Thus, in addition to geomorphological observations, the
definition of the dynamical state of a rock glacier should account for the material properties
and the processes controlling its movement rather than solely on its kinematics.
Concluding, this thesis provides a step forward towards a better understanding of rock
glacier dynamics, i.e. the coupling between rock glacier creep and the climate system, having




The research conducted within this dissertation and the dialectic process developing thereon,
allowed to answer the three initial research questions and at the same time rose abundant
new interrogatives on rock glaciers and their dynamics. In pursuance of a more thorough
understanding of rock glacier dynamics, future studies could investigate the following re-
search paths:
• Collect and analyse (already existing and original) detailed information with hydrolog-
ical and geophysical measurements at the local scale (such as BH piezometers, active
and passive tracer techniques, ERT and ambient seismic).
• Analyse multi-temporal, distributed kinematic data (such as from repeated UAVs or
from remote sensing.
• Implement the conceptual models proposed so far by reviewing our knowledge of the
processes controlling rock glacier dynamics at different spatio-temporal scales.
• Implement more processes in the modelling, such as complex thermodynamics in the
active layer and phase change at the upper and bottom interfaces of the permafrost
(and their coupling to rheological models).
• Improve the constrains of the model parameters and increase the confidence in the
results through the investigation of more case studies in different geomorphological
and climatic settings.
• Develop 2D and 3D models accounting for complex transient effects.
• Include analysis at longer temporal scales, accounting for geometrical changes and
dynamical effects (sediment input and max fluxes).
• Extend the analysis at the regional scale and apply it to consistent inventories, not
available up to date, but next to come for different regions worldwide.
• Include rheological models in the study of rock glacier ice-cores and age dating for the
sake of accurate paleo-climatic and geomorphological reconstructions.
• Investigate rock glacier destabilization from a mechanical standpoint, shed light on
the processes controlling it and in a second step implement the existing models to
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Short summary The contribution of temperature forcing to seasonal and inter-annual vari-
ations in rock glacier creep rates is investigated. Heat transfer is assumed to be completely
governed by heat conduction and forced by external temperature at the permafrost surface.
Rock glacier deformation is calculated using an empirical creep model derived from labora-
tory experiments. The model is forced and the results are compared with continuous time
series of surface and ground temperatures, and displacement rates for four rock glaciers in
the Swiss Alps.
Main findings The main findings of this publication are:
• Heat conduction controls the thermal regime of the ice-rich core of a rock glacier.
• The observed seasonal and inter-annual variations in rock glacier creep cannot be ex-
plained by the direct influence of temperature on rheology.
• Both the amplitude and the phase cannot be correctly reproduced.
• Accounting for the observed temperatures and including a description of the shear
horizon does not improve the results.
• Temperature changes over the whole thickness of the rock glacier can cause substantial
variations in creep rates, but require changes in climate over decades or centuries.
• Based on modelling results and on field observations, we conclude that non-conductive
processes must dominate the short-term velocity signal.
Contributions of the PhD candidate Design of the conceptual and the numerical model
with substantial contribution from Andreas Vieli. Analysis and interpretation of the data,
collected in the field with Jan Beutel and Isabelle Gärtner-Roer. Preparation of the manuscript
and the figures. All co-authors contributed to the interpretation of the data and the prepara-
tion of the manuscript.
Data availability Data on rock glacier kinematics and temperature are available from the
PERMOS office upon request. The reference web link is http://www.permos.ch/data.html.
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Abstract. In recent years, observations have highlighted sea-
sonal and interannual variability in rock glacier flow. Tem-
perature forcing, through heat conduction, has been proposed
as one of the key processes to explain these variations in
kinematics. However, this mechanism has not yet been quan-
titatively assessed against real-world data.
We present a 1-D numerical modelling approach that cou-
ples heat conduction to an empirically derived creep model
for ice-rich frozen soils. We use this model to investigate the
effect of thermal heat conduction on seasonal and interan-
nual variability in rock glacier flow velocity. We compare
the model results with borehole temperature data and surface
velocity measurements from the PERMOS and PermaSense
monitoring network available for the Swiss Alps. We fur-
ther conduct a model sensitivity analysis in order to resolve
the importance of the different model parameters. Using the
prescribed empirically derived rheology and observed near-
surface temperatures, we are able to model the correct or-
der of magnitude of creep. However, both interannual and
seasonal variability are underestimated by an order of mag-
nitude, implying that heat conduction alone cannot explain
the observed variations. Therefore, we conclude that non-
conductive processes, likely linked to water availability, must
dominate the short-term velocity signal.
1 Introduction
For several rock glaciers, and especially in Switzerland, sur-
face displacements have been calculated over long time pe-
riods (Chaix, 1923; Wahrhaftig and Cox, 1959; Barsch and
Hell, 1975; Francou and Reynaud, 1992; Berthling et al.,
1998) by using position time series of landmark features
(boulders). Since these early investigations, velocity vari-
ability has been detected on a multi-year scale. In the past
decades, starting with some measurements on Gruben rock
glacier (Haeberli, 1985), seasonal velocity variability has
been observed on such creeping periglacial landforms. Even
though differences exist between individual rock glaciers, ve-
locity peak maxima are in general observed between summer
and early winter and minima between spring and early sum-
mer (Delaloye et al., 2010). In the past years, advances in
monitoring techniques and the introduction of continuously
measuring DGPS (differential global positioning system)
loggers (Buchli et al., 2012) have confirmed the previous
observations on several rock glaciers and have further high-
lighted velocity peaks on a daily to a weekly scale, which are
predominantly present during the melt season (Wirz et al.,
2016a; Kenner et al., 2017; Buchli et al., 2018).
In order to explain the above introduced observations,
classical concepts from related disciplines – geotechni-
cal engineering and glaciology – have been applied to
rock glacier research. Interannual velocities have been
compared against climatic variables and external tem-
perature forcing has been proposed as one of the key
factors controlling the observed long-term flow variations
(Roer et al., 2005; Krainer and He, 2006; PERMOS, 2016a).
Published by Copernicus Publications on behalf of the European Geosciences Union.
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Figure 1. Overview of the four case study sites. Overview site map (middle) and aerial view of the four studied rock glaciers (a–d) with
locations of boreholes (red dots) and DGPS (blue dots) according to PERMOS (2016a): (a) Ritigraben, (b) Murtèl, (c) Schafberg and
(d) Muragl.
Similarly, temperature forcing has also been suggested as
one of the most important factors controlling rock glacier
flow velocity variability on a seasonal scale (Arenson
et al., 2002; Kääb et al., 2007; Delaloye et al., 2010; Wirz
et al., 2016b). Wirz et al. (2016b) have suggested liquid
precipitation, snowmelt, air and ground temperature as the
main factors controlling rock glacier flow on interannual,
seasonal and shorter timescales. Previous studies (Johnson,
1978; Barsch, 1992; Krainer and He, 2006, amongst others)
highlighted the influence of water on rock glacier and their
dynamics. Possible positive feedback processes between
rising temperature and increased deformation have also been
suggested (Ikeda et al., 2008; Buchli et al., 2018).
Even though great improvements have been achieved in
this field, our understanding of the processes governing rock
glacier dynamics and their relation with external forcings
and controlling factors remains at a qualitative level, and
many questions remain unanswered. However, it is clear that,
in order to understand rock glacier dynamics, the complex
thermo-hydro-mechanical behaviour of the ice-rich frozen
soil and its coupling with the climate have to be consid-
ered. In particular, when aiming to understand the influ-
ence of temperature forcing on permafrost creep and its rela-
tive importance on rock glacier dynamics, we have to con-
sider two aspects. On one hand, the thermal regime of a
rock glacier is mainly controlled by heat conduction, driven
by external temperature forcing (Vonder Mühll et al., 2003;
Haeberli et al., 2006). Nevertheless, in some cases other
processes have been observed, like air and water advection
through the permafrost matrix (Hanson and Hoelzle, 2004;
Zenklusen Mutter and Phillips, 2012; Scherler et al., 2014;
Luethi et al., 2017; Pruessner et al., 2018). On the other
hand, from glaciological studies, it is well known that the
rate of deformation of ice is described by a power law (Nye,
1952; Glen, 1955) and depends on ice viscosity, which in
turn depends on ice temperature (Mellor and Testa, 1969;
Duval et al., 1983). Therefore, heat conduction forced by
external surface temperature variations is expected to influ-
ence rock glacier creep. However, investigations that quan-
titatively couple temperature evolution and rock glacier rhe-
ology are rare and remain very limited (Kääb et al., 2007;
Müller et al., 2016). The numerical modelling study by Kääb
et al. (2007) investigated this process, but has two main lim-
itations: it used a rock glacier rheology that has been derived
for pure ice, and more importantly, it applied this rheology to
a purely synthetic set-up and could not directly compare the
results to real-world observations.
In this study, we quantify the relative importance of the
conductive thermal influence on flow and extend previous
research (Kääb et al., 2007) by applying the most up-to-date
rheological relation available for rock glacier material (Aren-
son and Springman, 2005a) to four real-world rock glaciers
and constrain the modelling with observations from borehole
measurements, kinematics surveys and DGPS observations
available from the Swiss Permafrost Monitoring Network
PERMOS (here on named PERMOS) and PermaSense mon-
itoring networks (https://doi.org/10.13093/permos-2016-01).
2 Study sites
For constraining the numerical modelling investigations, we
use observational data from four rock glaciers in the Swiss
Alps, namely from the rock glaciers Ritigraben located in
the Valais, and Murtèl-Corvatsch (hereafter called Murtèl),
Schafberg, and Muragl all located in the Engadine (Fig. 1).
These rock glaciers have been selected based on the availabil-
ity of several years of data on highly time-resolved surface
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Table 1. Summary of field sites. The borehole locations are given in the CH1903+ coordinate system. The values of the geometrical and
physical properties of the rock glaciers are given (thickness, slope, volumetric ice content and thermal diffusivity) as discussed in Sect. 2. For
the ice content an acceptable range of values is proposed according to the literature (Hoelzle et al., 1998; Arenson et al., 2002). The mean
observed rock glacier bottom temperature, measured at the lower end of the shear horizon (from summer 2006 to summer 2015) and surface
velocity (from summer 2009) are reported, as well as the interannual and seasonal velocity variations relative to the mean velocity (from
summer 2012 to summer 2016) (PERMOS, 2016a).
Rock Borehole Thickness Surface wi κ Bottom Mean velocity Interannual Seasonal
glacier location (m) slope (m2 d−1) temperature (ma−1) variation variation
(◦C)
Ritigraben 1113775 N 18 27◦ 30 %–70 % 0.18 −0.5 1.5 25% 45%
2631755 E
Murtèl 1144720 N 27 12◦ 70 %–100 % 0.15 −1.2 0.12 41% –
2783160 E
Schafberg 1152745 N 25 18◦ 30 %–100 % 0.15 −0.1 0.3 33% 39%
2790855 E
Muragl 1153688 N 20 20◦ 30 %–70 % 0.18 −0.1 1.4 25% 14%
2791017 E
displacements and subsurface temperatures from boreholes.
Further, several borehole deformation profiles are available
for different time steps for all rock glaciers. This type of data
is rather unique and made available through the PERMOS
monitoring network.
These four rock glaciers cover a wide range of geomet-
ric settings and dynamic states: thickness, slope and flow
velocity from decimetres to several metres per year; for an
overview see Table 1. The rock glaciers are located at el-
evations between 2500 to 2900 m a.s.l. and their aspect is
north to north-west. Their lithology mainly consists of crys-
talline formations, with prevailing granodiorite and schist
for Murtèl and gneiss for Muragl, Schafberg and Ritigraben.
The internal structure and deformation profiles are known for
all four rock glaciers from boreholes (Haeberli et al., 1998;
Arenson et al., 2002; Lugon and Stoffel, 2010). Here, we
define the rock glacier thickness on the basis of their de-
formation profiles, which are dominated by shear horizon
a few metres thick at 18 to 30 m depth. Laboratory shear
experiments have been undertaken on cores from boreholes
for the two rock glaciers Murtèl and Muragl and were used
by Arenson and Springman (2005a) to derive an empirical
creep rheology (Arenson et al., 2004; Arenson and Spring-
man, 2005b), which is also used in the flow-modelling inves-
tigations of this study (for details see Sect. 3.3).
2.1 Ritigraben
The Ritigraben rock glacier is located above the village of
Grächen (VS) and originates from the northern slope of the
Gabelhorn (3135 m a.s.l.). It develops a simple linear flow
lobe of about 500 m length on a steep slope (27◦ in the prox-
imity of the borehole, Fig. 1 and Table 1) and terminates at
the upper end of the Ritigraben gully. The surface is affected
by the ski slope facilities that have been built on the rock
glacier. Accounting for the steep slope and the geometrical
setting, the flow unit is only 20 m thick and the flow veloc-
ities are rather high relative to other rock glaciers. Continu-
ous DGPS measurements have provided velocity data since
2012, showing a mean value of 1.4 m a−1 and strong sea-
sonal and interannual variations of more then 45% and 25%
respectively; see Table 1. Even though no ice cores have been
analysed, volumetric ice content has been estimated in pre-
vious studies at 30%–70 % (Lugon and Stoffel, 2010; Luethi
et al., 2017). Borehole measurements since 2002 show warm
permafrost temperatures close to the melting point and the
progressive development of a talik at a depth between 10 and
12 m (Zenklusen Mutter and Phillips, 2012), which has been
related to the influence of water infiltration and air circulation
(Luethi et al., 2017).
2.2 Murtèl-Corvatsch
The Murtèl rock glacier originates from the north wall of
Piz Murtèl (3432 m a.s.l.) and is characterised by a single
lobe of 27 m thickness with well-developed surface mor-
phology of lobate furrows and ridges (Fig. 1a) that can
be attributed to compressive flow, and buckle and folding
(Loewenherz et al., 1989; Kääb and Weber, 2004; Frehner
et al., 2015). Consistent with a low surface slope of 12◦,
this rock glacier flows rather slowly at 0.14 m a−1 (amongst
others Kääb et al., 1998; Müller et al., 2014; see Table 1).
Murtèl is probably the best-studied rock glacier in the world,
with continuous temperature monitoring data from bore-
holes available since 1987 (Haeberli et al., 1988, 1998). The
drillings from 1987, 2000 and 2015 (Haeberli et al., 1988;
Vonder Mühll et al., 2003) and geophysical investigations
(Haeberli et al., 1998; Arenson et al., 2002, 2010) revealed
relatively ice-rich material in the main rock glacier body
with an estimated volumetric ice content close to 100%.
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The temperatures within the main body of the rock glacier
are between −4 and −1 ◦C and therefore relatively cold
compared to other instrumented rock glaciers in Switzer-
land (Vonder Mühll et al., 2003; PERMOS, 2016a). Annual
velocities have been measured since 2009 by a geodetic sur-
vey of 11 surface markers around the borehole (PERMOS,
2016a). Further, several years of borehole deformation data
(at time intervals of several months) are available from 1987
to 1994 (Haeberli et al., 1998; Arenson et al., 2002). The
time-averaged yearly velocities show an increasing trend, co-
herent with observations for other rock glaciers throughout
the Swiss Alps, as shown in the PERMOS Glaciological Re-
port no. 12–15 (PERMOS, 2016a).
2.3 Schafberg
The Schafberg rock glacier originates in a cirque south of the
Piz Muragl ridge, has an extent of less than 300 m and an
average surface slope of 18◦ (Table 1, Fig. 1c). In the lower
part, the rock glacier splits into two separate tongues as a
result of a bedrock outcrop. This study focuses on the north-
western lobe, where in 1997 a borehole was drilled and tem-
peratures were monitored thereafter within PERMOS. This
lobe has a thickness of approximately 26 m and a flow veloc-
ity of 0.3 m a−1. Investigations by Vonder Mühll (1993) show
a volumetric ice content ranging from 35% to 100%. Hoel-
zle et al. (1998) investigated internal deformation profiles
from borehole measurements in relation to photogrammetric
analysis. Continuous daily velocities have been measured by
DGPS within the PermaSense framework since 2012 approx-
imately 200 m upstream of the borehole location and show
clear seasonal variations with an amplitude of up to 39%
relative to the mean velocity and a rising interannual trend
(33 % increase in the observed period).
2.4 Muragl
The Muragl rock glacier is located on the western side of
the ridge of Piz Muragl (3156 m a.s.l.) and consists of several
generations of overlapping flow units of variable flow veloc-
ity (Fig. 1d). The main lobe, where the borehole is located,
moves at 1.5 m a−1, is approximately 25 m thick and has a
surface slope of 20◦ (Table 1). The annual surface motion has
been available from terrestrial survey since 2009, whereas
continuous daily velocities from DGPS measurements at the
lower end of the lobe have been measured since 2012 and in-
dicate clear interannual (25 %) and seasonal variations (14 %)
(PERMOS, 2016a). Older geophysical and photogrammetri-
cal measurements have been presented in Vonder Mühll and
Schmid (1993). Volumetric ice content has been estimated
from boreholes investigations at 40 %–70 % and is found to
be very heterogeneous (Arenson et al., 2002). The temper-
atures within the rock glacier, measured since the drilling
in 1999, range from −3 to 0 ◦C and are relatively close to
the melting point (Vonder Mühll et al., 2003). As for the
Murtèl rock glacier and consistent with other observations
in the Alps, there is a rising trend of multi-annual velocities
(PERMOS, 2016a).
3 Data and methods
We designed a suite of 1-D numerical models, based on finite
differences, to simulate the response of viscous and plastic
flow to external near-surface temperature forcing using the
software MATLAB (2016). The modelling framework cou-
ples heat conduction, forced by external temperature, to a
power-law creep relation for ice-rich frozen soils proposed
by Arenson and Springman (2005a). The model inputs are
the surface slope, the thickness and other physical proper-
ties (density, volumetric ice content and thermal diffusiv-
ity) of the creeping rock glacier. All the parameters are as-
sumed to be homogeneous in time and space in first approxi-
mation. Note that geophysical investigations on several rock
glaciers including the ones presented here (amongst others:
Arenson et al., 2002, 2010; Maurer and Hauck, 2007; Buchli
et al., 2018) showed high heterogeneity and spatial variabil-
ity. The model is forced by permafrost temperature time se-
ries measured in boreholes below the active layer. At the
lower boundary of the rock glacier a constant temperature
value representative of the observed bottom temperature is
prescribed. The model is applied to the four study cases de-
scribed in Sect. 2 and the results are compared to observed
borehole temperatures and surface flow velocities.
3.1 Data overview
Here, we provide a detailed description of the data used for
model input and for comparison with the model results.
The surface slope values are calculated on the basis of
the swisstopo digital cartography (Federal Office of Topog-
raphy swisstopo, 2018) over a 200 m long profile along a
flow line centred at the DGPS location and are representa-
tive of the average slope of the landform close to the DGPS
positions. For all four study cases vertical profiles of bore-
hole deformation are available at several time steps over few
years (Arenson et al., 2002; Kenner et al., 2017). The rock
glacier thickness is defined based on these profiles as the
vertical distance from the surface to the lower end of the
shear horizon. Volumetric ice content values between 30%
and 100% have been noted in the literature and are mostly
based on borehole drillings (Vonder Mühll, 1993; Arenson
et al., 2002; Lugon and Stoffel, 2010). The densities of the
rock glaciers are calculated as a weighted average between
the density values of pure ice ρice and solid rock ρrock from
the volumetric ice content wi. The thermal diffusivity κ is
calculated similarly based on the thermal diffusivity values
of pure ice (0.1 m2 day−1) and quartz (0.35 m2 day−1) as pro-
posed by Williams and Smith (1989). Borehole temperature
time series are available from the PERMOS database for the
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Figure 2. Contour plots of ground temperatures time series (colour coded) for rock glaciers (a) Ritigraben, (b) Murtèl, (c) Schafberg and
(d) Muragl. Each panel shows, from top to bottom, measured temperatures, modelled temperatures and differences between the measured
and the modelled temperatures. Note the different temperature scales of the lower sub panels with the temperature differences.
four study cases from spring 2002 to autumn 2015 with a
time resolution of 6 h (the time series of Muragl terminates
in autumn 2014). For our modelling, we resample these data
to a daily average. For all four study cases, some data gaps
occur due to sensor failure, in particular at depth. For tem-
peratures at depth just below the active layer, which are used
as forcing input for the model, the data gaps are below a few
months apart from the case of Muragl, for which temperature
data in the period between August 2008 and April 2009 are
missing. Missing temperature data are linearly interpolated.
Note that this linear interpolation does not aim to reconstruct
exact real temperatures, but rather bridges the gaps in order
to create a continuous temperature time series that can be
used as model input. This approach is considered satisfac-
tory due to the combination of the scarcity of data gaps in
the surface temperature time series and the length of the con-
sidered seasonal to multi-annual timescales. Note that more
sophisticated methods (e.g. Staub et al., 2017) could be used
for interpolating the temperature time series. This means, the
modelled short-term velocity variations should be analysed
carefully near these gap-filled periods. Figure 2 shows the
measured temperatures for all case study sites.
Several types of velocity data are available. For Murtèl and
Muragl rock glacier mean annual surface velocities are avail-
able between 2009 and 2015 from terrestrial surveys with
total station from the PERMOS network. For all study cases
but Murtèl, daily velocities from continuous single frequency
DGPS measurements are available from 2012 from the Per-
maSense network. For a summary of the study case sites see
Table 1.
3.2 Heat conduction model
We model vertical heat conduction throughout the rock
glacier unit by solving the diffusion equation for temperature







where T is the permafrost temperature, z the vertical coor-
dinate, t the time and κ the thermal diffusivity of the rock
glacier material. At the upper boundary the observed temper-
ature history just below the active layer depth is prescribed.
At the bottom of the rock glacier (below the shear horizon)
a constant temperature value corresponding to the time av-
erage of the observations is prescribed. The initial condition
is prescribed from the measured vertical temperature profile
at the first time step of the simulation. The temporal reso-
lution of the model is 1 day, and its vertical resolution is
0.1 m. Convective and advective heat fluxes and any influ-
ence from basal heating due to frictional processes, heat dis-
sipation from deformation and geothermal heat flux are not
considered in this model.
3.3 Ice-creep model
For modelling ice creep we use the empirically derived creep
relation proposed by Arenson and Springman (2005a). The
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samples used to derive this relation have been cored from
Murtèl and Muragl rock glacier, also investigated in this
study, and are described in detail in Arenson and Springman
(2005b). The creep relation is a modified Glen’s flow law,
which relates strain rate ε̇ to a stress invariant σe as proposed
by Von Mises (1913), taking into account the volumetric ice
content wi and the temperature T of rock glacier material:
ε̇ = A(T ,wi)σ n(wi)e . (2)
The flow law exponent n linearly depends on volumetric ice
content only,
n = 3wi, (3)
and the creep parameter A depends on temperature and vol-





where b(wi) is a function of the volumetric ice content,
b = log(5 × 10−11e−10.2wi). (5)
Assuming an infinitely wide surface parallel slab, the shear









where ρr to the density of the rock glacier material, g the
constant of gravity and ∂s
∂x
the slope of the ice surface, which
is assumed to be parallel to the rock glacier surface slope.
Note that the density ρr also depends on the ice density by
ρr = ρs(1 − wi) + ρiwi, (7)
where ρi and ρs are the densities of ice and sediment parti-
cles respectively. As in our case the ice thickness of the rock
glacier landform is fixed, any variation in volumetric ice con-
tent wi will change the density and as consequence the shear
stress σe (see Eq. 6).
Given the temperature field and assuming an inclined in-
finite parallel slab, the velocities are solved from Eq. (2)
through vertical integration under the assumption of zero
displacement at the lower boundary. This hypothesis is con-
firmed by the low deformation rates at the bottom of the bore-
hole inclinometer profiles for all the studied rock glaciers.
The physical properties of the material are considered con-
stant in time and homogeneous in space. The temporal and
the spacial model resolution are the same as for the heat con-
duction model. Despite its limitations, the proposed consti-
tutive relation is one of the most up to date on rock glacier
material and has the great advantage of being based on labo-
ratory experiments.
Figure 3. Normalised surface velocities for the four case studies
with volumetric ice content values. For each rock glacier the veloci-
ties are normalised with the velocity value corresponding to 0 % ice
content. The coloured buffer around the curve shows the range pro-
posed by the literature (Vonder Mühll, 1993; Arenson et al., 2002;
Lugon and Stoffel, 2010). The black circles show for each curve
the maximum and the minimum possible velocity values within this
range, also representing the uncertainty range for the modelling.
The black cross shows the chosen volumetric ice content value for
the modelling, i.e. the middle value of the latter range.
3.3.1 Calibration of the model
The model is calibrated to best fit the average observed sur-
face velocities by varying the volumetric ice content parame-
ter within the range of literature values. Because of the math-
ematical formulation of the applied rheology, calibrating the
model by varying the volumetric ice content gives a concave
curve for the mean velocities, with a maximum correspond-
ing to around 60% volumetric ice content (see Fig. 3). On
the one hand, an increasing volumetric ice content causes the
creep relation exponent to grow, resulting in higher surface
velocities. On the other hand, a higher volumetric ice con-
tent implies a lower density and thus a lower shear stress and
deformation. This mathematical artefact is because the thick-
ness of the rock glacier in the modelling is fixed. In reality,
for varying volumetric ice content values, the rock glacier
thickness and velocity would adjust until the shear stress at
the base of the rock glacier reaches a critical value.
Within the range of possible volumetric ice content val-
ues proposed in the literature (Vonder Mühll, 1993; Arenson
et al., 2002; Lugon and Stoffel, 2010), we further refine the
range for which the maximum and the minimum velocities
are obtained (black circles in Fig. 3). We set the volumetric
ice content parameter to the mean of this range and further
assess the effect of the uncertainty range on the velocity re-
sults.
We consider further uncertainties in input parame-
ters: slope ±2◦, ice content (corresponding to the maxi-
mum and minimum velocity value) and thermal diffusivity
±0.02 m2 day−1.
The creep model strongly depends on the temperature in-
put. In order to assess uncertainties related to the heat con-
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Table 2. Summary of modelling inputs and results. Values of geometrical and physical input parameters for the modelling are listed (thick-
ness, slope, volumetric ice content and thermal diffusivity). The mean modelled surface velocity and its relative interannual and seasonal
variations are reported in the last three columns.
Rock Thickness Temperature Slope wi κ Mean surface Interannual Seasonal
glacier (m) input depth (m2 d−1) velocity variation variation
(m) (ma−1)
Ritigraben 18 3.5 27◦ ± 2◦ 50 ± 20 % 0.18 ± 0.02 0.59 2 % 8 %
Murtèl 27 3.5 12◦ ± 2◦ 85 ± 15 % 0.15 ± 0.02 0.12 5 % 2 %
Schafberg 25 5.2 16◦ ± 2◦ 48 ± 18 % 0.15 ± 0.02 0.69 4 % 5 %
Muragl 20 4.5 20◦ ± 2◦ 45 ± 15 % 0.18 ± 0.02 0.46 6 % 5 %
Table 3. Parameters and results of the sensitivity experiments. The first column indicates the scenario with a label in the form of Scnα, where
α refers to the value of the multiplication factor for the investigated parameter relative to the reference values. Each column represents a
set of experiments for one variable parameter, with the first number in each column referring to the input parameter value. The numbers in
the bracket of each column refer to seasonal variations as a percentage of the mean value on the left side and the phase shift relative to the
reference scenario on the right side (with a cycle of 2π referring to 1 year).
Seasonal Bottom Thickness Shear horizon Volumetric κ
amplitude temperature (m) depth (m) ice content (m2 d−1)
(◦C) (◦C) (%)
Scn0.2 −0.8 [3.1% − π
14
] −0.2 [8.4% + π
5
] 4 [80.4% − π
8
] 4 [68.8% − 2π
3
] 40 [11.6% − π
8
] 0.03 [0.8% − π
8
]
Scn0.4 −1.6 [4.5% − π
17
] −0.4 [7.6% + π7 ] 8 [43.6% −
π
11
] 8 [30.8% − π
2
] 48 [9.5% − π
8
] 0.06 [1.4% − π
8
]
Scn0.6 −2.4 [5.3% − π
23
] −0.6 [6.9% + π
11
] 12 [21.0% − π
25
] 12 [13.2% − π
4
] 55 [8.0% − π
8
] 0.09 [2.2% − π
12
]
Scn0.8 −3.6 [5.7% − π
37
] −0.8 [6.4% + π
23
] 16 [9.8% + π
20
] 16 [5.8% − π
15
] 63 [6.7% − π
9
] 0.12 [3.9% − π
90
]
Scn1.0 −4.0 [6.1% + 0] −1.0 [6.1% + 0] 20 [6.1% + 0] 20 [2.0% + 0] 70 [6.1% + 0] 0.15 [6.1% + 0]
Scn1.2 −4.8 [6.3% + π
37
] −1.2 [5.8% − π
26
] 24 [2.8% + 0] 24 [0.9% + π
4
] 78 [5.6% + π
9
] 0.18 [8.5% − π
60
]
Scn1.4 −5.6 [6.5% + π
17
] −1.4 [5.5% − π
14
] 28 [1.6% − π
13
] 28 [0.4% + π
2
] 85 [5.3% + π
5
] 0.21 [11.0% − π
30
]
Scn1.6 −6.4 [6.6% + π
11
] −1.6 [5.4% − π
11
] 32 [1.2% − π
9
] 32 [0.2% + 3π
4
] 93 [5.0% + π
4
] 0.24 [13.5% − π
20
]
Scn1.8 −7.2 [6.8% + π
9
] −1.8 [5.2% − π
10
] 36 [0.9% − π
9
] 36 [0.1% + π ] 100 [4.8% + π
3
] 0.27 [15.9% − π
15
]
duction model and to take into account all possible heat trans-
fer process, we perform additional numerical experiments
forcing the ice-creep relation directly with the observed tem-
perature fields with depth.
3.3.2 Consideration of shear horizon
The above described approach for creep does not consider
enhanced deformation in the shear horizon, where most of
the displacement takes place. In order to investigate the sen-
sitivity of the model to such a phenomenon, we perform addi-
tional numerical experiments. We approximate the behaviour
of the shear horizon with a pseudo-plastic creep relation,
by increasing the flow law exponent of Eq. (2) by a factor
4 (nplastic = 12 · wi), similarly to Frehner et al. (2015). The
creep parameter A has been reduced by a factor fA to match
the time-averaged surface velocities modelled before:
ε̇plastic = fA(ε̇)A(T ,wi)σ
nplastic(wi)
e . (8)
In this way, we approximate the plastic behaviour of the
lower layer to better represent the whole deformation profile
of the studied rock glaciers.
3.4 Sensitivity experiments
We perform additional synthetic sensitivity experiments in
order to explore the influence of the different input param-
eters on our model results. For these experiments we simu-
late seasonal temperature forcing by prescribing the temper-
ature below the active layer as a sinusoidal function with a
mean of 0 ◦C, which truncates positive temperatures in or-
der to take into account the zero curtain effect. The initial
vertical temperature profile is set to 0 ◦C. The model runs
for 28 full annual cycles after which it converged to a quasi-
steady-state periodic solution. We then analyse the results of
the last two successive cycles. We study the sensitivity to sea-
sonal temperature amplitude (corresponding to the minimum
winter temperature), temperature at the lower boundary, rock
glacier thickness, volumetric ice content and thermal diffu-
sivity. We set up a reference scenario with typical values for
rock glaciers taken as Scn1.0 in Table 3. Starting from the
reference scenario, we perform 9 numerical experiments for
each parameter, in which we vary the value of the parameter
by a factor of 0.2 up to 1.8, with the other parameters kept
constant. The numbers in the experiment name in Table 3 re-
fer to the multiplication factor of the parameters relative to
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the reference scenario. Only for the experiments on the vol-
umetric ice content parameter the multiplications factors are
different, as shown in Table 3.
Additionally, the thickness sensitivity experiments have
been repeated using the pseudo-plastic rheology (Eq. 8) in
order to investigate the effect of the presence of the shear
horizon in our experiment. In the case of both sets of vary-
ing thickness experiments (with and without shear horizon),
the bottom temperature for the scenarios with thicknesses
less than the one of the reference are always prescribed at
20 m depth. For these shallow depths, prescribing a constant
temperature would unrealistically constrain the temperature
field. For all the values and the results of this analysis we
refer to Table 3.
4 Results
4.1 Modelled temperatures
The modelled and measured temperatures are shown in
Fig. 2. For Schafberg and Muragl rock glaciers (Fig. 2c
and d respectively) the modelled temperatures agree very
well with the measurements (temperature differences are be-
low 0.2 ◦C). For the case of Murtèl rock glacier, given the
prescribed temperatures below the active layer, the modelled
temperature evolution with depth agrees well with regard to
seasonal amplitude and phase with depth. However, between
a depth of 5 and 20 m, temperatures are in particular dur-
ing cold seasonal phases slightly underestimated, but the dif-
ferences stay below 0.5 ◦C. For Ritigraben rock glacier, as
shown in Fig. 2a, in a depth between 8 and 12 m and in partic-
ular in early summer, observed temperatures are substantially
higher (up to 1 ◦C), which is related to the talik observed and
discussed in Luethi et al. (2017). The depth of the zero annual
temperature amplitude is according to the PERMOS (2016a)
report, usually between 10 and 20 m depth. This depth is
slightly overestimated by our model (see Fig. 2), with the
seasonal temperature signal reaching slightly deeper in com-
parison to the borehole measurements (PERMOS, 2016a).
4.2 Modelled velocities
The observed and modelled surface flow velocities with time
are shown in Fig. 4 for the modelled temperatures (solid blue
line), for the observed temperature fields (red solid line), and
for the pseudo-plastic rheology (yellow solid line) with mod-
elled temperatures. The resulting maximum and minimum
velocities accounting for uncertainties in the input parameter
of volumetric ice content, slope and thermal diffusivity are
shown with two black dashed lines.
For the chosen volumetric ice content values within the
proposed range, we obtain the correct order of magnitude of
the observed surface velocities for all four case study rock
glaciers. For Ritigraben and Muragl rock glaciers the mod-
elled velocities are smaller (by a factor 2), for Murtèl the
average velocity matches the observations and for Schafberg
the modelled velocities are overestimated (by a factor 3) in
comparison to the observed ones.
The modelled amplitudes in seasonal and multi-annual ve-
locity variations (values in Table 2, solid blue, yellow, and
red line in Fig. 4) are in general rather low: below 10%
relative to the mean velocity. In comparison, the observed
variations in flow (solid green and purple lines in Fig. 4, Ta-
ble 1) are 1 order of magnitude higher. This result does not
change when considering uncertainties in the input parame-
ters (dashed black lines in the same figure).
For the three rock glaciers with continuous DGPS mea-
surements, we are also able to compare the phase of the sea-
sonal variations. The modelled velocity maxima occur in late
winter and are substantially delayed in comparison to the ob-
served velocity peaks in autumn. The above findings (am-
plitude underestimation and phase shift) do not change when
the observed temperature fields are used as input for the creep
model. The exception is the case of Ritigraben, where, as
discussed above, substantial discrepancies between veloci-
ties obtained using modelled (blue solid line) and observed
(red solid line) temperatures occur. When using the observed
temperature field, the modelled and the observed seasonal
velocity variations are phase synchronous (see red and green
line in Fig. 4).
The discrepancies found between observed and modelled
velocity variations do not improve when using the pseudo-
plastic creep model for all rock glaciers. On the contrary,
the seasonal velocity amplitude further reduces and the phase
shift increases further (see yellow line in Fig. 4).
4.3 Sensitivity experiments
The results of the sensitivity experiments are plotted in
Figs. 5 and 6 and are summarised in Table 3.
In Fig. 5, the time-averaged velocity values for the dif-
ferent experiments and scenarios are shown normalised to
the mean values of the reference scenario. The left panel
shows the results of the experiments investigating the ther-
mal regime of the rock glacier for varying subsurface
temperature-forcing amplitude, bottom and initial tempera-
ture, and thermal diffusivity. The initial condition experiment
shows no differences (purple line constant at 1) and demon-
strates that the model converged to a quasi-steady-state solu-
tion after the 28 annual cycles. A reduction in bottom tem-
perature to −0.2 ◦C leads to an increase in the mean velocity
of 50% and a decrease in seasonal amplitude by a factor 0.2
leads to an increase in the mean velocity of 20% (Fig. 5).
Increasing the thermal diffusivity leads to only very slightly
increased mean velocity values (less then 1 %). The modelled
flow is more sensitive to the varying geometrical and physi-
cal parameters (thickness, slope and volumetric ice content;
right panel in Fig. 5) than to the previous parameters. The
velocities strongly vary with thickness and slope, in accor-
dance with the governing equations (Eqs. 2 and 6), following
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Figure 4. Observed and modelled surface flow velocities for (a) Ritigraben, (b) Murtèl, (c) Schafberg and (d) Muragl rock glaciers. The
upper subpanel shows the observed subsurface temperature used as model input. The lower subpanel shows the modelled and observed
velocities. The modelled velocities are shown for using the modelled temperatures (solid blue line), the observed temperature fields (red
solid line), and the pseudo-plastic rheology (yellow solid line). The uncertainty range resulting from variations in slope (±2◦), volumetric ice
content (within the proposed range; see Fig. 3 and Table 2) and thermal diffusivity (±0.02 m2 day−1) is plotted with black dashed lines. The
modelled velocities are compared with the observed velocities from terrestrial surveys (dark solid red line with black dots) and with DGPS
measurements (green solid line).
a power law with variations of almost 400% and 600% re-
spectively. When varying volumetric ice content the mean
velocities show variations of up to 70% for the used param-
eter range (see Sect. 3.3).
In Fig. 6, the velocities of the different sensitivity experi-
ments normalised with their mean are presented and a sum-
mary is given in Table 3. The seasonal velocity response to
different amplitudes in surface winter temperature forcing
is small and stays below 7 %, even for an 80% increase in
the temperature amplitude. The sensitivities of the velocity
variations to varying bottom temperature are slightly higher,
but remain below 9 % in the given range. For the thickness
experiment, a velocity variation of up to 80% is obtained
when considering a 4 m thick rock glacier, representing an
extreme and unrealistic scenario. For a more realistic lower
bound of rock glacier thickness of 16 m, the seasonal ve-
locity variations stay below 10%. For thickness variations
with the pseudo-plastic creep relation the sensitivity is even
smaller. Variations in volumetric ice content and thermal dif-
fusivity lead to slightly increased seasonal velocity variabili-
ties of 12% and 16%, respectively. Thus in general, within a
reasonable range of input parameters, the modelled seasonal
variations in surface velocity remain more than 1 order of
magnitude below the observed seasonal variations.
www.the-cryosphere.net/13/927/2019/ The Cryosphere, 13, 927–942, 2019
Publication 1
91
936 A. Cicoira et al.: Resolving the influence of temperature forcing on rock glacier dynamics
Figure 5. Plots of the time-averaged values of surface velocities for the sensitivity experiments with the different parameter scenarios.
The mean velocities are normalised with the mean values of the reference scenario Scn1.0. Panel (a) shows the results for varying surface
temperature-forcing amplitudes (blue line), bottom temperature values (red line), thermal diffusivity parameters (yellow line) and initial
condition temperature values (purple line). The yellow line is hidden behind the purple line. Panel (b) shows the results for varying thicknesses
(blue line), slope angles (red line) and volumetric ice content values (yellow line).
Figure 6. Results of the modelling sensitivity experiments of the model to (a) seasonal amplitude (winter minimum temperature), (b) bottom
temperature, (c) thickness, (d) thickness with shear horizon, (e) volumetric ice content and (f) thermal diffusivity. The surface velocities
normalised with their mean are plotted for each experiment with time, given here as the number of cycles (after the 28th cycle). One cycle
corresponds to 1 year. For all experiments the different scenarios are colour coded as illustrated in the legend of panel (a); the reference
scenario is plotted with a thicker solid black line.
5 Discussion
In this study, we developed a simple numerical model
approach to investigate the dynamical behaviour of rock
glaciers with the aim of resolving the influence of external
temperature forcing through heat conduction on rock glacier
surface velocities. When choosing volumetric ice contents
within a physical range of values proposed in the literature
(see Sects. 2 and 3.3), for all the case studies the correct
order of magnitude of measured mean surface velocities is
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obtained. However, interannual and seasonal variations are
strongly underestimated for all four cases, being at least 1
order of magnitude smaller than the observed ones.
5.1 Temperature modelling
We model rock glacier temperature evolution based on near-
surface temperatures as measured below the active layer (see
Sect. 3.2). In some cases, data gaps are present and linear in-
terpolation of the data is used. The data gaps are short (below
a few months) and are expected to not affect the overall mod-
elling, but interpretation of the modelled velocities for these
periods has to consider this limitation.
The assumption of constant bottom temperature agrees
well with the observed borehole temperatures. This is fur-
ther supported by the good agreement between the modelled
velocities from prescribed observed and modelled tempera-
tures. We assume the physical properties of the rock glacier
(density, ice content and thermal diffusivity) to be constant in
time and homogeneous in space, which seems justified at the
considered short (seasonal to multi-annual) timescales and is
supported by the good performance of the temperature evo-
lution model.
For Schafberg (Fig. 2c) and Muragl (Fig. 2d) rock glaciers,
we can reproduce the observed temperature fields very well.
For Ritigraben and Murtèl (Fig. 2b and 2d) our results show
some disagreement with seasonal pattern, in particular at
12–15 m depth. At Ritigraben, this disagreement can be ex-
plained by the influence of a talik caused by air and water
advection (Luethi et al., 2017), which refers to processes that
are not included in our modelling. For Murtèl, the cause of
the discrepancy between modelled and observed tempera-
tures is currently not clear. A possible explanation of this ef-
fect could be related to advective water fluxes or varying ther-
mal conductivity within the rock glacier body, likely linked
to the variable unfrozen water content at temperatures close
to zero degree (Arenson et al., 2010). However, the results of
our modelling for the four study cases, in combination with
the available borehole temperature observations, allow us to
confidently model and analyse rock glacier velocities.
5.2 Ice-creep modelling
Using the modelled and observed temperature fields respec-
tively, we force the empirical creep relation for rock glacier
material. Additionally, we run a separate experiment with
the pseudo-plastic rheology to investigate the impact on the
model from including enhanced deformation within the shear
horizon.
5.2.1 Absolute velocities
When applying the creep rheology of Arenson and Spring-
man (2005a) and using acceptable and uniform values of the
model input parameters, we obtain the correct order of mag-
nitude of the average observed surface velocities for all case
studies.
For Murtèl, the mean surface velocities (averaged over the
whole time series) match the observations. For Ritigraben
and Muragl the modelled average velocities are between
30% and 40% of the observed ones. This result is consistent
with the observed borehole deformation contribution from
above the shear horizon, accounting for 10% to 30% of the
total deformation (Arenson et al., 2002). This finding sug-
gests that the rheology proposed by Arenson and Spring-
man (2005a) may not be applicable to describe the rheol-
ogy of the shear horizon of a rock glacier. On the contrary,
for Schafberg the modelled velocities overestimate the ob-
servations. This mismatch can likely be explained by using
an input thickness that is too high, resulting from the dis-
tance between the DGPS and borehole locations. The rock
glacier thickness at the location of the observed velocities by
DGPS is not known and the used thickness was taken from
the borehole on the lobe further down which is less steep.
The observed flow magnitude can be matched almost per-
fectly when using a thickness of 17 m, which was observed
in a nearby borehole at the same field site (Arenson et al.,
2002) and which can be expected for a steeper surface.
5.2.2 Seasonal and multi-annual variations
For all rock glaciers, we find that both seasonal and in partic-
ular interannual variations are strongly underestimated. This
result is also coherent when considering relative velocity
variations (see Fig. 4). In particular, the results for Murtèl
and Schafberg rock glacier show very small seasonal varia-
tions of 3 % to 4 %. This result is not due to an underesti-
mation in the seasonal temperature variations, as confirmed
by the comparison between modelled and measured tempera-
tures and further corroborated by the results of our modelling
constrained with the observed temperatures. In fact, the lat-
ter forcing indirectly takes into account all non-conductive
processes governing the temperature field. The lower sensi-
tivities of rock glacier Murtèl and Schafberg compared to the
other two can be explained by their greater thicknesses. For
thicker rock glaciers, temperature variations at the surface
reach shallower depth in relative terms and hence do not af-
fect the near-bottom layers where most of the deformation
occurs. For the thinner Muragl and Ritigraben glaciers, the
modelled seasonal variations of 5% and 8% are substantially
higher, but are still a factor 3 to 5 below the observations.
In general, our modelled seasonal variations for the four
rock glaciers as well as for the sensitivity experiments are
consistent with the obtained 3 % to 11% by the earlier ide-
alised modelling study of Kääb et al. (2007). The greater
variations for Ritigraben and Muragl are likely a result of
the higher temperature sensitivity of the rheology by Aren-
son and Springman (2005a) compared to the rheology based
on Glen used in Kääb et al. (2007) for the case of warm per-
mafrost (Müller et al., 2016).
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Consistent with the results for similar thicknesses of Kääb
et al. (2007), we also find that including a shear horizon in the
modelling (by using the pseudo-plastic rheology) decreases
the sensitivity of the seasonal variations in flow to tempera-
ture forcing. This result further corroborates the underestima-
tion of seasonal and interannual variations in our modelling
compared to the observations. It is unlikely that this under-
estimation is a result of an insufficient sensitivity of the used
rheology of Arenson and Springman (2005a) to temperature.
In fact, this rheology is based on laboratory deformation ex-
periments on core material from real rock glaciers. Unfrozen
water is known to have a significant influence on frozen soils
creep (Arenson et al., 2006; Moore, 2014). The influence of
interstitial water on creep is partially implicitly taken into ac-
count in the adopted empirical creep relation through the de-
pendency on temperature; however, the impact on the stress
regime due to pore pressure is not taken into account in the
adopted rheology. Further, the discrepancy in the phase shift
between modelled and observed velocity variations would
not improve for a more temperature-sensitive rheology.
5.2.3 Phase shift
A phase lag of about 2–3 months between the seasonal sum-
mer peak in the observed ground surface temperatures and
measured surface velocity has been detected on several rock
glaciers including Ritigraben, Schafberg and Muragl (see
Fig. 7) and has partly been attributed to the time it takes for
the seasonal temperature signal to propagate into the rock
glacier (Kääb et al., 2007; Delaloye et al., 2010; Wirz et al.,
2016b). In our modelling this delay is however almost dou-
bled, with the seasonal peak in velocity obtained in early Jan-
uary rather than early October. For the pseudo-plastic rheol-
ogy this delay is further extended by several months.
In contrast, the seasonal winter minima in measured tem-
peratures below the active layer (used as model input forc-
ing) only have a lag of 2 months from the surface tempera-
tures and seem in phase with the observed velocity minima
(Fig. 7). Due to the zero curtain effect there is no clear sum-
mer peak in the observed and prescribed near-surface tem-
peratures (Fig. 7) and the quantification of the summer peak
phase shift is therefore ambiguous.
Despite the highly asymmetric seasonal temperature pat-
tern, the resulting modelled surface flow variations are al-
most symmetric (Fig. 4), which is further supported by the
sensitivity experiments using a capped sinusoidal forcing
function pattern (Fig. 6). This transformation of the seasonal
pattern is, on the one hand, a result of the diffusion of the
temperature signal and, on the other hand, a result of an in-
tegrated contribution of deformation over the entire depth.
The seasonal pattern in surface velocity variation is therefore
neither a direct reflection of the temperature signal at a single
depth nor of the depth-averaged temperature signal. In conse-
quence, estimating the phase lag between seasonal variations
in surface temperature and surface flow from heat conduc-
Figure 7. Temperature and velocity time series in the (a) Ritigraben,
(b) Schafberg and (c) Muragl rock glaciers. The left y axis shows
the temperatures (borehole measurements if available, model results
otherwise) at 1.5 m (within the active layer), 5, 10 and 15 m depth.
The right y axis with the green line shows the surface velocities
from DGPS measurements.
tion is non-trivial and interpreting phase lags is potentially
misleading.
The clear overestimation of the time lag in the modelled
surface variations is a further sign that the process of heat
conduction alone cannot explain the observed variations in
deformation. Infiltration of surface meltwater into the per-
mafrost in the summer season could reduce this time lag
and through advection of water affect the flow in two ways.
Firstly, the infiltrating water can effectively advect heat and
warm up the rock glacier body at depth as observed in the
case of Ritigraben, which in our modelling removed the
phase lag when using the observed temperature field that
includes the talik formation in summer. For the other three
rock glaciers, water infiltration may also occur but it does not
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seem to significantly warm the temperatures at depth, as con-
firmed by the good agreement between observed and mod-
elled temperatures, and we can therefore exclude this heat ad-
vection process. Secondly, with increasing water infiltration
the water content and pore-water pressure within the rock
glacier material are expected to increase which in turn may
reduce the shear strength and thereby enhance deformation
and flow. This process has been suggested in other studies
(Ikeda et al., 2008; Wirz et al., 2016b; Kenner et al., 2017;
Buchli et al., 2018) and has also been proposed to explain
the short-term velocity peaks with timescales of days that are
related to a sudden input of water at the surface, for exam-
ple during the snowmelt period (Wirz et al., 2016b; Kenner
et al., 2017). To what depth such water infiltration occurs
is poorly known, but this process would be most effective
within the shear horizon, as deformation is highest. Further,
in several boreholes, pressurised water was observed when
drilling into the shear horizon (Arenson et al., 2002 and Alex
Blast, personal communication, November 2015 for Murtél
rock glacier, and Buchli et al., 2018 for the Furggwanghorn
rock glacier).
Regarding the multi-annual variations, which are well doc-
umented and synchronous for many rock glaciers in Switzer-
land (PERMOS, 2016a), our modelling suggests that the re-
sponsible process between the observed acceleration in flow
(e.g. from 2011 to 2015) and the observed surface warm-
ing cannot be explained by heat conduction into the ground
alone. It is likely an indirect effect of enhanced meltwater
penetrating into the rock glacier body and thereby affecting
its rheology. Phases of slowdown related to conductive cool-
ing in cold or long winters (e.g. 2007 and 2011) are more dis-
tinct in our modelled velocities, and thus winter cooling may
contribute more substantially to the longer-term slow-down
of rock glacier flow (Fig. 4). The enhanced sensitivity to win-
ter temperatures is (in contrast to summer temperatures) not
surprising given that the zero curtain effect basically caps the
summer temperature peak at 0 degrees and inhibits the prop-
agation of the summer heat into the ground, which is well
reflected in the observed temperatures below the active layer
(Fig. 4).
Including a shear horizon with a pseudo-plastic rheology
(with the same temperature dependency as for the main rock
glacier body and enforcing the same mean flow velocity)
does not improve our results. On the contrary, interannual
and seasonal variations are even more underestimated, be-
cause at the shear horizon depth, where the main deformation
occurs, the signal of seasonal temperature variations from
the surface is too small, being close to one-tenth of a degree
(PERMOS, 2016a).
In summary, the strong underestimations in both amplitude
in seasonal and multi-annual variations, as well as the over-
estimation in time lag of seasonal peaks in our modelling,
suggest that heat conductive processes alone cannot explain
the observed variation in flow velocity, suggesting the need
for other processes, such as the interaction of rock glacier
rheology with surface water advecting into the rock glacier
body.
5.3 Sensitivity experiments
Sensitivity experiments were carried out to explore the in-
fluence of different input geometries and parameters on the
simulated surface velocity in a systematic way. In their set-
up and results, the experiments are an extension of the ear-
lier modelling study by Kääb et al. (2007), but here we use a
more realistic model set-up and rheology, and explore a more
extensive parameter space.
Absolute mean velocities are strongly affected by varia-
tions in geometry due to changing stress conditions (Eq. 6).
However, over the timescales considered in this study (sea-
sonal to multi-annual), the geometry of a rock glacier is not
expected to change substantially. For the other parameters,
mean velocities are most sensitive to the bottom temperature
of the rock glacier, which is somewhat representative of the
thermal state of the entire rock glacier body. Again, the gen-
eral thermal state of a rock glacier should not change over the
considered timescales. Nevertheless, the considerable warm-
ing of a rock glacier would lead to faster flow, as also re-
flected in the observational data sets presented in Kääb et al.
(2007). The insensitivity of the mean velocity to thermal dif-
fusivity reflects the fact that the average thermal state of the
rock glacier is not affected by uncertainties in this parameter.
For high thermal conductivity values, which would require
high water content and hence degrading permafrost condi-
tions, relative seasonal variation of 16% are modelled, but
this remains an order of magnitude below observed seasonal
velocity variations.
The model used shows a dependency of the surface veloc-
ities on the volumetric ice content value (Figs. 5 and 6). The
relative seasonal variations stay below 12%, even for a re-
duction to 40% of the volumetric ice content value. For high
values of ice content, the velocity peak considerably shifts in
time, with a delay of 2 months (π/3 of 1-year cycle) in com-
parison to the reference scenario. Note that the ice content of
the rock glacier material is rather static and not expected to
change even over timescales of several decades.
Decreasing thicknesses lead to very different absolute
mean velocities, but more interestingly, they also lead to
stronger seasonal variations. Considering realistic thick-
nesses of 12, 20, and 28 m, we obtain seasonal velocity vari-
ations of 21.2 %, 2 % and 1.6 % respectively. We explain this
sensitivity by the variable fraction of the rock glacier thick-
ness that is affected by temperature variations. It implies that
thin rock glaciers are more sensitive to the effect of heat
conduction for seasonal as well as long-term temperature
changes. This means that for thin rock glaciers (which are
usually fast moving) heat conduction should be considered
in the interpretation of short-term variations. Note that, with-
out any borehole deformation data or detailed geophysical in-
vestigations, uncertainties in rock glacier thickness may sig-
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nificantly affect modelled velocities (absolute and seasonal
variations).
For all other remaining parameters, except the rock glacier
thickness, the modelled seasonal velocity variations do not
change much and stay again below 8 % to 12% of their mean
flow and phase shifts vary below 2 months, even for extreme
and relatively unrealistic end-member parameter values.
By considering the pseudo-plastic relation, the seasonal
variations are coherently decreasing for all the scenarios
(even for shallow rock glaciers) and the velocity peaks are
considerably shifted in time, with a delay of up to 6 months
(see Table 3). Thus in summary, we conclude from our sen-
sitivity study that our modelling results for the four rock
glaciers above are, apart from thickness, insensitive to un-
certainties in our input parameters, and the modelled magni-
tudes of seasonal variations and related conclusions are ro-
bust.
6 Conclusions
We quantitatively investigated the contribution of heat con-
duction to seasonal and multi-annual variations in rock
glacier flow velocity on the basis of numerical modelling
and a multi-year time series of observed surface velocities
and borehole temperatures from four different rock glaciers.
The numerical model couples heat conduction to an empir-
ically derived rheology of rock glacier creep that accounts
for temperature and ice content. We find that, using standard
parameters from the literature, our modelling reproduces the
correct order of magnitude of mean surface velocities for all
chosen rock glaciers. However, the magnitudes of seasonal
and multi annual variations are strongly underestimated by
our modelling, and the phase-lags of the seasonal peaks are
too long. This suggests that the effect of heat conduction on
the observed variations in surface flow is very limited and
cannot explain more than about 25% of the observed varia-
tions. The exception is extremely thin rock glaciers, as shown
during the sensitivity study (see Sect. 4.3), where short-term
temperature variations can force heat conduction to affect the
whole deforming thickness of the rock glacier, thus leading
to more substantial velocity variations.
Additional sensitivity experiments underpin the robustness
of these conclusions within expected parameter uncertain-
ties, also when including a shear horizon at the bottom of the
rock glacier. Our idealised sensitivity experiments further in-
dicate that, when the temperature changes over the full depth
of the rock glacier (changing bottom temperature), the mean
deformation maybe affected substantially, but this requires
changes in climate over periods of several decades or cen-
turies.
From our quantitative process modelling approach we can
therefore exclude heat conduction as the governing process
for seasonal to multi-annual variations in rock glacier flow.
Considering the phase-lag information of the summer peak
(e.g. the case of case of Ritigraben) and indications from
earlier qualitative and statistical analysis of rock glacier ve-
locities (Wirz et al., 2016b), we conclude that advection of
surface water into the rock glacier and its interaction over
pore-water pressure with the creep rheology are required to
explain short- to mid-term velocity variations of rock glacier
flow. However, further investigations are required for a bet-
ter understanding of the advection of water within the rock
glacier material as well as of the role of water and water pres-
sure on creep rheology.
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Rock glaciers are creeping periglacial landforms experiencing strong acceleration during recent atmos-
pheric warming and raising concerns with regard to their future behaviour and stability. High resolution 
kinematic observations show strong seasonal and multi-annual variations in rock glacier creep, but the 
linking mechanisms to environmental forcing remain poorly understood and lack quantitative models. 
Here we investigate the interaction between rock glacier creep and climatic forcing - temperature and 
precipitation - by developing a novel conceptual and numerical modelling approach. The model is 
constrained and the results are compared with data from the Dirru Rock Glacier (Vallis - CH). We are able 
to reproduce the observed velocity variations both in magnitude and phase on seasonal and inter-annual 
time scales. We find that water from liquid precipitation and snow melt, rather than air temperature, is 
the main driver of variations in rock glacier creep. Our results imply that the influence of water on rock 
glacier creep is fundamental and must be considered when investigating the historic and future evolution 
of rock glaciers.
 2019 Elsevier B.V. All rights reserved.
1. Introduction
Rock glaciers are distinctive, creeping periglacial landforms 
characterized by cohesive flow (Wahrhaftig and Cox, 1959). The 
movement of rock glaciers has already been observed in the first 
pioneering studies on these landforms more than a century ago 
(Spencer, 1900; Capps, 1910). Investigations of the same landforms 
over several years (Chaix, 1943; Wahrhaftig and Cox, 1959; White, 
1976; Barsch and Hell, 1975) allowed to detect inter-annual flow 
variability already in these early stages of rock glacier research. 
Rock glacier flow has been linked to ice deformation (Wahrhaftig 
and Cox, 1959), therefore glaciological theories have been applied 
to these periglacial features and substantially contributed to the 
understanding of their dynamics. In particular, the studies by Nye 
(1952), followed by the contribution of Mellor and Testa (1969), 
identified temperature and stress conditions as important factors 
for ice, and thus for rock glacier creep. On the basis of these stud-
ies and further supported by field and laboratory investigations, 
temperature has been suggested as the main factor controlling 
rock glacier flow variability on inter-annual time scales (e.g. Aren-
son et al., 2002; Arenson and Springman, 2005a; Haeberli et al., 
2006).
* Corresponding author.
E-mail address: alessandro.cicoira@geo.uzh.ch (A. Cicoira).
In the last decades of the 20th century, seasonal variations 
have been discovered (Haeberli, 1985; Kääb et al., 1997; Arenson 
et al., 2002). In the following years, investigations adopted mod-
ern differential GPS technology and were extended to other field 
sites (amongst others: Lambiel and Delaloye, 2004; Krainer and 
Mostler, 2006; Delaloye et al., 2010). Finally, the introduction of 
continuous differential GPS measurements yielded unprecedented 
temporal resolution at high accuracy and allowed the detection of 
variations in rock glacier surface velocities on time scales of days 
to weeks at significantly increased precision and accuracy (Wirz et 
al., 2014). The short-term velocity peaks are likely related to tilting 
or slip events of boulders, and therefore limited to the active layer 
of the rock glacier (Wirz et al., 2014). These short peaks can be 
interpreted as high frequency signals superimposed to a smoother 
velocity pattern, which better represents the movement of the en-
tire rock glacier (or of one of its dynamical units). Although lim-
ited observation exists on rock glacier kinematics in comparison 
to ice glaciers, the observations show a consistent flow pattern. 
The seasonal rhythm of rock glacier flow is characterized by an ac-
celeration in early summer with flow velocity maxima occurring 
between summer and early winter, and a deceleration leading to 
a late-spring minima (e.g. Delaloye et al., 2010; Wirz et al., 2016). 
The seasonal velocity signal generally shows a time lag of several 
months relative to air and ground surface temperatures. This phase 
lag has been interpreted as the time needed by the temperature 
signal to propagate into the frozen ground and thus influence rock 
https://doi.org/10.1016/j.epsl.2019.115844
0012-821X/ 2019 Elsevier B.V. All rights reserved.
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Fig. 1. Conceptualization of the model and sketch of the moving rock glacier. Climatic forcing (dark blue), model units (light blue) and modelled surface velocities (grey) are 
highlighted by coloured bubbles. The interactions between the model units and the physical variables are depicted with arrows.
glacier creep (e.g. Kääb et al., 2007; Haeberli et al., 2006; Delaloye 
et al., 2010). Overall, external temperature forcing is thought to 
be the most prominent factor controlling rock glacier flow vari-
ations at both inter-annual and seasonal time scales. However, a 
numerical modelling study by Cicoira et al. (2019) has quantita-
tively shown that the influence of temperature forcing through 
heat conduction on rock glacier rheology alone cannot explain the 
observed seasonal and inter-annual flow variations. Based on nu-
merical modelling and field observations, they speculate that water 
must play an important role, especially at the shear horizon depth, 
where most of the deformation occurs (Arenson et al., 2002).
Evidence that water possibly influences rock glacier creep has 
already emerged earlier (amongst others: Shroder, 1978; Giardino 
and Steven, 1985; Krainer and Mostler, 2006; Ikeda et al., 2008; 
Delaloye et al., 2010; Hartl et al., 2016) and has in extreme cases 
also been linked to local destabilization (Gärtner-Roer et al., 2008; 
Delaloye et al., 2013; Buchli et al., 2018). Several geophysical in-
vestigations and laboratory experiments (e.g. Arenson et al., 2002; 
Arenson and Springman, 2005b) as well as theoretical studies 
on rock glacier rheology (Ladanyi, 2003; Arenson and Springman, 
2005a; Jansen and Hergarten, 2006) confirmed the potential influ-
ence of water on creep. Recent studies (Wirz et al., 2016; Kenner 
et al., 2017; Buchli et al., 2018) concur to the conclusion that tem-
perature is the main driver governing rock glacier dynamics and 
that water (from snow melt and liquid precipitation) can play an 
important role in controlling seasonal and inter-annual flow varia-
tions, but the used approaches remain qualitative.
A deeper and more quantitative understanding of rock glacier 
dynamics is essential to predict their future evolution and inter-
pret their geological history. In context of continuing atmospheric 
warming, rock glaciers may potentially represent globally signifi-
cant water sources of increasing importance especially in arid and 
semi-arid regions (e.g. Jones et al., 2018; Schaffer et al., 2019). In 
steep alpine catchments, rock glaciers can pose a considerable risk 
to villages and infrastructures because of their direct influence on 
debris flow activity (Kummert and Delaloye, 2018). Rock glaciers 
are also of interest in the field of planetary science for identifying 
ground ice (e.g. Carr, 1987). In summary, rock glaciers have at-
tracted increasing attention in the past decades, especially because 
of the strong connection between their movement and rising sur-
face temperatures (Delaloye et al., 2010; Sorg et al., 2015; PERMOS, 
2019), but their relation to climate remains poorly understood and 
lacks quantitative models.
Here, we investigate the dynamic response of rock glacier flow 
to variations in external temperature and water input at seasonal 
and inter-annual time scales by designing a novel conceptual and 
numerical modelling approach. The modelling is constrained and 
the results are compared against kinematic, geophysical and me-
teorological observations for the study case of Dirru Rock Glacier 
in the Swiss Alps. Using this approach, we critically discuss the 
hypothesis that water input through pore water pressure at the 
shear horizon can explain seasonal and inter-annual variations in 
rock glacier flow and interpret the relation between climatic forc-
ing and driving processes.
2. Mathematical description of the model
The modelling framework consists of four coupled units de-
scribing heat transfer into the ground, the catchment hydrology, 
the hydro-mechanics of the rock glacier and its rheology (Fig. 1). 
The dynamics of the rock glacier is described by two indepen-
dent power-law creep relations representing deformation in the 
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ice-rich core and in the shear horizon of the rock glacier (see 
Fig. 1). Similarly to Cicoira et al. (2019), we calculate the defor-
mation within the ice-rich core by using the temperature depen-
dent model proposed by Arenson and Springman (2005a), whereas 
for capturing the influence of pore water pressure on deforma-
tion rates in the shear horizon, we use the creep-law proposed 
by Ladanyi (2003). According to the scope of the manuscript, the 
modelling aims at simplicity while capturing all the essential pro-
cesses needed to understand the physics behind seasonal varia-
tions in rock glacier creep. Adding more processes and variables 
to the modelling would increase the complexity of the study, hin-
dering the interpretation of the results and the logic of the con-
clusions. Therefore, we neglect several secondary processes and 
assume that the properties of the rock glacier material are con-
stant in time and homogeneous in space.
2.1. Heat conduction model
We calculate ground temperature evolution at depth using the 
observed ground surface temperature time series as input. The dif-
fusion equation for temperature is solved on the vertical direction 







where T [◦C] is the temperature, z [m] the vertical coordinate, t
[days] the time, and κ [m2 ◦C−1 day−1] the thermal diffusivity of 
the ground material. At the upper boundary, the observed ground 
surface temperature time series truncated at 0 ◦C is prescribed. At 
the bottom of the rock glacier, just below the shear horizon, the 
temperature value is set to a constant value close to the melting 
point Tb (−0.2 ◦C) according to observations in nearby rock glacier 
boreholes in Canton Vallis (Zenklusen Mutter and Phillips, 2012; 
Buchli et al., 2018). The initial condition is prescribed as a constant 
vertical temperature profile with initial temperature T0 (−1 ◦C). In 
order to avoid initialization effects, we spin the model up by pre-
scribing the data of the eight years time series prior to the model 
simulation starting in year 2011. The temporal resolution of the 
model is 1 day, its spacial resolution is 0.1 m. Convective and ad-
vective heat fluxes, the influence of basal heating due to frictional 
processes, and geothermal heat flux are neglected as a first ap-
proximation.
2.2. Hydrological model
We calculate the ground-water discharge contributing to the 
rock glacier shear horizon on the basis of observed liquid precip-
itation, and near ground and air temperature time series. Liquid 
precipitation prain [mmday−1] and air temperature T Air [◦C] are 
measured at the weather station nearby the Dirru Rock Glacier 
(see Fig. 2), 350 m away from the GPS positions. The snow melt 
rate psnow [mmday−1] is modelled using a degree day model:
psnow = kd(Tair − Tmelt), (2)
where kd [mm ◦C−1 day−1] is the degree day factor for snow melt, 
and Tmelt [◦C] is the melting temperature of snow set to 0 ◦C. Snow 
melt is calculated during the period when the observed ground 
surface temperatures show isothermal conditions at the melting 
point (detection of zero curtain). The model is based on the as-
sumption that snow melt is occurring simultaneously and homo-
geneously in the entire contributing catchment, neglecting in first 
approximation the spatial variability of the process (temperature 
lapse rate, influence of the aspect etc.). As soon as all the snow 
has melted, the ground surface temperature can rise above 0 ◦C
and melt-water production from snow ceases. Note that with this 
approach, we directly calculate snow melt rates without the need 
for snow depth or solid precipitation data. Possible delays and vari-
ations in magnitude due to melt water retention within the snow 
pack and snow cover variability within the catchment are not con-
sidered. The total water input ptot in the catchment contributing 
to the shear horizon is thus given by the sum of the previous two 
contributions multiplied by the area of the catchment Ac :
ptot(t) = Ac (psnow + prain) . (3)
In a next step, we calculate the amount of ground-water that flows 
into the rock glacier shear horizon by modelling the hydrological 
response of the catchment to liquid precipitation and snow melt 
input. We thus transform the hyetograph into an hydrograph ap-
plying a Gaussian function:












where σ and μ are two Gaussian parameters representative of the 
sharpness and delay of the hydrological response of the catchment. 
When applying this transformation the total mass of the water 
input is conserved. In order to calculate only the fraction of the 
water mass influencing the shear horizon (inflow in Fig. 1 and 
Fig. 3) the surface runoff and the ground water which is not influ-
encing the rock glacier have to be excluded. To do so, we multiply 
the obtained discharge by the constant inflow coefficient Ic .
2.3. Hydro-mechanical model
We calculate the effective pressures and the discharge at the 
rock glacier shear horizon using a 1-D hydrodynamical model 
forced with the water input described above. We assume the shear 
horizon to be an homogeneous material in saturated conditions, 
and the above rock glacier ice-rich core to be an impermeable con-
fining unit. Thus, we describe the behaviour of the rock glacier 
shear horizon as an artesian aquifer by coupling the Darcy flow 
law for water flow in porous material to the mass balance conser-
vation equation:







Aφ(P A − P B), (6)
where Q in and Q out [m3 day−1] are the water inflow and outflow 
from the shear horizon respectively, k [m2 day−1] is the hydraulic 
conductivity of the shear horizon material, μ [Pa s] is the dynamic 
viscosity of water, L [m] is the length of the rock glacier from the 
point in which the ground-water is entering the shear horizon to 
the steep front, A [m2] is the area of the average shear horizon 
cross section, φ [–] is the porosity of the shear horizon material, 
and P A and P B [Pa] are the pressure at the bottom of the rock 
glacier top and front respectively. The model assumes that only 
water from upstream of the rock glacier contributes to the shear 
horizon and in first approximation excludes contributions from the 
sides and from the rock glacier itself. The water pressure at the 
rock glacier front is assumed equal to the atmospheric pressure, so 
negligible in an hydrodynamical sense.
Prior to model the deformation profile of the rock glacier, the 
evaluation of mechanical properties of the shear horizon material 
is needed. We calculate the effective stresses σe [Pa] and the shear 
resistance τr [Pa] of the shear horizon material on the basis of 
geometrical information and the modelled water pressure. The ef-
fective stresses are calculated by applying the Terzaghi law:
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Fig. 2. Overview map of the study site. (a) Aerial view of the rock glacier (blue outline) and its contributing hydrological catchment (light blue shading). (b) Detailed view of 
Dirru Rock Glacier. The slope angle of the rock glacier surface is shown in blue shaded colours. For panels (a) and (b) the positions of the GPS sensors (December 2018) and 
the weather station are indicated by labelled markers. Panel (c) shows the geographical overview map of the study site in central Europe. The aerial imagery and elevation 
data have been collected in a field campaign on September 2017 by Alessandro Cicoira and Nico Mölg. The coordinates of the rock glacier are given in the WGS 84 coordinate 
system.
σe = ρrg gH sinα − P A, (7)
where ρrg is the density of the rock glacier material, given by the 
averaged mean between ice density ρice [kgm−3] and rock density 
ρrock [kgm
−3] and controlled by the volumetric ice content w i [%]:
ρrg = ρicew i + ρrock(1 − w i). (8)
After calculating the effective stresses, we calculate the shear 
resistance by applying the Mohr-Coulomb criterion:
τr = σe tanφc + τcθ , (9)
where τcθ [Pa] is the cohesion and φc is the friction angle of the 
shear horizon material.
2.4. Ice creep model
For modelling rock glacier creep we divide the rock glacier into 
two units: the ice-rich core and the shear horizon (Fig. 1). For 
modelling the deformation in the ice rich core, we use the empir-
ically derived creep relation proposed by Arenson and Springman 
(2005a), similarly to a previous study by Cicoira et al. (2019). The 
creep relation is a modified Glen’s flow law, that relates strain rate 
ε̇ [day−1] to the shear stress σ taking into account the volumet-
ric ice content [w i] and the temperature [T ] of the rock glacier 
material:
ε̇(z, t) = A(z, T , w i)σ (z)n(w i). (10)
The flow law exponent n linearly depends on the volumetric ice 
content only:
n = 3w i, (11)
and the creep parameter A [Pa−n day−1] depends on temperature 
and ice content by two independent factors:
A(z, t) = e
2
1+T (z,t) + b(w i), (12)
where b(w i) is a function of the ice content:
b = 5× 10−11e−10.2w i . (13)
For considering the enhanced deformation taking place in the 
shear horizon and its dependency on pore water pressure, we 
apply the rheological model proposed by Ladanyi (2003). The de-
formation rates in the shear horizon are considered to be inde-
pendent on temperature. In fact the temporal variations in ground 
temperature at the shear horizon depth are negligible over the 
time scales considered here. The shear deformation for the case 
of a dense ice-saturated material (w i < 0.6) is then given by:
γ̇ (z, t) = γ̇c(w i, T )
(
τ (z)
τcθ (w i, T ) + σe(t)tanφc(w i)
)n(w i)
, (14)
where the critical shear strain rate γ̇c and the cohesion τcθ are two 
model parameters of shear deformation, and φc is the friction an-
gle of the shear horizon material. The total velocity vtot is the sum 
of the contribution of the deformation taking place in the shear 










3. Field site and model calibration
Dirru Rock Glacier is a steep, fast moving rock glacier located 
above the village of Herbriggen in Mattertal (Vallis - CH) (Fig. 2a). 
It originates from the north slopes of the Dirrugrat, the west ridge 
of Dirruhorn (4034 m a.s.l.), at an elevation ranging from 2900
to 3400 ma.s.l. The lithology mainly consist of metamorphic crys-
talline formations, with prevailing muscovite-biotite gneiss. The 
rock glacier can be divided into two main parts: an upper section, 
characterized by a gentle slope (∼ 15◦) with distinct cross cut-
ting furrow and ridges, and a lower, narrower and steeper (∼ 25◦) 
section where the highest velocities are observed (Fig. 2b). The 
movement of the rock glacier has been for the past decades and 
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is currently extremely fast in comparison to similar landforms in 
the Alps. Therefore, Dirru Rock Glacier represents an end mem-
ber in the spectrum of rock glacier dynamics. Information from 
geophysical surveying (electrical resistivity tomography, ERT) and 
field observations allow a rough estimate of the thicknesses of the 
creeping part of the rock glacier of about 15-20 m and 20-25 m 
for the steep and gentle units respectively (R. Delaloye, personal 
communication).
Air and ground surface temperature time series, along with liq-
uid precipitation measurements are available from spring 2011 to 
present (Fig. 3a-b) without substantial data gaps. Ground surface 
temperature is measured at the two GPS sensor positions using 
three temperature loggers (Maxim iButton DS1922L, Fig. 2a-b). Air 
temperature and liquid precipitation are measured at the weather 
station (Vaisala WXT520, Fig. 2a-b). Stationary L1-DGPS sensor 
(Wirz et al., 2014) provide position measurements (thus velocity) 
over the same time period. GPS data are missing for almost one 
year from late summer 2012 to spring 2013 (Fig. A.6). For the pur-
poses of this study, temperature and liquid precipitation data are 
re-sampled from hourly to daily values, whereas the velocity data 
is filtered with a two-weeks running mean. All the time series are 
available from http://data .permasense .ch.
3.1. Parameter calibration and model set-up
The model parameters have been calibrated within a physical 
range constrained by literature via an empiric approach, i.e. visu-
ally comparing the model results with the velocity observations for 
position 17.
The geometry of the rock glacier has been evaluated on the ba-
sis of topographical data and geophysical surveys. The slope of the 
rock glacier (25◦) is defined as the mean slope between two points 
100 m up and down slope of the GPS positions. Cartographic data 
at sub-meter resolution obtained in a field survey in September 
2017 allow to estimate the length (600 m) and the width (50 m) 
of the rock glacier. Similarly, it is possible to calculate the area of 
the contributing catchment, which is 0.3 km2 for the Dirru Rock 
Glacier. The thickness of the creeping rock glacier is calibrated to 
16 m and 23 m for the lower and upper position respectively, 
according to the constrains given by field observations and geo-
physical measurements.
Due to the limited area of the hydrological catchment, its high 
alpine setting and the high values of the slope, we calibrate the 
parameters of the hydrological model in order to describe a quick 
reactive catchment. Therefore, we set both μ and σ equal to 5
days so that, after the water input signal, the discharge peak is 
reached in 5 days and 68% of the water mass is discharged by the 
catchment within 10 days (95% in 20 days etc.).
The degree day model was set up according to Pellicciotti et al. 
(2005), with Tmelt = 0 ◦C and f s = 8 mmday−1 ◦C−1 .
Consistent with geotechnical investigations from rock glacier 
boreholes (Arenson et al., 2002; Krainer et al., 2015; Buchli et al., 
2018), the hydraulic conductivity of the shear horizon material has 
been constrained in a typical range for frozen silt and gravel (Burt 
and Williams, 1976). The hydraulic conductivity k has been set to 
1 ×10−10 mday−1 . The inflow coefficient Ic has been fixed to 0.01
under the assumption that a constant fraction of 1% of the to-
tal water input reaches the shear horizon, according to literature 
(Krainer and Mostler, 2002; Jones et al., 2019).
In the creep relation proposed by Arenson and Springman 
(2005b), the volumetric ice content w i of the rock glacier is the 
only calibration parameter. According to other studies for nearby 
rock glaciers (Cicoira et al., 2019), we set the volumetric ice con-
tent to 0.7. When modelling the dynamic behaviour of the shear 
horizon with the rheology proposed by Ladanyi (2003) evaluation 
of other mechanical properties of the ground material is needed. 
The friction angle for rock glacier material has been measured in 
laboratory experiments by Arenson and Springman (2005a) and a 
parametrization has been proposed based on the volumetric ice 
content:
φc = 32.5(1− w2.6i ). (16)
The value of the cohesion τcθ is set to 20 kPa on the basis of stud-
ies on frozen soils (e.g. Czurda and Hohmann, 1997; Arenson and 
Springman, 2005b). The creep relation exponent n is calculated fol-
lowing the parametrization proposed by Arenson and Springman 
(2005b). The parameter γ̇c is calibrated to 0.008 day−1 in order to 
match the mean value of the observed velocities. A test on this pa-
rameter can be performed calculating the corresponding reference 
strain rate ε̇c at the given reference stress σcθ and comparing our 
results with laboratory experiments. In order to do so, we inverted 
the equation proposed by Ladanyi (2003), obtained assuming the 




Given that σcθ is a value comprised between 100 kPa and 200 kPa 
(Wahrhaftig and Cox, 1959), the calculated reference strain rate 
for rock glacier material ε̇c = 1 × 10−8 s−1 results in good accor-
dance with the laboratory experiments by Arenson and Springman 
(2005b) for rock glacier material at the considered temperature, 
volumetric ice content and stress conditions.
4. Results
4.1. Thermal regime of the rock glacier
In a first step to resolve the influence of external forcing on 
rock glacier dynamics, we model the evolution of ground temper-
atures at depth. The observed ground surface temperatures, used 
as input in our model, rise above zero in spring (between mid 
April and the beginning of May), and turn negative again in au-
tumn (blue line in Fig. 3b). The annual minimum ground surface 
temperatures are generally observed in late January ranging from 
−11 ◦C to −4 ◦C; the maximum temperatures reach 20 ◦C in the 
warmest years. In order to take into account the zero curtain ef-
fect in the heat conduction model, the observed ground surface 
temperatures are truncated at 0 ◦C. Therefore, the minimum win-
ter temperatures correspond to the seasonal amplitude (Fig. 3d). 
The observed truncated mean annual ground surface temperatures 
range from −2.3 ◦C to −1.2 ◦C (Fig. 3d). The modelled temperature 
signal (Fig. 3f), calculated from prescribing the observed truncated 
ground surface temperatures (Fig. 3d), is linearly delayed and its 
amplitude exponentially decreases with depth (Carslaw and Jaeger, 
1959; Haeberli et al., 2006). At a depth of 15m, corresponding to 
the shear horizon position, the modelled seasonal amplitude is re-
duced to 0.5 ◦C (one order of magnitude smaller than the external 
forcing amplitude) and the temperature minima show a phase lag 
of approximately 5 months (Fig. 3f).
4.2. Hydrological response of the catchment
In a second step to describe rock glacier dynamics, we quan-
tify the influence of water at the rock glacier shear horizon. We 
calculate the water contribution from the catchment originating 
from liquid precipitation and snow melt (Fig. 3a). Liquid precip-
itation events are generally observed from the snow melt period 
onwards until late autumn (Fig. 3a). From year to year the distri-
bution of the precipitation events varies. The highest value of pre-
cipitation intensity has been measured in summer 2012, slightly 
exceeding 50 mmday−1 . In summer 2014 and 2015 similar val-
ues have been observed. During the winter and spring months 
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Fig. 3. Modelling input and results. (a) Measured liquid precipitation (blue) from the weather station and modelled snow melt rates (red). (b) Observed ground surface 
(black dots) and air (grey line) temperatures. (c) Yearly cumulative values of liquid precipitation (blue) and snow melt (red), and total contribution (grey). (d) Ground 
surface temperature (black line) truncated at 0 ◦C (scaled by a factor 10−1) and its annual mean (MAGST, blue line) calculated for the hydrological year. (e) Results of the 
hydro-mechanical model. The output of the hydrological model is used here as input (Snow melt and Liquid precipitation components, blue and red lines). The outflow 
and the water head at the bottom of the rock glacier are shown with a grey and a black line respectively. (f) Results of the thermodynamic model. The modelled ground 
temperatures for position 17 are plotted against time at the surface (light blue, same as GST in panel d), at 5 m (dark blue), at 10 m (violet) and at 15 m (black) depth.
the solid precipitation contributes to the formation of the seasonal 
snow cover in the catchment. Snow melt, as inferred from the zero 
curtain effect, generally begins at the end of April and lasts sev-
eral weeks, generating the highest water input rates, with peaks 
of up to 60 mmday−1 . The cumulative precipitation is low for an 
alpine setting and varies between 500 mm in 2016 and 810 mm in 
2014 (Fig. 3c). On the basis of the water input, we model the hy-
drological response of the catchment and calculate the fraction of 
ground-water discharge influencing the rock glacier shear horizon 
(inflow in Fig. 1). The modelled discharge shows a multi-modal 
distribution for all years of the time series (Snow melt and Liq-
uid precipitation in Fig. 3e). The yearly discharge maxima range 
from 15 to 40 m3 day−1 with the highest values occurring after 
an abrupt increase in spring due to snow melt. Further local peaks 
due to liquid precipitation occur during summer but do not ex-
ceed 20 m3 day−1 . During autumn, the inflow to the shear horizon 
decreases to zero as a consequence of the ceased water input.
4.3. Hydro-mechanical behaviour of the shear horizon
Using the Darcy flow law, we model the hydraulic behaviour of 
the rock glacier shear horizon (outflow and pore water pressure 
(water head) in Fig. 1 and Fig. 3e). The resulting seasonal flow pat-
tern at the rock glacier front (grey line in Fig. 3e) is reduced to 
an almost singular summer peak showing clear variations in mag-
nitude from year to year but never exceeding 10 m3 day−1 , cor-
responding to water flow velocity values lower than 10−6 ms−1 . 
In winter, the outflow from the shear horizon asymptotically de-
creases but always remains above zero. The water head ranges 
from a minimum of 1 m to a maximum of 13 m (black line in 
Fig. 3e), corresponding to 10 kPa and 130 kPa of pore water pres-
sure respectively. Although a sudden rise in pressure occurs at the 
onset of the snow melt period, the yearly maximum is reached 
later in the season as a consequence of the combined contribution 
from snow melt and liquid precipitation.
4.4. Rock glacier flow
We model rock glacier flow using two independent creep rela-
tions for the ice rich core (Arenson and Springman, 2005a) and 
the shear horizon (Ladanyi, 2003) forced by external tempera-
ture and water input respectively. The modelled flow velocities 
are compared against the 3D surface velocities obtained from GPS 
measurements (Fig. 4) for the two positions on the rock glacier 
(Fig. 2a-b). Because of the chaotic nature of the high-frequency ve-
locity peaks present in the kinematic data (Wirz et al., 2014), we 
filter the velocity signal by applying a two weeks running mean. 
The complete time series of GPS positions used to calculate the 
velocities are shown in supplementary Fig. A.6. Below, we first de-
scribe the results for position 17, located in the fast flowing and 
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Fig. 4. Observed (black dots) and modelled (blue lines) velocity time series for position 17 (a-b) and position 15 (c). The total modelled velocities (solid blue line in (a) and 
(c)) are the sum of the contributions from the ice-rich core (dashed light blue) and the shear horizon creep model (dash-dotted light blue). The light blue shaded areas 
encompass the modelled velocities when varying all the non-geometrical model parameters by ±10% (Param. sensitivity). (b) Mean annual velocities calculated over the 
hydrological year. The observed annual velocity (black line) is calculated directly from the GPS position displacements between two consecutive years (1st of September). The 
modelled annual velocities (blue line) are calculated by averaging the modelled velocities over the same time period.
thin part of Dirru Rock Glacier, for which the model has been cali-
brated (Fig. 4a and b). We then use the results for the contrasting 
geometrical setting at position 15 (Fig. 4c), obtained with the same 
model calibration, as an independent test for our modelling ap-
proach.
The observed eight year velocity time series (black dots in 
Fig. 4a) substantially extend the data of Wirz et al. (2016) and 
confirm the distinct seasonal flow rhythm of Dirru Rock Glacier. 
In late spring, the flow velocity exhibits a yearly minimum ranging 
from 2 ma−1 (2017) to 4 ma−1 (2014). The minima are directly 
followed by an abrupt acceleration at the onset of the snow melt 
period, which leads to a first annual maximum. After this early 
summer peak, the velocity slightly decreases for a short period of 
time, before accelerating again and reaching another maximum in 
late summer. After this phase, the velocity decreases asymptoti-
cally to the next spring minimum. The observed seasonal varia-
tions in velocity vary from 4 ma−1 to 15 ma−1 for year 2017 and 
2014 respectively with a mean value of 7 ma−1 (Fig. 4a).
The modelled velocity (blue solid line in Fig. 4a) is the sum of 
the two contributions from the ice-rich core and the shear horizon 
velocities (dashed and dash-dotted blue line in Fig. 4a). The ve-
locity component of the ice-rich core (thermally controlled) never 
exceeds 2 ma−1 and the related seasonal variations are limited to 
below 0.5 ma−1 (dashed blue line in Fig. 4a). In accordance with 
the results of Cicoira et al. (2019), the observed velocity variations 
are strongly underestimated and the modelled seasonal pattern ex-
hibits a phase lag of one to five months to the observations.
The modelling improves when including the description of the 
shear horizon dynamics forced by water input (dash-dotted blue 
line in Fig. 4a). In fact, we obtain seasonal velocity variations in 
the correct order of magnitude for all years of the time series, with 
maximum modelled values up to 8 ma−1). Moreover, the modelled 
shear horizon velocity is in phase with the observations.
When combining the two velocity contributions (ice-rich core 
and shear horizon), the total modelled velocities reproduce the 
observed seasonal pattern well (blue solid line against black dots 
in Fig. 4a). For the eight year time series, the average modelled 
velocities match the observed 5.5 ma−1 calculated from GPS mea-
surements. The model performs well in simulating the timing and 
rapid acceleration during the snow melt season as well as the de-
Publication 2
107
8 A. Cicoira et al. / Earth and Planetary Science Letters 528 (2019) 115844
layed annual velocity maximum. Also, the inter-annual variability 
of the spring minima is captured by the model although in some 
years (e.g. 2011 and 2017) only part of the variation is reproduced. 
Moreover, in the modelling, the shear zone accounts for more than
70% of the total deformation in the rock glacier, in good accor-
dance with borehole observations for other sites (Arenson et al., 
2002; Krainer et al., 2015; Buchli et al., 2018) Possible variations in 
the non-geometrical parameters (±10%) do not change the above 
findings and the resulting velocity range encompasses almost the 
entire observed velocity signal (light blue area in Fig. 4a).
In order to investigate inter-annual flow variations, we calcu-
late mean annual velocities (Fig. 4b) as typically monitored for 
many rock glaciers in the Alps (PERMOS, 2019). The observed 
mean annual velocities (black line) are directly calculated from 
the measured GPS positions at the beginning of two consecutive 
hydrological years (1st September). The observed and the mod-
elled annual velocities are in very good agreement (black and blue 
line in Fig. 4a respectively), showing discrepancies lower than 10%
with a multi-annual trends varying between 4.3 ma−1 (2017) to 
7.2 ma−1 (2014).
In order to test the validity of our results, we repeat the flow 
modelling for Position 15 (Fig. 4c), characterized by a gentler slope 
(only 15◦) and lower velocities (mean surface velocity equal to 
1.6 ma−1). The model performs similarly well for this additional 
position when using the same model calibration as for position 
17 and only adjusting the geometrical input values of rock glacier 
slope and thickness. For this position, the seasonal variations in 
velocity are lower in absolute and relative terms (values up to 
1 ma−1) and the contribution of the shear horizon to the total 
deformation is lower than for the steeper position 17.
5. Discussion
5.1. Rock glacier thermodynamics
Temperature forcing through heat conduction has been pro-
posed as one of the key processes to explain seasonal and inter-
annual variations in rock glacier creep. In order to test this hypoth-
esis, we model rock glacier temperature evolution at depth and 
its influence on rock glacier creep. Our results confirm that tem-
perature forcing cannot explain the seasonal phase of the surface 
velocities and can only account for a limited fraction of the ob-
served velocity variations. Here, we consider only heat conduction 
forced by ground temperature variations and thereby neglect pro-
cesses like advective and turbulent fluxes (e.g.: Zenklusen Mutter 
and Phillips, 2012; Wicky and Hauck, 2017). Cicoira et al. (2019)
showed that this approach is suited for modelling the tempera-
ture evolution at depth and its influence on rock glacier velocities. 
According to the results for the Ritigraben Rock Clacier, the cal-
ibration of the volumetric ice content parameter influences the 
absolute value of the surface velocity but has no substantial ef-
fect on the velocity amplitude. Moreover, the seasonal amplitude of 
the temperature is overestimated when neglecting the dampening 
effect of the active layer in the modelling. The obtained underes-
timation of the seasonal variations and phase lag in velocity are 
therefore robust and thereby confirm previous findings from other 
sites (Murtél, Muragl, Schafberg and Ritigraben Rock Glaciers, in 
Cicoira et al., 2019) for the fast flowing and thin Dirru Rock Glacier.
5.2. Rock glacier hydrology
In a second step for describing the physical system, we include 
in the modelling the influence of water input on the shear horizon 
dynamics. The Gaussian function used for representing the catch-
ment hydrology is described by only two parameters, which offer 
a clear physical interpretation. The first model parameter μ rep-
resents the delay time of the catchment response to water input. 
The second parameter σ describes the reactivity of the hydrolog-
ical catchment. By setting both parameter values equal to 5 days, 
we represent a quickly reactive catchment, typical of high moun-
tain environments (Brunner et al., 2018). In the modelling, the 
discharge peak is reached 5 days after the water input and 68% of 
the water mass is discharged from the catchment within 10 days 
(95% in 20 days etc.).
Although the snow melt and hydrological models are simple, 
they are physically interpretable and have the advantage of being 
directly forced by in-situ observations. Uncertainties in the calibra-
tion of the two hydrological parameters have only minor effects on 
the velocity results. The value of μ has no effect on the amplitude 
and only a linear influence on the velocity signal phase; σ has no 
control on the phase and no substantial effect on the amplitude. 
In fact, for varying the two parameter values within one order of 
magnitude (from 1 to 10 days), the shift in velocity phase remains 
below the time scales considered in this study and therefore neg-
ligible, and the variations in velocity amplitude between the two 
end members do not exceed 25%.
When ground-water flow reaches the shear horizon, it influ-
ences its pressure regime and its mechanical state. The water flow 
throughout the shear horizon, from the uppermost part of the rock 
glacier to its steep front, is here described using the Darcy flow 
law for porous materials (Darcy, 1856) under the assumption of 
confined conditions (Fig. 1). This conceptual model is supported 
by both field observations and laboratory experiments. Firstly, in 
borehole drillings at several rock glaciers in the Alps, pressurized 
water with water head values up to the rock glacier thickness 
have been directly observed at the shear horizon depth (Arenson 
et al., 2002; Kenner et al., 2017; Buchli et al., 2018). Secondly, 
a distinct increase in the volumetric content of solid particles in 
correspondence with the shear horizon depth (and the related de-
crease in volumetric ice content) has been observed at the same 
and other borehole locations (Arenson and Springman, 2005b; 
Krainer et al., 2015). Hydraulic conductivity theory has been suc-
cessfully applied to frozen soils with high solid particle contents 
(Burt and Williams, 1976) and considerable hydraulic conductiv-
ities have been found also at low temperatures (from 1 × 10−12
to 1 × 10−8 mday−1). The hydraulic conductivity value used in 
the modelling (1 × 10−8 mday−1) is consistent with this range 
and produces maximum water head values of up to 13 m, cor-
responding to 80% of the rock glacier thickness. These values of 
water heads are physically acceptable, because the pressure cor-
responding to the water column does not exceed the weight of 
the rock glacier itself, which would cause unrealistic uplift forces. 
Moreover, the very low values of water discharge obtained with 
this calibration at the rock glacier front are in agreement with field 
observations of no visible flowing water in correspondence of the 
shear horizon depth.
5.3. Rock glacier dynamics
We calculate surface flow velocities for Dirru Rock Glacier by 
combining the two independent creep models for the ice rich core 
(driven by external temperature forcing) and the shear horizon 
(driven by liquid precipitation and snow melt). Our model simu-
lates the correct mean velocity value for the Dirru Rock Glacier 
when calibrating the parameters within a physically meaningful 
range according to literature (see Chapter 2). We are able to repro-
duce the annual velocities and their variations for the entire time 
series, covering a period of eight years (Fig. 4b). More specifically, 
the rock glacier flow model also performs well at both the seasonal 
and multi-annual scale and correctly reproduces the temporal pat-
tern, amplitude, and phase in flow. This confirms that the abrupt 
Part II Research publications
108
A. Cicoira et al. / Earth and Planetary Science Letters 528 (2019) 115844 9
Fig. 5. Scatter plot of modelled against observed velocities. The data points are di-
vided into different years by colour. The bisect of the first quadrant is depicted in 
light grey. The correlation coefficient r and the relative significance value p are re-
ported for both the entire dataset and for velocity points below 8 ma−1 .
acceleration in early summer is driven by the snow melt and sug-
gests that the subsequent velocity maxima during the summer 
are caused by the combined contribution of snow melt and liq-
uid precipitation. In the modelling, the rate of deceleration during 
the winter is determined by the absolute values of the hydraulic 
conductivity and the water pressure, which asymptomatically de-
creases to zero as the water infiltration in the shear horizon ceases.
Two main discrepancies between the model results and the ob-
servations, which underline the limitations of the modelling, are 
notable in Fig. 4. Firstly, the highest velocity values, correspond-
ing to short and sharp peaks, cannot be reproduced by the model. 
Earlier studies suggested that such peaks may be linked to erratic 
down-slope movement of boulders on the surface (onto which the 
GPS sensors are fixed) rather than to the dynamics of the whole 
rock glacier (Wirz et al., 2014). The absence of such peaks in the 
velocity data of the second GPS-sensor (position 15; black dots in 
Fig. 4c) confirms this interpretation. Secondly, the variability in 
the rate of the descending phase thus the evolution of the ve-
locity minima observed in late spring cannot be reproduced (see 
Fig. 4a and c). These two inconsistency between the observations 
and the model results can be attributed to the temporal variations 
in mechanical and hydraulic properties of the rock glacier mate-
rial, which in first approximation are neglected in our modelling 
approach. In fact, it is physically plausible that variations in ground 
temperature, hydraulic regime of the shear horizon, and displace-
ment rates may influence the mechanical and hydraulic properties 
and hence the model parameters of the rock glacier material. In ac-
cordance to this logic, both discrepancies are potentially explained 
by our model when considering variations in the non-geometrical 
model parameters (Parameter sensitivity in Fig. 4a and c).
The modelling results can be further analysed in Fig. 5, where 
the modelled velocities are plotted against the observations for 
daily intervals. The distance between the points and the bisector 
of the first quadrant (grey line), indicate the quality of the perfor-
mance of the model. For velocity values higher than 6 ma−1 , the 
point cloud is distinctly more scattered. In fact, the correlation be-
tween model results and observations for all points (r = 0.4 with 
p = 0.03) strongly improves when neglecting the high frequency 
velocity signal and only considering velocities below 8 ma−1 (r =
0.7, p < 0.01).
The validity of our modelling for describing rock glacier dynam-
ics is further supported by the good agreement between our model 
results and the velocities observed for position 15 (Fig. 4c) ob-
tained without adjusting the parameter calibration. The reduced 
contribution of the shear horizon to the total deformation for 
this position is caused by the reduced relative effect of pore wa-
ter pressure on the effective normal stresses (due to the higher 
thickness value). The lower seasonal variations in velocity are a di-
rect consequence of this result, because the velocity variations are 
almost completely driven by the contribution from the shear hori-
zon.
In order to further assess the influence of the parameter un-
certainty on the model results, we performed a multivariate sen-
sitivity analysis of the hydro-mechanical and on the creep models 
(Fig. B.7). The ability to produce the correct seasonal amplitude 
with a combination of model parameter values that lay within a 
plausible range (spanning one order of magnitude) further sup-
ports the robustness of our modelling.
6. Conclusions
In this study we developed a process based model to investi-
gate the essential processes controlling rock glacier dynamics at 
the seasonal and inter-annual time scale. Our results corroborate 
the hypothesis that the flow rhythm of Dirru Rock Glacier can be 
explained by water and external temperature, with a preponder-
ant influence of water at the shear horizon depth, which is also 
indirectly controlled by temperature. This study provides a step 
forward towards a better understanding rock glacier dynamics, i.e. 
the coupling between rock glacier creep and the climate system, 
having manifold important implications for the interpretation of 
rock glacier movement.
Our case study is extremely fast and it is reasonable to ex-
pect other rock glaciers characterized by different internal struc-
ture and material properties, and located in different topographic 
and climatic settings to have a different dynamical behaviour. The 
fundamental processes governing their flow, however, remain the 
same. In pursuance of a more thorough understanding of rock 
glacier dynamics, possible future modelling studies should inves-
tigate further landforms, include other secondary water sources, 
describe additional mechanical processes along with their feed-
back mechanisms, and consider 3-dimensional effects of changes 
in geometry over time (Müller et al., 2016). Especially at longer 
time scales (decadal and beyond), thermodynamic and mechanical 
processes can strongly influence the properties and the internal 
structure of rock glaciers causing major variations in their motion, 
possibly leading to destabilization or degradation. In conclusion, 
our study underlines the importance of water in determining the 
seasonal rhythm of rock glacier flow and highlights the complex 
and non-linear nature of rock glacier dynamics.
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Key Points:
• We derive a novel and efficient approach to asses the state of rock glacier creep
and investigate its spatial patterns and temporal trends.
• We present a brief review of the physics of rock glaciers (RGs) and the mathe-
matical models used to describe them.
• Based on a large dataset of RGs from the Alps we find that the typical driving
stress is 92 ± 13 kPa, similar to ice glaciers.
• The narrow range of driving stresses justifies a plastic approach to estimate the
thickness of the deforming part of RGs on the basis of the surface slope angle.
• The definition of the Bulk Creep Factor (BCF) allows to disentangle the two
contributions to the surface velocity of rock glaciers from (i) material properties
and (ii) geometry.
• The calculation of the BCF requires input data from remote sensing only and
can thus be used to efficiently analyse patterns and tendencies in rock glacier
dynamics at both regional and local scale.




The ongoing acceleration in rock glacier velocities concurrent with increasing air tem-
peratures, and the widespread onset of rock glacier destabilization have reinforced the
interest in rock glacier dynamics and in its coupling to the climate system. Despite the
increasing number of studies investigating this phenomenon, our knowledge of both
the fundamental mechanisms controlling rock glacier dynamics, and their long-term
behaviour at the regional scale remain limited.
Here, we present a general theory to investigate rock glacier dynamics, its spa-
tial patterns and temporal trends at both regional and local scale. To this end, we
combine a model to calculate rock glacier thickness with an empirical creep model
for ice-rich debris, in order to derive the Bulk Creep Factor (BCF), which allows to
disentangle the two contributions to the surface velocities from (i) material properties
and (ii) geometry. Thereafter, we provide two examples of possible applications of
this approach. At a regional scale, we investigate the dynamic behaviour of a large
dataset of rock glaciers from the Alps. We find that despite large variations in sur-
face velocities, most of the investigated active rock glaciers show similar mechanical
properties (BCF < 5), with the exception of currently destabilizing rock glaciers (BCF
< 20). At a local scale, we investigate the spatial variability in surface velocities of
three rock glaciers with contrasting dynamics. Our results show that the variability
in the BCF can discriminate destabilized landforms and might therefore be beneficial
to their definition.
1 Introduction
Rock glaciers are creeping masses of frozen debris shaping the mountain periglacial
environment. The very definition of rock glaciers has been inextricably intertwined
with their dynamics since the first scientific publications on these landforms (Capps,
1910). In fact, the surface appearance and the down-valley motion of rock glaciers are
the visible expressions of their internal deformation, which depends on the internal
stresses and on the physical properties of their constitutive material. For decades,
rock glaciers were thought to creep down slope driven by gravity at a constant rate, in
secondary creep stage and almost independent of any external influence (Wahrhaftig
and Cox, 1959). Starting in the 1980’s, kinematic observations have highlighted strong
inter-annual and seasonal variability in rock glacier flow velocities, arousing renewed
interest in their dynamics and in the processes that control it (Haeberli, 1985). Based
on detailed kinematic data, statistical and numerical modelling have been used to
link the observed temporal fluctuations in creep velocities at different time scales to
climatic forcing such as air and ground temperature, snow melt, and liquid precipi-
tation (Kääb et al., 2007; Monnier and Kinnard, 2016; Müller et al., 2016; Cicoira
et al., 2019a, 2019b). Further, the onset of rock glacier destabilization, i.e. the sud-
den and exceptional acceleration of (a part of) the deforming rock glacier, has been
related to positive air temperature anomalies under appropriate topographical condi-
tions (Delaloye et al., 2013; Marcer et al., 2020a).
Although our knowledge of surface kinematics of rock glaciers is very detailed
(Kääb and Weber, 2004; Hartl et al., 2016; Wirz et al., 2016; Bodin et al., 2018;
Vivero and Lambiel, 2019) only a limited number of studies have investigated their
internal structure and physical properties (Arenson et al., 2002; Ikeda et al., 2008;
Buchli et al., 2018). This paucity in direct observations is caused in the first place
by the extreme effort needed to investigate the complex interior of a rock glacier and
the periglacial environment in general (Arenson et al., 2016). Rock glacier velocities
are often directly or relatively compared (kinematic level), neglecting the influence of
their material properties, geometry and stresses (dynamics level). Few more sophis-
ticated physical and mathematical approaches have so far been proposed to describe
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Figure 1. Rock glaciers can be simple landforms, manifesting essential geometries and flow
patterns, or in the contrary they can exhibit very complex dynamics and morphology. In this
figure, the Val dall’Acqua Rock Glacier located in the homonym valley (a) and the Gianda Viva
rock glacier complex in the Muragl Valley (b) illustrate two extremes of this variety.
rock glacier dynamics (Olyphant, 1983; Jansen and Hergarten, 2006; Frehner et al.,
2015; Müller et al., 2016; Cicoira et al., 2019b), but they are hardly re-applied in
other studies. Inevitably, the above limitations inhibit interdisciplinary studies and
hamper the interpretation and analysis of the climatic, geomorphological and hydro-
logical significance of rock glaciers at all temporal and spatial scales. In addition, such
limitations lead to misinterpretations and confusion amongst the scientific community
and the general public.
In this paper, we propose a general conceptual and physically based model in or-
der to overcome the above mentioned limitations and facilitate spatio-temporal inves-
tigations of rock glacier creep. First, in Section 2, we summarize the current knowledge
on the internal structure of rock glaciers and on the physical processes controlling their
motion, based on in-situ investigations and laboratory experiments. This brief review
is tailored to the information needed to develop our conceptual and mathematical
model. For a more comprehensive summary of the deformation of debris-ice mixtures
the readers are referred to the two thorough reviews from Arenson et al. (2006) and
Moore (2014). Section 3 is focused on the derivation and mathematical formulation
of our general approach to investigate rock glacier creep. After a short review of the
rheological models for rock glaciers, we analyse a comprehensive dataset of rock glacier
thickness, slope and surface velocity. On this basis, we propose a mathematical formu-
lation to describe rock glacier dynamics, which combines a perfectly plastic model to
calculate rock glacier thickness with an empirical creep model for ice-rich debris (Sec-
tion 3.3). The formulation leads to the definition of the Bulk Creep Factor (BCF),
which represents the properties of the rock glacier material. The proposed methodol-
ogy thereby allows to disentangle the geometrical and the rheological contributions to
the velocity signal. It embodies a trade-off between complexity and oversimplification.
After presenting a physical interpretation of the BCF, we briefly illustrate two real-
world applications at regional and local scale. First, we analyse the dynamic behaviour
of 414 rock glaciers from Austria, France, Italy, and Switzerland and explore the vari-
ability in the BCF. Second, we use detailed kinematic observations to investigate and
compare the spatial variability in surface creep velocities of three rock glaciers which
are characterized by contrasting dynamical behaviour: (slow) steady-state creep, ab-
normal fast creep, and destabilization. Finally, we critically discuss the limitations
and further potential applications of the proposed approach.
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2 A physical description of rock glacier creep
In early studies, the movement of rock glaciers has been thought to happen
mostly near the surface and being driven by freeze-thaw cycles (Capps, 1910). Almost
fifty years later, Wahrhaftig and Cox (1959) deduced solely from geomorphological
observations that a large part of the deformation within a rock glacier must occur at
depth. Their thesis was confirmed only in recent years, when direct observations from
borehole investigations shed light on the internal structure and deformation profile of
rock glaciers (Haeberli et al., 1998). Although only limited direct observations exist,
the borehole data show a recurrent structure and behaviour for all the investigated
landforms (Haeberli et al., 1988; Arenson et al., 2002; Krainer et al., 2015; Buchli et al.,
2018; Arenson, pers. com. 2020). Based on this knowledge, rock glaciers are typically
divided into three distinct structural and dynamical units, which are, from the surface
to deeper ground: the active layer, the ice-rich core, and the shear horizon. Below
these three units no or very limited movement occurs: the shear horizon delimits in a
dynamic sense the thickness of the active rock glacier itself. The surface displacements
of a rock glacier are the sum of the three independent contributions described below.
In the following sections, we present a brief review of our current knowledge on the
physics of permafrost creep and rock glacier dynamics, essential for their mathematical
description.
2.1 The active layer
At the rock glacier surface, a few meters of seasonally frozen blocky sediments
represent the interface between the ice-rich permafrost and the atmosphere. The ther-
modynamics of the active layer are complex due to the multiphase nature of this layer,
which consists of a rock, ice, water, and air fraction, and because of the multitude of
processes governing its energy balance, which include conductive, advective, and con-
vective heat fluxes (Hanson and Hoelzle, 2004; Delaloye and Lambiel, 2005; Scherler
et al., 2014; Wicky and Hauck, 2017). During the summer months, the active layer
insulates the permafrost underneath it, preventing or strongly reducing the thawing
process at the permafrost surface. Although melt rates at degrading rock glacier sites
are usually limited to a few centimeters per year (Krainer et al., 2015), the influence of
increasing air temperature can significantly (exponentially) impact the creep rates of
the underlying rock glacier (Arenson and Springman, 2005a; Staub et al., 2016; Müller
et al., 2016; Monnier and Kinnard, 2016).
The deformation of the active layer is mostly linked to tilting or sliding of the
boulders on top of the permafrost table. Rare events of active layer detachments have
been observed at rock glacier sites, characterized by extreme rates of displacement due
to sliding (Lugon and Stoffel, 2010; Marcer et al., 2020b). In some cases, boulders can
move very rapidly for a short time also in relation to tilting. In fact, when a boulder is
tilting close to a terrain step, it might lose its stability and quickly roll down slope, as it
often happens close to active front (Haeberli et al., 1998; Kummert et al., 2017). When
measuring surface displacements, it is difficult to filter the deformation component
associated to the active layer. Nevertheless, the magnitude of this component is in
general orders of magnitude smaller than the total surface velocity, therefore negligible
in first approximation (Wirz et al., 2016; Cicoira et al., 2019b). An exception might
be slow-moving rock glaciers, where the movement of the boulders on the surface can
represent a relevant contribution to the total observed velocities (e.g. Murtél Rock
Glacier, unpublished data). Based on this evidence, the dynamics of the active layer
can be neglected in the forthcoming mathematical description of rock glacier creep.
However, it is important to remember that the active layer is essential for the surface
mass and energy balance of a rock glacier and thereby has a strong influence (as we
will see in the next section) on rock glacier dynamics.
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    Structure and composition: 
      unconsolidated boulders, several meters in thickness. 
      the composition varies seasonally due to phase changes, 
      only frozen in winter. 
    Temperature: 
      this layer strongly insulates the underneath permafrost
      from external temperature forcing. It is influenced by 
      freeze-thaw cycles and by advective heat fluxes.  
    Displacement: 
     caused by sliding, tilting or rolling of the boulders.   
   Structure and composition: 
     ice-rich debris constituting the main unit of the rock glacier. 
     The vol. ice content typically ranges from 40% to 90%. 
     The debris size is significantly smaller than in the a.l. 
   Temperature: 
     the thermal regime is controlled by heat diffusion. 
     Talik development can indicate permafrost degradation.    
   Displacement: 
    caused by temperature dependent creep of the ice.    
    Structure and composition: 
      Frozen soil with banded ice and pressurized water. 
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    Temperature: 
      the seasonal temperature signal is strongly attenuated. 
      Temperature variations occur at larger temporal scales.   
    Displacement: 
     accomodates up to 90% of the total displacements,
      the creep is influenced by pore water pressure.
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     the lower boundary of the rock glacier, composed by 
     sediments or bedrock. Often old material transported 
     on top of the rock glacier and then being overridden.
   Temperature: 
     negative and positive temperatures are possible according
     to the state of the permafrost.     
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values of the volumetric ice content of above 50% apart the case of degrading per-
mafrost conditions, where the values can be lower (Arenson et al., 2002; Haeberli et
al., 2006; Hausmann et al., 2012; Monnier and Kinnard, 2016). The debris compo-
nent of rock glaciers typically originates from debris-laden snow avalanches, episodic
rock avalanches and long-lasting rockfall activities (Clark et al., 1998; Humlum, 2000;
Haeberli et al., 2006). The grain size of the debris component is usually finer than
in the active layer. This structural difference is the consequence of the processes that
contribute to the debris supply (fall sorting and washing away) and the motion of the
rock glacier itself (kinetic sieving) (Haeberli et al., 2006). As a consequence, the struc-
ture of the ice-debris matrix can be very heterogeneous within a single rock glacier and
can be very diverse amongst different landforms (Clark et al., 1998; Arenson et al.,
2010). The thermal regime of the inner core is mainly controlled by heat conduction.
Therefore, the phase of the temperature signal from the surface is linearly delayed and
its amplitude exponentially attenuated with depth (Carslaw and Jaeger, 1959; Cicoira
et al., 2019b). The seasonal temperature signal influences the frozen ground down to
the depth of the zero amplitude, which is usually found at about 10 to 20m depth.
Thermal changes below this depth require temperature forcing to act at longer tem-
poral scales (decades and beyond). With regard to water flow, the ice-rich core can
be considered impermeable in first approximation (Krainer and Mostler, 2002). How-
ever, water flow has the potential to affect the inner core especially under conditions
of permafrost degradation, when temperatures close to the melting point lead to high
structural heterogeneity, preferential flow pathways and augmented interstitial water
content (ibidem).
The deformation of the ice-rich core is mainly governed by the time dependent
creep of its ice component (Arenson et al., 2006). Similarly to pure ice, the creep of
the inner core is susceptible to temperature variations and depends on the structure
of the rock glacier itself. More specifically, the creep behaviour of a debris-ice mixture
and even its stress-strain behaviour (ductile - dilatant - brittle) can vary substantially
depending on the applied strain rate, on the volumetric ice content and on the grain
size of the debris component (Arenson et al., 2006). For a homogeneous matrix,
the ice-rich core can be described as a creeping viscous material, as confirmed by
the classical deformation profiles observed from inclinometer readings (see Fig. 2).
However, for more heterogeneous and anisotropic structures, the debris component
and the ice structure can strongly influence the deformation profile (Buchli et al.,
2018). Overall, an amount of 10%-40% of the total displacement takes place within
the ice-rich core and is governed by temperature variations (Arenson et al., 2002).
2.3 The shear horizon
The shear horizon is a shallow layer of a few meters of thickness, where the
highest shear rates are observed and where most of the deformation (60%-90%) occurs
(Arenson et al., 2002). It is located below the inner core, at a depth of 15 to 30m
from the surface. Despite the extreme paucity of observations, borehole investigations
consistently showed a decrease in volumetric ice content (20%-50%) and in the debris
grain size within this layer (Haeberli et al., 1988; Arenson and Springman, 2005a).
Moreover, in the shear horizon, the large deformation rates may modify the structure
and influence the properties of the material itself, as suggested by the banded ice
observed in the ice cores from the Lazaun Rock Glacier in Sudtirol (IT) (Krainer et
al., 2015). Due to the depth of the shear horizon, the influence of surface temperature
forcing is limited and considerably delayed in time (Kääb et al., 2007; Cicoira et al.,
2019a). At longer time scales, however, changes in temperature, especially in intervals
close to the melting point can substantially affect the mechanical properties of the
rock glacier material, also at depth of the shear horizon. While the ice-rich core
can be assumed to be mostly impermeable to water flow, pressurized water has been
observed during borehole perforations within the shear horizon, suggesting a strong
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influence from unfrozen water on the behaviour of this unit (Ikeda et al., 2008; Bast,
pers. com. 2015; Buchli et al., 2018; Vieli et al., in preparation).
Debris-ice mixtures are usually more resistant to deformation at low temper-
atures than their pure end-member components (Moore, 2014). As a consequence,
the apparent viscosity of rock glacier material is larger than for pure ice at the same
temperature and stress (Monnier and Kinnard, 2016; Müller et al., 2016). However,
especially close to melting conditions, the growth of unfrozen water films at the inter-
face between ice and debris has the potential to reduce the strength of the mixture and
can even lead to substantial weakening (Moore, 2014). In accordance to this consider-
ation, the effective viscosity of the shear horizon material has been estimated to be up
to seven times smaller than that of pure ice at similar thermal and stress conditions
(Bucki and Echelmeyer, 2004; Ikeda et al., 2008).
In summary, the contribution of the shear horizon to the total surface displace-
ment is large (60%-90%) and it also accounts for most of the inter-annual and seasonal
variations in rock glacier creep (Arenson et al., 2002; Cicoira et al., 2019b). Field
and theoretical studies (Ikeda et al., 2008; Buchli et al., 2018; Cicoira et al., 2019b)
show that at temporal scales from months to several years, these variations are mainly
controlled by pore water pressure within the shear horizon. At longer temporal scales,
changes in the structure of the shear horizon, driven by the combined influence of per-
mafrost creep and ground temperature, are still poorly understood but are expected
to play an important role in determining the long-term evolution of rock glaciers and
their dynamics (Kääb et al., 2007; Müller et al., 2016; Seppi et al., 2019).
3 The Bulk Creep Factor: a general theory for rock glacier creep
Developing a mathematical formulation of a natural system - a model - can be
used to study its properties and understand its dynamics. All models have to be
constrained and validated with observations, regardless if they are based on statis-
tical methods or on analytical formulations of physical processes. In comparison to
glaciology, where copious studies have investigated the physics of ice, research on rock
glaciers is characterized by a paucity of direct investigations both in the field and in the
laboratory. This limitation restrains our understanding of the fundamental processes
governing rock glacier creep and hinders the establishment of quantitative models for
investigating rock glacier dynamics. The growing interest in rock glacier dynamics, in
combination with increasing data available from remote sensing techniques, attest the
need for a comprehensive description of rock glacier creep. Having in mind the most
important findings on the physics of rock glacier creep outlined in the previous section,
we now formulate them mathematically. Thereafter, we investigate the relationship
between rock glacier thickness, surface slope and creep rates for a set of 28 rock glaciers
worldwide for which such data is available. On the basis of this analysis, we introduce
the Bulk Creep Factor (BCF) and its physical interpretation.
3.1 Rheological models
The rheology of debris-ice mixtures, i.e. the mechanical constitutive relation-
ship which combines the deformation of the material to its internal stresses, can be
described mathematically. Having identified ice creep as the main mechanism behind
the movement of rock glaciers, the first theory to consider when describing rock glacier
deformation is the empirical flow law proposed by Nye (1952) and Glen (1955) for pure
ice:
γ̇ = Aτn. (1)
Glen’s law describes thermally activated dislocation creep for an isotropic crys-
talline solid and is analogous to the relationships that describe deformation of metal
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and rock at high temperatures (Weertman, 1983). The shear strain rate γ̇ depends
solely on the shear stress τ through a power law relationship, and on the constitutive
properties of clean ice, which are described through two parameters: the fluidity factor
A (inversely related to viscosity) and the flow exponent n. The fluidity parameter in









where A0 is a parameter typical of the material, Q is the activation energy,
R∗ is the universal gas constant and T is the absolute temperature in Kelvin. This
formulation has been proven valid for most glacial and periglacial conditions on earth
(Moore, 2014). When approaching the melting point, the fluidity parameter shows
an additional dependence on temperature due to liquid water along grain boundaries
(De La Chapelle et al., 1999; Moore, 2014). This effect can be accounted for by
correcting the formulation of the fluidity parameter (Eq. 2) with an additional term:
A′ = A+ αww, (3)
where ww is the unfrozen volumetric water content and α a parameter (Cuffey
and Paterson, 2010). The flow exponent n is often considered constant and best
approximated for pure ice by a value of 3, although experimental and field evidence
exist that this value represents the superposition of different mechanisms (Weertman,
1983; Cuffey and Paterson, 2010).
The previous theory has to be expanded when studying rock glaciers. In fact,
they consist of debris-ice mixtures, whose properties depend on the volumetric fractions
of their constituents and not only on pore ice. For a rock glacier, the driving stress
can be calculated as:
τ = ρgH sinα, (4)
where g is the gravitational acceleration, H the thickness of the moving rock
glacier, α the surface slope angle and ρ is the density of the creeping material, which is
given by the contribution of volumetric debris wd and ice content wi and the relative
densities (ρi = 910 kgm
−3 and ρd = 2700 kmm
−3):
ρ = ρdwd + ρiwi. (5)
As we have seen above, several field observations, integrated by theoretical and
experimental studies, have highlighted debris concentration and size, temperature, wa-
ter content and internal stresses as the first-order variables governing the deformation
of debris-ice mixtures (Moore, 2014). Arenson and Springman (2005b) have tested nat-
ural (from borehole cores at rock glacier sites in Switzerland) and synthetic soil samples
in order to adapt Glen’s flow law to the rheology of rock glacier material (Arenson
and Springman, 2005a). The authors expressed the dependency on the volumetric ice







+ 5× 10−11e−10.2wi , (6)
n = 3wi. (7)
In addition to the variability of material properties, also the processes governing
the deformation of rock glaciers can be diverse. For debris-ice mixtures with a high
volumetric content of debris, frictional effects ensue when particle to particle contact is
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reached. For the end-member case of unfrozen debris, the maximum strength is in first
approximation described by the Terzaghi form of the Mohr-Coulomb yield criterion:
τr = τcθ + σe tanφC , (8)
where σe are the effective stresses, τcθ is the cohesion and φC is the friction angle
of the shear horizon material. Contrarily to unfrozen material, the strength of ice-
rich debris is strongly strain rate and temperature dependent and preserves a viscous
component due to the presence of pore ice. Ladanyi (2003) has proposed a constitutive
relation that combines the frictional yield threshold with viscous flow resistance. In
this mathematical formulation, the shear strain rate depends on the shear stress and
on two creep parameters, and additionally on the shear resistance of the deforming
material. For an ice-rich, cold frozen soil, where both cohesion and friction are affected







where ˙γC is the critical shear strain rate typical of the material. This formulation
allows to express the frictional behaviour of the ice-rich mixture augmented by a
rate-dependent cohesive strength. Moreover, according to the definition of the shear
strength, we are able to consider the effect of pore water pressure on the driving stress
through the calculation of the effective stresses σe.
3.2 Rock glacier thickness and driving stress
While it is relatively simple to determine the surface slope and the displacement
rates of rock glaciers, inferring information about their thickness remains challeng-
ing. Geophysical methods such as electrical resistivity tomography (ERT), seismic
and ground penetrating radar surveys (GPR) allow the investigation of ground per-
mafrost at depth. However, using such indirect observations to infer the thickness
of the moving rock glacier remains laborious and often impossible due to practical
reasons. Boreholes instrumented with slope inclinometers provide the most reliable
results with this regard, but this information is only punctual and they are expensive
both logistically and financially. For all of the above, the application of inverse mod-
els for the derivation of rock glacier thickness is desirable. Contrarily to ice-glaciers,
where several methods have been proposed and their limitations critically reviewed
and evaluated (Farinotti et al., 2017), no detailed studies of such methods have been
undertaken for rock glaciers. Therefore, we propose three approaches to estimate rock
glacier thickness based on the analysis of a dataset of 28 rock glaciers from the Alps
(23) and the Andes (5), for which detailed observations of surface creep rates, slope
angle and thickness from different sources are available. Detailed information about
the dataset and the relative bibliography is available in Appendix A.
In Fig. 3 we analyse the thickness, driving stress, creep rates and slope angles for
the investigated dataset. The distribution of thickness and driving stresses (calculated
according to Eq. 4) for the analysed rock glaciers suggests a visco-plastic behaviour
with a yield stress of about 100 kPa, similar to clean ice (Fig. 3a). When considering
all the rock glaciers in the dataset, the average driving stress is 85± 21 kPa. However,
a cluster of five rock glaciers in the Chilean Andes shows low values of the driving
stress. These landforms are in degrading conditions (with permafrost temperatures
being at 0◦C) and their driving stresses might not be able to sustain steady state
creep conditions any longer. When excluding these five degrading rock glaciers from
the analysis, the mean value of the driving stress increases up to 92± 13 kPa. This
result confirms and extends previous observations by Wahrhaftig and Cox (1959) and
Whalley and Martin (1992), which performed a similar analysis on a vast dataset of
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rock glaciers finding that the driving stresses vary between 50 kPa and 200 kPa. Note
that in these previous studies the thickness was generally estimated on the basis of
expeditious field surveys subject to larger uncertainties.
The distribution of rock glacier thickness and surface slope angle is shown in
Fig. 3b along with three model fits and their performance, which is quantified with
the RMSE. The first method that we propose to estimate the thickness of a rock
glacier is a constant model. This approach is supported by the fact that while most of
the observed rock glaciers present a thickness of their moving part between 10m and
30m, only few rock glaciers have been studied in such detail that the uncertainty on
the estimation of the thickness is limited to less than the natural variability between
different landforms. When fitting the constant model to the analysed dataset, the
mean value of rock glacier thickness becomes:
H = 20 ± 5.5m. (10)
The second model to estimate rock glacier thickness is a linear relationship be-
tween slope angle and thickness. From the available observations, we find a best linear
fit of:
H = 37− 0.9α± 3.0m. (11)
The third model, also used in the field of glaciology, estimates the thickness of
the rock glacier with a perfectly plastic model by solving Eq. 4 for H, assuming a yield





According to our results, the linear thickness model shows the best performance
(RMSE = 3.0m), but is only marginally better than the plastic model (RMSE =
3.4m). Note that the suggested models should be applied with caution and only in
average slope ranges roughly between 10◦ and 30◦ of slope (i.e. for the slope angle
range in which they have been derived from the data).
Rock glacier creep rates can be calculated by coupling one of the thickness models
(Eq. 10, 11 or 12) to the creep models presented in Sec. 3 (Eq. 1 or Eq. 9). Fig. 3c
shows the result of this coupling and demonstrates that the choice of the thickness
model has a strong influence on calculated creep rates. When coupling the linear and
the plastic thickness models to Glen’s flow law, the creep rates decrease for high values
of the slope angle. This mathematical artefact originates from the vertical integration
of Eq. 1. In fact, the creep rates are proportional to the thickness to the power of n+1,
which in turn is (in the suggested thickness models) inversely proportional to the slope
angle. This artefact can be overcome by coupling the thickness models to the creep
model of Ladanyi (2003). In this case (Eq. 9), the shear rates show a linear dependency
on the thickness and a depend on the surface slope angle to the power of n, which
therefore dominates the equation. A similar dependency on the slope angle is obtained
when combining Glen’s flow law with the constant model for rock glacier thickness, i.e.
only accounting for variations in the slope angle and substantially neglecting changes
in the rock glacier thickness. Although the last two mentioned combinations (constant
thickness + Glen and plastic thickness + Ladanyi) provide similar results, we prefer
the second approach because it represents the observed thickness dependency on slope
more realistically (Fig. 3b).
After the above analyses, we can conclude that (i) the typical driving stress of
alpine rock glaciers is 92± 13 kPa suggesting a plastic behaviour, (ii) the thickness of
the moving part of a rock glacier can be estimated with the use of simple models on
the basis of the surface slope angle, (iii) surface creep velocities can be described on
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Figure 3. Analysis of observed rock glacier thickness, slope angle, and creep rates. Each
rock glacier is depicted by a circle, whose colour represents the rock glacier creep rates [ma−1]
as indicated by the colour bar. For each rock glacier, the uncertainty relative to its thickness is
represented by the diameter of the circles. (a) Rock glacier thickness [m] against driving stress
[kPa]. The vertical dashed line shows the average value of the driving stress and the relative
RMSE. The diagonal dashed lines show constant values of the slope angle, from 5◦ to 35◦. (b)
Rock glacier thickness [m] against slope angle [◦]. The three models to calculate rock glacier
thickness are indicated by labelled lines along with their RMSE. (c) Rock glacier creep rates
[m a−1] against slope angle [◦]. The four models for the calculation of rock glacier creep rates
are shown. The corresponding labels indicate from top to bottom the respective creep and the
thickness models used for the calculation.
the basis of surface slope observations and thickness models in combination with a
creep law - preferably accounting for the frictional behaviour of rock glacier creep.
3.3 The Bulk Creep Factor BCF and its physical interpretation
A complete description of rock glacier dynamics is hampered by the high degree
of heterogeneity of their physical properties in conjunction with the strenuousness to
obtain accurate measurements of their internal structure, especially at a regional scale
(Arenson et al., 2016). In an attempt to better understand regional patterns and
tendencies, we describe rock glacier creep and dynamics with the most simple method
possible, seeking a compromise between a gargantuan task and its complete omission.
Based on the brief review on rock glacier physics and its mathematical description
presented in the previous sections, we define the Bulk Creep Factor (here on BCF) as







Following the analysis presented in Sec. 3.2, we adopt the creep model proposed
by Ladanyi (2003) and calculate rock glacier creep rates by integrating Eq. 9 in the
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The BCF is a dimensionless quantity that expresses the mechanical properties of
the rock glacier material. By separating the geometrical influence from the creep rates,
the BCF allows to compare different rock glaciers or different areas of a single rock
glacier with regard to their rheological properties. As we did not distinguish between
different layers in the vertical integration of Eq. 9, the BCF implicitly describes the
rheology of both the ice-rich core and the shear horizon. It therefore represents an
averaged value over the entire rock glacier thickness. In order to overcome our limited
knowledge about the internal structure of rock glaciers, we evaluate the value of the
thickness H with one of the thickness models proposed in the previous section (Eq. 10
to Eq. 12). This approach has the great advantage of requiring only remote sensing
data of surface creep velocities and surface slope angles of the rock glaciers. Therefore,
it allows large scale applications to efficiently extend previous research efforts (Whalley
and Martin, 1992; Groh and Blöthe, 2019). Here on, we set the values of the model
parameters according to previous modelling and laboratory experiments (Czurda and
Hohmann, 1997; Arenson and Springman, 2005b; Moore, 2014; Müller et al., 2016;
Monnier and Kinnard, 2016; Cicoira et al., 2019b). While most of the parameters
are well constrained and can be parametrized (e.g. as a function of the volumetric
ice content), the value of γ̇c varies between different rock glaciers and the choice of a
reference value is arbitrary. We calibrate this parameter to 0.06 a−1 in order to match
the velocities of the Murtél Rock Glacier, and take it here as a regional reference value
for our analysis. While this reference is arbitrary and the absolute values of the BCF
can change, it does not influence the relative variation between different rock glaciers.
When adopting the perfect plastic model for rock glacier thickness (Eq. 12, with
a yield stress of 100 kPa) and assuming standard values of the material parameters
(wi = 0.7, n = 2.1, ρ = 1500 kgm
−3, φ = 25◦, τcθ = 10 kPa, and γ̇c = 0.06 a
−1), the
formulation of the BCF simplifies to:







Figure 4a shows the procedure and the data required for the calculation of the
BCF. The interpretation of different values of the BCF are illustrated in Figure 4b.
Here, three possible states of a rock glacier are depicted in the creep rate - surface
slope angle space. One rock glacier can be described by a single point under the
assumption that the spatial variability within the same landform can be represented
by single values of the surface slope angles, thickness and creep rates. Point A and
point C represent two rock glaciers characterized by the same rheological properties
(both lay on the yellow contour line - high BCF), but show very different creep rates
due to their contrasting slope angles. Point A and point B on the contrary, show
rock glaciers with the same value of creep rates despite their difference in geometry
(surface slope angle). This is only possible due to a reduction of the BCF. The rock
glaciers visualize by point B and point C show the same value of the slope angle, but
different values of creep rates due to different mechanical properties (different BCF).
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Figure 4. Calculation and interpretation of the BCF. (a) Procedure and data required for the
calculation of the BCF and (b) interpretation of the parameter values in the creep rates - slope
angle space. The coloured contour lines show constant values of the BCF. The interpretation is
presented in the text.
This illustration demonstrates the importance of accounting for geometry and material
properties when comparing rock glacier dynamics. In fact, on a kinematic level, point
A and point B are equivalent. However, our approach allows to illustrate the dynamic
difference between those two rock glaciers: if point A had the same slope as point B,
it would creep four times faster according to its rheological properties.
4 Applications: rheological information from remote sensing data
In the following, we illustrate two possible applications of the proposed method-
ology for investigating rock glacier dynamics. At a regional scale, we analyse a large
dataset of rock glaciers from the Alps to investigate their dynamical behaviour. At a
local scale, we use detailed observations of the surface creep velocities of three rock
glaciers to analyse their spatial variability.
4.1 The regional scale: a dynamic comparison of alpine rock glaciers
Many efforts in the context of national and international permafrost monitoring
are directed towards the assessment of rock glacier surface displacements at both local
and regional scale (Kellerer-Pirklbauer et al., 2012; Jones et al., 2018; Groh and Blöthe,
2019; Marcer et al., 2019; PERMOS, 2019). In most studies that analysed surface
velocities so far, different rock glaciers are compared on the basis of kinematic data
only, despite their contrasting geometrical settings. The introduction of the BCF
allows to include information about their thickness and surface slope, thus to transpose
the analysis from a kinematic to a dynamic level.
For our analysis at a regional scale, the spatially heterogeneous characteristics
of a rock glacier are summarized by a single value of the BCF, which is in first ap-
proximation representative for the entire landform (or a substantial part of it). The
proposed approach can thus be applied to analyse data on surface slope and surface
displacements obtained from in-situ or remote sensing techniques. We investigate here
a dataset comprising 414 rock glaciers for which surface displacement and slope angle
data are available. The majority of the data come from an analysis of the French
national inventory (Marcer et al., 2017). Other data points come from the Swiss
(PERMOS, 2019; Delaloye, pers. com. 2020), Austrian (Groh and Blöthe, 2019) and
Italian Alps. In a first step, we calculate and analyse the BCF for all rock glaciers in
the dataset. In a second step, we explore the influence of permafrost conditions at each





Figure 5. Results of the analysis at the regional scale. Each point represents a rock glacier.
Destabilized landforms, according to Marcer et al. (2019), are illustrated with a diamond shape.
(a) Surface creep rate against slope angle, (b) BCF against slope angle, (c)creep rate against
BCF and (d) PZI against BCF. Additional information about creep rates, BCF or slope angle is
provided by the corresponding colour bar.
by the University of Zurich (Gruber, 2012). High values (close to the unit) correspond
to favourable conditions for permafrost occurrence, while values close to zero indicate
unfavourable conditions. Moreover, we analyse the destabilization susceptibility of
the investigated rock glaciers according to the geomorphological index proposed by
(Marcer et al., 2019). For a more detailed description of the dataset we refer to the
table in Appendix A.
Figure 5 shows the results of the BCF in relation to dynamics and geometry for all
414 rock glaciers in the dataset. The sub-figures visualize the relation between surface
creep rates, surface slope angle, BCF and PZI in different combinations. Circular
and diamond markers indicate active and destabilized rock glaciers according to the
criteria from Marcer et al. (2019). Most rock glaciers show a surface slope comprised
between 10◦ and 35◦, surface creep rates lower than about 2ma−1 and exhibit a BCF
lower than 5 (70% of the rock glaciers in the dataset). Almost only destabilized rock
glaciers or rock glaciers with low PZI have high BCFs as shown in Fig. 5b-d.
As we have presented above, the calculation of the BCF expresses the rheological
properties of the rock glacier material by removing the geometrical information from
the velocity signal and thereby allows the comparison of the dynamical behaviour of
different rock glaciers. Figure 5a and b confirm that the material properties (BCF)
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and the surface slope angle are independent (if we exclude feedback between shear
rates and material structure), while the surface velocities depend with a power law
on the surface slope. In the slope-velocity space in Fig. 5a the maximum creep rate
observed increases with the slope angle: e.g. all the rock glaciers with velocities
above 4ma−1 are characterized by slope values higher than 25◦. Nevertheless, there
are also rock glaciers with low values of creep rates regardless of their slope angle.
The calculated BCFs displayed in Fig. 5b reveal how rock glaciers with gentle slope
can exhibit material properties prone to fast deformation (high BCFs). For example
the Reichenkar Rock Glacier has a similar BCF to the Pierre Brune Rock Glacier
despite reaching only half of its creep rates: this discrepancy in creep velocities can
be explained by the difference in surface slope. Comparing relative velocity variations
is of advantage, but this approach only introduces a linear trend and remain at a
kinematical level, still neglecting geometrical and mechanical properties of the rock
glaciers.
Figure 5c depicts the relation between BCF, surface slope angle and creep rates.
Given a value of the BCF, a wide range of possible velocities can be found, and vice-
versa. The value of the surface creep velocity of a rock glacier is fully determined
when incorporating the information about the geometry, which is mostly controlled
by the surface slope angle. All the rock glaciers are constrained in a sector of the
quadrant bounded by two lines representing the maximum and the minimum surface
slope angles of the rock glaciers in our inventory (10◦ and 30◦).
The potential influence of external factors on the BCF is analysed in Fig. 5d
using the PZI as a proxy for permafrost conditions and temperature. We find that
the maximum value of the BCF is delimited by the PZI: for favourable permafrost
conditions (PZI close to 1) only small BCF are observed whereas for unfavourable
conditions (PZI close to 0) the whole range of low to high BCF occurs. This pattern is
consistent with the dual influence of temperature on rock glacier dynamics. Firstly, in
the early stage of permafrost degradation, increasing ground temperatures and water
content (corresponding to a decrease in the PZI) enhance the deformation (increasing
BCF) according to Eq. 2 and Eq. 3. Secondly, in the final stage of degradation when
substantial thawing occurs, the BCF decreases due to lower stresses and enhanced
inter-particle friction. Rock glaciers currently experiencing a destabilization process
are characterized by high values of the BCF and tend to the limiting line in Fig.5d.
Because destabilization is an irreversible process, and degrading rock glaciers that are
in the final stage of destabilization can still be classified as such, they drift towards low
values of the BCF and PZI. This result implies that a classification of the dynamic state
of rock glaciers might be possible on the basis of a combination of PZI, BCF and creep
rates. Whereas low PZIs are in general related to unfavourable permafrost conditions,
they can indicate current destabilization if occurring together with high BCFs. High
values of the PZI indicate active rock glaciers in cold conditions, apparently less likely
to destabilize. However, open questions remain and a classification of rock glaciers
based on those parameters remains non trivial and requires additional detailed studies.
4.2 The local scale: analysing spatial variability in rock glacier creep
For many rock glaciers worldwide, detailed spatial information about the surface
topography and their displacement field are becoming available (DallAsta et al., 2017;
Bodin et al., 2018; Vivero and Lambiel, 2019; Strozzi et al., 2020). The BCF allows
to interpret and investigate the dynamics and mechanical properties of rock glaciers
for which such topographic and kinematic information are available. We investigate
three rock glaciers characterized by contrasting dynamical states: steady-state creep
conditions (Laurichard, FR), exceptionally fast flow (Dirru, CH), and ongoing destabi-
lization (Pierre Brune, FR). For all three study sites detailed digital surface models and
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Figure 6. Results at local scale. From left to right, Laurichard, Dirru and Pierre Brune Rock
Glaciers. The the upper panel shows the surface creep velocities (colour coded) together with
the profile along which the analysis is performed: from A the front to B the rooting zone. Below,
from the top to the bottom, the observed surface velocities, surface slope angles, modelled thick-
ness and BCF are plotted along the corresponding profiles. The shaded gray area depicts the
spatial variability of the plotted variable in an area of 25m along each position and can be used
as a proxy for the uncertainty of the results.
The results of the analysis at the local scale are illustrated in Figure 6. For
the Dirru and Pierre Brune Rock Glaciers, the spatial data coverage with regard to
creep velocities is almost complete. For the Laurichard Rock Glacier no velocity data
is available in the area close to the rooting zone. The observed velocities show two
distinctly different patterns of terrain topography and creep rates at the three field
sites. For the Laurichard Rock Glacier, the highest velocities are observed in the
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uppermost area, whereas for the other two the largest values can be observed closer to
the front. The three rock glaciers are characterized by velocity values varying between
1ma−1 and 6ma−1 and relatively high values of the slope angle, with values peaking
at more than 30◦. The uncertainty related to the spatial variability in velocity is
limited in all cases except for a limited area close to the front of the Dirru Rock
Glacier (?, ?; Rohner et al., 2019). This uncertainty is caused by low performance of
the feature tracking algorithm in this area as visible in the corresponding map. The
observed field of surface slope angle and surface velocity are smoothed with a Gaussian
filter (radius 10m) in order to reduce undesirable effects of micro-topography on the
analysis. On the basis of the values of the surface slope angle, we invert the thickness
of the moving rock glacier assuming a yield stress equal to 92 kPa. Narrow peaks
and troughs in the thickness profiles correspond to low slope angles due to small-scale
undulations of the surface topography (e.g. furrow and ridges).
For the Laurichard Rock Glacier, the calculated BCF remains constant along the
investigated profile, despite substantial variations in slope angle and creep rates. The
average value of the BCF is 5 (as also visible in Fig. 5), confirming its validity as a
reference rock glacier for the Alps.
For the Dirru Rock Glacier the analysed profile extends from the steep front
up to the rooting zone. Here, despite strong variations in geometry and the possible
influence of 2D effects and the acute change in slope, the BCF is almost constant
along the entire profile, with the exception of the rooting zone where it decreases
substantially. Similarly to the case of the Laurichard Rock Glacier, the constant value
of the BCF shows that the spatial variations in creep rates can be be explained by
geometry (slope and thickness). The average value of the BCF = 10, coherent with
the value at the regional scale (Fig. 5), indicates a predisposition to high creep rates
along the entire profile.
The Pierre Brune Rock Glacier on the contrary shows a distinctly different pat-
tern in BCF. In this case, the topography cannot account for the large variations in
surface creep rates along the profile. Close to the front, where the highest rates are
observed, the BCF exceeds values of 20. In the upper section, the BCF is four times
smaller than close to the front. In the center corresponding to a scarp-area (Marcer
et al., 2019), the velocities are almost zero despite the large values of the slope angle.
As a consequence the BCF shows very low values, confirming on the one hand the
dynamic separation between the lowermost and the uppermost unit and on the other
hand indicating degrading conditions in the scarp area.
According to the results of our analysis, the spatial variability in surface velocity
between the upper and the lower part for the Laurichard and the Dirru Rock Glacier
can be explained by the their geometry (surface slope and thickness) alone. In this
sense, the two rock glaciers can be considered similar, both showing a constant value
of the BCF, consistent to the analysis at the regional scale in the previous section.
However, the contrasting values of the BCF between the two rock glaciers indicate
rheological differences that reflect profound diversity in material properties. Further
interpretation requires analysis based on detailed in-situ observations (e.g. surface or
ground temperature measurements, geophysical surveying, etc.). For the Pierre Brune
Rock Glacier the velocity distribution can be explained only by accounting for both
the geometry and the strong spatial discontinuity in the BCF between the upper and
the lower part. The discontinuity in the BCF and its exceptionally high values point
towards a dynamical and rheological interpretation of the destabilization phenomenon
confirming and complementing geomorphological and kinematic observations as seen
in the analysis at the regional scale (Sec.4.1).
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Figure 7. Schematic representation of possible dynamical evolution (indicated by the dashed
arrows) of a rock glacier in the (a) velocity-slope and in the (b) BCF-driving stress space. The
points represent possible combination of variables for (A) rooting , (B) secondary creep, (C)
destabilization, and (D) degradation conditions. The values are indicative of typical conditions
for alpine rock glaciers.
5 The long-term dynamic evolution of rock glaciers
The BCF can further be applied to interpret and investigate the evolution of
rock glacier dynamics over longer time scales as illustrated in Figure 7. This figure
illustrates the possible dynamical evolution of a rock glacier in a Lagrangian reference
system (following an individual point in space and time as it creeps). In Fig. 7 we can
follow the evolution of a material point on the surface of a rock glacier based on its
surface slope and velocity; in Fig. 7b we can follow the evolution of the same point by
looking at its BCF and the corresponding driving stress.
The evolution of a rock glacier during its rooting from a talus slope is depicted
by line (I) moving from point A to point B. Here, the slope is significantly decreasing
from the steeper zone of the talus to the more gentle areas below, while the Bulk Creep
Factor is increasing due to the initiation of the creeping process (towards point B).
Lines II and III show the dynamic evolution of a rock glacier experiencing destabiliza-
tion. When the front of the rock glacier reaches a steeper terrain it moves faster, but
maintains its physical properties for a determined period of time, therefore moving
along an isoline in the two figures. When destabilization occurs due to topograph-
ical predisposition and permafrost temperatures approaching the melting point, the
Bulk Creep Factor drastically increases causing a diversion of the trajectories from
the isoline until point C where the highest velocities are reached. Currently in the
Alps there is an increasing number of rock glaciers following this path (line II), e.g.
the Tsarmine and the Pierre Brune rock glaciers (Lambiel et al., 2008; Marcer et al.,
2020a). From point C onward (line III), the rock glacier continues to creep with de-
creasing but still relatively high velocities due to a change in surface slope or due to
permafrost degradation. Permafrost thawing causes the driving stress to decrease and
the density of the rock glacier approaches the maximum packing density while inter-
locking becomes more important. Eventually creep ceases and the dynamic evolution
of the rock glacier comes to an end with its transitions from an active to an inactive
state (line IV). Two mechanical effects may independently lead to the deactivation of
the rock glacier: the decrease in stresses, which is driven by decreasing thickness and
surface slope, and the decrease in the BCF (see (Barsch, 1992) for a geomorphological
interpretation). Examples of well studied rock glaciers currently in such condition are
the Furgwannghorn and Tête de Longet rock glaciers (Buchli et al., 2018; Marcer et
al., 2020a). Line III and line IV represent the degradation process, which can vary
its trajectory depending on the different starting condition (C - destabilization or B
- secondary creep). Starting from a secondary creep phase, degradation still causes
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the driving stresses to decrease but initially leads to an acceleration due to permafrost
warming and therefore an increase in the BCF (line IV). Many rock glaciers in the
Alps currently find themselves in this condition with temperatures approaching the
melting point, increasing velocity and onset of degradation (PERMOS, 2019). The
positions A and D coincide in Fig. 7b, sharing low stresses and a low BCFs. The exact
position of the two points in the figure depends on the rock glacier structure and on
the terrain topography.
6 Conclusions
Based on a brief review of the physics of rock glacier creep and the mathematical
formulation used to describe it, we have presented a general theory of rock glacier creep
and have introduced the Bulk Creep Factor as a measure of the rheological properties
of rock glaciers. The proposed approach only requires data on creep velocities and
slope angle, which both can be derived operationally over large areas from remote
sensing data (or from detailed in-situ measurements). Therefore, the BCF has a large
potential for investigating the dynamic state and rheology of large scale rock glacier
datasets. Additionally, we have provided two examples of possible applications of the
BCF at a regional and at a local scale. The combined analysis at both scales indicates
the potential of the BCF to evaluate and compare the state of rock glacier dynamics
from remotely sensed data.
With regard to limitations: the proposed theory shows two main weaknesses.
On the one hand, it relies on the combination of two different rheologies for the deter-
mination of the thickness and the rheological properties of the rock glacier material.
This point can be overcome by direct measurements of rock glacier thickness or by
the application of dynamical models. On the other hand, the BCF neglects in first
approximation the vertical structures of rock glaciers and the differences between the
shear horizon and the ice-rich core. More field observations and modelling studies are
still needed in order to better constrain this diversity and in order to transpose it to
analyses at a regional scale.
Concluding, the main findings of this study can be summarized as follows:
• Remote sensing data in combination with mathematical formulations can be
used to analyse rock glacier dynamics at a regional and at a local scale.
• The typical driving stress of alpine rock glaciers is 92 ± 13 kPa.
• Rock glacier thickness can be efficiently estimated with the inversion of simple
models (e.g. perfectly plastic model), but more detailed data is needed for
further validation of this approach.
• Rock glacier creep rates can be calculated by coupling a rheological model ac-
counting for the frictional behaviour of rock glacier creep to a perfectly plastic
model for rock glacier thickness.
• The introduction of the Bulk Creep Factor allows the physical interpretation of
the rheological properties of the constitutive material and the processes control-
ling rock glacier creep by separating the geometry information from the velocity
signal.
• Most alpine rock glaciers show a BCF lower than 5.
• First order variables controlling the BCF are temperature and water content.
Further observational data are required to better constrain their influence.
• Only rock glaciers experiencing destabilization or set in conditions unfavourable
to permafrost occurrence show large values of the BCF, with maximum values
close to 20.
• The permafrost conditions (approximated here by the PZI) define a maximum
limit for the BCF.
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• For dynamically stable rock glaciers the geometry can explain the spatial vari-
ability in creep rates with almost constant rheological properties of the consti-
tutive material.
• Destabilized rock glaciers are characterized by contrasting and discontinuous
material properties (BCF). In addition to geomorphological observations, the
definition of rock glacier destabilization should account for the rheological and
dynamical state of the rock glacier rather than solely on its kinematics.
This study represents a first attempt to investigate in detail the spatial variability
and the large scale patterns and trends of rock glacier dynamics. The concept of
the BCF seems very promising and has the potential for further and wide spread
applications. However, more research is needed and additional data must be collected
in order to validate and increase the confidence in the proposed theory. In a next
step the BCF should be further analysed in relation to the factors influencing it (e.g.
thermal state, liquid water, internal structure...) and the modelling-approach be better
constraint with more detailed observations at longer time series.
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Table A1. Dataset used for the analysis of rock glacier thickness, driving stresses and creep
rates.
Num Rock glacier Thickness Slope angle Creep rate Reference
[m] [◦] [m a−1]
1 Dirru 15b,c 27 5.50 Cicoira et al. (2019b)
2 Furgwangghorn 5 15a 28 2.90 Buchli et al. (2018)
3 Furgwangghorn 7 17a 20 5.20 Buchli et al. (2018)
4 Guggla 17c 22 4.00 Delaloye, pers. com., (2020)
5 HuHH1 17c 21 1.00 Müller et al. (2016)
6 HuHH3 20c 22 1.70 Müller et al. (2016)
7 Kaiserberg 27b 9 0.50 Hausmann et al. (2012)
8 Las Liebres 25b 15 1.10 Monnier and Kinnard (2016)
9 Laurichard 20b 20 1.00 Bodin et al. (2018)
10 Lazaun 25a 15 1.20 Krainer et al. (2015)
11 Andes #1 22a 9 0.07 Arenson (pers. com. 2020)
12 Andes #2 18a 11 0.05 Arenson (pers. com. 2020)
13 Andes #3 12a 13 0.23 Arenson (pers. com. 2020)
14 Andes #4 22a 11 0.14 Arenson (pers. com. 2020)
15 Andes #5 14a 8 0.01 Arenson (pers. com. 2020)
16 Muragl 3 15a 18 1.40 Arenson et al. (2002)
17 Muragl 4 16a 18 1.20 Arenson et al. (2002)
18 Murtél 29a 12 0.10 Arenson et al. (2002)
19 Ölgrube 31b 13 1.10 Hausmann et al. (2012)
20 Pierre Brune 1 15a,b 25 6.00 Marcer, pers. com., (2019)
21 Pierre Brune 2 23a,b 16 1.00 Marcer, pers. com., (2019)
22 Reichenkar 23b 13 2.50 Hausmann et al. (2007)
23 Rittigraben 20a 20 1.50 Kenner et al. (2017)
24 Schafberg 1 14a 23 0.03 Arenson et al. (2002)
25 Schafberg 1 25a 16 0.20 Arenson et al. (2002)
26 Steintälli 27c 12 0.40 Cicoira, unpublished, (2018)
27 Tsarmine 17c 22 6.0 Delaloyle, pers. com., (2020)
28 Valdallacqua 22c 15 1.00 Cicoira, unpublished, (2019)
aFrom borehole investigations. Point information.
bFrom geophysical surveys. The reported value is extracted from the original dataset.
cFrom morphological analysis. Derived from the steep front and/or the lateral margins.
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Table A2. Dataset used for the analysis of rock glacier creep at the regional scale comprising
observations of creep rates and surface slope angle.
Count Rock glaciers Reference
324 French inventorya Marcer et al. (2019)
30 Kaunertal inventorya Groh and Blöthe (2019)
17 Permosc PERMOS (2019)
15 University of Fribourgb,c Delaloye, pers. com. (2020)
28 Present studya,b,c Section 3.3
aFrom aerial imagery (Satellites or UAVs). Feature tracking analysis.
bFrom InSar analysis.
cFrom terrestrial surveys or in-situ GPS stations.
Table A3. Dataset used for the analysis of rock glacier creep at the local scale.
Rock glacier Data source (velocity, thickness) Reference and availability
Laurichard TLS, GPR Bodin et al. (2018)
Dirru UAVs, ERT Cicoira et al. (2019b); Delaloye (pers. com. 2020)
Pierre Brune UAVs, ERT Marcer et al. (2020a)
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