This research examined nocturnal and diurnal bird migration using an automated marine radar system during three autumn (August 15 to November 17) and three spring (March 15 to June 1) periods in 2007-2010 along the lower Texas coast. We quantified migration timing, magnitude, and flight altitudes for over 14 million targets during 16,360 h of radar operation. Autumn migration was prolonged in contrast to spring migration, which was concentrated within a four-week period in mid-April to mid-May. Mean migration traffic rate in autumn averaged 1,186 targets km -1 h -1 and was 46% greater than spring. Migration traffic rates at our northern site were at least 62% higher than at our southern site. We found bird passage to be similar between diurnal and nocturnal periods in autumn, but predominately nocturnal (68% of targets) in spring. Mean flight altitudes were 10-33% higher in spring than autumn. Our results confirm that the lower Gulf coast of Texas is a significant migration corridor concentrating millions of birds during migration. This new information on temporal and spatial dynamics of migration provides guidance for the placement and operation of wind power developments to reduce the risk to migratory birds along the lower Texas coast.
INTRODUCTION
Migration behavior has evolved in many species of birds to take advantage of seasonally available resources in temperate regions to increase reproductive success (Pulido, 2007; Ramenofsky and Wingfield, 2007) . Each year millions of birds migrate vast distances between their breeding and wintering areas to benefit from seasonal environments (Moore et al., 1993; Alerstam et al., 2003; Pulido, 2007; Ramenofsky and Wingfield, 2007) , but we are still far from understanding many aspects of this important life cycle phase in birds *Corresponding author. E-mail: bart.ballard@tamuk.edu.
Author(s) agree that this article remains permanently open access under the terms of the Creative Commons Attribution License 4.0 International License (Faaborg et al., 2010) . Much of our knowledge about bird migration along the Gulf of Mexico has pertained to broad-scale patterns of timing and spatial extent of transGulf migration (Gauthreaux, 1971; Gauthreaux and Belser, 1998; Gauthreaux, 1999) . Investigations have concentrated more on describing details of spring migration than autumn migration (Able, 1972; Buskirk, 1980; Gauthreaux, 1999) , and most studies have been conducted on the northern Gulf coast (Gauthreaux, 1971; Gauthreaux and Belser, 1998; Gauthreaux, 1999) . There has been considerably less research carried out in areas along the western Gulf Coast (Forsyth and James, 1971; Langschied, 1994; Arnold, 2009) , and many fine-scale characteristics of bird migration have not been sufficiently studied in these areas. Consequently, most information on bird migration in this region comes from anecdotal observations or volunteer-driven surveys.
The Texas coast is well known as an important region that supports birds during migration with >400 species known to traverse the region during autumn or spring migrations (Rappole and Blacklock, 1985; Stutzenbaker and Weller, 198; Shackelford and Lockwood, 2005) . The lower Texas coast contains large tracts of relatively undeveloped habitat that attracts birds during migration and is well situated to serve as a critical corridor for migratory birds (Fulbright and Bryant, 2002) . Limited information makes it problematic to assess impacts of human development on migratory birds in this region, which has led to a great need for research to quantify bird migration characteristics along the lower Texas coast. Quantifying the temporal and spatial use of the landscape by migratory birds is important because this information can be coupled with factors that influence their movements, such as weather patterns, land use changes, etc. Such information on bird migration enables resource managers to predict how birds will be impacted by human development and improves their ability to curtail potential negative effects on birds. It also allows managers to determine whether management strategies are effective for bird-habitat conservation (Faaborg et al., 2010) . The need to better understand bird migration is particularly relevant given the recent upsurge of development interests along the lower Texas coast, particularly large-scale wind farms (Kuvlesky et al., 2007) . Wind energy development has the potential to greatly impact migratory birds through large-scale habitat alteration, as well as creating obstructions within the airspace that can become problematic when these manmade structures correspond to height of migratory movement (Kuvlesky et al., 2007) . Because the spatial arrangement of stopover habitats and the temporal availability of resources along migration routes are important to the migration strategies of birds (Moore et al., 1995) , it is essential to have a thorough understanding of the movement patterns of migratory birds.
Effectively monitoring bird migration has been difficult because many species migrate over a large geographic extent, migrate at night, or travel at altitudes that limit the utility of visual observations. Recent advances in technology have made radar an effective method to assess movements of migrating birds Kunz et al., 2007; Bridge et al., 2011) . Here, we applied radar technology to measure key metrics of bird migration to generate baseline information on bird migration patterns along the lower Texas coast. Our objective was to quantify the chronology, magnitude, and flight altitudes of migrating birds during migration along the lower Texas coast. Key information on peak migration timing and magnitude, as well as the flight altitudes during migration can be used to predict seasonal and daily periods when birds may be most at risk for collisions with wind turbines.
METHODOLOGY

Study area description
We conducted a three-year study using radar to monitor bird migration along a 200 km section of the lower coast of Texas from Corpus Christi to Brownsville (Figure 1 ). Padre Island, a barrier island, separates the mainland coast and Laguna Madre from the western part of the Gulf of Mexico (Blair, 1950; Judd, 2002; Tunnel, 2002) . Private ranches and federally protected areas occupy a majority of the landscape (Hilbun and Koltermann, 2002) . Dominant habitat types include wetlands, native prairies, shrublands, and woodlands (Fulbright and Bryant, 2002) . We selected two study sites along the lower Texas coast to assess bird movements in the region. One site was 20 km south of Corpus Christi (Site 1; 27° 25'N 97° 22'W, 8 m above sea level) on the Laureles Division of the King Ranch, Inc. and was 1 km inland from the mainland coast. A second site was located 134 km south of Site 1 on Laguna Atascosa National Wildlife Refuge (Site 2; 26° 12'N 97° 22'W, 6 m above sea level) 5.82 km inland from the mainland coast. We collected bird migration data at Site 1 from autumn 2007 to spring 2010 and at Site 2 during autumn 2008 to spring 2010. Our radar monitoring periods were 15 August to 17 November in autumn and 15 March to 1 June in spring, and were selected to correspond with known periods of migratory bird passage in the Gulf of Mexico region (Buskirk, 1980; Gauthreaux, 1999) and southern Texas in particular (Langschied, 1994; Arnold, 2009 ).
Radar equipment and data collection
An automated, marine radar system (Merlin™, Detect, Inc., Panama City, FL, USA) monitored birds continually at each site. Radar systems were equipped with one S-band surveillance radar that operated in a horizontal position and one X-band surveillance radar that was tilted 90° and operated in a vertical position. Both surveillance radars ran concurrently and sampled every 2.5 s during radar monitoring periods in autumn and spring at each site. The S-band surveillance radar (hereafter horizontal radar, JMA 5330, Japan Radio Company, Tokyo, Japan, slotted waveguide array antenna) had a peak output of 30 kW and transmitted at 3,050 MHz. The X-band surveillance radar (hereafter vertical radar, JMA 5320, Japan Radio Company, Tokyo, Japan, slotted waveguide array antenna) had a peak output of 25 kW and transmitted at 9,410 MHz. Both radars were set to operate on short pulse length at a range of 3.704 km for the horizontal radar and 1.389 km for the vertical radar. The horizontal radar scanned 360° around the radar system and recorded data on flight direction and speed of birds. The vertical radar scanned 180° above the radar system and provided data on flight altitudes of birds. Data from the vertical radar were used to calculate migration traffic rates.
The marine radar system employed tracking and processing software (Merlin™, Detect, Inc., Panama City, FL, USA) that allowed automated recording of biological targets throughout the radar coverage. Site characteristics, such as vegetation or manmade structures, can create echoes which result as ground clutter on the radar screen. The software assigns reflectivity values from the ground clutter of the current environment and discounts those echoes from being considered as targets (Krijgsveld et al., 2011; Gerringer et al., 2016) . Organisms identified on radar are referred to as targets given that it is difficult to discern the number and species (Mabee et al., 2006) . The Merlin software recorded date, time, location, altitude, bearing, and over thirty radar signature characteristics for each target and automatically recorded the information to an Access database. For flight altitude data, the software recorded the height above ground level for each target. We also collected digital recordings of raw vertical radar data that showed biological activity within a 2.778 km radius. We postprocessed radar data during the first season to determine the accuracy of the software to track bird-like targets consistently in the vertical radar (based on corroboration with digital recorded data). We plotted the images to display the geographic position of targets using different values for operational settings of clear air threshold, minimum target size, and minimum intensity. We examined the images to determine how changes in operational settings influenced the tracking of targets. From this review, we identified the optimal settings for the radar system to enhance the detection of birds and to minimize the recording of non-bird observations. These settings were applied to the vertical radar at both sites during all subsequent seasons.
We employed several measures to remove non-bird targets from our datasets. First, targets had to meet target size requirements to be tracked by Merlin software. We selected a minimum target size of 13 and 17 pixels, for the vertical and horizontal radar, respectively. Size requirements were held constant across the range settings of each radar. Second, we further excluded targets that tracked poorly. Targets had to be detected on at least 3 of 4 succeeding radar scans to be automatically recorded by the software as a track. Because of the shorter wavelengths of the vertical radar, insect contamination is common in radar studies (Bruderer, 1997; Mabee et al., 2006) . We excluded targets from our vertical radar data that were tracked for < 5 detections to reduce tracking of insects. Third, because insects typically have slower airspeeds than birds (< 6 m/s for insects; Diehl et al., 2003; Mabee et al., 2006) , we calculated the proportion of targets with airspeeds < 6 m/s from the horizontal radar data for each hour of each survey day and considered these to be non-bird targets. When the proportion of non-bird targets comprised >10% of the targets recorded for that hour, the hour was removed in the vertical radar dataset (Mabee et al., 2006) . Birds and bats may overlap in air speeds which presents a problem in radar studies to classify targets as birds or bats (Larkin, 1991; Bruderer and Boldt, 2001; Kunz et al., 2007) . Bats exhibit erratic flight patterns when foraging and this behavior may aid in discriminating between bats and birds (Kunz et al., 2007) . We recognize that our data may contain some bat targets given that some species, such as, the Mexican free-tailed bat are known to occur in large concentrations in Texas (Tuttle, 1997) .
Our final post-processing measure to reduce non-bird targets was to inspect radar data for periods when environmental conditions or clutter obstructed visible bird activity. We visually reviewed 17,799 h of vertical recordings to identify start and stop times of rainfall, fog, or smoke events. Vertical data occurring between these event times, including any questionable events, were omitted from the datasets. Although the horizontal radar is less susceptible to tracking non-bird targets, such as insects or rain, we plotted images to display the geographic position of targets and searched for target groupings that signified rainfall patterns. We also omitted targets from our horizontal radar data that tracked for < 5 detections to reduce observations that may have been caused from the false tracking of temporary clutter (that is, rain or wave clutter).
We automatically collected weather data (that is, temperature, relative humidity, dew point, barometric pressure, precipitation, and wind direction and speed) every 5 min during migration periods using a weather station (Vantage Pro2 weather station, Davis Instruments, Hayward, CA, USA) at each radar station. Groundlevel wind measurements were selected for calculation of target airspeeds because winds aloft data from the National Weather Service stations nearest to each site were only available for two hours out of a 24-h period (that is, 0000 and 1200). Given the scale of our collected radar observations, missing wind values were replaced with interpolated values. We used the preceding wind direction to replace missing direction values. Missing wind speed values were replaced with the average of the preceding and subsequent values of wind speed.
Statistical analysis
Prior to analysis, we used a unique identifier to summarize the measurements of individual targets having multiple radar observations into a single observation for each dataset. A track identification number is given to a target track by the software after a target has been detected for 3 of 4 succeeding scans. Subsequent detections of the same target are associated with the identical track identification number. The track and associated track identification number ceases when the target has remained undetected for 3 succeeding scans by the radar (Krijgsveld et al., 2011; Gerringer et al., 2016) . We treated each single observation as an individual record and did not distinguish between single or flock targets due to the unknown number and bird species of radar observations (Mabee et al., 2006) . Because of this aspect of radar technology, we acknowledge that it is likely that we underestimated the magnitude of bird migration in our study (Fijn et al., 2015) . For our comparison of migration characteristics between diurnal and nocturnal periods we used the onset and end of civil twilight to distinguish between nocturnal and diurnal time periods (Zehnder et al., 2001) . Civil twilight times for each site were obtained from the U.S. Naval Observatory website (http://aa.usno.navy.mil/data/docs/ RS_OneDay.php). To simplify our analysis, we categorized the time periods by the hours of the day that were always light throughout autumn and spring migration to denote the diurnal period (0700 to 1800 h), and the hours that were always dark to denote the nocturnal period (2000 to 0500 h).
We conducted a preliminary analysis using the first 30,000 observations recorded from the radars at each site and during each year and season to determine a threshold for distance from the radar for bird targets to include in our estimation of passage rate. We estimated detectability functions specific to year, season, and site using the half-normal key function and cosine adjustment term in program Distance (Laake et al., 1993) . We used Akaike's Information Criterion (Akaike, 1973) to choose the appropriate key function and adjustment factors that provided the optimal model fit. From this initial analysis, the effective detection radius ranged from 607 m (95% CI: 585-629 m) to 745 m (95% CI: 704-789 m) for Site 1, and ranged from 492 m (95% CI: 480-504 m) to 620 m (95% CI: 602-638 m) at Site 2. Since each radar had an effective detection radius at or above 500 m during each year and season, we calculated the migration traffic rate (MTR) as the number of detected targets that crossed a line 500 m on each side of the radar per hour (that is, targets km -1 h-1 ) (Lowery, 1951) . We adjusted MTR because sampling effort sometimes varied within a given hour (that is, due to filtering times with rain, fog, etc.). We used the start and end times of radar operation and weather events to determine our actual observation time for each season and site. Next, we multiplied the number of targets during the actual observation time by the number of minutes of radar operation time for each hour. Given that MTR is a count datum, this variable is not well suited to a normal distribution. Analysis of count data generally uses a Poisson distribution, but this requires for the mean and variance to be equal. Most often, count data exhibit over-dispersion that indicates the variance is larger than the mean. Thus, we used a Chi-Square Goodness-of-Fit test to assess the fit of a negative binomial distribution for MTR. Based on this test, we chose to model MTR assuming that it followed a negative binomial distribution to account for over-dispersed data (McCullagh and Nelder, 1989 ).
Because we initiated sampling at Site 1 a year prior to initiating sampling at Site 2, we conducted two separate analyses to enable inclusion of all 3 years of sampling. Thus, we compare all 3 years using only data from Site 1, and compare sites using data from years 2 and 3 when both radar systems were operational to provide a detailed analysis of movement along the lower Texas coastline. Given that we could not replicate our two sites in the classical sense, we consider our two sites as our populations of interest; statistical inferences are limited to these two sites. First, we used ANOVA to describe variation in mean MTR and mean flight altitude among three factors: season, year, and site. Second, ANOVA was used to describe variation in mean MTR and mean flight altitude for Site 1 between two factors: season and year. Third, we also used ANOVA to describe variation in mean MTR and mean flight altitude for each site among three factors: season, year, and time of day (that is, diurnal vs. nocturnal periods). . Lastly, we performed post hoc contrasts to further investigate significant three-way interactions using CONTRAST statements. All post hoc contrasts held year constant to examine the other two-way effects on mean MTR or mean flight altitude. When 3-way interactions were non-significant, we performed a post hoc mean comparison test to partition significant two-way interactions using SLICE statements. Post hoc means were separated using the Fisher's protected LSD test. We used the GLIMMIX procedure for comparisons of mean MTR and used GLM procedure for comparisons of mean flight altitude. Least square (LS) means were used for comparisons of MTR. We 
RESULTS
We monitored bird migration during 16,360 h of radar operation during 452 days and nights at Site 1 and during 333 days and nights at Site 2. We excluded 657.7 h due to environmental contamination (precipitation, fog, and smoke) for Site 1, and 781.9 h for Site 2. Missing observations due to radar system shutdown (routine generator maintenance or equipment failure) occurred for 1,032 h for Site 1 and 336 h for Site 2. From our horizontal dataset, we initially included 11,466,254 radar tracks in our calculations of airspeed and omitted 208,439 targets (1.81%) because these targets were not within our airspeed thresholds. Consequently, we also excluded 0.4% of targets from our vertical dataset that corresponded to hours with >10% of targets with airspeeds below our threshold in our horizontal dataset. We analyzed 14,815,842 radar tracks from our vertical dataset.
Migration traffic rate
MTR varied considerably between seasons and sites (Table 1) . Mean daily MTR (that is, 24 h period) varied between 27 and 5,457 targets km -1 h-1 during autumn and between 7 and 3,484 during spring (Figures 2 and 3) . Nocturnal MTR varied between 16 and 7,156 targets km -1 h-1 in autumn and between 5 and 5,883 targets km -1 h-1 in spring. Overall MTR was 57-266% greater in autumn than in spring at both sites (Table 2) . Additionally, MTR at Site 1 was 62-196% greater than at Site 2. We experienced maintenance issues with the radar system at Site 1 in spring 2010 and were unable to monitor during the majority of the period of peak movement. Thus, the MTR estimated at Site 1 in spring 2010 is likely conservative.
Autumn MTR: Overall MTR during autumn was similar across years varying from 1,250 ± 117 to 1,704 ± 150 targets km -1 h -1 at Site 1 and from 575 ± 46 to 918 ± 71 targets km -1 h -1 at Site 2 (Tables 1 and 3 ). Mean daily MTR exhibited an undulating pattern across autumn with no distinct peak apparent, but rather a protracted migration throughout our defined migration period (Figures 2 and 3) . The magnitude of the peaks was consistently lower after mid-October each year.
The pattern of bird passage throughout the day and night was relatively uniform during autumn, as diurnal (1,562 ± 150 targets km -1 h -1
) and nocturnal (1,492 ±150 86 targets km -1 h -1 ) passage rates were similar; a pattern consistent between sites (Tables 4 and 5 ). The highest bird passage typically occurred around mid-day followed by a decline to about 1800 h when in general the lowest passage rates occurred (Figure 4 ). There was a sharp increase at 1900 when MTR remained relatively high until immediately prior to sunrise.
Spring MTR:
We found little annual variability in our estimates of spring MTR (Tables 1 and 3) . Consistent with our finding during autumn, spring MTR was 102% higher at Site 1 than at Site 2, except in spring 2010 when data collection was greatly reduced at Site 1. Whereas, bird passage showed a cyclic pattern across autumn migration periods, during spring it was less cyclic with peaks in mid-to late April and mid-to late May and otherwise remained relatively low (Figures 2 and 3) . Although MTR was roughly equivalent between nocturnal and diurnal periods during autumn, we found large differences in spring. For instance, we found bird passage rates to be two to three times greater during nocturnal hours than during diurnal hours at both sites (Tables 4 and 5). We found that peak passage in spring occurred between 2000 and 0300 h, as MTR remained stable throughout the night, and was considerably lower during crepuscular and diurnal hours (Figure 4 ).
Flight altitude
Most bird passage occurred below 1,000 m above ground level each season at Site 1 ( 86%) and below 800 m above ground level each season at Site 2 ( 84%) (Tables 6 and 7) . Mean flight altitudes were relatively consistent across years within each season (Table 8) . Although statistically significant, mean flight altitudes among years differed by only 1-13% within seasons at a site. Two distinct patterns that emerged from our analysis of flight altitudes were that birds traveled at altitudes 40% higher at Site 1 than at Site 2, and that mean flight altitudes were 10-33% higher during spring than autumn each year and at each site (Tables 1 and 8) .
We found inconsistent results in flight altitudes between diurnal and nocturnal periods. For instance, birds flew at 10 to 28% higher altitudes during nocturnal periods than diurnal periods at Site 1 in year 1, and at Site 2 in year 2, and year 3 (Table 4) . We did not find that flight altitudes were higher during diurnal periods than nocturnal periods at any time; thus, in half our comparisons, birds tended to fly higher at night.
Partitioning flight altitudes across the hours of the day reveals fairly consistent patterns during autumn ( Figure  5 ). Highest flight altitudes occurred at 2100-2200 h and gradually declined through the nocturnal hours to sunrise. Another period of relatively high flight altitudes occurred during mid-afternoon hours (1400-1600) and declined 18-25% by 1800-1900 h. Lowest flight altitudes were associated around crepuscular periods at 0400-0500, 0800-0900, and 1800-1900 h ( Figure 5 ). Flight altitudes during spring did not show the distinct pattern across the hours of the day as exhibited in autumn, particularly at Site 1. However, birds appeared to travel at relatively low altitudes around crepuscular periods, and generally fly higher during nocturnal hours compared to diurnal hours, particularly at Site 2 ( Figure 5 ).
DISCUSSION
Given our considerable sample sizes, statistical significance was commonly found among differences that appeared to be biologically similar. Thus, we focus our discussion on several pronounced patterns in the temporal and spatial distribution of migrating birds that became evident from multiple year comparisons that we believe have biological merit.
Migration traffic rate
We documented MTR of well over 5,000 targets km -1 h safer route and typically optimal when migration speed is not of primary importance (Alerstam and Lindström, 1990) . Although birds that detour along the coast rather than making a direct crossing of a large water body may increase their migration distance, they are allowed to make stopovers more frequently to rest and refuel and are not required to store as much energy as they would for a long, nonstop flight (Alerstam and Lindström, 1990; Alerstam et al., 2003) . Migration traffic rates in autumn were 124% greater than spring across our study. This substantial difference in bird passage is possibly explained by two potential causes. First, mortality during migration and winter at least partially contributes to a lower return passage rate (Sillett and Holmes, 2002) . Second, migrants may be using different migration pathways between autumn and spring. The timing of arrival on breeding areas in spring can have a significant effect on the fitness of migratory birds (Kokko, 1999) . Early-arriving individuals can benefit from reduced competition for better territories and mates, a longer breeding season that allows more time to renest if the first nest fails (Smith and Moore, 2005) , and more food resources for young, which is important because available food resources tend to become reduced as the breeding season progresses (Guyn and Clark, 1999) . The benefits of arriving early on breeding areas have led to a faster migration for many birds in spring (Karlsson et al., 2012; Tøttrup et al., 2012) . Because migrants are under greater time constraints in spring (Fransson, 1995; Kokko, 1999) , more birds may use routes that are more direct during spring (e.g. trans-Gulf or inland). The notion of more direct migratory routes during spring is also supported by the more directed flight paths of birds in spring compared to autumn in this region (Contreras, 2013) .
We found that migration during spring is largely nocturnal, as mean MTR was 157% greater at night than during the day across the entire study. Forsyth and James (1971) similarly reported a higher number of nocturnal migrants along the western Gulf coast than diurnal migrants in the spring. This pattern of largely nocturnal flights in the Gulf region is also strongly supported by the steady number of birds appearing in early morning hours (Forsyth and James, 1971; Lowery, 1951) . The timing of peaks in spring migrants differs depending upon arrival location along the Gulf coast. Migrants that appear in southern areas arrive in higher numbers earlier than those migrants along northern areas in which peaks correspond as spring advances (Gauthreaux and Belser, 1999) . However, our findings indicate that nocturnal migration is a strategy that birds use in the spring to be more efficient with their time spent en route to breeding areas. Because most birds are visual foragers and are unable to forage at nighttime, migrants use the night to travel and can spend time foraging to replenish energy reserves during the daytime (Kerlinger, 1995; Newton, 2010) . It is also possible that nocturnal migration is more likely for migrants covering long distances between breeding and wintering areas, and travelling in cool air temperatures at night may minimize overheating and dehydration risks during these lengthy flights (Kerlinger, 1995; Newton, 2010) . We found that autumn migration was far more protracted with numerous peaks in MTR across the entire autumn period. Similarly, Tøttrup et al. (2012) demonstrated that the length of time that a passerine migrant was in migration in autumn extended well beyond that of spring due to lengthy autumn stopovers. Most 0 500 1,000 1,500 2,000 2,500 3,000 0:00 1:00 2:00 3:00 4:00 5:00 6:00 7:00 8:00 9:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00 19:00 20:00 21:00 22:00 23:00 A 0 500 1,000 1,500 2,000 2,500 3,000 0:00 1:00 2:00 3:00 4:00 5:00 6:00 7:00 8:00 9:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00 19:00 20:00 21:00 22:00 23:00 n=2,021,609) 2008 (n=3,255,060) 2009 (n=2,451,815 birds in autumn are not under the same time constraints as they are in spring. Thus, birds in autumn may choose to minimize energy costs rather than time, and may be more selective about wind assistance and therefore delay departure until assisting tailwinds occur (Alerstam, 1979; Grönroos et al., 2012) . Prevailing wind patterns in autumn are mostly favorable for migrants to detour along the western Gulf coast in a circum-Gulf route (Able, 1972; Moore et al., 1995) and generally do not support a more direct trans-Gulf route (Able, 1972; . Migration during spring was largely concentrated around a four-week period between mid-April and midMay. Our findings coincide with the reported peak of spring magnitude along the Gulf coast in northern areas (Gauthreaux and Belser, 1999 ) and in western areas autumn 2007-spring 2008), 2 (autumn 2008-spring 2009), and 3 (autumn 2009-spring 2010) . Time of day = nocturnal (movement between 2000-0400 h) and diurnal (movement between 0700-1700 h) period. (Forsyth and James, 1971) . Within these weeks, our data shows that MTR was up to four times greater than the rest of the season. Spring migration in most areas typically occurs over a relatively narrow time span compared to autumn (Fransson, 1995) . Our findings support that peaks in spring migration occur at times when southerly winds along the Gulf of Mexico are reliable and steady between late April and early May (Gauthreaux, 1999; Moore et al., 1995) . Forsyth and James (1971) found that the majority of spring migrants were taking advantage of southeasterly winds from eastern Mexico. Thus, southerly winds are important to migrants by providing wind assistance for northward movements from southern wintering areas (Gauthreaux, 1999; Moore et al., 1995) . Furthermore, prevailing wind patterns in spring are especially critical for migrants that must cross directly over the Gulf of Mexico (Gauthreaux, 1999; Moore et al., 1995) . Migrants that exploit favorable winds can minimize their migration distance, as well as, increase their migration speed to reach breeding grounds early (Gauthreaux, 1999) .
Flight altitude
Several patterns emerged from our analyses of flight altitudes of migratory birds along the lower Texas coast. First, the majority of targets detected by our radars (57% to 88%) occurred at altitudes within 600 m above ground level across seasons and sites, and 34% flew ≤200 m above ground level. Although this is partly due to the limitation of our radar units, this finding is consistent with previously described altitudes for nocturnal migrants in other parts of North America (Able, 1970; Gauthreaux, 1991; Mabee et al., 2006; Gagnon et al., 2011) . This study shows that a relatively large proportion of targets used the airspace at altitudes that are greater than modern wind energy development; however, flock size and specific species remain unknown. Yet, there are situations that may force migrants to fly at lower altitudes. For example, migrants that must contend with the Gulf of Mexico may come upon adverse weather conditions (that is, strong rain and unfavorable winds Belser 1998, Gauthreaux 1999) . Forsyth and James (1971) reported that highest number of spring migrants grounded along the western Gulf coast corresponded to unfavorable weather conditions of frontal activity. Consequently, these type of situations may increase the number of migrants susceptible to impacts with wind turbines along the lower Texas coast. The rotor swept zone area in which migrants may be at risk is generally from 50 to 150 m above ground level (Katzner et al., 2012) . Thus, the minimum number of migrants at risk across a 1-km front in our study is between 5 to 10% at Site 1 and 13 to 19% at Site 2 (Tables 6 and 7) . Second, we found that flight altitudes were higher in spring than autumn. Schmaljohann et al. (2007) also reported birds to fly at higher altitudes during spring migration, and suggested that water loss may be an important factor in seasonal difference in flight altitudes. Other factors such as weather, time of day, location, geographic features, and type of flight (e.g. flapping vs. soaring) have also been found to influence the altitudinal distribution of birds in the airspace (Berthold, 2001; Newton, 2010 (Gauthreaux, 1999; Moore et al., 1995) . By selecting altitudes with the best wind conditions, birds can minimize energy costs and increase migration speed (Richardson, 1978 (Richardson, , 1990 Alerstam, 1979; Alerstam and Lindström, 1990) . In contrast, prevailing wind patterns along the lower Texas coast are opposing the southward movement of birds in autumn. Previous findings have demonstrated that birds flying in headwinds (that is, unfavorable wind conditions) generally occur at lower altitudes than those birds migrating in tailwinds (that is, favorable wind conditions) (Kerlinger and Moore, 1989) . Lastly, consistent with previous views (Berthold, 2001; Newton, 2010) , we found that flight altitudes were typically higher at night than during the day. Many studies have concentrated on flight altitudes of nocturnal migrants (Able, 1970; Gauthreaux, 1991; Zehnder et al., 2001; Mabee et al., 2006; Gagnon et al., 2011) or diurnal migrants (Mateos-Rodriguez et al., 2012) , but our study is among the few to examine both nocturnal and diurnal migrants. Our results indicate that during spring, birds may be performing longer flights because nocturnal migrants are thought to primarily be those birds covering longer distances during migration (Newton, 2010) . This result is also consistent with the higher flight altitudes that we report during spring. Our findings of a difference in altitudinal differences in time of day are consistent with reports at northern areas along the Gulf coast. Migrants making trans-Gulf flights appeared at greater altitudes than flights that were performed after in the daytime hours (Gauthreaux and Belser, 1999) .
To be successful, migratory birds need to be able to acclimate to changing environments, successfully compete for common resources, avoid predation, and appropriately react to adverse weather (Moore and Simons, 1990; Moore et al., 1993) . Therefore, many competing factors play a role in the successful completion of the migration journey, and safe arrival to breeding and wintering areas each year is of great importance to the stability of migratory bird populations. Understanding the migratory behavior of birds requires knowledge of the temporal and spatial patterns of migration to ensure that management and conservation measures put into place are effective (Faaborg et al., 2010) . Information on the distribution of birds in autumn and spring will be increasingly important in areas known to concentrate birds during migration. Because of its geographic position and diverse habitats, the lower Texas coast has been considered to act as a major migration corridor for birds (Kuvlesky et al., 2007) , and our study provides the first empirical evidence to support this claim. Thus, special attention should be directed to the lower Texas coast to ensure that birds passing through this region have the necessary stopover areas along their migration route. The ability to assess potential effects of ongoing human development along the lower Texas coast has been hindered by limited data; thereby making it difficult to guide management efforts. In recent years, coastal areas in this region have been targeted for wind energy development because of its high wind-power potential.
Our study establishes a baseline on key migration characteristics, notably passage rates, migration timing, and flight altitudes, for future monitoring to increase our understanding of potential interactions between migratory birds and wind-energy development. These migration characteristics are critical to identifying those migrants at risk from wind energy development, particularly those birds found within the rotor swept zone. The peak timing and magnitude of migration provided by our study can be used to predict seasonal and daily periods when birds may be at risk for collisions. Further, the fine-scale data on bird movements of our study will allow for the monitoring over time to detect changes in the timing of migration. Based on our study, there is still considerable bird passage at flight altitudes that correspond to the rotor-swept area of wind turbines. Future monitoring of the spatial distribution of birds would enable the detection of avoidance behavior of wind turbines by birds. Most importantly, our data provide guidance on the operating times when migratory birds may be at higher risk of collision and on the placement of wind farms in sensitive areas known to funnel significant concentrations of migratory birds. Although migrants may be impacted directly by wind energy developments (that is, collisions), the footprint of the wind energy development may also have indirect impacts to birds (Kuvlesky et al., 2007; Belaire et al., 2014 ). Wind energy development will alter the availability and quality of stopover habitat that millions of migrants have traditionally depended upon along the lower Texas coast. Habitat loss and alteration of stopover areas may have significant impacts to migratory bird species at a continental level. Our study on baseline migration characteristics can be used to aid in detecting stopover habitats and migration pathways that birds use in this region. Our study also highlights the significance of the lower Texas Gulf coast to migratory birds. Moreover, our estimates of MTR should be considered conservative for this region because an unknown proportion of targets were flocks rather than individual birds. Interestingly, there was a striking difference in migration magnitude observed between coastal sites. Differences in location relative to the coast or in local topography might explain the contrasting magnitude in our study (Fortin et al., 1999) . Variation in migration volume within coastal sites stresses the importance of continued research efforts to study the movements of migratory birds along the lower Texas coast. In addition, further research is warranted to assess how migrating birds respond to landscape features. The dispersion of migration traffic inland remains relatively unknown. Future research should focus on providing insight into the change of migration magnitude from the mainland coastline to areas further inland.
