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Abstract—In this work, we propose an adaptive list-based
decision feedback detector along with an l0-norm regularized
recursive least-squares algorithm that only requires pilot symbols
(AA-CL-DF). The proposed detector employs a list strategy based
on the signal constellation points to generate different candidates
for detection. Simulation results show that the proposed AA-CL-
DF successfully mitigates the error propagation and approaches
the performance for the oracle LMMSE algorithm.
Index Terms—Massive machine-type communication, succes-
sive interference cancellation, error propagation mitigation, mul-
tiuser detection.
I. INTRODUCTION
Massive machine type communications (mMTC) is one of
the main features of the fifth generation (5G) of wireless
communications systems. With its uplink-focused traffic, a
large number of devices send small packets of up to a few
bits sporadically [1], a scenario that differs from well-known
multiple-antenna systems.
Prior work on channel estimation and detection of devices
includes compressed sensing (CS) methods that outperform
conventional channel estimation and detection techniques [2].
Nonetheless, if the device activity detection is accurate, then
conventional techniques may be employed. As mMTC detec-
tion is an open problem, most of the works to date investigate
different approaches [3], [4], [5], [6].
In this paper, we introduce a novel strategy to improve a
decision feedback detector along with an activity-aware l0-
norm regularized recursive least squares (RLS) algorithm (AA-
CL-DF). Inspired by the concept of lists of vector candi-
dates, we mitigate the error propagation with the aid of a
successive interference cancellation (SIC) scheme and list of
symbol vector candidates. Simulations show that the AA-CL-
DF outperforms prior work with a competitive complexity.
The rest of this work is organized as follows: Section II
describes the system model. Section III presents the proposed
adaptive activity-aware constellation list decision feedback
detection, whereas Section IV details the proposed soft infor-
mation processing and decoding scheme. Section V examines
the complexity analysis of the proposed and existing tech-
niques, while the simulation results are shown and discussed
in Section VI. Section VII gives the conclusions of the work.
This work was supported in part by the National Council for Scientific and
Technological Development (CNPq) and in part by FAPERJ.
II. SYSTEM MODEL
In this work we assume the transmitted data symbols are
distributed as zero-mean Gaussian sequences, in a similar way
to Low-Active Code Division Multiple Access (LA-CDMA)
scenario [7]. Alternatively, one can also consider an access
point equipped with an antenna array with M antenna elements
[8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19],
[20], [21], [22], [36], [25], [24], [27], [26], [28], [30], [29],
[32], [33], [34], [39], [40], [37], [38], [31], [64], [43], [41],
[42], [47], [45], [46], [47], [48], [49], [50], [51], [52], [54],
[56], [57], [61], [62], [63], [64], [66], [67], [68], [69], [90],
[71], [91], [73], [74], [76], [77], [78]. In the multi-user uplink
context, N devices transmit data and metadata (pilots) taken
from the constellation set A at each time instant to a central
aggregation node. Considering a different per device activity
probability pn, each symbol xn is drawn from the augmented
alphabet A0, structured as an equi-probable finite alphabet A
(QPSK, for example), when the n-th device is active and zero
otherwise (A0 = A ∪ 0). The received signal associated with
a spreading factor M is given by:
y = Hx+ v, (1)
where the matrix H ∈ CM×N contains the spreading se-
quences and channel impulse responses to the base station
(BS), while v is the additive white Gaussian noise with
zero mean and covariance matrix E
[
vvH
]
= σ2vI. Fig. 1a
represents the scenario.
III. PROPOSED ADAPTIVE ACTIVITY-AWARE
CONSTELLATION LIST DECISION FEEDBACK DETECTION
In this section, we detail the proposed adaptive activity-
aware constellation list decision feeedback detecion scheme
that is inspired by prior work on decision feedback techniques
[7], [90] and list-based strategies [89], [6].
A. Adaptive Detection Design
Considering i as the time instant, the feedforward filters are
updated at each iteration and the feedback ones cancel the
already-determined signals [84]. In this way, the vector which
refers to feedforward and feedback filters can be written as
wn [i] =
{
wfn [i] , n = 1;[
wfn
T
[i] ,wbn
T
[i]
]T
, n = 2, . . . , N.
(2)
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Figure 1: QPSK Constellations difference.
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Fig. 1: (a) mMTC uplink multiple access scenario with N
devices sporadically active and (b) augmented QPSK alphabet.
and the augmented received vector,
yn [i] =
{
y [i] , n = 1;[
yT [i] , dˆTφn−1 [i]
]T
, n = 2, . . . , N.
(3)
where wn [i] =
[
wfn,1 [i] , . . . , w
f
n,M [i] , w
b
n,M+1 [i] , . . . ,
wbn,M+N [i]
]T
corresponds of both filters for the detected
symbol of the n-th device. The vectors dˆφn [i] and d˜φn [i]
denote the n-th detected symbols and corresponding output,
respectively, where φn ∈ {1, 2, . . . , N}. The output of the
detectors can then be represented as
d˜φn [i] = w
H
n [i]yn [i] . (4)
The receive filter is computed by the regularized RLS
algorithm, whose cost function is given by
Jn,j [i] =
i∑
l=0
λi−l
∣∣∣dˆj [l]−wHn [i]yn [i]∣∣∣2 + γ‖wn [i] ‖0 (5)
where 0 < λ ≤ 1 is the forgetting factor and ‖ · ‖0 denotes
l0-norm that counts the number of zero entries in wn and γ is
a non-zero positive constant to balance the regularization and,
consequently, the estimation error.
Approximating the value of the l0-norm [85], the regular-
ization in (5) can be rewritten as
‖wn [i] ‖0 =
2M∑
p=1
(1− exp (−β|wn,p [i] |)) . (6)
The parameter β regulates the range of the attraction to zero
on small coefficients of the filter [85]. Thus, taking the partial
derivatives for all entries i of the coefficient vector wtn in (6),
setting the results to zero and after some approximations, we
obtain
wn [i] = wn [i− 1] + k [i] ∗n [i]
−γ β sgn (wn,p [i]) fβ (wn,p [i]) (7)
where the function fβ (wn,p [i]) is given by
fβ (wn,p [i]) =
 β
2 (wn,p [i]) + β, −1/β ≤ wn,p [i] < 0;
β2 (wn,p [i])− β, 0 <≤ wn,p [i] ≤ 1/β;
0, otherwise.
(8)
To determine the detection order φn for the n-th DF detec-
tor, the set of candidate symbols are evaluated. Considering
Si as all indices of the symbols to be detected from the n-th
iteration (Si = {1, 2, . . . , N}−{φ1, . . . , φn−1}), the detection
order is determined by selecting the symbol associated with
the minimum LSE, as given by
φn = arg min
j∈Si
Jn,j [i] . (9)
As both the detection order and weights are updated at each
time i, we take a decision using the weight and the received
vector y at time i− 1, respecting the detection order φn.
B. Constellation-type lists
The constellation-type list is based on the multi-feedback
SIC [89] and the AA-MF-SIC method, first presented in [6],
that verifies if the previous estimate is reliable or not. To judge
that, a shadow area constraint is proposed, as in Fig.1b. If the
symbol drops into the shadow area, it is considered unreliable,
otherwise it is considered reliable.
Due to the fact that the augmented QPSK symbols (af ) do
not have the same a priori probabilities, there are different
radius of reliability. As shown in [6], better performance is
achieved if for the zero, the radius of reliability considered is
(1− 1/λn) and, otherwise, dth = 1/λn. Then, the presence
of the SAC reduces computational complexity.
If the soft estimate, after the SAC, is considered reliable, a
hard slice will be performed and the symbol xˆn will be used in
the feedback for the next stage. Otherwise, a candidate vector
called CL set L = [c1, c2, . . . , ck, . . . , cK ] ⊆ A0 is generated,
where is compound by the K nearest constellation points to
the soft decision zn. The candidate vector in the n-th stage,
is given by
bk =
 z1, · · · , zn−1︸ ︷︷ ︸
already detected symbols
, ck, · · · , bkj︸︷︷︸
Q[wHjykj ]
, · · · , bkN

T
(10)
where the candidate ck is used as the cancellation symbol in
the n-th stage and successively processing the remaining n+1
to N stages with the conventional SIC as
ykj = y
k
n −Hn ck −
j−1∑
p=n+1
Hpb
k
p. (11)
where Hn denotes the matrix obtained by taking the columns
n, n+1, . . . , N of H . Using the ML rule, the list selects the
best candidate according to
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Fig. 2: Block diagram of the AA-CL-DF scheme.
kopt = arg min
1≤k≤K
‖y −Hbk‖2. (12)
The ckopt is chosen to be the optimal feedback symbol for
the next stage as well as a more reliable decision for the
current stage. Fig. 2 shows the block diagram that describes
the proposed AA-CL-DF algorithm.
IV. PROPOSED SOFT INFORMATION PROCESSING AND
DECODING
We draw inspiration on [86] and [91] to propose an IDD
scheme that estimates and incorporates the probability of each
device being active in the mMTC scenario. In order to reduce
the complexity of the system, as our scheme does not require
matrix inversions, the complexity of the algorithm is lower
than other approaches.
As each device has a different activity probability ρn, the
a priori probabilities Pr (xn [t] = x) should take into account,
as
ρn + (1− ρn)Pr (xn [t] = x) , if
(
x1 and x2
)
= 0,
(1− ρn)Pr (xn [t] = x) , otherwise (13)
where the a priori probabilities are computed based on the
extrinsic LLRs Lzen [t], provided by the LDPC decoder, as
Pr (xn [t] = x) =
∑
x∈A0
x
(
Mc∏
z=1
[
1 + exp
(−xzLzen [t])]−1
)
,
(14)
where Mc represents the total number of bits of symbol x,
the superscript z indicates the z-th bit of symbol of x, in
xz (whose value is (+1,−1)). The bits are assumed to be
statistically independent of one another.
In order to initialize the iterative scheme, all Lzen [t] are
zero and, in the next iteration of the scheme, the new a priori
probabilities incorporates the probability that the n-th device
is active and the updated extrinsic LLR values.
As the output of the proposed receive filter has a large
number of independent variables, we can approximate it as
a Gaussian distribution [86]. Hence, we approximate dˆφn [t]
by the output of an equivalent AWGN channel with dˆφn [t] =
µn [i]xn [t]+bn [t]. Where at first, µn [t] = wHn [t]yn [t], while
for the following cases all xn are the previously detected
symbols. Thereat, the likelihood function P
(
dˆφn |x
)
is ap-
proximated by
P
(
dˆφn [t] |x
)
≈ 1
pi ζ2n [t]
exp
(
− 1
ζ2n [t]
|dˆφn [t]− µn [t]x|2
)
,
(15)
where the mean µn [t] = E
{
dˆφn [t]xn [t]
}
can be approxi-
mated by
µn [t] ≈ wHn [t]
(
t−1∑
p=1
λt−1−p yn [p]xn [p]
)
. (16)
As long as bn [t] are zero-mean complex Gaussian variables
with variance ζ2n [t] = var
{
dˆφn [t]
}
, we can write
ζ2n [t] ≈ wHn [t]
(
t∑
p=1
λt−p yn [p]yHn [p]
)
wn [t]− µ2n [i] .
(17)
Then, the extrinsic LLRs computed by the AA-VGL-DF
detector for the z-th bit (z ∈ {1, . . . ,Mc}) of the symbol xn
transmitted by the n-th device are given by
Lzcn [t] = log
∑
x∈A+1z Pr
(
dˆφn [t] |x
)
Pr (x)∑
x∈A−1z Pr
(
dˆφn [t] |x
)
Pr (x)
− Lzen [t] (18)
where A+1z is the set of 2Mc−1 hypotheses of x for which the
z-th bit is +1 (analogously for A−1z ).
V. COMPLEXITY ANALYSIS
The computational complexity of the proposed AA-CL-DF
scheme is given this section. In a nutshell, the complexity of
AA-CL-DF is given by the regularized RLS complexity added
by that of the CL algorithm. Considering N = M and K as
the number of candidates in the CL, AA-CL-DF has the same
order complexity as the state-of-the-art of algorithms, as seen
in Table Ia.
In order to further detail this, Fig. 3 compare the required
complex multiplications per symbol detection for a different
number of devices (N ). Both of them show that AA-CL-DF
has a lower complexity than other proposals with a better
performance.
Algorithm 1 Proposed IDD with AA-CL-DF
1. Initialization: M , N , ρ, ξ, γ, λ, Pn = ρ IM
% For training mode,
% For each metadata sequence dˆp [t] and yp,n [t],
2. Compute the Kalman gain vector
kn [t] = (Pn [t] yp,n [t])/(λ+ yHp,n [t] Pn [t] yp,n [t]);
3. Estimate d˜φn [t] = w
H
n [t] yp,n [t];
4. Update the error value with φn [t] = dˆp,φn [t]− d˜φn [t];
5. Update the filters with Eq. (7);
6. Update the auxiliary matrix
Pn [t] = λ−1
(
Pn [t]− kn [t] yHp,n [t] Pn [t]
)
;
7. Concatenate yn [t] with dˆφp,n [t];
8. Update the sequence of detection with Eq.(9);
% For decision-directed mode,
9. Compute the a priori probability with Eqs. (14) and (13);
10. Repeat steps 2. to 6.;
11. Evaluate the reliability of the soft estimation d˜φn [t] in the SAC
and proceeds with the internal list if it is judged as unreliable;
12. Update the sequence of detection with the output of 11;
13. Compute µφn [t] and ζ2φn [t] with Eqs. (16) and (17);
14. Verify the likelihood function P
(
dˆφn [t] |x
)
with Eq. (15);
15. Compute the LLR value according to Eq.(18).
Algorithm Complexity
Linear MMSE O(N3)
SA-SIC [4] O(N3)
AA-MF-SIC [6] O(N3)
AA-RLS [84] O(N2)
AA-RLS-DF O(N2)
AA-CL-RLS O(N2)
AA-CL-DF O(N2)
(a) Comparison of complexity or-
der.
Parameter Value
Num. devices N 128
Spread. gain M 64
Activity prob. [0.1, 0.3]
Modulation QPSK
Block size 128 symb.
Metadata 60
Data 68
(b) Simulation setup.
TABLE I: Details of algorithms: (a) complexity and (b)
simulation parameters.
VI. SIMULATION RESULTS
Averaging the result over 105 runs, we consider an uplink
under-determined mMTC system with the setup parameters
shown at Table Ib. All the simulated schemes experience
an independent and identically-distributed (i.i.d.) random flat-
fading channel model and the coefficients are taken from
complex Gaussian distribution of CN (0, 1).
Fig. 4 shows the net symbol error rate (NSER) which
considers only the active devices. LMMSE exhibits poor
performance since the system is under-determined. Due to
error propagation, SA-SIC [4] does not perform well. The
regularized version of RLS, AA-RLS presents a worse per-
formance than the AA-MF-SIC [6] but with the advantage
of does not need a explicit channel estimation. Inserting
the modified multi-feedback scheme in AA-RLS brings up a
notable SER gain, as seen in AA-CL-RLS results. The usage
of the decision feedback algorithm improves the performance
of both proposals, in a way to AA-CL-DF approaches the
lower bound. We considered that the Oracle LMMSE detector
has the knowledge of the index of nonzero entries.
For the coded systems with IDD, the scheme of Wang and
Poor [86] is modified for mMTC as shown in Section IV.
We use a LDPC matrix with 256 columns and 128 rows,
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Fig. 4: Symbol error rate vs. Average SNR. Perfect CSI, average SNR given
by 10 log
(
N σ2x/σ
2
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)
, δstd = 0.5, λstd = 0.998, δreg = 0.7, λreg = 0.92,
βreg = 10 and γ = 0.0001.
avoiding length-4 cycles and with 6 ones per column [92].
The Sum-Product Algorithm (SPA) decoder is used and the
average SNR is 10 log
(
NRσ2x/σ
2
v
)
, where R = 1/2 is the
rate of the LDPC code. Fig. 5 compares the BER results of
the considered algorithms and the AA-CL-DF. The hierarchy
of performance of the other considered algorithms is the same
as the uncoded case but with better error rate values.
For a comparison with imperfect channel estimation, we
considered Hˆ = H + E, where H represents the channel
estimate and E is a random matrix corresponding to the error
for each link. Each coefficient of the error matrix follows a
Gaussian distribution, i.e., ∼ CN (0, σ2e), where σ2e = σ2v/5.
The hierarchy of performance is almost the same obtained in
perfect channel estimation assumption, differentiating only at
the fact that the AA-MF-SIC is more suitable to the imperfect
CSI than the schemes with the regularized RLS, as seen in
Figs. 6 and 7.
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VII. CONCLUSIONS
We have proposed the design of the AA-CL-DF scheme,
for mMTC scenarios. In this context, compared with previous
works, we have presented an l0-norm regularized RLS decision
feedback algorithm with the aid of a list based on constellation
candidates. With a competitive complexity, simulations have
shown that AA-CL-DF significantly outperforms existing ap-
proaches.
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