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1 .  I N T R O D U C C I Ó N  
1.1. MOTIVACIÓN 
El departamento de ESAII ha trabajado con ADIF en un proyecto de visualización 
georeferenciada de la red ferroviaria Española. La compañía ADIF trabaja en la 
creación de una base de datos con la información de toda la red ferroviaria de España, 
el proyecto desarrollado por el departamento de ESAII consiste en poder mostrar 
imágenes de cualquier punto de esta red mediante la creación de una base de datos 
videográfica. 
Para la creación de esta base de datos, el departamento de ESAII grabó el recorrido del 
tren con diversas cámaras de alta resolución, y desde distintos ángulos para obtener 
distintas vistas del recorrido del tren. Cada una de las imágenes lleva asociada su 
posición ya que el vehículo había sido sensorizado.  
Una vez ya hecho este proyecto, y aprovechándonos de las imágenes de esta base de 
datos videográfica, se trabajará con las imágenes para conseguir inventariar 
automáticamente los objetos con los que se va encontrado el tren; esto son: las 
señales, los postes eléctricos, los PKs y demás objetos fijos con los que el tren se va 
cruzando durante el transcurso de su recorrido; además de intentar conseguir el 
entorno 3D del recorrido del tren con estos objetos inventariados. 
La detección, segmentación, localización y reconocimiento de objetos en imágenes es 
uno de los problemas clásicos de la Visión por Computación. La solución de estos 
problemas se basa en algoritmos muy costosos en cuanto a tiempo, y al tratarse de 
imágenes en alta resolución, estos procesos son más costosos aún. 
Así pues, el proyecto nace de la necesidad de reducir el tiempo de procesamiento de 
imágenes en alta definición de una forma eficiente y aprovechándonos de la potencia 
de cálculo en paralelo que nos ofrecen las GPU/VGA. 
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NVIDIA ha creado un conjunto de herramientas que permiten a los programadores 
utilizar las GPUs de las tarjetas gráficas, para que trabajen en paralelo. CUDA (Compute 
Unified Device Architecture), que es como se llama a la tecnología desarrollada por 
NVIDIA, fue publicada por primera vez 2007. Siendo esta, una tecnología bastante 
moderna, y con bastante proyección de futuro. 
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1.2. OBJETIVOS DEL PROYECTO 
El objetivo a cubrir durante el desarrollo del proyecto es, a partir de las imágenes 
obtenidas por la cámara del tren, elegir e implementar un algoritmo general de 
detección y segmentación de objetos. Tras analizar los costes de ejecución de este 
algoritmo optimizaremos el programa paralelizándolo con la tecnología CUDA para 
poder hacer un análisis de mejora del tiempo de ejecución del algoritmo al paralelizar 
el algoritmo y ejecutarlo sobre las GPU/VGA. 
Dentro del objetivo del proyecto nos encontramos con el objetivo implícito importante 
que consiste en la familiarización con la tecnología CUDA para poder implementar 
sobre esa tecnología aquellos algoritmos con muchas iteraciones con independencia 
de datos entre ellas. 
Entrarían, también, dentro del objetivo del proyecto las tareas de creación de un 
entorno de trabajo con múltiples tecnologías como son: C++, CUDA, OpenGL, así como 
la utilización de bibliotecas de Visión por Computador con OpenCV para tratar las 
imágenes. Además se mostrarán los objetos encontrados de forma georeferenciada en 
una interfaz sencilla y atractiva. 
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1.3. ÁMBITO DEL PROYECTO 
Dentro del Ámbito del proyecto, entrarán los siguientes puntos. 
• Extraer las imágenes de los archivos de vídeo facilitados. 
• Estudiar qué algoritmo nos es conveniente para nuestros propósitos. 
• Implementar una primera versión del algoritmo para garantizar la efectividad 
del algoritmo elegido. 
• Implementar la versión final del algoritmo paralelizada e implementada con la 
tecnología de CUDA. 
• Generar una lista con la tupla (objeto, posición) con todos los objetos 
encontrados en el video. 
• Crear un programa que muestre en 3D los objetes obtenidos. 
 
No entran dentro del ámbito del proyecto: 
• Obtener los vídeos. 
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2 .  E S Q U E M A  G E N E R A L  
En este apartado con algunos diagramas esquemáticos explicaremos todo el conjunto 
de aspectos que abarcan el proyecto. Lo haremos de forma esquemática para poder, 
en los próximos capítulos, explicar con detalle todos los puntos que componen el 
proyecto. 
 
2.1. ESQUEMA INICIAL 
 
 
Figura 2.1 - Esquema general del proyecto 
• Con una cámara en el frontal de un tren tenemos grabado todo el trayecto del 
recorrido del tren. 
• De este vídeo podemos extraer sus imágenes y enviárselas a nuestro software 
que las analice y extraiga los objetos que encuentre. 
• El resultado de aplicar nuestro software será el obtener una base de datos con 
los objetos y su localización; y una aplicación 3D navegable con estos objetos 
encontrados. 
 
  
26 
 
2.2. ESQUEMA DE LA PARTE SOFTWARE DEL PROYECTO 
 
Figura 2.2 - Esquema de la parte 
Software del proyecto 
 
Partimos del vídeo captado por el tren. 
 
De este vídeo obtenemos las imágenes de aquel tramo del 
vídeo que queramos analizar. 
 
Con estas imágenes se las enviamos a nuestro algoritmo, 
que nos devuelve una lista con tuplas Objeto; Posición para 
cada objeto encontrado en las imágenes. 
 
 
 
Con esta lista de objetos se las pasamos como parámetro 
de entrada a un último programa desarrollado en OpenGL 
que nos muestra en una ventana la visualización de  un 
entorno 3D con los objetos. 
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3 .  A L G O R I T M O  D E  B Ú S Q U E D A  Y  
S E G M E N T A C I Ó N  D E  O B J E T O S  
Para una mejor comprensión de los próximos capítulos, a continuación explicaremos, 
sin entrar en detalle de implementación, el algoritmo utilizado para efectuar la 
búsqueda y segmentación de objetos. 
En los próximos capítulos siempre que hablemos del algoritmo de búsqueda y 
segmentación de objetos, nos referiremos a este algoritmo. 
 
3.1. ALGORITMO BASADO EN GRID DE TRACKING 
WINDOWS. 
El algoritmo de detección y segmentación de Objetos utilizado es un algoritmo basado 
en Ventanas de Seguimiento (Tracking Window). 
Las Tracking Window utilizados son fragmentos rectangulares de la imagen que son 
buscados en el resto de imágenes consecutivas, de esta forma podemos ver el 
desplazamiento que ha tenido el objeto que había dentro de la ventana de 
seguimiento. 
Nuestro algoritmo divide la imagen inicial en múltiples ventanas de seguimiento 
iguales. Esta división se realiza en forma de grid para abarcar así todo el área de la 
imagen. Cada una de estas ventanas se buscará una a una en la siguiente imagen, al 
encontrarlas podremos ver el desplazamiento que ha sufrido la imagen/el objeto que 
se haya dentro de esta ventana de seguimiento. De esta forma, al analizar todas las 
ventanas, podemos obtener un mapa de desplazamientos de las ventanas de 
seguimiento. 
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Figura 3.1 - Imagen con las ventanas de seguimiento 
 
Sin embargo, antes de lanzarnos a buscar todas las ventanas indiscriminadamente 
haremos un primer filtrado de aquellas ventanas que no son interesantes para el 
seguimiento. 
Para esto, primero aplicamos una máscara donde eliminamos de la imagen aquellas 
zonas donde no nos interesa buscar, como son los bordes de las imágenes así como la 
vía. De esta forma reducimos considerablemente el número de ventanas a buscar. 
 
Figura 3.2 - Ejemplo de mascara de eliminación de ventanas no útiles 
Después de aplicar la máscara, filtraremos aquellas ventanas que contengan poca 
información como pueden ser aquellas que correspondan a trozos de cielo. Para hacer 
este filtrado nos ayudamos de aplicar la función de Sobel a la imagen. 
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Figura 3.3 - Resultado de la imagen al aplicarle la función de Sobel 
Con las ventanas que nos quedamos buscaremos en la siguiente imagen, que 
corresponde con el siguiente frame del vídeo, donde están. De esta forma 
obtendremos el desplazamiento de las Tracking Windows. 
Este proceso es el más costoso del algoritmo, ya que para cada una de las ventanas 
hay que buscar cual es la mejor posición en la siguiente imagen. A la hora de 
implementarlo este es el proceso que más nos interesa optimizar y paralelizar 
mediante CUDA. 
Una vez obtenidos todos los desplazamientos de las ventanas de seguimiento los 
podemos pintar para obtener una imagen en pseudo 3D con el mapa de 
desplazamiento de la imagen. De esta forma podemos extraer los objetos que serán 
las ventanas de seguimiento que tengan un desplazamiento parecido. 
 
Figura 3.4 - Resultado pseudo 3D del desplazamiento de las ventanas de seguimiento 
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3.1.1. DETECCIÓN DE OBJETOS 
A partir de estas imágenes, podemos apreciar un par de cosas: 
• Los objetos que ocupan más de una ventana de seguimiento sus ventanas 
tienen un desplazamiento parecido. 
• Cuanto más cerca está el objeto, mayor es su desplazamiento hacia el 
observador. 
 
Al analizar estas imágenes podremos separar aquellas ventanas que tienen un 
desplazamiento común y diferenciado del “paisaje” de la imagen. 
 
Mediante un algoritmo de barrido horizontal extraemos los contornos de los posibles 
objetos: 
 
 
Figura 3.5 - Imagen con el contorno de los posibles objetos 
Al ir iterando por las imágenes nos vamos almacenando estas imágenes de contornos. 
De esta forma al analizarlas en forma secuencial podremos descartar aquellos 
contornos aparecidos a consecuencia del ruido de las imágenes además de obtener los 
contornos de los objetos. 
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Con estos contornos, y con las imágenes a las que corresponden, podemos obtener los 
objetos diferenciados del fondo así como su posición respecto al comienzo del vídeo. 
 
Figura 3.6 - Imagen del objeto encontrado 
 
Estos objetos son almacenados en disco, así como su distancia respecto al comienzo 
del vídeo y su posición en la imagen. 
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3.2. ESQUEMA ALGORITMO DE BÚSQUEDA Y 
SEGMENTACIÓN DE OBJETOS 
 
33 
 
 
Figura 3.7 - Esquema del algoritmo de búsqueda  
y segmentación de objetos 
 
Este algoritmo se verá explicado en detalle en los próximos capítulos. 
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4 .  A R Q U I T E C T U R A  D E L  S O F T W A R E  
4.1. ANÁLISIS DE REQUISITOS 
El análisis de requisitos es una parte fundamental de todo proyecto, puesto que, es 
dónde se define qué tiene que hacer el sistema desarrollado (requisitos funcionales) y 
qué aspectos, sin incluir la funcionalidad del sistema, son importantes a la hora de 
diseñar y llevar a cabo el proyecto (requisitos no funcionales). 
 
A continuación se describen los requisitos funcionales y no funcionales. 
 
4.1.1. REQUISITOS FUNCIONALES 
La aplicación de detección y segmentación de objetos, está pensada para que sea una 
aplicación de pre-proceso, con una sencilla utilización y mostrando los resultados que 
se van consiguiendo. 
Los requisitos que tiene que cumplir la aplicación son: 
• Poder extraer un conjunto de objetos así como su posición relativa al vídeo, a 
partir de las imágenes del video. 
• Mostrar por la consola de comandos los procesos que se van ejecutando así 
como sus costes y resultados en tiempo real. 
 
La aplicación de Visor de Objetos, será una aplicación sencilla donde mostraremos en 
un entrono en 3 dimensiones los objetos encontrados en el algoritmo anterior 
manteniendo una referencia de la posición de ellos. 
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Los requisitos que tiene que cumplir esta aplicación de Visor de Objetos son: 
• Poder ver los objetos encontrados en un entorno 3D que permita la navegación 
por parte del usuario. 
• Carga y descarga de texturas, de forma dinámica, para no depender de la 
potencia de la tarjeta gráfica. 
4.1.2. REQUISITOS NO FUNCIONALES 
El desarrollo del proyecto precisará de la siguiente infraestructura inicial. 
• Videos en Alta Definición (1440x1080 píxeles) de diversos recorridos del tren. 
Para poder ejecutar el programa de detección y segmentación de objetos, se precisará 
de los siguientes requisitos. 
• Sistema Operativo Windows de 32 bits, Windows XP. 
• Tarjeta gráfica NVIDIA con soporte de CUDA. 
• Disco duro: 
Se precisará de un disco duro con capacidad suficiente para almacenar los 
vídeos, así como su segmentación en imágenes y los objetos resultantes de 
la aplicación del algoritmo. 
Los vídeos pesan 11GigaBytes, por lo que sería recomendable de tener al 
menos 27,5 GigaBytes de espacio libre para poder analizar todo el vídeo. 
 
Para poder ejecutar el Visor de Objetos, se precisará de los siguientes requisitos: 
• Sistema Operativo Windows de 32 bits, Windows  XP o superior. 
• Tarjeta de vídeo compatible con OpenGL. 
• Disco duro: 
Los objetos extraídos se componen de imágenes de 1,5 MB, por lo que se 
precisa capacidad de disco suficiente como para almacenar todos los 
objetos. Esta capacidad nunca alcanzará al tamaño original del vídeo. 
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4.2. DIAGRAMA DE CLASES. 
El siguiente diagrama describe la estructura de la aplicación de búsqueda y 
segmentación de objetos, mostrando las clases, sus atributos, y las relaciones que hay 
entre clases. 
 
 
Figura 4.1 - Diagrama de clases del programa de búsqueda y segmentación de objetos 
 
• CUDAapp: 
Es la clase principal donde se encuentra el bucle principal de la aplicación, que 
es el que va iterando por las distintas imágenes.  
• GestionImagenes: 
Es la clase que se encarga de gestionar las imágenes extraídas del vídeo. 
 
• Imagen 
Es la clase que almacena de una misma imagen su visualización en color, blanco 
y negro, y su imagen resultante del operador de Sobel.  
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• TrackingWindowsEngine 
Es la clase que se encarga de analizar que Tracking Windows hay que buscar. 
 
• TrackingWindow 
Almacena la posición y la imagen a la que corresponde la Ventana de 
Seguimiento. 
 
• searchEngine.cu 
Controlador que se encarga de hacer la llamada de búsqueda de Tracking 
Windows. 
 
• searchEngine_kernel.cu 
Funciones que ejecutan sobre CUDA los diversos algoritmos de búsquedas. 
 
• TratarVectores 
Es la clase que se encarga de gestionar los diversos vectores de 
desplazamientos, así como encontrar los objetos a partir de estos. 
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4.3. MODELO DE CASOS DE USO 
En el modelo de casos de uso se definen los casos de uso del sistema y la relación 
existente entre ellos, si es que existe. Un caso de uso es un documento que describe 
una secuencia de acontecimientos que realiza un actor (agente externo al sistema) que 
usa el sistema para llevar a cabo un proceso. 
El Actor que interactúa con el sistema lo llamaremos Usuario. Ya que no discriminamos 
la ejecución de los programas a ningún tipo de usuarios de estos. 
Los Casos de Uso que corresponden con los programas desarrollados para el proyecto 
son los siguientes: 
 
 
Figura 4.2 - Diagramas de Casos de Uso 
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4.3.1. CASO DE USO: GENERAR OBJETOS 
Caso de uso: Generar Objetos. 
Ámbito: Programa Búsqueda y Segmentación de Objetos. 
Actores: Usuario del sistema. 
Propósito: Extraer los objetos del conjunto de imágenes que forman el vídeo. 
Resumen: El usuario preparará el sistema de archivos para que el software encuentre 
las imágenes y ejecutará el programa. 
Tipo: Primario y esencial. 
Curso típico acontecimientos: 
Acciones de los Actores Respuesta del sistema 
1 Obtención de las imágenes del video a 
tratar. 
2  Generar fichero data.txt 
3 Crear carpeta /data en la carpeta donde 
está el ejecutable del programa, con las 
imágenes del video y el fichero de datos. 
4 Ejecutar programa 
 
 
 
 
 
 
 
 
5 El sistema generará un fichero de salida con 
la posición de los objetos y un conjunto de 
imágenes “bmp” 
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4.3.2. CASO DE USO: CONFIGURAR EL ENTORNO 
Caso de uso: Configurar el Entorno. 
Ámbito: Programa Visualización de Objetos. 
Actores: Usuario del sistema. 
Propósito: El usuario podrá visualizar los objetos en un entorno 3D navegable. 
Resumen: El usuario preparará el sistema de archivos para que el software encuentre 
los objetos y ejecutará el programa. 
Tipo: Primario y esencial. 
Curso típico acontecimientos: 
Acciones de los Actores Respuesta del sistema 
1 Mover el fichero de los objetos así como 
sus imágenes a la carpeta donde está el 
ejecutable del programa. 
2 Ejecutar programa 
 
 
 
 
 
3 El sistema generará una ventana Windows 
navegable con una visualización en 3D con los 
objetos. 
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4.3.3. CASO DE USO: NAVEGAR POR EL ENTORNO 
Caso de uso: Navegar por el Entorno. 
Ámbito: Programa Visualización de Objetos. 
Actores: Usuario del sistema. 
Propósito: El usuario navegará por un entorno 3D donde se visualizarán los objetos. 
Resumen: Mediante el uso del ratón y del teclado el usuario navegará por un entorno 
en 3 dimensiones donde se visualice los objetos. 
Tipo: Primario y esencial. 
Acciones de los Actores Respuesta del sistema 
1 Utilización de las teclas de dirección del 
teclado, o mover el ratón haciendo clic 
izquierdo sobre la ventana en 3D.  
 
 
 
 
2 El sistema reaccionará a la interacción 
del usuario mostrando los objetos dentro 
del campo de visión en entorno en 3 
dimensiones. 
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4.3.4. CASO DE USO: VER IMAGEN ACTUAL 
Caso de uso: Ver Imagen Actual. 
Ámbito: Programa Visualización de Objetos. 
Actores: Usuario del sistema. 
Propósito: El sistema mostrará el usuario la imagen que corresponde con lo que 
muestra el entorno virtual. 
Resumen: El usuario con el teclado indicará al sistema que quiere ver la imagen del 
vídeo que corresponde con la visión frontal de su posición en el entorno virtual 3D. 
Tipo: Primario y esencial. 
Acciones de los Actores Respuesta del sistema 
1 Presionar la tecla del teclado 
correspondiente a mostrar la imagen 
Actual. 
 
 
 
2 El sistema creará una segunda ventana 
donde mostrará en cada momento la 
imagen que corresponde a la posición del 
usuario en el entorno virtual. 
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4.4. DIAGRAMA DE SECUENCIA 
En este apartado se explican los diagramas de secuencias del Algoritmo de Generación 
de Objetos. 
4.4.1. EJECUCIÓN CUDAAPP 
 
Figura 4.3 - Diagrama de secuencia: Ejecución CUDAapp 
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4.4.2. GESTOR DE IMÁGENES 
getImagenInicial() 
 
Figura 4.4 - Diagrama de secuencia: getImagenInicial() 
Función: getImagenInicial 
Datos de entrada: --- 
Datos de Salida: Imagen 
Resumen: La función devuelve la imagen del frame actual a analizar. 
 
 
getImagenFinal() 
 
Figura 4.5 - Diagrama de secuencia: getImagenFinal() 
Función: getImagenFinal 
Datos de entrada: --- 
Datos de Salida: Imagen 
Resumen: La función devuelve la imagen del frame siguiente a analizar. 
 
46 
 
4.4.3. CARGA DE IMÁGENES 
MyImagen() 
Figura 4.6 - Diagrama de secuencia: <<creadora>> MyImagen 
 
Función: <<creadora>> MyImagen 
Datos de entrada: Dirección del archivo de la imagen, dirección del archivo de la 
máscara si precisa 
Datos de Salida: -- 
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Resumen: Se crearán 3 imágenes a partir del archivo de la imagen, una imagen con la 
imagen a color, otra con la imagen en escala de grises, y una tercera imagen con el 
Sobel de la imagen en escala de grises. 
Si se ha definido una máscara esta se cargará y se le aplicará a la imagen con el 
resultado del Sobel. 
Función: Sobel 
Datos de entrada: imagen en escala de grises. 
Datos de Salida: imagen en escala de grises con el resultado de aplicar Sobel a la 
imagen de entrada. 
Resumen: Se aplicará la función de Sobel a la imagen de entrada. Y se retornará la 
imagen resultante. 
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4.4.4. TRACKING WINDOWS ENGINE 
getTrackingWindowsToSearch() 
Figura 4.7 - Diagrama de secuencia: getTrackingWindowsToSearch() 
 
Función: getTrackingWindowsToSearch 
Datos de entrada: -- 
Datos de Salida: Listado con las tracking Windows que son interesantes de analizar ya 
que contienen información. 
Resumen: Para cada una de las posibles Tracking Windows se mirará si es interesante 
tratarla, o si por lo contrario, la podemos descartar. Para ello miraremos que el valor 
de Sobel de una ventana sea superior a un lindar. 
 
 
49 
 
4.4.5. SEARCH ENGINE 
 
searchCUDA() 
 
Figura 4.8 - Diagrama de secuencia: searchCUDA() 
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Función: searchCUDA 
Datos de entrada: -- 
Datos de Salida: Lista con los vectores desplazamientos de las Tracking Windows 
Resumen: Calcula el Offset entre las dos imágenes, y llama a calcular los vectores 
desplazamientos de las Tracking Windows. 
 
Función: Calcular Offset de la imagen 
Datos de entrada: Lista con los las diferencias de las 2 imágenes para cada píxel de una 
Traking Window. 
Datos de Salida: Offset (en X y en Y) de las dos imágenes, causado por la vibración de 
la cámara. 
Resumen: Recorro la lista de las diferencias de las dos imágenes hasta quedarme con 
el píxel que genera la de menor diferencia. El Offset es calculado como la diferencia en 
X y en Y de la posición encontrada del píxel, y la posición que debería ocupar si no 
hubiera ruido. 
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searchCUDAvectores() 
 
Figura 4.9 - Diagrama de secuencia: searchCUDAvectores() 
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Función: searchCUDA() 
Datos de entrada: imgInciail, imgFinal, twts, offset. 
Datos de Salida: Lista con los vectores desplazamientos de cada Tracking Window 
Resumen: Para cada Tracking Window, que se ejecutarán en paralelo, para cada píxel 
del área de búsqueda se hace una comparación con la Tracking Windows a buscar. El 
mejor resultado se almacena como mejor Ventana. Se calcula su desplazamiento 
referente a su posición original, y se añade (este desplazamiento) a un vector que al 
finalizar todas las ejecuciones en paralelo se retornará como valor de la función. 
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5 .  I M P L E M E N T A C I Ó N  
En este capítulo se explicarán las consideraciones, a nivel de implementación, que se 
han realizado a lo largo del desarrollo del proyecto. A diferencia del capítulo anterior, 
en el que se explicaba el diseño, no se realizará una descripción exhaustiva de todo el 
sistema y los distintos componentes que forman parte de él, sino que se intentarán 
comentar los aspectos más relevantes.  
5.1. TECNOLOGÍAS UTILIZADAS 
En este apartado explicaremos las tecnologías elegidas para el desarrollo del proyecto. 
• Visual Studio 2005 
• C++ 
• OpenCV 
• CUDA 
• OpenGL 
 
VISUAL STUDIO 2005 
Microsoft Visual Studio es un entorno de desarrollo integrado desarrollado por 
Microsoft para sistemas Operativos Windows. 
Un entorno de desarrollo integrado desarrollado (IDE, acrónimo de Integrated 
Development Environment) es un entorno de programación que ha sido diseñado 
como un solo programa que contiene un editor de código, un compilador, y depurador 
de código e incluso un constructor de interfaz gráfica. 
Los IDEs también pueden dar soporte para la integración y utilización de varios 
lenguajes de programación. 
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Existen múltiples entornos de desarrollos en el mercado, tanto de versiones 
comerciales como entornos de desarrollos libres. Ejemplos de algunos de estos IDEs, 
además de la distintas versiones de Microsoft Visual Studio, pueden ser Eclipse, Qt 
Creator, NetBens, C++Builder, .. 
 
El entorno de trabajo para el desarrollo del proyecto ha sido Microsoft Visual Sudio 
2005 Profesional Edition. 
Este entorno nos permite una fácil integración de las distintas tecnologías elegidas 
para el desarrollo del proyecto dentro del mismo entorno de desarrollo. Además nos 
ofrece altas funcionalidades de Depuración de código muy utilizado durante el 
desarrollo del proyecto. 
 
C++ 
C++ es un lenguaje de programación diseñado a mediados de los años 1980 por Bjarne 
Stroustrup. La intención de su creación fue la de extender el exitoso lenguaje de 
programación C permitiendo la manipulación de objetos. 
El nombre C++ fue propuesto por Rick Mascitti en el año 1983, cuando el lenguaje fue 
utilizado por primera vez fuera de un laboratorio científico. Antes se había usado el 
nombre "C con clases". C++ significa "incremento de C" y se refiere a que C++ es una 
extensión de C. 
 
La elección del lenguaje de programación C++ como lenguaje principal para la 
implementación de los algoritmos del proyecto, radica en la facilidad de integración 
para con las demás tecnologías utilizadas en el proyecto. 
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OPENCV 
OpenCV Es una biblioteca de libre de Visión por Computador desarrollada por Intel en 
1999. Esta biblioteca es un conjunto de librerías escritas en C y C++ optimizadas, 
aprovechando además las capacidades de los procesadores multi-núcleo. OpenCV 
puede además utilizar el sistema de las Primitivas de Rendimiento Integradas de Intel, 
que son un conjunto de rutinas y subrutinas de bajo nivel propias de los procesadores 
Intel.  
 
Dentro del proyecto hay una gran carga de funcionalidades propias de la Visión por 
Computación, como son la carga y descarga de imágenes desde el disco duro, crear 
imágenes, modificar imágenes e incluso aplicar distintos algoritmos propios de la 
Visión de Computación como son el Sobel o la transformación en escala de grises de 
una imagen. 
Para todas estas funciones se ha utilizado la biblioteca de OpenCV. 
 
CUDA 
CUDA, acrónimo de (Compute Unified Device Architecture), es la tecnología 
desarrollada en 2007 por NVIDIA. Esta tecnología permite la codificación de algoritmos 
sobre las GPUs de las tarjetas gráficas de la marca NVIDIA. 
CUDA funciona sobre todas las GPUs NVIDIA de la serie G8X en adelante, además de 
ser compatible con los clusters de GPUs Tesla de NVIDIA, que están pensados y 
diseñados como centros de cálculos para responder a las necesidades de los CPD 
(Centro de Procesamientos de Datos) de las grandes empresas sin la necesidad de 
adquirir un supercomputador. 
La tecnología de CUDA, es una tecnología bastante moderna y con mucha proyección 
de futuro. CUDA dará soporte al estándar OpenCL en los próximos años. 
OpenCL (Open Computing Language) es el estándar para la programación paralela para 
los diversos sistemas futuros y actuales. 
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En el próximo capítulo explicaremos más detalladamente la estructura de CUDA, y 
como hemos implementado las mejoras de nuestro algoritmo en CUDA.  
 
OPENGL 
OpenGL (Open Graphics Library) es la especificación libre y estándar de la API para 
escribir aplicaciones que muestren gráficos 2D y 3D aprovechándose de las 
capacidades de las tarjetas gráficas. 
La visualización de los objetos detectados se hace mediante OpenGL en un entorno 3D 
que representa el recorrido del tren pero mostrando únicamente los objetos, y 
ocultando el paisaje. 
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5.2. CONFIGURACIÓN DEL ENTORNO. 
Como hemos comentado anteriormente, el proyecto se compone de dos programas. 
Un primer programa que utilizará la tecnología CUDA de NVIDIA para detectar y 
segmentar los objetos de las imágenes. Y un segundo programa para poder visualizar 
estos objetos sobre un entorno 3D. 
Al tratar con el desarrollo de dos programas distintos se han configurado 2 entornos 
de desarrollos diferenciados. 
 
5.2.1. PROGRAMA DE DETECCIÓN Y SEGMENTACIÓN DE OBJETOS. 
Para el programa de detección y segmentación de objetos utilizaremos las siguientes 
tecnologías: C++, OpenCV y CUDA. 
Para poder utilizar las librerías de OpenCV en un programa escrito en C++ se tienen 
que seguir los siguientes pasos: 
Obtener OpenCV: Open CV es una librería libre de Computer Vision y como tal 
se puede descargar libremente de Internet. Para ello solo hay que acceder a la 
página web del proyecto en sourceforge y descargárselo. 
http://sourceforge.net/projects/opencvlibrary/ 
Una vez descargado antes de poder utilizar las librerías hay que compilarlas en 
nuestra máquina. Para ello OpenCV dispone de un make que hay que ejecutar 
para que se compilen todas las librerías. En la documentación que OpenCV 
adjunta al descargarse se especifica como instalar OpenCV correctamente. 
Una vez ya está correctamente instalado podemos utilizar las funciones de sus 
librerías mediante la inclusión de las siguientes cabeceras: 
#include "cv.h" 
#include "highgui.h" 
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cv.h hace referencia a todas las funciones propias de la Visión por Computador, 
mientras que highgui.h hace más referencia a todo lo relacionado con las 
interfaces, ya sea el front-end de la aplicación, o la gestión interna de carga, 
descarga y guardado de imágenes. Para más información y la lista de funciones 
de las librerías, se puede consultar la documentación de OpenCV incluida como 
anexo. 
Los directorios de inclusión adicionales que se necesitan para poder compilar y 
ejecutar un código que utilice estas librerías se encuentran en: 
[...]\OpenCV\cxcore\include 
[...]\OpenCV\otherlibs\highgui 
[...]\OpenCV\cv\include 
El directorio de las bibliotecas adicionales que hay que incluir en el compilador 
es el siguiente: 
[...]\OpenCV\lib 
 Las bibliotecas a incluir a la hora de ejecutar el código son las siguientes: 
En modo depuración: 
odbc32.lib odbccp32.lib cxcored.lib cvd.lib highguid.lib 
En modo release: 
odbc32.lib odbccp32.lib cxcore.lib cv.lib highgui.lib 
 
Para poder utilizar las librerías de CUDA en un programa escrito en C++ se tienen que 
seguir los siguientes pasos: 
En la página oficial de CUDA podemos descargar la última versión de CUDA para 
el Sistema Operativo que dispongamos: Windows XP, Vista o 7 de 32-bits o 64-
bits; Linux 32-bit o 64-bit; MacOS. 
http://www.NVIDIA.es/object/cuda_get_es.html 
nVida proporciona además de los drivers necesarios para ejecutar CUDA, un 
SDK así como múltiples ejemplemos de código para diversos sistemas 
operativos en C/C++ y Python. Además de toda la documentación necesaria 
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para poder comenzar a utilizar CUDA así como una guía de buenas prácticas de 
programación. 
En nuestro Proyecto utilizamos la versión 2.2 para Windows XP de 32-bit. 
 
Entre los ejemplos que trae el SDK de CUDA se encuentra un template con todo 
el entorno de desarrollo ya preparado para poder programar con CUDA. 
Utilizar este template para la creación de nuestro proyecto es la mejor forma 
para desarrollar un proyecto que utilice CUDA. Si no se quiere utilizar este 
template podemos optar por configurar manualmente todos los parámetros del 
entrono de desarrollo o utilizar addons de Visual Studio 2005 como puede ser 
el “custom build rule for Visual Studio 2005 developed by JaredHoberock” que 
crea una plantilla de proyecto del tipo CUDAWin32APP seleccionable desde el 
wizard de creación de nuevos proyectos de Visual Studio 2005. 
 
CUDA además permite ejecutar y compilar el código en modo emulación. Y de esta 
forma poder probar el funcionamiento de un código en un maquina sin una tarjeta 
gráfica que soporte CUDA. Sin embargo el rendimiento será muy bajo.  
En las propiedades del proyecto se podrá especificar este flag en el apartado de CUDA: 
 
Figura 5.1 - Propiedades del Proyecto CUDA para seleccionar el modo Emulación. 
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5.2.2. PROGRAMA DE VISUALIZACIÓN 3D DE LOS OBJETOS 
Para el programa de visualización 3D de los objetos, utilizaremos las siguientes 
tecnologías: C++, OpenGL y OpenCV. 
Para poder utilizar las librerías de OpenGL en un programa escrito en C++ se tienen 
que seguir los siguientes pasos: 
Desde la página oficial de OpenGL se puede descargar el GLUT (OpenGL Utility 
Toolkit) para la plataforma que se desee.  
Una vez ya está correctamente instalado podemos utilizar las funciones de sus 
librerías mediante la inclusión de las siguientes cabeceras: 
#include <GL/glut.h> 
#include <GL/glaux.h> 
A diferencia de OpenCV no se precisará definir ningún directorio de inclusión 
adicional ni especificar ninguna biblioteca adicional.  Simplemente tenemos que 
definir las bibliotecas a incluir a la hora de ejecutar el código 
opengl32.lib  glu32.lib  glut32.lib glaux.lib 
El programa también precisará de la configuración de las librerías de OpenCV para 
trabajar el manejo de imágenes. Esta configuración del entorno se hace de la misma 
manera que para el programa de detección y segmentación de Objetos. 
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5.3. DETALLES DE IMPLEMENTACIÓN 
A continuación detallaré la implementación de aquellas partes más significativas e 
importantes del desarrollo del proyecto. 
5.3.1. TAMAÑO DE LAS TRACKING WINDOWS 
Durante todo el proyecto, cuando hablamos de las ventanas de seguimiento, nos 
referimos a ventanas cuadradas de 32x32 píxeles. 
La elección de elegir ventanas de 32x32 y no ventanas de 16x16 o de 64x64 radica en 
el tamaño de las imágenes origen, y en lo que realmente queremos encontrar en estas 
ventanas. 
Mientras que con una ventanas de 64x64 son tan grandes que impedirían el 
seguimiento de objetos de mediano tamaño. Las ventas de 16x16 son demasiadas 
pequeñas para que dentro de ellas hubiera suficiente información significativa como 
para que no nos diera errores de posicionamiento a la hora de la buscarlas en la 
siguiente imagen. 
Por temas de optimización en la ejecución del código solo consideraremos ventanas 
cuadradas en potencia de 2. 
 
5.3.2. OPERADOR DE SOBEL 
Para varios algoritmos utilizados en el proyecto, como con el algoritmo de filtrado de 
Tracking Windows, haremos uso del Operador de Sobel. 
El Operador Sobel aplicado sobre una imagen (en escala de grises) calcula los bordes 
de lo que se muestra en la imagen obteniendo el gradiente de la intensidad de brillo 
para cada punto, mostrando qué tan bruscamente o suavemente cambia una imagen 
en cada punto analizado de esta forma determinando los bordes en la imagen. 
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Matemáticamente, el operador de Sobel utiliza dos kernels de 3x3 elementos para 
calcular aproximaciones a las derivadas. Un kernel para los gradientes horizontales y 
otro para los verticales. 
Si definimos A como la imagen original y Gx y Gy como los dos kernels que representan 
para cada punto las aproximaciones horizontal y vertical de las derivadas, el resultado 
es calculado como: 
    	
  	
  	       y        
 
   	 	
 	   
En cada punto de la imagen, los resultados de las aproximaciones de los gradientes 
horizontal y vertical pueden ser combinados para obtener el valor de Sobel, mediante: 
     
 
    
Figura 5.2 - Operador de Sobel sobre una imagen 
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5.3.2.1. IMPLEMENTACIÓN DEL ALGORITMO DE SOBEL 
Las librerías de OpenCV nos proporcionan una función para crear el operador Sobel de 
una imagen. 
void cvSobel( const CvArr* src, CvArr* dst, int xorder, int yorder, int 
aperture_size=3 ); 
src 
Imagen origen.  
dst 
Imagen destino.  
xorder 
Orden de la derivada en x.  
yorder 
Orden de la derivada en y.  
aperture_size 
Tamaño de la matriz.  
 
Con esta función podemos crear el operador de Sobel de la imagen origen con las 
matrices: 
  	
  	
  	 
cvSobel(img,img_sobel,1,0,3); y 
 
   	 	
 	 
cvSobel(img,img_sobel,0,1,3); 
 
Para obtener correctamente el operador de Sobel de la imagen, habrá que generar el 
gradiente Sobel de la imagen en horizontal y luego el gradiente en vertical para 
combinarlos en una única imagen. 
A continuación mostraré el código de la función utilizada para calcular el operador 
Sobel de una imagen. 
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IplImage* MyImagen::sobel(IplImage *img) 
{ 
  //Creo las imagenes donde se guardará el Sobel 
  // img_sobelH - Sale de aplicar Sobel horizontal a la imagen 
  // img_sobelV - Sale de aplicar Sobel vertical a la imagen 
  // img_sobel16 - Sobel combinando (horizontal y vertical) es de 16bits 
  IplImage * img_sobelH  = cvCreateImage( cvGetSize(img), IPL_DEPTH_16S, 1 ); 
  IplImage * img_sobelV  = cvCreateImage( cvGetSize(img), IPL_DEPTH_16S, 1 ); 
  IplImage * img_sobel16 = cvCreateImage( cvGetSize(img), IPL_DEPTH_16S, 1 ); 
 
 
  //Aplico la función de Sobel 
  cvSobel(img,img_sobelH,1,0,3); 
  cvSobel(img,img_sobelV,0,1,3); 
 
  /////////////////////////////////////// 
  // Creación de la imagen img_sobel16 combinando (sumando) los valores 
  // de img_sobelH y img_sobelV 
 
 
  int height,width,step; 
  SHORT *dataH; 
  SHORT *dataV; 
  SHORT *data; 
 
 
  height    = img_sobelH->height; 
  width     = img_sobelH->width; 
  step      = img_sobelH->widthStep; 
 
  dataH      = (SHORT *)img_sobelH->imageData; 
  dataV      = (SHORT *)img_sobelV->imageData; 
  data       = (SHORT *)img_sobel16->imageData; 
 
 
  for(int j=0;j<height;j++)  
    for(int i=0;i<width;i++)  
    { 
      double gradX = (double)dataH[j*width+i]; 
      double gradY = (double)dataV[j*width+i]; 
      data[j*width+i] = (SHORT)sqrt(gradX*gradX + gradY*gradY); 
    } 
 
  cvReleaseImage(&img_sobelH); 
  cvReleaseImage(&img_sobelV); 
 
  return img_sobel16; 
} 
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5.3.3. FILTRADO DE TRACKING WINDOWS A TRATAR 
Las imágenes del video están en una resolución de 1440x1080 píxeles (Alta Resolución) 
por lo que al dividir estas imágenes en Tracking Windows de 32x32 píxeles nos salen 
1530 Tracking Windows para tratar. 
No nos interesa tratar todas las ventanas, ya que por ejemplo en las ventanas donde 
solo se aprecie el cielo no nos aporta ningún tipo información. De la misma forma 
ocurre con las ventanas que solo nos muestren trozos de las vías, ya que en medio de 
las vías no habrá ningún objeto. 
Además nos interesa reducir el número de ventanas a tratar para agilizar el, ya de por 
sí, costoso algoritmo. 
 
Para filtrar estas ventanas utilizaremos dos técnicas distintas. Una primera para omitir 
aquellas ventanas que no nos interese tratar ya que no habrán objetos, y una segunda 
técnica de filtrado, para no tratar aquellas ventanas que aporten muy poca 
información. 
 
5.3.3.1. APLICACIÓN DE UNA MÁSCARA. 
 
Las partes de la imagen donde no nos interesa buscar objetos básicamente son dos:  
• En los bordes de la imagen, ya que en el caso de que existirá un objeto en esa 
posición, ya lo habremos detectado en imágenes anteriores. 
• En la vía del tren. Damos por supuesto de que no encontraremos objetos de 
obstaculicen el paso del tren. 
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La creación de esta máscara se podría hacer de 2 formas.  
• Dinámicamente: Para cada imagen omitimos los bordes, y hacemos una 
búsqueda en la imagen para encontrar la vía del tren. 
• Estáticamente: Tener una máscara general, que se adapte a todas las imágenes 
y utilizar siempre esta máscara. 
 
La forma escogida para realizar la máscara fue la de una máscara estática.  
Nuestras imágenes corresponden a un único vídeo continuo captado por una cámara 
en una única sesión. Es por esto que en todo el transcurso del vídeo la cámara está en 
la misma posición mostrando las vías siempre en la misma zona de la imagen. Por lo 
que una única máscara común nos servirá para todas las imágenes. Además de 
simplificar el programa al no tener que implementar un algoritmo de detección de las 
vías. 
 
La máscara utilizada para nuestro vídeo es la siguiente: 
 
Figura 5.3 - Imagen de la máscara utilizada 
Esta máscara utilizada simplifica el algoritmo en 533 ventanas. Por lo que el número 
máximo de ventanas a buscar es de 997. Un 35% menos. 
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Figura 5.4 - Imagen con la máscara aplicada 
 
5.3.3.2. FILTRADO DE TRACKING WINDOWS CON POCA INFORMACIÓN 
El segundo filtro utilizado, es un filtro que nos elimina aquellas ventanas que 
contengan poca información. Básicamente nos eliminará aquellas ventanas que 
únicamente muestren zonas de cielo. 
 
 
Figura 5. 5 - Imagen con la máscara aplicada y marcadas las zonas con poca 
información 
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Para detectar las zonas de cielo o con poca información utilizaremos el operador de 
Sobel. Sumando el valor de Sobel de cada uno de los puntos de los que se compone 
una ventana, obtendremos lo que llamamos el Valor de Sobel de una Ventana. 
 
Para decidir si una ventana tiene suficiente información para ser tratada, 
compararemos su valor de Sobel con un valor mínimo necesario elegido. Este valor 
mínimo ha sido elegido de forma empírica mediante pruebas hasta obtener un valor 
suficiente que lograra filtrar únicamente aquellas ventanas que realmente no nos 
interesa. 
 
5.3.4. BÚSQUEDA DE LAS TRACKING WINDOWS 
Una búsqueda de una ventana de seguimiento significa: Dada una ventana en una 
imagen inicial, encontrar en una segunda imagen, en qué posición se ha desplazado 
esa ventana. 
Dado que estamos usando imágenes en movimiento las ventanas iníciales que 
busquemos nunca coincidirán exactamente en ninguna posición en la segunda imagen. 
Sin embargo, sí que en la segunda imagen habrá una posición donde la diferencia de 
imágenes sea inferior al resto de posiciones. 
Las siguientes dos imágenes son imágenes consecutivas del vídeo. 
 
Figura 5.6 - Secuencia de 2 imágenes consecutivas 
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Buscaremos la Tracking Windows que incorpora la parte superior del poste eléctrico, 
en la imagen consecutiva y estudiaremos los resultados. 
 
Figura 5.7 - Secuencia de 2 imágenes consecutivas con  
seguimiento de una Tracking Window 
Detalle de las ventanas: 
Ventana Original: Ventana Encontrada: 
Diferencia entre las 
ventanas: 
   
 
  
Figura 5.8 - Detalle de las ventanas encontradas 
Al ser imágenes consecutivas, parece que la ventana no se ha movido. Pero si miramos 
la diferencia entre las 2 ventanas veremos que no son exactamente iguales. A medida 
que las ventanas estén situadas más hacia los laterales, gracias a la perspectiva de las 
imágenes producidas por el movimiento del tren las diferencias entre ventanas 
(original y encontrada) serán mayores. 
 
Como las imágenes son consecutivas temporalmente, los objetos de una imagen a otra 
no se habrán desplazado demasiado. Es por esto que a la hora de buscar una ventana 
podremos acotar su búsqueda a los alrededores de su posición en la imagen original.  
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Figura 5.9 - Imagen con el área de búsqueda de una ventana 
Según la imagen anterior, a la hora de buscar la ventana inicial (color negro) la 
buscaremos dentro de la zona (color rojo) de alrededor de la ventana. 
Este será el algoritmo que implementaremos con CUDA. En el próximo capítulo se 
detallará su implementación en CUDA. 
 
5.3.4.1. OPTIMIZACIONES IMPLEMENTADAS EN EL ALGORITMO 
Se implementaron 2 simplificaciones en el algoritmo con tal de agilizar su ejecución: 
• A la hora de calcular la diferencia ente 2 ventanas, se utilizarán imágenes en 
escala de grises en vez de las imágenes a color. Las imágenes en escala de 
grises almacenan suficiente información como para poder encontrar 
correctamente la ventana. Y de esta forma ahorrarnos dos tercios del cálculo 
de la diferencia en cada píxel de sus valores R, G y B de cada imagen. 
 
• A la hora de buscar la ventana candidata en la segunda imagen. Dada la 
perspectiva de las imágenes que hace falta buscar en una zona tan grande 
como la indicada. Sino que podemos prever el movimiento de la ventana y 
acotar consecuentemente. 
 De esta forma, en la imagen anterior podemos simplificar el rango de 
búsqueda de la ventana
Figura 5.10 - Imagen con el área acotada de búsqueda de una ventana
Dado que la ventana inicial se encuentra en el cuadrante superior derecho de 
la imagen, la ventana sufrirá un desplazamiento hacia la derecha ascendente.
Dependiendo del cuadrante en el que se encuentre la ventana simplificaremos 
la búsqueda hacia alguna dirección según la siguiente gráfica:
 
Figura 5.11 - Diagrama con las direcciones de búsqueda de una ventana
 
Siendo la zona donde no se especifica
buscará en las 4 direcciones.
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 de la siguiente forma: 
 
 
 ninguna dirección, una zona donde se 
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5.3.5. REDUCCIÓN DEL RUIDO CAUSADO POR LA OSCILACIÓN DE LA 
CÁMARA 
Durante el trayecto del tren, al no estar sobre una superficie fija, la cámara sufre una 
oscilación vertical causada por los pequeños baches que encuentra el tren y por las 
propias vibraciones de este. 
Para solucionar el problema del ruido nos basaremos en la teoría de que, aunque los 
objetos en las imágenes estén en movimiento, en el infinito los objetos no sufren 
variación. De esta forma, cogeremos como infinito una  teórica ventana de 
seguimiento justo donde empiezan las vías en el horizonte. 
 
 
Figura 5.12 - Imagen con la ventana horizonte 
 
Al encontrar la ventana resultante obtendremos el desplazamiento que ha sufrido toda 
la imagen por culpa del ruido, y de esta forma poder contrarrestarlo a la hora de hacer 
la búsqueda de todas las Tracking Windows.  
La ventana utilizada será una ventana de 32x32 píxeles. Y su búsqueda la acotaremos 
en un rango respecto al punto de debería encontrarse la ventana de 4 veces el tamaño 
de la ventana. 
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5.3.6. DETECCIÓN DE OBJETOS Y SEGMENTACIÓN DE OBJETOS 
Para poder de empezar con la detección de los objetos. Primero necesitamos extraer el 
mapa de desplazamientos de las Tracking Windows entre dos imágenes. 
 
5.3.6.1. MAPA DE DESPLAZAMIENTOS DE LAS TRACKING WINDOW 
La imagen inicial la dividimos en 1530 ventanas de seguimiento de 32x32 píxeles cada 
una. Y dependiendo de si las ventanas pasan o no los filtros explicados anteriormente 
pasamos a buscarlos en la segunda imagen. 
Cuando encontramos la ventana en la segunda imagen, o el mejor candidato, se puede 
apreciar el desplazamiento sufrido por el objeto que se encuentre dentro de la venta. 
Este desplazamiento estará compuesto por su desplazamiento en el eje-horizontal y en 
el eje-vertical. Como lo que nos interesa de cada Trackin Window es saber cuánto se 
ha desplazado, calcularemos el modulo de este vector desplazamiento. 
Para poder representar los desplazamientos los acotaremos en una escala de 255. De 
esta forma podremos representar los desplazamientos de la imagen como una imagen 
en escala de grises, con puntos de 32x32 píxeles, donde mientras a más iluminación en 
el punto, más desplazamiento ha sufrido. 
 
Figura 5.13 - Imagen del mapa de desplazamiento 
74 
 
En la imagen anterior, podemos apreciar claramente como hay 2 objetos en la imagen, 
así como cables de alta tensión por la zona superior de la imagen. Con estas imágenes 
podremos hacer una segmentación de aquello que sea candidato a objeto. 
 
5.3.6.2. SEGMENTACIÓN DE OBJETOS 
La segmentación de los objetos, básicamente consiste en decir en que ventanas hay 
posibilidades de que se encuentre una parte de un objeto. Si hay un conjunto de 
ventanas conjuntas que presentan el mismo desplazamiento indicará que 
probablemente hay un objeto en esas ventanas. 
Además, si una ventana tiene un desplazamiento sensiblemente superior al de alguna 
de sus lados, indicará que hay posiblemente un objeto a menor profundidad del fondo 
de la imagen. 
Haciendo uso de las 2 premisas anteriores, desarrollamos un algoritmo que mediante 
un barrido horizontal va indicando si una ventana es un posible objeto o no. 
for(int j=2;j<31;j++) 
{ 
  for(int i=2;i<42;i++) 
  { 
    int diferencia = abs(vColores[j][i] - vColores[j][i+1]); 
    if((diferencia >= 20)) 
    { 
      if((vColores[j][i]<vColores[j][i+1]) && (vColores[j][i+1]>60)  
         && (!img->isMascara(i,j))) 
      {//Subo por un objeto 
        objetos[j][i+1] = 1; 
      } 
      else 
      {//Bajo por un objeto o el valor es muy pequeño o vengo de la máscara 
        objetos[j][i+1] = 0; 
      } 
    } 
    else if(objetos[j][i]==1) 
    { 
      if(vColores[j][i+1]>= 60 && (diferencia<30)) 
      objetos[j][i+1] = 1; 
    } 
  } 
} 
 
Para cada ventana, recorriéndolas en forma de barrido horizontal, comparamos el 
desplazamiento entre esta ventana y la anterior. En el caso de que la diferencia sea 
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mayor a un mínimo, significará que se ha producido un cambio brusco de 
desplazamiento. Por lo que en la nueva ventana seguramente tendremos un objeto. 
Entonces, dependiendo de si la ventana actual es más próxima que la anterior (tiene 
más desplazamiento) o más alejada, significará que estamos entrando o saliendo de un 
objeto. Si estamos entrando en un objeto (el desplazamiento de la ventana actual es 
mayor) marcaremos en la matriz de objetos que esta ventana es un objeto. En caso 
contrario, que salgamos de un objeto (la ventana tiene un desplazamiento inferior a la 
ventana anterior) marcaremos como que esta ventana no es un objeto. 
En el caso de que no haya una diferencia significativa en la diferencia de 
desplazamiento entre ventanas. Tendremos que mirar si es porque ya nos 
encontrábamos tratando con un objeto y por esto las dos ventanas tienen un 
desplazamiento similar. 
El resultado del algoritmo es el siguiente: 
 
Figura 5.14 - Imagen con los contornos de los objetos encontrados 
Que correspondería con los siguientes objetos de la imagen. 
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Figura 5.15 – Imagen con los objetos encontrados 
En este algoritmo, por culpa del ruido propio de las imágenes, se dan por buenas 
ventanas que en realidad no son objetos. Al ir iterando este algoritmo en las distintas 
imágenes consecutivas se podrá ir eliminando este ruido. 
 
5.3.6.3. SEGUIMIENTO DE OBJETOS 
Una vez hemos segmentado los objetos, les haremos un seguimiento a través de las 
imágenes. Para así asegurarnos de que realmente es un objeto y no son objetos 
productos por el ruido de las imágenes. Además de poder tomar una imagen del 
objeto del máximo tamaño posible, al estar más cercano a la cámara. 
Para este algoritmo dispondremos de 2 matrices de seguimiento de Traking Windows 
de objetos. Una matriz donde almacenaremos el historial de lo que vamos 
encontrando. Y otra con los objetos actuales que hemos encontrando en esta imagen. 
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El algoritmo sigue la siguiente teoría: 
A medida que vamos recorriendo todas las Tracking Windows. Cuando 
detectamos por primera vez un objeto, lo marcamos en la matriz de objetos 
actuales. En la siguiente iteración, copiaremos esta matriz de objetos actuales a 
la matriz de historial. De esta forma cuando nos encontremos con el objeto de 
nuevo, podremos comprobar si existía este objeto en el historial. Y así poder 
indicar en la matriz de historial de seguimiento, cuantos frames hace que 
hemos encontrado este objeto. 
Dado que los objetos se mueven con el tiempo, a la hora de mirar si este objeto 
se encuentra en el historial. No solo debemos consultar su posición exacta en el 
matriz, sino las posiciones colindantes. 
 
El siguiente diagrama se muestra el proceso seguido: 
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Figura 5.16 - Esquema del seguimiento de los 
objetos 
Originalmente la Matriz historial está 
vacía. 
 
Al encontrar un nuevo objeto, insertamos 
en la matriz Historial el objeto 
encontrado.  
 
Con el objeto encontrado en la siguiente 
imagen, al ya encontrarse el objeto en el 
historial. Marcaremos que ya llevamos 2 
frames viendo el mismo objeto. 
 
El objeto encontrado en esta nueva 
imagen, en verdad se corresponde con el 
objeto que habíamos entrado antes. Por 
lo que marcamos un 3, y desplazamos el 
objeto a su posición. 
 
En la nueva imagen, han aparecido 2 
objetos. El primero, que sigue siendo el 
mismo objeto que los anteriores frames. 
Y otro objeto aparecido por primera vez. 
 
 
  
 Nos interesa acotar un poco los
solo consideraremos objetos a aquellos “posibles objetos” que ya les llevemos en 
seguimiento un determinado número de frames, y que se encuentren en una 
determina posición, como es en los laterales de la 
comprobaciones haremos uso de los valores almacenados por la Matriz historial 
indicada en el algoritmo anterior.
Dadas las propiedades de la perspectiva de las imágenes, solo nos interesará realizar la 
búsqueda da objetos en los late
Figura 5.17 - Esquema de la zona de búsqueda de los objetos.
De esta forma no detectaremos, ni nos afectará en el algoritmo, los cables eléctricos 
del tren. 
 
Recorriendo la Matriz Historial de objetos, por las zonas laterales de la
podemos ver en la imagen que ventanas de objetos llevamos encontrados, y desde 
cuantas imágenes las llevamos siguiendo. En el caso de encontrar que una ventana 
cumple los requisitos pasaríamos a tratar este objeto.
Lo primero que hay que hacer,
el objeto. Para esto, y mediante una búsqueda recursiva podremos encontrar todas las 
ventanas juntas que tienen un valor de seguimiento parecido.
79 
5.3.6.4. BUSCAR OBJETOS. 
 objetos encontrados por el programa. De este forma 
imagen. Para estas dos 
 
rales de las imágenes. 
 
 es encontrar todas las ventanas de las que se compone 
 
 
 
s imágenes, 
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Una vez tenemos todas las ventanas de las que se compone el objeto, podemos crear 
el objeto en sí. 
Este objeto se compondrá de una imagen de 512x1024, así de una entrada en un 
archivo de registro de objetos, en las que se especificará el nombre de la imagen 
creada, el frame actual del vídeo en el que nos encontramos, y la posición (izquierda o 
derecha) del objeto. 
5.3.6.5. MARCAR OBJETOS CREADOS. 
Una vez creado el objeto, la imagen ya ha sido creada y se ha modificado el registro de 
objetos, con tal de que no nos dé problemas este objeto encontrado en futuras 
iteraciones del algoritmo de Seguimiento de Objetos, marcaremos en la Matriz 
Historial de Objetos que las ventanas encontradas tienen un valor negativo. 
De esta forma, en futuras iteraciones del algoritmo de Seguimiento de Objetos, 
aunque se encuentre el objeto y se trate, al tener un valor (en la Matriz historial) 
negativo cuando se incremente su valor aún seguirá siendo negativo y por lo tanto no 
lo volveríamos a tratar en el futuro. 
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5.3.7. VISOR DE OBJETOS 
A la hora de implementar el Visor de Objetos nos encontramos con el problema de la 
memoria de vídeo. 
Cada objeto se representa con una única textura de tamaño 512x1024 pixeles y 1.5MB 
de peso. Al intentar cargar todas las texturas de golpe, nos encontrábamos que al 
cargar más de 50 texturas, el ordenador le costaba demasiado mover todas las 
texturas y la navegación por el entorno 3D se hacía imposible. 
Es por este motivo que se decidió implementar una carga dinámica de texturas: 
Mediante un recorrido a la lista de objetos, compruebo si están dentro del rango de 
visión de la cámara. Si lo están miro si ya está su textura cargada, si no está la textura 
cargada se carga. 
Si el objeto está fuera del rango de visión, compruebo también si está o no la textura 
cargada. En el caso de que sí que esté cargada la textura, al no tener que volverse a 
mostrar en breve está se descarga. 
void cargaDinamicaTexturas(float pos) 
{ 
  list<cObjeto>::iterator itObj = lObjetos.begin(); 
  while( itObj != lObjetos.end() ) 
  { 
    if(abs(itObj->posX*(-1.0f)-(pos)) < 150.0) 
    { 
      if(!itObj->hayTexturaQ) 
      { 
        LoadTextureKC(itObj->file,&itObj->textura,color_keying); 
        itObj->hayTexturaQ = true; 
      } 
    } 
    else 
    { 
      if(itObj->hayTexturaQ) 
      { 
        glDeleteTextures(1,&itObj->textura); 
        itObj->hayTexturaQ = false; 
      } 
    } 
    itObj++; 
  } 
} 
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6 .  P A R A L E L I Z A C I Ó N  C O N  C U D A  
En este capítulo se profundizará sobre la tecnología de CUDA, y en cómo se ha podido 
utilizar para mejorar el rendimiento de nuestra aplicación. 
 
6.1. QUE ES CUDA? 
CUDA es un acrónimo de (Compute Unified Device Architecture) que es la tecnología 
que permite la codificación de algoritmos sobre las GPUs de las tarjetas gráficas de la 
marca NVIDIA desarrollada por la propia compañía NVIDIA en 2007. 
La API de CUDA es una extensión del lenguaje de programación ANSI C, aunque en el 
futuro otros lenguajes de programación serán soportados en un futuro, como son  
FORTRAN, C++, OpenCL, y  DirectX. 
CUDA intenta aprovechar el gran paralelismo y el alto ancho de banda de la memoria 
de las GPUs en aplicaciones con un gran coste en cuanto a cálculo, que puedan ser 
paralelizadas. Consiguiendo así un gran rendimiento en comparación con las 
aplicaciones ejecutadas sobre únicamente la CPU. 
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Figura 6.1 - Gráfica de la evolución de la potencia de las tarjetas gráficas NVIDIA 
El modelo de programación de CUDA está diseñado para que se creen aplicaciones que 
de forma transparente puedan escalar su paralelismo a medida que se pueda ir 
incrementado el número de núcleos computacionales. El diseño de CUDA contiene tres 
puntos clave que son, la jerarquía de los grupos de hilos, la menoría compartida y la 
sincronización entre procesos. 
 
6.1.1. JERARQUÍA DE CUDA 
Una función ejecutada en un dispositivo que soporte CUDA se le llama kernel. Al 
ejecutar un kernel se crea un grid (rejilla) de bloques. Cada bloque contiene varios 
threads (hilos/hebras). 
En el siguiente diagrama se muestra la estructura de una grid creada por un kernel. 
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Figura 6.2 - Esquema de la estructura de un grid de CUDA 
Cada bloque y cada hilo están identificados dentro de cada grid, por las variables 
predefinidas blockIdx y threadIdx que pueden ser: blockIdx 1D o 2D, y threadIdx 1D, 2D 
o 3D. De esta forma simplificar el direccionamiento al procesar datos 
multidimensionales tales como imágenes, matrices, voxels, ... 
Para poder acceder su valor podemos acceder a: 
Para los bloques: 
blockIdx.x  
blockIdx.y 
 
Para los hilos: 
threadIdx.x 
threadIdx.y 
threadIdx.z 
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Para conocer el maño podemos acceder a las variables dimGrid para saber el número 
de bloques, y dimBlock para saber el número de hilos por cada bloque: 
Para saber el número de bloques de la grid: 
dimGrid.x  
dimGrid.y 
 
Para saber el número de hilos por cada bloque: 
dimBlock.x 
dimBlock.y 
dimBlock.z 
 
6.1.2. ESPACIO DE MEMORIA EN CUDA 
Los hilos en CUDA pueden acceder a distintas memorias, unas compartidas y otras no: 
• Cada Hilo dispone de una memoria privada a la que solo puede acceder él. 
 
Figura 6.3 - Espacio de la memoria local 
• Cada bloque posee un espacio de memoria que es compartida por los hilos del 
bloque. El ámbito de vida de esta memoria es igual a la del propio bloque. 
 
Figura 6.4 - Espacio de la memoria de Bloque 
• Existe una memoria global a la que todos los hilos pueden acceder, 
independientemente del bloque en el que corran, e incluso 
independientemente del grid sobre el que se estén ejecutando. 
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Figura 6.5 - Espacio de la memoria global 
Además, existen otros dos espacios de memoria de solo lectura más y que pueden ser 
accesibles por todos los hilos al igual que pasaba con la memoria global. Estos son una 
zona de memoria constante y la de textura. 
En la siguiente tabla se muestran los distintos tipos de declaración de memoria, su 
ámbito y su tiempo de vida: 
 Memoria Ámbito Tiempo de vida 
__device__ __loal__ int var; Local Hilo Hilo 
__device__ __shared__ int var; Compartida Bloque Bloque 
__device__ int var; Global Grid Aplicación 
__device__ __constant__ int var; Constante Grid Aplicación 
Tabla 6.1 - Tipos de declaración de memoria en CUDA 
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6.1.3. GESTIÓN DE MEMORIA CON CUDA 
Para gestionar la memoria en CUDA se disponen de las siguientes funciones: 
• Reserva de memoria en la GPU: 
o cudaMalloc() 
Obtiene espacio en la memoria global del dispositivo. 
Requiere dos parámetros, dirección del puntero y espacio a 
reservar. 
o cudaFree() 
Libera el objeto que se le envíe por parámetro. 
• Copia de memoria entre dispositivos: 
o cudaMemcpy() 
Requiere de cuatro parámetros: Puntero al origen, Puntero al 
destino, tamaño de los datos a copiar y tipo de transferencia 
(Host a host, Host a dispositivo, Dispositivo a Host o Dispositivo a 
Dispositivo). 
 
6.1.4. SINCRONIZACIÓN 
CUDA facilita la sincronización de hilos del mismo bloque mediante la función void 
__syncthreads(). La ejecución de un hilo de un bloque no continuará hasta que todos 
los hilos del mismo bloque hayan llegado a esa llamada de sincronización. Se suele 
utilizar para evitar riesgos de lectura después de escritura, Escritura después de 
escritura y Escritura después de lectura (RAW,WAW,WAR). 
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6.1.5. MODELO DE PROGRAMACIÓN EN CUDA. 
C para CUDA extiende el lenguaje de programación C permitiendo al programador 
definir las funciones (kernel) en C. Un kernel se define utilizando la especificación 
__global__ y especificando el número de hilos de CUDA para cada llamada utilizando 
una nueva sintaxis función<<<gridDim, blockDim>>>. Donde gridDim indica el 
número de Bloques, y blockDim el número de hilos por cada bloque. 
// Kernel definition  
__global__ void VecAdd(float* A, float* B, float* C)  
{  
  ...  
}  
 
int main()  
{  
  ...  
  // Kernel invocation  
  VecAdd<<<1, N>>>(A, B, C);  
} 
 
Para más información, y características más detalladas de CUDA, se puede consultar el: 
CUDA Programming Guide y CUDA Reference Manual incluidos como ANEXOS en el 
DVD adjunto a la memoria. 
 
  
90 
 
  
91 
 
6.2. IMPLEMENTACIÓN EN CUDA 
CUDA es una buena herramienta para optimizar programas que puedan ser 
paralelizados y, también, para problemas que requieran de un mismo calculo muchas 
veces, como es nuestro caso. 
Nuestro programa, sobre cada par de imágenes realiza muchos cálculos iguales e 
independientes entre sí antes de poder tratarlos y pasar a otro par de imágenes. Estos 
cálculos consisten en, para cada ventana de seguimiento ver cuál es la q ventana en la 
segunda imagen que mejor se adapta. 
Este cálculo, la búsqueda de las Tracking Windows, que es el que más tiempo de CPU 
consume, será el que optimizaremos enviando su codificación y ejecución a las GPU 
mediante CUDA.  
 
Sin embargo antes de hacer las búsquedas de las ventanas tendremos que solucionar 
el problema con el ruido en las imágenes ocasionado por la oscilación de la cámara. 
Aprovechando que necesitamos tener en memoria del dispositivo de las GPUs las 
imágenes, podemos aprovecharnos de la potencia de CUDA para calcular el offset de 
las imágenes producidas por el ruido causado por la oscilación de la cámara. 
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6.2.1. BÚSQUEDA DE LAS TRACKING WINDOWS 
Las imágenes de 1440x1080 píxeles se dividen en 45x34 ventanas (1530 ventanas) de 
32x32 píxeles. Y todas estas ventanas tienen que ejecutar las mismas operaciones. 
 
 
Figura 6.6 - imagen con las ventanas de seguimiento 
La idea utilizada es que cada Thread de CUDA se encargue por si solo de todos los 
cálculos necesarios para tratar una Ventana de Seguimiento. Como los Threads 
máximos de un bloque en CUDA son de 512, y nosotros necesitamos tratar 1530 
ventanas, nos vemos con la necesidad de utilizar varios bloques. 
La solución utilizada es la de que cada bloque de CUDA se encargue de una fila distinta. 
Por lo que cada bloque se compondrá de 45 Threads. De esta forma simplificamos 
mucho la llama a la función de CUDA ya que la llamaremos de la siguiente forma: 
searchCUDAvectores<<<34, 45>>> ( ... ); 
Siendo de 1D la dimensión de la grid, y también de los bloques. 
Por facilidad de implementación, las ventanas las tratamos en forma de vector en vez 
de en forma de matriz (que realmente tienen). De esta manera dentro del kernel de la 
función serchCUDAvectores una ventana es identificada de la siguiente manera: 
int id = threadIdx.x + blockIdx.x * blockDim.x; 
 Figura 6.7 - Diagrama del mapeado de las ventanas de seguimien
 
Sin embargo antes de llamar a la función, hay que enviar a la memoria de la GPU las 
dos imágenes así como enviar el vector TrackingWindowsToSearch que nos indicará 
que ventanas hace falta tratarlas y cuáles no. Además hay que reservar el 
memoria para que escriba los vectores desplazamientos de cada una de las ventanas 
para después poder, desde el host, recoger estos resultados.
Para ayudar a entender el código y facilitar la utilización de los punteros a memoria, en 
la codificación de los nombres de las variables 
si son punteros a memoria del host, o
del dispositivo. 
La cabecera de la función queda de la siguiente forma:
extern "C" int* searchCUDA(
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to en CUDA
 
se ha añadido delante de estos una 
 “d_” si son punteros que apuntan a memoria 
 
unsigned char *h_imgDataOrigen,  
unsigned char *h_imgDataFinal, 
int *h_twts); 
 
 
espacio en 
“h_” 
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El envío de las 2 imágenes y del vector TrackingWindowsToSearch se ha realizado de la 
siguiente forma: 
 
int N = 1530; 
 
// VARIABLE: trakingWindowsToSearch 
// allocate device memory para trakingWindowsToSearch 
unsigned int mem_size_twts = sizeof(int) * N; 
int* d_twts; 
cutilSafeCall(cudaMalloc((void**) &d_twts, mem_size_twts)); 
// copy host memory to device 
cutilSafeCall(cudaMemcpy(d_twts, h_twts, mem_size_twts, 
                          cudaMemcpyHostToDevice) ); 
 
 
// VARIABLE: imgDataOrigen 
unsigned int mem_size_imgData = sizeof(char) * 1440 * 1080; 
unsigned char* d_imgDataOrigen; 
cutilSafeCall(cudaMalloc((void**) &d_imgDataOrigen, mem_size_imgData)); 
// copy host memory to device 
cutilSafeCall(cudaMemcpy(d_imgDataOrigen, h_imgDataOrigen, mem_size_imgData, 
                          cudaMemcpyHostToDevice) ); 
 
// VARIABLE: imgDataFinal 
unsigned char* d_imgDataFinal; 
cutilSafeCall(cudaMalloc((void**) &d_imgDataFinal, mem_size_imgData)); 
// copy host memory to device 
cutilSafeCall(cudaMemcpy(d_imgDataFinal, h_imgDataFinal, mem_size_imgData, 
                          cudaMemcpyHostToDevice) ); 
 
 
Una vez copiadas a memoria las imágenes, se puede calcular offset producido por la 
oscilación de la cámara para poder reducir el ruido de las imágenes. En el siguiente 
apartado explicaré su implementación en CUDA. 
 
Antes de ejecutar el código CUDA necesitamos reservar memoria en el Dispositivo para 
poder almacenar los vectores desplazamientos de la imagen. La reserva la podríamos 
hacer desde el kernel, sin embargo para facilitarnos el traspaso de datos del 
Dispositivo al Host declararemos la reserva de memoria desde el Host. 
 
 
// VARIABLE: vectores: 
// matriz de 2 enteros (int,int) con el vector, de cada TrakingWindow 
// allocate host memory 
unsigned int mem_size_vecores = sizeof(int)*2 * N; 
int* h_vectores = (int*) malloc(mem_size_vecores); 
// allocate device memory 
int* d_vectores; 
 
cutilSafeCall(cudaMalloc((void**) &d_vectores, mem_size_vecores)); 
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Una vez ya están todas las variables declaradas y sus espacios en memoria reservados 
podemos ejecutar al kernel de la operación. 
 
// execute the kernel 
searchCUDAvectores<<<34, 45>>>( d_imgDataOrigen,  
                                d_imgDataFinal,  
                                d_twts,  
                                d_vectores, 
                                offsetX, offsetY); 
 
 
Cuando el kernel finalice la ejecución de todos los hilos podremos obtener los datos 
que haya dejado CUDA en el vector d_vectores. 
 
// copy result from device to host 
cutilSafeCall(cudaMemcpy(h_vectores, d_vectores, mem_size_vecores, 
                          cudaMemcpyDeviceToHost) ); 
 
 
Con esta función en la variable h_vectores se habrá copiado los resultados de la 
operación de búsqueda realizada por el kernel. 
Después de tratar las imágenes se debe liberar el dispositivo de la memoria utilizada y 
finalizar la función devolviendo los valores obtenidos. 
 
cutilSafeCall(cudaFree(d_twts)); 
cutilSafeCall(cudaFree(d_imgDataOrigen)); 
cutilSafeCall(cudaFree(d_imgDataFinal)); 
cutilSafeCall(cudaFree(d_vectores)); 
 
return h_vectores; 
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6.2.2. REDUCCIÓN DEL RUIDO CAUSADO POR LA CÁMARA. 
A diferencia el algoritmo de búsqueda de las Tracking Windows, aquí solamente se 
tiene que buscar una sola Tracking Window. Es por eso que, aunque tenga la misma 
filosofía que el algoritmo anterior, será ligeramente diferente. 
Cada Thread corresponderá a un único píxel. Y el valor que retorne será el de la 
diferencia entre la ventana a Buscar y la ventana que corresponde a ese píxel. 
Antes de poder hacer la llamada hay que reservar espacio para los valores de retorno: 
 
// VARIABLE: offsetX: 
// allocate host memory 
unsigned int mem_size_offset = sizeof(int)*4*32 *4*32; 
int* h_offset = (int*) malloc(mem_size_offset); 
// allocate device memory 
int* d_offset; 
cutilSafeCall(cudaMalloc((void**) &d_offset, mem_size_offset)); 
 
 
La llamada al kernel de la función es: 
searchCUDAoffset<<<2*64, 2*64>>>(d_imgDataOrigen, d_imgDataFinal, d_offset); 
 
Mientras que el kernel está definido de la siguiente forma: 
 
static __global__ void 
searchCUDAoffset( unsigned char *d_imgDataOrigen, 
                  unsigned char *d_imgDataFinal,  
                  int* d_offset); 
 
 
Al buscarse en un área cuadrada de 128x128 píxeles, la grid generada por el kernel 
tendrá la siguiente estructura: 
 Figura 6.8 - Diagrama del mapeado del área de búsqueda 
Para acceder a la posición del píxel que se quiere tratar se tendrá que hacer:
 
int x = inicioBusquedaX + blockIdx.x;
int y = inicioBusquedaY + threadIdx.x;
 
 
Una vez finalizada la ejecución de todos los hilos por parte del kernel, 
obtener los resultados obtenidos de la misma forma que el algoritmo anterior:
 
cutilSafeCall(cudaMemcpy(h_offset, d_offset, mem_size_offset,
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cudaMemcpyDeviceToHost) ); 
 
 
 
 
se puede 
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7 .  R E S U L T A D O S  
En este apartado analizaremos los resultados obtenidos en el proyecto. 
El análisis de estos resultados los dividiremos en dos partes. En primer lugar se 
analizarán los resultados obtenidos por el algoritmo de búsqueda y segmentación de 
objetos. Y a continuación se analizarán los tiempos de mejora al paralelizar el 
algoritmo. 
 
7.1. ANÁLISIS DE RESULTADOS. 
Inicialmente para comprobar el correcto funcionamiento del algoritmo y poder 
calibrarlo se centraron todos los esfuerzos en la obtención de buenos resultados al 
analizar 2 imágenes para poder extraer las señales de velocidad. 
 
 
Figura 7.1 - Frame de la imagen con la que calibramos la búsqueda 
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Figura 7.2 - Imagen en escala de grises con el vector desplazamiento de las ventanas de 
seguimiento 
 
 
 
Figura 7.3 - Imagen de detección de objetos, a partir de los desplazamientos de las 
ventanas de seguimiento 
Una vez que se obtuvo un resultado satisfactorio se pasó a ejecutar el algoritmo a todo 
el conjunto de imágenes del vídeo. 
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A continuación se muestran los primeros objetos encontrados al analizar el vídeo, la 
siguiente imagen corresponde al primer frame del vídeo. 
 
Figura 7.4 - Imagen del primer frame del vídeo 
El primer objeto encontrado por el algoritmo se trata del siguiente: 
 
Figura 7.5 – Primer objeto encontrado 
El árbol se distingue perfectamente del paisaje del fondo, es por esta razón que se 
detecta completamente dicho árbol. El poste eléctrico aun está suficientemente lejos 
como para no tratarlo. 
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Como vemos en la zona de la derecha, los primeros objetos en detectarse en ese lado 
se tratarán también de arboles: 
 
Figura 7.6 - Objetos encontrados a la derecha de la imagen 
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A la hora de detectar el poste eléctrico nos encontramos con las primeras debilidades 
del algoritmo. Y es que, el algoritmo al buscar aquellas ventanas de seguimiento con 
un desplazamiento significativamente superior a sus adyacentes, provoca que hasta 
que no haya un desplazamiento notable respecto al fondo, no puede empezar a 
detectar el objeto. 
La primera vez que aparece este efecto en el vídeo ocurre con poste eléctrico, ya que 
mientras que la parte superior del poste es detectada en los primeros frames. La base 
del poste no es detectada hasta que la cámara y el tren han vanzado, llegando a 
detectar como 2 objetos distintos. 
 
Figura 7.7 - Detalle del objeto poste eléctrico encontrado 
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7.1.1. EJEMPLOS DE OTROS OBJETOS ENCONTRADOS. 
 
Figura 7.8 - Objetos encontrados I 
 
Figura 7.9 - Objetos encontrados II 
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Figura 7.10 - Objetos encontrados III 
 
 
 
Figura 7.11 - Objetos encontrados IV 
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7.1.2. PROBLEMAS CON LOS PKS Y OBJETOS A RAS DE SUELO.  
A la hora de detectar los objetos más pequeños que además suelen ser los más bajos, 
nos encontramos con el problema de que, cuando el programa es capaz de distinguir 
estos objetos, se encuentra demasiado cerca de ellos y es incapaz de hacerles un 
seguimiento suficientemente largo como para poder diferenciar si es un objeto real o 
consecuencia del ruido generado por la imagen. 
 
Figura 7.12 - Imagen donde aparece un PK 
A la hora de buscar el PK (Punto Kilométrico) de la imagen anterior, este está tan bajo 
que se llega a poder hacerle un seguimiento durante 7 frames. Dependiendo del límite 
puesto para detectar objetos y rechazar ruido, el algoritmo podrá detectar este objeto 
o no. Por defecto el programa necesita de un mínimo de 10 frames de seguimiento 
para detectar un objeto. El PK por lo tanto en las iteraciones del algoritmo no será 
identificado. 
 
Figura 7.13 - Imágenes del objeto del PK durante los 7 frames que el algoritmo lo 
detecta. 
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7.1.3. DATOS DE LOS OBJETOS ENCONTRADOS. 
Los objetos que se van encontrado a medida que se ejecuta el algoritmo los 
almacenamos de la siguiente forma. 
Con tal de poder diferenciar los objetos del 
fondo de la imagen, se utiliza un color 
magenta de fondo (255,0,255 en RGB). 
 
Para indicar la posición del objeto en la 
imagen, la posición en la que aparece se 
corresponde con las imágenes. Con lo que un 
objeto que aparezca más arriba en la imagen 
significará que está a una mayor altura. 
Distinguiremos, además, la posición de la vía 
en la que se encuentra el objeto: si está a la 
derecha o a la izquierda de la vía. 
 
En las imágenes de los objetos mostradas en 
esta memoria únicamente se ha mostrado el 
objeto obviando la posición del objeto 
respecto la imagen con tal de tratar de 
minimizar el tamaño de las imágenes 
mostradas. Así como el color magenta del 
fondo para un mejor visionado de los 
ejemplos. 
 
Figura 7.14 - Imagen almacenada en disco 
con el objeto encontrado 
 
 
A continuación se mostrará una tabla con unas tuplas (objeto, posición) a modo de 
ejemplo que retorna nuestro programa de detección y segmentación de objetos. 
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obj-1.bmp 
Izquierda 
Frame: 11 
 
obj-3.bmp 
Izquierda 
Frame: 19 
 
obj-4.bmp 
Derecha 
Frame: 25 
 
obj-22.bmp 
Derecha 
Frame: 151 
 
obj-15.bmp 
Izquierda 
Frame: 89 
 
obj-24.bmp 
Izquierda 
Frame: 184 
 
obj-27.bmp 
Derecha 
Frame: 228 
 
obj-37.bmp 
Derecha 
Frame: 346 
 
obj-43.bmp 
Izquierda 
Frame: 400 
obj-118.bmp 
Izquierda 
Frame: 1258 
 
obj-106.bmp 
Derecha 
Frame: 1101 
obj-109.bmp 
Derecha 
Frame: 1133 
Figura 7.15 - Tabala de objetos encontrados 
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7.1.4. VISOR DE OBJETOS 
La Aplicación de Visor de Objetos se compone de 2 ventanas. En una tenemos un 
entorno 3D navegable todos los objetos georeferenciados respecto su aparición en el 
vídeo. En la otra ventana tendremos la imagen captada por el tren que corresponde 
con la posición de la cámara en el entorno 3D. 
  
Figura 7.16 - Ventanas de la aplicación Visor de Objetos 
La aplicación además de avanzar y retroceder por la vía, nos permite mover la cámara 
para poder ver el detalle de los objetos encontrados. 
 
Figura 7.17 - Ventana con el detalla de un PK encontrado  
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7.2. ANÁLISIS DE TIEMPOS 
En el siguiente apartado analizaremos los costes de ejecución de del algoritmo de 
Búsqueda y segmentación de objetos.  
Los análisis de costes se han realizado en diversas máquinas con la siguiente 
configuración: 
• Configuración Maquina 1 (Sin CUDA; entorno de desarrollo) 
Intel® Core™ 2 CPU T5500 @1.66GHz con 980MHz, 1GB de RAM 
Sistema Operativo: Windows XP (32-bit) Service Pack 3 
 
• Configuración Maquina 2 (Con CUDA; entorno de pruebas y ejecución) 
Intel® Core™ i7 CPU 920 @ 2.67GHz con 2.66 GHz, 3,25 GB de RAM 
Sistema Operativo: Windows XP (32-bit) Service Pack 3 
Tarjeta gráfica: NVIDIA GeForce 9800 GT con soporte de CUDA 
 
• Configuración Maquina 3 (Con CUDA; entorno de pruebas de rendimiento) 
Intel® Core™ 2 DUO CPU E7400 @ 2.80GHz con 2.80 GHz, 3,25GB de RAM 
Sistema Operativo: Windows XP (32-bit) Service Pack 3 
Tarjeta gráfica: NVIDIA GeForce 9500 GT con soporte de CUDA 
 
Los tiempos analizados son: 
(El tiempo estará representado en milisegundos) 
• Tiempo Cargar Primera Imagen: Tiempo de carga de la primera imagen en 
disco 
 
• Tiempo Cargar Segunda Imagen: Tiempo de carga de la segunda imagen en 
disco. 
 
• Tiempo CUDA Offset: Tiempo de calcular el desplazamiento causado por la 
oscilación de la cámara. 
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• Tiempo CUDA: Tiempo que tarda en ejecutar el algoritmo de búsqueda de las 
Tracking Windows. 
 
• Tiempo Add Frame: Tiempo que tarda en analizar los vectores de 
desplazamientos y en encontrar y detectar objetos a partir de estos. 
 
• Otros: Tiempo causado por la ejecución del resto de operaciones que realiza el 
algoritmo que no entran dentro de las operaciones anteriores. 
 
• Tiempo Total: Tiempo total que tarda el programa en procesar cada par de 
imágenes.  
 
7.2.1. EJECUCIÓN DEL ALGORITMO SIN CUDA 
En este punto analizaremos los costes del algoritmo en una máquina (Maquina 1) que 
no dispone de la tecnología de CUDA. La máquina al no tener CUDA ejecutará el código 
en modo Emulación de CUDA, esto quiere decir que cada Thread de CUDA se ejecutará 
de forma secuencial uno detrás de otro en la CPU. 
Configuración Maquina 1 (Sin CUDA; entorno de desarrollo) 
Intel® Core™ 2 CPU T5500 @1.66GHz con 980MHz, 1GB de RAM 
Sistema Operativo: Windows XP (32-bit) Service Pack 3 
 
La gráfica recoge una muestra del coste de tiempo de cálculo de unas 30 iteraciones 
del algoritmo. Al final de la tabla se mostrarán la media del tiempo que tarda cada 
operación analizada, así como el porcentaje del coste de ejecutar esa operación 
respecto todo el algoritmo. 
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Tiempo Cargar 
Primera 
Imagen (ms) 
Tiempo Cargar 
Segunda Imagen 
(ms) 
Tiempo 
CUDA Offset 
(ms) 
Tiempo 
CUDA 
(ms) 
Tiempo Add 
Frame 
(ms) 
Otros 
(ms) 
Tiempo 
Total 
(ms) 
234 141 609 51500 0 16 52500 
156 125 625 50250 0 47 51203 
156 140 625 50266 0 16 51203 
172 328 640 50266 0 16 51422 
156 313 609 49156 0 47 50281 
172 297 625 49375 0 31 50500 
156 313 625 51563 0 30 52687 
157 297 625 50375 0 31 51485 
156 328 625 49968 0 32 51109 
156 297 625 50750 0 32 51860 
156 344 656 50657 141 30 51984 
156 344 625 50719 0 31 51875 
172 360 656 51735 0 14 52937 
156 359 656 50797 16 16 52000 
156 359 640 49157 0 47 50359 
172 312 656 51422 0 17 52579 
171 297 625 49625 0 32 50750 
171 297 625 49344 15 16 50468 
157 281 625 48531 0 16 49610 
156 328 610 46062 0 47 47203 
156 375 640 47016 0 32 48219 
171 406 578 49969 15 32 51171 
157 359 641 50062 0 47 51266 
156 375 641 49797 0 47 51016 
156 422 657 50890 0 31 52156 
156 329 625 49703 0 31 50844 
172 313 656 48703 0 31 49875 
156 313 656 49688 0 30 50843 
172 328 657 49312 0 16 50485 
172 297 625 49172 0 15 50281 
PROMEDIO 
164 321 632 49881 6 29 51033 
PORCENTAJE 
0,32% 0,63% 1,24% 97,74% 0,01% 0,06%   
Tabla 7.1 - Tiempos de ejecución con la máquina de desarrollo sin CUDA 
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De la tabla anterior se pueden extraer varías observaciones. 
• La media de ejecución del programa es de: 51.033 milisegundos, 51 segundos, 
de media a la hora de tratar cada par de imágenes.  
 
• Las función de tratar los vectores de desplazamientos y de encontrar y detectar 
objetos a partir de estos, tiene un coste insignificante para la máquina en la 
mayoría de las iteraciones.  
En las iteraciones donde muestran que el algoritmo ha tenido coste de 
ejecución son aquellas iteraciones donde se ha encontrado un objeto y se 
guarda en disco la imagen del objeto y los datos de este. 
La primera vez que el programa detecta un objeto, lo guarda en disco además 
de crear el archivo donde se irán poniendo los datos de los futuros objetos 
encontrados. Es por esto que su coste de ejecución es significativamente 
superior al resto. 
 
• El mayor coste para el programa es la ejecución del algoritmo de Búsqueda de 
Tracking Windows con un 97,74% de tiempo de ejecución. 
 
• El tiempo necesario para obtener los datos de la tabla ha sido de 25 minutos de 
ejecución. 
 
En la siguiente gráfica mostremos de forma de gráfica circular el tiempo que tarda 
cada operación respecto al tiempo total de la ejecución del programa. 
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Figura 7.18 - Gráfica del porcentaje del coste de cada función del programa en la 
máquina de desarrollo 
Como se puede apreciar mejor en la gráfica la gran mayoría del tiempo, un 97,74% del 
tiempo, se lo lleva la ejecución de la búsqueda de las Tracking Windows. Del resto de 
operaciones, el cálculo de la reducción del ruido de las imágenes causado por la 
oscilación de la cámara es lo segundo que más tarda, un 1,24% del tiempo. Que 
aunque sea un porcentaje muy pequeño es una operación que también la podemos 
optimizar mediante CUDA. 
 
7.2.2. EJECUCIÓN DEL ALGORITMO CON CUDA 
En este apartado analizaremos los costes de tiempo de ejecutar el programa en varias 
máquinas con soporte a la tecnología CUDA. La máquina sobre la que se han ido 
creado las pruebas, y sobre la que se ha ejecutado la versión final del programa es la 
primera máquina de la que analizaremos los resultados. 
Configuración Maquina 2 (Con CUDA; entorno de pruebas y ejecución) 
Intel® Core™ i7 CPU 920 @ 2.67GHz con 2.66 GHz, 3,25 GB de RAM 
Sistema Operativo: Windows XP (32-bit) Service Pack 3 
Tarjeta gráfica: NVIDIA GeForce 9800 GT con soporte de CUDA 
 
0,32% 0,63%
1,24%
97,74%
0,01%
0,06%
Tiempo Cargar Primera Imagen
Tiempo Cargar Segunda Imagen
Tiempo CUDA Offset
Tiempo CUDA
Tiempo Add Frame
Otros
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Tiempo Cargar 
Primera 
Imagen (ms) 
Tiempo Cargar 
Segunda Imagen 
(ms) 
Tiempo 
CUDA Offset 
(ms) 
Tiempo 
CUDA 
(ms) 
Tiempo Add 
Frame 
(ms) 
Otros 
(ms) 
Tiempo 
Total 
(ms) 
47 46 31 2907 0 31 3062 
47 47 32 2890 0 0 3016 
47 32 31 2906 0 31 3047 
47 31 31 2906 0 32 3047 
46 47 32 2875 0 15 3015 
47 47 32 2890 0 0 3016 
47 47 31 2953 0 0 3078 
47 32 31 2891 0 30 3031 
47 47 32 2875 0 0 3000 
47 31 47 2922 0 16 3063 
47 31 47 2875 0 15 3015 
47 31 31 2860 0 31 3000 
63 47 31 2907 0 0 3047 
63 47 31 2891 0 0 3031 
63 47 32 2890 0 0 3032 
47 46 31 2922 0 1 3047 
62 47 32 2890 0 0 3031 
62 47 31 2891 0 0 3031 
63 46 31 2891 16 0 3047 
47 47 31 2875 0 16 3016 
46 47 31 2906 0 1 3031 
62 47 31 2906 0 1 3047 
47 31 31 2906 0 32 3047 
46 110 31 2906 0 16 3109 
47 110 32 2921 0 15 3125 
62 110 32 2875 0 0 3078 
63 125 31 2891 0 0 3109 
47 109 31 2953 0 17 3157 
47 109 32 2906 0 0 3093 
47 109 47 2875 0 16 3094 
PROMEDIO 
51 140 34 2969 2 7 3201 
PORCENTAJE 
1,59% 4,37% 1,05% 92,73% 0,06% 0,20%   
Tabla 7.2 - Tiempos de ejecución con la máquina de pruebas con GeForce 9800GT 
De la tabla anterior se pueden extraer las siguientes observaciones. 
• El Promedio de los tiempos no se ha calculado sobre los resultados de la tabla, 
sino con un total de 1326 iteraciones. Tiempo de ejecución: 1 hora 10 minutos. 
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• La media de ejecución del programa es de: 3.201 milisegundos, 3 segundos, de 
media a la hora de tratar cada par de imágenes. A diferencia los 50 segundos 
de media que tardaba la ejecución sin CUDA. Más adelante detallaremos mejor 
esta mejora.  
 
• Las funciones de Carga de Imágenes son bastante más rápidas que en la 
ejecución sin CUDA. Esto es debido a que en la máquina sobre la que se ha 
ejecutado es mucho mejor y más moderna que la máquina que no soporta 
CUDA. Estas operaciones requieren del acceso del disco duro, y dependen de la 
velocidad propia del dispositivo para completarse. 
En la siguiente gráfica vemos que la operación de la búsqueda de objetos sigue siendo 
la que más recursos de tiempo consume, concretamente un 92,72%. Valor que es 8 
puntos  inferior al 97,7% que consumía la operación en la máquina sin CUDA. 
 
Figura 7.19 - Gráfica del porcentaje del coste de cada función del programa en la 
máquina de pruebas 
La segunda máquina con CUDA sobre la que se han efectuado las pruebas de 
rendimiento es la siguiente: 
Configuración Maquina 3 (Con CUDA; entorno de pruebas de rendimiento) 
Intel® Core™ 2 DUO CPU E7400 @ 2.80GHz con 2.80 GHz, 3,25GB de RAM 
Sistema Operativo: Windows XP (32-bit) Service Pack 3 
Tarjeta gráfica: NVIDIA GeForce 9500 GT con soporte de CUDA 
1,59% 4,37%
1,05%
92,73%
0,06%
0,20%
Tiempo Cargar Primera 
Imagen
Tiempo Cargar Segunda 
Imagen
Tiempo CUDA Offset
Tiempo CUDA
Tiempo Add Frame
Otros
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Tiempo Cargar 
Primera 
Imagen (ms) 
Tiempo Cargar 
Segunda Imagen 
(ms) 
Tiempo 
CUDA Offset 
(ms) 
Tiempo 
CUDA 
(ms) 
Tiempo Add 
Frame 
(ms) 
Otros 
(ms) 
Tiempo 
Total 
(ms) 
63 62 109 7940 0 29 8203 
63 46 110 7798 0 46 8063 
62 63 109 7674 0 0 7906 
63 63 94 7767 0 13 8000 
63 47 94 7689 0 29 7922 
63 63 93 7721 0 13 7953 
63 63 110 7908 0 12 8156 
79 62 110 7736 0 0 7985 
78 62 110 7720 0 0 7969 
78 62 109 7736 0 0 7984 
78 63 109 7658 0 0 7906 
62 47 109 7752 0 30 8000 
78 62 110 7798 0 0 8047 
62 62 109 7799 0 15 8047 
78 62 110 7704 0 0 7953 
78 62 94 7939 0 14 8187 
63 63 110 7783 0 12 8031 
79 62 110 7689 0 0 7938 
78 63 109 7736 0 0 7984 
78 63 109 7752 0 0 8000 
78 63 110 7829 16 0 8078 
63 62 109 7877 0 14 8125 
63 62 109 7705 0 15 7954 
78 62 94 7814 0 14 8062 
78 63 109 7893 0 0 8141 
78 62 110 7767 0 0 8015 
78 63 110 7908 0 0 8157 
78 62 110 7923 0 0 8171 
63 62 109 7846 0 0 8078 
63 63 109 7861 0 14 8110 
PROMEDIO 
73 61 107 7801 1 8 8051 
PORCENTAJE 
0,90% 0,75% 1,33% 96,90% 0,02% 0,09%   
Tabla 7.3 - Tiempos de ejecución con la máquina de pruebas con GeForce 9500GT 
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De la tabla anterior se pueden extraer las siguientes observaciones. 
• El Promedio de los tiempos no se ha calculado sobre los resultados de la tabla, 
sino con 76 iteraciones. Tiempo de ejecución (10 minutos). 
 
• La media de ejecución del programa es de: 8.051 milisegundos, 8 segundos, de 
media a la hora de tratar cada par de imágenes. Tiempo superior a los solo 3 
segundos que tardaba en la máquina con CUDA anterior (nVida GeForce 9800 
GT), pero un tiempo muy inferior a los 50 segundos tardados por la máquina sin 
CUDA. 
 
• El Porcentaje de tiempo de Búsqueda de las Tracking Windows es de 96,9% de 
la ejecución total. Dejando un 3% del tiempo restante al resto de operaciones. 
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7.2.3. OPTIMIZACIÓN CONSEGUIDA 
Tras la paralelización de la ejecución de los algoritmos más costosos del programa 
hemos conseguido una optimización considerable respecto al tiempo de coste de la 
ejecución del programa. 
En las siguientes gráficas veremos la diferencia de tiempos entre una ejecución sin la 
optimización CUDA y la misma ejecución con máquinas con soporte de CUDA. 
 
 
Figura 7.20 - Gráfica con la mejora en el algoritmo de búsqueda de la Tracking 
Windows  
La gráfica anterior muestra en forma de diagrama de barras, la comparación en tiempo 
de ejecución del algoritmo de búsqueda de las Tracking Windows. 
Mientras que la ejecución del algoritmo en la máquina sin CUDA es de 49,881 
segundos, el mismo algoritmo con una optimización CUDA tarda 7,801 segundos con 
una tarjeta gráfica NVIDIA GeForce 9500 GT. Lo que corresponde a 6,4 veces más 
rápido con tecnología CUDA. Y la misma ejecución sobre una máquina con tarjeta 
gráfica NVIDIA GeForce 9800 GT tarde 3,969 segundos, lo que corresponde a 16,8 
veces más rápida que la ejecución sin CUDA. 
 
49881 ms
7801 ms
2969 ms
1
Búsqueda de las Tracking Windows
Sin CUDA GeForce 9500 GT GeForce 9800 GT
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Un resultado parecido de optimización obtenemos a la hora de paralelizar y ejecutar 
con CUDA el algoritmo de cálculo de ruido en la imagen ocasionado por la oscilación de 
la cámara. 
 
Figura 7.21 - Gráfica con la mejora en el algoritmo de cálculo del ruido de la imagen 
Mientras que en la máquina sin CUDA el algoritmo tarda 632 milisegundos de media, 
en la maquinas con soporte de CUDA su ejecución es de tan solo 34 milisegundos para 
la tarjeta más potente. Lo que corresponde con que ejecuta el mismo código unas 18,7 
veces más rápido que sin la tecnología de CUDA. Mientras que sobre la tarjeta 
GeForce 9500 GT el código se ejecuta 5,8 veces más rápido, en 107 milisegundos. 
 
  
632 ms
107 ms
34 ms
1
Cálculo del Ruido de la imagen
Sin CUDA GeForce 9500 GT GeForce 9800 GT
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7.2.3.1. TENDENCIA DE MEJORA. 
Según las especificaciones de CUDA las tarjetas gráficas GeForce 9500 GT y GeForce 
9800 GT tienen 4 y 14 multiprocesadores respectivamente. 
 
 
Figura 7.22 - Gráfica de tendencia de mejora por las tarjetas gráficas 
Al poner los datos sobre una gráfica de dispersión podemos apreciar que la mejora 
sigue una Tendencia Potencial que se ajusta a los valores obtenidos. De esta forma 
podremos suponer la mejora obtenida por distintos tipos de tarjetas gráficas. 
 
Los datos están extraídos del tiempo medio de coste de ejecución del cálculo del ruido 
de las imágenes, ya que todas las ejecuciones realizan las mismas operaciones 
mientras que el algoritmo de búsqueda de Tracking Windows puede ejecutar un 
número distinto de operaciones dependiendo de las Tracking Windows pasen el filtro 
inicial.  
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7.2.4. SIMPLIFICACIÓN DEL ALGORITMO DE BÚSQUEDA 
Inicialmente el algoritmo de búsqueda de Tracking Windows, antes de la paralelización 
del algoritmo, tardaba unos 5 minutos en ejecutarse. Este tiempo era un tiempo 
excesivo incluso para el algoritmo sin optimizar con CUDA, por eso antes de 
implementar la paralelización del algoritmo para optimizarlo mediante la ejecución de 
su código en CUDA se quiso optimizar este algoritmo. 
Como se explica en el capítulo de implementación, se siguieron varias optimizaciones 
sin contar con los filtros de ventanas candidatas ya implementado desde un principio. 
Estas optimizaciones básicamente consistieron en: 
• Simplificar la imagen y hacer las búsquedas en blanco y negro. 
• Acotar el rango de búsqueda dependiendo de la región en la que nos 
encontráramos. 
A continuación analizaremos los tiempos de coste de ejecutar el algoritmo con cada 
una de estas optimizaciones. En la siguiente tabla se muestran los tiempos de 
ejecución de las distintas versiones del algoritmo. 
 
Tiempo (ms) % de mejora 
Ninguna mejora: 319.375   
Imagen en B/N: 116.844 63,4% 
Imagen en B/N +       
Acotar Búsqueda: 
52.719 83,5% 
Tabla 7.3 - Tiempo de ejecución de las versiones del algoritmo y su mejora respecto al 
total 
 
De la tabla se pueden extraer distintas consideraciones: 
• El algoritmo implementado inicialmente tardaba alrededor de 5 minutos, esto 
es debido a la gran cantidad de cálculos (unas 18,36 x 109 operaciones). 
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• Al reducir la imagen de una imagen a color a una imagen en blanco y negro, 
estamos simplificando por tres el número de operaciones a realizar, ya que solo 
hay que hacerlo por una componente en vez de por las tres componentes RGB. 
El nuevo algoritmo es un 63,4% más rápido que el original. 
 
• Al acotar la búsqueda dependiendo de la región en la que estemos reducimos 
considerablemente el número de operaciones. El algoritmo es un 54,9% más 
rápido que la optimización de reducir la imagen a blanco y negro. Y es un 83,5% 
más rápido que el algoritmo original. 
 
 
Figura 7. 23 - Gráfica con la mejora de la simplificación del algoritmo de búsqueda 
En esta gráfica podemos apreciar el descenso del coste en tiempo de la ejecución del 
algoritmo de búsqueda de Tracking Windows. 
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A partir de los datos obtenidos en el apartado anterior en la optimización del algoritmo 
mediante la ejecución en CUDA sobre las distintas tarjetas gráficas, podemos hacer 
una suposición del coste del mismo algoritmo ejecutado sobre las máquinas con CUDA. 
 
Tiempo (ms) 
Tiempo (ms) estimado con CUDA 
GeForce 9500 GT GeForce 9800 GT 
Ninguna mejora 319.375 54.217 17.049 
Imagen en B/N 116.844 19.835 6.238 
Imagen en B/N +                 
Acotar Búsqueda 52.719 8.950 2.814 
Tabla 7.3 - Tiempo de ejecución estimado de las versiones del algoritmo ejecutado con 
CUDA 
 
De la tabla se pueden extraer distintas consideraciones: 
• La tabla muestra una mejora constante de 18,7 veces para la ejecución en la 
GeForce 9800 GT. Mientras que para la GeForce 9500 GT suponemos una 
mejora constante del 5,9. 
 
• A la hora de ejecutar el algoritmo sin ninguna optimización en CUDA podemos 
observar cómo, aunque sigue siendo bastante tiempo 54 o 18 segundos 
dependiendo de la tarjeta, el tiempo de ejecución se ha reducido 
drásticamente, 
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En la siguiente gráfica se muestran los tiempos de las distintas ejecuciones del 
algoritmo. 
 
Figura 7. 24 - Gráfica con la mejora estimada de la simplificación del algoritmo de 
búsqueda ejecutada con CUDA 
En la ejecución con tarjetas con soporte CUDA, al tratarse de mejorar un tiempo 
menor respecto a la ejecución sin CUDA, parece que la mejora del algoritmo es 
inferior. Sin embargo la reducción de aplicar la primera mejora es la misma tanto en la 
ejecución sin CUDA que con CUDA (un 63,4% más rápido).   
319.375 (ms)
116.844 (ms)
52.719 (ms)
18.050 (ms) 6.604 (ms)
2.980 (ms)
0
50.000
100.000
150.000
200.000
250.000
300.000
350.000
Ninguna mejora Imagen en B/N Imagen en B/N +                 
Acotar Búsqueda
Ti
e
m
p
o
 d
e
 e
je
cu
ci
ó
n
 (
m
s)
Sin CUDA
GeForce 9500 GT
GeForce 9800 GT
127 
 
8 .  C O N C L U S I O N E S  
El objetivo principal del proyecto era poder paralelizar un algoritmo de Visión por 
Computador de búsqueda y segmentación de objetos, aprovechando la potencia de 
cálculo de las GPU/VGA de un ordenador. 
Para ello hemos implementado un algoritmo genérico de búsqueda y segmentación de 
objetos, y lo hemos implementado aprovechando la tecnología CUDA para enviar los 
cálculos costosos del algoritmo a las GPU de la tarjeta gráfica.  
Dependiendo de la potencia de la tarjeta gráfica obtenemos una mejora distinta. 
Dependiendo del número de multiprocesadores de la tarjeta gráfica la mejora de la 
aplicación sigue una tendencia potencial. En las máquinas que hemos podido ejecutar 
la aplicación, la mejora conseguida es de la reducción de hasta 18,7 veces el tiempo de 
la ejecución de la aplicación. 
 
Con estas premisas, se puede afirmar que el objetivo del proyecto se ha cubierto 
satisfactoriamente. 
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8.1. TRABAJO FUTURO. 
El trabajo realizado, lejos de ser un producto final, vendría a ser un prototipo de los 
costes de procesar imágenes de alta definición para obtener objetos. Este proyecto 
puede ser mejorado y ampliado por diversos caminos. Aquí expondremos los dos 
caminos más claros para seguir con el trabajo desarrollado en el proyecto. 
 
8.1.1. MEJORAR EL ALGORITMO DE BÚSQUEDA DE OBJETOS 
El algoritmo implementado es un algoritmo genérico que es lanzado para que sea 
capaz de ver todo aquello que sería diferenciable del paisaje.  
La especificación del algoritmo hacia un tipo de objeto en concreto puede ser una de 
las mejoras que se podrían aplicar al algoritmo. Aplicando búsquedas concretas, y a 
partir de patrones, se podía ir mejorando el algoritmo para que, por ejemplo, 
identificara solo o mejor las señales, que identificara solo los PK, etc. 
 
8.1.2. MEJORA DE PARALELIZACIÓN 
La búsqueda de objetos se realizará a partir de ventanas de seguimiento de un tamaño 
de 32x32, esto implica que cada imagen se compone de 1530 ventanas de 
seguimientos. El algoritmo ejecuta en paralelo los cálculos necesarios para encontrar 
cada una de las ventanas. Por esta razón el algoritmo podría ser ejecutado en una 
máquina de hasta 1530 multiprocesadores antes de llegar al límite de la paralelización. 
 
Dado el código actual de la aplicación, la mejora más sencilla de implementar para 
mejorar el rendimiento de la aplicación paralelizándola más, sería optar por procesar 
varios frames en paralelo. Actualmente se van analizando los frames de uno en uno. 
Este cambio provocaría ligeras modificaciones en el algoritmo de seguimiento de 
contornos, que se tendría que hacer a posteriori en vez de sobre la marcha. 
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8.2. VALORACIÓN PERSONAL 
La elección de este proyecto vino motivada por la posibilidad de poder trabajar en un 
proyecto dentro del ámbito de la visión por computador e informática gráfica, con una 
tecnología bastante nueva, en constante evolución y con buenas perspectivas de 
futuro como es CUDA.  
Durante el desarrollo del proyecto la última versión disponible de CUDA ha cambiado 
varias veces. Al iniciar el proyecto la versión disponible de CUDA era la 2.1. Esta versión 
fue rápidamente remplazada por la 2.2 en mayo de 2009. Este cambio se produjo 
antes de empezar a programar el algoritmo en CUDA, por lo que la versión utilizada 
para el desarrollo del proyecto es CUDA 2.2. 
A finales del Proyecto, salió la versión 2.3 de CUDA. Esta sin embargo, al salir una vez 
ya estaba acabada la implementación del algoritmo en CUDA se decidió no utilizar. 
Este movimiento tan rápido de versiones es síntoma de que la tecnología aún no está 
establecida. Por lo que probablemente vuelva a cambiar en los próximos meses. 
Por esta razón considero que ha sido una buena idea empezar a trabajar con una 
tecnología, que si bien aún no está del todo depurada, si que en el futuro dará 
muchísimas posibilidades. Por eso es una buena práctica tener dominio de esta 
tecnología desde el primer momento.  
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9 .  A N Á L I S I S  E C O N Ó M I C O  
En este capítulo expondremos la planificación del proyecto, seguidamente se analizará 
el coste económico de desarrollar el proyecto. 
9.1. PLANIFICACIÓN DEL PROYECTO 
La planificación del proyecto ha seguido un modelo de planificación por prototipo. 
Este modelo de planificación por prototipo se suele utilizar en el desarrollo de 
productos con innovaciones importantes o que utilizan tecnologías nuevas, a causa de 
la incertidumbre de los resultados. En estos casos, se realiza un prototipo, es decir, un 
producto parcial y provisional que a medida que se van desarrollando pruebas y se va 
adquiriendo experiencia ese prototipo se va mejorando hasta llegar al producto final. 
 
El desarrollo del proyecto se ha llevado en 2 fases. En la primera frase se ha 
desarrollado el prototipo de la aplicación. En la segundo fase, a partir de los resultados 
de la primera se ha ampliado el prototipo dotándolo de todas las funcionalidades, y 
finalmente se ha implementado aquellas funciones críticas en CUDA. 
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Figura 9.1 - Diagrama de Gantt correspondiente al proyecto 
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9.2. PRESUPUESTO 
El coste económico del desarrollo del proyecto se ha calculado teniendo en cuenta el 
tiempo dedicado al análisis y diseño del sistema, a la implementación del sistema y, 
también, a la elaboración de la documentación.  
A continuación se muestran las tareas desglosadas y el tiempo invertido en cada una 
de ellas. 
Tarea Horas 
Análisis y diseño 70h 
Análisis de requisitos 
Especificación 
Diseño 
Programación 250h 
Programación Prototipo 
Programación aplicación final 
Formación 50h 
Formación OpenCV 
Formación CUDA 
Tester 75h 
Testeo y pruebas 
Documentación 200h 
Memoria proyecto 
Total Horas: 645h 
Tabla 9.1 - Tiempo desglosado de las tareas del proyecto 
Seguidamente se muestra el coste del proyecto teniendo en cuenta las horas y un 
coste hora de un ingeniero informático de 35€/hora. 
 
Coste total del proyecto: 22.575 € 
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9.2.1. PRESUPUESTO EQUIPOS 
A continuación detallaremos el precio de los equipos, más las licencias de software, 
con los que se ha desarrollado y probado el proyecto. Dada la dificultad de encontrar 
unos equipos con las mismas características los precios expuestos serán los precios de 
máquinas con características similares a los equipos utilizados.  
 
El equipo con el que se ha desarrollo el proyecto ha constado de un ordenador portátil 
con Windows XP y Microsoft Visual Studio 2005. Estos recursos de software han sido 
aportados por la universidad, pero tienen el coste que se muestra en la siguiente tabla. 
 
• Configuración Maquina de entorno de desarrollo 
Intel® Core™ 2 CPU T5500 @1.66GHz con 980MHz, 1GB de RAM 
 
Recurso Coste 
Ordenador Portátil 400 € 
Licencia Windows XP 150 € 
Licencia MS Visual Studio 2005 600 € 
Precio Total: 1.150 € 
Tabla 9.2 - Presupuesto de la máquina de entorno de desarrollo 
 
 
Para desarrollar el proyecto no se ha necesitado de un ordenador con una tarjeta 
NVIDIA para ejecutar CUDA, ya que la propia SDK de CUDA permite su ejecución en 
modo emulación. Para realizar las pruebas de ejecución sí que se ha precisado de un 
ordenador con tarjeta gráfica NVIDIA. A continuación mostraros con los costes de los 
dos equipos en los que se ha probado y ejecutado la aplicación. 
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• Configuración Maquina 1 de entorno de pruebas y ejecución 
Intel® Core™ i7 CPU 920 @ 2.67GHz con 2.66 GHz, 3,25 GB de RAM 
Tarjeta gráfica: NVIDIA GeForce 9800 GT con soporte de CUDA 
Recurso Coste 
Ordenador Sobremesa 990 € 
Incluye NVIDIA GeForce 9800 GT 
Licencia Windows XP 150 € 
Precio Total: 1.140 € 
Tabla 9.3 - Presupuesto de la máquina I de entorno de pruebas 
 
• Configuración Maquina 2 de entorno de pruebas de rendimiento 
Intel® Core™ 2 DUO CPU E7400 @ 2.80GHz con 2.80 GHz, 3,25GB de RAM 
Tarjeta gráfica: NVIDIA GeForce 9500 GT con soporte de CUDA 
Recurso Coste 
Ordenador Sobremesa 550 € 
Incluye NVIDIA GeForce 9500 GT 
Licencia Windows XP 150 € 
Precio Total: 700 € 
Tabla 9.4 - Presupuesto de la máquina II de entorno de pruebas 
 
 
La empresa NVIDIA pone a disposición de sus clientes la posibilidad de adquirir 
‘Soluciones de computación de alto rendimiento’. Estas máquinas están diseñadas 
específicamente para ejecutar programas diseñados para su ejecución en CUDA. El 
coste de estas máquinas van desde los 4.469 € a los 6.776 € en sus configuraciones 
estándar. NVIDIA dispone de una página donde puedes crear a medida tu computador 
de alto rendimiento eligiendo los componentes que consideremos suficientes para 
nuestras necesidades computacionales o económicas. 
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1 0 . B I B L I O G R A F Í A  
 
CUDA 2.2 Programming Guide y CUDA 2.2 Reference Manual 
 Incluidos en el SDK de CUDA 2.2 
Open Source Computer Vision Library Documentation 
 Incluido en el SDK de OpenCV 
“Enginyeria del software: Especificació” 
Dolors Costal, M. Ribera Sancho, Ernest Teniente 
Edicions UPC, 2000 
 
10.1. BIBLIOGRAFÍA DIGITAL 
 
msdn - OpenGL Reference 
http://msdn.microsoft.com/en-us/library/dd368808(VS.85).aspx 
CUDA Zone – The resource for CUDA developers 
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1 1 . A N E X O S  
CONTENIDO DEL DVD ADJUNTO 
El DVD adjunto a la memoria tiene el siguiente contenido: 
• Memoria en PDF 
• Ejecutables del proyecto 
• Código fuente del proyecto 
• Vídeo (comprimido) del trayecto analizado 
• Conjunto de imágenes en Alta resolución que componen el vídeo. 
• Ampliación de los ANEXOS: 
o Manuales de CUDA 
 CUDA 2.2 Programming Guide 
 CUDA 2.2 Reference Manual 
o Manual de OpenCV 
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GLOSARIO 
ADIF: La compañía ADIF (Administrador de Infraestructuras Ferroviarias) es una 
entidad pública empresarial dependiente del Ministerio de Fomento, que gestiona 
vías, estaciones, comunicaciones, etc, de la red ferroviaria Española. 
Alta definición: AD o HD, (del inglés High Definition) es un sistema de vídeo con una 
mayor resolución que la definición estándar, alcanzando resoluciones de 1280×720 a 
1920×1080. En nuestro proyecto hablaremos de Alta definición a una resolución  de 
1440x1080 píxeles. 
API: Interfaz de programación de aplicaciones (acrónimo de application programming 
interface) es un conjunto de funciones que permite usar recursos y servicios 
abstrayéndose de la programación de estos. 
Bloque:  En CUDA, conjunto  de  threads  que  son  capaces  de  compartir  una  zona  
de memoria. Los bloques pueden tener 1D, 2D o 3D. 
Device o dispositivo: en CUDA, la tarjeta gráfica o GPU que ejecuta y gestiona los 
threads. Puede haber más de un device activo durante la ejecución de una aplicación 
CUDA. 
GPU/VGA: Unidad de procesamiento gráfico (acrónimo de graphics processing unit / 
Video Graphics Array) es un procesador dedicado exclusivamente al procesamiento de 
gráficos para aligerar la carga de trabajo de la CPU en aplicaciones 3D interactivas. 
Grid, cuadrícula o rejilla: En CUDA, conjunto de bloques. Las Grids pueden tener 1 o 2 
dimensiones. 
Host: en CUDA, CPU donde empieza a ejecutarse la aplicación en CUDA y se comunica 
con el device. 
IDE: Entorno de desarrollo integrado (acrónimo de Integrated Development 
Environment) es un entorno de programación que ha sido diseñado como un solo 
programa que contiene un editor de código, un compilador, y depurador de código e 
incluso un constructor de interfaz gráfica. 
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Kernel: en CUDA, código que se ejecuta en la GPU. 
P.K: Punto Kilométrico. Identifica la posición de un punto en una vía ferroviaria. 
Thread o  Hilo: En CUDA,  instrucciones que se ejecutan en paralelo. Tienen un 
identificador único que lo identifica dentro del bloque al que pertenece. 
SDK: Kit de desarrollo de software (acrónimo de Software Development Kit) es un 
conjunto de herramientas de desarrollo que le permite a un programador crear 
aplicaciones para un sistema concreto, suelen componerse de APIs específicas para el 
sistema así como de un IDE, suelen incluir códigos de ejemplo, documentación y 
soporte propios. 
 
