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A-BERNARD, E.A. CAMPBELL AND A.M. DAVIE and V are both the open unit disc in R 2 = C the stochastic inner functions are just the classical (non-constant) inner functions and their complex conjugates. We conjecture that if U C R" is bounded (n > 2) and VCR 2 there are no stochastic inner functions, and prove this when n = 3 . A proof of this conjecture for n = 2m would prove the non-existence of inner functions (in the usual sense) on the unit ball of C'" (m > 1). We exhibit some non-trivial stochastic inner functions with p > 2 .
It was hoped that the Brownian path preserving property would enable probabilistic methods to be brought to bear on problems such as the existence of inner functions on balls. Unfortunately we have not realized this hope, and the arguments presented here are based mainly on the differential equations.
Brownian path preserving functions and their differential equations.
Let us first recall that a Brownian motion in R" is a family of R^-valued random variable {6(0: t^ 0} on a probability space (ft, F,P) satisfying: (iii) for each co G n the mapping t -^ b(t) (a?) from [t > 0} to R" is continuous.
Let XQ G R . If moreover b(0) == XQ almost surely, we say b(t) is a Brownian motion issued from XQ .
We next make precise the notion of a function which preserves Brownian motion. 2) a Brownian motion b\t) defined on a probability space (ft\F',p') in RP , issued from 0, such that 3) on the probability space product of (0, F, P) and (n\F\P') the random function a(s) = a^(s) defined for s> 0 by
is a Brownian motion issued from /(x^).
The following characterization of BPP functions is due essentially to P. Levy. Before giving the proof, we remark that (i) plus (ii) is equivalent to the statement that ^ o f is harmonic for every harmonic function </? on R p .
Proof. -We first prove necessity of (i) and (ii). We suppose / is BPP and let </? be a harmonic function on RP ; it suffices to show that <^ o / is harmonic.
Let W be an open ball in RP , let V^-^W), and let o^V. Let U^ = {xGU: |x| <m,rf(x,R"\U)>m-1 } and let V^=VHU^. For m large enough, XQ G V^. Let r,r^ denote the exit times of b from U and U^ respectively and let a and a be as in Definition 1.1. Let ^ be the exit time of a from W and let 0 == min( V/, a(r)), Q^ = min(^ , a(r^)). i// and a(r) are stopping times for a, hence so is 0 ; using the fact that </? is harmonic, and bounded convergence, we obtain
where ^ is the harmonic extension to V^, of ^ o /| 3V^ , and E denotes expectation (note that minCa" 1^) , T^) is the exit time of 6 from V^). Then g^-->^o f pointwise an V; also |^(x)Ksup|<^| for x E V^ , so / is harmonic on V. Since W is any open ball in R^ , </? o / is harmonic on U.
The proof of sufficiency is based on the theory of stochastic integrals, for which we refer to [9] . Given / satisfying (i) and (ii) we define a by With b' as in 1.1(2) define a random function a^, indexed by SIxSl' by It remains to construct /. Choose a sequence {y^} of points in S, with \y^\ -> oo , so that for k > 2 there is an open ball B^ centered at y^ , contained in S, and containing y^_^. Let f^ be harmonic on R"\{j^}, vanishing at o° , with |/J < 1 outside S, but not identically zero. Define f^ inductively so that f^ is harmonic on R"\{^^} and \f^-f^_^<62~k outside B^ (for example by truncating the expansion of /^_^ in spherical harmonics about y^). Then provided 5 is small enough f^ converges to a limit / with the desired properties.
BPP functions from domains in R 3 to C.
We have already remarked that a complex-valued function / on a domain in R" is BPP if and only if / and f 2 are both harmonic* In general it seems to be hard to describe such functions, but for n = 3 a good deal can be said. The reason for this is that BPP functions in this case have the property that their level sets are straight lines. Before proving this we give two examples. Proof. -We first assume that p is not a critical point of / (a critical point of / is a point where all first derivatives of / vanish). Using the notation f^ = Qf/9x etc., we have
Differentiating (1) with respect to y and z, multiplying respectively by f^ and fy , and adding:
In view of (1) and the fact that / is harmonic,
Now since p is not a critical point we may by rotating and translating the coordinate frame, assume that p = (0,0,0) and, at p, /y=0,/ ^0,/^^Q. Then from (3) we have, in some neighborhood of p, |/^|<M|/J for some constant M>0. Let g(t) = f^(t,0,0). Then g(0) = 0 and for \t\ small enough, \g\t)\ < M\g(t)\. Hence g(t) = 0 in a neighborhood of 0, so / is constant on a neighborhood of p on the x-axis, and hence, since / is real-analytic, on the component of Un(x-axis) containing p.
This proves existence of / for a non-critical point p ; in view of (1) the (real) Jacobian of / at p has rank 2 so / is unique, and we denote it by l(p).
The set of all straight lines through the origin can be identified with the real projective plane RP 2 ; by translation the set of lines through any given point can also be identified with RP 2 . If p is a non-critical point we denote by §(p) the point of RP 2 associated in this way with /(p).
We now prove existence of a line of constancy for a critical point p ; we denote by K the set of critical points of/in U. If p G K we can find a sequence p^ G U\K with p^ -^ p . Since RP 2 is compact, by taking a subsequence we may assume that 5(p^) converges to a limit 8 . 6 corresponds to a line / through p and the continuity of / implies that / is constant on the component of / H U containing p .
To prove uniqueness for a critical point we need two lemmas. Proof. -In R 2 any compact connected set with more than one point has positive capacity. The lemma follows from this using the BPP function of example 2.2.
We now complete the proof of the theorem.
Suppose p E K and let E be the (closed) set of 5 E RP 2 such that there is a sequence p^ E U\K with p^ - 
Then f is harmonic (and hence BPP) on U .
Proof. -Let p be a non-critical point of /. Rotate the coordinates so that the line of constancy through p is parallel to the x-axis. Then fy + 0, /^ ^ 0. From (b) we deduce the identity (2) obtained in the proof of 2.3. Since /^(p) = 0 and /^(p) = 0 we deduce that V 2 /^) = 0. Thus V 2 / = 0 at the non-critical points of /, and hence, since V 2 / is continuous, throughout U.
We now show how the differential equations for a BPP function can locally be reduced to a system of two-dimensional equations. Then <^? and ^ are continuous real functions on W. For X small enough
f(u+ ^p(u,v)\,v+ ^(u,v)\,\)=g(u,v).
(1) for all (^,t0 CE W and all small X. So if we fix u and v we find that
is a root of (6) for all small X, and hence is independent of X. We deduce (3) and the equation^2
For this latter equation to be compatible with (3) requires (2). So (2) and (3) To complete the proof we must remove from the first half of the proof the assumption that / has no critical points in W. Let K be the set of all points of W which are critical points of /. Then all points of K are isolated (this can be seen as follows: first, K is totally disconnected, since if J is a component of K with more than one point, the / is constant on J [4, p. 38] and hence on the union of the lines of constancy through J , which is impossible by an argument similar to the last part of the proof of Theorem 2.3. Then since K is a real analytic set the argument of corollary 3 of [10, p. 100] shows that each point of k is isolated). Let q ^ k; we wish to prove that the function 5:W-^ RP 2 is smooth at q. To do this we re-select the coordinate system so that </? and ^ as defined above vanish at q. Let B be an open disc centered at q , contained in W, so that B H K = {q}. Let A be a solution in B of the Beltrami equation 
for some M > 0, a > -y • Moreover h is homeomorphic on B. Now define F(u + <pX, v + ^X, X) = h (u,v) . Then since g == G o h on B\{^}, for some G, analytic or^conjugate analytic on /z(B\^}), it follows that F is harmonic on B\l(q) for some open set B in R 3 containing B. Moreover F is continuous on B, so F is harmonic on B. Finally by (8) q is not a critical point of F, so the desired result follows by applying the first part of the proof to the BPP function F.
Remarks 2.8. -(A) Equation (3) can be interpreted as saying that W admits a conformal structure with respect to which g must be analytic or conjugate-analytic. To state this fact globally, if / is BPP on a domain U in R" , then the family of lines of constancy of / can be given the structure of a Riemann surface so that /, or any other BPP function with the same level sets, is analytic or conjugate analytic with respect to this structure.
(B) Theorem 2.7 implies that any twice continuously differentiable solutions of (2) are in fact real analytic; this also follows from general results about elliptic equations. If in (2) Note also that by choosing X ^ 0 and considering the lines of constancy of / through th^ points of the plane z == X, we obtain a solution of equations (2) on R 2 such that the associated lines never meet, yet fail to fill up R 3 .
The idea of the above example was suggested by B. 0ksendal and A. Stray.
BPP functions from higher dimensions to C .
We have less information about BPP functions on domains in R" for n > 3 . We describe some properties of the level sets and characterize restrictions of BPP functions to affine hypersurfaces.
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Let / be a complex-valued BPP function on a domain U in FT, let zG/(U), let E = f-^z) and let pEE. Then h has the constant value z , so
The last term is zero and g^ and g^ are real so we conclude that V^p^O, V^/p)^.
The following corollary will be used in section 5. Proof. -Suppose E == f~l(z) is non-empty and compact. First suppose that E contains no critical point of /. Let B be a closed ball such that E C B and E U 3B ^ 0 . Then if p G E n 3B , the conclusion of Theorem 3.1 is false at p , a contradiction.
If E contains critical points, let V be an open set containing E so that V is a compact subset of U. By Sard's theorem [4, p. 38] the image under / of the critical points of / has Lebesgue measure 0, so we can find Zi ^/(V)\/(3V) so that /^(z^) contains no critical point. Then V H/'^z^) is compact, giving a contradiction. 
If now / is BPP then tr(A) =0, so by successive applications of (2), /r(A^=0 for ^=1,2,..., so A is nilpotent. Thus the matrix of second derivatives of a BPP function at any point is nilpotent.
We apply this to a boundary value problem: given a complexvalued function g, defined on a domain W in ^ (regarded as a subspace of R^), when can one extend g to a BPP function in a domain in R^ containing W? Clearly g must be realanalytic; if m = 1 this is sufficient but we show that if m > 1 g must satisfy a system of partial differential equations. We use x^, . . . , x^ for coordinates in F^ and x^ for the extra dimension. 
