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ANISOTROPIC FINITE ELEMENTS FOR ELLIPTIC
PROBLEMS WITH SINGULAR DATA
IGNACIO OJEA
Abstract. We study the problem −∆u = γ, where γ is a singular
measure, with support on a curve or a point. We prove that optimal
rates of convergence for the finite element method can be obtained using
properly graded meshes. In particular, we consider isotropic graded
meshes when γ is a point Dirac delta, and anisotropic graded meshes
when γ is a measure supported on a segment. Numerical experiments
are shown that verify our results, and lead to interesting observations.
1. Introduction
In this paper we study the Poisson equation with data given by a singular
measure. In the simplest case, such data will be a Dirac delta distribution
supported on a point. More generally, we are interested in data given by a
finite measure with support on a curve. Our model problem is:{ −∆u(x) = γ(x) x ∈ Ω ⊂ Rn
u(x) = 0 x ∈ ∂Ω, (1.1)
where n = 2, 3, Ω is a smooth convex domain, and γ is a finite measure
with support on a curve Γ ⊂ Ω. Particularly, if φ : [−L,L] → Rn is an
arc-length parametrization of Γ, there is a function γˆ : [−L,L]→ R, so that
the measure γ is given by:∫
Ω
f(x)γ(x)dx =
∫ L
−L
f(φ(t))γˆ(t)dt,
for every f ∈ C∞0 (Ω). We assume γˆ ∈ C1([−L,L]). We are particularly
interested in the simple case where Γ is a straight line, where the anisotriopic
behaviour of the solution of (1.1) is easier to understand.
This kind of problem arises in many contexts. The case of point singular-
ities can model, for example, point sources in electromagnetic or convection-
diffusion problems. It has been largely studied. We can mention, for exam-
ple, [7] and [19] where a priori estimates are given for the norm of the error
measured in L2 and in fractional Sobolev spaces Hs for some 0 < s < 1. In
[5] an a priori analysis is carried out on weighted Sobolev spaces, and the
L2 norm of the error is bounded. A posteriori estimates are given in [6] in
Lp, with 1 < p < ∞ and in W 1,p for 1 < p < 2. However, the arguments
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presented there hold only for n = 2. In [14] quasi-uniform meshes are used,
obtaining quasi-optimal rates of convergence for finite element methods of
order one, and optimal rates of convergence for higher order methods. How-
ever, the authors only consider local error norms: the error is measured on a
domain excluding the singularity. Similar results are obtained in [13] where
local error estimates are proved for the Poisson equation with a source given
by a Dirac measure supported on a curve. Finally [2] proposes a posteriori
error estimates for weighted Sobolev spaces, where the possible weights are
given by powers of the distance to the singular point, both for n = 2 and
n = 3. On the other hand, singularities supported on a curve are used in
[10, 9] to model two coupled diffusion-reaction problems, one on the curve,
and one in the domain. The goal of those papers is to study the flow of
blood through tissues: the domain represents a mass of tissue whereas large
blood vessels are described by curves. However, the same setting can be
used to model fluid flow in three dimensional porous media with fractures
represented by one-dimensional subsets. In [9] a priori graded meshes are
used to solve the problem using the finite element method, and estimates are
found for a weighted norm of the error. In fact, the weighted analysis of the
point-singular problem given in [2] follows closely the arguments introduced
in [10] and [9]. Other applications of problem (1.1) can be seen in [20] and
the references therein.
As it is pointed out in [2], weighted Sobolev spaces as the ones used in
[10, 9] (but also in [5]) seem to be more appropriate than W 1,p spaces (used
in [6]) or Hs spaces (considered in [7, 19]), since the norm of the weighted
spaces is only weakened near the singularity, and not in the whole domain
Ω.
Here we are interested in problem (1.1) as a model for heat diffusion
produced by the heating of gold nanoparticles through laser beams (see, for
example [17]). Spherical nanoparticles can be represented as point-sources,
whereas “elliptic” nanoparticles or arrays of nanoparticles can be represented
by one-dimensional singularities. In this context, it is of particular interest
the case in which Γ is a segment.
In the first sections of the paper we state the general setting for the
problem in weighted spaces of Kondratiev type and recall regularity results
proved in [16]. In Section 4 we give a general setting for the discrete prob-
lem and prove a weighted version of Aubin-Nitsche’s Lemma. Section 5 is
devoted to a priori estimates for data given by a point Dirac delta where the
main ideas are easier to understand. Section 6 treats the case of measure
supported on a segment, giving a priori estimates for both isotropic and
anisotropic graded meshes. We focus on the case n = 3. The case n = 2
is commented later. Finally, Section 7 show numerical experiments and its
results.
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2. Notation and Preliminaries
We consider a smooth convex domain Ω ⊂ Rn, n = 2, 3. Γ ⊂ Ω is a curve
such that Γ ∩ ∂Ω = ∅. We denote m the dimension of Γ, being m = 1 for a
curve, and m = 0 for a point.
Let r(x) = d(x,Γ). We define a neighborhood of Γ by:
B(Γ, ε) = {x ∈ Rn : r(x) < ε}.
For m = 1, we focus on the anisotropic behaviour of the solution. For
this, we consider the case in which Γ is a straight line given by:
Γ = {(0′, xn) ∈ Rn−1 × R : −L
2
≤ xn ≤ L
2
}. (2.1)
where 0′ detones the null vector in Rn−1. Since Γ ∩ ∂Ω = ∅, there is some
ρ0 > 0 such that B(Σ, ρ0) ⊂ Ω. For convinience, we assume ρ0 = 1.
It is sometimes useful to decompose the neighbourhood B(Γ, ρ) of Γ in
its cylindrical part:
C(Γ, ρ) = {(x′, x) ∈ Rn : −L < xn < L, ‖x′‖ < ρ},
and the extreme semi-balls:
Bout(±L, ρ) = {x ∈ Rn : ‖x− (0′,±L)‖ < ρ}.
We write Bout(Γ, ρ) = Bout(−L, ρ) ∪Bout(L, ρ).
Finally, it will be necessary to consider also the distance to the extreme
points of Γ, {(0′,−L), (0′, L)}, that we denote re(x).
We use the standard notation for derivatives: α = (α1, . . . , αn) ∈ Nn0 is a
multiindex and Dαu stands for ∂α1x1 . . . ∂
αn
xn u. |α| = α1 + · · ·+αn. Sometimes
we take α′ such that α = (α′, αn). Moreover, if ~h ∈ Rn, ~hα stands for
hα11 . . . h
αn
n .
We denote with C a generic constant that may change from line to line.
We also write a . b whenever a ≤ Cb for some constant C independent of
a and b. We say a ∼ b when b . a . b.
3. Weak formulation and regularity
3.1. Weak Formulation. The weak formulation for (1.1) consists in find-
ing u ∈ V such that: ∫
Ω∇u∇v =
∫
Ω γv ∀v ∈ V ′, (3.1)
where the spaces V and V ′ that give sense to the so far formal statement
(3.1) are to be defined. Since the source term γ does not belong to the dual
space of H10 (Ω) (except when n = 2, m = 1), it is not possible to use the
usual test and ansatz space V ′ = V = H10 . We consider weighted Sobolev
spaces.
Let L2σ(Ω) be the space of measurable functions v with: ‖v‖L2σ(Ω) :=
‖vrσ‖L2(Ω) < ∞. We also define H1σ(Ω) the space of functions v ∈ L2σ(Ω)
with derivatives in L2σ(Ω). The dual space for L
2
σ is L
2−σ, with respect to
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the duality product: 〈u, v〉 = ∫Ω u(x)v(x)dx. Observe that, for a bounded
domain Ω, we have that ‖v‖L2σ+ε(Ω) ≤ ‖v‖L2σ(Ω), ∀ε > 0, and the continuous
inclusion L2σ ⊂ L2σ+ε.
Many results on Sobolev spaces W k,p can be extended to weighted Sobolev
spaces W k,pω when the weight ω belongs to the Muckenhoupt class Ap (see
[15]). The following result gives a characterization of the weights of the form
r(x)σ that belong to the class A2 (see [11, Lemma 3.3]):
Lemma 3.1. Let F ⊂ Rn be a compact set of dimension m, and let r(x) be
the distance from x to F . If
− n−m
2
< σ <
n−m
2
, (3.2)
then r(x)2σ belongs to the class A2.
A consequence of this lemma is that, for σ satisfying (3.2) and v ∈ H1σ(Ω)
the weighted Poincare´ inequality
‖v‖L2σ(Ω) ≤ CP ‖∇v‖L2σ(Ω)
holds whenever v has mean value zero on Ω, or support in Ω. This allows
D’Angelo [9] to consider the space Wσ = {v ∈ H1σ : v|∂Ω = 0}, with the
norm:
‖v‖Wσ = ‖∇v‖L2σ ,
which is equivalent to the H1σ norm.
The goal is to complete the definition of our weak problem (3.1) taking
V = Wσ and V
′ = W−σ. Hence, we consider the more general problem that
reads as: Given f ∈W ′−σ, find u ∈Wσ such that:
〈∇u,∇v〉 = 〈f, v〉, ∀v ∈W−σ. (3.3)
The existence and uniqueness of solution of the problem thus set is proved
in [9] for the case m = 1, n = 3, and in[2] for m = 0 and n = 2, 3, provided
that σ satisfies (3.2). It is easy to prove the same result stands when n = 2,
m = 1.
The only remaining issue is to prove that our right hand side γ belongs to
W ′−σ. This has also been proven, in [10] (n = 3, m = 1) and in [2] (m = 0),
and holds true whenever
n−m
2
− 1 < σ < n−m
2
. (3.4)
In conclusion, we have that (3.1) has a unique solution u ∈ Wσ for σ
satisfying (3.4). And thanks to the Poincare´ inequality mentioned above, u
belongs to H1σ.
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3.2. Regularity in Kondratiev type spaces. However in order to obtain
a priori error estimates, we need information about the regularity of u up
to its second order derivatives. Such regularity can be more accurately ex-
pressed in terms of Kondratiev spaces, rather than standard Sobolev spaces.
Hence, we introduce the Kondratiev type space K`η(Ω), formed by all func-
tions v having weak derivatives of order α, for 0 ≤ |α| ≤ `, equipped with
the norm:
‖u‖2K`η =
∑
|α|≤`
∫
|Dαu(x)|2r(x)2(η+|α|)dx
The following result, proved in [16] gives a characterization of the solution
u of problem (1.1):
Theorem 3.2. Let u be the solution of problem (1.1), then, u ∈ K2σ−1(Ω),
for every σ > n−m2 − 1; except for the particular case n = 2, m = 1, where
u ∈ L2σ(Ω) and ∇u ∈ K1σ(Ω), provided that σ > −12 .
For m = 0 (point Dirac delta), this result follows directly from the study
of the fundamental solution for the Laplacian. For m = 1, a much more
complicated analysis is needed. We refer the reader to [16] for a complete
proof. We want to remark, however, that in the case m = 1, n = 3 this
result is consistent with the regularity of u assumed in [9].
For the case in which Γ is the segment (2.1), Theorem 3.2 can be refined,
detailing the anisotropic behaviour of the derivatives of u. Such a refinement
is given in the following theorem, also proved in [16]. We recall that re(x)
stands for the distance from x to the extreme points of Γ.
Theorem 3.3. Let Γ be the segment (2.1), and u the solution of (1.1).
Consider a compact set S ⊂ C(Γ, 1), and take rS,e = minx∈Sre(x). If
rS,e > 0, then there is a constant C depending on the measure |S| of S such
that:
r
1
2
S,e‖Dα∂xnu‖L2η(S) ≤ C for every η >
n− 1
2
− 2 + |α| (3.5)
for |α| = 0, 1 in the case n = 3 and for |α| = 1 in the case n = 2. For the
second derivative with respect to xn, in R3, we have the better estimate:
r
3
2
S,e‖∂2xnu‖L2η(S) ≤ C for every η > −
n− 1
2
(3.6)
The goal of this result is twofold: first, to show that the derivatives of u
along the direction parallel to Γ are actually smoother than the ones along
directions orthogonal to Γ. Second, to show that, though smoother, the
derivatives along the direction parallel to Γ lose regularity near the extreme
points of the segment, and to make explicit how this loss of regularity de-
pends on the distance re. In Section 6, the compact sets S will be the
elements of the finite element mesh.
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3.3. An improved Poincare´ inequatlity. Dealing with Kondratiev spaces,
we will use the following improved Poincare´ inequality:
Theorem 3.4. Let Ω ⊂ Rn, Γ ⊂ Ω a curve (m = 1) or point (m = 0) and
v ∈Wσ. If
− n−m
2
+ 1 < σ <
n−m
2
. (3.7)
Then, there is a constant CP independent of v such that:
‖v‖L2σ−1(Ω) ≤ CP ‖∇v‖L2σ(Ω). (3.8)
We give a sketch of the proof of (3.8). For that, let us begin by recalling
the following theorem (see [18, Theorem 1]).
Theorem 3.5. Let Iα be the fractional integral: Iα(f)(x) =
∫ |x−y|α−nf(y)dy,
and w and v be positive weights. If for some r > 1 there is a constant Cr
such that,
|Q|αn
(
1
|Q|
∫
Q
wr
) 1
2r
(
1
|Q|
∫
Q
v−r
) 1
2r
< Cr, for every cube Q ⊂ Rn
(3.9)
Then, the inequality:∫
|Iα(f)(x)|2w(x)dx ≤ C
∫
|∇f(x)|2v(x)dx
holds for every f ≥ 0.
We want to apply this result taking w = rβ and v = rσ. The following
lemma indicates how should β and σ be taken. It can be easily proven
exactly as Lemma 3.1, so we refer the reader to [11, Lemma 3.3]:
Lemma 3.6. Let F ⊂ Rn be a compact set of dimension m, and let r(x)
denote the distance from x to F . Then, if we take:
σ = β + α, β > −n−m
2
, σ <
n−m
2
,
the weights w = rβ and v = rσ satisfy (3.9).
Finally, we are able to prove the Theorem:
Proof of Theorem 3.4. It is a well known fact that given a function f ∈
C1, with support or mean value zero on a cube Q, the inequality |f(x)| ≤
C|I1(∇f)(x)| holds for every x ∈ Q. Since v|∂Ω = 0, it can be extended by
zero to a cube Q ⊃ Ω. Taking f = χQ|∇v|, where χQ is the characteristic
of Q, we have ‖v‖L2σ−1(Ω) ≤ C‖I1(∇v)‖L2σ−1(Ω). We apply Theorem 3.5 with
α = 1, w = rσ−1 and v = rσ and the result follows. The proof is completed
by a density argument. 
Remark 3.7. Observe that (3.4) implies (3.7), except for the case n = 2
and m = 1, where (3.7) gives and empty range.
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4. The discrete problem
In this section we discuss some general aspects of the discrete version of
our problem. Let Th be a triangulation of Ω. For every T ∈ Th we take:
rT = d(T,Γ), rT = sup
x∈T
d(x,Γ), hT = diam(T ).
ST denotes the patch of elements adjacents to T : ST = {T ′ ∈ Th : T ′ ∩T 6=
∅}.
We distinguish two classes of elements:
T nearh =
{
T ∈ Th : ST ∩ Γ 6= ∅
}
, T farh = Th \ T nearh .
Sometimes with a little abuse of notation we use T nearh and T farh to denote
the regions ∪T∈T nearh T and ∪T∈T farh T , respectively. For T ∈ T
near
h , we
denote: S′T = {T ′ ∈ T farh : T¯ ∩ T¯ ′ 6= ∅}.
We define the weighted discrete space:
Wh = {uh ∈ C(Ω) : uh|T ∈ P1(T ) ∀T ∈ Th, uh|∂Ω = 0},
equipped with the weighted norm:
‖uh‖2Wh =
∑
T∈Th
rT
2σ‖uh‖2L2(T ).
The well posedness of the model problem (3.3) in Wh as well as its stability
is proved in [9] for m = 1, n = 3 and in [2] for m = 0. As a conclusion
we have that for σ satisfying (3.2) the optimal estimate for the Galerkin
approximation
‖u− uh‖Wσ ≤ C inf
vh∈Wh
‖u− vh‖Wσ (4.1)
holds. See [2, Section 3] and [9, Theorem 3.4].
Therefore, in order to obtain estimates for the Wσ norm of the discretiza-
tion error it is enough to prove estimates for the Wσ norm of the interpola-
tion error. However, in order to obtain estimates in L2β, we need a weighted
version of Aubin-Nitsche’s lemma. It is particularly interesting the case of
the standard L2 norm, given by β = 0.
Let us take gβ = r
2β|u− uh|, then, we have ‖gβ‖L2−β(Ω) = ‖u− uh‖L2β(Ω).
We want to estimate:
‖u− uh‖2L2β(Ω) = 〈u− uh, gβ〉
For that, we follow the classical argument of Aubin-Nitsche’s lemma setting
the problem of finding ϕβ ∈W−σ such that:
〈∇ϕβ,∇w〉 = 〈gβ, w〉, ∀w ∈Wσ. (4.2)
Observe that if σ ≤ β+ 1, then gβ ∈ L2−β ⊂ L21−σ = (L2σ−1)′, and, thanks to
(3.8), Wσ ⊂ L2σ−1. Hence, the map gβ : Wσ → R given by gβ(w) = 〈gβ, w〉
is a linear continuous map. Moreover, since (3.4) holds, −σ satisfies (3.2),
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and the adjoint problem (4.2) is well posed, and admits a unique solution
ϕβ ∈W−σ.
We continue as in the unweighted case, since u− uh ∈Wσ:
〈∇ϕβ,∇(u− uh)〉 = 〈gβ, u− uh〉,
whereas, for every ϕh ∈Wh: 〈∇ϕh,∇(u− uh)〉 = 0, which gives:
〈gβ, u− uh〉 = 〈∇(u− uh),∇(ϕh − ϕh)〉 ≤ ‖u− uh‖Wσ‖ϕβ − ϕh‖W−σ ,
and we have completed the proof of our weighted Aubin-Nitsche’s lemma:
Lemma 4.1 (Weighted Aubin-Nitche’s Lemma). Given σ ≤ β+1 satisfying
(3.4), we have:
‖u− uh‖L2β(Ω) ≤ ‖u− uh‖Wσ infϕh∈Wh ‖ϕβ − ϕh‖W−σ
where ϕβ is the solution of (4.2).
The weighted regularity of the solution of Poisson’s equation for weights
in the Ap class is proven in [12], so we have that:
‖ϕβ‖H2−β(Ω) . ‖gβ‖L2−β(Ω) = ‖u− uh‖L2β(Ω).
Thence, estimates for the discretization error in L2β will follow from estimates
of the interpolation error for u in Wσ, and of the interpolation error for ϕβ
in W−σ.
For the rest of the paper we use σ to denote an exponent satisfying (3.4),
so u ∈ Wσ. We use β ≥ σ − 1 to denote an exponent corresponding to a
space L2β where u belongs. For convinience, we also assume β >
n−m
4 − 1
for m = 0 or n = 3, m = 1 and β > 14 for m = 1, n = 2. This guarantees
that gβ ∈ L2, and ϕβ ∈ H2, which allows us to use a standard interpolator
for estimating the error for problem (4.2).
5. Isotropic graded meshes for point-Delta sources
In the case of a point Dirac delta (m = 0, Γ = {0}) we take an isotropically
graded mesh Th, according to the rule:
hT ∼

h
1
µ if 0 ∈ T¯,
hr1−µT if 0 < d(T,0) ≤ 1,
h if 1 < d(T,0),
for some µ to be determined. We assume that the origin of coordinates 0
where the singularity lies is one of the vertices of Th. We divide the analysis
in two parts, studying first the error in Wσ, and afterwards the error in L
2
β.
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5.1. Estimates in Wσ. Since u does not belong to H
1 near the singularity,
we need to introduce a suitable interpolation operator Ih : K
2
σ−1 →Wh, for
σ > n2 − 1. Let {xi}Nhi=1 be the set of nodes of Th, and {φi} the nodal basis:
φi|T ∈ P1, φi(xj) = δij . We define:
Ihu(x) =
Nh∑
i=1
aiφi(x). (5.1)
For nodes xi ∈ T farh , Ih is the Lagrange interpolator, given by ai = u(xi).
This definition is allowed by the fact that functions in K2σ−1 belong to
H2(T farh ). On the other hand, for nodes xi ∈ T nearh we take ai = 0.
The following lemma was proved in [9, Lemma 3.5].
Lemma 5.1. The interpolator Ih satisfies the following properties:
|u− Ihu|H`(T ) ≤ Ch2−`T |u|H2(T ), if T ∈ T farh , ` = 0, 1 (5.2)
|Ihu|K1σ−1(T ) ≤ Cσ‖u‖K2σ−1(S′T ), if T ∈ T
near
h , (5.3)
for every u ∈ K2σ−1 and ` = 0, 1. Moreover, Cσ ∼ (2σ + n)−
1
2 .
Inequality (5.2) is due to the fact that Ih|T is the Lagrange interpolator
∀T ∈ T far. The stability estimate (5.3) is very similar to (5.7), that is
proven later for the classical Lagrange interpolator. With this, we can prove:
Theorem 5.2. Let σ satisfy (3.4) and take µ ≤ σ − 1− η, then:
|u− Ihu|K1σ−1(Ω) ≤ Cσh‖u‖K2η(Ω). (5.4)
Proof. We prove the result elementwise. For every T such that d(T,0) > 1,
the result follows directly from (5.2). For T ∈ T farh , such that 0 < d(T,0) ≤
1:
|u− Ihu|K1σ−1(T ) ≤ r¯
σ
T |u− Ihu|H1(T ) . r¯σThT |u|H2(T ) . r¯σThT r−η−2T |u|K2η(T )
. rσ−η−2T hr
1−µ
T |u|K2η(T ) . hr
σ−1−η−µ
T |u|K2η(T ) . h|u|K2η(T ),
where in the last inequality we used the condition on µ.
Now, for T ∈ T nearh , we use (5.3) and the condition on µ obtaining:
|u− Ihu|K1σ−1(T ) ≤ |u|K1σ−1(T ) + |Ihu|K1σ−1(S′T ) ≤ r¯
σ−1−η
T |u|K1η(T ) + Cσ‖u‖K2σ−1(S′T )
≤ hσ−1−ηµ |u|K1η(T ) + Cσh
σ−1−η
µ ‖u‖K2η(S′T ) . Cσh‖u‖K2η(ST ).

Thanks to (4.1), we have the following corollary which gives optimal rates
of convergence in Wσ and, equivalently, in H
1
σ and in K
1
σ−1:
Corollary 5.3. If σ satisfies (3.4) and we take µ ≤ σ − 1− η:
‖u− uh‖Wσ(Ω) . h‖u‖K2η(Ω). (5.5)
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5.2. Estimates in L2β. Now, we need to study the approximation error for
(4.2). Taking β > n4 − 1, ϕβ ∈ H2, and the standard Lagrange interpolator
can be used. However, some effort is needed for obtaining estimates in the
norm W−σ, due to the negative weight. We begin proving a local Poincare´
inequality, deduced from 3.4:
Lemma 5.4 (Local Poincare´ inequality). Let T be such that 0 is one of its
vertices, and take v ∈ H1−σ(T ), for σ satisfying (3.7) such that
∫
T v = 0.
Then:
‖v‖L2−σ(T ) ≤ Ch
1−σ+β
T ‖∇v‖L2−β(T ).
holds for every β such that σ ≤ β + 1, with a constant C independent of
T and v.
Proof. We denote T̂ the reference element with vertices on {0}, and the
canonical vectors ei such that (ei)j = δi,j . Then we have an affine map
FT : T̂ → T , FT (x̂) = x. We define v̂(x̂) = v(x). Also, we have that the
distance r̂ in T̂ satisfies: hT r̂(x̂) ∼ r(FT (x̂)). Hence, we have:
‖v‖L2−σ(T ) =
(∫
T
v(x)2r(x)−2σdx
) 1
2
∼ h−σT J
1
2
T
(∫
T̂
v̂(x̂)r̂(x̂)−2σdx̂
) 1
2
= I
where JT = |det(DFT )|. Now, we apply (3.8) on T̂ and go back to T , taking
into account that ∇̂v̂ ∼ hT∇v:
I . h−σT J
1
2
(∫
T̂
|∇̂v˜|2r̂(x̂)2(1−σ)dx̂
) 1
2
. h−σT
(∫
T
h2T |∇v|2h2(σ−1)T r(x)2(1−σ)dx
) 1
2
. ‖∇v‖L21−σ(T ) . h
1+β−σ
T ‖∇v‖L2−β(T ).

As we commented earlier, since ϕβ ∈ H2, a standard Lagrange interpola-
tor can be used. We take Πh(v) defined as in (5.1), but with ai = v(xi) for
every i. The following result replicates Lemma 5.1:
Lemma 5.5. The Lagrange interpolator Πh satisfies the following proper-
ties:
|u−Πhv|H`(T ) ≤ Ch2−`T |v|H2(T ), ∀T ∈ Th (5.6)
‖Πhv‖W−σ(T ) . h−1T ‖v‖L2−σ(T ) + |v|H1−σ(T ) + hT |v|H2−σ(T ), ∀T : T ∩{0} 6= ∅
(5.7)
for every v ∈ H2−σ and ` = 0, 1.
Proof. (5.6) is a well known result. On the other hand, for (5.7), we have:
‖Πhv‖W−σ(T ) ≤
∑
i:xi∈T¯
|ai|︸︷︷︸
A
‖φi‖W−σ(T )︸ ︷︷ ︸
B
.
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B is easily bounded using that |∇φi| ∼ h−1T , and
∫
T r(x)
−2σdx ≤ |T | 12h−σT ,
giving: B ≤ |T | 12h−1−σT . On the other hand, taking T̂ the reference element
and using the map FT : T̂ → T as in Lemma 5.4, we have:
|ai| = |v(xi)| ≤ ‖v‖L∞(Ti) = ‖vˆ‖L∞(Tˆ ) ≤ C‖vˆ‖H2(Tˆ ) = C
( 2∑
j=0
|vˆ|2
Hj(Tˆ )
) 1
2
= C|T |− 12
( 2∑
j=0
h2jT |v|2Hj(T )
) 1
2
≤ C|T |− 12
( 2∑
j=0
h2j+2σT |v|2Hj−σ(T )
) 1
2
and joining the estimates for A and B the result follows. 
In (5.3), we took advantage of the fact that u belongs to a Kondratiev
type space, so ∇u ∈ L2σ, but u ∈ L2σ−1. That is not true for ϕβ and thence
we obtained the term h−1T ‖v‖L2−σ(T ) in (5.7). In order to compensate this, we
use that Πh in invariant over polynomials of degree 1. Let us define PT (v)
the polynomial of degree 1 such that
∫
T D
α(v(x) − PT (v)(x))dx = 0, for
every |α| ≤ 1. The following result is a natural consequence of Lemma 5.4:
Lemma 5.6. For T ∈ Th such that T ∩ {0} 6= ∅, taking σ and β as in
Lemma 5.4, the following inequalities hold:
‖∇(v − PT (v))‖L2−σ(T ) ≤ Ch
1−σ+β
T |v|H2−β(T ) (5.8)
‖v − PT (v)‖L2−σ(T ) ≤ Ch
2−σ+β
T |v|H2−β(T ) (5.9)
Proof. (5.8) is given directly by Lemma 5.4. (5.9) follows applying first
Lemma 5.4 with β = σ and afterwards (5.8). 
Now, we are finally able to prove our error estimate in L2β norm:
Lemma 5.7. Let σ satisfy (3.4), and β such that σ ≤ β + 1. Then, taking
the grading parameter µ ≤ 1 + β − σ, we have:
‖ϕβ −Πh(ϕβ)‖L2−σ(Ω) ≤ Ch|ϕβ|H2−β(Ω). (5.10)
Proof. We prove the result elementwise. For T such that 0 /∈ T¯ :
‖∇(ϕβ −Πh(ϕβ))‖L2−σ(T ) . r
−σ
T ‖∇(ϕβ −Πh(ϕβ))‖L2(T ) . hT rβ−σT |ϕβ|H2−β(ST )
. hr1−µ+β−σT |ϕβ|H2−β(ST ) . h|ϕβ|H2−β(ST ).
Whereas, for T with 0 in one of its vertices, we interpose PT = PT (ϕβ):
‖∇(ϕβ −Πh(ϕβ))‖L2−σ(T ) ≤ ‖∇(ϕβ − PT )‖L2−σ(T ) + ‖∇Πh(ϕβ − PT )‖L2−σ(T ).
Now, the second term can is bounded by (5.7):
|Πh(ϕβ−PT )|H1−σ(T ) ≤ h
−1
T ‖ϕβ−PT ‖L2−σ(T )+|ϕβ−pT |H1−σ(T )+h
1+β−σ
T |ϕ|H2−β(T ).
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In the last term we applied a slightly adapted version of (5.7), taking norm
L2−β only for the second order derivatives. Now, applying Lemma 5.6, we
have:
‖∇(ϕβ −Πh(ϕβ)‖L2−σ(T ) ≤ Ch
1−σ+β
T |ϕβ|H2−β(ST ),
and the result follows summing up over all T ∈ Th. 
Joining Corollary 5.3 and Lemma 5.7, we obtain an optimal order of
convergence in L2β. Since the exponent η on the right hand side of (5.5)
should be taken η > n2 − 2, the condition µ ≤ σ − 1 − η can be reduced
to µ < σ + 1 − n2 . Hence, in order to be able to apply both results we
need µ < max{σ + 1 − n2 , 1 + β − σ}, for any σ such that n2 − 1 < σ < n2 .
Consequently it is enough to take µ < 1 + β2 − n4 :
Theorem 5.8. For any β ≥ n4 − 1, taking µ < 1 + β2 − n4 , we have:
‖u− uh‖L2β(Ω) = O(h
2).
A particularly interesting result follows when taking β = 0, leading to an
estimate for the L2 norm of the error. In n = 2 the restriction on µ reads
µ < 12 . In [5] the authors propose a graded mesh with parameter µ =
1
2 ,
and prove the suboptimal rate of convergence:
‖u− uh‖L2(Ω) ≤ Ch2| log(h)|
3
2 .
A similar result is obtained in [14]. Our numerical results are consistent with
the ones exposed in [5], showing an order slightly worse than 2 for µ = 12 .
However, taking µ < 12 the optimal order is recovered (see Table 1 in Section
7).
6. Anisotropic meshes for sources supported on segments
We treat extensively the three dimensional problem, considered in [9].
Here, we restrict ourselves to the case of Γ being the segment (2.1). and
study anisotropic graded meshes. Conclusions for isotropic meshes are de-
rived from our calculations. Afterwards, we comment the two dimensional
problem where some adjustments should be made.
Th is now a graded anisotropic mesh. In Ω \ B(Γ, 1), Th is formed by
regular isotropic elemets of diameter h. In B(Γ, 1), on the contrary, Th
should be graded. The idea is to grade Th isotropically in Bout(Γ, 1) and
anisotropically in C(Γ, 1). However, according to Theorem 3.3, elements in
C(Γ, 1) should be graded towards the extreme points of Γ. Hence, let us
recall that re(x) denotes the distance to the extreme points of Γ and define
Boutτ = {x ∈ B(Γ, 1) : re(x) < τr(x)},
for some fixed constant τ > 1. In Boutτ (where r ∼ re), we define an isotropic
graded mesh with:
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hT ∼
{
h
1
µ if Γ ∩ T¯ 6= ∅,
hr1−µT if 0 < rT ≤ 1.
On the other hand, in B(Γ, 1)\Boutτ , we generate an anisotropic mesh. We
recall some usual concepts: An element T is of tensor-product type if it has
one edge parallel to the xn axis, and a face (n = 3) or edge (n = 2) parallel
to the x1, x2 plane, or to the x1 axis. We denote by hT,j (j = 1, . . . , n)
the dimensions of the element T . For n = 2, hT,j is the length of the edge
parallel to the xj axis. For n = 3, hT,1 and hT,2 are the base and the height
of the face parallel to the plane x1, x2, and hT,3 is the length of the edge
parallel to the x3 axis. ~hT stands for the size vector (hT,1, . . . , hT,n). We
take hT,1 ∼ hT,2 < hT,3. We recall that rT,e stands for the distance from T
to the extreme points of Γ. We take:
hT,j ∼
{
h
1
µ if rT = 0,
hr1−µT if 0 < rT ≤ 1,
(j < n); hT,n ∼
{
h
1
µ if rT,e = 0,
h(rT,e)
1−µ if 0 < rT,e ≤ 1.
We proceed as in the case m = 0, estimating first the discretizarion error
of u in Wσ, and afterwards, the interpolation error for ϕβ in W−σ, leading
to an estimate for the discretization error of u in L2β. We study in detail the
three dimensional problem.
6.1. Estimate in Wσ (n = 3). As in the previous section, we need an
interpolation operator that can be applied to functions in K2σ−1. However
since we need to take into account the anisotropy of the mesh, we consider
an adapted Scott-Zhang interpolator, instead of an adapted Lagrange one.
Let us recall that the interpolators of Scott-Zhang type take the form (5.1)
where ai = Pkξiu(xi). ξi is certain non-empty set and P
k
ξi
: L2(ξi)→ Pk(ξi) is
the L2 projection into the space of polynomials of degree ≤ k on ξi. The Sh
variant choose ξi to be small edges or faces adjacent to the node xi. There
usually are many possible choices for ξi fitting this criteria. Our interpolator
is essentially Sh, but it is taken equal to zero at the segment Γ. Specifically,
we take Ih of the form (5.1) with:
ai = 0 for xi ∈ T nearh , ai = P1ξiu(xi) for xi ∈ T farh .
In the last case, we take ξi = F , where F is a face (or edge) of the trian-
gulation such that F ⊂ T farh . In B(Γ, 1) \ Boutτ , ξi is taken parallel to the
x1-x2 plane (x1 axis). In other words, far from the singularity Ihu = Shu,
with a particular choice of small faces ξi.
We want to prove an analogue to Lemma 5.1 for our modified Scott-
Zhang interpolator. First, we recall a few useful facts, that we state with
no proof. We refer the reader to [4, Section 3] for details. Let us observe
that in every T ∈ T farh the weight rσT is essentially constant, so the weighted
space is equivalent to the unweighted one. Consequently, we have that
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(Pξiu)(xi) =
∫
ξi
uψi, where ψi ∈ P1(ξi) is such that
∫
ξi
ψiφj = δi,j ∀i, j,
and ‖ψi‖∞ ∼ |ξi|−1.
We also need the following trace theorem, that holds both for n = 2 and
n = 3:
Lemma 6.1. Let ξ be an edge (n = 2) or face (n = 3) of an element T ,
` ∈ N and p ≥ 1. Then, for every v ∈ H`(T ) we have that v has a trace in
e in the sense of L1 and that:
‖v‖L1(ξ) ≤ C|ξ||T |−
1
p
∑
|α|≤`
~hαT ‖Dαv‖Lp(T ),
where |ξ| is the (n− 1)−dimensional measure of ξ.
Proof. The result follows by changing variables to the reference edge/face ξˆ
corresponding to ξ, in the reference element Tˆ , applying the trace theorem
there and going back to the original element T . 
Now we can prove the following analogue to Lemma 5.1.
Lemma 6.2. Let Ih be the adapted Scott-Zhang operator. Then, for T ∈
T farh we have:
|u− Ihu|H1(T ) ≤ C
∑
|α|=1
~hαT |Dαu|H1(ST ). (6.1)
When T ⊂ Boutτ , ~hT should be replaced by hT . For T ∈ T nearh , T ⊂ Boutτ :
|Ihu|K1σ−1(T ) ≤ C
{
‖u‖L2σ−1(S′T ) +
2∑
j=1
‖∂xju‖L2σ(S′T ) + hT,3‖∂x3u‖L2σ−1(S′T )
}
(6.2)
Proof. The first inequality follows from the fact that Ih is identical to Sh on
T farh . See, for example [4]. For (6.2), let us begin observing that if every
node of T is inside T nearh , the left hand side vanishes, so there is nothing
to prove. Hence, the result should be proven for every T ∈ Tnear such that
there is some T ′ ∈ T farh with T¯ ∩ T¯ ′ 6= ∅. Let us denote DT = {i : Ti ∈
T farh , T¯ ∩ T¯i 6= ∅}. We have that:
|Ihu|K1σ−1(T ) ≤
∑
i∈DT
∫
ξi
|uψi|︸ ︷︷ ︸
A
|φi|K1σ−1(T )︸ ︷︷ ︸
B
For A we use that ‖ψi‖L∞(ξi) ∼ |ξi|−1, and apply Lemma 6.1:
A ≤ C|ξi|−1‖u‖L1(ξi) ≤ C|Ti|−
1
2
∑
|α|≤1
~hαT ‖Dαu‖L2(Ti),
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where Ti is any element, Ti ∈ T farh such that ξi ⊂ T¯i. We can continue:∑
|α|≤1
~hαT ‖Dαu‖L2(Ti)
≤ r1−σTi ‖u‖L2σ−1(Ti) +
2∑
j=1
hTi,jr
−σ
Ti
‖∂xju‖L2σ(Ti) + hTi,3r1−σTi ‖∂x3u‖L2σ−1(Ti)
≤ h 1−σµ {‖u‖L2σ−1(Ti) + 2∑
j=1
‖∂xju‖L2σ(Ti) + hTi,3‖∂x3u‖L2σ−1(Ti)
}
On the other hand, for B, considering each derivative of φi, we have:
‖∂xjφi‖L2σ ≤ Ch−1Ti,j r¯σTi |Ti|
1
2 ≤ Ch−1Ti,jhσT,1|Ti|
1
2 ≤ Chσ−1T,1 |Ti|
1
2 ≤ Chσ−1µ |Ti| 12 ,
where we used that hT,j ≥ hT,1 for every j. Finally, we can combine the
estimations for A and B, obtaining (6.2). 
We are now able to prove the approximation result for anisotropic meshes:
Theorem 6.3. Let Th be a graded anisotropic mesh as defined previously,
and uh the finite element solution of problem (3.1). Then if µ < σ, we have
that:
‖u− uh‖Wσ(Ω) = O(h). (6.3)
Proof. Thanks to (4.1), we only need to estimate ‖u− Ihu‖Wσ(Ω). As usual,
we proceed element-wise. Let us take T ∈ T farh , and assume T ⊂ B(Γ, 1) \
Boutτ . The case T ⊂ Boutτ is easier, since no anosotropy should be considered.
We use extensive that for T ∈ Tfar, r¯T ∼ rT and that rT ∼ rT ′ and hT,j ∼
hT ′,j for j = 1, 2, 3 and any T
′ ∈ ST . We denote α′ a multiindex with
αn = 0, to denote derivatives with respect to the first variables:
‖u− Ihu‖Wσ(T ) . r¯σT ‖u− Ih‖H1(T ) . r¯σT
∑
|α|=1
~hα|Dαu|H1(ST )
. r¯σT
{
hT,1
∑
|α′|=2
‖Dα′u‖L2(ST ) + hT,3
∑
|α′|=1
‖∂x3Dα
′
u‖L2(ST ) + hT,3‖∂2x3u‖L2(ST )
}
. r¯σT
{
hT,1r
−η−2
T
∑
|α′|=2
‖Dα′u‖L2η+2(ST ) + hT,3r
−η−1
T
∑
|α′|=1
‖∂x3Dα
′
u‖L2η+1(ST )
+ hT,3r
−η
T ‖∂2x3u‖L2η(ST )
}
. hr¯σ−1−η−µT
{ ∑
|α′|=2
‖Dα′u‖L2η+2(ST ) + rT,e
( rT
rT,e
)µ ∑
|α′|=1
‖∂x3Dα
′
u‖L2η+1(ST )
+ rT,erT
( rT
rT,e
)µ‖∂2x3u‖L2η(ST )}
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Now, assuming µ ≤ σ − 1− η, and the fact that rT ≤ rT,e we conclude:
. h
{ ∑
|α′|=2
‖Dα′u‖L2η+2(ST ) + rT,e
∑
|α′|=1
‖∂x3Dα
′
u‖L2η+1(ST ) + r
2
T,e‖∂2x3u‖L2η(ST )
}
,
It is clear that the case T ∈ T farh , T ⊂ Boutτ can be solved in the same way
taking the diameter of T , hT instead of hT,j for every j, and increasing the
weight on the norms of the derivatives with respect to x3. Finally, let us
consider T ∈ T nearh . Again, the interesting case is given by the anisotropic
elementes, T ⊂ B(Γ, 1) \ Boutτ and rT,e > 0. Using that hT,1 ∼ h
1
µ and
applying (6.2) we have:
‖u− Ihu‖Wσ(T ) ≤ |u|K1σ−1(T ) + |Ihu|K1σ−1(T )
. r¯σ−η−1T |u|K1η(T ) + ‖u‖L2σ−1(S′T ) +
2∑
j=1
‖∂xju‖L2σ(S′T ) + hT,3‖∂x3u‖L2σ−1(S′T )
. r¯σ−η−1T
{
|u|K1η(T ) + ‖u‖L2η(S′T ) +
2∑
j=1
‖∂xju‖L2η+1(S′T ) + hr
1−µ
T,e ‖∂x3u‖L2η(S′T )
}
But, r¯σ−η−1T ∼ h
σ−η−1
µ . So assuming, once again, µ ≤ σ−η−1, we have that
r¯σ−η−1T ≤ h. The result follows summing up over all the elements, taking
into account that the overlapping of the patches ST is finite, and that the
factors given by powers of rT,e are enough to compensate the lack of weight
in the norms of the derivatives with respect to x3 (see Theorem 3.3).
The condition µ ≤ σ − η − 1 can be used for any η > −1 (Theorem 3.2),
so the condition on µ reduces to: µ < σ. Observe that the last estimation
has a term r1−µT,e ‖∂x3u‖L2η(S′T ). Theorem 3.3 indicates that a factor r
1
2
T,e is
necessary, so we are induced to think that a condition µ ≤ 12 should be
stated. This is not true, though. Indeed, if we take µ > 12 we can write,
in the left factor of the last inequality r¯σ−η−1T = r¯
σ−η−µ− 1
2
T r¯
µ− 1
2
T . Hence, we
obtain in the last term: hr
1
2
T,e(r¯T /rT,e)
µ− 1
2 ≤ hr
1
2
T,e, so in order to preserve
the order 1 given by the h factor, we just need σ − η − µ− 12 ≥ 0, which is
equivalent to: µ ≤ σ − η − 12 . Once again, since η > −1, this reduces to:
µ ≤ σ + 12 , which is true since µ ≤ σ. 
Remark 6.4. This result is consistent with the one proved in [9], where
isotropic graded meshes are considered, and a condition µ < σ is provided
to guarantee an order h for the Wσ norm of the error.
6.2. Estimate in L2β (n = 3). Here again we need to produce estimates
for the W−σ norm of the error of the adjoint problem (4.2). We follow the
ideas of Section 5, though a little more technical problems arise due to the
anisotropy of the mesh.
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Since ϕβ ∈ H2, we can use the standard Scott-Zhang interpolator Sh. We
need the following anisotropic version of the local Poincare´ inequality given
in Lemma 5.4:
Lemma 6.5 (Local Anisotropic Poincare´ ineaquality). Consider T such that
T ∩ Γ 6= ∅, (one of T ’s edges lie on Γ), and take v ∈ H1−σ, for σ satisfying
(3.7). Then, if
∫
T v = 0, the inequality:
‖v‖L2−σ(T ) ≤ Ch
−σ
T,1
∑
j
hT,j‖∂xjv‖L2(T ),
holds for every β such that σ ≤ β + 1, with a constant C independent of T
and v.
Proof. The result follows in the same line than Lemma 5.4, taking into
account that the transformed distance r̂ satisfies hT,1r̂(x̂) = r(FT (x̂)). 
We also need a weighted stability result for Sh, in order to handle the
negative exponent −σ near Γ. The proof uses some technical tricks that are
usual for this kind of interpolator.
Lemma 6.6. Let T ∈ Th such that one of its edges lie on the segment Γ,
and take v ∈ W−σ ∩H2. We denote ∇′v the gradient of v with respect the
first variables (excluding xn),. Analogously, ∇2′ stands for the derivatives
of v of order two, with respect to the first variables. Then for j = 1, 2:
‖∂xjShv‖L2−σ(T ) ≤ ‖∂xjv‖L2−σ(T ) + h
1−σ
T,1 ‖∇2
′
v‖L2(T ) + hT,3h−σT,1‖∂x3∇′v‖L2(T )
(6.4)
And:
‖∂x3Shv‖L2−σ(T ) ≤ ‖∂x3v‖L2−σ + hT,1h
−1
T,3‖∇′v‖L2−σ(T ). (6.5)
Proof. We have:
‖∂xjShv‖L2−σ(T ) ≤
∑
i:xi∈T
∣∣∣∣ ∫
ξi
vψi
∣∣∣∣︸ ︷︷ ︸
A
‖∂xjφi‖L2−σ︸ ︷︷ ︸
B
.
B is bounded as usual: B ≤ h−1T,j |T |
1
2h−σT,1. For A, let us begin considering
the simpler case j = 3. Then, we can take a constant ω and observe that
∂x3Shv = ∂x3(Sh(v − ω)), which gives, applying Lemma 6.1:
A ≤ |ξi|−1
∫
ξi
|v − ω| ≤ |T |− 12
∑
|α|≤1
~hαT ‖Dα(v − ω)‖L2(T )
≤ |T |− 12{‖v − ω‖L2(T ) + hT,1‖∇′v‖L2(T ) + hT,3‖∂x3v‖L2(T )}
Taking ω = 1|T |
∫
T v, and applying Lemma 6.5:
A ≤ |T |− 12{hT,1‖∇′v‖L2(T ) + hT,3‖∂x3v‖L2(T )}
ANISOTROPIC FINITE ELEMENTS FOR ELLIPTIC PROBLEMS WITH SINGULAR DATA18
(6.5) follows taking ‖∂xiv‖L2(T ) ≤ hσT,1‖∂xiv‖L2−σ and multiplying A · B.
Observe that the same argument holds for any derivative in the isotropic
elements of the mesh.
For (6.4) we proceed in a similar way, taking ω = ω(x3) a polynomial of
degree 1. Moreover, since T is an element of tensor product type we have
that the faces ξi that participate in the definition of Sh on T belong to two
parallel planes, orthogonals to the x3 axis. Hence, we can take two sets ξ¯1
and ξ¯2 such that ξi ⊂ ξ¯k and |ξi| ∼ |ξ¯k|, for some k = 1, 2 and for every
j such that xj ∈ T¯ . Taking ω such that ω|ξ¯k = |ξ¯k|−1
∫
ξ¯k
v, applying the
classical Poincare´ inequality in L1(ξ¯k) (see [1, Theorem 3.2]), and taking
into account that diam(ξ¯k) ∼ hT,1:
A ≤ |ξi|−1
∫
ξi
(v − ω) ≤ |ξi|−1
∫
ξ¯k
(v − ω) ≤ |ξi|−1hT,1‖∇′v‖L1(ξ¯k).
Applying Lemma 6.1:
A ≤ |ξi|−1hT,1|ξ¯k||T |−
1
2
∑
|α|≤1
~hT
α‖Dα∇′v‖L2(T )
≤ hT,1|T |− 12
{‖∇′v‖L2(T ) + hT,1‖∇2′v‖L2(T ) + hT,3‖∂x3∇′v‖L2(T )},
and (6.4) follows taking ‖∇′v‖L2(T ) ≤ hσT,1‖∇′v‖L2−σ(T ) and multiplying A ·
B. 
Finally, we are able to prove the approximation result:
Theorem 6.7. Given ϕ ∈W−σ ∩H2−β(Ω) with β ≥ σ:
‖ϕ− Shϕ‖W−σ . h|ϕ|H2−β ,
for every graduation parameter µ.
Proof. For an element T such that T¯ ∩ Γ = ∅, the result follows applying
the approximation property of Sh (see (6.1)):
|ϕ− Shϕ|H1−σ(T ) = r
−σ
T |ϕ− Sh|H1(T ) . r−σT
∑
|α|=1
~hαT |Dαϕ|H1(ST )
≤ hr1−µ+β−σT
∑
|α′|=1
|Dα′ϕ|H1−β(ST ) + hr
β−σ
T r
1−µ
T,e |∂x3ϕ|H1−β(ST ) (6.6)
So to obtain an estimate O(h), we need β ≥ σ.
For T such that one of its edges lie on T we begin interposing the poly-
nomial PT = PT (ϕ) such that
∫
Dα(ϕ− PT ) = 0 for |α| ≤ 1:
‖∇(ϕ− Shϕ)‖L2−σ(T ) ≤ ‖∇(ϕ− PT )‖L2−σ(T ) + ‖∇Sh(ϕ− PT )‖L2−σ(T ) = I + II.
As we will soon see, it is enough to estimate II. We separate the estimation
in two cases, depending on the devative considered. Applying (6.4), we have:
‖∂x1Sh(ϕ− PT )‖L2−σ(T ) ≤ ‖∂x1(ϕ− PT )‖L2−σ(T ) + h
1−σ
T,1 ‖∇′ϕ‖L2(T )
+ hT,3h
−σ
T,1‖∂x3∇′ϕ‖L2(T ).
ANISOTROPIC FINITE ELEMENTS FOR ELLIPTIC PROBLEMS WITH SINGULAR DATA19
The first term on the right is a part of I, and can be estimated using Lemma
6.5 given exactly the rest of the right member. So we have:
‖∂x1Sh(ϕ− PT )‖L2−σ(T ) . h
1−σ
T,1 ‖∇′ϕ‖L2(T ) + hT,3h−σT,1‖∂x3∇′ϕ‖L2(T )
. h1+β−σT,1 ‖∇′ϕ‖L2−β(T ) + hT,3h
β−σ
T,1 ‖∂x3∇′ϕ‖L2−β(T )
The same holds for ∂x2(Sh(ϕ− PT )). On the other hand,
‖∂x3Sh(ϕ− PT )‖L2−σ(T ) ≤ ‖∂x3(ϕ− PT )‖L2−σ(T ) + hT,1h
−1
T,3‖∇′(ϕ− PT )‖L2−σ(T )
Again, the first term on the right hand side is part of I. Both terms can
bounded applying Lemma 6.5. We continue:
‖∂x3Sh(ϕ− PT )‖L2−σ(T ) ≤ hT,1h
−1
T,3
(
h1−σT,1 ‖∇′ϕ‖L2(T ) + h−σT,1 + hT,3‖∇′∂x3ϕ‖L2(T )
)
+ h1−σT,1 ‖∇′∂x3ϕ‖L2(T ) + h−σT,1hT,3‖∂2x3ϕ‖L2(T )
≤ h1+β−σT,1
(
‖∇′∂x3ϕ‖L2−β(T ) + ‖∇
′∂x3ϕ‖L2β(T )
)
+ hT,3h
β−σ
T,1 ‖∂2x3ϕ‖L2−β(T )
In order to obtain an estimate O(h) we need µ ≤ β + 1− σ which is always
true since, β ≥ σ. 
Joining Theorem 6.3 and Theorem 6.7, we prove:
Corollary 6.8 (Estimate in L2β). Taking µ < β and β > 0, we have that:
‖u− uh‖L2β = O(h
2).
Proof. For any β > 0, we can pick some σ = β, and u ∈Wσ, so the estimates
for ‖u− uh‖Wσ and ‖ϕβ − ϕh‖W−σ hold. 
Remark 6.9. It is important to notice that the previous result does not give
estimates for the L2 norm of the error. In this sense, Theorem 6.7 fails
in the simplest estimate given in (6.6) for elements far from Γ. This is a
consequence of the lack of a regularity result for ϕβ that read as |ϕβ|H2−σ(Ω) ≤
‖u− uh‖L2β (Ω), for some σ > β.
However, if we consider isotropic graded meshes, where hT,3 is graded as
hT,1, we have that (6.6) is bounded by r
1−µ+β−σ
T h|ϕ|H2−β , so the condition
µ < 1 + β−σ is enough to obtain an estimate O(h). It is easy to check that
the same condition works for elements T such that T ∩ Γ 6= ∅. Hence, we
have the following corollary.
Corollary 6.10. If Th is an isotropic graded mesh with parameter µ < 1+β2 ,
we have that ‖u− uh‖L2β(Ω) = O(h
2).
Proof. We have that if µ < σ then, ‖u−uh‖Wσ = O(h), and if µ < 1+β−σ,
‖ϕβ−Shϕβ‖W−σ ≤ Ch‖u−uh‖L2β , so we need to take µ < max{σ, 1+β−σ},
for any 0 < σ < 1, so µ < (β + 1)/2 is enough to obtain O(h2). 
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6.3. Two dimensional problem. The case n = 2 is slightly different. On
the one hand, u does not belong to K2σ−1: the gradient of u is as smooth
as u itself. This does not allow a stability estimate like (6.2). However,
since u ∈ H10 there is no need to truncate the interpolation operator as we
did in the three dimensional problem: we can use the standard Scott-Zhang
interpolator Sh. On the other hand, using the truncated interpolator Ih we
were able to treat elements in T nearh as elements in T farh where the weight
can be pulled out or pushed in the norms as needed. While considering Sh
for the adjoint problem, we took advantage of the fact that ϕ ∈ H2. None
of these strategies are possible when using Sh for u in n = 2.
We prove only a stability estimate analogue to (6.2), particularly for
∂x1Shv. The rest of the analysis is similar to the case n = 3.
Lemma 6.11. Let T ∈ T nearh , T ⊂ B(Γ, 1) \ Boutτ . Given u the solution of
(1.1), the following stability estimates hold:
‖∂x1Shu‖L2σ(T ) . ‖∂x1u‖L2σ(ST )+‖∂2x1u‖L2(ST )σ+1+hT,2‖∂2x2x1u‖L2σ(ST ) (6.7)
For ∂x2Shu, (6.5) holds.
Proof. We proceed as in the proof of (6.4): the three sets ξi corresponding
to the nodes xi ∈ T¯ are contained in two sets ξ¯1 and ξ¯2 paralells to the x1
axis, with |ξi| ∼ |ξ¯k|. We take a polynomial w = w(x2) such that w|ξ¯k =
|ξ¯k|−1
∫
ξ¯k
u, and obtain:
‖∂x1Shu‖L2σ(T ) = ‖∂x1Sh(u− w)‖L2σ(T ) ≤
∑
xi∈T
∣∣∣∣∫
ξi
(u− w)ψi
∣∣∣∣ ‖∂x1φi‖L2σ(T )
.
∑
k=1,2
|ξ¯k|−1h−1T,1‖rσ‖L2(T )
∫
ξ¯k
|u− w| = I
Now, we apply the improved Poincare´ inequality (see for example [8]):
‖u− w‖L1(ξ¯k) . ‖∂x1u · d‖L1(ξ¯k) ≤ ‖x1∂x1u‖L1(ξ¯k),
where d represents here the distance to the boundary of the 1-dimensional
set ξ¯k. Hence, we can continue applying Lemma 6.1 and Ho¨lder inequality:∫
ξ¯k
|u− w| ≤ ‖x1∂x1u‖L1(ξ¯k) ≤ |ξ¯k||Ti|−1
∑
|α|≤1
~hαT ‖Dα(x1∂x1u)‖L1(ST )
≤ |ξ¯k||T |−1
{‖x1∂x1u‖L1(ST ) + hT,1‖x1∂2x1u‖L1(ST ) + hT,2‖∂2x2x1u‖L1(ST )}
≤ |ξ¯k||T |−1‖r−σ‖L2
{‖x1∂x1u‖L2σ + hT,1‖x1∂2x1u‖L2σ + hT,2‖x1∂2x2x1u‖L2σ}
≤ |ξ¯k||T |−1‖r−σ‖L2
{‖x1∂x1u‖L2σ + hT,1‖x1∂2x1u‖L2σ + hT,2hT,1‖∂2x2x1u‖L2σ}
where all the norms are taken in ST . Now, we observe that ‖rη‖L2(ST ) ≤
|T | 12hηT,1, for any η satisfying (3.2), so using this for η = σ and η = −σ the
result follows. 
With this result we can prove:
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Theorem 6.12. Let Th be a graded anisotropic mesh, and uh the finite
element solution of problem (3.1). Then if µ < σ + 12 , we have that:
‖u− uh‖Wσ(Ω) = O(h). (6.8)
Proof. We consider only the case where the calculation is different than the
one used in n = 3. Take T ∈ T nearh , then:
‖∂x1(u− Shu)‖L2σ(T ) ≤ ‖∂x1u‖L2σ(T ) + ‖∂x1Shu‖L2σ(T )
. ‖∂x1v‖L2σ(ST ) + ‖∂2x1v‖L2(ST )σ+1 + hT,2‖∂2x2x1v‖L2σ(ST )
≤ r¯σ−ηT
{‖∂x1v‖L2η(ST ) + ‖∂2x1v‖L2(ST )η+1 + hT,2‖∂2x2x1v‖L2η(ST )}.
Now, r¯T ∼ hT,1 = h
1
µ , so in order to obtain an O(h) estimate, we need
µ ≤ σ−η. The same condition is obtained for T ∈ T farh and for ∂x2(u−Shu)
when T ∈ T nearh . Since the restriction η > −12 holds, the result follows. 
The analysis for the adjoint problem is exactly as in the three dimensional
case. Once again, for anisotropic meshes the estimate for |ϕ − Shϕ|H1−σ
requieres β ≥ σ, so we obtain:
Theorem 6.13. Taking µ < β + 12 , we have that:
‖u− uh‖L2β = O(h
2).
However, for isotropic meshes β can be taken β < σ as long as the restric-
tion µ < 1 +β−σ is satisfied, which combined with the condition µ < σ+ 12
of Theorem 6.12 gives:
Theorem 6.14. For isotropic meshes, taking µ < 34 +
β
2 , we have:
‖u− uh‖L2β = O(h
2),
7. Numerical experiments
In this section we present our numerical results. We implemented a solver
in Matlab, following closely the compact implementation proposed in [3].
7.1. Point delta. We solve Problem (1.1) taking Ω = B(0, 1). The exact
solution is:
u(r) =
{
− log(r)2pi n = 2
1
4pi
(
1
r − 1
)
n = 3,
where r = ‖x‖.
The graded meshes were obtained in two different ways. The first strategy
is the one used in [5]: we built a regular mesh of size H with a set of points
Q and then scale this points taking: p = q‖q‖ 1−µµ . In this way, for each
µ, we have two meshes: a uniform one, and a graded one, both with the
same number of nodes. This allows a direct comparison between the results
obtained using graded and not-graded meshes. On the other hand, since
meshes built as explained above have elements that are much larger in the
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radial component than in the angular ones, we also tested our results with
graded meshes by construction, i.e.: built directly by taking a set of radii ri
such that r1 ∼ h
1
µ and ri+1− ri ∼ hr1−µi , and defining, on ∂B(0, ri) a set of
points at a distance ∼ hr1−µi from each other. This method produces more
regular meshes. The comparison with uniform meshes is no longer direct,
but we observe that similar magnitudes of the error can be obtained with
less points. Figure 1 shows the three kind of meshes in R2: uniform, graded
by re-scaling and graded by construction.
Figure 1. Three meshes: uniform (left), graded by re-
scaling (center), both with N = 856, and graded by construc-
tion (right), with N = 730, in R2 with graduation parameter
µ = 0.3.
Table 1 shows results for n = 2 on meshes graded by re-scaling whereas
Table 2 shows results for n = 3 on meshes graded by construction. In both
tables µ is the grading parameter and h the step used to build the mesh.
h is reported only for illustrative purposes, since the order of convergence
is estimated using the number of nodes, N . The norms ‖u − uh‖L2(Ω) and
‖u− uh‖L2β(Ω) are approximated through order 3 quadrature rules. Finally,
e.o.c. stands for the estimated order of convergence.
h N
µ = 0.4 µ = 0.5 µ = 0.6 µ = 1
L2 L2β L
2 L2β L
2 L2β L
2 L2β
×10−3 ×10−3 ×10−3 ×10−3 ×10−3 ×10−3 ×10−3 ×10−3
2−4 856 5.802 4.076 5.187 2.766 5.686 2.243 9.639 3.783
2−5 3319 1.147 1.022 1.411 0.693 1.812 0.569 4.822 1.443
2−6 13070 0.371 0.256 0.379 0.173 0.575 0.144 2.411 0.548
2−7 51875 0.093 0.064 0.101 0.043 0.182 0.036 1.206 0.208
e.o.c 2.013 2.025 1.92 2.025 1.678 1.919 1.013 1.414
Table 1. Error in L2 and in L2β for β = 0.4, and estimated
order of convergence for −∆u = δ, in n = 2, for different
mesh graduations, and meshes graded by re-scaling a uniform
mesh.
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These numerical experiments are consistent with our predictions. In both
cases an order ∼ 2 is obtained in L2, when µ < 1 − n4 . In the critical case
µ0 = 1 − n4 , we observe a loss of order that increases with µ, leading to an
order ∼ 1 when µ = 2µ0. For weighted norms L2β with β > 0, the order is
∼ 2 for a wider range of values of µ.
h
µ = 0.18 µ = 0.25 µ = 0.5
N
L2 L2β N
L2 L2β N
L2 L2β
×10−3 ×10−4 ×10−3 ×10−4 ×10−3 ×10−4
2−3 18159 1.066 3.330 13483 1.402 3.346 6853 5.448 5.331
2−
10
3 33388 0.707 2.197 23753 0.979 2.261 12084 4.450 3.592
2−
11
3 62413 0.463 1.411 45004 0.654 1.147 21736 3.595 2.547
2−4 118854 0.299 0.916 89943 0.430 0.980 42552 2.840 1.747
e.o.c 2.03 2.06 1.90 1.98 1.07 1.84
Table 2. Error in L2 and in L2β for β = 0.7, and estimated
order of convergence for −∆u = δ, in n = 3, for different
graduations, on meshes graded by construction.
We observe, naturally, that in meshes graded by construction, for the
same mesh parameter h, the number of nodes N decreases when µ increases.
Similar results are obtained when using meshes graded by construction for
n = 2 or meshes graded by rescaling for n = 3.
7.2. Segment singularity. As explained above, anisotropic meshes where
built with elements of tensor product type on B(Γ, 1) \ Boutτ . Figure 2
illustrates the difference between isotropic and anisotropic graded mesh. It
shows the domain Ω = B(Γ, 1) ⊂ R2 where Γ is given by (2.1) with L = 1.
In both meshes the parameters chosen are h = 2−3 and µ = 0.4. In the
anisotropic mesh τ = 0.8.
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Figure 2. Isotropic and anisotropic graded meshes, with
h = 2−3, µ = 0.4.
In R3 meshes were built in the same way. We show approximation results
only in R3. There, the fundamental solution for our problem (taking L = 1
and γˆ = 12) is:
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∫ 1
−1
1
4pi
√
x2 + y2 + (z − t)2dt =
1
4pi
log
(√
x2 + y2 + (z − 1)2 + 1− z√
x2 + y2 + (z + 1)2 − 1− z
)
.
The argument of the logarithm is equal to 3 on the boundary of the solid
ellipsoid:
Ω :
x2
3
+
y2
3
+
z2
4
≤ 1,
so we have that:
G(x, y, z) =
1
4pi
log
( √
x2 + y2 + (z − 1)2 + 1− z
3
(√
x2 + y2 + (z + 1)2 − 1− z)
)
.
is the exact solution of problem (1.1) on Ω.
h
µ = 0.4 µ = 0.5 µ = 1
N
L2 L2β N
L2 L2β N
L2 L2β
×10−2 ×10−2 ×10−2 ×10−2 ×10−2 ×10−2
0.4 1445 1.04 0.60 1149 1.39 0.73 693 3.09 1.92
0.2 9060 0.34 0.20 6894 0.48 0.32 3902 2.06 1.00
0.1 58679 0.10 0.06 49999 0.13 0.05 33663 1.01 0.33
e.o.c(N) 1.68 1.72 1.71 1.87 0.84 1.27
e.o.c(h) 1.89 1.92 1.89 1.97 0.85 1.77
Table 3. Error in L2 and in L2β for β = 0.4, and estimated
order of convergence for −∆u = δΓ, in n = 3, for different
graduations, on meshes graded by construction.
Table 3 shows results for anisotropic meshes whereas Table 4 shows results
for the same norm and grading parameters on isotropic meshes. We observe
that the order of convergence is similar for both the unweighted and the
weighted L2 norm. We show to estimations of the orders of convergence: one
computed in terms of the number of nodes (e.o.c.(N)), and one computed
in terms of the mesh parameter h (e.o.c.(h)).
h
µ = 0.4 µ = 0.5 µ = 1
N
L2 L2β N
L2 L2β N
L2 L2β
×10−2 ×10−2 ×10−2 ×10−2 ×10−2 ×10−2
0.4 1340 1.16 0.68 1010 1.46 0.79 566 3.40 2.11
0.2 11085 0.36 0.21 7027 0.49 0.23 3429 2.30 1.10
0.1 87220 0.10 0.06 56018 0.14 0.06 2914 1.06 0.35
e.o.c(N) 1.75 1.77 1.70 1.82 0.84 1.70
e.o.c(h) 1.74 1.77 1.89 1.82 0.87 1.76
Table 4. Error in L2 and in L2β for β = 0.4, and estimated
order of convergence for −∆u = δΓ, in n = 3, for different
graduations, on meshes graded by construction.
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Finally, Table 5 compares the number of points (N) and elements (NT )
in isotropic and anisotropic meshes. It is important to notice that we are
considering meshes on a domain much larger that B(Γ, 1). Consequently
the number of nodes and tetrahedra in Ω \B(Γ, 1) is essentially the same in
anisotropic than in anisotropic meshes. However, it is possible to observe,
even for relatively large values of h that the number of tetrahedra increases
much more on isotropic meshes.
µ h Niso Naniso NTiso NTaniso
0.4
0.4 1340 1445 7474 8093
0.2 11085 9060 64958 5293
0.1 87220 58679 519688 348466
0.5
0.4 1010 1149 5503 6364
0.2 7027 6894 40547 39863
0.1 56018 49999 331453 295455
Table 5. Number of nodes and number of tetrahedra in
isotropic and anisotropic meshes for different values of µ and
h.
Figure 3 shows a solution in Ω for an anisotropic and an isotropic mesh.
Figure 3. Solution on triangulation of Ω by an anisotropic
mesh (left) and by an isotropic mesh (right), with µ = 0.4
and h = 0.4
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