We investigate the suitability of three-dimensional Voronoi structures in representing a large strain macroscopic compressive response of nanofibrillar cellulose foams and understanding the connection between the features of the response and details of the microstructure. We utilise Lloyd's algorithm to generate centroidal tessellations to relax the Voronoi structures and have reduced polydispersity. We begin by validating these structures against simulations of structures recreated from microtomography scans. We show that by controlling the cell face curvature, it is possible to match the compressive response for a 96.02 % porous structure. For the structures of higher porosity (98.41 %), the compressive response can only be matched up to strain levels of 0.4 with the densification stresses being overestimated. We then ascertain the representative volume element (RVE) size based on the measures of relative elastic modulus and relative yield strength. The effects of cell face curvature and partially closed cells on the elastic modulus and plateau stress is then estimated. Finally, the large strain response is compared against the two-dimensional Voronoi model and available experimental data for NFC foams. The results show that compared to the two-dimensional model, the three-dimensional analysis provides a stiffer response at a given porosity due to earlier self-contact.
Introduction
Nanofibrillar cellulose foams are porous materials prepared from nanofibrillar cellulose (NFC) (Herrick et al. 1982 , Turbak et al. 1982 , a derivative of wood fibres. NFC and its microscale counterpart MFC has been used to develop a wide array of materials with interesting properties Stenius 2009, Brodin et al. 2014 ). These materials have, up until now, been manufactured using methods like freeze drying, supercritical carbon dioxide drying, surfactant foaming, drying aqueous foams, etc. (Aulin et al. 2010 , Heath and Thielemans 2010 , Sehaqui et al. 2011 , Cervin et al. 2013 . Each of these methods of manufacturing leaves an imprint on the structure of the NFC foams, which can be leveraged to attain specific physical properties.
In this work, we concern ourselves with foams that are manufactured from freeze-drying of NFC gel. This method results in foams with cellular structures, which are random, and with a wide distribution of cell sizes. The foams which we try to model in this work were characterised experimentally in both uniaxial and biaxial loading conditions . Furthermore, direct numerical simulations were carried out on structure reconstructed from x-ray microtomography scans (Srinivasa et al. 2016) .
The direct simulations carried out on structures reconstructed from microtomography scans have a limitation on the size of the structure. This arises out of the inherent limitations of procuring a detailed microstructure with a sufficient resolution at the cost of the size of the scan, and, in addition, owing to the computational cost of simulating such a structure. The scanned structures can be represented as volumes and meshed with solid finite elements. Extracting mid-surface needed for employing, for example, the shell theory, is a formidable task for complicated geometries. The necessity of using the solid finite elements leads to models with large degrees of freedom and places restrictions on the discretisation in the thickness direction of cell faces. A coarse discretisation leads to undesirable effects such as volumetric and shear locking. Although some of these effects can be alleviated by using solid finite elements with a mid-side node or having sufficient finite elements through the wall thickness, from a computational cost perspective, it is much more desirable to model thin-walled structures with shell finite elements. This is especially so if the aim is to study large-scale structures.
At the same time, given the size limitations in simulations of structures reconstructed from tomography scans, it is desirable to have numerical methods based on the artificially constructing geometries that can represent the foam structures that we intend to study. This has two primary benefits: i) It serves to overcome the time and resource-intensive tomography measurements and computationally expensive direct simulations, ii) It allows to study large samples under a multitude of loading conditions, and if successful can also be used to simulate structures made from this material. The challenge in this regard is ensuring that the reconstructed material is representative and captures the important details of the inner structure.
In an earlier work , we studied the suitability of representing this foam with two-dimensional random structures. We could only obtain an order of magnitude agreement in the macroscopic stress-strain response using two-dimensional structures. In this work, we utilise structures constructed from random Voronoi tessellations to represent the NFC foams. We verify the use of this kind of structure against simulations of the structure reconstructed from tomography scans. After ascertaining its validity, we study representative volume size for these structures. These structures are then used to study the effect of cell face curvature, half-open and half-closed cells and finally, the macroscopic stressstrain response is compared against the experimental response.
Materials and methods
The nanofibrillar cellulose foams used in our experimental studies were produced by a process of freeze-drying. In this process, the mould containing the NFC gel is dipped in liquid nitrogen and subsequently vacuum dried. This process creates an ice template consisting of the ice crystals that grow from the nucleation sites (Svagan et al. 2010 ). The foams formed by such a process exhibit a random cellular structure, complete with defects, irregular sheetlike structures and loosely hanging fibrils (Ali and Gibson 2013) . The x-ray tomography of the foam (of a cylindrical sample of 600-micron radius and height) demonstrates a clearer cellular structure, albeit with cells, which are not completely closed. This cannot, however, be said to be representative of the entire macrostructure. Neither this size is necessarily large enough to avoid the effects of boundary conditions when being tested numerically.
Early studies of the mechanical response of cellular structures rested on the analysis based on the unit cell or dimensional analysis based on the nature of deformations , Gibson and Ashby 1988 , Gibson 1989 . The Voronoi structures provide a departure from the study of cellular structures based on the idealised unit cell. Voronoi tessellations have been studied extensively in relation to their ability to represent random cellular structures. Numerous studies abound on the various properties of the random Voronoi structure, including but not limited to cell irregularity, elastic and plastic responses in both two-and threedimensions, large strain compressive response, etc. (Silva et al. 1995 , Vanderburg et al. 1997 , Zhu et al. 2001 , Roberts and Garboczi 2002 , Zhu and Windle 2002 . The aim of this work is to verify the three-dimensional random Voronoi structure in its ability to represent the compressive response of NFC foams produced from freeze drying methods.
Generation of random 3D structures
Random points, also called seed points, are generated inside a unit cube. Additional points, which are translations of the original seed points, are created around this unit cube. This gives twenty-six copies of the original set of points. The Voronoi partition of this large set is computed and the cells corresponding to the original set of seed points, inside the unit cube, are retrieved. This results in a random structure, which is spatially periodic and thus completely tiles the three-dimensional Euclidean space. The generated structure suffers from geometrical features such as elongated cells resulting in cell faces with poor length ratios, and, more importantly, random seed points are known to introduce an anisotropy in the microstructure morphology (Alsayednoor and Harrison 2016) . Our experimental investigations on NFC foam showed an isotropic response in the plane, and thus it is of interest to analyse structures, which have an isotropic morphology. We attain this by using Centroidal Voronoi Tessellations (CVT) to relax the Voronoi tessellation using Lloyd's algorithm (Lloyd 1982) . In this method, after generating a set of random points, Voronoi partitions are computed iteratively while updating the seed points for the partition to be corresponding to centroids of the Voronoi cells in the previous iteration. This has an effect of generating isotropic morphology for foams, albeit being monodisperse. The number of iterations is determined by the bound applied to the change in the norm of the distance between corresponding seed points in successive iterations. All the structures considered in this study were limited to a change in distance norm of less than 0.005 between successive iterations.
To create a cellular structure with finite thickness cell faces, each of the polyhedrons is dilated inwards, towards their respective centroids. This dilation is governed by Equation 1.
Here, x is a vector corresponding to the co-ordinates of the vertices of the original polyhedral, x c is the corresponding centroid and x new is the vector corresponding to the vertices of the dilated polyhedral. A is a scalar which corresponds to the amount of dilation, thereby controlling the thickness of the polyhedral cell walls. The variation of A results in differing cell wall thickness, thereby controlling the porosity of the resulting structures. An example of the structure generated by this method is shown in Figure 1 . Furthermore, the cells in the unit cube are suitably scaled to generate structures corresponding to required physical dimensions. 
Generation of the cylindrical structure for verification
Before carrying out the simulation studies on the full structure, the three-dimensional random structure is verified against the results obtained from the direct simulation of structures constructed from microtomography-based scans presented earlier (Srinivasa et al. 2016) . The structures reconstructed from micro-tomography scans were cylindrical, owing to the nature of tomography scans and corresponded to the foam of 98.96 % porosity. The thresholding operation, during the process of reconstruction, resulted in structures of differing porosities ranging from 96.02 % to 98.41 %. To draw a one to one comparison with them, a cylindrical portion corresponding to the dimensions of the tomography scan structure was extracted from the numerically generated microstructure. This is done by first generating a three-dimensional random structure of desired cell size. Then, a binary operation that involves computing the intersection of this random structure with a solid cylinder of required dimensions is carried out. This leaves behind a cylindrical structure that is used as a representation of the tomography based structure. The result of such an operation along with the comparison to the tomography-based reconstruction is demonstrated in the results section.
In the verification procedure, we will consider two of the extreme cases, corresponding to 96.02 % to 98.41 %. The cylindrical structures from the tomography scans were of 300-micron radius and 600-micron height. The size of the tomography scan is not suited for a statistical analysis of the cell size distribution. Visual inspection shows that there are 3-4 cells across the diameter of the tomography scan. This compares favourably with the cell size distribution in these foams, as estimated from nitrogen desorption measurements (Srinivasa et al. 2016) . The plots of the cell size distribution in the foam of 98.96 % porosity are shown in Figure 2 .
This data was obtained from the average of nitrogen desorption test on three samples. The tests provide the distribution of the cumulative pore volume in samples (weighing between 16 and 18 mg) as a function of the pore diameter. Figure 2a shows this distribution data from 3 samples. Figure 2b is the mean of these distributions wherein the peak of the distribution corresponds to pores of size ∼150 microns. In the procedure for reconstruction of cylindrical structures, the process of matching the compressive response from the tomography scans is an iterative one. We began by scaling the Voronoi structure with respect to the requisite cell size. Then a cylindrical section is cut out, and its porosity is measured. These two processes are iterated until the desired porosity level is reached. Subsequently, initial distortions to the geometry are added and then simulated, thus determining the amount of distortion necessary to match the compressive response from the tomography scans.
Finite element model
The structures generated as described in the previous section, as well as the full structure, are meshed with shell elements. They are 4-noded elements with six degrees of freedom (three translations and three rotations) at each node (Englemann et al. 1989) . The shells are of the fully integrated type, accounting for large deformations, large strain and large rotations. Multiple integration points are used through the thickness to resolve elasto-plastic material behaviour. A rule of thumb for suitability of shell elements to be used for discretising a structure is that the thickness to characteristic length ratio must be less than 0.1. In Figure 3 , we plot the distribution of the thickness to characteristic length ratio for the three RVE sizes that we consider. The characteristic length here corresponds to the diameter of the circle whose area equals the area of the face of a polytope. 5 different realisations of the 64, 125 and 216 cells were considered and the thickness to characteristic length ratio were computed for every face of every polytope. The results are presented in terms of a histogram of the count of polygonal faces that have a given thickness to characteristic length ratio for a given size of RVE. The x-axis of the plot is scaled logarithmically. Results show that almost all the faces have ratios much less than 0.1, justifying the use of shell elements.
In large strain compression, the cell wall faces can buckle and bend forming hinges. As we use a bilinear plasticity with a positive secondary slope, such hinges will still carry load with incrementally increasing rigidity. In reality, some of the faces will fracture during bending. Resolving this phenomenon with the present model will require a partition of unity in the shell formulation to allow the fracture interface propagating within the element.
Using an explicit scheme to simulate quasi-static compression requires justification in terms of the ratio of kinetic energy to the total internal energy in the simulation. There are two ways to get a solution in reasonable time using an explicit scheme. First, is by reducing the simulation end time and second, by mass-scaling and thus increasing the stable explicit time step. As an example, for a typical 125 cell RVE, without using mass scaling, the initial stable explicit time step size (determined by the characteristic length and sound speed in the material), is as low as 1.035⋅10
−9 . The reduction of simulation end time is essentially characterised by an increasing kinetic energy in the system. To keep the kinetic energy suitably low throughout the simulation (a rule of thumb is 2 % of the total internal energy), and simulate quasi-static compression, the required simulation end time was determined to be of the order 10 −5 . LS-DYNA® provides for switching between implicit and explicit scheme while retaining the same element formulation. We provide the total CPU time for such an explicit scheme in comparison with the implicit scheme in Table 1 . The simulations were run using Intel® Xeon® E7-8867 v3, 3.5 GHz processor with x86_64 architecture. It is observed that the explicit scheme, even with 4 times the number of processors as compared to the implicit scheme, is nearly 6 times slower. The strategy of massscaling to reduce the stable explicit time step also gives similar results.
Boundary conditions for validation against tomography based simulations
The boundary condition for the cylindrical structure corresponded to those used in the tomography based numerical analyses (Srinivasa et al. 2016 ), which in turn was motivated by the experimental characterisation of NFC foam using uniaxial and biaxial loading . In the experiments, steel compression plates with an adhesive tape was used to compress the samples while holding one of the plates fixed. The tomography scans correspond to the sample from those experiments. Thus for validation, we use two steel plates, one of which is held fixed, for compressing the cylindrical structure. Displacement boundary conditions are applied on the top plate, while the bottom plate is fixed. We assume frictionless contact between the plates and foam surfaces. The experiments showed no barrelling effect in the directions perpendicular to compression, and thus the assumption of frictionless contact allowing the foam to expand at the boundaries is justified.
Boundary conditions for full structure simulations
The full-scale random structure is modelled using prescribed displacement boundary conditions. Compression of the structure is brought about by applying displacement to the top periodic surface of the structure. For the bottom and top surface of the structure, all rotations and translations in the directions other than loading are restricted. For the principal directions defined by the vector
Introduction of curvature to the cell walls
The cell walls of the structures generated from Voronoi partition are flat, and this explains a very stiff initial response in compression and are susceptible to buckling instabilities. The tomography scans of the foam reveal two important geometric detail: i) considerably equitable distribution of material between faces and vertices with a partially closed cell structure, and ii) the non-flatness of the cell walls. While we do not account for the increased mass concentration along the vertices during structure generation, we do introduce curvature to the cell walls. To accomplish this, prior to actual compression of the structure, we carry out a linear thermal analysis. A thermal gradient is introduced along the thickness of the cell walls, by dividing each cell wall into three layers having different coefficients of thermal expansion. Subsequently, a uniform temperature is applied to the whole structure, and a linear thermal analysis is carried out. This has the effect of deforming the cell walls due to the through-thickness gradient of thermal strains, thereby introducing curvature to the cell walls.
Contact formulation
There are two separate contact scenarios to be dealt with. First, contact between the steel plates and the foam material and second, internal contact between the cell walls, i. e., when cell walls come in contact with each other during compression. In general, contact search algorithms require the description of a slave surface (or segment) and a master surface, which are surfaces of the geometry to be checked for penetration during the course of the simulation. The contact search algorithms check for penetration of the slave surface to the master surface. For the in- ternal or self-contact, we used a two-way or symmetric surface-to-surface ( Figure 4a ) treatment of contact interfaces where the master surface and slave surface cover the entire area of the foam. Two-way symmetric treatment refers to the fact that the distinction between master and slave surface is not important. For single surfaces which come in contact with itself, in practice, this implies defining only a slave surface (Figure 4b ) which is defined by the nodal set corresponding to the foam material. The contact search algorithm in LS-DYNA® accounts for self-contact, thus the algorithm checks for the penetration of the slave surface with itself. For shells, the contact normal is defined on both sides of the elements. The contact algorithm accounts for the shell thickness, yet the contact with the neighbouring elements sharing the nodes is excluded. For the plate to foam contact, we defined the plate surfaces to be the master surfaces, and the top surface of the foam to be the slave surface. We resorted to the pure penalty segment-based surface-to-surface penalty formulation. Instead of the traditional slave-node to master-segment approach, this formulation uses a slave segment-master segment approach 
Material properties for simulation
We use an elastic-plastic material law with bi-linear isotropic hardening, neglecting rate-effects, to model the behaviour of the foam material. Experimental evidence from in-situ compression tests (Martoïa et al. 2016) have shown that the nature of deformation is plastic collapse of the cell walls by hinge formation. This was further corroborated by our simulations (Srinivasa et al. 2016 ) on the actual structure reconstructed from tomography scans. These provide reasonable justification for elasto plastic material model. Such a material model requires a definition of linear elastic properties (E-modulus and Poisson's ratio), yield stress and tangent modulus (Table 2 and  Table 3 ). This choice follows from the material law used in the direct tomography simulations, and the deformation behaviour observed therein. The evolution of the plastic strain is governed by the associative flow rule. The stress and strain measures are the Cauchy stress and logarithmic strain (Hencky strain) respectively. We do not model the strain softening effects which may eventually develop in the walls and lead to sharp strain localizations and formation of plastic hinges. The full structure simulations were based on the material properties as derived from the results of the tomography based simulations (Srinivasa et al. 2016) . These properties are documented in Table 3 . The material properties used in the tomography scans were based on the available estimates for cell wall properties (Ali and Gibson 2013) for NFC foams and under the assumption that the cell wall material is most likely to share the properties of NFC sheets (Kulachenko et al. 2012 , Lindström et al. 2013 ). The tomography simulations led to new estimates of the elastic modulus and yield strength of the cell walls, and thus these have been used in the full structure simulations. We have summarised the details of the adopted material model in Appendix A.
Results and discussion

Element convergence checks
Prior to the validation, we perform the finite element mesh convergence study. This is performed on the cylindrical structure extracted from a larger volume of generated foam. The use of the cylindrical structure is motivated for comparison with previously used tomographybased studies, where the sample had the cylindrical shape due to the employed tomography technique. The results from the convergence studies are shown in Figure 5 . Since the large strain response is susceptible to be dominated by post-buckling behaviour, the convergence studies are done for strain levels up to 0.1 to capture the linear part and a portion of the non-linear response. Figure 5a shows that the solution converges for the in-plane shell size of 10 microns. Figure 5b presents the results for the shell size of 10 microns and varying the number of throughthickness integration points. It shows that the solution converges for the through-thickness number of integration points equal to 4 above which the response is indistinguishable.
Verification with respect to tomography simulations
A comparison between the tomography based structure and the numerically reconstructed structure at different stages of compression is presented in Figure 6 . The results from the simulation of the cylindrical sample are shown in Figure 7 . The plots show a comparison between the largestrain compressive response of the numerically generated cylindrical structure and the structure reconstructed from the tomography scan. The numerical structure response is computed as the average of the response from 5 random structure realisations. The error bars are symmetric and their full length corresponds to two standard deviations. For the case of the lowest level of thresholding, which corresponds to a porosity level of 96.02 %, there is a very good agreement between the two responses in loading and unloading.
The case of largest thresholding, corresponding to a porosity of 98.41 % shows very good agreement up to strain levels of 0.4. The densification regime, however, shows a significant deviation, along with an overestimation of the peak stress. This deviation is likely to arise from the disparity in the mass concentration along the vertices between the tomography model and the numerical reconstruction. At lower porosity levels, while there is no significant concentration of mass along the edges as compared to the walls, this ratio significantly increases for higher porosities. This is also a consequence of the method of thresholding employed in generating structures of varying porosity in the tomography-based simulations. The decrease in mass across the cell faces not only reduces the initial stiffness of the response, but also results in a more plateaulike behaviour for the intermediate strains as compared to the structure with higher cell wall thickness, especially in structures that deform due to plastic damage.
In keeping up with the nature of the tomographic model, every realisation of the random structure was kept identical between the 96.02 % and 98.41 % porosity models. This implies that the increase in porosity of the numerically reconstructed structure arises only from the reduction of thickness in the cell walls. It appears that this variation alone is insufficient to capture the compressive response exactly. However, the numerical model performs well for intermediate strain levels and in the unloading region. This is sufficient motivation to study the full structure.
Representative volume with respect to elastic modulus and plateau stress
Before studying the effects of structural variations like the effect of thickness or curvature, it is necessary to choose the right size for the structure such that it is representative. It has been shown in other studies, for example (Köll and Hallström 2016) , that the elastic properties of threedimensional stochastic cellular structures converge for 85 cells. We consider here three volume sizes with 27, 64, 125 and 216 cells. To this end, we consider two measures: relative elastic modulus, which is the ratio of the bulk elastic modulus to the elastic modulus of the constituent solid, and the relative yield strength, which is the ratio of the plateau stress to that of the yield stress of the constituent material. The definition of the plateau stress is consistent with that used in the validation and is defined as the stress value at which the slope of the stress-strain region deviates from the initial linear region by more than 5 %. The responses are averaged from 5 different realisations of each size and the error response from all the four cell sizes that are bar as before corresponds to two standard deviations. The simulations were carried out at a constant porosity of 98.13 %. The results of this analysis are shown in Figure 7 .
The change in mean values of the relative elastic modulus between the 125-cell and 216-cell model is nearly 5 %. In addition, the standard deviation of the mean value for both 125 and 216 cell model is two orders of magnitude lower than the mean value. For the case of relative yield strength, the change in mean value between 125 and 216-cell model is even lower at nearly 2 %. Thus, the 125-cell model is considered suitably representative. In addition, typical loading-unloading response up to strain level of 0.8 from each of the cell sizes considered is presented in Figure 8 . This confirms what is seen in the error plots, i. e. that the measure of elastic modulus and plateaus stress can be obtained reliably from the 125-cell model. The 125-cell model is seen to be representative up to much larger strains, nearly 0.7, but there is a consid- 
Effect of superposing deformations from a linear thermal analysis
The results from superposing the deformations from a linear thermal analysis, thereby introducing curvature to the cell faces, is presented in Figure 10 . As before, two measures are considered; relative elastic modulus and relative yield strength. They have been plotted against the "extent of geometry update", which refers to the percentage of the total deformations obtained from the linear thermal analysis that is superposed on the original geometry. It is seen that as the percentage of deformations that is superposed is increased, there is a sharp decrease in the elastic modulus of the structure. However, the gradient of the reduction of the elastic modulus decreases beyond a factor of 0.2. This is likely due to some of the cell walls not having pronounced deformation from the linear thermal anal- ysis. Beyond a certain level of updating the geometry, a few straight cell faces might still influence the initial region. Additionally, there is a limit to the percentage of deformations that can be superposed on the original geometry, given that it can lead to undesirable initial penetrations between the cell faces.
The plateaus stress measure shows an effect that is identical to that of the elastic modulus. There is a sharp decrease followed by a gradual decrement. This is simply a consequence of the definition of plateau stress. With increased superposition, the initial stress-strain response becomes smoother, that is, without the sharp transition from the linear to the plateau-like region in the response.
Effect of partially closed cells
Given that the tomography scans suggest a cellular structure that is not entirely closed, it is of interest to study the influence of partially closed cells. This can be approached in two ways: (a) Take the structure of a given porosity and progressively remove the cell faces or (b) Maintain the porosity constant and scale the thickness of the retained cell walls suitably. We adopt the former approach and delete the cell walls, with the only constraint that the cell faces from the periodic boundaries are kept intact. We delete 10, 20 and 30 percent of the available cell faces and the resulting influence on the relative elastic modulus and the relative yield strength is documented in Figure 11 . For the case of the relative elastic modulus, the simulation data is fit to the scaling law while being constrained by the data point at unit relative density. It is observed that the exponent of the scaling law increases suggesting an increased dependence on relative density as the amount of partially closed cells increase. It is instructive to note that the scaling exponent for the tomography scans, albeit for the identical structure was 2.679 (Srinivasa et al. 2016) . When cell wall bending deformation is the dominant mechanism, the exponent is expected to be nearly 3 . The lower value of the exponent here is likely explained by the fact that for a given structure, as cell walls are deleted, the ability of the structure to withstand bending deformation is reduced.
The exponent in the scaling law for relative yield strength for structures undergoing plastic collapse is expected to be 2. We observe that as the number of cell walls reduces, the exponent decreases. In the ideal case, a model comprising a combination of struts and cell faces is more desirable. This allows for retaining the cell edges as the cell walls are removed, which is not the case for our simulations.
Comparison between the 2D and 3D models
It is of interest at this point to compare the response of a representative volume to the experimental data at a given porosity. We refer to the results from uniaxial compression experiments for 98.13 % porosity NFC foam. This is plotted together with the result for a two-dimensional Voronoi model at the same porosity in Figure 12 . For the case of the two-dimensional model, the nominal stresses were computed based on the width of the two-dimensional structure, assuming a unit thickness. This was a reasonable assumption for the two-dimensional model where the edge effects (of protruding geometries) was minimal. However, for the threedimensional model, in all the simulation results that we have presented, we used the projected area of the periodic boundaries at the top and bottom to compute the nominal stresses. In order to achieve parity between the two definitions for the sake of comparison, the stresses for the threedimensional model was computed in a manner identical to that of the two-dimensional model. In addition, the value of 20 GPa was used for Young's modulus, similar to that used in the two-dimensional model.
We noted earlier that the two-dimensional model underestimated the compressive-stress strain response, while only providing a reasonable agreement for a small portion of the linear region. The most likely of such a high difference in the result of 2D and 3D model is a geometric alignment of the cell walls in the direction of loading. In both the 2D and 3D models, we resolved the self-contact between the cell walls/faces. We showed earlier the direct correlation between the self-contact and stiffening of the compressive response of these foams . For a given cell size, a three-dimensional cell has an increased possibility for earlier self-contact as opposed to a two-dimensional cell, since in general a much larger deformation would be required before contact is achieved in the latter case. This is demonstrated in Figure 13 , where contact area as a percentage of the total available area for contact has been plotted against strain for the two-and three-dimensional model. It shows that the area of self-contact increases at a considerably greater rate in the 3D structure.
By comparing the results of the experimental data to the 3D simulations, we found that while the computed stress levels are surprisingly comparable at intermediate strain levels, the densification stresses are significantly overestimated. This is likely to be attributed to stochastic reasons not being captured accurately. As it is shown in Figure 8 , there is no convergence for the representative volume at densification strains. There is also room for other dissipative mechanism on the cell wall level, rather than plasticity, such as cracking. Another point of distinction is that there is a more pronounced plateau region in the numerical models as compared to the experimental response. This behaviour may likely be affected by the size distribution of the cell wall, which was not sufficiently captured in the considered representative volumes.
Conclusions
The response of a three-dimensional random structure in large strain compressive response is studied, with a view to ascertaining its applicability for representing the mechanical response of NFC foam. The structure is validated against the tomography based structure simulations and is seen to be quite capable of representing this at lower porosities. At higher porosities, the structure is seen to overestimate the peak stress levels as well as the stresses beyond intermediate strain levels of about 0.4. This is attributed to the concentration of mass along the cell edges observed in the considered foams with the increased porosity.
Using the reconstructed geometry, the simulations were performed on larger structures, i. e. beyond the sizes considered with the microtomography and the representative volume is ascertained (125 cells) based on the convergence of relative elastic modulus and relative yield strength. This representative volume structure is used in the study of partially closed cells and a comparison is made with the two-dimensional model. It corroborates the results for the elastic region, wherein the relative elastic modulus increases with reduction in a number of cell wall faces. A linear thermal analysis performed prior to compression allows for the introduction of curvature to the cell walls. This aids in controlling the elastic response while also helping overcome numerical instabilities associated with straight cell faces. The comparison with the experimental result and earlier two-dimensional simulations shows that a three-dimensional representation is necessary for modelling the compressive response of NFC foams. It provides the tool for describing the essential micromechanical mechanisms and allows capturing important geometrical features.
The reconstruction of the form geometry using the three-dimensional Voronoi structure with reduced polydispersity provides a reasonable representation of the response up to the intermediate strain levels of about 0.6 for the foams having distinct cell structure. The densification regime, which is, in theory, an entirely geometric effect, is not captured by the considered representative geometry size. Studying the size effects on the densification part of the response, coupling the model with variable wall thickness, using continuum-or solid-shell finite elements (Hauptmann and Schweizerhof 1998) , allowing for the consistent variation of a given wall thickness and introduction of struts along the edges of the cell faces must prove beneficial for future micromechanical analyses of this class of materials.
Funding:
The authors wish to acknowledge BiMac Innovation for the financial support.
Conflict of interest:
The authors wish to confirm that there is no conflict of interest to declare.
Appendix A Elastic-plastic material model with bi-linear isotropic hardening
The implementation of the elasto-plastic material model in LS-DYNA® is based on the paper by (Krieg and Key 1976) and covered by the theory manual (LS-DYNA® Theory Manual 2017). We summarise these equations below.
The total strain tensor (ε) is the sum of the elastic (ε e ) and plastic (ε p ) strains. In terms of the strain and stress increments,
where D is the elastic tangent stiffness matrix.
The flow rule provides
where dλ ≥ 0 is the plastic multiplier and s is the deviatoric stress.
For the case of von Mises criterion as the yield criterion, the yield stress is pressure independent and the yield surface is a function of the deviatoric stress tensor (s ij ) and thus the yield function is as given as below.
The yield stress (σ y ) is a function of the effective plastic strain (ε p eff ) and the plastic tangent modulus (E p ) and is given as below. 
Given a point X in the reference configuration which is mapped to a point x in the current configuration, using orthonormal basis vectors, the deformation gradient is defined by
The unique left and right polar decompositions are then given by the symmetric, positive definite left (v) and right (U) stretch tensors together with the proper orthogonal rotation tensor R as
The logarithmic (Hencky) strain follows from the right stretch tensor as
The above is determined by spectral decomposition of U as ε = 
gives the rotational correction transforming the strain tensor from configuration at t n to t n+1 .
The deviatoric stresses are updated elastically. For σ * ij as the trial stress tensor, σ n ij as the stress tensor from the previous time step, D ijkl as the elastic tangent modulus matrix and Δε kl as the incremental strain tensor:
If there is no plastic yield, 
Plane stress plasticity for shells
Plane stress assumption used in shells requires normal stress σ 33 to be 0 and therefore needs additional treatment. The stress and strain increments are computed in the lamina co-ordinate system in shells. Since the Jaumann rate allows for the possibility that normal stress σ 33 will not be zero, a trial plane stress update assuming that the incremental strains are elastic is carried out. where λ and μ are Lame's constants. If the trial stress is within the yield surface, strain increment is elastic, and the stress update is completed. If it is not, then a secant iteration procedure is followed to find the normal strain increment required for σ 33 to be 0. The secant iteration for strain increment is given by 
The initial values for the iteration are got from the elastic estimate and through the assumption of purely plastic increment. The convergence criterion for the iteration is based on the convergence of normal strains and the iterations are carried out until normal stress σ i 33 is sufficiently small.
