For the data based choice of the bandwidth of a kernel density estimator, several methods have recently been proposed which have a very fast asymptotic rate of convergence to the optimal bandwidth. In the particular the relative rate of convergence is the square root of the sample size, which is known to be the possible. The point of this paper is to show how semiparametric arguments can be employed to calculate the best possible constant coefficient, i.e. an analog of the usual Fisher Information, in this convergence. This establishes an important benchmark as to how well bandwidth selection methods can ever hope to perform. It is seen that some methods attain the bound, others do not.
Introduction
Nonparametric curve estimation provides a useful tool for understanding the structure of a data set. See Silverman (1986) , Eubank (1988) , Muller (1988) , HardIe (1990) and Wahba (1990) for many examples of this, and good introductions to the general subject area.
The most important practical hurdle, in applications of this methodology, is choice of the smoothing parameter.
A large amount of recent progress has been made on data based smoothing parameter selection, see the survey paper by Marron (1988) . Because it provides a simple context in which to study the problem (hence allowing deeper results), much of this progress has come in the case of kernel density estimation. Hence that setting is discussed here as well.
A useful asymptotic means of assessing performance of a data driven smoothing parameter, i.e. bandwidth, is through the relative rate of convergence to the bandwidth that minimizes the Mean Integrated Squared Error. , Jones, Marron and Park (1990) and Chiu (1991) have all proposed methods for which this rate of convergence is extremely fast. In particular, it goes down as O(n-1 / 2 ), where n denotes sample size, which is unusually fast in nonparametric settings.
This rate of convergence has been shown to be the best possible, in an important minimax sense, by . But the fact that there are competing selectors motivates deeper analysis.
A natural step in this direction is to consider not only the exponent in the rate of convergence, but also the constant coefficient. This type of question is frequently addressed in semiparametric analysis, which is an extension of the classical Fisher Information ideas.
See Bickel et al. (1990) , and van de Vaart (1988) for details. In this paper a straightforward application of these methods is used to calculate the best possible constant in our setting of bandwidth selection for kernel density estimation. It turns out that the problem of bandwidth selection is closely related to the problem of estimating some specific kind of quadratic functionals, which is studied by Hall and Marron (1987) , Bickel and Ritov (1988) 2 • and Jones and Sheather (1990) in density estimation models, and by Fan (1990) and Donoho and Nussbaum (1990) in Gaussian white noise models. The knowledge gained there is also very useful to bandwidth selection. Chiu (1991) proposes two n-1 / 2 bandwidth selectors, and shows that for both, the relative error is asymptotically normal. It is a simple calculation to show that his asymptotic variance is the same as the best possible constant coefficient calculated here. This provides a sense in which our lower bound is very informative. With more work, the selector of can be shown to have the same limiting distribution. However the n- 
Main Results
To describe the problem mathematically, assume that Xl, ... ,X n are LLd. from an unknown density f. Let Assume that f E :F, and k +a > 4. Then, for any bandwidth selection procedure !tn,
As discussed in the introduction, the bound in (2.5) is the best attainable one, when k +a~4.25. Note that the bound (2.5) does not depend on the kernel function K, even though the optimal bandwidth hn(J) does.
The following theorem gives the result on the lower bound of the relative error of MISE. Table 1 shows the values of B(f) for the 15 normal mixture densities in Figure 1 . See Marron and Wand (1990) for the parameters and for the discussion of these densities. 
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A similar formula holds for MISE. In other words, the Hellinger neighborhood is so small that the important characteristics of 9 are very close to those of f. These conclusions are proved in Lemma 5 of section 3, by using statistical ideas in the proof of the mathematical results, which are not easy to prove by conventional methods.
Proofs

Lemmas
The idea of the proof of Theorem 1 is to relate the problem of estimating hn(f) with that It will be seen that the optimal bandwidth hn(f) is approximated by In the following discussions, we will suppress the dependence of 8j, whenever its argument is g, a density in the Hellinger neighborhood of f. Recall that f is fixed throughout our arguments.
The optimal bandwidth hn(J) satisfies
Proof. The proof follows the same argument as in the section 2 of Hall et al. (1990) .
Thus, it is intuitively clear that the problem of estimating hn(J) is equivalent to that of estimating <l>n(J).
The following lemma gives a lower bound for estimating 8-:;1/5(J). 
Rn,C,I(J) = l!1f sup E g h n -82 (g) . hn gEHn(f,C)
Then,
C~~1~~~fnRn,C,I(J)~8-:;2/5(J)B
(J), where B(J) was defined by (2.4). (3.4)
Proof. It is shown in the proof of Theorem 2 (i) of Bickel and Ritov (1988) 
where Thus, (3.9) where
By Lemma 2, for any estimator h n , q(h n )~Rn,C,l~dn-l 2 for some constant d > 0, when nand C are large. Since an = o( n-l / 2 ), the quadratic x 2 -anx is increasing for x > an /2, and R~~~,l =inf hn q(hn ), we arrive at
The conclusion follows from (3.9) and (3.10). 
Proof of Theorem 1
Write hn(g) = <Pn(g) +~n(g), where by Lemma 1, Now by using Lemma 5, The conclusion follows directly from Lemmas 4 & 2.
Proof of Theorem 2
By using the fact that M'(hn(g)) = 0, we have
where h lies between h n and hn(g). Note that [see 
and M(hn(g)) =~r4/5J.L2/58~/5n-4/5(1 +0(1)) 4 By Lemma 1, (3.13) and (3.14), we have
By the last display and (3.12), we arrive at
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The conclusion follows directly from Theorem :;.---....,.;....;...-------.-. ..:..., -__--....--...--_-. . . . . . . --, .. 
