Abstract-The application of a multiscale strategy integrated with a stochastic technique to the solution of nonlinear inverse scattering problems is presented. The approach allows the explicit and effective handling of many difficulties associated with such problems ranging from ill-conditioning to nonlinearity and false solutions drawback. The choice of a finite dimensional representation for the unknowns, due to the upper bound to the essential dimension of the data, is iteratively accomplished by means of an adaptive multiresolution model, which offers a considerable flexibility for the use of the information on the scattering domain acquired during the iterative steps of the multiscaling process. Even though a suitable representation of the unknowns could limit the local minima problem, the multiresolution strategy is integrated with a customized stochastic optimizer based on the behavior of a particle swarm, which prevents the solution from being trapped into false solutions without a large increasing of the overall computational burden. Selected examples concerned with a two-dimensional microwave imaging problem are presented for illustrating the key features of the integrated stochastic multiscaling strategy.
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I. INTRODUCTION

I
N THE past couple of decades, there have been considerable advances in the efficiency, robustness, and efficacy of inversion methods in every field related to microwave imaging and electromagnetic inverse scattering. The increased interest is evident from the number of journal articles published on this subject, the ever-growing number of sessions organized in major conferences, and the several books and proceedings that have recently appeared (see [1] - [3] for an informative overview). Such a scenario seems to indicate that inverse scattering continues to be a primary area of research for many academic, governmental, and industrial teams worldwide.
Many advances have been driven by traditional and innovative applications (see [4] and the references therein), such as geophysical prospecting and remote sensing [5] , [6] , nondestructive testing and evaluation [7] , [8] , and medical imaging [9] - [12] . Moreover, inverse scattering techniques have been applied in a large range of data and conditions (e.g., monochromatic, multifrequency, and transient conditions). Within this framework, much research has focused on the improvement of the robustness toward false solutions [13] - [17] , on the convergence rate of inversion techniques, and on the nonuniqueness [18] , [19] and ill-conditioning of inverse scattering problems [20] - [22] .
Ill-conditioning and false solutions are closely related topics, since they are caused by the limited amount of available information on the problem in hand. It is well known (see [23] for an exhaustive and detailed treatment) that an inverse scattering problem is in general ill-posed (and its discretized counterpart turns out to be ill-conditioned) as a consequence of the loss of information intrinsic to the solution of the direct process. On the other hand, false solutions (i.e., physically unacceptable solutions, but mathematically acceptable) could be easily avoided by taking into account some information (or a priori information) on the behavior of the actual solution.
Then, the "golden rule" for solving an inverse scattering problem is to add some additional information to compensate the loss of information of the imaging process. Such a information is defined as additional since can be derived neither from the scattered field nor from the properties of the mapping between the data and the space of the unknowns, which describes the imaging process. It comes out from other informative sources or from previous information gained on the object.
The most simple form to add information is to mathematically express some expected physical properties of the scatterer and to use such a knowledge explicitly to construct families of approximate solutions. This is the principle of the regularization methods formulated by Tikhonov and Arsenin [24] . The underlying idea of regularization consists in considering a family of approximate solutions depending on a parameter called regularization parameter. For noise-free data, the approximate solutions converge to the actual solution when the regularization parameter tends to zero. Otherwise, one can obtain an optimal approximation of the exact solution for a nonzero value of the regularization parameter. The choice of the value of the regularization parameter is a crucial and nontrivial problem. But, unlike linear inverse scattering problems for which well-developed mathematical methods and efficient numerical algorithms are already available, the scientific literature does not provide any simple rule for the optimal choice of the regularization coefficient when nonlinear problems are dealt with [25] . Thus, the choice of the regularization parameter has to be properly tuned for every problem in hand on the basis of a calibration process.
An interesting solution to this drawback is the adaptive strategy proposed by Abubakar et al. [26] , [27] where, fully 0196-2892/$20.00 © 2006 IEEE exploiting some a priori information 1 on the scatterer under test, a suitable adaptive multiplicative parameter is defined. Such a parameter is a function of the total variation term and it is determined by the iterative inversion procedure itself. This eliminates the choice of the optimal value of the regularization parameter completely.
A different approach to restore well-position is to suitably define the dimension of the unknown space by fully exploiting all the available information on the scenario under test. In order to define a well-posed problem, the description of the unknown scatterer is supposed to belong to a finite dimensional space, whose dimension is smaller than the essential dimension of data. Such a dimension, due to the analytical nature of the scattering operator, is a known quantity since it depends on the extension of the investigation domain with respect to the wavelength [29] and on the characteristics of the multiview acquisition system [30] .
Unfortunately, the choice of a maximum number of retrievable unknowns equal to the essential dimension of the scattered data does not usually fulfill the criterion given in [31] for a suitable representation (in terms of spatial resolution) for both the dielectric profile of the scatterer and the induced electric field. In order to overcome such a mismatching, various multiresolution strategies able to distribute in a nonuniform fashion the unknowns inside the scattering domain have been proposed.
The idea of an adaptive resolution has been introduced in several areas some time ago. Even as early as 1990 in a book by J. G. Webster [32] , the author talked about the idea of selectively improving resolution by combining nodes in parts of the reconstruction mesh to lower the resolution in areas where it was not needed while increasing the nodes in areas where it could be useful. On the same subject, [33] , [34] should be referenced, as well.
As far as microwave imaging techniques are concerned, the a priori multiresolution approach [35] , owing to a priori considerations on the mathematical nature of the problem and of the intrinsic features exhibited by the class of retrievable functions, associates part of the total number of unknowns to a coarse representation of the whole domain. Moreover, it concentrates the remaining ones in those parts of the region under test where a better resolution can be achieved. Mathematically, the arising problem is solved through the minimization (only once) of a cost function related to the scattering equations wherein the unknowns are represented with the a priori multiresolution expansion by considering a suitable wavelet transformation.
A similar multiresolution approach, based on a Daubechies wavelet expansion, is used in [36] to easily manage different kinds of prior statistical models on the scenario under test when linear conditions hold. In such a case, regularization is accomplished through a multiscale prior stochastic model and a statistic tool (based on the use of the relative error covariance matrix) is adopted to define the space-varying optimal scale for the reconstruction. The arising inverse scattering problem is then recast to the minimization of a two-term cost function enforcing fidelity to scattering data and the matching with the statistical prior model for the contrast, respectively.
A different approach based on a stepwise refinement procedure is developed by E. Miller in [37] for a nonlinear scattering model. A sequence of different a priori hypothesis tests (i.e., a collection of anomalous configurations) are employed first to localize anomalous behaviors in large areas and then to refine these initial estimates to better characterize the actual structures. The proposed stable coarse-to-fine localization method defines a decomposition procedure (able to zoom on strong scatterers before refining other structures) and a pruning step to remove unreliable candidate anomalies from further processing.
In the framework of adaptive multiresolution approaches, Caorsi et al. proposed in [38] an iterative technique where the distribution of the unknowns is a posteriori determined on the basis of the previous experience about the possible objects to be reconstructed, but avoiding any a priori assumption on the position and on the kind of unknown scatterers. The approach takes advantage of a constant multiscaling piecewise pulse representation able to deal with all possible multiresolution combinations (unlike wavelet expansion) and it is aimed at determining firstly the regions of interest (RoIs) where the scatterers are located and successively at retrieving quantitative information. The reconstruction process is developed as a sequence of increasingly "finer" representations while at the same time retaining the information achieved in moving from a coarse to a fine scale.
Another adaptive multiscale approach for solving two-dimensional inverse scattering problems related to microwave tomography applications has been proposed in [39] . In such an approach, the complexity of the problem is reduced through an adaptive, coarse-to-fine iterative strategy using spline pyramids and the global procedure consists of sequences of nonlinear inversions separated by refinement steps (see [40] and [41] for further details). However, unlike the linear case, in nonlinear inverse problems, the condition of a number of independent data equal or smaller than the number of retrievable unknowns may not suffice to reach a reliable inversion because of the problem of false solutions. Certainly, a multiresolution strategy considerably limits (with respect to standard deterministic methods) the occurrence of local minima in the arising cost function by reducing the search space. But, there is no guarantee of avoiding local minima without a proper initialization (when deterministic optimizers are used). Consequently, it is necessary to integrate the multiresolution strategy (aimed at preventing the ill-positioning of the inverse scattering problem) with a suitable global optimization procedure able to face the problem of false solutions by taking into account the available a priori information and the images from previous steps of the multiscaling process in a simple and computationally effective manner.
Since false solutions are physically unacceptable solutions, the minimization method is required to possess the following main features to prevent their occurrence.
• Simple and efficient inclusion of the available a priori information on the physical behavior of the unknown solution.
• Easy use of the reconstructions from the previous steps.
• Easy and online control of the solution quality in order to assure that trial solutions, estimated during the sampling of the search space, are admissible solutions. If the acceptable solution has to belong to a subdomain of the solution space (e.g., when further constraints are imposed), the optimizer should monitor such a property under the action of the operators generating the sequence of trial solutions.
• Suitable operators able to fully exploit the information on the solution arising from the multistep process.
• Operators taking into account any possible link between different solution parameters in order to easily replace nonfeasible solutions by newly feasible ones without introducing user-defined penalty functions. In [42] , since the proposed multiresolution method is not dependent on the minimization algorithm, the authors used a conjugate-gradient approach by considering the optimization procedure as a "black box" inside the overall system without satisfying any or just some of the previous requirements. On the contrary, in this paper, the overall reconstruction system is considered. An integrated strategy is presented and assessed by means of an exhaustive numerical validation. It is aimed at preventing the ill-conditioning of the inverse scattering problem with the multiscaling expansion of the unknown profiles and at avoiding the solution be trapped in a false solution through a suitable hill-climbing optimization method based on the particle swarm optimizer (PSO) [43] . More in detail, the paper is organized as follows. In Section II, the mathematical model and the geometry of an inverse scattering problem is briefly described by pointing out the main features of such a kind of problems. A suitable integrated strategy to face/limit some of the arising drawbacks is then presented by focusing on the control level and the basic level of the overall system in Sections III and IV, respectively. Numerical experiments and some comparisons with reference methodologies are presented in Section V to validate the proposed strategy. Some brief conclusions follows (Section VI).
II. INVERSE SCATTERING PROBLEM: MATHEMATICAL FORMULATION
The starting point for any microwave imaging approach in the spatial domain are the Fredholm integral equations [44] , which model the scattering phenomena relating the internal field ( being the index of the th illumination, by assuming a multiview acquisition setup [45] ) and the object function ( and being the relative dielectric permittivity and the electric conductivity, respectively) to the scattered electric field ( being the index of the th observation region) and to the incident electric field , respectively.
For a two-dimensional geometry (by omitting the subscript ), they assume the following scalar form (1) (2) where is the wavenumber of the background medium (characterized by a known object function value ), is the zero-order second-kind Hankel function, and . Moreover, is the investigation domain where the unknown scatterer (defined as a discontinuity in the object function distribution with respect to the background, such that ) is assumed to be located.
An imaging process is aimed at retrieving the distribution of and of the electric field in the investigation domain by solving the arising inverse problem. To numerically manage such a problem, a discretized version of (1)- (2) is needed. Generally, such a task is performed by measuring, for each illumination , the scattered fields at a finite number of predefined locations inside the observation region and by subdividing the investigation domain in identical square subdomains where the unknown object function and the electric field are assumed to be constant. Thus, the problem unknowns are represented through a linear combination of rectangular basis functions as follows:
and, as a result, the discretized form of (1)-(2) is obtained
where is an array of the measures collected for the th view at measurement points of the observation domain; is a diagonal matrix whose nonzero elements are the values of the object function at the discretization subdomains of the investigation domain; are two arrays of dimension containing the samples of the total and incident electric field at the positions are the Green's matrices.
Because of the approximations induced by the finite dimensional discretization of and in (3)- (4) and the presence of an unavoidable measurement noise, the existence of a solution of the algebraic system (5)- (6) is not ensured and a generalized solution has to be defined as the global minimum of the following cost function ( indicates the norm):
where the two terms in (7) enforce fidelity to the data in the observation domain and in the investigation domain , respectively;
being the number of problem unknowns. Usually, the unknown profile of the object function is obtained as the solution of the following nonlinear least square problem: (8) where is a sequence of trial solutions ( being the iteration number) iteratively updated (but always considering an unique representation for the unknown profile during the minimization process) by using minimization techniques such as the conjugate-gradient method [46] , the modified gradient method [47] , [48] , the contrast source method [28] , [49] , [50] (with a formulation in terms of contrast sources and contrast) or stochastic methodologies [14] , [17] .
Unfortunately, to achieve a suitable spatial resolution in the investigation domain, should be very large and, in forming the "image" of the investigation domain, one would be requested to solve a large nonlinear optimization problem whose size (i.e., the number of unknowns) is proportional to the number of pixel .
Focusing on the dimension of the unknowns space (neglecting, for the moment, the nonlinearity problem), it should be pointed out that, for a scatterer of limited spatial extension, the scattered fields are band-limited functions and the dimension of the corresponding finite dimensional space depends on the scatterer extension [29] . Therefore, only a limited number of independent data is actually available and, as a consequence, unless some a priori information is available or some kind of regularization is exploited, only a finite number of unknowns can be actually retrieved. Consequently, unavoidable restrictions on the achievable resolution are enforced.
On the other hand, due to the required (in principle and for a single-step reconstruction process) discretization, it is almost impossible to satisfy the sufficient condition to have no local minima other than the global one [51] . Moreover, a non suitable choice of the unknowns (i.e., an excessively large dimension of the unknowns space or/and an inappropriate representation of the unknowns in terms of the basis functions) could imply illconditioning besides an increased sensitivity to false solutions.
Consequently, in order to derive a well-posed/well-conditioned problem and to guarantee that the solution lies in the global minimum of the cost function, some countermeasures are needed. To address the first concern, a suitable multiresolution strategy, aimed at forcing the dimensionality of the space of the unknowns to a lower value than the essential dimension of data, is considered and a detailed description will be reported in Section III. Moreover, to suitably deal with the nonlinear nature of the functional (7), a customized global optimizer should be used. In fact, unlike the linear case, a number of independent data equal to the number of unknowns may not suffice to achieve an accurate inversion because of the false solution problem [51] . Consequently, an approach based on a new (relatively, for remote sensing, and especially in the framework of microwave imaging) multiple-agent technique is adopted (Section IV).
III. INVERSION STRATEGY: THE ITERATIVE MULTISCALING APPROACH
The key point of the iterative multiscaling approach (IMSA) is the determination of a low-order multiscale representation for the unknowns. The target is to reduce the complexity of the inversion process and to improve the accuracy of the spatial resolution by "suitably" distributing (i.e., through an automatic refinement procedure) finer scales of the representation in selected RoIs, which are subareas of where the scatterers are supposed to be located, during a sequence of iterative steps.
As far as the representation is concerned, the unknowns are expressed as a twofold summation of shifted and dilated forms of a standard step-like basis function (9) (10) where is the resolution index and is the multiscaling step index. Such a representation allows to simultaneously take into account a broad spectrum of length scales ranging from low-resolution levels to high-resolution levels. The summation over ranges from 1, which corresponds to the largest characteristic length scale, to , which corresponds to the smallest basis-function support at the th scaling step. For a given value of is the number of nonoverlapped basis functions centered in the area to be represented at the th resolution. Therefore, the terms of small length scale can be concentrated at those RoIs where the unknown profiles are supposed to be located. Then, to fully exploit the adaptive multiresolution, the following multistep process is performed (Fig. 1 ).
• Initialization : Set the problem unknowns to the free-space configuration ( and ) and the constraints for the admissibility of the solution according to the a priori information ( and ).
• Low-Order Reconstruction : Minimize (7) by assuming a coarse representation for the unknowns uniformly partitioning the investigation domain according to the amount of information content of the scattering data [29] . 2 • Multistep Process : -RoIs Estimation: Starting from the image reconstructed at the previous step , define the number , the locations , and the extensions of the RoIs according to the clustering procedure described in [42] and perform a noise filtering to eliminate some artifacts in the reconstructed image [52] .
-Multiresolution Expansion
: Refine the representation of the unknowns by increasing the resolution level in the RoIs [38] , thus choosing a number of discretization domains of the RoIs equal to the essential dimension of the scattered data [29] .
-Multiresolution Profile Retrieval: Compute the Green's function according to the new domain description. Minimize (7) by considering the multiresolution representation for the unknowns (9) and (10),
, and according to the PSO-based approach (Section IV).
-Termination Procedure: Go to the "RoIs Estimation" until a stationary condition on the number of RoIs (11) and on the qualitative reconstruction parameters (12) ( being fixed thresholds) is reached .
IV. OPTIMIZATION APPROACH: THE PARTICLE SWARM ALGORITHM
To develop an integrated system able to avoid the problem of false solutions and to fully exploit (possibly online, i.e., at each iteration of the th "Multiresolution Profile Retrieval" phase) all the available a priori and iteratively acquired information (taking advantage of the iterative nature of the multiscaling process), a conjugate-gradient-based approach (CG) does not seem the optimal choice. Although the reduction of the search space, allowed by the multiscaling procedure (with a favorable data/unknowns ratio), turns out to be an ideal situation, a CG optimizer still could be trapped in local minima unless a suitable initial guess is available. Moreover, during the minimization, it is not-so-easy to monitor the solution admissibility (i.e., whether a trial solution satisfies the constraints arising from the a priori knowledge on the scattering configuration or not). In general, such a check is delayed at the end of the minimization process. Therefore, a nonphysical solution can be generated, which could represent a worse/wrong starting guess (i.e., a trial solution that does not belong to the attraction basin of the global minimum) for the successive step.
Thus, according to the guidelines briefly summarized in Section I, an optimization based on a multiple-agent stochastic technique called PSO [43] , [53] is considered as minimization tool. One aspect making the PSO and stochastic techniques very interesting lies in the possibility of easily including some information on the unknowns during the minimization process. Such a feature allows one to restrict the solution search to the acceptance domain by positively affecting the convergence speed of the algorithm. Moreover, the reduced dimension of the solution space of the IMSA does not cause an excessive growth of the processing time. As an example, Fig. 2 shows a comparative study of the dependence of the normalized CPU-time, needed for an iteration of the iterative minimization, on the problem size for different minimization techniques. As can be noticed, when is small the performance of the PSO [and of the genetic algorithm (GA)] does not significantly differ from those of the CG.
On the other hand, unlike genetic algorithms (GAs) and other heuristic techniques, PSO presents some interesting features to be exploited in microwave imaging problems.
• The PSO is simpler, both in formulation and computer implementation, than the GA, which considers three-genetic operators (the selection, the crossover, and the mutation). PSO considers one simple operator, that is the velocity updating. • In general, heuristic techniques require a careful tuning of the control parameters, which strongly influence the behavior of the optimization method. PSO allows an easier setting of the calibration parameters and, in general, a standard configuration [53] turns out to be adequate for a large class of problems and problem sizes. Consequently, unlike regularization parameters, there is no need to perform a PSO calibration for every scattering experiment.
• PSO has a flexible and well-balanced mechanism to enhance the global (i.e., the exploration capability) and the local (i.e., the exploitation capability) exploration of the search space. Such a feature allows one to overcome the premature convergence (or stagnation) and it enhances the search capability of the optimizer.
• PSO generally requires a smaller population size, which turns out in a reduced computational cost of the overall minimization by allowing a reasonable compromise between the computational burden and the minimization reliability.
In order to describe the implementation of the particle swarm algorithm and its integration in the IMSA, let us consider a swarm of particles ( being the swarm size). Each member of the swarm is described by defining its position (i.e., the vector of all unknowns given by ) in the solution space and its velocity (i.e., the vector of values indicating how each component of will be updated) (13) in flying the solution space starting from position to . Then, the following operations are iteratively repeated (Fig. 3 ):
• Initial Setup : Generate a swarm of particles and the associated positions and velocities according to the information on the solution acquired at the previous step (14) (15) being the linear operator, which maps the solution/velocity estimated at the th step into the new domain description ( th step). Set the value of the control parameter called inertial weight .
• Iterative Minimization Process -Swarm Ranking: Calculate the value of the cost function (7) of each individual in the swarm . -Solution Updating: Compare the cost function value of each particle to the best fitness that the same particle has ever attained at any iteration up to current one, and update the "pbest" (i.e., the solution with the lowest value of the cost function personally discovered by the th particle) trial solution if . Update the optimal "gbest" (i.e., the solution of lowest fitness encountered by the entire swarm) trial solution,
, by modifying its position in the solution space . -Convergence Check: Stop the iterative process when the maximum number of iterations is achieved or a threshold on the cost function value (i.e., ) is reached, then set .
-Velocity Updating: Starting from the knowledge of and , modify as follows [43] : (16) where and are uniform random numbers between 0 and 1; and are two positive constants called acceleration coefficients [54] determining how much the particle is influenced by the memory of his best location (exploration capability) and by the rest of the swarm (exploitation capability), respectively. As a matter of fact, the new velocity of the th particle is simply the old velocity scaled by and increased in the direction of "gbest" and "pbest" for the th dimension according to the scaling factors and . -Admissibility Check: To reduce excessively large step sizes in the particle's fly, clamp to a specified maximum value (according to the reference literature [53] , is set to the dynamic range of the th dimension defined according to the a priori information). Moreover, to limit the search space of the swarm to the physically admissible solution space, change the sign of ("reflecting wall" boundary condition [53] ) when turns out to be out of the physical range. -Particle's Position Updating: Modify the particle's position as follows: (17) V. NUMERICAL VALIDATION The numerical assessment is divided in two parts. In the first part, the performance of the integrated IMSA-PSO strategy will be examined in a set of synthetic test cases ranging from scattering configurations previously used to test the IMSA-CG strategy [38] to more complicated scenarios concerned with multiple-scatterer geometries. In the second part, the effectiveness of the IMSA-PSO will be assessed against real objects probed in a controlled environment [56] . Whatever the scattering experiment, the IMSA-PSO strategy will be compared to a set of competitive alternatives ranging from IMSA-CG and IMSA-GA to "bare" (i.e., single-step inversions) deterministic/stochastic approaches.
A. Definitions
In comparing the reconstructed distributions with the actual ones, the following measures of success will be used. The first is a relative error measure over all the pixels in a defined region of the investigation domain (18) where when int when , and ext when and being the values of the actual and reconstructed object function, respectively.
Moreover, two indexes of the achieved qualitative imaging will be evaluated Localization Error (19) Dimensional Error (20) being the free-space wavelength.
B. Testing Against Synthetic Data 1) Test Case 1:
Test Case 1 is one that was earlier treated in [38] . The scattering object, shown in a pictorial gray-level representation in Fig. 4(a) , consists of a centered square hollow . The investigation region is a square area wide and the measurement region is a circle in radius where equally spaced receivers are located (Fig. 5) . A transverse magnetic polarized plane wave illumination has been assumed and the number of views is equal to . To blur the scattering data, a Gaussian-type noise characterized by a signal-to-noise ratio (SNR) equal to 30 dB has been added to the scattering data. Therefore, in order to take into account the stochastic nature of the noise, the reported results are the average of the executions of the reconstruction procedure for ten different independent realizations of the random process generating the noisy scattering data. Moreover, the following admissibility constraint for the retrieved contrasts has been imposed: . As far as the IMSA strategy is concerned, the RoI has been discretized in square subdomains ( being the number of the arising unknowns) and the maximum number of iterations of the optimization process at the th step has been fixed to . No simple and analytical rule exists to perform a choice of the thresholds for the clustering and for the termination of the multiscaling process in an optimal fashion. A possible strategy to perform this task is to introduce an appropriate statistical tool, whose discussion is however beyond the scope of this work. In this paper, the choice of these values has been done heuristically according to the rules defined in [42] and only some empirical considerations can be done on their influence on the reconstruction process. If the clustering threshold is very small then the RoI is generally underestimated. Otherwise, the RoI turns out to be very large and the number of steps of the multiscaling process generally increases. On the other hand, the termination thresholds play the role of traditional convergence indexes. For too small, the convergence could be delayed without significant improvements in the reconstructions at successive steps, while an excessively large value could prematurely stop the synthetic zoom on the scatterers.
Concerning the characteristic parameters of the PSO, the following configuration has been assumed after a calibration phase and according to the guidelines in the related literature [43] , [53] :
(constant inertial weight), (swarm dimension), and (acceleration coefficients). To confirm the effectiveness of such choices, as an example, Fig. 6 shows the behavior of versus the values of the inertial weight [ Fig. 6(a) ], the swarm dimension [ Fig. 6(b) ], and the acceleration coefficients [ Fig. 6(c) ] in correspondence with the reconstruction of the scenario 1 carried out with a standard single-step PSO minimization.
In Fig. 4 , the evolution of the reconstruction of the IMSA-PSO procedure is shown. 3 According to the sequence of operations described in Section III, the "low-order reconstruction" is aimed at performing an inversion by using the same level of spatial resolution in the overall investigation domain . The retrieved profile is shown in Fig. 4(b) . As can be seen, the scatterer is nonreliably reconstructed as confirmed by the error figures reported in Table I (see for example the value of the dimensional error equal to ). However, from this reconstruction it is possible to identify the region where the ] until the object is satisfactorily reconstructed at the end of the multistep process [ Fig. 4(e) ]. The final error in estimating the support of the scatterer reduces of about five times and the localization error decreases of two orders in magnitude . For comparison purposes, let us consider the reconstructed profiles with other IMSA strategies (Fig. 7) , "single-step" or "bare" methods (Fig. 8 ), Tikhonov's [24] and Landweber's [23] regularization techniques, and approximate approaches [57] , [58] . The dashed line superimposed to the image indicates the contour of the actual object. Unlike IMSA, other approaches consider partitioned in subdomains, with a homogeneous grid whose cell side is equal to the finest discretization length reached by the multiscaling process. Moreover, because of the increased dimension of the search space , the maximum number of iterations for the minimization process of iterative methods has been fixed to . Furthermore, the values of the regularization parameters used for standard regularization techniques were:
( being the Tikhonov's regularization parameter) and ( being the Landweber's relaxation parameter).
As can be noticed from the pictorial representations (Figs. 7-9) , the IMSA-PSO [ Fig. 7(c) ] guarantees a nonnegligible improvement in comparison with the IMSA-CG strategy [ Fig. 7(a) ] and with the IMSA-GA [ Fig. 7(b) ]. This is confirmed by the values of the error figures in Table II . A "breaking" improvement of the image quality can be observed comparing the multiscaling reconstruction with "bare" approaches based on the single-step iterative minimization of (7), [ Fig. 8(a)-(c)] , with standard regularization techniques [ Fig. 8(d) -(e)], and with the inversion methods that consider Born-type approximations [ Fig. 9(a)-(b) ].
Quantitatively, to better highlight the well-known advantages of multiresolution strategies over single-step approaches, let us consider that Moreover, the obtained performance confirms the effectiveness of the PSO as nonlinear optimizer (compared to the standard conjugate-gradient based approach or the GA), but especially For completeness, as far as the minimization procedure is concerned, Fig. 10 gives the behavior of the cost function versus the number of process iterations. Moreover, to evaluate the computational load of the reconstruction process, Table III gives the values of some representative parameters:
(iteration time), (total number of iterations of the minimization procedure, being the number of iterations needed to achieve "convergence" at the th step of the multiscaling process), (global computational time, ), and . As expected, because of the reduced number of unknowns , the multiscaling methodology allows a significant reduction of the computational burden at each iteration , and . Concerning the overall computational load of the IMSA-PSO, it turns out to be smaller than that of the IMSA-GA and, even though of the same order, greater than that of the IMSA-CG. However, the tradeoff between the increased computational time and the enhancement of reconstruction accuracy (and the possibility of avoiding local minima) seems to be in favor of the IMSA-PSO in such an example , but and and (in some test cases also in a more remarkable way) in the following experiments and examples.
As regards to the same scattering scenario, the second experiment is aimed at assessing the robustness of the proposed integrated strategy to corrupted scattering data. One of the most desirable features of the IMSA-CG was its stability with respect to the noise. Then it is interesting to verify whether such a property is confirmed where the IMSA-PSO is used. Thus, the retrieval process has been carried out by altering the scattering data with different levels of noise (ranging from SNR dB to SNR dB). Fig. 11 shows the reconstructions of the object function along a horizontal [ : Fig. 11(a) ] and a vertical [ : Fig. 11(b) ] section of the investigation domain together with the ideal profile. As expected, the decreasing of the SNR causes a reduction of the reconstruction accuracy (Fig. 11) and larger errors occur in the qualitative ( dB 2) Test Case 2: In order to conclude the numerical assessment with synthetic data, the second test deals with a multiscatterers scenario, as shown in Fig. 12(a) . The IMSA already demonstrated its effectiveness in dealing with multiple homogeneous objects [42] . Thus, this example considers a more complex configuration characterized by two hollow square cylinders ( , and ) located at and , respectively. The SNR has been fixed to 20 dB. Fig. 12(b)-(d) shows the results at the convergence of the multiscaling process when the IMSA-CG, the IMSA-GA, and the IMSA-PSO are used, respectively. Independently of the method, two different objects are detected and located with an adequate degree of accuracy (Table IV) . However, the deterministic strategy is not able to retrieve the internal layer of the cylinders. On the contrary, the PSO-based approach faithfully [and with a higher accuracy in comparison with the IMSA-GA; Fig. 12(c) ] predicts the presence of two layers in each scatterer as pictorially shown Fig. 12(d) , and as a consequence, the error figures related to the reconstruction in the internal regions improve ( versus versus ). On the other hand, the inversion result achieved with the GA-based approach [ Fig. 12(c) ] further confirms the need of a hill-climbing minimizer to properly face with the local minima problem.
C. Testing Against Laboratory-Controlled Data
Finally, the last part of the numerical validation is aimed at assessing the effectiveness of the IMSA-PSO and at evaluating the improvement with respect to the IMSA-CG when experimental scattering data are used. Toward this aim, the multiplefrequency angular-diversity bistatic data provided by the Institut Fresnel, Marseille, France [55] has been used as reference. For comparison purposes, the interested reader can find other inversion results from other methods in a special section of Inverse Problems [56] . Concerning the experimental setup, it consists of a 2-D bistatic measurement system with an emitter placed at a fixed position, while a receiver is rotating with an arm along the vertical cylindrical scatterer under test. The distance between the emitter/center and the receiver/center are set to 760 mm 3 mm and 720 mm 3 mm, respectively. The target rotates from 0 to 350 in steps of 10 . The rotation of the receiver is from 60 to 300 in steps of 5 . Obviously, the aspect-limited nature of the measurement setup leads to a reduction of the available information. Therefore, all available views and, for each of them, , have been used for the reconstruction.
1) Test Case 3:
To focus on the capabilities of the proposed approach, the IMSA-PSO has been applied to monochromatic datasets, avoiding multifrequency [59] or frequency-hopping approaches [60] . Moreover, the multiple-objects configuration called "twodielTM 8f.exp," supposed to lie in a square area of 30 30 cm , has been managed. The scatterers are two homogeneous dielectric cylinders characterized by an object function with circular cross-sections mm in radius and placed about 30 mm from the center of the experimental setup where mm is the distance between the centers of the cylinders.
As far as the iterative optimizer is concerned, a small swarm dimension has been assumed (if compared to the dimension of the search space)
, to reduce the overall computational burden ( s) and to evaluate the effectiveness of the approach in sampling a large search-space with a limited number of agents (i.e., trial solutions). The values of the other control parameters have been maintained unaltered. The first experiment deals with the reconstruction of the dielectric profile ( and ) at GHz. The final reconstructions of the IMSA-based strategies are given in Fig. 13 , whereas the dielectric distributions achieved by using the "bare" methods are reported in Fig. 14 . As can be seen, the profile retrieved with the PSO-based approach [ Fig. 14(c) ] or the GA [ Fig. 14(b) ] is not satisfactory. The inversion is even worse for the CG-based approach [ Fig. 14(a) ]. On the contrary, the resolution accuracy heavily improves when the IMSA-based strategies are used [ Fig. 13] . Because of the hill-climbing nature of the stochastic optimizer, the multiscaling process of the IMSA-PSO strategy requires more iterations to reach the convergence ( versus s), but the final result turns out to be best in terms of shaping and homogeneity of the estimated structures.
For completeness, the reconstructions at a higher frequency ( GHz) are shown in Fig. 15 . As expected [42] , the reconstruction accuracy reduces independently of the IMSA strategy used. Such a result seems to indicate a better signal-to-noise ratio for the low-frequency data as confirmed in [61] . However, even though the retrieved distributions turn out to be smoothed versions of the actual profile, it is possible to detect two objects and their locations.
2) Test Case 4: In order to conclude the validation against experimental data, the last test case is concerned with a metallic target ("rectTM cent.exp" -GHz) whose dimensions are 12.7 mm 25.4 mm. Under the assumption of a metallic scatterer, the real part of the contrast function has been fixed to 0.0 and, according to the criterion proposed in [62] , the maximum value of the retrievable contrast has been fixed to . The reconstructed profiles reported in Fig. 16 confirm the efficacy of the IMSA-PSO method (and, in general, of IMSA strategies) in faithfully retrieving even metallic scatterers, thus further justifying our previous considerations on the effectiveness of the proposed approach in dealing with realistic scenarios.
VI. CONCLUSION
In this paper, an approach to the solution of the nonlinear inverse scattering problem has been presented. It is based upon techniques drawn from the fields of multiscale modeling and stochastic optimization. The problem unknowns have been expressed as a twofold summation of rectangular basis functions, which, adaptively and according to the knowledge gained during a multistep reconstruction process, fit itself to the dielectric dis- tribution in the investigation domain allowing a sort of synthetic zoom on the scatterer support. The inversion scheme is based on an adaptive coarse-to-detailed iterative strategy consisting of a sequence of nonlinear reconstructions performed through a suitable global optimizer. To prevent the problem of false solutions (or local minima of the arising nonlinear cost function) and to fully exploit the so-effective spatial distribution of the unknowns, a customized optimization based on the swarm behavior has been adopted.
A number of numerical tests indicated that the new integrated approach keeps the best features of the multiscaling process, successfully reconstructing various contrasts and different dielectric distributions. Moreover, thanks to the exploitation of the hill-climbing properties of the stochastic optimizer and a suitable sampling of the search space guided by the multiscaling strategy, it exhibits additional properties that overcome the IMSA-CG in terms of reconstruction accuracy and accommodation of the a priori (acquired) information without requiring an impracticable computational load and unavailable memory resources.
In order to further improve the effectiveness and the accuracy of the reconstruction process based on the integrated IMSA-PSO method, future researches will be aimed at introducing (enhancing the effect of the noise filtering performed during the "RoIs Estimation") a sort of "feedback" strategy also able to prune the representation of the contrast function in during the multistep process. Fig. 16 . Centered metallic cylinder (real dataset "Marseille" [56] . Configuration "rectTM_cent.exp"; f = 4 GHz). Dielectric distributions reconstructed at the convergence by means of (a) the IMSA-CG strategy, (b) the IMSA-GA strategy, and (c) the IMSA-PSO strategy.
