NEURBT, a Fortran 77 program for computing neural networks for classification using batch learning, is discussed. NEURBT is based on Møller's scaled conjugate gradient algorithm which is a variation of the traditional conjugate gradient method, better suited for the nonquadratic nature of neural networks. Different aspects of the implementation are discussed such as the efficient computation of gradients and multiplication of vectors by Hessian matrices that are required by Møller's algorithm, and the stochastic (re)initialization of weights.
Introduction
Neural networks are computational models that work by simulating the way the brain processes information. They are often used to recognize patterns in a data set. Once the neural network is trained on sample patterns of the data, it can then be used for attempting to recognize other patterns as they are fed through the network.
Let A be a set of points or pattern vectors in Euclidean d−dimensional space that is partitioned into n classes. The basic structure of a neural network consists of layers or columns of mostly computing nodes, or neurons, arranged from left to right (see Figure 1 ) in such a way that the result of a From left to right in the network, the middle layer is the first layer with computing neurons and as such is called the first layer of the network. It is a hidden layer as well. The rightmost layer is the output layer. The input layer and the first layer have bias neurons (bottom neurons).
computation at each neuron in a layer contributes to the input of neurons in the next layer. The layer at the extreme left of the network is called the input layer of the network (see Figure 1 ) and consists of d + 1 neurons. A pattern vector in A, say a = {a k }, k = 1, . . . , d, is introduced into the network through the input layer as follows: a is augmented to be of dimension d + 1 by setting a d+1 equal to 1; neurons in the input layer are labeled with integers from 1 to d + 1; and for each k, k = 1, . . . , d + 1, coordinate a k is assigned to neuron k (neuron with label k) and as such interpreted to be the output of neuron k (neuron d + 1 is called a bias neuron and its output is 1 for all patterns). The layer immediately to the right of the input layer, unlike the input layer, consists of computing neurons (except for the last neuron which is a bias neuron), and is called the first layer of the network. Like the input layer, it has d + 1 neurons which are then labeled with integers from d + 2 to 2d + 2. Given integer i, d + 2 ≤ i ≤ 2d + 1, a number x i is designated the input to neuron i (in the first layer) which is a weighted sum of the outputs of the input layer (the coordinates of the augmented pattern a) expressed as x i = d+1 k=1 w ki a k . Here for each k, k = 1, . . . , d + 1, w ki is the weight modifying the pattern coordinate a k before it is fed into neuron i (as part of x i ). In order to make neuron i into a computing neuron, the sigmoid activation function σ(x) = 1/(1 + e −x ) is assigned to it. σ is a function with derivatives of all orders and values between 0 and 1. y i = σ(x i ) is then designated the ouput of neuron i, d + 2 ≤ i ≤ 2d + 1, while y 2d+2 = 1 is designated the output of neuron 2d + 2 (the bias neuron). Inductively, given layers M and L, consecutive layers in the network from left to right; {y m }, the set of outputs of neurons in layer M; l 1 , l 2 , l 1 < l 2 , integers such that neurons in layer L are labeled with integers from l 1 to l 2 ; and neuron l, a neuron in layer L, l 1 ≤ l ≤ l 2 − 1; then a number x l is designated the input to neuron l which is a weighted sum of the outputs of layer M expressed as x l = m w ml y m . In addition the same sigmoid activation function σ defined above is assigned to neuron l and y l = σ(x l ) is designated the output of neuron l, l 1 ≤ l ≤ l 2 − 1, while y l 2 = 1 is designated the ouput of neuron l 2 (the bias neuron of layer L).
With the exclusion of the layer at the extreme right of the network, layers to the right of the input layer are called hidden layers (in Figure 1 the middle layer, i.e., the first layer, is the only hidden layer), and hidden layers to the right of the first layer (there are none in the network of Figure 1 ) are assumed to consist of the same number of neurons, a number greater than 1 and preferably greater than d and n. The layer at the extreme right of the network is called the output layer of the network (see Figure 1 ). For consistency with definitions above involving consecutive layers L and M we assume at first that the output layer contains a bias neuron besides n computing neurons. As it will become apparent below there is a one-to-one correspondence between the n computing neurons in this layer and the classes into which the set A of patterns is partitioned. Reducing the number of neurons in the output layer to n by dropping the dummy bias neuron in the layer and letting nq be the total number of neurons in the network, neurons in the output layer are then labeled with integers from nq − n + 1 to nq. Additionally, letting nw be the total number of weights in the network, a natural order can be established for weights so that any given set of nw weights can be uniquely identified with a vector, a weight vector, in weight space, the Euclidean space of dimension nw, and vice versa.
Given a pattern a in A, then for some q, 1 ≤ q ≤ n, a is in class q, and an n−dimensional vector r(a) = {r(a) m }, m = 1, . . . , n, called the desired response for a, is defined by setting r(a) q equal to 1 and r(a) m equal to 0 for m = 1, . . . , n, m = q. Another n−dimensional vector o(a) = {o(a) m }, m = 1, . . . , n, called the actual output for a, is defined by setting o(a) m equal to the output of the m th neuron in the output layer (neuron with label nq − n+m) for each m, m = 1, . . . , n. The total squared error between the desired responses r(a) and the actual outputs o(a), a in A, is then
where w is the unique vector in weight space corresponding to the current set of weights in the network. As E is implicitly defined in terms of the activation functions assigned to the neurons in the network, E has partial derivatives of all orders at any w. The training of the neural network on sample patterns in A is then accomplished in a batch learning manner by adjusting the weights between layers in the network using differential calculus so that a minimum to the error E as a function of the weights is obtained. With batch learning all weights are adjusted only after all patterns in A are processed as opposed to on-line learning with which all weights are adjusted each time a pattern in A is processed. In this paper we discuss NEURBT, a Fortran 77 program for computing neural networks for classification using batch learning. NEURBT is based on Møller's scaled conjugate gradient algorithm [7] which is a variation of the traditional conjugate gradient method [5] , better suited for the nonquadratic nature of neural networks. In what follows an outline of Møller's algorithm is presented that closely resembles the implementation of the algorithm in program NEURBT. In addition, other aspects of the implementation are discussed such as the efficient computation of gradients and multiplication of vectors by Hessian matrices that take place in Møller's algorithm, and the stochastic (re)initialization of weights. A copy of NEURBT can be obtained from http://math.nist.gov/~JBernal
Scaled Conjugate Gradient Algorithm
Program NEURBT is based on Møller's scaled conjugate gradient algorithm [7] for minimizing the total squared error E as a function of weights. Møller's algorithm, an outline of which is presented below, is based on the well-known conjugate gradient method [5] which works well for quadratic or nearly-quadratic functions. Since the Hessian matrix E ′′ (w) of the squared error function E at w may not be positive definitive for w in certain areas of weight space, Møller modified the conjugate gradient method based on the approach of the Levenberg-Marquardt algorithm [2] . If at some point during the execution of the conjugate gradient method for some p and w in nw−dimensional Euclidean space δ = p t E ′′ (w)p is computed resulting in a nonpositive δ, one makes δ positive by adding p t λp to it for some λ > 0, i.e., by scaling the Hessian matrix E ′′ (w) with the appropriate λ > 0 so that δ becomes p t (E ′′ (w) + λI)p, I the identity matrix. Once λ is initialized it is used and adjusted appropriately throughout the execution of the algorithm so that each δ computed as above remains positive. However, since the accuracy of the conjugate gradient method depends on approximating E(w) with a quadratic function that involves E ′′ (w), care must be taken that the scaled E ′′ (w) does not produce a bad approximation. This is again taken care of by appropriately raising and lowering λ. The outline of the scaled conjugate gradient algorithm below includes the manipulations for raising and lowering λ. Here the column vector E ′ (w) is the gradient of E at weight vector w. The outline closely resembles the implementation of Møller's algorithm in program NEURBT.
Stochastically initialize weight vector w
2. Calculate second-order information:
3. Scale Hessian matrix:
4. If δ k ≤ 0 then scale Hessian matrix to make it positive definite:
5. Calculate the step size:
Test for error reduction:
If ∆ k ≥ 0 then a successful error reduction can be made:
If |r k+1 | < ǫ 1 then terminate and return w k+1 as desired minimum. If success = f alse or k mod nw = 0 then restart: p k+1 = r k+1 , λ k+1 = ǫ 2 ,λ k+1 = 0, k = k + 1, success = true, and go to step 2. Else (if success = true and k mod nw = 0) then create new conjugate direction:
8. If ∆ k < 0.25 then increase the scale parameter: λ k = 4λ k .
9. if success = f alse then go to step 3.
Else setλ k+1 = 0, λ k+1 = λ k , k = k + 1, and go to step 2.
Computing the Gradient
In order to attempt to minimize the error E as a function of w using the scaled conjugate gradient algorithm as described above, the capability must exist for the efficient computation of the gradient E ′ (w) of E at w and multiplication of a vector by the Hessian matrix E ′′ (w) of E at w. In this section we develop the formulas used in program NEURBT for the computation of the gradient E ′ (w) as presented in [4] . Given a ∈ A, w in weight space, the error at w due to a is E a (w) = 1/2
Thus, E(w) = a∈A E a (w). Writing w as {w k }, k = 1, . . . , nw, it follows that ∂E/∂w k = a∈A ∂E a /∂w k for each k, k = 1, . . . , nw. Therefore, by fixing a in A, in what follows it will suffice to develop only the formulas associated with E a .
As it will become apparent from the formulas below the calculations of the partial derivatives of E a with these formulas must take place in a specific order, from right to left in the network. This is because each calculation corresponding to a given weight depends on calculations corresponding to other weights in the network to the right of the given weight. Computing in this manner is called backpropagation. However, it is an implementation issue that is taken care of in program NEURBT and not necessary for the development of the formulas.
Consider layers K, M, L, consecutive layers in the network from left to right, {y k }, the set of outputs of neurons in layer K, {y m }, the set of outputs of neurons in layer M, and {x l }, the set of inputs of computing neurons in layer L. In particular consider y j , the output of some neuron in layer K, and x i , y i , the input and output, respectively, of some computing neuron in layer M. In addition, for each y k as above let w ki be the weight such that x i = k w ki y k ; and for each y m and x l as above let w ml be the weight such that x l = m w ml y m . Case 1. Layer K is not the input layer and layer M is a hidden layer so that layer L is either a hidden layer or the output layer.
Using the chain rule repeatedly we then get
Thus,
Case 2. Layer K is the input layer so that layer M is the first layer in the network. Then {y k } can be replaced by {a k }, the set of coordinates of input pattern a.
Thus, x i = k w ki a k , and
and
Case 3. Layer M is the output layer of the network so that there is no layer L.
Then
With {y m } ordered so that for m = 1, . . . , n,
Note that in all cases σ ′ (x i ) = y i (1 − y i ).
Fast Exact Multiplication by the Hessian
In this section we develop the formulas used in the implementation of the scaled conjugate gradient algorithm in NEURBT for the fast exact computation of the product of the Hessian matrix E ′′ (w) with an nw−dimensional vector v in the context of Møller's algorithm. With these formulas the calculation of the complete Hessian matrix is avoided. These formulas were originally derived by Pearlmutter [8] and involve the so-called R{·} operator. As in the case of the gradient E ′ (w), by fixing a in A, in what follows it will suffice to develop only the formulas associated with E a . These formulas depend on the formulas developed above for the computation of the gradient E ′ (w), thus simultaneously as E ′ (w) is computed with backpropagation, the exact product of v and E ′′ (w) is computed with these formulas in either a feed-forward fashion or in the manner of backpropagation. But again this is an implementation issue that is taken care of in program NEURBT and not necessary for the development of the formulas.
Let f be a differentiable function from nw−dimensional Euclidean space into any other finite-dimensional Euclidean space. The R v {·} operator or simply the R{·} operator is defined by
where f ′ (w) is the Jacobian matrix of f at w. In particular R v {E ′ (w)} = E ′′ (w)v. Writing w as {w k }, k = 1, . . . , nw, it also follows that for each k, k = 1, . . . , nw, R v {∂E/∂w k } is the k th component of E ′′ (w)v. Given g, a differentiable function with domain and range appropriately defined, c a real number, then some equations involving R{·} are satisfied:
With these equations and the formulas obtained in the previous section for the components of E ′ a (w), the formulas for the components of E ′′ a (w)v can be derived. In what follows weights are doubly indexed. Since there is a one-to-one correspondence between the components of w and v then the components of v will be similarly indexed.
As in the previous section, consider layers K, M, L, consecutive layers in the network from left to right, {y k }, the set of outputs of neurons in layer K, {y m }, the set of outputs of neurons in layer M, and {x l }, the set of inputs of computing neurons in layer L. In particular consider y j , the output of some neuron in layer K, and x i , y i , the input and output, respectively, of some computing neuron in layer M. In addition, for each y k as above let w ki be the weight such that x i = k w ki y k ; and for each y m and x l as above let w ml be the weight such that x l = m w ml y m . Case 1. Layer K is not the input layer and layer M is a hidden layer so that layer L is either a hidden layer or the output layer.
Applying R{·} on x i and y i , we get the feed-forward formulas:
Applying R{·} on ∂E a /∂w ji , ∂E a /∂x i , ∂E a /∂y i , as computed in the previous section for case 1, we get the backpropagation formulas:
Applying R{·} on x i and ∂E a /∂w ji , as computed in the previous section for case 2, we get
with the other formulas derived for case 1 above remaining the same. Case 3. Layer M is the output layer of the network so that there is no layer L.
Applying R{·} on ∂E a /∂y i , as computed in the previous section for case 3, we get
with the other formulas derived for case 1 above remaining the same. Note that in all cases σ ′′ (x i ) = (1 − 2y i )σ ′ (x i ), and σ ′ (x i ) = y i (1 − y i ).
Stochastic (Re)Initialization of Weights
Program NEURBT has the capability of restarting the scaled conjugate gradient algorithm each time it detects insufficient progress in the training of the sample patterns. Based mostly on ideas in [6] , the following stochastic procedure is used to move away from the current position or solution in weight space (the last weight vector found with the scaled conjugate gradient algorithm) by randomly perturbing it several times as described below to obtain weight vectors in hopes that some are improvements over the current solution. These weight vectors are obtained by randomly perturbing the current solution inside a ball (using the maximum norm in weight space) with center at the current solution and a relatively large radius, a radius which is gradually reduced. If at a given radius, some of the weight vectors obtained are improvements, the best one is then used as the center around which the next random perturbations for the next (reduced) radius will take place. Otherwise the current center continues to be used as such. Once all pertubations are done, if there have been any improvements, the weight vector that is the best improvement is used as the initial solution for the next training with the scaled conjugate gradient algorithm. Otherwise, if none of the weight vectors obtained through perturbations is an improvement, one is randomly selected as the new initial solution for the next training even though it is worse than the current solution. The procedure follows.
1. Set K 1 , K 2 to appropriate positive integers (e.g.,
2. If the scaled conjugate gradient algorithm has not been executed yet, i.e., it is the start of the execution of NEURBT, then set weight vector w c to the zero vector in weight space, w m = w c , E m = ∞. Else set w c to the current solution of the scaled conjugate gradient algorithm, w m = w c , E m = E(w m ).
Generate weight vector w n of components random numbers in [−a, a]. Set w = w c + w n . If f lag = 2 then if E(w) < E m then set w m = w, E m = E(w m ); go to step 5. Else (f lag = 2) if E(w) < E m then set w m = w, E m = E(w m ), f lag = 2, go to step 5; else (E(w) ≥ E m ) generate random number rn in [0, 1], if rn < rx then set w t = w, rx = rn.
6. If k 2 ≤ K 2 go to step 3.
7. If f lag = 2 then set w 0 = w m . Else (f lag = 2) set w 0 = w t . Use w 0 as the initial solution for the next execution of the scaled conjugate gradient algorithm.
6 Numerical Results
Cushing Syndrome Classification
Here we present results from program NEURBT on a small example associated with the so-called Cushing syndrome. This is an example used in [3] as an application of neural networks for classification. The Cushing syndrome is a disorder that occurs when the body is exposed to high levels of the hormone cortisol for a long time. Three types of the syndrome are recognized: adenoma, bilateral hyperplasia, and carcinoma. In the presence of the Cushing syndrome the following observations were made that represent urinary excretion rates (mg/24hr) of the steroid metabolites tetrahydrocortisone (in the second column below) and pregnanetriol (in the third column). Each line of observations has a label that appears in the first column, and each of the lines corresponds to an individual identified with each of the observations in the line, an individual with a known type of the syndrome. Accordingly, lines labeled a1, ..., a6 correspond to individuals with the adenoma type; lines labeled b1, ..., b10 correspond to individuals with the bilateral hyperplasia type; and lines labeled c1, ..., c5 correspond to individuals with the carcinoma type. Lines labeled u1, ..., u6 correspond to individuals with the syndrome, each individual with an unknown type of the syndrome. Finally, the fourth and fifth columns of the data below have the same data as the second and third columns, respectively, but on a log scale. Log scale data above for observations in lines a1, ..., a6, b1, ..., b10, c1, ..., c5, was used as training data for NEURBT, and once training was completed on a 4−layer network associated with the data, log scale data for observations in lines u1, ..., u6, together with the trained network was used to identify with NEURBT the type (adenoma, bilateral hyperplasia, or carcinoma) corresponding to each of these lines. The classification results from the execution of NEURBT follow for each line of unknown type. Here the first columm of numbers contains outputs from the ouput node of the neural network corresponding to the ademona type; the second column contains outputs from the output node corresponding to the bilateral hyperplasia type; and finally the third column contains outputs from the output node corresponding to the carcinoma type. 
Wine Classification
Data in [1] is the result of a chemical analysis of wines produced in the same region in Italy from three different cultivars. Each line in the data corresponds to a wine and contains quantities of 13 constituents in the wine that were determined through the chemical analysis. Training data for program NEURBT was obtained from [1] as follows. The first 50 lines of data for wine from the first cultivar were extracted from the data and identified as Class 1 training data; the first 60 lines of data for wine from the second cultivar were extracted from the data and identified as Class 2 training data; and the first 40 lines of data for wine from the third cultivar were extracted from the data and indentified as Class 3 training data. In all cases each line of data consisted of 13 numbers corresponding in the same order to the quantities of constituents listed above. For example, the first line in the Class 1 training data appeared exactly as follows: Using this data, NEURBT was then executed to train a 4−layer network associated with the data. For the purpose of testing the trained network the remaining 9 lines of data for wine from the first cultivar were extracted from the data and identified as Class 1 independent data; the remaining 11 lines of data for wine from the second cultivar were extracted from the data and identified as Class 2 independent data; and the remaining 8 lines of data for wine from the third cultivar were extracted from the data and indentified as Class 3 independent data.
The classification results from the execution of NEURBT follow for each line of independent data. Here the first columm of numbers contains outputs from the ouput node of the neural network corresponding to wine from the first cultivar; the second column contains outputs from the output node corresponding to wine from the second cultivar; and finally the third column contains outputs from the output node corresponding to wine from the third cultivar. The first 9 lines correspond to the 9 lines in the Class 1 independent data in the same order; the next 11 lines correspond to the 11 lines in the Class 2 independent data in the same order; and the final 8 lines correspond to the 8 lines in the Class 3 independent data in the same order.
Summary
NEURBT, a Fortran 77 program for computing neural networks for classification using batch learning, was discussed. Since program NEURBT is based on Møller's scaled conjugate gradient algorithm which is a variation of the traditional conjugate gradient method, better suited for the nonquadratic nature of neural networks, an outline of Møller's algorithm was presented that resembles its implementation in program NEURBT. Important aspects of the implementation were discussed such as the efficient computation of gradients and multiplication of vectors by Hessian matrices that are required by Møller's algorithm. Accordingly, formulas for the product of vectors by Hessian matrices depending on those for the gradients used in NEURBT were developed. Because of this dependence it was pointed out that calculations with these formulas of the gradient at a vector and the product of the Hessian at the same vector with another vector in the context of Møller's algorithm occur simultaneously and take place in either a feed-forward fashion or in the manner of backpropagation. Finally, another aspect of the implementation was discussed which is the stochastic (re)initialization of weights, the main purpose of which is to restart the scaled conjugate gradient algorithm each time NEURBT detects insufficient progress in the training of the sample patterns. With this capability NEURBT has a better chance of reaching a global optimal solution. However if at some point during its execution it detects that it has either climbed the wrong mountain or gotten stuck in a valley one too many times it will stop while producing what it considers to be the best current solution. A copy of NEURBT can be obtained from http://math.nist.gov/~JBernal
