Abstract. We introduce and study a new basis in the algebra of symmetric functions. The elements of this basis are called the Frobenius{Schur functions (F Sfunctions, for short).
Let denote the algebra of symmetric functions. Recall that is a graded algebra, isomorphic to the algebra of polynomials in the power sums p 1 ; p 2 ; : : :. A natural homogeneous basis in is formed by the Schur functions (or S-functions, for short). An S-function is denoted as s , where the index is a Young diagram. Let x = (x 1 ; x 2 ; : : :) and y = (y 1 ; y 2 ; : : :) be two in nite collections of indeterminates. We will mainly deal with the super realization of , which is de ned by the following specialization of the generators p 1 ; p 2 ; : : :: In this realization, each element F 2 turns into a supersymmetric function in x; y, which will be denoted as F(x; y). In particular, the supersymmetric Schur function will be denoted as s (x; y). Let and be Young diagrams. We are interested in the combinatorial function 7 ! dim( ; ) dim ; where is xed while ranges over the set of Young diagrams; dim is the number of standard tableaux of shape ; dim( ; ) is the number of standard tableaux of skew shape = provided that , and 0 otherwise. 2) and the dots in the numerator denote the remainder term, which is a (super)symmetric function of degree strictly less than j j, evaluated at (x( ); y( )).
An equivalent form of (0.1) is as follows ( VK] where = ( 1 ; 2 ; : : : ) is a partition of m, is the irreducible character of the symmetric group S(n) which corresponds to , 1 n?m is the character value on the conjugacy class in S(n) indexed by the partition 1 n?m of n, and p = p 1 p 2 : : : : Formula (0:1 0 ) was one of the basic ingredients in the asymptotic approach to Thoma's description of characters of the in nite symmetric group, see VK] , KV2], W] . Note that dim is a well{known combinatorial function for which several nice formulas are known, so that the complexity of (0.1) is mainly caused by the relative dimension function dim( ; ).
The aim of the present paper is to study in detail the function which appears in the numerator of the right{hand side of (0.1). By the very de nition, this is an inhomogeneous supersymmetric function, and by our convention, we can view it as an element of . We call it the Frobenius{Schur function with index (or the FS-function, for short) and we denote it as FS . In this notation, (0.1) takes the form dim( ; ) dim = FS (x( ); y( )) n(n ? 1) : : :(n ? m + 1) :
(0.3)
Our main results about the FS-functions, and their key properties are as follows:
The FS-functions can be characterized in terms of a multivariate interpolation problem.
Speci cally, given a diagram , FS is the only (up to a scalar multiple) supersymmetric function in (x; y) that vanishes at (x; y) = (x( ); y( )) when j j j j, 6 = , and does not vanish when = . 1
This characterization follows at once from a correspondence between the FSfunctions and the so{called shifted Schur functions (see below), and the interpolation properties of the latter functions established in Ok1], OO] .
As FS di ers from s in lower terms only, the FS-functions form a basis in . We nd explicitly the transition coe cients between the both bases, fs g and fFS g; they are given by simple determinantal expressions. Speci cally, we have FS = X det c p i ;p 0 j ] det c q i ;q 0 j ] s ; (0.4) where p 1 ; p 2 ; : : :, q 1 ; q 2 ; : : : denote the Frobenius coordinates of , and p 0 1 ; p 0 2 ; : : :, q 0 1 ; q 0 2 ; : : : denote the Frobenius coordinates of . The summation in (0.4) is taken over diagrams with the length of the diagonal equal to that of (say, d). So p 0 > p; (0.5) for any p; p 0 = 0; 1; 2; : : :, where e 1 ; e 2 ; : : : stand for the elementary symmetric functions. This implies, in particular, that only diagrams contained in may contribute. See Theorem 2.6 and a more general Theorem 7.3.
Consider the duality map ! : ! that sends p k to (?1) k?1 p k (in the super realization, (!(F))(x; y) = F(y; x) for F 2 ). Then (Proposition 2.2) !(FS ) = FS 0 ; which is parallel to the well{known property !(s ) = s 0 of the Schur functions.
For natural FS analogs of the complete homogeneous symmetric functions, elementary symmetric functions, and the hook functions, Fh k = FS (k) ; Fe k = FS (1 k ) ; FS (k j l) = FS (k+1;1 l ) ;
1 Actually, vanishing holds for all which do not contain .
we get counterparts of the well{known generating series. See formulas (2.3), (2.4), and Theorem 2.3. There exists a wider family of`multiparameter Schur functions' which depend on a doubly in nite string (a i ) i2Z of complex parameters and interpolate between the conventional Schur functions (case a i 0) and the FS-functions (case a i = i ? 1 2 ). See x3.
Recall that the supersymmetric Schur functions in nitely many variables can be obtained via the Sergeev{Pragacz formula, which is an analog of the basic formula for the Schur polynomials, s (x 1 ; : : :; x n ) = det x j +n?j i ] det x n?j i ] : (0.6)
In Theorem 6.1 we get a version of the Sergeev{Pragacz formula for the multiparameter Schur functions (in particular, for the FS-functions).
Recall the classical combinatorial formula:
s (x 1 ; x 2 ; : :
x T(i;j) ;
summed over the semi{standard tableaux T of the shape , and note that it also has a super analog. We get a version of this formula for the FS-functions ( The formula (0.1) (or rather (0:1 0 )) rst appeared in VK, x5] in connection with the asymptotic approach to Thoma's classi cation of the characters of the in nite symmetric group. However, the original proof of (0:1 0 ) was not included in VK] and remained unpublished. Then a proof was given in W, III.6, Theorem 6] but this work also remained unpublished.
A rst published proof of (0:1 0 )) was given in KO, Theorem 5] . This paper used the concept of shifted symmetric functions (see x1 for the de nition). In KO], it was shown that there exists a natural isomorphism between the algebra of shifted symmetric functions and the algebra of supersymmetric functions (hence, the algebra ). i2Z . He obtains, among other things, generating series for the one{row and one{column polynomials, a combinatorial formula, and a Sergeev{Pragacz{type formula. However, Molev's approach is not quite consistent with our purposes, because his polynomials are not stable as m; n ! 1 and, consequently, do not de ne supersymmetric functions in in nitely many indeterminates. Also, his formulas are not symmetric with respect to the duality map ! that interchanges the x's and the y's.
We show how to make Molev's construction stable and !-symmetric. The recipe is simple: it su ces to impose the restriction m = n and to introduce in the initial de nition of the polynomials a certain`shift' that depends on n. In this way we come to a generalization of the FS-functions depending on a = (a i ). In our approach, we start with Molev's generating series, which needs only a slight adaptation. However, our versions of the combinatorial formula and the Sergeev{Pragacz{type formula di er from Molev's versions in a more substantial way.
As was pointed out by Lascoux L1] , L2], OO, x15.6], the shifted Schur functions can be introduced by means of the Schubert polynomials. Possibly, the FS functions can also be handled using the techniques of the Schubert polynomials.
As is well known, there exists a deep analogy between the conventional Schur functions (also called Schur's S-functions) and Schur's Q-functions. The latter are related to projective representations of symmetric groups just in the same way as the former are related to ordinary representations. Schur's Q-functions span a subalgebra in , whose elements can be characterized by a supersymmetry property of another kind, see, e.g., Ma1, xIII.8], P] . The results of the present paper have counteparts for Schur's Q-functions: these are due to Ivanov I1] , I2].
For an application of the FS functions, see BO, x6 ].
Finally, we would like to notice a remarkable stability of the Giambelli formula: in various generalizations of the Schur functions, examined in Ma1], OO] , Mo] , and the present paper, it remains intact while the Jacobi{Trudi identity must be suitably modi ed. According to a general theorem due to Macdonald Ma2] , this e ect holds under rather wide assumptions. The Giambelli formula is substantially exploited in our approach.
The paper is organized as follows. In x1, we collected de nitions and results from KO], OO] which are employed in our work. In x2, we introduce the FSfunctions, then we write down the generating series and calculate the transition coe cients between the S-and FS-functions. In x3, we introduce a wider family of`multiparameter Schur functions' depending on sequence of parameters a = (a i ) and we explain their connection with generalized factorial supersymmetric Schur polynomials studied by Molev Mo] . In x4, we state the combinatorial formula, which expresses the multiparameter Schur functions in terms of tableaux. Its proof is postponed to the Appendix, written by Vladimir Ivanov. x5 is devoted to an analog of the Sergeev{Pragacz formula. In x6 we calculate the transition coe cients between multiparameter Schur functions corresponding to di erent sequences of parameters.
A short exposition of the present paper is given in ORV]. Acknowledgment. We are grateful to Alain Lascoux for discussions and fruitful criticism. The authors were supported by ???
1. Preliminaries on supersymmetric and shifted symmetric functions
In this section, our main references are Macdonald's book Ma1] (symmetric functions in general), BR] and Ma1] (supersymmetric functions), and OO] (shifted symmetric functions). We take C as the base eld.
The algebra of symmetric functions can be initially de ned as the algebra of polynomials C p 1 ; p 2 ; : : :]. Then it can be realized, in di erent ways, as an algebra of functions, depending on a specialization of the generators p k . In the conventional realization, the generators p k are specialized to the Newton power sums,
where x = (x 1 ; x 2 ; : : :) is an in nite collection of indeterminates. Then elements f 2 turn into symmetric functions in x. The term`functions' makes sense if one assumes, e.g., that only nitely many of x i 's are di erent from 0.
Let n be the algebra of symmetric polynomials in x 1 ; : : :; x n . 2 In the conventional realization, is identi ed with lim ? n , the projective limit taken in the category of graded algebras, where the projection n ! n?1 is de ned as the specialization x n = 0. We will mainly deal with another realization of , which may be called the super realization. In this realization, the generators p k are viewed as super power sums,
where y = (y 1 ; y 2 ; : : :) is another collection of indeterminates. Note that our definition of the super power sums agrees with that of BR] but slightly di ers from that of Ma1].
Denote by m;n the algebra of polynomials in x 1 ; : : :; x m , y 1 ; : : :; y n , which are separately symmetric in x's and y's and which satisfy the following cancellation property: for any i and j, the result of the specialization x i = ?y j = t does not depend on t. Such polynomials are called supersymmetric, and the (double) projective limit algebra lim ? m;n is called the algebra of supersymmetric functions in x and y. Here the limit is again taken in the category of graded algebras, and the projections m;n ! m?1;n and m;n ! m;n?1 are de ned by the specializations x m = 0 and y n = 0, respectively.
By a well{known theorem (see St] , P]), the super realization of establishes an isomorphism between the algebra and the algebra lim ? m;n of supersymmetric functions, so that we may identify these two algebras. For this reason, we will not introduce a separate notation for the algebra of supersymmetric functions.
Given f 2 , we write f(x; y) for the corresponding supersymmetric function in x and y, and we write f(x 1 ; : : :; x m ; y 1 ; : : :; y n ) for the supersymmetric polynomial that is the image of f(x; y) in m;n . In xx4{6 it will be convenient to assume m = n and to think about as of the projective limit algebra lim ? n;n .
By the cancellation property, the algebra n;n of supersymmetric polynomials is invariant under any shift of variables of the form (x 1 ; : : :; x n ; y 1 ; : : :; y n ) 7 ! (x 1 + r; : : :; x n + r; y 1 ? r; : : :; y n ? r); r 2 C : Let T r denote the corresponding automorphism of n;n : (T r f)(x 1 ; : : :; x n ; y 1 ; : : :; y n ) = f(x 1 + r; : : :; x n + r; y 1 ? r; : : :; y n ? r):
Applying again the cancellation property we see that the automorphisms T r : n;n ! n;n and T r : n+1;n+1 ! n+1;n+1 are compatible with the canonical projection n+1;n+1 ! n;n . Thus, for any r 2 C , we get an automorphism T r of the algebra = lim ? n;n which informally can be written as follows: (T r f)(x 1 ; x 2 ; : : :; y 1 ; y 2 ; : : :) = f(x 1 + r; x 2 + r; : : :; y 1 ? r; y 2 ? r; : : : ) 8f 2 :
(1.1) Equivalently, T r can be de ned by
Recall that the elements h k and e k (complete homogeneous symmetric functions and elementary symmetric functions) can be introduced through the generating series:
1 + 
We proceed to the algebra of shifted symmetric functions. This is a ltered algebra such that the associated graded algebra is canonically isomorphic to . Its de nition is parallel to that of the algebra in its conventional realization. First, let n be the subalgebra in C x 1 ; : : :; x n ] formed by the polynomials which are symmetric in`shifted' variables x 0 j = x j ?j, j = 1; : : :; n. De ne the projection map n ! n?1 as the specialization x n = 0 and note that this projection preserves the ltration de ned by ordinary degree of polynomials. Now set = lim ? n , where the limit is understood in the category of ltered algebras. (1.6)
Clearly, this is a shifted symmetric polynomial of degree j j = P i i . Moreover, the formula is stable as n ! 1 and, thus, indeed determines an element of . We agree that s ? = 1.
3 Note that in BR], the term`hook Schur functions' has another meaning.
We have s (x 1 ; : : :; x n ) = s (x 1 ; : : : ; x n ) + lower terms: It follows that, under the canonical isomorphism gr = , the highest term of s coincides with s . This implies, in particular, that the shifted Schur functions form a basis in .
Recall the de nition of the relative dimension function dim( ; ), where and are arbitrary Young diagrams: If then dim( ; ) is the number of standard tableaux of skew shape = , i.e., the number of chains of diagrams of the form = 0 1 k = ; k = j j ? j j:
In particular, dim( ; ) = 1. Next, if is not contained in then dim( ; ) = 0. Finally, we also set dim = dim(?; ), which is equal to the number of standard tableaux of shape .
The relative Arguing as in Ma1, Ex. I.1.7] we get from these formulas the following ones: dim = n! det 1
where l is any su ciently large natural number (l n is enough) and 1 k! = 1 The generating series for fh k g and fe k g are de ned by analogy with (1.2) but the ordinary powers of u are replaced by the falling factorial powers: Since is isomorphic to the algebra of polynomials in h 1 ; h 2 ; : : : , we may de ne a 1-parameter family fT r g, r 2 C , of automorphisms of the algebra by
Together with (1.9) this implies The following general result is due to Macdonald: Proposition 1.6. Let A be a commutative algebra and fh k;r g be a double sequence of elements of A. Here k = 1; 2; : : :, r = 0; 1; : : : : We also agree that h 0;r 1 and h k;r 0 for all k < 0. For an arbitrary Young diagram , set
where the order of the determinant is any number `( ). Finally, set S (p j q) = S (p+1;1 q ) :
Then the Giambelli formula holds:
Proof. See Ma1, Ex. I.3.21] or Ma2].
As a corollary we get the following result, which was pointed out in OO, Remark 13.2]: Proposition 1.7. For shifted Schur functions, the Giambelli formula remains intact:
Proof. We employ Proposition 1.5 and apply Proposition 1.6 to the two{parameter family h k;r = T r h k .
Following KO], we de ne an algebra isomorphism ' : ! by
Clearly, ' intertwines the automorphisms T r : ! and T r : ! . The next result yields a characterization of '. The key idea is to realize both and as algebras of functions on Young diagrams; here the realization of is de ned in terms of the row coordinates while the realization of requires Frobenius coordinates. In the latter product, we may rst x a diagonal hook and then let range along this hook. In the ith diagonal hook, the content ranges from ?q i to p i . From this we conclude that H (u)( 1 ; : : : Proof. This follows from the fact that the left{hand side of (2.2) is invariant under transposition of the diagrams, which interchanges Frobenius coordinates.
The formulas of x1 together with the de nition (2.1) lead to the following formulas for the FS functions. 2 ) + (p + q + 1); we reduce the above formula to the system of relations s (p+1 j q) + s (p j q+1) + (p + q + 1)s (p j q) = s (p j 0) s (0 j q) ; p; q = 0; 1; 2; : : : : (2.7)
Note that this system is equivalent to (2.6).
Thus, it su ces to check (2.7). This is a particular case of a Littlewood{ Richardson{type rule for the s -functions, found by Molev and Sagan MS] . Here is an elementary derivation of (2.7).
Let us expand the product s (p j 0) s (0 j q) into a linear combination of the shifted Schur functions; such an expansion exists, because the shifted Schur functions form a basis in . By virtue of (1.4) we know the highest terms of this expansion, so we get s (p j 0) s (0 j q) = s (p+1 j q) + s (p j q+1) + X : j j p+q+1 c( )s ;
where c( ) are certain number coe cients. Let X be the set of those 's that enter this sum with nonzero coe cients c( ). We claim that X contains only the diagram (p j q); here we will use Proposition 1.3 and the fact that j j p + q + 1.
Indeed, let be a minimal (with respect to inclusion) diagram in X and evaluate both sides at the point = ( 1 ; 2 ; : : :). On the right, the result is nonzero, because s ( ) 6 = 0 while all other terms on the right have zero contributions, because neither a diagram 6 = from X nor (p + 1 j q) and (p j q + 1) are contained in . So, the result of the evaluation on the left is nonzero, too. This implies that contains both (p j 0) and (0 j q), which is only possible for = (p j q).
Thus, our expansion takes the form s (p j 0) s (0 j q) = s (p+1 j q) s (p j q+1) + const s (p j q) ;
and it remains to nd the constant. Evaluating both sides at = (p j q) we get
Applying Proposition 1.2 we get
This implies const = p + q + 1, as was required.
Our aim is to expand the FS functions in the S functions. Proof. Both functions can be given by a Jacobi{Trudi{type formula, see x2 and (3.4). Consequently, it su ces to prove that for a i = i ? 1 2 h k;a = Fh k ; h k; ?r a = T r (Fh k ):
The rst equality is immediate from the comparison of (3.1) and (2.3). Let us prove the more general second equality. By (3.1) and (3.3), . We recall that is speci ed by setting (p k ) = p k 1+1 p k , or, which is the same, it corresponds to splitting the collection of the variables into two disjoint parts: x = x 0 tx 00 (and, in the super case, y = y 0 t y 00 ). Then s = ;a is de ned by (s ;a ) = X s ;a s = ;a :
The result of the Appendix shows that s = ;a vanishes unless , and an analogue of (3.4) holds: s = ;a = det h i ? j ?i+j; j ?j+1 a ]:
As was emphasized in x0, our de nition of the multiparameter Schur functions was suggested by Molev's work Mo] . In the rest of this section we discuss the connection with Mo].
Let m;n denote the algebra of supersymmetric polynomials in m + n variables BR], 4 and let Y m;n denote the set of Young diagrams not containing the square (m + 1; n + 1). It is well known that the conventional Schur polynomials s (x 1 ; : : : ; x m ; y 1 ; : : :; y n ), where ranges over Y m;n , form a homogeneous basis in m;n . The algebra of supersymmetric functions can be identi ed with the projective limit of the graded algebras m;n as both m; n go to in nity.
In Mo], Molev introduced a family of multiparameter supersymmetric Schur polynomials, which depend on a and are denoted as s (x 1 ; : : :; x m =y 1 ; : : :; y n ja):
These polynomials are inhomogeneous, and their top degree homogeneous components coincide with the conventional supersymmetric Schur polynomials. This implies that the polynomials (3.5) form a basis in m;n . When a 0, they reduce to the conventional supersymmetric Schur polynomials.
Molev's initial de nition is given in terms of a combinatorial formula. Next, he writes down generating series for the h-and e-functions and establishes a Jacobi{ Trudi{type formula and its dual analog. He then gets a version of the Sergeev{ Pragacz formula. His paper also contains a number of other results which will not be discussed here.
Recall that a fundamental property of the conventional supersymmetric Schur polynomials is their stability: specializing x m = 0 gives the supersymmetric Schur polynomial in (m ? 1) + n variables with the same index, and similarly for y n = 0.
Due to the stability property, one can de ne the supersymmetric Schur functions in 1+1 variables. It is pointed out in Mo] that the polynomials (3.5) lose the stability property. Our observation is that stability is recovered if we restrict ourselves to the case m = n and slightly modify Molev's de nition. The exact correspondence between Molev's polynomials and our multiparameter Schur functions is as follows:
Proposition 3.4. For any and any n, s ;a (x 1 ; : : :; x n ; y 1 ; : : :; y n ) = s (x 1 ; : : : ; x n =y 1 ; : : : ; y n j ?n a)
Proof. Assume rst that = (k), where k = 1; 2; : : :, and write h k (: : : ) instead of s (k) Note that in the FS case, a 0 " = ".
Recall that a horizontal strip is a skew Young diagram containing at most one square in each column. Dually, a vertical strip contains at most one square in each row. More generally, we shall deal with skew diagrams of the following kind: there exists a skew subdiagram 1 such that 1 is a horizontal strip while = 1 is a vertical strip (equivalently, there exists 2 which is a vertical strip while = 2 is a horizontal strip. These are exactly skew diagrams containing no 2 2 block of squares (equivalently, the contents of the squares 2 are pairwise distinct).
Such a diagram is called a skew hook 5 if, in addition, it is connected. Thus, a skew diagram with no 2 2 block of squares is a disjoint union of skew hooks.
To each skew diagram containing no 2 2 block of squares we attach a polynomial f ;a (u; v) in two variables u; v, of degree j j, as follows.
First, assume is a skew hook. Consider the interior sides s of the shape : an interior side is adjacent to two squares of ; the total number of the interior sides is equal to j j ? 1. To each interior side s we attach the coordinates ("; ) of its midpoint, 6 and we write s = ("; ). Note that one of the coordinates is always half{integral while another coordinate is integral. Speci cally, if s is a vertical side then " 2 Z 0 , 2 Z, and the ends of s are the points ("?1=2; ) and ("+1=2; ); if s is a horizontal side then " 2 Z, 2 Z 0 , and the ends of s are the points ("; ? 1=2), ("; + 1=2). When is an arbitrary skew diagram with no 2 2 block of squares, we de ne f ;a (u; v) as the product of the polynomials attached to its connected components. Proof. This is immediate from (4.3) and (4.4).
Let be a Young diagram. Recall that a semistandard (or column{strict) tableau of shape is a function T ( ) from the squares of to f1; 2; : : :g such that the numbers T ( ) weakly increase from left to right along the rows and strictly increase down the columns. For such a tableau T , the pull{back T ?1 (i) is a horizontal strip for any i = 1; 2; : : :, see Ma1, I.5]. Dually, for a row{strict tableau, each subset of the form T ?1 (i) is a vertical strip. Now, we introduce the following de nition:
A diagonal{strict tableau of shape is a function T ( ) from the squares of to f1; 2; : : :g such that the numbers T ( ) weakly increase both along the rows (from left to right) and down the columns, and strictly increase along the diagonals j?i = const. We will also consider diagonal{strict tableaux with entries in f1; : : :; ng.
Clearly, each subset of form T ?1 (i) is a skew diagram with no 2 2 block of squares, i.e., a disjoint union of skew hooks. Thus, a diagonal{strict tableau T with entries in f1; : : :; ng may be viewed as a chain of Young diagrams, ? = (0) (1) (n) = ; such that (i) = (i?1) has no 2 2 block of squares for each i = 1; : : :; n. Note that the de nition of a diagonal{strict tableau also makes sense for a skew Young diagram.
Given an ordinary or skew Young diagram and indeterminates x = (x i ), y = (y i ), consider the combinatorial sum Proof. Indeed, assume T takes a certain value i > n. Then for this i, the shape T ?1 (i) is nonempty. By the de nition of the polynomials f ;a (see (4.4)), f T ?1 (i);a (x i ; y i ) contains the factor x i + y i , which is zero by the assumption. Consequently, the contribution of T is zero.
Thus, under the above assumption, the sum (4.5) is actually nite. Note that the same holds under the weaker assumption that x i = ?y i for all i > n. Proposition 4.3. The sum (4.5) can also be de ned by recurrence as follows: for any k < n, if is a skew diagram, then ;a (x 1 ; : : :; x k ; x k+1 ; : : : ; x n ; y 1 ; : : :; y k ; y k+1 ; : : :; y n ) = X ;a (x 1 ; : : :; x k ; y 1 ; : : :; y k ) = ;a (x k+1 ; : : : ; x n ; y k+1 ; : : :; y n ); summed over skew diagrams contained in , and ;a (x 1 ; y 1 ) = f ;a (x 1 ; y 1 ); if contains no 2 2 block of squares, 0; otherwise.
Proof. This is evident.
We proceed to an alternative description of the sum (4.5). Consider the ordered alphabet A = f1 0 < 1 < 2 0 < 2 < : : : g and call an A -tableau of shape any map T( ) from the set of squares of to the alphabet A such that:
(*) The symbols T( ) weakly increase from left to right along each row and down each column.
(**) For each i = 1; 2; : : :, there is at most one symbol i 0 in each row and at most one symbol i in each column. On the other hand, A -tableaux were employed for shifted Young diagrams, in the combinatorial formula for the Schur Q-functions and their factorial analogs, see Ma1, III.8, (8:16 .7) summed over all A -tableaux of shape , where we use the notation ji 0 j = i for i = 1; 2; : : : and c( ) denotes the content of , i.e., if = (i; j) then c( ) = j ? i. Proof. Let be a skew hook and i 2 f1; 2; : : :g be xed. Clearly, there exists exactly one diagonal{strict tableau T of shape , with entries in fig, and we claim that there exist exactly two A -tableaux T of the same shape, with entries in fi; i 0 g. Indeed, let 1 ; : : :; k be the squares of written down in the order of increment of contents. Then T( 1 ) may be chosen arbitrarily, while for any r = 2; : : :; k, the value of T( r ) is de ned uniquely, according to whether the squares r?1 , r lie in the same row or in the same column: in the former case, T( r ) = i, and in the latter case, T( r ) = i 0 .
Next, if is a skew diagram with no 2 2 block of squares then the same is true, with the only exception that the number of the T's is equal to 2 l , where l stands for the number of connected components of . Now, let be an arbitrary (skew) diagram. To any A -tableau T of shape we assign a diagonal{strict tableau T by replacing each primed index i 0 by the corresponding nonprimed index i. Conversely, any diagonal{strict tableau T of shape can be obtained in this way from a certain (nonunique) A -tableau T. To get all such T's, we have to choose, for any nonempty diagram = T ?1 (i), an arbitrary A -tableau of shape , with entries in fi; i 0 g, as described above.
This means that the right{hand side in (4.7) can be written as a double sum, where the exterior sum is taken over the diagonal{strict tableaux T of shape , and each interior sum is taken over all A -tableaux T`over' a xed T . It follows that the claim of the proposition can be reduced to the following one: let by a skew Finally, without loss of generality, we may assume that is a skew hook. Then, as was shown above, there are exactly two T's, so that the sum in the right{hand side of the last formula consists of two summands. On the other hand, the left{hand side is given by (4.4). Writing in that expression the factor u + v as the sum of u ? a c and v + a c , where c = c ( 1 ) is the smallest content, we split the left{hand side into two summands, too. Then the desired equality is readily veri ed.
The following claim is a slight re nement of Proposition 4.4:
Proposition 4.5. Assume x i = y i = 0 (or, more generally, x i = ?y i ) for all i > n. Then, in the right{hand side of (4.7), one can take only tableaux T with entries in A n = f1 0 < 1 < < n 0 < ng.
Proof. Indeed, this follows from Proposition 4.3 and the proof of Proposition 4.4.
Note that the A -tableaux T, in contrast to the diagonal{strict tableaux T , are not consistent with transposition. In particular, the symmetry (4.6) is not evident from (4.7). However, in certain circumstances, it is more convenient to use formula (4.7) than formulas (4.4) and (4.5). Proof. We employ, in a slightly modi ed form, an argument due to Ok1ounkov, cf. Ok1, proof of Prop. 3.8] and OO, second proof of Theorem 11.1].
Assume that s ;a (x( ); y( )) 6 = 0 and let us prove that .
Step 1. Let us prove that D d. Employ for s ;a (x( ); y( )) the expression given by Theorem 4.6 and formulas (4.4) and (4.5). By Proposition 4.2, we can take in (4.5) only tableaux T with entries in f1; : : :; Dg. On the other hand, the main diagonal in has length d and, by the de nition of a diagonal{strict tableau, it is lled by strictly increasing numbers. Consequently, D d.
Step 2 Step 3. Let T be the diagonal{strict tableau corresponding to T. By its de nition, T ( ) = jT( )j for any square 2 . Consider the squares = (1; j) of the rst row in . For these squares, T (1; 1) T (1; 2) T (1; 1 ):
We claim that k(T (1; j)) j; j = 1; : : :; 1 : (5.4) Indeed, (5.4) is trivial for j = 1. Assuming that (5.4) is true for j j 0 , let us check it for j = j 0 + 1.
The numbers k(T (1; j)) weakly increase. Therefore, if k(T (1; j 0 + 1)) j 0 then, by the assumption, k(T (1; j 0 )) = k(T (1; j 0 + 1)) = j 0 : It follows that T(1; j 0 + 1) is nonprimed (indeed, if T(1; j 0 + 1) were primed then T(1; j 0 ) would be the same primed index, which contradicts to the de nition of A -tableaux). Then for the square = (1; j 0 + 1) we get: T( ) is nonprimed and k(T( )) = j 0 = c( ), which is in contradiction with (*). Thus, we have proved (5.4) by induction.
Step 4. Recall that the numbers T ( ) = jT( )j take values in f1; : : :; Dg. On the other hand, these numbers strictly increase as ranges over any diagonal in from top to bottom. Together with the inequalities (5.3) this implies that the numbers k(T ( )) also strictly increase along diagonals. Consequently, for any square = (i; j) 2 with i j, k(T (i; j)) > k(T (i ? 1; j ? 1)) > > k(T (1; j ? i + 1)) j ? i + 1; (5.5) where, on the last step, we have used (5.4).
Let us x i = 1; : : :; d and set j = i , which corresponds to the last square in the ith row of (since i d, the assumption j i is satis ed). Then j ?i+1 = p i +1.
On the other hand, by the de nition, each number k( ) is equal to a certain P r +1, and recall that P 1 > > P D , so that P 1 + 1 > > P D + 1. Thus, (5.5) means that, for certain r 1 < < r i , P r 1 + 1 > > P r i + 1 p i + 1:
Since r i i, it follows that P i p i , which concludes the proof. Note that if (i; j) = (1; + 1) then " + 1=2 = 0 j , and if (i; j) = (" + 1; 1) then +1=2 = i . It follows that, under the above correspondence, the contribution of s to (5.10) coincides with the contribution of (i; j) to (5.9). As for the factor (u + v) in (5.10), it coincides with the contribution of the square (1; 1). This proves (5.9) and concludes the proof of the theorem.
Corollary 5.3. If the numbers a i are pairwise distinct then s ;a (x( ); y( )) 6 = 0. Proof. Recall a well{known claim: the sets f i ? i + 1g 1 i=1 and fj ? 0 j g 1 j=1 do not intersect (and, moreover, their union is the whole Z), see, e.g., Ma1, I, (1.7)]. It follows that, under the assumption on a, all the factors in the product (5.6) do not vanish. disjoint union of two sets. By virtue of the combinatorial fact mentioned in the proof of Corollary 5.2, the two sets in the right-hand side of (5.14) are indeed disjoint.
Next, each of the two sets in the right{hand side of (5.14) is contained in the set from the left{hand side. Indeed, the minimal element of the rst set is with certain number coe cients c( ). We must prove that these coe cients are actually equal to zero. Let X stand for the set of 's with c( ) 6 = 0. Assume that X is nonempty and choose a minimal diagram 2 X with respect to the partial ordering by inclusion. We get F(x( ); y( )) = s ;a (x( ); y( )) = 0, because 2 D( ). On the other hand, since is minimal, we also have s ;a (x( ); y( )) = 0 for any 2 X n f g, because is not contained in . But s ;a (x( ); y( )) 6 = 0, because of Corollary 5.3. This leads to a contradiction. Theorem 5.6 (Characterization theorem II). Let be an arbitrary Young diagram and D( ) be as above. Assume again that the numbers a i are pairwise distinct. Then, as an element of , s ;a is uniquely determined by the following three properties: rst, its degree is less or equal to j j; second, its value at (x( ); y( )) is given by formula (5.6); third, it vanishes at (x( ); y( )) for all 2 D( ). Proof. Let F 2 possess the same three properties. Then and (k) + = max(k; 0): Note that for n = 0 the formula (6.1) reduces to the classical formula (0.6) for the Schur polynomial s (x 1 ; : : :; x m ). Proofs of (6.1){(6.2) can be found in PT], Ma1, I.3, Ex. 23] .
Our aim in this section is to establish an analog of the formulas (6.1){(6.2) for the multiparameter supersymmetric Schur polynomials depending on a sequence of parameters a = (a i ). According to our basic principle, we shall deal with equal number of the x's and y's. Proof. One may argue exactly as in the proof of Proposition 2.3 in PT] (see also Ma1, I.3, Ex. 24] ). For the reader's convenience we present the argument. Obviously, (6.3) is a polynomial, which is separately symmetric in the x's and y's. Let us verify the cancellation property: assume that x i = t = ?y j for certain indices i; j, and let us prove that (6.3) does not depend on t. Consider the expression (6.3) as a function in t. This is a rational function, which is actually a polynomial. The degree of the denominator is exactly 2n?2, so that it su ces to prove that the numerator has degree less or equal to 2n ? 2. Next, it su ces to prove the latter claim for the polynomial (6.4). Without loss of generality, one may assume i j. Consider three cases.
First case: i j d. Then (i; j) 2 , so that (6.4) contains the factor (x i + y j ). This factor vanishes when x i = ?y j , consequently, (6.4) identically vanishes.
Second case: i d < j n. The degree of the expression (6.4) with respect to t is less or equal to the sum of three terms: This concludes the proof of the lemma.
Let us temporarily denote the right{hand side of (6.3) by s 0 ;a (x 1 ; : : : ; x n ; y 1 ; : : :; y n ).
Lemma 6.3. We have s 0 ;a (x 1 ; : : :; x n ; y 1 ; : : :; y n ) x n =y n =0 = 0; d = n; and the same holds for its transformations by elements w. Since the above product vanishes when x n = y n = 0, the whole expression s 0 ;a (x 1 ; : : :; x n ; y 1 ; : : :; y n ) vanishes, too. b) Next, let us assume that d n ? 1 and let us prove the following claim:
f ;a (x 1 ; : : :; x n ; y 1 ; : : : ; y n ) x i =y j =0 = 0 unless i = j = n.
Indeed, vanishing holds if (i; j) 2 , because then the polynomial in question is divisible by x i + y j . Assume i d. If i n then (i; j) 2 , which implies vanishing. If i < n then (n ? i ) + > 0, so that vanishing holds thanks to the factor x (n? i ) + i in the expression (6.4). Similar argument also holds when j d. Thus, we may assume that both i > d and j > d. Then the expression (6.4) contains the factor x n?i i y n?j j , so that the only possibility of nonvanishing may occur for i = j = n.
c) The numerator of (6.3) is an alternate sum of terms indexed by couples of permutations w = (w 1 ; w 2 ). If w does not x the indeterminates (x n ; y n ), which are specialized to zero, then the corresponding term vanishes after the specialization, because of the claim b) proved above. Consequently, only terms indexed by elements w xing (x n ; y n ) may give a nonzero contribution. Note that these are actually elements of the group S n?1 S n?1 .
On the other hand, note that V (x 1 ; : : :; x n?1 ; 0)V (y 1 ; : : :; y n?1 ; 0) = V (x 1 ; : : : ; x n?1 )V (y 1 ; : : :; y n?1 ) x 1 : : : x n?1 y 1 : : : y n?1 : d) Thus, it remains to check that f ;a (x 1 ; : : :; x n?1 ; 0; y 1 ; : : :; y n?1 ; 0) = f ;a (x 1 ; : : :; x n?1 ; y 1 ; : : : ; y n?1 ) x 1 : : : x n?1 y 1 : : : y n?1 :
Let us examine the behavior of the expression (6.4) under the specialization x n = y n = 0. The right{hand side of (6.4) consists of three products. The second product, which is equal to and similarly for 0 .
Consider two cases: i n and i n ? 1. In the former case, (n ? i ) + = (n ? 1 ? i ) + = 0 and " i = 1, so that (6.5) holds. In the latter case, (n ? i ) + = (n?1? i ) + +1 and " i = 0, so that (6.5) is again true. This concludes the proof. By Lemma 6.2 and Lemma 6.3, there exists an element s 0 ;a 2 , of degree j j and such that the corresponding supersymmetric polynomials in n + n variables are given by the expressions (6.3) when n d and vanish when n < d. We aim to prove that s 0 ;a = s ;a by making use of the characterization theorems from x5. Indeed, recall that P 1 > > P d ; p 1 > > p d : Together with (6.7) this implies that among the numbers P 1 ; : : :; P d , there are at least one number p 1 (namely, P j 1 ), at least two numbers p 2 (namely, P j 1 ; P j 2 ), and so on, which implies (6.8).
Now we are in a position to prove the equality s 0 ;a = s ;a . Comparing the formula (6.3){(6.4) de ning s 0 ;a with the Sergeev{Pragacz formula (6.1){(6.2) for the Schur function s we see that the top degree homogeneous component of s 0 ;a coincides with s . By Lemma 6.4, s 0 ;a possesses the same vanishing property as s ;a . Consequently, by Theorem 5.5, s 0 ;a = s ;a . Note that in Theorem 5.5, the numbers a i are required to be pairwise distinct but one may attain this by making use of the continuity argument, because both s 0 ;a and s ;a depends on the parameters continuously.
An alternative way is to apply Theorem 5.6. Then we must verify for s 0 ;a the three properties listed in the statement of this theorem. The rst property (control of degree) is obvious. The third property (vanishing) is ensured by Lemma 6.4. The second property (required value at (x( ); y( ))) is veri ed as follows. From the proof of Lemma 6.4 one sees that in formula (6.3) applied to the variables (x( ); y( )), all terms with w 6 = e are zero. Next, it is readily seen that the term with w = e leads to the expression (5.12'), which, by Proposition 5.4, coincides with s ;a (x( ); y( )).
This concludes the proof of Theorem 6. Proof. We apply formulas (6.3) and (6.4) for n = d. Then the last product in (6.4) coincides with the product above, which is invariant under permutations w. Consequently, the alternate sum in (6.3) becomes the product of two determinants. contributions, because neither a diagram 6 = from X nor (p+1 j q) and (p j q +1) are contained in . So, the result of evaluation on the left is nonzero, too. This implies that contains both (p j 0) and (0 j q), which is only possible for = (p j q). Thus, the above expansion takes the form s (p j 0);a s (0 j q);a = s (p+1 j q);a s (p j q+1);a + const s (p j q);a :
Evaluating both sides at (x(p j q); y(p j q)) = (a p+1 ; 0; 0; : : :; b a q+1 ; 0; 0; : : :) we get const = s (p j 0);a (x(p j q); y(p j q)) s (0j q);a (x(p j q); y(p j q)) s (p j q) (x(p j q); y(p j q)) :
The right{hand side can be readily evaluated by making use of Corollary 6.5.
This gives the desired result: const = a p+1 + b a q+1 .
Let b = (b i ) i2Z be another sequence of parameters. We aim to express the functions s ;a through the functions s ;b . In particular, we are interested in expansion on the conventional supersymmetric Schur functions s , which correspond to b 0.
For p p 0 0 set De nition A.5. Let . Set s = (x 1 ; x 2 ; : : :; x n ; y 1 ; y 2 ; : : :; y n j a) = det h i ? j +j?i (x 1 ; x 2 ; : : :; x n ; y 1 ; y 2 ; : : :; y n j j ?j+1 a)] 1 i;j `( ) ;
where the polynomials h k (x 1 ; : : :; x n ; y 1 ; : : :; y n j a) are given by the generating We use an appropriate modi cation of the Gessel-Viennot method (see Sa, x4.5] for a detailed description of this method).
Suppose we have 2n variables x 1 ; : : :; x n ; y 1 ; : : :; y n . We de ne a path as a nite sequence p = (p(0); p(1); : : :; p(l)) of points in the (x; y){plane, such that:
Each point p(t) belongs to Z f0; 1; 2; : : :; ng.
The path starts on the horizontal line y = 0 and ends on the line y = n, i.e., p(0) = (m 1 ; 0) and p(l) = (m 2 ; n) with some m 1 ; m 2 2 Z.
Each step p(t+1)?p(t) is of the form (1; 0), (1; 1) or (0; 1) (in accordance with these three options, we speak of a horizontal, diagonal or vertical step, respectively).
The rst step p(1) ? p(0) is either diagonal or vertical but not horizontal.
We shall deal with collections of paths L = (p i ) 1 i `( ) such that p i starts at That is, the ith path codes the lling of the ith row in = , each square (i; j) being associated with a nonvertical step in p i . If the endpoint of a nonvertical step has coordinates (m; k) then j = i + m, and we have T(i; j) = k or T(i; j) = k 0 according to whether the step is horizontal or diagonal.
To verify that T is indeed a tableau of shape = and of order n we check the four properties of De nition A.3.
The properties (1) and (3) follow from the de nition of the path p i .
Let us prove the property (2): if p i (t + 1) = (m; k) and p i+1 (s) = (m ? 1; r), then r k. Moreover, if p i (t) = (m ? 1; k), then r > k. Now let us check the property (4): if p i (t) = (m ? 1; k); p i (t + 1) = (m; k), and p i+1 (s) = (m ? 1; r), then r > k.
One can easily check that the correspondence L ! T is a bijection between L( = ; n) and Tab( = ; n). Next, we assign to an arbitrary path p its weight (p) as follows: the weight of p is the product of the weights of its steps, where a horizontal step with endpoint (m; k) has weight x k ? a m ; a diagonal step with endpoint (m; k) has weight y k + a m ; any vertical step has weight 1. From (A.4),(A.5) and (A.6) we obtain that = jn (x; y j a) = det h i ? j +j?ijn (x; y j j ?j+1 a)] 1 i;j `( ) and, consequently, s = (x 1 ; x 2 ; : : :; x n ; y 1 ; y 2 ; : : :; y n j a) = = jn (x; y j a):
