Multiple sequence alignment is one of the dominant problems in computational molecular biology. Numerous scoring functions and methods have been proposed, most of which result in NP-hard problems. In this paper we propose for the first time a general formulation for multiple alignment with arbitrary gap-costs based on an integer linear program (ILP). In addition we describe a branchand-cut algorithm to effectively solve the ILP to optimality. We evaluate the performances of our approach in terms of running time and quality of the alignments using the BAliBase database of reference alignments. The results show that our implementation ranks amongst the best programs developed so far. Contact:
INTRODUCTION
Aligning DNA or protein sequences is certainly one of the dominant problems in computational molecular biology. The spectrum of methods ranges from extremely fast, while less sensitive, hashing-based methods (e.g. Altschul et al. (1990) , Delcher et al. (1999) ) over moderately expensive pairwise comparisons based on dynamic programming (e.g. Gotoh (1982) ; Smith and Waterman (1981) ; Needleman and Wunsch (1970) ), to costly and sensitive exact multiple alignment formulations (e.g. Gupta et al. (1995) ; Reinert et al. (1997 Reinert et al. ( , 2000 ; Lermen and Reinert (2000) ), which are based either on the natural extension of the dynamic programming paradigm, or on the application of combinatorial optimization techniques.
The introduction of combinatorial optimization methods to the field of computational biology (Reinert et al., 1997) produced useful tools for numerous applications such as physical mapping (Christof et al., 1997) , genome rearrangements (Caprara et al., 1999) , RNA secondary structure alignment (Lenhof et al., 1998) , optimization of flexible side chains in protein-protein docking (Althaus et al., 2000) , computing the fit of three-dimensional structures (Lancia et al., 2001) , and a general trace formulation (Kececioglu et al., 2000; Lenhof et al., 1999) .
In this paper we extend the formulation of the gapped trace problem proposed by Reinert (1999) so that we can formulate a great variety of multiple sequence alignment problems, among which the weighted sum of pairs problem with arbitrary gap costs. To our knowledge this is the first algorithm that can deal with truly affine gap costs (Lipman et al. (1989) and Reinert et al. (2000) use what is called 'quasi'-affine or natural gap costs). Indeed our method is independent of the choice of the gap cost function and can handle any function including convex and position-dependent gap costs which were proposed by several authors (Larmore and Schieber (1990) ; Eppstein (1990) to name a few).
To solve the problem to optimality, we propose a branchand-cut algorithm and present an implementation of it. Our implementation was evaluated using BAliBase, a benchmark library of structural alignments (Thompson et al., 1999) . While our initial implementation occasionally failed to solve large examples in the specified time and memory constraints, it was often the best or among the tested programs. More precisely, for moderately sized instances we compute on average the best solutions. This positively answers a repeatedly asked question, whether it is worthwhile to compute optimal alignments using scoring functions which admittedly only approximate the true biological phenomena.
In the first section we present a graph-theoretic formulation for our problem, which is translated into an integer linear program (ILP). In the following section, we study the structure of the gapped trace polytope, namely the convex hull of the incidence vectors of the ILP solutions. The study of the polytope is a prerequisite for the algorithm we propose, which fits into the branch-and-cut framework. We present some classes of valid inequalities and describe how we reduce the number of variables in our ILP. Then we evaluate the quality of our alignment algorithm and finally discuss our results in the last section.
For the technically interested reader we also give the details of the branch-and-cut algorithm, specifically the separation routines in the Appendix. There we also give conditions under which the presented valid inequalities define facets of the problem polytope.
A GRAPH THEORETIC MODEL
The gapped trace problem can be formulated as follows. Let S = {s 1 , s 2 , . . . , s k } be a set of k strings over an alphabet and let¯ = ∪ {−}, where '−' (dash) is a symbol to represent 'gaps' in strings. An alignment of S is a setS = {s 1 ,s 2 , · · · ,s k } of strings over the alphabet¯ that satisfies the following two properties: (1) the strings inS have all the same length, and (2) ignoring dashes, strings i is identical to string s i . An alignment in which each strings i has length l can be interpreted as an array of k rows and l columns where row i corresponds to strinḡ s i . Two characters of distinct strings in S are said to be aligned underS if they are placed into the same column of the alignment array.
In the following we will let n := k i=1 s i . In order to express our problem on a graph we need the notion of a mixed graph which is a tuple G = (V, E, A), where V is a set of vertices, E is a set of (undirected) edges and A is a set of (directed) arcs. A path in a mixed graph is an alternating sequence v 1 , e 1 , v 2 , e 2 , . . . , v k of vertices and arcs or edges such that either
A path is called a mixed path if it contains at least one arc in A and one edge in E. A mixed path is called a mixed cycle if the first and the last vertex on the path coincide. A mixed cycle represents an ordering conflict of the letters in the sequences. The most trivial mixed cycle would correspond to two alignment edges 'crossing', which is not allowed. Since a mixed path P (or a mixed cycle C) is determined by the set of arcs and edges in P (respectively in C), we often identify paths and cycles by their set of edges and arcs. We do allow multiple edges and arcs in between any two nodes, or to put it differently a mixed graph is a multigraph.
We can view the character positions of the k input strings in S as the vertex set V of a mixed graph G = (V, E, A 
The edges in E represent alignments of pairs of characters in different strings. Namely, we say that an edge e = {u, v} is realized by an alignment if the endpoints of the edge are placed into the same column of the alignment array. Let E i, j ⊆ E denote the set of all edges with one endpoint in V i and the other in V j . Note that the graph obtained from G by removing all its arcs is k-partite with color classes V 1 , . . . , V k .
The arcs in A = A g ∪ A p represent positional constraints. Arcs in A p represent consecutivity of characters within a same string and run from each node to its 'right' neighbor, i.e. 
The fact that the two arcs conflict even if p = m + 1 is due to the above definition of realization -informally, there must be at least one aligned character between consecutive gap arcs. Finally, we let
The latter is motivated by the necessity of representing sets of conflicting arcs.
In order to score the alignment, each of the edges in E and gap arcs in A g is assigned a weight that corresponds to the benefit (or cost) of realizing the edge or arc. We let w e and w a denote respectively the weight of edge e ∈ E and arc a ∈ A g . Note that arcs A p are independent of the alignment, which specifies which edges among E and arcs among A g are realized. Fig. 1 . Gapped alignment graph for two sequences. In the middle is an alignment that realizes the gapped trace on the right.
A subgraph of the gapped alignment graph is called gapped trace if it corresponds to a gapped alignment. A gapped trace has to fulfill the following conditions which we will formalize in the mathematical model of the next section:
1. For each pair of strings, each node is either incident to exactly one alignment edge or spanned by exactly one gap arc.
2. There must not be a critical mixed cycle in the subgraph. (see Reinert et al. (1997) for a proof).
3. There cannot be a pair of conflicting gap arcs for a given pair of strings.
4. Whenever we realize two edges incident with the same node, say {v
} and {v
}, by transitivity we must also realize edge {v
The goal is to identify the gapped trace which has the highest weight given a suitable scoring scheme (see Figure  1 for an example of a gapped alignment graph and an associated gapped trace). Usually one assigns to each edge e ∈ E the corresponding cost derived from an amino acid substitution table (e.g. Henikoff and Henikoff (1992) ; Dayhoff et al. (1979) ) and to each arc a ∈ A g an affine or convex cost function. However our method is capable of handling arbitrary, even position-dependent, costs for both the edges in E and the arcs in A g . This is certainly in contrast to algorithms presented in (Lipman et al., 1989; Reinert et al., 2000) . They cannot compute alignments with truly affine gap costs, which are currently the method of choice in most pairwise alignment methods.
AN ILP FORMULATION
We assume in the following that s i ≥ 3 for all strings s i and k ≥ 2.
An initial model
We have two types of variables: 
We call these variables the gap variables.
For a cycle C, we denote the set of edges with C E and the set of arcs with C A . Let C denote the (exponentially large) collection of all critical mixed cycles in G and I the collection of all maximal sets of conflicting gap arcs. It is not difficult to show (see also the next section) that
Our initial ILP formulation is given in Figure 2 . Constraints (2), (3), (4) and (5) correspond to requirements 1, 2, 3 and 4, respectively. Note that inequalities (4), which prevent the realization of 'touching' gap arcs, are not necessary in the case of convex gap costs. Note also that transitivity inequalities involving four or more strings, e.g.
are implied by (5).
By the above discussion we have
x e , y a ∈ {0, 1}, ∀ e ∈ E, a ∈ A g (6) 
PROPOSITION 1. Every gapped alignment corresponds to a feasible solution of ILP (1)-(6) and vice versa.
We will use branch-and-cut techniques to solve this ILP which can be shortly explained as follows: First define the gapped trace polytope P of a gapped alignment graph G as the convex hull of all incidence vectors of gapped traces, i.e.
It is well known that the optimal ILP solution corresponds to a vertex of this polytope. Unfortunately solving an ILP directly is NP-hard. Hence we relax the given integer program by dropping the integer conditions, that means we replace (6) by
(Note that x e , y a ≤ 1 is implied by (in)equalities (2) and (4)). Then we solve the resulting linear program. If the solutionx of the linear program is integral we have the optimal solution. Otherwise we search for a valid inequality f x ≤ f 0 that 'cuts off' the solutionx, i.e. f y ≤ f 0 for all y ∈ P and fx > f 0 ; the set {x | f x = f 0 } is called a cutting plane. The search for a cutting plane is called the separation problem. Any cutting plane found is added to the linear program and the linear program is resolved. The generation of cutting planes is repeated until either an optimal solution is found or the search for a cutting plane fails. In the second case a branch step follows: We generate two subproblems by setting one fractional variable x e to 0 in the first subproblem and to 1 in the second subproblem and solve these subproblems recursively. This gives rise to an enumeration tree of subproblems.
It would be desirable that the LP relaxation be 'close' to the original problem. Geometrically, one would like the polytope defined by (2)- (5) and (7) to be 'close' to P. In fact, one may be interested in determining better LP relaxations. The study of the structure of P, in particular the determination of linear inequalities which are satisfied by all points in P, yields useful information in this direction. In the next section, we illustrate valid inequalities for P that are extensions of those in the initial ILP formulation. In the Appendix we prove that they define facets of P, i.e. they are as strong as possible, and we describe efficient separation procedures for each class.
Valid inequalities
In order to define valid inequalities for P, we characterize pairs of edges and/or arcs that are incompatible, i.e. the associated variables cannot both take the value 1 in a feasible solution. All these incompatibilities follow immediately from requirements 1 and 3 and the corresponding constraints (2) and (4) 
In particular, note that two variables may be incompatible only if they are associated with the same (ordered) pair of strings.
Clique inequalities We call clique a maximal set K of pairwise incompatible edges and arcs. Moreover, we denote by K E and K A the edges and arcs in K , respectively. The corresponding clique inequality has the form
and is clearly valid for P. Note that (4), as well as (2) if '=' is replaced by '≤', are examples of clique inequalities.
Lifted mixed cycle inequalities
In this section, we illustrate a class of inequalities which are stronger than the original (3).
As their 'weak' version (3), these inequalities involve only alignment variables. Consider a sequence of strings s i 1 , . . . , s i t , along with edge set C ⊆ E, which is partitioned into edge sets C i r ,i r +1 ⊆ E i r ,i r +1 , r = 1, . . . , t (letting i t+1 := i 1 ). If C meets the following requirements 
is valid for P. Note that (3) are a special case of (9) in which each set C i r ,i r +1 contains only one edge. If in addition (c) C is maximal with respect to properties (a) and (b);
we call (9) a lifted mixed cycle inequality.
Generalized transitivity inequalities The last class of inequalities that we present is a generalization of the transitivity inequalities (5 with a letter in S 2 as well as with a letter in S 3 , then we must align a letter in S 2 with a letter in S 3 . This yields the valid inequality (10) which coincides with one of (5) if |S 2 | = |S 3 | = 1.
Variable reduction
Even for rather small instances, the number of variables in our ILP formulation is large. For example, an instance with 5 strings of length 100 has 201 000 variables. Most of these variables are very unlikely to take the value 1 in an optimal solution. In this section, we describe a successful method to reduce the number of variables by eliminating those variables that can not appear in an optimal solution.
Assume we know a good lower bound L on the optimum, e.g. found by a heuristic. For every variable v, we compute an upper bound U v on the value of the optimal alignment in which variable v takes the value 1. If U v ≤ L, we know that this variable is not used by any alignment which is better than the one we already have, so we can permanently fix the variable to 0, removing it.
A simple upper bound U v for an alignment variable v can be computed as follows: Compute all optimal alignments between two strings s i , s j , 1 ≤ i < j ≤ k. The sum of the values of all these alignments is clearly an upper bound on the value of the optimal alignment, called the pairwise upper bound. Moreover, for any alignment variable corresponding to an edge between s i and s j we can compute an upper bound on the value of the optimal alignment that realizes the associated edge, by computing the optimal alignment between s i and s j that realizes this edge and adding to the resulting value the values of the optimal alignments between the other string pairs. We can compute this upper bound for all alignment variables by finding only two pairwise optimal alignments (see Gusfield (1997) 
COMPUTATIONAL EXPERIMENTS Goal
The goal of our experiments is twofold. First, we want to assess the quality of optimal alignments computed with our algorithm. Second, we want to explore how practical the current implementation is in terms of number of sequences and sequence length, where each of these factors will increase the size of the ILP and hence makes it potentially harder to solve. Our comparison with other programs serves these two goals. It reveals that computing optimal alignments does pay off in terms of quality and it explores the current limits for feasibility of our approach. It should not be understood as a general ranking of these programs, since, although we perform very well on instances we can solve, we are still not able to solve larger problems.
Test data
We tested our implementation, which we will call COSA (COmbinatorial Sequence Alignment) using a database of different benchmark alignments (Thompson et al., 1999) containing groups of sequences of different lengths, called Reference 1 to 5, or (for short) R1 to R5. R1, R2 and R3 are subdivided into three groups of different lengths. R1 is further subdivided into three subgroups according to different identity levels (V1: identity < 25%, V2: identity 20-40%, and V3: identity > 35%). (R4 and R5 are not subdivided.) The database also offers an evaluation program which computes a score between 0 and 1 indicating the percentage of correctly aligned residues in the core regions of the alignments, where the reference alignments are hand-created using structural information. Note that we use the newest version of the evaluation program (from June 14, 2002) for which no bug is known. In addition to the database Thompson et al. (1999) also published a survey of the qualitative performance of different alignment programs available at that time.
Recently BAliBase 2 was made available which contains updated reference alignments and more test sets. Since we wanted to use the most recent structural alignments as standard of truth we decided to use the overall best performing programs from Thompson's survey, PRRP, ClustalX, and Dialign together with a recently published program T-Coffee (Notredame et al., 2000) which generally outperforms the other programs. The source code of all these programs was downloaded and they were run with default parameters. We disregard 
Setup for COSA
We implemented the above algorithms using the branchand-cut framework SCIL (SCIL, 2002) . The input variable set is constructed as follows: We used the variable reduction as described earlier with the pairwise upper bound minus 20 as lower bound. This was necessary to reduce the run time and memory consumptions. Note that this value is not a valid lower bound in most cases. That means that we might lose variables in the optimal solution and with that the optimal solution itself (For reference 1 we checked our computed solutions and can prove that in most cases they are optimal, for other references we find suboptimal or no solutions, i.e. they are in practice infeasible). To evaluate our implementation we proceeded as follows: In order to find a good scoring function we computed the optimal alignment for all short instances of the group R1 for different affine and convex gap cost functions with and without end gap penalties. As a amino acid substitution matrix we used blosum62. We also experimented with blosum30, blosum90 and pam250, which gave worse results. For each group of instances in R1 we computed the average score for different objective functions each with and without end-gap penalty (see Table 1 ). It is interesting to note that 8 + 2l + 2 √ l, a non linear function, was the best objective function. Hence we used it to compute the optimal alignments in the other groups. We ran the experiments on a Sparc Ultra-Enterprise-10000 (333 MHz) with 15 GB main memory. We allowed the programs a running time of at most 10 hours and memory of at most 4 GB. Any run that exceeded these limits was counted as unsuccessful. Tables 2, 3 , and 4 contain the results for some of the reference sets. The first column contains the name of the data set and the subsequent columns the results for the 5 alignment programs. Each entry in the tables is the score computed by the evaluation program provided with the (58) database. In brackets we give the percentage relative to the best performing program for this example. In addition we provide an average for each group.
Results
In Table 2 we give the values for all short sequences of reference set 1. Our implementation is on average superior to all other programs in each of these data sets. This indicates that it pays to compute the optimal solution, because our approach produced on average the biologically most meaningful alignments. Tables 3 and 4 exhibit the current practical limitations of our approach. For reference 2 we are able to solve only 5 of 9 instances where the average quality is at least acceptable, while for reference 4 we can solve 10 of 12 instances with a miserable performance. This can be attributed to the fact that we have not enough variables in our initial ILP, but of course that would not be a guarantee for a good performance (TCoffee and Dialign score in this set extremely well, since they accommodate local alignment information in contrast to PRRP, ClustalX and COSA).
In summary, these experiments back out the claim that optimal sequence alignment is able to find subtle biological signals and that the current implementation is capable of solving real world problems. However some problem sizes are certainly still out of reach and better addressed by other programs.
CONCLUSION
We have presented for the first time a general multiple sequence alignment formulation with arbitrary gap costs. The graph-theoretic formulation allows us to define an ILP model which is valid for any choice of the gap penalty function. The ILP model is solved by branch-and-cut. Our implementation is competitive with or better than the currently best programs for moderately sized problems. We anticipate that we can improve the performance by (a) a closer evaluation of different scoring and gap functions (which is trivial in our approach), (b) a speed up in the solution of the LP relaxation of the ILP, (c) an improvement of the variable reduction procedure. Clique inequalities Recall that the clique inequality has the form
ACKNOWLEDGMENTS
and is clearly valid for P.
The following characterization of all (exponentially many) clique inequalities for our problem, which is an extension of the one in Reinert et al. (1997) 
PROOF. The requirement that all edges and arcs be incompatible implies K E ⊆ E i, j and K A ⊆ A i, j for some 1 ≤ i, j ≤ k, i = j. If K E = ∅, K is a maximal set of incompatible arcs in A i, j , which is easily seen to have the form given in the statement, the resulting clique inequality being one of (4). Otherwise, note that the maximal set of arcs in A i, j pairwise incompatible with all edges in a set S ⊆ E i, j is uniquely determined by the first and last letter s i l b and s i l e of s i to which the edges in S are adjacent. Specifically, this set of arcs is A i, j (l b ↔ l e ). Along with the maximality requirement, this implies that An illustration of possible sets K E and K A in a clique inequality is given in Figure 3 .
Lifted mixed cycle inequalities Recall that the lifted mixed cycle inequalities have the following form:
and are valid for P. ) ∈ A p defines a mixed cycle. We shall call this the reference (mixed) cycle. In order to prove the statement, we first observe that any set C that satisfies conditions (i) and (ii) in the statement also satisfies (a) (by definition of E i r ,i r +1 (·)) and (b), since any set of edges obtained by selecting one edge from each C i r ,i r +1 defines a mixed cycle, which is obtained from the reference cycle by replacing two consecutive edges by two edges with a path in A p in between (formal details are skipped). As to the maximality requirement (c), note that the addition to C i r ,i r +1 of an edge in E i r ,i r +1 compatible with some edges already present would violate requirement (a) (and the resulting inequality would not be valid), whereas the addition of an edge e = {v } ∪ e is not the set of edges in a mixed cycle. The proof is concluded by showing that every set C that satisfies (a), (b) and (c) has the form given in the statement. For r = 1, . . . , t, order the edges in C i r ,i r +1 according to increasing letter of s i r to which they are incident, breaking ties by decreasing letter of s i r +1 to which they are incident, and let e r be the last edge according to this ordering. Consider the mixed cycle C with edges e 1 , . . . , e t and note that, after possible shifting of the indices i 1 , . . . , i k , we can assume without loss of generality that C contains at least one arc in A p associated with s i 1 . We show that C contains only one arc. Indeed, if C contains also an arc in A p associated with string s i r for some 1 < r ≤ t, we have a contradiction to the maximality of C as we may add to C i r −1 ,i r the edge in E i r −1 ,i r with the same endpoint in s i r −1 as e r −1 and the same endpoint in s i r as e r . An analogous reasoning shows that C contains exactly one arc in A p associated with string s i 1 . Finally, (i) is verified by definition, and (ii) follows immediately by the maximality requirement on C. ) ∈ A p defines a mixed cycle. We shall call this the reference (mixed) cycle. 
