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resumo 
 
 
O acesso à banda larga é um requisito importante na actualidade para 
satisfazer os utilizadores em termos de novas aplicações e serviços em tempo 
real. O WiMAX, como tecnologia sem fios para áreas metropolitanas, 
prometendo cobrir uma maior superfície e com maior débito, é uma tecnologia 
promissora para as redes de próxima geração. No entanto um requisito 
importante para a instalação e massificação desta tecnologia é o seu 
comportamento a nível de qualidade de serviços e garantia aos utilizadores do 
cumprimento eficiente dos requisitos de QoS.  
Esta tese aborda e estuda o suporte de qualidade de serviços para redes 
WiMAX presente em diferentes modelos de simulação, implementados na 
ferramenta de simulação ns-2. Para além da validação e comparação entre os 
modelos existentes, também é efectuada a especificação e implementação de 
uma solução de QoS composta por um classificador e escalonador, e é 
proposto e avaliado um algoritmo de escalonamento que utiliza prioritização de 
classes de serviço e informação física dinâmica “cross layer” para decisões de 
escalonamento no simulador. 
Para validar e avaliar as soluções propostas e desenvolvidas, um conjunto de 
cenários orientados para a utilização de vários serviços e aferição de métricas 
de QoS foram simulados. Os resultados obtidos mostram a diferenciação entre 
distintas classes de tráfego. O mecanismo proposto apresenta um pequeno 
ganho em débito e latência comparativamente às soluções previamente 
analisadas/implementadas.  
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
keywords 
 
IEEE 802.16, QoS, WiMAX, Schedulling, NS-2, WiMAX Forum. 
. 
 
Abstract 
 
Broadband access is an important requirement to satisfy user demands and 
support a new set of real time services and applications. WiMAX, as a 
Broadband Wireless Access solution for Wireless Metropolitan Area Networks, 
covering large distances with high throughputs, is a promising technology for 
Next Generation Networks. Nevertheless, for the successful deployment and 
massification of WiMAX based solutions, Quality of Service (QoS) is a 
mandatory feature that must be supported.  
In this thesis , the QoS support for WiMAX in ns-2 simulation software is 
addressed. A QoS framework, composed by a packet classification mechanism 
and a scheduler, has been specified and implemented on the simulator, 
providing service differentiation over WiMAX networks. Furthermore, validation 
and comparison of different IEEE 802.16 simulation models is provided. Finally 
a scheduling solution is proposed and evaluated that uses prioritization and 
dynamic cross layer information for schedulling decisions in WiMAX networks.  
In order to validate the developed solutions, a set of QoS oriented scenarios 
have been simulated and the obtained results show that the implemented 
schedullers are able to efficiently differentiate between the different traffic 
classes and achieve gains in throughput and delay. 
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1 Introduction 
This document presents a study of the emergent broadband wireless access technology 
IEEE 802.16, focusing on Quality of Service aspects, more specifically on scheduling 
mechanisms. The work is focused on the specification and implementation of scheduling 
solutions proposed for the IEEE 802.16. 
 
1.1 Motivation 
 
As a Broadband Telecommunications technology, WiMAX, the Worldwide Interoperability 
for Microwave Access is based on the IEEE 802.16 standards [1][2], also denoted as 
WirelessMAN. The name WiMAX was created by the WiMAX Forum [21], which was 
formed in June 2001 to promote conformance and interoperability of the standard among 
the different vendor equipments. 
As one of the most interesting research topics in the telecommunications area, the 
growing interest of IEEE 802.16 is focused on the next generation mobile communication 
systems to provide wireless data over long distances in a variety of ways, from point-to-
point links to full mobile cellular type access. With permanent high bandwidth transmission 
support, reliable communication and also handover with the 802.16e standard [2], which 
covers mobile WiMAX aspects, it is expected to be the future of wireless communications 
to meet the users’ requirements of high bandwidth connectivity and mobility. Also in 
isolated areas with difficult access and deployment of a communications infrastructure, it 
presents a much valuable solution with much lower cost.  
This promising technology is suited for future networks that comprise different topologies, 
usage scenarios and diversity of real time multimedia services with high quality and 
independent of user mobility: Video streaming, Voice over IP (VoIP), still images, and high 
bit-rate data applications are included in these scenarios. Therefore, the QoS 
requirements for the WiMAX technology are high. Consequently, effective monitoring and 
improvements in scheduling and admission control mechanisms shall be implemented in 
the WiMAX technology. Since both scheduler and admission control modules have not 
been defined by the IEEE 802.16 standard, new and reliable scheduling and admission 
control algorithms must adequate to these requirements. Also, system monitoring and 
integration between different technologies are important considerations to have in mind in 
the approach to the next generation technology networks.  
Broadband Wireless Access (BWA), based on the IEEE 802.16 standards, is gaining 
momentum as more and more field trials are transformed in commercial roll-outs. Very 
much likely, this is certainly a merit of the combined effort of the IEEE 802.16 
standardisation community, the WiMAX Forum and the research community. As of today, 
standards have matured, the WiMAX Forum [10][11] has setup its certification program in 
order to foster interoperability, and the research community went through technological 
details up to an extent, such that many operators consider the risks associated with 
commercial deployment predictable. Yet, WiMAX is still not deemed as globally 
established. This technology is very new and a competing system, namely Long-Term 
Evolution (LTE) [12], is progressing in a similar pace. Which technology will finally make it 
through in the market, or will we have even several co-existing ones, is, among others, 
influenced by the research community. The better a technology is understood, the more 
likely it will be adopted by manufacturers, vendors and operators. 
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1.2 Objectives 
Applications such as video and audio streaming, online gaming, video conferencing, Voice 
over IP (VoIP) and File Transfer Protocol (FTP), demand a wide range of QoS 
requirements such as bandwidth and delay. Existing wireless technologies that can satisfy 
the requirements of heterogeneous traffic are very costly to deploy in rural areas and “last 
mile” access. The IEEE 802.16 standard [1][2] provides specification for the Medium 
Access Control (MAC) and Physical (PHY) layers for WiMAX. A critical part of the MAC 
layer specification is the scheduler, which resolves contention for bandwidth and 
determines the transmission order of users: it is imperative for a scheduler to satisfy QoS 
requirements of the users, maximizing system utilization and ensuring fairness among the 
users.  
IEEE 802.16 [1][2] is a broadband wireless technology that already contains intrinsic QoS 
support, with the usage of Connection Identifiers (CID) to identify service flows with 
specific characteristics, the downlink and uplink classification and scheduling 
mechanisms. Nevertheless, these mechanisms are not present in the standard [1][2] and 
were left for proprietary implementation by vendors. 
Important for scientific consideration and technology development is the availability of 
reliable simulation tools. This applies equally to WiMAX and any other technology and is 
embodied by an emerging business of commercial simulators like OPNET [13] and 
Qualcomm [14]. Unfortunately, these simulators are fairly expensive and/or their use is 
strictly licensed. As monetary considerations and openness frequently prevail, in particular 
in academia, NS-2 [15], as open-source alternative, still retains its position. Naturally, 
open-source software rarely approaches commercial standards, especially in terms of 
completeness and documentation. This is, for example, the case for the public available 
WiMAX module for NS-2 [16]. As detailed in Section 3, this module supports several 
WiMAX/IEEE 802.16 features but lacks a very essential one, Quality of Service (QoS) 
support. The lack of this feature motivated the work presented in this thesis. 
Initially, a QoS framework will be added to the simulation tool, namely a packet 
classification and scheduler mechanism which later will be evaluated and compared to 
other outcomes of this thesis. 
One of the models evaluated is from WiMAX Forum Application Group, and only 
accessible to WiMAX Forum members. It is still under a validation process and ongoing 
development, in which the work of this thesis took part as well as a contribution to the 
validation, by comparison to the existing tools. 
Finally, a novel cross-layer scheduling optimization solution for IEEE 802.16 is presented. 
The relevant features of the proposed packet scheduling optimization scheme consist of: 
prioritization of users within the same traffic class, allowing for example to an operator, 
differentiated treatment among users, for instance distinguishing between premium or 
gold users and silver users; and also cross layer optimization which implies radio resource 
optimization and a more effective scheduler decision.  
   
1.3 Document Outline 
 
The remainder of the present document is organized and can be summarized as follows: 
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• Chapter 2 presents the background of this thesis, giving an overview of WiMAX 
broadband access technology. The WiMAX technology, as the main focus of this 
work, is generally described, including key aspects of the PHY and MAC layers 
while emphasising its QoS features. This section also describes the main 
scheduling characteristics of the 802.16 as well as a brief description of common 
scheduling mechanisms. 
• Chapter 3 provides a brief overview of the different simulation tools used, as well 
as the work carried and results obtained concerning the specification and 
implementation in both ns-2 IEEE 802.16 models used. The content is centred in 
the QoS models and scheduler mechanisms adopted and simulated. 
• Chapter 4 addresses  the design and specification of a novel scheduling algorithm 
solution for IEEE802.16, based on the previous work carried out in the existing 
simulation models. The evaluation and discussion of the proposed solution is also 
provided. 
• Chapter 5 presents the conclusions of the accomplished work and addresses 
future work. 
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2 Background 
2.1 Introduction 
This chapter introduces the grounding concepts of the work to be developed, presenting 
the relevant background concerning the WiMAX technology in relation to PHY and MAC 
layer main particularities. A more focused perspective will be given in terms of scheduling 
and QoS, detailing how it is accomplished and what characterizes IEEE 802.16 QoS 
features. Finally a slight approach will be given to some scheduling schemes used for 
WiMAX.   
2.2 WiMAX Technology 
  
2.2.1 Overview 
 
Broadband Wireless Access (BWA) has been serving enterprises and operators for years, 
to the great satisfaction of its users. However, the new IP-based standard developed by 
the IEEE 802.16 is likely to accelerate adoption of the technology. It will expand the scope 
of usage thanks to: the possibility of operating in licensed and unlicensed frequency 
bands, unique performance under Non-Line-of-Sight (NLOS) conditions, Quality of 
Service (QoS) awareness, extension to nomadicity, and more. 
In parallel, the WiMAX forum, backed by industry leaders, will encourage the widespread 
adoption of broadband wireless access by establishing a brand for the technology and 
pushing interoperability between products. 
In addition to enabling nomadic, portable and mobile wireless access, the IEEE 802.16e-
2005 introduces a number of technical advantages for fixed wireless access, when 
compared to 802.16-2004 which is limited to fixed and nomadic wireless access. IEEE 
802.16e-2005 has the potential to serve the residual DSL market, especially in rural 
areas. 
A development at the WiMAX Forum is the proposal to define profiles containing 
enhancements for all the three low frequency PHYs: SCa, OFDM and OFDMA. They will 
use the best parts of 802.16e-2005 for fixed, without the complexity that is required for 
mobility. Fixed applications require only a subset of the MAC capabilities required for full 
mobility. A substantial number of MAC features may be disabled when operating in fixed 
mode. 
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Figure 1 - WiMAX deployment scenarios [22] 
Vendors see WiMAX backhauling as an alternative to wired backhaul and also as a 
solution for cellular network. Wireless Internet service providers (WISP) who want to use 
backhaul as a low-cost way to connect their access points to their network operations 
centre could also be interested in using WiMAX as a cheaper solution. Vendors are 
focusing their attention to: 
• Incumbent operations looking to extend their networks to rural areas; 
• Mobile operators who want to extend the edges of their networks to underserved 
areas; 
• Unlicensed operators and WISP’s; 
• Larger companies, schools, hospitals, etc; 
• Governments focusing on boosting rural economies. 
It is clear that WiMAX is not trying to compete with existing broadband solutions like DSL. 
But focused more on providing last mile connections in rural and in other underserved 
markets. WiMAX can be very much suitable for backhaul of Hotspots and as effective way 
to implement urban hotspots. 
2.2.2 PHY Layer 
 
The 802.16 standard defines a Medium Access Control (MAC) networking layer that 
supports a number of physical layer specifications. The multiple physical layer 
specifications are a reflection of the enormous frequency range covered by the standard: 
2 to 66 GHz. The initial 802.16 standard was followed by several working groups, some of 
whom have released their amendments to the standard. Most prominent among the 
amendments is 802.16a, which extends the standard into the range between 2 and 11 
GHz. 
The 802.16 standard includes several non-interoperable physical layer specifications: 
• WirelessMan - SC is designed for line of sight operation in the frequency bands 
from 10 – 66 GHz; 
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• WirelessMAN -OFDM is intended for use in the licensed frequency bands from 2-
11 GHz. It uses orthogonal frequency division multiplexing with 256 carriers; 
• WirelessMAN - OFDMA is for use in the licensed frequency bands from 2-11 GHz. 
OFDMA mode uses orthogonal frequency division multiple access both in the 
downlink and the uplink. The number of sub carriers is 2048; 
• WirelessMAN - SCa is a single carrier mode for use in the frequency bands from 
2-11 GHz; 
• WirelessHuman is for use in the license exempt band from 2-11 GHz (particularly 
in the 5-6 GHz band); 
• WirelessHuman can be implemented as a SC-, OFDM- or OFDMA-technology. 
 
Different specification parameters are shown in Table 1. 
 
SC SCa OFDM OFDMA 
Frequency band 10-66 GHz 2-11 GHz 2-11 GHz 2-11 GHz 
Modulation QPSK, 16QAM, 
64QAM 
BPSK, QPSK, 
16QAM, 
64QAM, 
256QAM 
 BPSK, 
QPSK, 
16QAM, 
64QAM 
QPSK,  
16QAM, 
64QAM 
Number of sub 
carriers 
N/A N/A 256 2048 
Forward error 
correction (FEC) 
RS, RS+BCC RS +TCM, 
none 
RS+CC CC 
Automatic 
retransmission 
request (ARQ) 
No yes yes Yes 
Space time coding 
(SPC) 
No Optional Optional Optional 
Duplexing alternative TDD, FDD TDD, FDD TDD, FDD TDD, FDD 
Channel Bandwidth 28 MHz 1,.75-20 MHz 1,.75-20 MHz 1,.75-20 MHz 
Table 1 - Different specification parameters 
2.2.2.1  IEEE 802.16e 2005 
IEEE 802.16e 2005 is the IEEE Standard for Local and metropolitan area networks Part 
16: Air Interface for Fixed and Mobile Broadband Wireless Access Systems Amendment 
for Physical and Medium Access Control Layers for Combined Fixed and Mobile 
Operation in Licensed Bands. This standard encompasses modifications on 
WirelessMAN-SC PHY specification, WirelessMAN-SCa PHY, WirelessMAN-OFDM PHY 
Layer and WirelessMAN-OFDMA PHY layer. 
Because of its superior performance in multi-path fading wireless channels, OFDM has 
been recommended for integrating the WiMAX physical layer. As illustrated in Figure 2, 
the 802.16e-2005 utilizes Orthogonal Frequency Division Multiple Access (OFDMA), a 
modulation method based on OFDM. In OFDMA individual carriers or groups of carriers 
can be assigned to different users meaning that multiple users share a given bandwidth. 
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Each user can be assigned a predetermined number of carriers when they have 
information to send or they can also be assigned a variable number of carriers based on 
the amount of data they have to send. The assignments are controlled by the media 
access control (MAC) layer, which schedules the resource assignments based on user 
demand. Since neither OFDM nor OFDMA can deliver the kind of performance required 
for operation in vehicular mobility multi-path fading environments for all bandwidths in the 
specific range, one of the most important enhancements to the 802.16-2004 can be 
considered to be the introduction of the Orthogonal Frequency Division Multiple Access 
(OFDMA) applied in a scheme sometimes referred to as Scalable OFDMA. This adaptive 
modulation method offers better performance and efficiency under mobile conditions, 
since it can adapt the number of carriers according to available bandwidth. 
Figure 2 gives an overview on the enhancements that 802.16e 2005 had incorporate into 
the 802.16 2004 standard [5]. 
 
 
Figure 2 - Overview of the enhancements given by the 802.16e 2005 addendum (orange). 
2.2.2.2  OFDM, OFDMA and S-OFDMA modes 
The mobile / portable version of WiMAX, utilizes (scalable) Orthogonal Frequency Division 
Multiple Access (S-OFDMA) where the spectrum is divided into many sub-carriers and all 
carriers are transmitted at once, by the use of Fast Fourier Transform (FFT) algorithms. In 
the simpler OFDM mode, also supported by IEEE 802.16, the number of carriers is 256, 
where downstream data is time-multiplexed (TDM) and the upstream time frame is 
operated in time-division multiple access (TDMA). The OFDMA mode takes this approach 
a step further, by applying a higher FFT space (e.g. 2048 carriers) and separating 
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orthogonal carriers into sub-channels1. In this way it becomes possible to allocate data to 
logical streams transmitted simultaneously. More precisely, a sub-channel is a subset of 
carriers out of the total set of the available FFT carrier space. In order to mitigate the 
frequency selective fading, the carriers of one sub-channel are spread along the channel 
spectrum, as illustrated in Figure 3. 
 
 
Figure 3 - Sub-channels in OFDMA [5] 
 
The FFT carrier space is divided into NG groups and each group contains NE successive 
carriers (strictly speaking after excluding some initially assigned pilots). Each sub-channel 
contains one (randomly allocated) sub-carrier from each group, whereby the sub-channels 
have been separated according to the frequency-division multiple access (FDMA) 
approach, assigning sub-channels to subscribers. Applying this scheme, the OFDMA 
allows for fine granulation of bandwidth allocations, consistent with the need of most 
subscribers, e.g. high consumers of upload bandwidth can be served with more than one 
sub-channel. Figure 3 , illustrates the highly dynamic allocation of upstream sub-channels 
to subscribers (BWSUs – Broadband Wireless Subscriber Units), generating a multipoint-
to-point regime. In a similar fashion, in the downstream, all sub-channel streams are 
transmitted simultaneously to subscribers. 
 
2.2.2.3  Scalable OFDMA for enabling mobility 
The scalability concept was introduced by the 802.16 Task Group e (TGe) as an 
extension to OFDMA with the aim of optimizing performance in channel bandwidths 
1.25MHz to 20MHz when applied to stationary, nomadic or mobile user scenarios. For the 
specified ranges of bandwidth, neither the OFDM nor OFDMA based modes of the 802.16 
standard (without scalability) can deliver the kind of performance required to cope with 
problems accompanying vehicular mobility. The scalable OFDMA approach comes in 
terms with these problems by applying scalability for fixing the sub-carrier spacing 
between OFDM carriers. 
In principle, the superior performance of OFDM/OFDMA in multi-path fading wireless 
channels has given this technology a strong position in many wireless standards, such as 
in Digital Video Broadcasting (DVB) and Wireless Local Area Networking (WLAN). When 
the design of OFDM/OFDMA systems takes place one of the central questions is how to 
handle the sub-carrier-design for optimal performance. To support mobility an optimal 
                                                     
1
 Simple uplink sub-channelization is an option for the OFDM PHY in IEEE802.16-2004. The 802.16e 
addendum also addresses the possibility of using DL sub-channelization with OFDM PHY 
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operational point must be found to balance the protection against multi-path delay-
spread/fading, Doppler-effects, variations in channel characteristics and sensitivity to 
phase noise. As discussed in [5] it is a straightforward procedure to link sub-carrier 
spacing to some of these main elements impacting the OFDMA mobile communication 
performance, such as the following: 
• Doppler shift: causes Inter Channel Interference (ICI) due to frequency shifts in 
received signals when the sender and receiver are not stationary with respect to 
each other; 
• Coherence time: describes how fast channel characteristics may change with time 
and therewith defines a lower limit on the update-rate for channel estimation and 
equalization; 
• Delay spread: effects caused by mobile environment multi-path can largely be 
counteracted on by an appropriate selection of e.g. guard time; 
• Coherence bandwidth: refers to the fading effects caused by delay-spreading and 
can be used to estimate the largest possible sub-carrier bandwidth to be subject to 
“flat fading”. 
The scalable OFDMA focuses on finding a sub-carrier spacing which comes in terms with 
the elements pointed out above in an optimal manner. For this setting to apply for different 
usage scenarios, the FFT sizes are linked with bandwidth to keep the sub-carrier spacing 
fixed. Table 2 [7], summarizes the main scalability parameters as recommended for 
adoption in [2]. 
 
Parameters Values 
System bandwidth (MHz) 1.25 2.5 5 10 20 
Sampling frequency (MHz) 1.4 2.85 5.6 11.2 22.4 
Sample time (nsec) 700 350 175 88 44 
FFT size  128 2562 512 1024 2048 
Subcarrier frequency 
spacing 10.94 kHz 
Useful symbol time 91.4 us 
Guard time 11.4 us 
OFDMA symbol time 102.9 us 
Table 2 - OFDMA scalability parameters [7] 
In the table above the guard time setting of 1/8 was used, where the values 1/4, 1/16 and 
1/32 are also applicable according to [2]. 
Apart from the benefits mentioned above, the scalability approach allows to define a lower 
bound on the number of OFDM symbols used per frame. This can, in particular for narrow 
bandwidths, be efficiently applied to avoid the impact of high overhead for short frame 
sizes, which strictly speaking could even render the method unusable. 
In summary, the main features of scalable OFDMA are: 
• Sub-carrier spacing is independent of bandwidth; 
• The number of used sub-carriers (and FFT size) is scaled with bandwidth; 
                                                     
2
 The FFT size 256 is not supported for OFDMA in IEEE 802.16e 2005, but represents the key OFDM 
profile used in IEEE 802.16-2004 
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• The smallest unit of bandwidth allocation, specified based on the concept of sub-
channels is fixed and independent of bandwidth and other modes of operation and 
• The number of sub-channels scales with FFT size rather than with the capacity of 
sub-channels. 
 
2.2.2.4  Scalable OFDMA and frequency reuse  
In a similar manner as allocating sub-carriers to users, it is also possible to apply the so-
called Partially Used Sub-channelling (PUSC) mode for frequency reuse in cellular 
networks. In this scheme a very flexible allocation of sub-channels to sectors / cells allows 
a better frequency reuse than what is possible with OFDM256; as a result, less spectrum 
will be required to deliver the same overall network capacity. 
 
2.2.2.5  Adaptive modulation and coding 
In OFDM / OFDMA / S-OFDMA a variety of coding (Reed Solomon, convolutional code, 
optional turbo product codes) and modulation schemes (varying from QPSK to 64QAM 
optional for WiMAX 802.16e 2005) can be applied selectively to each subscriber, in both 
upstream and downstream, to achieve higher throughput. Unlike OFDM, that transmits the 
same amount of energy in each sub-carrier, OFDMA may transmit different amounts of 
energy in each sub-channel. This feature is implicitly inherent in the OFDMA upstream 
concept, since many subscribers are transmitting simultaneously using different sub-
channels. In the downlink, the transmission power in each sub-channel can be boosted by 
3B or attenuated by 3dB, relative to the nominal transmission power. The total 
transmission power of all sub-channels has to be conserved, meaning that boosting one 
sub-channel leads to another being attenuated. Coding and interleaving across sub-
carriers can be employed to support weak sub-carriers. 
 
2.2.2.6  Multi-path interferences 
One of the main advantages of OFDM / OFDMA in wireless communication systems is its 
robustness to fading caused by multi-path effects. Such distortions occur when many 
signal-paths are induced by reflections and the received signal at the receiver-end 
experiences fading through destructive (or constructive) interferences The narrow 
bandwidth of each OFDM / OFDMA carrier imposes symbols of long time duration, which 
makes the approach robust against inter-symbol-interferences (ISI) caused by multi-path 
time-distortions. Another related effect is the multi-path-frequency-selective-fading, which 
attenuates received signals at certain frequencies. Here the OFDM / OFDMA multi-carrier 
property allows for effective countermeasures by channel coding and interleaving. 
 
2.2.2.7  Channel estimation 
Both the OFDM and (S)OFDMA technologies are based on modulating narrow-band sub-
carriers in parallel. Since each carrier occupies a narrow bandwidth it is not subject to a 
frequency selective channel allowing employing channel estimation based on simple 
models. In (S)OFDMA, moving pilots scan frequencies are used to estimate the channel 
behaviour in the downlink, and preambles (one (S)OFDMA symbol) are used for the same 
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purpose in the uplink. It follows that the OFDM / (S)OFDMA demodulation is typically 
based on equalization by means of simple multiplier banks, followed by demodulation in 
the frequency domain. 
 
2.2.2.8  Power concentration in sub-channels and outdoor to indoor 
operation 
The most important aspects of the OFDMA upstream sub-channels is related to coverage 
and interference mitigation. A broadband wireless access system generally involves a 
high-power transmitter in the head-end and a multitude of low-cost low-transmission 
power subscriber units (BWSU). In OFDMA systems, each BWSU concentrates its power 
into sub-channels which only cover a fraction of the overall frequency spectrum (e.g. 
1/32). For equivalent modulation and coding, this results in approximately 15dB premium 
for the upstream link budget against the downstream. 
 
2.2.2.9  Advanced antenna concepts  
Antenna technology can be used to improve transmissions in two ways – through using 
diversity techniques and through using advanced antenna systems and switching 
techniques: 
• Diversity Techniques – Diversity techniques, such as multiple antennas, 
receivers, or transmitters, reduce multi-path fading by providing alternate paths for 
the signal. The system selects the appropriate receiver or transmitter depending 
on the implemented technique. Appropriate space-time codes are applied to 
determine the best path. The availability of alternate paths enables improved 
network resiliency, and the use of signals from multiple antennas simultaneously 
contributes for enhanced reception; 
• Advance Antenna Systems and Switching – This approach uses a beam 
forming and steering technique in which the angle, path and width of the beam is 
altered. By focusing the beam at a given point through power and RF coding, the 
quality of a signal can be improved. [8]; 
• Multiple Input Multiple Output – MIMO is the acronym for a general advanced 
antenna technology that involves the use of Multiple transmit antennas (Mt) and 
Multiple receive antennas (Mr). Throughput and / or range enhancement can be 
achieved by multiple antennas and RF Chains at both BS and CPE side. Closed 
loop MIMO operation falls under the IEEE802.16-2005 SOFDMA. It offers the 
possibility of enhanced performance compared to the open loop MIMO specified in 
802.16-2004. 
 
2.2.3 MAC Layer 
 
IEEE 802.16/2004 MAC layer is specified for Point-to-Multipoint (PMP) and mesh topology 
wireless networks and comprises three sublayers. The Service-Specific Convergence 
Sublayer (CS) provides any transformation or mapping of external network data, received 
through the CS Service Access Point (SAP), into MAC SDUs received by the MAC 
Common Part Sublayer (CPS) through the MAC SAP. This includes classifying external 
network service data units (SDUs) and associating them to the proper MAC service flow 
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identifier (SFID) and connection identifier (CID). It may also include such functions as 
payload header suppression (PHS). Multiple CS specifications are provided to interfacing 
with various protocols. The MAC also contains a separate security sublayer providing 
authentication, secure key exchange and encryption. 
The control and data plane functions are depicted in Figure 4. The DL-MAP message 
defines the usage of the downlink intervals for a burst mode PHY. The UL-MAP defines 
the uplink usage in terms of the offset of the burst relative to the Allocation Start Time. 
Two particularly important mechanisms are: 
• Admission control (control plane); 
• Scheduling (data plane). 
Admission control controls the number of flows admitted in the network in a way that a 
new flow admission does not degrade the quality of the already established flows. 
Scheduling prioritizes the traffic which results in the possibility to offer QoS to some traffic 
classes. 
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Figure 4 - Control and Data plane basic functions 
One important innovation of IEEE 802.16 standard was the introduction of the Automatic 
Retransmission Request (ARQ) mechanism on a per-connection basis to deal with the 
inherent loss behaviour of the wireless medium and the support of Mesh topology [1]. 
The Standard defines mechanisms to allow manufacturers to optimize the system 
performance making use of different combinations of band allocation techniques, e.g. 
requesting, contention, polling and bandwidth granting. 
The IEEE 802.16-2004 uses the scheduling mechanisms to control bandwidth allocation 
and to manage QoS. Scheduling services represent the data handling mechanisms 
supported by the MAC scheduler for data transport on a connection. Each connection is 
associated with a single data service. Each data service is associated with a set of QoS 
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parameters that quantify aspects of its behaviour. Convergence sub-layer which offers a 
service to higher layers is functionally similar to that offered by other protocols such as 
ATM or IP. In order to do this, the MAC layer must perform the corresponding scheduling 
mechanisms. 
There are three particularly important fields that are passed by the convergence sub-layer 
to the MAC sub-layer in the establishment of a new connection: 
• Scheduling service type indicates the class of service asked to the MAC sub-layer. 
The 802.16 2004 standard defines the following types of service: Unsolicited 
Grant Services (UGS), Real-Time Polling Services (rtPS), Non-Real-Time 
Polling Services (nrtPS),  Best Effort (BE), these will be more detailed in section 
2.3.5.4.  
 
• Convergence sub-layer indicates the convergence sub-layer type; it can have the 
following values: 
o ATM; 
o Packet, (IPv4, IPv6, 802.3, 802.1Q VLAN, IPv4 and IPv6 over 802.3, IPv4 
and IPv6 over 802.1Q VLAN); 
Service Flow Parameters are the set of parameters that characterize the flow in terms of 
QoS; includes among others, traffic priority, maximum sustained traffic rate, maximum 
traffic burst, and minimum reserved traffic rate. 
The MAC sub-layer structures the physical transmission medium, provided by the physical 
layer, in consecutive frames, each one consisting of a sequence of slots, providing QoS 
differentiation for different types of applications that might operate over 802.16 networks. 
2.2.3.1  Power Management 
The main motivation for power management is related with the following issues: 
• Mobile Terminals may be battery powered; 
• Traffic nature implies on idle periods in which the SS shall not receive or transmit 
information; 
• Minimizing the energy usage of each mobile SS; 
• Do not waste power in the Idle periods – Sleep Mode. 
There are two modes for the power consumption reduction, the Awake Mode and the 
Sleep Mode: 
• Awake-mode is when SS is receiving and transmitting PDUs in a normal fashion; 
• Sleep Mode is when SS does not send or receive PDUs. 
Sleep Mode is a state in which an MS conducts pre-negotiated periods of absence from 
the Serving BS air interface. These periods are characterized by the unavailability of the 
MS, as observed from the Serving BS, to DL or UL traffic. Sleep Mode is intended to 
minimize MS power usage and decrease usage of Serving BS air interface resources. 
Implementation of sleep-mode is optional for the MS and mandatory for the BS. In Sleep-
Mode the SS may power down. Sleep Mode has two parameters: Sleep-interval and 
Listening-interval. 
The Sleep-interval is the time duration from the point the SS has entered sleep-mode until 
it returns to awake-mode. The interval is increased by an exponential back off algorithm 
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and also has flexible settings, per SS, according to the expected traffic profile. The power 
consumption could be optimized when idle periods are much higher than the agreed 
Sleep-Interval. 
The Listening-interval is the time duration during which the SS has to decide whether to 
stay awake or go back to sleep, after waking up and synchronizing with the DL 
transmissions. This time is also used to balance the delay difference between the air-link 
and peer-to-peer traffic (e.g. TCP session). It has flexible settings per SS, according to the 
expected traffic profile.  
The operation of the sleep mode is done when SS requests BS to enter into a sleep mode 
and after entering this mode the SS will return to awake-mode according to the sleep-
interval, so that in the awake-mode and during the listening-interval the SS will check BS 
so that if there are any PDUs waiting, the SS will stay awake, and if there is nothing 
waiting the SS will go back to the sleep mode. 
 
2.2.3.2  Mobility and Handover  
The IEEE 802.16e-2005 standard defines a framework for supporting mobility 
management. In particular, the standard defines signalling mechanisms for tracking 
subscriber stations as they move from the coverage range of one base station to another 
when active or as they move from one paging group to another when idle. The standard 
also has protocols to enable a seamless handover of ongoing connections from one BS to 
another. The WiMAX Forum has used the framework defined in IEEE 802.16e-2005 to 
further develop mobility management within an end-to-end network architecture 
framework. The architecture also supports IP-layer mobility using mobile IP. 
The handover is the process in which a MS migrates from the air-interface provided by 
one BS to the air interface provided by another BS and begins with a decision for a MS to 
handover from a serving BS to a target BS. The decision may be originated either at the 
MS, the serving BS, or on the network. A serving BS is the base station with which the 
mobile station has most recently completed registration at initial network-entry or during a 
handover. The target BS is the base station that a mobile station intends to be registered 
with at the end of a handover. 
The HO process consists of six different stages: Cell reselection, Hand-Over Decision & 
Initiation, Synchronization to Target BS downlink, Ranging, Termination of MS Context 
and HO Cancellation. Details on each of these phases can be seen on [2]. 
Three handover methods are supported in IEEE 802.16e-2005; one is mandatory and 
other two are optional. The mandatory handover method is called the hard handover 
(HHO) or “break-before-make HO” and is the only type required to be implemented by 
mobile WiMAX initially. HHO implies an abrupt transfer of connection from one BS to 
another. The handover decisions are made by the BS, MS, or another entity, based on 
measurement results reported by the MS. The MS periodically does a radio frequency 
(RF) scan and measures the signal quality of neighbouring base stations. Scanning is 
performed during scanning intervals allocated by the BS. During these intervals, the MS is 
also allowed to optionally perform initial ranging and to associate with one or more 
neighbouring base stations. Once a handover decision is made, the MS begins 
synchronization with the downlink transmission of the target BS, performs ranging if it was 
not done while scanning, and then terminates the connection with the previous BS. Any 
undelivered MPDUs (MAC Packet Data Unit) at the BS are retained until a timer expires. 
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The WiMAX Forum has developed several techniques for optimizing hard handover within 
the framework of the 802.16-2005 standard. These improvements have been developed 
with the goal of keeping Layer 2 handover delays to less than 50 milliseconds. 
The two optional handover methods supported in IEEE 802.16e-2005 also designated by 
make-before-break or soft HO are fast base station switching (FBSS) and macro 
diversity handover (MDHO). In these two methods, the MS maintains a valid connection 
simultaneously with more than one BS and the connection with the target BS starts before 
disconnection of the service with the previous serving BS. These two optional methods for 
soft handover are [2]. 
• Fast BS Switching (FBSS): When FBSS is supported, the MS and BS maintain a 
list of BSs that are involved in FBSS with the MS. This set is called an Active Set. 
In FBSS, the MS continuously monitors the base stations in the Active Set. Among 
the BSs in the Active Set, an Anchor BS is defined. The anchor BS is the base 
station for FBSS and MDHO that supports the mobile station and where the MS is 
registered, synchronized, performs ranging and monitors the downlink for control 
information. For fast BS switching supporting mobile station, this is the serving BS 
that is designated to transmit / receive data to / from the mobile station (MS) at a 
given frame. Transition from one Anchor BS to another (i.e. BS switching) is 
performed without invocation of explicit HO signalling messages. Anchor update 
procedures are enabled by communicating signal strength of the serving BS via 
the Channel Quality Indicator (CQI) channel. A FBSS handover begins with a 
decision by an MS to receive or transmit data from the Anchor BS that may 
change within the active set. The MS scans the neighbour BSs and selects those 
that are suitable to be included in the active set. The MS reports the selected BSs 
and the active set update procedure is performed by the BS and MS. The MS 
continuously monitors the signal strength of the BSs that are in the active set and 
selects one BS from the set to be the Anchor BS. The MS reports the selected 
Anchor BS on CQI (Channel Quality Information) or MS initiated HO request 
message. An important requirement of FBSS is that the data is simultaneously 
transmitted to all members of an active set of BSs that are able to serve the MS; 
• Macro Diversity Handover (MDHO): The process in which a MS migrates from 
the air-interface provided by one or more base stations to the air-interface 
provided by one or more other BSs. As in the FBSS method, the MS and BS 
maintain an active set of BSs, with an anchor BS defined and the MS 
communicates with all BSs in the active set of uplink and downlink unicast 
messages and traffic. A MDHO begins when a MS decides to transmit or receive 
unicast messages and traffic from multiple BSs in the same time interval. For 
downlink MDHO, two or more BSs provide synchronized transmission of MS 
downlink data such that diversity combining is performed at the MS. For uplink 
MDHO, the transmission from a MS is received by multiple BSs where selection 
diversity of the information received is performed. 
To give a reasonable support for the handovers, the IEEE 802.16e-2005 standard 
presents some advanced MAC and PHY layer techniques. In PHY layer, the advanced 
error correction coding and different MIMO (Multiple Input Multiple Output) techniques are 
planned to give a reasonable mobility support. In MAC layer there are the necessary 
advances to allow the dynamic mobile scenarios, and advanced techniques to allow the 
security in fast handover conditions. As far as concerns the security in handover, this can 
be fulfilled by the usage of PKM (Privacy Key Management) and TEK (Traffic Encryption 
Key) during HO. 
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2.2.3.3  MAC-Security Sub-layer 
Fixed access WiMAX (802.16-2004) defines a Security sub-layer (derived from the 
DOCSIS BPI+ Security Standard) for the security and privacy services provided to 
subscribers. The DOCSIS BPI+ standard is used in the Cable TV data communications. 
This standard prevents users from “sniffing” each others communications and it also 
authenticates the subscriber station preventing theft of service. Base Stations and 
Subscriber Stations use Certificates to securely exchange encryption keys and to prevent 
data access or modification from an external party. Mobile WiMAX (802.16e) introduces 
some modifications, but in essence it’s the same definition. 
In 802.16-2004 the layer responsible for the security functions was named “Security sub-
layer”. This was changed in 802.16e to “Privacy sub-layer” adding other security 
mechanisms and procedures to improve issues related with fast processing and 
handover. 
 
 
2.3 WiMAX Schedulling 
In this section, a brief overview of scheduling in WiMAX is presented, including different 
existent strategies and differences in uplink (UL) and Downlink (DL). The scheduler in 
WiMAX is present in the MAC layer and must efficiently allocate the available radio 
resources in response to bursty data traffic, time-varying channel conditions and specified 
scheduler criteria. The MAC provides for contention-free access to the shared medium 
and for the most part it prevents simultaneous transmission from subscriber stations. The 
802.16e air-interface provides support for a variety of QoS classes associated with service 
flows. The WiMAX MAC scheduling service is designed to efficiently deliver broadband 
data services including voice, data, and video over time varying broadband wireless 
channel.  
2.3.1 MAC Scheduler 
The MAC scheduler must efficiently allocate available resources in response to bursty 
data traffic and time-varying channel conditions. The scheduler is located at each base 
station to enable rapid response to traffic requirements and channel conditions. The data 
packets are associated to service flows with well defined QoS parameters in the MAC 
layer so that the scheduler can correctly determine the packet transmission ordering over 
the air interface. The CQICH channel provides fast channel information feedback to 
enable the scheduler to choose the appropriate coding and modulation for each allocation. 
The adaptive modulation/coding combined with H-ARQ provide robust transmission over 
the time varying channel. The scheduling service is provided for both DL and UL traffic. In 
order for the MAC scheduler to make an efficient resource allocation and provide the 
desired QoS in the UL, the UL must feedback accurate and timely information as to the 
traffic conditions and QoS requirements. Multiple uplink bandwidth request mechanisms, 
such as bandwidth request through ranging channel, piggyback request and polling are 
designed to support UL bandwidth requests. The UL service flow defines the feedback 
mechanism for each uplink connection to ensure predictable UL scheduler behaviour. 
Furthermore, with orthogonal UL sub-channels, there is no intra-cell interference. UL 
scheduling can allocate resource more efficiently and better enforce QoS. Figure 5 depicts 
the parameters that can be used to enforce scheduling decisions. 
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Figure 5 - Scheduler Inputs [17] 
 
2.3.2 Dynamic Resource Allocation 
 
 The MAC supports frequency-time resource allocation in both DL and UL on a per-frame 
basis. The resource allocation is delivered in MAP messages at the beginning of each 
frame. Therefore, the resource allocation can be changed on frame-by-frame in response 
to traffic and channel conditions. Additionally, the amount of resource in each allocation 
can range from one slot to the entire frame. The fast and fine granular resource allocation 
allows enhanced QoS for data traffic. 
 
2.3.3 QoS Oriented 
 
 The MAC scheduler handles data transport on a connection-by connection basis. Each 
connection is associated with a single data service with a set of QoS parameters that 
quantify the aspects of its behaviour. With the ability to dynamically allocate resources in 
both DL and UL, the scheduler can provide QoS for both DL and UL traffic, particularly 
with uplink scheduling. 
 
2.3.4 Frequency Selective Scheduling 
 
The scheduler can operate on different types of sub-channels. For frequency-diverse sub-
channels such as Partial Usage of Sub-Channels (PUSC) permutation, where sub-carriers 
in the sub-channels are pseudo-randomly distributed across the bandwidth, sub-channels 
are of similar quality. Frequency diversity scheduling can support a QoS with fine 
granularity and flexible time-frequency resource scheduling. With contiguous permutation 
such as AMC permutation, the sub-channels may experience different attenuation. The 
frequency-selective scheduling can allocate mobile users to their corresponding strongest 
sub-channels. The frequency-selective scheduling can enhance system capacity with a 
moderate increase in CQI overhead in the UL.  
2.3.5 Definitions  
In this section a brief overview of important definitions from 802.16 standard related to 
QoS in WiMAX are presented. 
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2.3.5.1  Connection 
 A unidirectional mapping between base station (BS) and subscriber station (SS) medium 
access control (MAC) peers for the purpose of transporting a service flows. Traffic 
connections are identified by a connection identifier (CID). All traffic is carried on a 
connection, even for service flows that implement connectionless protocols such as 
Internet Protocol (IP). The MAC defines two kinds of connections: management 
connections and transport connections. 
2.3.5.2  Connection identifier (CID) 
 A 16-bit value that identifies a transport connection or an uplink (UL)/downlink (DL) pair of 
associated management connections (i.e., belonging to the same subscriber station (SS)) 
to equivalent peers in the MAC of the base station (BS) and subscriber station (SS). The 
connection identifier (CID) address space is common (i.e., shared) between UL and DL. It 
maps to a service flow identifier (SFID), which defines the Quality of Service (QoS) 
parameters of the service flow associated with that connection. 
2.3.5.3 Service Flows 
Service flows in the WiMAX standard are used for establishing connections from 
subscriber stations to base station and vice versa. Each service flow is characterized by 
the set of QoS parameters that determine the needed quality of service for the connection; 
for example, they can specify the maximal tolerated delay, required bandwidth, the way in 
which the SS can request the bandwidth and the behaviour of the scheduler. 
2.3.5.4  Service Classes 
The WiMAX standard supports five different scheduling classes, or traffic classes: 
• UGS – Unsolicited Grant Service 
• rtPS – Real Time Polling Service 
• nrtPS – Non Real Time Polling Service 
• BE – Best Effort 
• ertPS – Extended Real Time Polling Services (from 802.16e) 
 
Unsolicited Grant Services (UGS): UGS is designed to support constant bit rate (CBR) 
services, such as T1/E1 emulation, and voice over IP (VoIP) without silence suppression. 
It offers transmission authorization on a periodic basis. UGS traffic is scheduled in a way 
that SS has a dedicated slot (of fixed size) in which it transmits, and never has to ask for 
bandwidth for this service (except when creating flow). This guarantees the datarate for 
the connection 
Real-Time Polling Services (rtPS): rtPS is designed to support real-time services that 
generate variable size data packets on a periodic basis, such as MPEG video or VoIP with 
silence suppression. In opposition to UGS, the SS should perform explicit requests, which 
will imply an increase of the overhead and latency i.e. in rtPS class, BS provides periodic 
uplink request opportunities that match the requested real-time needs in which a SS can 
specify the desired bandwidth. 
Non-Real-Time Polling Services (nrtPS): nrtPS is designed to support non-real-time 
services that require variable size data grant burst types on a regular basis. It is very 
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similar to rtPS but SSs can ask for bandwidth in a random fashion. In the nrtPS class, BS 
polls on a regular basis (minimum traffic rate is achieved, but not latency). 
Best Effort (BE) Services: BE services are typically provided by the Internet today for 
Web surfing. By definition this is a class of service that does not provide any guarantees 
in terms of throughput and / or delays. For BE, SS may use contention request 
opportunities, as well as unicast polls when the BS sends them. Since BS doesn’t need to 
poll for BE traffic, a long period may pass before BE packets are sent, especially when 
network is congested. 
The 802.16 2005 defines also the Extended rtPS (real-time Polling Service) as shown in 
Table 3. Extended rtPS is a scheduling mechanism which builds on the efficiency of both 
UGS and rtPS. UGS will use two new fields FLI (Frame Latency Indication) and FL 
(Frame Latency) to provide the BS (Base Station) with information on the synchronization 
of the MS (Mobile Station) application that is generating periodic data for UGS/Extended 
rtPS Service Flows. For ertPS class, BS provides unicast grants in unsolicited manner, 
like with UGS, but these allocations are dynamic and not fixed in size. 
 
Scheduling Class Application Delay 
sensitivity QoS Class 
UGS Voice No delay TDM voice quality, CBR 
ertPS (extended real-
time Polling Service) 
Voice over IP with 
silence suppression Very high 
rtVBR - Use for real-time 
applications that require tightly 
constrained delay and delay 
variation 
rtPS (real-time 
Polling Service) Streaming video High VBR 
nrtPS (non real-time 
Polling Service) 
Web browse, 
messaging, games Moderate nrtVBR Interactive tftp and http 
Best Effort Email, FTP Low Background, UBR 
Table 3 - Scheduling services 
For each of these classes there is a set of mandatory QoS parameters that determines 
the way in which they are treated in the MAC layer. Depending on these, scheduler will 
generate bandwidth responses when a subscriber station asks for them and will give 
opportunities to send packets. 
 
Following table gives these parameters (black circle – mandatory parameter, empty circle 
– optional parameter): 
 
Scheduling 
Service 
Maximum 
sustained 
traffic rate 
Minimum 
reserved 
traffic 
rate 
 
Request/ 
transmissi
on 
policy 
Tolerated 
jitter 
Maximum 
latency 
Traffic 
priority 
UGS ● ○ ● ● ●  
rtPS ● ● ●  ●  
nrtPS ● ● ●   ● 
BE ●  ●   ● 
Table 4 - Service Classes Parameters  
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2.4 Scheduling Mechanisms 
UL scheduler is very similar to Downlink Scheduler. UL scheduler maintains the request-
grant status of various uplink service flows. Bandwidth requests arriving from various 
uplink service flows at the WiMAX BS will be granted in a similar fashion as the downlink 
traffic. One additional consideration is that of available subscriber station power. This 
power is divided among allocated subchannels and therefore, affects the number of 
subchannels that the subscriber station can use. 
In its most generic form, a MAC scheduler may calculate a metric Mi for the i-th flow that 
is a function f of many attributes specific to the flow, and serve the flows in descending 
order of the metric values, where: 
Mi = f ( QoSi, CINRi, Delayi, Throughputi, other_parameteri ) 
Generally in any type of scheduler, the following different classes need to be supported, 
also t is assumed that an Admission Control Policy exists for determining how many flows 
of each class are admitted at a given time (being this function out of the scope of MAC 
scheduler). A generic MAC scheduler may classify flows based on service classes and 
schedule users within classes, subject to, delay constraints of real-time flows, maximizing 
system throughput, jitter constraints or limited power of the subscriber station. 
There are several options for constructing a basic scheduler, and each may serve a useful 
purpose depending on the design objectives. Some of the basic schemes are listed in the 
next sections along with some characteristic attributes, some comparison studies can be 
found in [18][9]. 
2.4.1 Max C/I scheduler 
 Order the flows in decreasing order based on their C/I ratio values. This scheme will have 
the tendency to maximize throughput but may not be fair to all the flows. 
2.4.2 Round robin scheduler 
 Serve the flows in a round robin manner until all flows are served. This is simple to 
implement but is often inadequate to meet objectives such as QoS and throughput 
maximization 
2.4.3 FIFO with priorities 
 Classify the flows according to priority classes (based on QoS Requirements) and serve 
them in First In First Out order 
2.4.4 Round robin with priorities 
 Classify the flows according to priority classes (based on QoS requirements) and serve 
them in a round robin manner. 
2.4.5 Proportional Fair Scheduler (PFS) 
 This offers a good compromise between many conflicting objectives, including, 
throughput maximization, fairness to all flows, ease of implementation, etc. This scheme 
provides an approach to maximize throughput in a greedy manner. At time t, let Flow i 
have an average realized throughput of Hi (T) over the time interval < t-T, t>. Let the real 
throughput that can be achieved by Flow i at time t be Li (t). The real throughput is 
estimated based on the current channel conditions associated with Flow i. The PFS 
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scheme will seek to achieve proportional fairness by selecting that flow which maximizes 
the ratio: Li (t)/Hi (T). 
2.4.6 Earliest Deadline First (EDF)  
The algorithm assigns deadline to each packet and allocates bandwidth to the SS that has 
the packet with the earliest deadline. Deadlines can be assigned to packets of a SS based 
on the SS’s maximum delay requirement.  
2.4.7 Weighted Fair Queuing (WFQ)  
WFQ assigns finish times to packets and selects packets in increasing order of their finish 
times. The finish times of packets of a SS are calculated based on the weight assigned to 
the SS and the size of the packets.  
 
2.5 WiMAX Forum 
Established in 2001, WiMAX Forum [21] is an industry-led, not-for-profit organization 
formed to certify and promote the compatibility and interoperability of broadband wireless 
products based in the IEEE 802.16 standard. The WiMAX Forum has currently more than 
522 members including the majority of operators, component and equipment companies 
in the communications area. The WiMAX Forum has organized a number of working 
groups that deal with different technology aspects and works closely with service 
providers and regulators to ensure costumer and government requirements are met. 
 Its goal is to promote and accelerate the introduction of cost-effective broadband wireless 
access services into the marketplace. Standards-based, interoperable solutions enable 
economies of scale that, in turn, drive price and performance levels unachievable by 
proprietary approaches, making WiMAX Forum Certified products competitive at 
delivering broadband services on a wide scale. WiMAX Forum certification guarantees for 
these products,  fully interoperability and support for broadband fixed, portable and mobile 
services, and by working closely with service providers and regulators ensures that 
customer and government requirements are met. 
2.6 Summary 
This chapter condensed relevant aspects regarding IEEE 802.16, namely PHY/MAC 
characteristics and following an overview of QoS considerations and important concepts 
related to scheduling. Next chapter will go in more detail in the developed work carried out 
in simulation environment focused on scheduling and QoS implementation  
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3 Network Simulator WiMAX Models 
3.1 Introduction 
This chapter is devoted to present the NS-2 based simulation models used for IEEE 
802.16, which went through enhancement, evaluation and comparison during this thesis. 
Focus is given on the developed work and obtained results on the different models that 
are also briefly detailed in terms of QoS characteristics. 
3.2 NS-2 
 
In this section, NS-2 [15] is briefly described. This tool is going to be used for simulation at 
the MAC level focusing on 802.16 scheduling. 
NS-2 is a discrete event simulator targeted and extensively used by the networking 
research community, since it available as open source and free for download. Many of the 
standard network components are already developed and NS-2 provides substantial 
support for simulation of TCP, routing, and multicast protocols over wired and wireless 
(local and satellite) networks. NS-2 is written in C++ and an object oriented version of Tcl, 
called OTcl, has a command and configuration interface. These two, called class 
hierarchies are closely related to each other; from the user’s perspective, there is a one-
to-one correspondence between classes in each hierarchy. The compiled C++ hierarchy 
allows achieving efficiency in the simulation and faster execution times. This is particularly 
useful for the detailed definition and operation of protocols, allowing reduced packet and 
event processing time. In the OTcl script one can define a particular network topology and 
the specific protocols and applications to be simulated. 
  
3.3 NS-2 NIST IEEE 802.16 Model 
 
3.3.1 Overview 
The NIST IEEE 802.16/WiMAX module [16] has been developed by the Seamless and 
Secure Mobility Group and henceforth, the principal focus is on IEEE 802.16e and Mobile 
WiMAX. Nevertheless, the overall architecture is set on top of a basic subset of IEEE 
802.16-2004 and IEEE 802.16-2005 features.  
Out of the four specified physical layers (PHY) in the combined standard documents, the 
WirelessMAN-OFDM was chosen together with Time Division Duplexing (TDD) only. 
Different modulations can be configured statically, like BPSK, QPSK, 16QAM, and 
64QAM, but information coding is yet missing. Hence, the module does not currently 
support any Adaptive Modulation and Coding (AMC) scheme. The OFDM specific 
countermeasure to Inter-symbol Interference (ISI), the Cyclic Prefix (CP) lenght can also 
be configured. As the architecture is an extension of the NS-2 wireless networking 
submodule, it features the standard NS-2 channel models and transmition power levels 
can be set accordingly by NS-2 standard tools. 
.  
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Given the above mentioned parameters, the module is able to compute the OFDM symbol 
duration, packet transmission time per modulation and the maximum packet size per 
modulation and number of OFDM symbols. 
As for the PHY layer, the Medium Access (MAC) layer supports only a subset of the IEEE 
802.16 standard. For example, currently only the Packet Convergence Sublayer (Packet 
CS) has been implemented. The Packet CS is essentially a classifier and currently 
supports IP destination address classification but the module can be extended easily. 
The connection oriented nature of IEEE 802.16 between MAC instances has been 
implemented too. As the standard defines, each Mobile Station/Base Station establishes 
three management connections, Basic, Primary and Secondary, and associates them with 
Connection Identifiers (CIDs). An obvious difference from the standard, however, is that 
each MAC instance only supports a single data connection. Additionally, out of 
Fragmentation, Packing and Automatic Repeat Request (ARQ), only the first, 
Fragmentation, is currently supported.  
With respect to mobility, channel scanning, communication parameter negotiation, initial 
ranging and registration adheres largely to IEEE 802.16-2004 but also to IEEE 802.16-
2005. Periodic ranging, in order to adjust coding and modulation, is left out for now. 
Finally, and the most crucial missing feature and motivation of this work is the lack of a 
complete QoS model. The software has been designed for QoS integration but it has not 
been implemented. Despite, Scheduling Services and Service Flows (SF) plus a basic 
bandwidth request mechanism for Best-Effort traffic is available, whereas the current 
scheduler features a simple Round-Robin discipline.  
 
3.3.2 Enhanced NIST Model Description 
 
Although possessing numerous features to support WiMAX simulation, as discussed in 
previous section, the NIST model lacks a basic QoS support. Inside this work, the Service 
classes defined for 802.16 and a scheduler solution to handle differentiation for these 
different classes, as well as the required packet classification, are proposed and 
evaluated to extend these module capabilities. 
A more detailed description of the changes performed in different parts of the current 
module to assure the QoS implementation, will be done in the following sections. 
3.3.2.1 Packet Classifier Mechanism 
As defined in the 802.16 standard, the packets received at the MAC level, specifically at 
the Convergence Sublayer (CS), must be mapped to the correspondent CID, based on a 
set of packet matching criteria. In order to handle the incoming packets and the new QoS 
classes, the NIST CS module has been modified. Besides the existing connections (Basic, 
Primary, Secondary and Data connections), additional connections for UGS (Unsolicited 
Grant Service), rtPS (real time Polling Service), ertPS (extended real time Polling 
Service), nrtPS (non real time Polling Service) and BE (Best Effort) service classes have 
been established. The addition of these new connections required the addition of new CID 
ranges, providing each peer node a unique CID for these types of traffic. To allow the 
creation of new connections between the Base Station (BS) and the Subscriber Stations 
(SSs), the PeerNode class in NIST was changed to have new members of type 
Connection, for receiving and sending packets of different traffic classes.  
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These modifications were performed in the existing DestClassifier. This new classifier 
could be also be used as another subclass of SDUClassifier, shown in Figure 6. The most 
important method to implement is method classify(), that will be called for each packet. 
This method will first find a corresponding PeerNode based on the destination address, 
and then based on the packet type it will take the appropriate connection from that node, 
and it will put the packet to the queue in that connection.  
 
 
 
Figure 6 - Classifier class diagram 
 
Regarding more implementation specific details, initially in the implementation, the new 
service classes were introduced in the model, namely UGS, ErtPS, rtPS, nrtPS and BE. 
To each of these service classes it was assigned a range of the available CID’s for data 
connections. 
Apart from this association, modifications throughout the different functions that make use 
of the Service classes were required. For instance in the Connection function, used by the 
BS to initialize a new connection and assign a respective CID, the support for the new 
connection types was added, in which a new type of connection is differentiated according 
to its type and respective CID in the attributed range. 
The most important method to implement in a QoS enabled WiMAX is the classify() 
method, called for all packets, which finds the appropriate PeerNode based on the 
destination address and QoS requirements. Thereafter, based on the packet type, the 
packet is sent to the appropriate connection queue on the scheduler (Figure 7). For 
example, if a broadcast packet is received on the BS classifier, a Broadcast CID is given; 
if the packet is received on the SS classifier, it will be classified with the Secondary 
Management CID. On the other hand, if a data packet arrives at the BS/SS classifier, it 
will be given a transport CID and queue allocation correspondent to its traffic type. 
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Figure 7 – Classifier implementation diagram 
 
 
For all implemented traffic classes, a proper packet classification was implemented based 
in the DestClassifier present in the NIST module. For each of those, the respective 
classify function implementation, illustrated in Figure 6, that uses a packet classification 
based in the destination address and packet type to attribute the respective CID to a 
packet, enhanced this procedure to properly allocate the new Service types. 
3.3.2.2 Scheduler Mechanism 
In the NIST simulation model, two different types of scheduler are defined, one for the BS 
resource allocation and the other for the subscriber station. The BS scheduler implements 
a Round Robin (RR) algorithm scheduler which distributes the available downlink 
bandwidth equally by all registered SS’s. Basically this scheduler performs the burst 
allocation in each frame for the downlink and allocation of slots for the bandwidth requests 
and network entry messages. In the BSscheduler the additions introduced were the 
respective downlink allocation for the different implemented QoS connections. Similarly to 
the BS scheduler, the SS scheduler also uses a RR algorithm, with the extension of not 
going only through the SS but also to its connection queue for the uplink direction. This 
procedure is executed until there is no more traffic to allocate and, in the case of our 
implementation, it follows a priority to allocate the packets from each respective queue to 
the uplink bursts by a specific priority based order. 
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Figure 8 -  Scheduler class diagram 
 
Thus, the implemented BS scheduler enhances the simple Round Robin (RR) algorithm 
used in NS2 – NIST module by adding a priority scheme – resulting in a priority RR. 
Instead of equally distributing the available bandwidth between the registered SSs, the 
priority RR scheduler prioritizes the most important service classes. Likewise, the SS 
scheduler also uses a priority RR algorithm, distributing the available slots in the uplink 
direction. The proposed procedure is executed using a priority scheme to distinguish and 
transmit data packets in the following order of existing traffic type connections: UGS, 
ertPS, rtPS, nrtPS and BE. 
After the new classifier has been implemented, this new scheduler was required to 
schedule the packets from the new connections. Our implementation took advantage of 
the existing code for the BS scheduler to implement a new function for scheduling 
packets. The new scheduler class can also be used as a subclass of the existing 
BSScheduler, as shown in Figure 8. 
3.3.3 Performance Evaluation 
 
This section is devoted to present the results and performance evaluation of the 
implemented QoS model. In order to evaluate the modifications to the existing NIST 
model, several simulation scenarios were implemented to test QoS using distinct network 
topologies. The obtained results use performance metrics, such as losses, latency, jitter 
and bandwidth usage, and also make use of differentiated traffic sources for each service 
class. 
3.3.3.1 Simulation Scenario 
The different network topologies consider differentiated traffic going in the uplink direction 
from different hosts. Point-to-Point (PTP) (Figure 9) and a Point-to-Multipoint (PMP) 
(Figure 10) scenarios were considered. In the PTP case, four hosts are directly connected 
to the single SS, whereas in the PMP scenario, four hosts are connected to each of the 
considered two SSs. Each host’s traffic represents one connection flow in the uplink 
direction. 
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Figure 9 -  PTP Topology 
 
Figure 10 - PTM Topology 
 
In order to test the different network topologies, assuring differentiation between the 
different service classes, we defined and implemented new traffic sources. As an 
example, BE traffic generator contains a variable packet size and time interval between 
packets to emulate FTP/web traffic while an UGS traffic generator contains a constant 
transmission rate. The different values adopted for these traffic generators are presented 
in Table 5. 
 
Packet Type Bitrate 
Packet Size 
(bytes) 
BE 1Mbps 512 to 1024 
UGS 1Mbps 300 
rtPS 1Mbps 200 to 980 
nrtPS 1Mbps 256 to 1024 
 
Table 5 – Traffic Classes parameters 
 
 
  
 
                                                                   29 
 
3.3.3.2 Results 
Initial simulations were made with the PTP topology, presented in previous section. For 
this scenario, we have also defined the parameters that optimize the traffic transmission 
and subsequent simulation scenarios. The most important defined parameters are 
summarized in Table 6. 
. 
Modulation  Queue lenght Bandwidth 
 64QAM 3/4 50 Packets 5 Mhz 
      
Table 6 – Simulation parameters 
 
Thereafter, we tested a scenario where four hosts, connected to one SS, generate traffic 
competing for resources in the uplink direction for an increasing number of mobine nodes 
or subscribers. Each mobile node (MN) has traffic sources emulating UGS (voice or 
video), rtPS, nrtPS traffic and a traffic source for BE traffic (Internet). The obtained 
throughput results are presented in Figure 11. 
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Figure 11 – Throughput Results 
As presented in Figure 11, the values obtained for UGS services are quite satisfactory 
with a reduced latency (Figure 12) and jitter (Figure 13), when compared with the BE, 
having a high packet loss (Figure 14) percentage. Therefore, packet differentiation is 
obtained, prioritizing the UGS related packets over the BE packets. 
  
 
                                                                   30 
Delay Vs. Nr. of MN
0
100
200
300
400
500
600
700
1 2 3 4
Number of Subscribers
De
al
y 
(m
s) UGS
RTPS
nrtPS
BE
 
Figure 12 – Delay Results 
 
One can see that with the increasing number of SSs, the obtained throughput is variable 
for each service class. Since the bandwidth is distributed by a bigger number of SSs, less 
bandwidth will be available for each one of them and, consequently, the less prioritized 
classes will be more degraded in terms of QoS. 
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Figure 13 – Jitter Results 
 
Analyzing the obtained results in terms of delay and jitter, it is visible that for the UGS 
traffic class, these values always maintain reasonable and significantly low values. 
Concerning the remaining traffic classes, with the increase in number of subscribers, the 
delay and jitter values are, as expected, significantly degraded. 
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Packet Loss Vs. Nr of MN
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Figure 14 – Packet Loss Results 
 
With respect to the packet loss results, the UGS service class remains almost unaffected, 
whereas the remaining service classes progressively loose more packets, due to the 
prioritization algorithm. When simulating the situation of four distinct flows, an increasing 
number of mobile nodes was considered, in which every SS is competing for the 
resources in uplink direction. Results were taken till the case of four SS with four different 
hosts each. From the obtained results, one can see that the highest quality QoS class, 
achieves higher transmission throughput at a cost off a higher loss in the BE Service. This 
differentiation is less visible in the case of one SS (Subscriber Station) while in a most 
overloaded case scenario with 4 SS’s a distinction between different service classes is 
much more evident. This can be explained by the fact that the BS will distribute the 
available bandwidth to each SS separately leaving less bandwidth to each particular 
subscriber than in the previous case in which we add only one SS using all the available 
bandwidth; in this case, adding more flows to the subscribers would naturally result in a 
more degradation of the different classes. Figure 15 depicts the used bandwidth for each 
Service Class for the different number of SSs. It is visible a fair allocation of the available 
resources. More bandwidth is allocated to the higher prioritized classes, avoiding 
starvation. 
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Figure 15 – Bandwidth usage Results 
 
We can conclude that more subscribers in the topology results in a higher degradation of 
all the parameters. For the case of delay (Figure 12) high values are reached in the case 
of more subscribers in the topology and no significant difference is visible between the 
different service classes, whereas the jitter (Figure 13) values vary according to the 
different service classes, reaching higher values for the BE class. 
3.3.3.3 Conclusion 
In this section an enhancement for the NS2-NIST/WiMAX model was described in order to 
efficiently support QoS: a packet classification mechanism, as well as the associated 
scheduler based on priority RR. Through the performed test using different topologies it 
was possible to verify the distinct behaviour of the implemented WiMAX QoS classes. 
Based on the obtained results we can conclude that effectively there is a traffic 
differentiation, visible in the different values obtained for the measured parameters 
(latency, delay, bandwidth usage) in the test scenarios. Also, in the several topologies it 
was always assured a minimum transmission for all the classes although with different 
performances due to prioritization. The observed degradation of parameters when using 
more subscribers is related to the implemented priority RR scheduler, in which, in the 
case of network overload or congestion, less priority queues may not be served. 
Therefore we can conclude that the defined and simulated scheduler is behaving as 
expected. This work resulted in the following publication [19]. 
3.4  WiMAX Forum IEEE802.16 Model 
  
3.4.1 Overview 
In this Chapter, NS-2 and more specifically the WiMAX Forum release of the 802.16 
module for NS-2, is briefly described with respect to QoS and scheduling capabilities. 
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The earlier version of the NS-2 802.16 add-on was developed at NIST. At the WiMAX 
Forum Plenary Meeting at Hawaii (January 30 - February 2, 2007), the decision to merge 
the independent development efforts supported by Application Architecture Task Group 
(AATG), WiMAX Forum and NIST was taken. This release software module for OFDMA 
PHY is the result of this collaboration. The teams at Rensselaer Polytechnic Institute (RPI) 
and Washington University in St. Louis (WUSTL) are the primary development teams 
supported by the AATG. 
The currently implemented model is based on the IEEE 802.16 standard (802.16-2004) 
and the mobility extension 802.16e-2005. A set of features are inherited and present in 
both models, such as WirelessMAN-OFDM with configurable modulation and TDD at the 
physical level; it also encompasses the standard management messages to execute 
network entry without authentication. At the MAC level, fragmentation and concatenation 
are supported as well. Nevertheless, this model features a series of new capabilities, not 
only with the introduction of an OFMA physical layer, but also with the implementation of 
QoS and service flows, as the most important ones. A description of available features 
that were included in the WiMax Forum model are listed below [3]. 
• OFDMA physical layer, 
• Selectable fast fading models: ITU PED A, PED B, VEHIC A, 
• Service Flow and QoS scheduling, 
• ARQ (without ARQ blocks), 
Many of the components are not defined in the standard. This is the case for the 
bandwidth scheduler, flow handler or scanning scheduler. Therefore the model 
implements one solution, which may or may not fit the user’s requirements. Nevertheless 
the model was designed to be relatively extensible. 
3.4.2 Packet classifier Mechanism 
 
In terms of packet classification, this model implements a similar approach as the 
previously described NIST model, using the destination MAC address located in the 
packet and the packet type to determine the proper CID. The data traffic transmission 
takes place through a general data connection and does not use specific connections for 
each service class as in the case of the enhanced NIST model (eNIST) (Figure 16).  
 
 
Figure 16 – Packet classification (WMF) 
 
However, one of the most important enhancements in terms of QoS in the WiMax Forum 
model is the use of Service Flows, as in our previous model [19]. This module has the 
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basic infrastructure for requesting and establishing Service Flows with given QoS, 
although the actual establishment of connections, and Service Flows that are based on 
application requirements, is not implemented. The eNIST Model does not use connection 
configuration through Service Flows; instead, static connections are created for the 
different classes when a SS registers to the BS. 
Each connection can be associated with a SF and corresponding QoS parameters. The 
list of flows is configurable in each SS. These provisioned flows are stored as static 
connections. They are established every time the SS attaches to a new BS. While the 
structure supports the definition of QoS flows, it is the scheduler that makes use of that 
information. Furthermore, no admission control mechanisms are provided. The model 
accepts all the flow requests from the mobile stations hence congestion and packet loss 
might occur. 
Some parameters used to configure the list of flows that must be setup after network 
entry, are the following [3]. 
• Direction -  Downlink (DL) or Uplink (UL),  
• Data Rate (bytes/s), 
• Scheduling Type (BE/rtPS/nrtPS/UGS), 
• Period (For UGS traffic), 
• Indicator if ARQ is enabled or not, 
• ARQ Retransmission timer value(s), 
• ARQ Window size, 
• Counter to indicate when ARQ ACKs have to be sent. 
 
 
3.4.3 Scheduler Mechanism 
This section describes the scheduler operation in the WiMAX Forum release of NS-2 
module. The scheduling mechanisms in the BS or SS and their respective particularities 
are explained. 
The model presents two schedulers: one for the BS and one for the SS. The BS scheduler 
is responsible for filling up the downlink subframe. The SS scheduler is responsible for 
dividing the bandwidth allocated to it amongst its various connections. An interface is 
defined between the scheduler and the remaining code. The interface defines a set of 
input parameters and expects the map structure as an output. 
The downlink interface returns the DL Map, and the uplink interface returns the UL Map. 
To the downlink/uplink scheduler, a list of downlink/uplink connections is sent.  
The DL scheduler is a round robin priority scheduler that allocates bandwidth to a 
connection when it has data to be sent. It performs round robins through various 
connections in the following order: UGS, rtPS, nrtPS, and BE. Prior to allocating 
bandwidth for data connections, it allocates bandwidth to basic, primary and secondary 
connections.  These features and scheduling rules are similar to both models. The 
bandwidth allocation is performed in multiple of slots. Bandwidth in the uplink direction is 
allocated per SS. This means that, if a SS has multiple connections, the bandwidth 
allocated to it is represented by a single UL Map, that is, in a frame in which the allocated 
bandwidth is the aggregate bandwidth for all its connections. In the WMF model, for all 
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other connections apart from UGS, the scheduler checks the bandwidth request (BWR) 
packet received from the SSs. For rtPS connections, the BS increments the allocated 
bandwidth by the amount of bandwidth required to send another BWR packet. In the 
eNIST model, no bandwidth reservation or dynamic bandwidth allocation rules are used to 
differentiate traffic classes. 
The UL scheduler needs to split the bandwidth amongst all its connections, as it serves 
the various connections in the same round robin fashion used in DL, and only proceeds to 
the next class if there is more bandwidth left in the uplink direction. For UGS, a fixed 
amount of bandwidth is allocated depending on the rate at which bandwidth has been 
reserved for the connection. Currently, a SS can have only one connection in the DL and 
UL direction: the scheduler checks which connection it is related to, and transmits data 
from that connection. For all connections, apart from UGS, a BWR packet is created 
which is enqueued for transmission.  
3.4.4 Performance Evaluation 
In this section, initial simulation and evaluation results are to be depicted and discussed. 
These results are taken from the NS-2 WiMAX Forum release under study, as the tool for 
further developments, namely a scheduler enhancement detailed in Chapter 4.  
3.4.4.1 Objectives 
The work carried on this WiMAX Forum SW release, focused on scheduling performance 
evaluation, since this model presents, as detailed earlier, QoS support for different 
WiMAX service classes. The simulation work has focused in the study of existent MAC 
layer capabilities for scheduling, mainly in uplink direction and in the analysis of the 
implemented QoS differentiation. The results allowed obtaining a reasonable knowledge 
and evaluation of the scheduling capabilities and the identification of possible problems or 
issues that have been later reported to the AWG NS-2 group [20]. 
3.4.4.2 Simulation Scenario 
The different network topologies used for the evaluation, considers differentiated traffic 
going in the uplink direction originated at the different hosts. A Point-to-Point (PTP) 
scenario was considered in which one or more hosts are directly connected to the SS. 
Each host’s traffic represents one connection flow in the uplink direction (Figure 17). 
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Figure 17 -  Scenario description 
The performed simulations made use of an increasing number of mobile nodes (SS), also 
different service flows and the situation of traffic overload to verify the QoS performance 
and losses. The metrics used were packet loss, delay, jitter and throughput. The following 
lists a number of used parameters in the different simulations carried out during this study 
(Table 7). 
 
Frequency 3.493 GHz 
Bandwidth 20MHz 
Frame duration 5 ms 
Downlink ratio 0.3  
Modulation 16 QAM 
Channel model Cost231 
Fading model ITU_PDP_PED_A 
Cyclic prefix 0.25 
Queue lenght 100 packets 
  
Table 7 - Simulation parameters 
 
 
3.4.4.3 Results 
This section is devoted to the description of the different simulations and obtained results 
according to the objectives, scenarios and parameters detailed above. 
 
 
 
 
 
 
 
 
 
 
Figure 18 – Packet loss in BE flows  different datarate 
 
 
 
 
 
 
 
 
 
 
Figure 19 – Packet loss  for different service class flows 
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Figure  18 depicts, for the BE service class, the number of dropped packets for two 
different data rates as they increase with the number of MN. In this case the available 
bandwidth will be shared by more MN, hence the respective growth in the graphic. 
 Figure 19, details the dropped packets ratio for different service classes and it is visible 
the increase in the losses with the increase of terminals, but with different ratios for 
different classes: less losses are verified for the UGS class whilst BE represents a more 
significant packet loss when the resources are being worn out. 
 
Figure 20 represents the obtained results for different connections within the same service 
class. Results were taken for the BE and rtPS classes and show differentiation inside the 
same class and also in respect to the different classes, with lower values of losses for 
rtPS. Figure 21, depicts the same difference but in terms of delay for the different 
connections and service classes, being possible to conclude that not all connections, even 
from the same service class, are served equally by the scheduler. Also the distinct 
priorities between the different classes is observed. 
 
 
 
 
 
 
 
 
 
Figure 20 - Service class differentiation for BE/rtPS 
classes flows 
 
 
Figure 21 – Average delay in connections for BE/rtPS flows 
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Figure 22 and Figure 23 depict the service class differentiation in the scheduler which is 
implemented in the simulator under study. Here it is visible the different values obtained in 
terms of delay and jitter for the three classes (UGS,rtPS and BE) with and increasing 
number of terminals for each and the respective behaviour when splitting of a more scarce 
resources is performed by the scheduler. One can see that the UGS class, having higher 
priority, presents always acceptable values, whilst less prioritized classes present more 
degraded parameters when having more traffic for more connections, hence less 
bandwidth to split amongst all classes. 
3.4.4.4 Conclusion 
According to what was detailed in the previous sections, the WiMAX Forum release  
module for the NS-2 environment, already contains some code to support QoS, like 
required data types and messages, Service Flows configuration and extensible 
schedulers in both uplink and downlink. 
The purpose of this work was to evaluate this new release implementation being all this 
work later reported to the WiMAX Forum AWG in charge of the NS-2 WiMAX simulator. 
This work has proven the effectiveness of the scheduling, given the implemented 
algorithm. 
Despite the different adopted topologies, QoS differentiation is occurs in the simulator 
although some excessive packet loss was visible. Also in the BE service class an 
underperformance was noted due to the implementation in question.  
This validation work and collaboration with the WiMAX Forum was performed under the 
participation in the European project IST-WEIRD [23]. 
 
 
3.5  Comparison Between eNIST/WMF 802.16 Schedulling 
Services 
3.5.1 Objectives 
This section describes the performed comparison of the two individual simulation QoS 
modules for 802.16-based networks in the NS-2 simulator. The focus of this validation is 
the MAC layer and its mechanisms for bandwidth allocation and QoS support. Simulation 
 
 
 
 
 
 
 
 
Figure 22 – Delay values for different service classes 
flows 
 
 
 
 
 
 
 
 
 
Figure 23 – Jitter values for different service classes flows 
 
Jitter for increasing number of MN (ms)
0
10
20
30
40
50
1 2 3
Number of MN
BE
rtPS
UGS
Delay for increasing number of MN (ms)
0
50
100
150
200
1 2 3
Number of MN
BE
rtPS
UGS
  
 
                                                                   39 
results will compare both scheduling solutions and QoS requirements among the WiMAX 
service classes and share of free resources.  
The two models under study are detailed and evaluated in the above sections.  As 
referred, both models are primarily based in the public available NS-2 802.16 module from 
NIST and include added features in terms of QoS support and service class 
differentiation. These features were not present in the original model and are under the 
scope of the work presented in this thesis. The first model, the eNIST, is an enhancement 
of the original model which encompasses QoS capabilities in the MAC layer and includes 
an extensible model for the WiMAX Service classes and scheduling design. The second 
model, the WMF, was implemented by a consortium under the WiMAX Forum Application 
Working Group, specially involved in the realization of a WiMAX simulation model based 
in NS-2, which is, at the moment, only distributed to members and on ongoing 
development and validation (in which this thesis work also collaborated). The comparison 
tests comprised mainly QoS metrics, as shown in the previously presented simulations. 
3.5.2 Performance Evaluation 
This section addresses the results and performance comparison of the QoS models 
present in implementations, eNIST and WMF, since one of the novelties present in both 
models is the QoS support for different WiMAX service classes. In order to evaluate both 
models, simulation scenarios were implemented to test QoS using distinct network 
topologies. The obtained results use performance metrics, such as losses, latency, and 
bandwidth usage, and also make use of differentiated traffic sources for each service 
class.  
 
3.5.3 Scenario Description 
The different network topologies consider differentiated traffic traversing the uplink 
direction from different hosts. Point-to-Multipoint (PMP) scenarios were considered 
(Figure 24), in which single hosts are connected to SSs, with each host’s traffic 
representing one connection flow per SS in the uplink direction. 
 
Figure 24 – PMP Scenario 
 
In order to test the different network topologies, assuring differentiation between the 
different service classes, we defined and implemented new traffic sources. As an 
example, BE traffic generator contains a variable packet size and interval to emulate 
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FTP/web traffic, and an UGS traffic generator contains a constant transmission rate. rtPS 
traffic presents a variable packet size and interval, consistent with real time video 
transmission. The different values adopted for these traffic generators are presented 
inTable 8. 
 
 
 
Packet Type Bitrate Packet Size (bytes) 
BE 450 Kbps 512 to 1024 
UGS 450 Kbps 300 
rtPS 450Kbps 200 to 980 
Table 8 – Traffic generator parameters 
 
3.5.4 Results 
 
Simulations made use of a PMP topology, as presented in Figure 24, with  three hosts 
connected to the same number of SS and conveying differentiated traffic in the uplink 
direction, namely the configured traffic sources for UGS, rtPS and BE. From this scenario, 
we have also defined the parameters that would optimize the traffic transmission and 
subsequent simulation scenarios. The most important used parameters are summarized 
in Table 9. 
 
 
Frequency 3.493 GHz 
Bandwidth 20MHz 
Frame duration 5 ms 
Downlink ratio 0.3  
Modulation 16 QAM 
Cyclic prefix 0.25 
Queue lenght 100 packets 
Table 9 – Simulation parameters 
 
Comparison results of both models comprised bandwidth usage, throughput, delay and 
packet loss from an increasing number of SSs from 3 to 12 and one terminal attached to 
each SS, with the respective traffic sources for UGS, rtPS and BE.  
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Figure 25 – Bandwidth usage results 
 
Bandwidth usage results are depicted in Figure 25. It is visible that the bandwidth division 
is consistent with the Round Robin characteristics of both schedulers. Although presenting 
very similar results, the differentiation is effectively discernible in both models although the 
WMF model presents a slightly higher percentage of bandwidth allocation for the most 
prioritized classes. In both cases the prioritized (UGS) classes overtake bandwidth from 
the less prioritized (BE).  
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Figure 26 – Throughput results 
 
When considering throughput (Figure 26), it is noticeable the higher throughput obtained 
for UGS when compared to the other classes. In accordance to the bandwidth results, 
here it is also visible the higher degree of differentiation from the WMF model in terms of 
actual transmission. This is related to a more thorough distinction of the different classes 
in the WMF implementation, as it introduces different mechanisms beyond the simple 
prioritization (as in the case of eNIST), resulting in a less uneven distribution of bandwidth. 
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Figure 27 – Packet loss results 
 
Figure 27 shows the results obtained for packet loss, with clear differences between both 
models. In this case, despite both models present the same trend in the results; the eNIST 
model achieves a lower degree of packet loss in general, due mostly to a more efficient 
bandwidth usage. Notice that the eNIST model uses all the available bandwidth 
independently of the traffic that is being transmitted, whilst in the WMF model the reserved 
bandwidth may not be entirely used. This leads to a lower waste of available resources in 
eNIST, but as previously shown, results in a lower degree of differentiation between 
classes. 
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Figure 28 – Delay results 
 
In the case of delay, as depicted in Figure 28, it presents differentiated values according 
to each class but achieving higher values in the eNIST implementation, in accordance to 
the lack of bandwidth reservation.   
 
3.5.5 Conclusion 
An evaluation study was performed for both WiMAX QoS models, in order to validate the 
efficiency of QoS support, in terms of packet classification and service classes’ 
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differentiation mechanisms. The WMF model presents a bandwidth request and 
reservation scheme, whereas the eNIST module just provides a round robin and 
prioritization scheme.  
Based on the obtained results, we can conclude that both models are able to provide 
traffic differentiation between the different classes. The observed degradation of 
parameters for lower priority classes when using more subscribers is also similar in both 
models. Particularly, the results show that WMF is able to provide better differentiation 
between the different classes, since it contains bandwidth reservation mechanisms 
beyond traffic prioritization. However, due to the bandwidth reservation, more resources 
are wasted in the overall link, which may increase loss in overloaded conditions. 
3.6 Summary 
 
This chapter presented an exhaustive description and performance simulations in order to 
evaluate the implemented QoS model and the WMF release software QoS framework. 
Distinctions were detailed between the two models and the carried work will take part in a 
joint publication together with the WiMAX forum AWG, which is at the moment under 
revision inside that work group. 
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4 Priority-based and Cross-layer WiMAX Scheduler 
4.1 Introduction 
IEEE 802.16d/e introduces the QoS support at the MAC level. For this purpose, the Base 
Station (BS) or the Subscriber Station (SS) must allocate slots based on some algorithm 
for dynamic resource allocation. During the proceeding of this thesis, scheduling 
techniques were studied to better adequate the different scenarios and requirements. 
These techniques concern round robin, the use of priorities, proportional fair queuing, 
among others. 
The IEEE 802.16 d/e standard does not specify scheduling techniques for MAC layer in 
WiMAX networks, and the existing ns-2-based simulation platforms described, implement 
only QoS-aware scheduling based on Service class prioritization. Typical scenarios and 
applications require traffic differentiation and QoS support in a more dynamic fashion, so 
that simulations should be implemented to take into account these requirements and also 
integrating them with physical layer, instant measurements for channel conditions 
awareness aspects and MAC adaptation, i.e cross layer interaction.  
Following, a simple, efficient solution for the WiMAX scheduler that is capable of allocating 
slots based on the QoS Service class, traffic priority or the WiMAX network and 
transmission parameters is described. To test the proposed solution, The QoS model for 
the IEEE 802.16d/e MAC layer in the NS-2 simulator developed by the WiMAX forum and 
detailed in the preceding chapter, was taken as base. Simulation scenarios and traffic are 
presented to demonstrate how the scheduling solution allocates resources in various 
cases. Simulation results will reveal an optimized scheduling solution that ensures the 
QoS differentiation of the different WiMAX service classes and share the free resources 
more  fairly, taking into account the instant transmission conditions. 
4.2  Description 
The proposed algorithm depicted in Figure 29 represents an enhancement to the previous 
WiMAX Forum algorithm. This algorithm, called Enhanced Round Robin (eRR), by using 
the same approach as the simple round robin solution, introduces more elements in the 
decision making process of packet allocation in each frame. These elements are either 
used to distinguish traffic and applications, and to give transmission preference to 
terminals with best radio conditions and its connections. The dynamic decisions are based 
on the actual transmission channel conditions. 
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Figure 29 - Enhanced Round Robin Algorithm 
 
More specifically, not only the traffic is mapped using fixed priorities to different service 
classes, but also different priorities are possible inside the same traffic class, making 
possible to distinguish with more granularity the kind of traffic to prioritize in terms of 
transmission. Also, apart from the static traffic prioritization, the scheduler performs cross 
layer information processing: it first prioritizes connections from terminals which present 
the highest received power signal strength, commonly called RSSI (Received Signal 
Strength Indication), applying these rules in the case the connections are from the same 
traffic class and possess equal priority inside the respective class. According to this last 
rule, terminals with equal service class connections and traffic priority will be served in a 
certain order that privileges the ones that have better radio conditions, or are closer to the 
transmitting antenna. In practice, the algorithm initially performs the same round robin 
procedure as explained in the previous models, i.e. serving first connections in the 
following order: UGS, rtPS, nrtPS and BE. From the list of existing connections inside the 
same class, a priority is also established and used to allocate the corresponding packets 
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in the given frame that is to be allocated at the present time. Assuming that more than one 
connection from the same class has equal traffic priority, the connections will be served 
taking into account the RSSI value for the given node, from the highest RSSI to the 
lowest, thus achieving some degree of radio resource optimization as well as 
guaranteeing that connections with better radio conditions are served, minimizing also 
transmission errors. 
4.3  Implementation 
 
Implementation for later performance evaluation was performed using the WMF 
IEEE802.16 Release 2.1 simulation model detailed above in this document. The intended 
optimization considered only the uplink scheduler implemented in the model and 
modifications were made mainly on the uplink frame allocation function uplink_stage() 
present in the bsscheduler.cc. The service flow class was easily extensible to support the 
static traffic priority assignment using the configurable service flow in the tcl simulation 
scripts. Apart from that, a structure is created each time an allocation is performed in 
which all the existing connections that are passed to the scheduler are stored with the 
instant value for their respective terminal’s RSSI calculation. Finally, the information is 
processed in order to give the scheduler allocation decision based on the information that 
is present at the time. 
4.4 Performance Evaluation 
This section presents the results and performance comparison in order to evaluate the 
proposed model, in terms of efficiency, considering both throughput, delay and 
differentiation metrics. For this purpose, simulation scenarios were implemented to test 
QoS using a Point-to-multipoint (PMP) network topology, in which the number of SS’s is 
increased. We take WMF model as a basis for comparison with the new scheduler. 
4.4.1 Scenario and parameters Description 
The different network topologies consider differentiated traffic traversing the uplink 
direction from different hosts. Point-to-Multipoint (PMP) wireless scenario is considered 
(Figure 30), in which single hosts are connected to SSs, with each host’s traffic 
representing one connection flow per SS in the uplink direction. 
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Figure 30 - PMP  scenario 
 
 
In order to test the different network topologies, assuring differentiation between the 
different service classes, we defined and implemented new traffic sources. As an 
example, BE traffic generator contains a variable packet size and interval to emulate 
FTP/web traffic, and an UGS traffic generator contains a constant transmission rate. rtPS 
traffic presents a variable packet size and interval, consistent with real time video 
transmission. The different values adopted for these traffic generators are presented in 
Table 10. 
 
Packet Type Bitrate Packet Size (bytes) 
BE 200 Kbps 512 to 1024 
UGS 200 Kbps 300 
rtPS 200Kbps 200 to 980 
 
Table 10 - Traffic parameters 
 
4.4.2 Results 
 
Simulations made use of the PMP topology, as presented in Figure 30, with three hosts 
connected to the same number SS and conveying differentiated traffic in the uplink 
direction, namely, the configured traffic sources for UGS, rtPS and BE. In this scenario we 
have defined the relevant PHY layer simulation parameters. The most important used 
parameters are summarized in Table 11. 
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Frequency 3.493 GHz 
Bandwidth 20MHz 
Frame duration 5 ms 
Downlink ratio 0.3  
Modulation 16 QAM 
Channel model Cost231 
Fading model ITU_PDP_PED_A 
Cyclic prefix 0.25 
Queue lenght 100 packets 
  
Table 11 - Simulation Parameters 
Comparison results of both schedulers comprise throughput, delay, and traffic 
differentiation from an increasing number of SSs from 3 to 12, and one terminal attached 
to each SS, with only one of the respective traffic sources for UGS, rtPS or BE. 
From Figure 31, where results show an increasing of terminals up to 12, it is visible the 
slight gain difference that can be achieved in throughput using the enhanced Round Robin 
solution as well as the observed earlier service class differentiation. In this particular case, 
the traffic priority was assumed to be equal among the same classes, being the decision 
parameters here in evidence only the service class and RSSI of respective terminal. 
Throughput vs. Nr of MN (WMF/eRR) 
0
100
200
300
400
500
600
700
800
900
3 6 9 12
Number of Subscribers
Th
ro
u
gh
pu
t (k
bp
s
) UGS_WMF
UGS_eRR
RTPS_WMF
RTPS_eRR
BE_WMF
BE_eRR
 
 
  Figure 31 - Throughput RR/eRR comparison results 
In relation to delay, as visible in Figure 32, also a slight decrease is verified when using 
the proposed scheduling solution, meaning that in every case the scheduler either equals 
or outperforms slightly the existent Round Robin in the WMF model, expectable also since 
it is based on the same principle.  
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Figure 32 - Delay RR/eRR comparison results 
 
Figure 33 and Figure 34 illustrate the obtained differentiation inside the same service 
class and among different ones, using only traffic prioritization (RSSI based decision is not 
effective since all connections are of different classes and priorities). Results are 
presented for separate connections for rtPS and BE in terms of throughput and delay for 
the enhanced RR solution. The scenario consisted of terminals with connections with the 
rtPS and BE classes respectively, and different traffic priorities inside each service class, 
i.e rtPS1 has lower priority than rtPS connection and BE1 also in respect to BE. Results 
show the intended differentiation in the scheduling decision as both classes are 
distinguished in terms of throughput and delay (better values for rtPS classes than BE 
ones) and traffic prioritization inside each particular class (better performance for rtPS and 
BE in relation to rtPS1 and BE1 respectively). 
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Figure 33 – Throughput values for distinct service 
classes w/ diverse traffic priority 
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Figure 34 – Delay values for distinct service 
classes w/ diverse traffic priority 
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Figure 35 – Throughput comparison between schedulers 
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Figure 36 - Delay comparison between schedulers 
To finalize, Figure 35 and Figure 36 depict results of all three schedulers under study 
along the thesis, aggregating throughput and delay results taken for the parameters and 
service classes given above. As previously discussed, a small improvement is visible in 
terms of both parameters from the WMF model to the eRR; and this is always true 
comparing these models with the eNIST which underperforms generally in comparison to 
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both models implemented under the WMF ns-2 software. This is true for all the cases 
except in the BE service class case, which presents here better results in the eNIST than 
in the other models. The reason behind this fact is that there is an implementation rule in 
the WMF ns-2 model, which only provides to BE limited contention slot access in each 
frame, being this limitation to this class not present in the NIST model.   
4.5 Summary 
  
In this chapter, a novel solution based on the previous simulation models was proposed 
and evaluated. Comparison results take as reference the WMF IEE802.16 model and two 
scheduling solutions for it, one being the round robin scheduler detailed in chapter 3, and 
the new proposed scheme detailed in this chapter. The enhancement proposed to the 
original scheduler present in the WMF model proved its efficiency in diminishing important 
QoS parameters and differentiation of traffic. Another important aspect to retain is the 
greater granularity, achieved with this second scheduler, more close to the standards 
specification, in terms of service differentiation, bringing advantages not in capacity but 
making possible for operator networks for instance to distinguish different kinds of users 
and its attributes as well as achieving slight radio resources optimization.  
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5 Conclusions 
This chapter states the final conclusions related to all the work carried out throughout this 
thesis. Also, a brief approach of possible future work is given. 
5.1  Final Conclusions 
 
This thesis has given an insightful perspective about the IEEE 802.16 technology with 
great emphasis in the Quality of Service support.  
Some of the key aspects of this technology were addressed, and it was also described 
how some of them are implemented under simulation environment, since simulation is 
always a valuable tool and a test tube of many solutions in the mass market. 
All the planned objectives were achieved, in terms of understanding the technology and 
the different simulation models as well the evaluation and development to more extent or 
novel solutions. 
The main task of this research work was related to understanding the QoS mechanisms in 
the 802.16 technology and how they were revised and attested using the support of the 
simulation tool, which although proving its value, also requires much time to manipulate. 
Different solutions were implemented and or evaluated in simulation environment. The 
obtained results of the tests show that, with respect to the scheduling performance, a 
significant improvement in terms of QoS exist in all the extensions and implementations of 
the different models. 
The work carried along this thesis, revealed itself worthy and resulted in several scientific 
articles: one invited paper, one paper waiting for revision of the WiMAX Forum AWG, for 
submission, and another submitted. Also, some of the work was carried under the 
umbrella and collaboration of two european projects: CELTIC-LOOP [24] and IST-WEIRD 
[23].   
The work accomplished along the thesis may confirm expectations relating the 802.16 
technology in terms of flexibility, having a QoS oriented specification which easily fits to 
heterogeneous environments. Also, the constant improvement of simulation tools makes 
possible the development of this technology to fit the challenges posed in next generation 
networks. 
 
5.2  Future Work 
Future work, related to QoS could be aimed to the integration of IEEE 802.16-2005, 
mobile WiMAX, in heterogeneous environments, and mapping of the QoS parameters in 
different technologies. Also in terms of scheduling, heterogeneous environments pose an 
interesting challenge in terms of resource and power allocation to fulfil user requirements.  
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