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1 非局所項を伴う AIlen‐Cahn 方程式のNeumann問題
次のような非局所項を伴う非線形常微分方程式




u'(x)>0, x\in I (l.lc)
をみたす解の尺度変換とそれらの折り返しを繋げることで構成出来る.本稿では,積分
項の大きさ  $\mu$\geq 0 を任意に固定して, d>0 をパラメーターとする (1.1) の解集合
S( $\mu$) := { (u, d)\in E\times \mathbb{R}_{+} | (u, d) は(1.1) の解} (E.=C^{1}(\overline{I}))
の大域分岐構造を考える.とくに積分項のない  $\mu$=0 のケースでは (1.1) は1次元定常
Allen‐Cahn 方程式
\left\{\begin{array}{ll}
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に帰着される.これは,Chafee‐Infante 問題 [1] としても有名で,解集合 S(0) の大域分
岐構造は次の定理で知られている (例えばChafee‐Infante [1], Schaaf[9] 参照):
定理 1.1 ([1, 9 解集合 \mathcal{S}(0) は自明解 v = 0 の枝から d = 4/$\pi$^{2} で分岐して,
0<d<4/$\pi$^{2} でパラメーター表示される曲線
S(0)=\{(v(\cdot, d), d) | 0<d<4/$\pi$^{2}\} (1.3)
を形成する.さらに,
v(-x, d)=-v(x, d) , x\in\overline{I}, 0<d<4/$\pi$^{2} (1.4)
をみたす.
定理1.1の(1.4) より,  $\mu$=0 のときの (1.1) (すなわち (1.2)) の解 v(x , の は奇関数
であって, \displaystyle \int_{-1}^{1}v(x, d)\mathrm{d}x=0 をみたすから,任意の  $\mu$ に対して (1.1) の解でもある.す
なわち, \mathcal{S}(0)\subset \mathcal{S}( $\mu$) が任意の  $\mu$>0 に対して成り立つ.おのずと, S(0)\neq\subset S( $\mu$) なの
か S(0)=S( $\mu$) なのかという疑問が生じる.換言すると,非局所項が本質的に働く奇関
数でない解が存在するかという問題である.
この問題を考察した著者たちの最近の一連の論文 [4, 5] では,  $\mu$= 1 のときに限り
S(0) =S(1) であって,それ以外の  $\mu$>0 では S(0) \neq\subset S( $\mu$) であることが示されてい
る.より詳しく, S( $\mu$) の構造は  $\mu$=1 を閾値として変化し, 0< $\mu$<1 のケースでは,
\mathcal{S}(0) 上に u の対称性を壊す2次分岐点が現れ,そこから分岐した非対称解の枝は境界遷
移層をもつ特異極限に向かう (定理2.1および図1参照).一方で  $\mu$>1 のケースでは,
S(0) 上に2次分岐点は存在せず,定数解と内部遷移層をもつ特異極限を繋ぐ分岐曲線が
3本現れる (定理2.2および図2参照).








\displaystyle \frac{1}{2}\int_{-1}^{1}u\mathrm{d}x=\frac{ $\sigma$}{ $\mu$} (1.6)
に分解して考えている.具体的には,(1.5) の解を (d,  $\sigma$) でパラメーター表示してから,
(1.6) に対応する積分写像 \displaystyle \frac{1}{2}\int_{-1}^{1} udx— \displaystyle \frac{ $\sigma$}{ $\mu$} の零等高線を切り出す方法で, S( $\mu$) の大域分
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/ $\tau$\backslash ’  $\tau$ 、
図1 \mathcal{S}( $\mu$)=\mathcal{S}(0)\cup \mathcal{C}( $\mu$) の分岐図式 (0< $\mu$<1)
( \mathrm{a})  $\mu$\in(1,3) ( \mathrm{b} )  $\mu$\in(3, \infty)
図2 S( $\mu$)=\mathcal{S}(0)\cup C( $\mu$) の分岐図式 ( $\mu$\in (1,3) と  $\mu$\in (3, \infty) の場合)
岐構造を得ている.その際,(1.5) の解表示や (1.6) に対応する積分写像の解析に,楕円
関数の諸公式を多く使っている.
そこで本稿では,Krasnoselskfi の分岐定理 ([3], [6, 第I部,定理6.8]) を用いて, \mathcal{S}(0)
上に2次分岐点を見つける.ここで紹介する証明は,2次分岐点の発見のみにこだわるの
で,獲得する分岐枝の情報は [4] で得られた結果より乏しい.ただ,本稿の証明は,(1.5)




本節では,筆者たちの最近の論文 [4, 5] で得られた (1.1) の解の大域分岐構造を紹介す
る.最初に 0< $\mu$<1 のケースでは,奇関数の意味で対称な解の枝 \mathcal{S}(0) ( (1.3) 参照) 上
のある関数から奇関数でない解の枝が分岐することが示された (図1参照) :
定理2.1 ([4, 5 任意の 0< $\mu$<1 に対して,一意的な 0<\hat{d}(1^{ $\iota$}) <4/$\pi$^{2} が存在して,
(1.1) の奇関数でない解が (u, d)=(v(\cdot,\hat{d}( $\mu$)),\hat{d}( $\mu$))\in \mathcal{S}(0) から分岐する.さらに,奇
関数でない解の成す分岐曲線は  $\sigma$=\displaystyle \mathrm{A}2\int_{-1}^{1}u\mathrm{d}x によって次のようにパラメーター表示さ
れる :
C( $\mu$)=\{(u(\cdot,  $\sigma$; $\mu$), d( $\sigma$; $\mu$)) | - $\mu$< $\sigma$< $\mu$\}.
このとき, S( $\mu$)=\mathcal{S}(0)\cup C( $\mu$) であって, C( $\mu$) は次の性質をみたす :
(i) (u(\cdot, 0; $\mu$), d(0; $\mu$))=(v(\cdot,\hat{d}( $\mu$)), d( $\mu$)) ,
(ii) d( $\sigma$; $\mu$) は  $\sigma$ に関して偶対称:  d(- $\sigma$; $\mu$)=d( $\sigma$; $\mu$) (- $\mu$< $\sigma$< $\mu$) であって,
\displaystyle \lim_{ $\sigma$\uparrow $\mu$}d( $\sigma$; $\mu$)=0,
(iii) u(x, - $\sigma$; $\mu$)=-u(-x,  $\sigma$; $\mu$) ((x,  $\sigma$)\in\overline{I}\times (- $\mu$,  $\mu$)) であって,
\displaystyle \lim_{ $\sigma$\uparrow $\mu$}\mathrm{a} $\iota$(x,  $\sigma$; $\mu$)= \left\{\begin{array}{ll}
 $\zeta$( $\mu$)(<1) & (x=-1) ,\\
1 & (-1<x\leq 1) ,
\end{array}\right.
(iv) 2次分岐点 \hat{d}( $\mu$) は 0< $\mu$<1 に関して単調増加であって,
\displaystyle \lim_{ $\mu$\downarrow 0}d( $\mu$)=0へ, \displaystyle \lim_{ $\mu$\uparrow 1}\hat{d}( $\mu$)=4/$\pi$^{2}
一方で  $\mu$>1 のケースでは, \mathcal{S}(0) 上に2次分岐点は存在せず,定数解と内部遷移層を
もつ特異極限を繋ぐ分岐曲線が3本現れることが示された (図2参照) :
定理2.2 ([5]). (1.1) において  $\mu$> 1 とする.このとき, d=8( $\mu$-1)/$\pi$^{2} で u=\pm 1
のそれぞれから解が分岐する.分岐した解が形成する曲線 \mathcal{C}_{\pm}( $\mu$)(E\times \mathbb{R}_{+}) はそれぞれ
d\downarrow 0 で異なる内部遷移層をもつ特異極限に繋がっている.さらに, \mathcal{S}( $\mu$) は3曲線 S(0) ,
c_{\pm}( $\mu$) の交わらない和で表される :
S( $\mu$)=C_{-}( $\mu$)\mathrm{u}\mathcal{S}(0)\llcorner\rfloor C_{+}( $\mu$) .
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定理2.1, 2.2の証明では,非局所問題 (1.1) を2つのパラメーター (d,  $\sigma$) を伴う境界
値問題 (1.5) と積分方程式 (1.6) に分解し,まずは (1.5) の解を  $\phi$(x, d,  $\sigma$) とパラメータ
表示している.次に (1.6) に対応する積分写像  $\Phi$(d,  $\sigma$)=\displaystyle \frac{1}{2}\int_{-1}^{1} $\phi$(x, d,  $\sigma$) dx— \displaystyle \frac{ $\sigma$}{ $\mu$} の零等
高線を切り出している.定理2.1の S(0) 上の2次分岐点は, \mathcal{S}(0) に対応する  $\Phi$ の零等
高線に交叉するような零等高線を構成することで得られている.その際,Morseの補題
に基づいて,  S(0) に対応する  $\Phi$ の零等高線上に  $\Phi$ の非退化な停留点を探すが,(1.2) の








境界値問題 (1.5) と積分方程式 (1.6) への分解を経ずに,非局所問題 (1.1) そのものを分
岐理論の枠組みで扱う.
非局所項の大きさ  $\mu$ を  0< $\mu$< 1 に任意に固定して,(1.1) の解集合 \mathcal{S}( $\mu$) を考える.
ますは,(1.1) の解の振幅と分岐パラメーター d の存在範囲に対するアプリオリ評価を得
ておく :
補題3.1. 任意の 0< $\mu$<1 に対して, (u(\cdot, d), d)\in \mathcal{S}( $\mu$) ならば,
-1 <u(-1)(=\displaystyle \min u) <u(1) ( =\mathrm{m}解 u ) < 1 (3.1)x\in\overline{I} x\in\overline{I}
かつ
0 < d < \displaystyle \frac{$\pi$^{2}}{4} (3.2)
が成り立つ.
Proof. (3.1) に関しては最大値の評価のみ示す (最小値の評価も同様に出来る).任意の
(u(\cdot, d), d)\in S( $\mu$) をとる (以下では u=u(\cdot, d) と表す). (l.lc) より u(1)=\displaystyle \max_{x\in\overline{I}}u
である.このとき u''(1)\leq 0 だから,(l.la) に x=1 を代入すると,
(1-u(1)^{2}) (u(1)-\displaystyle \frac{ $\mu$}{2}\int_{-1}^{1}u \mathrm{d}x) \geq 0.
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これから |u(1)| \leq 1 を示す,背理法で |u(1)| >1 と仮定すると,
0\geq u(1) — \displaystyle \frac{ $\mu$}{2}\int_{-1}^{1}u\mathrm{d}x> (1- $\mu$)u(1)
となる.ここで, 0< $\mu$<1 より u(1)<0 だが,仮定 |u(1)|>1 と合わせると,
u(1)(=\mathrm{m}\mathrm{a}_{\frac{\mathrm{x}}{I}}u)x\in<-1 (3.3)
でなくてはならない.非局所項に目を向けると,
 $\sigma$(d):=\displaystyle \frac{ $\mu$}{2}\int_{-1}^{1}u(x_{\dot{}}d)\mathrm{d}x<- $\mu$<0
となる.そこで, -d $\tau \iota$''=(1-u^{2})(u- $\sigma$) を I上で積分すると,境界条件 (l.lb) より,
\displaystyle \int_{-1}^{1}(1-u^{2})(u- $\sigma$)\mathrm{d}x=0 . (3.4)
ここで  $\sigma$<-1 ならば,(3.4) の被積分関数の形状と (3.3) より,  $\sigma$<u(1)<-1 となり,
(l.la) で x=1 として, du''(1)=-(1-u(1)^{2})(u(1)- $\sigma$)>0 となる.これは u が x=1
で最大値をとることに矛盾する.また,  $\sigma$=-1 ならば, (1-u^{2})(u- $\sigma$)=(1-u)(u+1)^{2}
は u< 1 では常に非負だから,(3.3) および (3.4) より矛盾である.さらに, -1 < $\sigma$<0
ならば,(3.3) および (3.4) に加え (1-\uparrow $\iota$(1)^{2})(u(1)- $\sigma$)=-du''(1) >0 であることか
ら,  $\sigma$<u(1) <1 となる.しかしこれは u(1)<-1 に矛盾する.したがって,背理法で
|u(1)|\leq 1 が示された.同様に |u(-1)|\leq 1 も示せる.
次に |u(1)| <1 を示す.上で示した | $\tau \iota$(x)| \leq 1 (x\in\overline{I}) と (3.4) より, -1< $\sigma$<1 が
分かる.ここで仮に , u(1)=1 とすると, u は常微分方程式の初期値問題
-du''=(1-u^{2})(u- $\sigma$) , u(1)=1, u'(1)=0
の一意解 u\equiv 1 に一致しなければならず矛盾である.よって, u(1)(=\displaystyle \max_{x\in\overline{I}}u) < 1
である.同様に u(-1)(=\displaystyle \min_{x\in\overline{I}}u) >-1 も示せる.
最後に (3.2) を示す.任意の (u(\cdot, d_{*}), d_{*}) \in S( $\mu$) をとると,
\left\{\begin{array}{l}




をみたす.ここで,固定された係数 d_{*} を可変パラメーター d>0 に換えた境界値問題
\left\{\begin{array}{l}




を考える.この問題の非線形項 f(U, $\sigma$_{*}) = (1-U^{2})(U- $\sigma$(d_{*})) は双安定型とよばれ,
微分方程式のみを考えると3つの定数解 u=\pm 1,  $\sigma$(d_{*}) をもつ.既に示した (3.1) より,
-1 < $\sigma$(d_{*})< 1 であることに注意する.このとき,(3.6) の解が形成する分岐曲線は
d=\displaystyle \frac{f_{U}( $\sigma$(d_{*})_{)} $\sigma$(d_{*}))}{4}$\pi$^{2}=\frac{1- $\sigma$(d_{*})^{2}}{4}$\pi$^{2}
で真中の定数解  $\sigma$(d_{*}) から分岐して,
0<d<\displaystyle \frac{1- $\sigma$(d_{*})^{2}}{4}$\pi$^{2}
の範囲で存在することが知られている(Smoller‐Wasserman [10]) ここで (3.6) でとく
に d=d、にしたのが (3.5) だから,
0<d_{*} < \displaystyle \frac{1- $\sigma$(d_{*})^{2}}{4}$\pi$^{2}
が分かる.さらに -1< $\sigma$(d_{*})<1 より 0<d<$\pi$^{2}/4 , すなわち,(3.2) が示された.口
第1節で述べたように,  $\mu$ = 0 のときの (1.1) (すなわち (1.2)) の解集合 S(0) =
\{(v(\cdot, d), d) |0<d<4/$\pi$^{2}\} は \mathcal{S}( $\mu$) の部分集合である.より詳しく, S(l^{l}) に含まれ
る奇関数の集合が \mathcal{S}(0) である.以下では S(0) 上に奇関数の意味の対称性を破壊する分
岐点が存在し,そこから S( $\mu$) の奇関数でない解の枝が分岐することを証明する.そのた
めには,(1.1) の奇関数な解に対応する \mathcal{S}(0) の要素の陽的な表示式が必要となる :
補題3.2. S(0) は次のように 0<k<1 でパラメーター表示される曲線をなす :
S(0)=\{(v(\cdot, d(k)), d(k)) | 0=d(1) <d(k)<d(0)=4/$\pi$^{2}\}.
ただし,
\left\{\begin{array}{l}
v(x, d(k))=\sqrt{\frac{2}{1+k^{2}}}k\mathrm{s}\mathrm{n}(K(k)x, k) , 0<k<1,\\
d(k)=\frac{1}{(1+k^{2})K(k)^{2}} (d(0)=\frac{4}{$\pi$^{2}}\searrow d(1)=0)
\end{array}\right. (3.7)
であって, K(k) および \mathrm{s}\mathrm{n}(X, k) は次で定義される第1種完全楕円積分および Jacobi の
楕円関数である :
K(k)=\displaystyle \int_{0}^{1}\frac{\mathrm{d}t}{\sqrt{(1-t^{2})(1-k^{2}t^{2})}}, X=\int_{0}^{\mathrm{s}\mathrm{n}(X,k)} \mathrm{d}t\sqrt{(1-t^{2})(1-k^{2}t^{2})}.
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Proof. 求積による下記の手法はよく知られている.(1.2) より (v(\cdot, d), d) \in  S(0) は
-dv''=v(1-v^{2}) をみたすから,両辺に v' をかけると保存則
\displaystyle \frac{\mathrm{d}}{\mathrm{d}x}\{d\frac{(v')^{2}}{2}+\frac{v^{2}}{2}-\frac{v^{4}}{4}\}=0




が分かる.変数変換 s= $\alpha$ t を施すと,
\displaystyle \frac{x}{\sqrt{d}}=\sqrt{\frac{2}{2-$\alpha$^{2}}}\int_{0}^{ $\iota$\cdot/ $\alpha$}\frac{\mathrm{d}t}{\sqrt{(1-t^{2})\{1-(\frac{ $\alpha$}{\sqrt{2-$\alpha$^{2}}})^{2}t^{2}\}}}
と表される.とくに x=1 を代入すると,  v(1)= $\alpha$ だから,
\displaystyle \frac{1}{\sqrt{d}}=\sqrt{\frac{2}{2-$\alpha$^{2}}}K(\frac{ $\alpha$}{\sqrt{2-$\alpha$^{2}}}) . (3.10)
よって,(3.9) と (3.10) より,
K(\displaystyle \frac{ $\alpha$}{\sqrt{2-$\alpha$^{2}}})x=\int_{0}^{v/ $\alpha$}\frac{\mathrm{d}t}{\sqrt{(1-t^{2})\{1-(\frac{ $\alpha$}{\sqrt{2-$\alpha$^{2}}})^{2}t^{2}\}}}
すなわち,
\displaystyle \frac{v}{ $\alpha$}=\mathrm{s}\mathrm{n} (K(\displaystyle \frac{ $\alpha$}{\sqrt{2-$\alpha$^{2}}}) 皿, \displaystyle \frac{ $\alpha$}{\sqrt{2-$\alpha$^{2}}})
を得る.そして,
k=\displaystyle \frac{ $\alpha$}{\sqrt{2-$\alpha$^{2}}} (3.11)
によって,パラメーターを  $\alpha$ から  k に変えると (3.7)を得る.口
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(1.3) では 0<d<4/$\pi$^{2} をパラメーターとして S(0) を与えていたが,補題3.2では,
(3.7) によって,母数とよばれる新たなパラメーター 0<k<1 によって \mathcal{S}(0) の曲線表
示が得られている.ここで, \mathrm{d}(k) は k の単調減少関数なので, k\downarrow 0 が自明解からの分
岐点, k\uparrow 1 が特異極限 d\downarrow 0 に対応している.さらに,(3.7) の表示式より,
\displaystyle \lim_{k\downarrow 0}v(x, d(k))=0 ( \overline{I} 上で一様),
および,
\displaystyle \lim_{k\uparrow 1}v(x, d(k))= \left\{\begin{array}{ll}
-1 & (-1\leq x<0) ,\\
0 & (x=0) ,\\
1 & (0<x\leq 1)
\end{array}\right.
が確かめられる.
以上の準備から,Krasnoselskii の分岐定理 ([3], [6, 第1部,定理6.8]) の枠組みで,
\mathcal{S}(0) 上に (1.1) の奇関数でない解の枝の分岐点を探す.そのために,(1.1) で \mathcal{S}(0) 上の
解 (v(\cdot, d(k)), d(k)) からの摂動を未知関数とする変数変換  $\phi$:=u-v を導入する.若
干の計算で (1.1) は
\left\{\begin{array}{l}






 $\phi$= (-d\displaystyle \frac{\mathrm{d}^{2}}{\mathrm{d}x^{2}}+m)^{-1}[(m+1-3v^{2}) $\phi$-\frac{ $\mu$}{2}(1-v^{2})\int_{-1}^{1} $\phi$ \mathrm{d}x (313)-( $\phi$+3v)$\phi$^{2}+\displaystyle \frac{ $\mu$}{2}( $\phi$+2v) $\phi$\int_{-1}^{1} $\phi$ d x]
と表される.ただし, (v, d) = (v(\cdot, d(k)), d(k)) \in  S(0) であって,右辺の作用素
(-d\displaystyle \frac{\mathrm{d}^{2}}{\mathrm{d}x^{2}}+m)^{-1} は,線形2階常微分方程式の Neumann 境界値問題
-d$\phi$''+m $\phi$=g(x) , x\in I, $\phi$^{r}(-1)=$\phi$^{r}(1)=0
のGreen 作用素である.ここで, 0<k<1 をパラメーター, E=C^{1}(\overline{I}) を基礎空間と
して,(3.13) の右辺の線形部分に対応する作用素 \mathrm{L}(k) : E\rightarrow E を
L(k) $\phi$:= (-d\displaystyle \frac{\mathrm{d}^{2}}{\mathrm{d}x^{2}}+m)^{-1} [ (m+1-3v^{2}) $\phi$-\displaystyle \frac{ $\mu$}{2}(1-v^{2})\int_{-1}^{1} $\phi$ dx] (3.14)
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とし,非線形部分に対応する作用素  H(k) : E\rightarrow E を
H(k) $\phi$:= (-d\displaystyle \frac{\mathrm{d}^{2}}{\mathrm{d}x^{2}}+m)^{-1} [ -( $\phi$+3v)$\phi$^{2}+\displaystyle \frac{ $\mu$}{2}( $\phi$+2v) $\phi$\int_{-1}^{1} $\phi$ dx] (3.15)
とする.ただし, (v, d) は(3.7) の (v(\cdot, d(k)), d(k))\in \mathcal{S}(0) であった.このとき, L(k)
と H(k) はともにコンパクト作用素であって, H (紛 は 0<k<1 に関して広義一様に
H(k) $\phi$=o(\Vert $\phi$\Vert_{E}) (\Vert $\phi$\Vert_{E}\rightarrow 0) (3.16)
をみたす.このとき,(3.13) は
 $\phi$=(L(k)+H(k)) $\phi$ (3.17)
と表される.
定理3.3. 任意の  0< $\mu$<1 に対して, 0<k^{*} < 1 が存在して, S( $\mu$) の奇関数でない
解の枝が (v(\cdot, d(k^{*})), d(k^{*}))\in S(0) から分岐する.
Proof. (3.17) より,(3.12) の非自明解は作用素 L(k)+\mathrm{H}(k) の非自明な不動点に対応
する.主要部である線形作用素 \mathrm{L}(k) と (3.16) の意味で摂動部である非線形作用素 \mathrm{H}(k)
がともにコンパクトであることから,Krasnoselskiiの分岐定理 ([3], [6, 第1部,定理
6.8]) やRabinowitz の大域分岐定理 [8, Theorem 1.3] の適用条件をみたす.これらの定
理によれば, L(k^{*}) が固有値1をもち,その代数的多重度が奇数であれば, k=k^{*} から
(3.17) の非自明解の枝が分岐することが分かる.
そこで, L(k) の固有値問題
 L(k) $\phi$= $\lambda \phi$ (3.18)
について考察する.正値な  C^{1} 級関数の集合を
P:=\{ $\phi$\in E| $\phi$(x)>0(x\in I)\}
とする.補題3.1より,あらかじめ m > 0 を十分に大きくとっておくと,すべての
0<k<1 に対して L(k)P\subset P が成り立つ.これは Krein‐Rutman の定理 (例えば [2,
Chapter 1] 参照) が適用できる条件である.Krein‐Rutman の定理によれば, L(k) のス
ペクトル半径 r(k) に対して, $\lambda$_{1}(k)=r(k) をみたす固有値 $\lambda$_{1}(k) が存在し,対応する
固有関数は定符号,すなわち最大値ノルムで正規化した正値固有関数を $\Phi$_{1}(\cdot, k) と表せ
ば $\Phi$_{1}(\cdot, k) \in P である.このとき $\lambda$_{1}(k) は単純固有値である.さらに P に属する任意
の固有関数に対応する固有値は $\lambda$_{1}(k) に限られる.
62
そこで,(3.18) の固有値が1になる k=k^{*} \in(0,1) をまず見つける.次にその固有値
(= 1) に対応する固有関数が定符号であって, P に属するものがとれることを示す.す
ると,上述の Krein‐Rutman の定理より, $\lambda$_{1}(k^{*})=r(k^{*})=1 であって,この固有値は
単純である.
とくに  $\lambda$=1 のとき,(3.14) より固有値問題 (3.18) は,
\left\{\begin{array}{ll}





\displaystyle \frac{ $\mu$}{2}\int_{-1}^{1} $\phi$ \mathrm{d}x>0
で割り,積分条件とNeumann境界条件を伴う2階線形常微分方程式
\left\{\begin{array}{ll}
d$\psi$''+(1-3v^{2}) $\psi$+v^{2}-1=0, & x\in I,\\
$\phi$'(-1)=$\phi$^{r}(1)=0, & \\
\int_{-1}^{1} $\psi$ \mathrm{d}x=\frac{2}{ $\mu$} & 
\end{array}\right. (3.20)
に帰着する.ここで,(3.20) で非斉次項 v^{2}-1 と積分条件がない場合は,定常Allen‐






これに (1.2) と (3.8) を代入し整理すると,
d$\psi$''=q(-2$\alpha$^{2}+$\alpha$^{4}+4v^{2}-3v^{4}) . (3.22)
そこで,(3.21) と(3.22) を(3.20) に代入すると,
(3q-3p+1)v^{2}-$\alpha$^{2}(2-$\alpha$^{2})q+p-1=0
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となるから, v(x_{-}.d(k)) の表示式 (3.7) を代入すると,
 $\psi$=\displaystyle \frac{1}{3(1-k^{2})^{2}}\{3+2k^{2}+3k^{4}-4(1+k^{2})k^{2}\mathrm{s}\mathrm{n}^{2}(K(k)x, k)\}
を得る.任意の x\in\overline{I} および 0<k<1 に対して 0\leq \mathrm{s}\mathrm{n}^{2}(K(k)x, k)\leq 1 だから,
 $\psi$\displaystyle \geq\frac{1}{3(1-k^{2})^{2}}\{3+2k^{2}+3k^{4}-4(1+k^{2})k^{2}\}=\frac{1}{3(1-k^{2})^{2}}(3-2k^{2}-k^{4})>0
(3.23)
と  $\psi$ の正値性も分かる.したがって,積分条件
\displaystyle \frac{1}{ $\mu$}=\frac{1}{3(1-k^{2})^{2}} { 3+2k^{2}+3k^{4}-4(1+k^{2})k^{2}\displaystyle \int_{0}^{1}\mathrm{s}\mathrm{n}^{2}(K(k)x, k) dx}
をみたす k\in(0,1) を求める問題に帰着される.次の楕円関数の積分公式 ([11] 参照)
\displaystyle \int_{0}^{1}\mathrm{s}\mathrm{n}^{2}(K(k)x, k)\mathrm{d}x=\frac{1}{k^{2}}(1-\frac{E(k)}{K(k)})
を代入すると,
\displaystyle \frac{1}{ $\mu$}=\ovalbox{\tt\small REJECT}\frac{1}{3(1-k^{2})^{2}}\{-(1-k^{2})(1+3k^{2})+4(1+k^{2})\frac{E(k)}{K(k)}\}, 0<k<1 (3.24)
=:h(k)
となる.ただし, \mathrm{E}(k) は第2種完全楕円積分
 E(k) :=\displaystyle \int_{0}^{1}\frac{\sqrt{1-k^{2}t^{2}}}{\sqrt{1-t^{2}}}\mathrm{d}t=\int_{0}^{ $\pi$/2}\sqrt{1-k^{2}\sin^{2} $\varphi$}\mathrm{d} $\varphi$
である.ここで,方程式 (3.24) の右辺の  h(k) に対して,
\displaystyle \lim_{k\downarrow 0}h(k)=1(<\frac{1}{ $\mu$}) , \lim_{k\uparrow 1}h(k)=\infty
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が容易に確かめられる.よって中間値の定理より,  h(k^{*})=1/ $\mu$ をみたす耐 \in(0,1) が存
在する.このとき  $\psi$(x, d(k^{*}))>0(x\in\overline{I}) は(3.23) で確かめてある.結局 , L(k^{*}) は固
有値1をもち,その代数的多重度は1であることが示された.したがって,Krasnoselskii
の分岐定理 ([3], [6, 第1部,定理6.8]) やRabinowitz の大域分岐定理 [8, Theorem
1.3] の適用条件が確かめられて, k = k^{*} において,(3.17) の非自明解の枝が自明解
の枝から分岐することが分かる.これは (3.12) を通じて (1.1) に戻れば, S(0) 上の
(v(\cdot, d(k^{*})), d(k^{*})) から S( $\mu$) の解の枝が分岐することに他ならない.
口
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