Abstract. We consider the problem of computing spanners of Euclidean and unit disk graphs embedded in the two-dimensional Euclidean plane. We are particularly interested in spanners that possess useful properties such as planarity, bounded degree, and/or light weight. Such spanners have been extensively studied in the area of computational geometry and have been used as the building block for constructing efficient and reliable wireless network communication topologies. We study the above problem under two computational models: the centralized and the distributed model. In the distributed model we focus on algorithms that are local. Such algorithms are suitable for the relevant applications (e.g., wireless computing). Under the centralized model, we present an O(n lg n) time algorithm that computes a bounded-degree plane spanner of a complete Euclidean graph, where n is the number of points in the graph. Both upper bounds on the degree and the stretch factor significantly improve the previous bounds. We extend this algorithm to compute a bounded-degree plane lightweight spanner of a complete Euclidean graph. Under the distributed model, we give the first local algorithm for computing a spanner of a unit disk graph that is of bounded degree and plane. The upper bounds on the degree, stretch factor, and the locality of the algorithm dramatically improve the previous results, as shown in the paper. This algorithm can also be extended to compute a bounded-degree plane lightweight spanner of a unit disk graph. Our algorithms rely on structural and geometric results that we develop in this paper.
Introduction.
A spanner of a weighted graph is a spanning subgraph in which the weight of a shortest path between any pair of points is at most a constant times the weight of a shortest path in the original graph. This constant is called the stretch factor of the spanner. A spanner of a graph is lightweight if its weight is at most a constant times the weight of a minimum spanning tree of the graph.
In this paper we consider the problem of computing spanners and lightweight spanners of a complete Euclidean graph or a (connected) unit disk graph on n points in the plane. We are interested in spanners that possess the following useful properties: bounded degree, planarity, and light weight. The weight of an edge in the graph in this case is its Euclidean distance, and a minimum spanning tree of the graph is a Euclidean minimum spanning tree (abbreviated EMST henceforth) on the point-set of the graph.
The problem of constructing a bounded-degree or lightweight plane geometric spanner has been extensively studied within computational geometry, and much of the early work on spanners was done from that perspective under the centralized model of computation (for example, see [1, 4, 10, 11, 12, 15, 19, 21, 29] , and the following book the degree without worsening the stretch factor. A more recent O(n log n) time algorithm by Bose, Gudmundsson, and Smid [4] for complete Euclidean graphs succeeded in bounding the degree of the plane spanner by 27 but at a large cost: the stretch factor of the obtained plane spanner is approximately 10.02, and its weight is O(wt(EMST)), where the hidden constant in the asymptotic notation is undetermined.
Our contribution with regard to this problem is a centralized algorithm for complete Euclidean graphs that improves the above algorithms. We design a centralized algorithm that, for any integer constant k ≥ 14 and constant λ > 2, constructs a plane spanner of a complete Euclidean graph having degree at most k, stretch factor (λ − 1) · (1 + 2π(k cos π k ) −1 ) · C del , and weight at most (1 + 2 λ−2 ) · wt(EMST). We can compare our algorithm with the algorithm by Bose, Gudmundsson, and Smid [4] if we let k = 14 and λ ≈ 2.475 in the above result: we obtain an O(n log n) time algorithm that, given a complete Euclidean graph on n points, computes a plane spanner of the given graph having degree at most 14, stretch factor at most 5.22 , and weight at most
· wt(EMST).
We then consider the problem of computing bounded-degree plane lightweight spanners of UDGs using a local distributed algorithm. To the best of our knowledge, the only distributed algorithm for this problem is the algorithm in [9] . While the distributed algorithm in [9] solves the problem for a generalization of UDGs called quasi-unit ball graphs, in higher dimensional Euclidean spaces, the algorithm is not local (it runs in a polylogarithmic number of rounds), and the weight and the degree of the spanner are bounded asymptotically only. We note that distributed algorithms for computing lightweight spanners of general graphs have been extensively considered in the literature; see, for example, [26] for a survey on some of these results. In this paper we show that for any integer constant k ≥ 14 and constant λ > 2, there exists an ilocal distributed algorithm, where i = (8/π)·(λ+1) 2 , that computes a plane spanner of a given UDG containing a EMST on its point-set, of degree at most k, weight at most (1 + 2 λ−2 ) · wt(EMST), and stretch factor (λ − 1)
4 · (1 + 2π(k cos π k ) −1 ) · C del . This is the first local algorithm for this problem. O(n log n) O(n 2 log n) O(n log n) O(n log n) N/A
In Table 1 , we compare the centralized complete Euclidean graph lightweight spanner algorithms by Levcopoulos and Lingas [21] (denoted LL92), by Althöfer et al. [1] (denoted ADDJS93), and by Bose, Gudmundsson, and Smid [4] (denoted BGS05) with our centralized algorithm (denoted KPX08) and our local distributed algorithm (denoted KPXLoc08) developed to compute lightweight spanners of the more general UDGs. The table gives the bounds on the stretch factor, the weight factor (the constant c * such that the weight of the spanner is at most c * · wt(EMST)), the maximum degree, and the running time. Note that the first two algorithms (LL92 and ADDJS93) do not guarantee an upper bound on the degree of the spanner. Our algorithms match their bounds on the weight factor to provide a maximum degree bound at a small multiplicative cost in the stretch factor (a * for our centralized algorithm and (λ − 1)
3 · a * for our local distributed algorithm). For example, for a degree bound of 14, our upper bound on the stretch factor increases (with respect to [21] and [1] ) by a multiplicative constant of 1.47 for the centralized algorithm, and of 2.92 (corresponding to λ = 2.256) for the local distributed algorithm. For larger values of k, the multiplicative factors are even smaller.
In Table 2 we use some concrete values for k and λ in order to compare our algorithms with the algorithm BGS05 by Bose, Gudmundsson, and Smid [4] . Their algorithm guarantees only a maximum degree bound of 27. The listed bounds for stretch factor ρ * and weight factor c * for k = 27 are obtained by setting λ = 2.551 in KPX08 and λ = 2.282 in KPXLoc08. The bounds for stretch factor ρ * and weight factor c * when k = 14 are obtained by setting λ = 2.475 in KPX08 and λ = 2.256 in KPXLoc08. 1.3. Overview of the paper. The rest of the paper is organized as follows. In the next section we review the necessary terminology and background. In section 3, we present a centralized algorithm for computing a bounded-degree plane spanner of a complete Euclidean graph. We then generalize this in section 4 to a local distributed algorithm for computing a bounded-degree plane spanner of a UDG. In section 5 we present a centralized algorithm for computing a bounded-degree lightweight plane spanner of a complete Euclidean graph. Finally, in section 6, we present a local distributed algorithm for computing a bounded-degree lightweight plane spanner of a UDG.
Definitions and background.
2.1. Graphs embedded in the two-dimensional Euclidean plane. Given a set of points P in the two-dimensional Euclidean plane, the complete Euclidean graph E on P is defined to be the complete graph whose point-set is P. Each edge ab connecting points a and b is assumed to be embedded in the plane as the straight line segment ab; we define its weight to be the Euclidean distance |ab|. We define the UDG U to be the subgraph of E consisting of all edges ab with |ab| ≤ 1. We assume in this paper that the UDG U is connected. It is well known that a connected UDG contains a EMST of its point-set.
For a subgraph H ⊆ E, we denote by V (H) and E(H) the set of points and the set of edges of H, respectively, and by wt(H) the sum of the weights of all the edges in H, that is, wt(H) = xy∈E(H) |xy|. The length of a path P (resp., cycle C) in a subgraph H ⊆ E, denoted |P | (resp., |C|), is the number of edges in P (resp., C). A point b is said to be an i-hop neighbor of a in a subgraph H ⊆ E, if there exists a path P from a to b in H satisfying |P | ≤ i.
Let G be a subgraph of E. The weight of a simple path a
A spanning subgraph H of G is said to be a geometric spanner of G if there is a constant ρ such that, for every two points a, b ∈ G, the weight of a shortest path from a to b in H is at most ρ times the weight of a shortest path from a to b in G. The constant ρ is called the stretch factor of H (with respect to G). The following is a well-known-and obvious-fact. Fact 2.1. A subgraph H of graph G has stretch factor ρ with respect to G if and only if for every edge xy ∈ G the weight of a shortest path in H from x to y is at most ρ · |xy|.
A spanning subgraph of E is said to have low weight, or to be lightweight, if its weight is at most c · wt(EMST), for some constant c.
For three non-collinear points x, y, z in the plane, we denote by xyz the circumscribed circle of xyz. A Delaunay triangulation of P is a triangulation of P such that the circumscribed circle of every triangle in this triangulation (i.e., every triangular face) contains no point of P in its interior [13] . It is well known that if the points in P are in general position (i.e., no four points in P are cocircular), then the Delaunay triangulation of P is unique [13] . In this paper-as in most papers in the literature-we shall assume that the points in P are in general position; otherwise, the input can be slightly perturbed so that this condition is satisfied. The Delaunay graph of P is defined as the plane graph whose point-set is P and whose edges are the edges of the Delaunay triangulation of P. An alternative equivalent definition that we end up using is the following.
Definition 2.2 (see [13] ).
An edge xy is in the Delaunay graph of P if and only if there exists a circle through points x and y whose interior contains no point in P.
It is well known that the Delaunay graph of P is a spanning subgraph of E whose stretch factor is at most C del = 4 √ 3π/9 < 2.42 [19] . Given integer parameter k > 6, the Yao subgraph [29] of a plane graph G is constructed by performing the following Yao step: for each point m in G, partition the space (arbitrarily) into k cones of equal measure whose apex is at m, thus creating k closed cones of angle 2π/k each, and choose the shortest edge in G out of m (if any) in each cone. The Yao subgraph consists of edges in G chosen by either endpoint. Note that the degree of a point in the Yao subgraph of G may be unbounded.
Two edges mx, my incident to a point m in a subgraph G of E are said to be consecutive if one of the angular sectors determined by the two segments mx and my in the plane contains no neighbors of m.
Let x and y be two points in the plane and let (O) be any circle passing through x and y. The chord xy subtends two regions in the interior of (O). If z is a point in the plane that does not belong to the straight line through x and y, then one of the two regions interior to (O) subtended by the chord xy is on the same side of the straight line passing through x and y as z, whereas the other region is on the opposite side. For convenience, we will refer to the former as the region interior to (O) subtended by chord xy and closer to z, and to the latter as the region interior to (O) subtended by chord xy and farther or away from z. We will be using the following simple fact (see Figure 1 for an illustration). 
Message complexity of local distributed algorithms.
Assuming that the distributed system is modeled as a graph, a distributed algorithm is said to be ilocal if, "intuitively," the computation at each point of the graph depends solely on the information about its i-hop neighbors. This notion can be formalized as follows [ Each point in the local distributed algorithms presented in this paper starts by collecting the coordinates of its i-hop neighbors for some fixed i; then it performs only local computations afterwards. For a fixed i, it was shown in [18] that the i-hop neighborhoods of the points in a UDG U can be computed by a local distributed algorithm in which the total number of messages sent is O(n), where n = |V (U )|, and where the message length is O(lg n) bits. Therefore, the message complexity of the i-local distributed algorithms in this paper is O(n).
Computing spanners of Delaunay and Euclidean graphs.
Let P be a set of points in the plane and let E be the complete Euclidean graph defined on point-set P. Let G be the Delaunay graph of P. This section is devoted to proving the following theorem.
Theorem 3.1. For every integer k ≥ 14, there exists a subgraph G of G such that G has maximum degree k and stretch factor 1 + 2π(k cos π k ) −1 . A linear time algorithm that computes G from G is the key component of our proof. This very simple algorithm essentially performs a modified Yao step (see section 2) and selects up to k edges out of every point of G. G is simply the spanning subgraph of G consisting of edges chosen by both endpoints.
In order to describe the modified Yao step, we must first develop a better understanding of the structure of the Delaunay graph G. Let ca and cb be edges incident on point c in G such that ∠bca ≤ 2π/k and ca is the shortest edge within the angular sector ∠bca. We will show how the above theorem easily follows if, for every such pair of edges ca and cb, 1. we show that there exists a path P from a to b in G such that |ca| + wt(P ) ≤ (1 + 2π(k cos π k ) −1 )|cb|; and 2. we modify the standard Yao step to include the edges of this path in G , in addition to including the edges picked by the standard Yao step, and without choosing more than k edges at any point. This will ensure that for any edge cb ∈ G that is not included in G by the modified Yao step, there exists a path from c to b in G whose edges are all included in G by the modified Yao step, and whose weight is at most (1 + 2π(k cos π k ) −1 )|cb|. In the lemma below, we prove the existence of this path and show some properties satisfied by edges of this path. We will then modify the standard Yao step to include edges satisfying these properties. 
We break down the proof of the above lemma into two separate cases: when abc contains no point of G in its interior, and when it does. We define some additional notation and terminology first. We will denote by o the center of abc, and by Θ the measure of ∠bca. Note that ∠aob = 2Θ ≤ 4π/k. We will use ab to denote the arc of abc determined by points a and b and facing ∠aob. We will make use of the following proposition (see Figure 2 for an illustration). Proof. Let C a be a circle passing through c and a whose interior is devoid of points of G. Then b is not interior to C a . By Fact 2.3, the region interior to abc subtended by chord ca and away from b is inside the region interior to C a subtended by chord ca and away from b, and hence is devoid of points of G. The proof that the region interior to abc subtended by chord cb and away from a is devoid of points of G is analogous.
3.1. The outward path. We consider first the case when no points of G are inside abc. Since ca and cb are edges in G, by Definition 2.2 and Proposition 3.3, it follows that the region interior to abc subtended by chord ab and closer to c is devoid of points of G. Keil and Gutwin [19] showed that, in this case, there exists a path between a and b in G in the region interior to abc subtended by chord ab away from c whose weight is bounded by the length of the arc ab (see Lemma 1 in [19] ). To prove some properties that this path satisfies, we find it convenient to use an alternative recursive definition of this path, one based on hypotheses H and H and on Proposition 3.5 described next. Moreover, this definition serves another purpose: generalizing the results of this section to UDGs in section 4.
Let c be a point of G. For a point x in G distinct from c, we define the following hypothesis:
H : there exists a circle passing through c and x containing no point of G in its interior. Then, given points a and b satisfying hypothesis H such that the pair (a, b) satisfies hypothesis H with respect to c, the path in [19] can be defined recursively as follows:
1. Base case. If ab ∈ G, the path consists of edge ab. 2. Recursive step. Otherwise, a point must reside in the interior of abc. Since a and b satisfy hypothesis H, and the pair (a, b) satisfies hypothesis H with respect to c, it follows from Proposition 3.3 that no point of G is in the region R interior to cab subtended by ab and closer to c. Since ab ∈ G, the region interior to cab subtended by ab and away from c, plus the open segment ab, is not empty; let m be a point in that region with the property that the region R interior to amb subtended by chord ab and closer to m is empty.
1
We call m an intermediate point with respect to the pair of points (a, b). As we show in part (b) of Proposition 3.5, point m will satisfy hypothesis H with respect to c. Moreover, by part (a) of Proposition 3.5, the pair (a, m) satisfies hypothesis H . Therefore, we can recurse on points m and a. Since G is finite, the recursion must terminate and a path P am between a and m in G is obtained. Similarly, both points m and b satisfy hypothesis H, and the pair (b, m) satisfies hypothesis H . Therefore, recursing on the points m and b will eventually result in a path P mb between m and b. We concatenate P am and P mb to obtain a path between a and b in G. See Figure 3 for an illustration of the recursive step above. Proof. The triangle cam can be partitioned into two regions: the first region is contained in cab, and hence its interior is empty (since (a, b) satisfies H ), and the second region is contained in the region interior to amb subtended by chord ab and closer to m, which is devoid of points of G by the choice of m. It follows that the pair (a, m) satisfies hypothesis H . Similarly, it can be shown that the pair (m, b) satisfies hypothesis H . This proves part (a).
Since a satisfies H, there exists a circle C a passing through c and a and containing no points of G in its interior. Similarly, there exists a circle C b passing through b and c whose interior is devoid of points of G. Since m is interior to cab, c is interior to amb. Therefore, the circle C m passing through c and m and internally tangent to circle amb at m is well defined. Note that since m is exterior to C a , C m intersects the interior of chord ca, and hence, the region R a inside C m determined by segment ca and away from m is contained within C a , and hence is devoid of points of G. The same holds true for the region R b inside C m determined by segment C b and away from m. Circle C m is contained in C a ∪ C b ∪ R ∪ R , and therefore its interior is devoid of points of G. This proves part (b).
We are now ready to prove Lemma 3.2 for the case when no point of G lies inside abc. In this case we define the path in Lemma 3.2 to be the outward path between a and b.
Proof of Lemma 3.2 for the case of the outward path.
(i) It was proved in [19] that the weight of the outward path P between a and b,
i.e.,
and sin Θ = |ab|/(2|oa|). We note that, since |ca| ≤ |cb|, |ca| + | ab | is largest when |ca| = |cb|, i.e., when ca and cb are symmetrical with respect to the diameter of circle cab. Therefore, we can assume that |ca| = |cb|. Since |ca| = |cb|, sin
. It follows from the above facts that
Equality (1) follows from the fact that sin 
equality is true because |ca| ≤ |cb| and ∠bca ≤ 2π/k in cab.
The inward path.
We consider now the case when the interior of abc contains points of G. Recall that ca and cb are edges of G such that ca is the shortest edge in the angular sector ∠bca, and such that ∠bca ≤ 2π/k.
Let S be the set of points consisting of points a and b plus all the points interior to abc (note that c / ∈ S). Let CH(S) be the set of points on the convex hull of S. Then CH(S) consists of points n 0 = a and n s = b, and points n 1 , . . . , n s−1 of G interior to abc. Proposition 3.6. The following are true: To prove part (b), let C a , C b be two circles passing through points c and a, and points c and b, respectively, whose interior is devoid of points of G. Note that the only points in the interior of region R = C a ∪ C b ∪ cab are the points inside the region defined by the convex hull CH(S). Since n i ∈ CH(S), there exists a line (L i ) passing through n i such that all the points on CH(S) reside in the closed half plane determined by (L i ) that does not contain point c. Let C i be the circle passing through points c and n i and tangent to (L i ) (at n i ).
If C i intersects ca at a point c , then, using Fact 2.3, it is not difficult to see that the region interior to C i subtended by chord cc and away from n i is inside C a and is thus devoid of points of G. The case is similar if C i intersects cb. Then the remaining region inside C i is contained in the region of abc delimited by the boundary of CH(S), and hence is also devoid of points of G.
It follows that the interior of C i is devoid of points of G, and this proves part (b). 
. , n s−1 form CH(S). The interior of the shaded region is devoid of points of G.
From part (b) of Proposition 3.7, every point n i , i = 0, . . . , s satisfies hypothesis H in the previous subsection, and from part (a) of Proposition 3.7, every pair of points (n i , n i+1 ), i = 0, . . . , s − 1, satisfies hypothesis H . Therefore, from the previous subsection, for every pair of points (n i , n i+1 ), i = 0, . . . , s − 1, the outward path P i between points n i and n i+1 is well defined. Let a = m 0 , m 1 , . . . , m r = b be the concatenation of the paths P i , for i = 0, . . . , s − 1. We now prove Lemma 3.2 in the case when there are points of G interior to abc. In this case we define the path in Lemma 3.2 to be the inward path between a and b.
Proof of Lemma 3.2 for the case of the inward path. n i to be the point of intersection of the half line [cn i and circle (O ), and α i to be the arc of (O ) subtended by chord n i n i+1 and facing ∠n i cn i+1 . Please refer to Figure 8 for an illustration. As shown in subsection 3.1, the length of the outward path P i between n i and n i+1 is bounded by the length of α i . Since the convex body C 1 delimited by cn i , cn i+1 , and α i is contained inside the convex body C 2 delimited by cn i , cn i+1 , and α i , by [2] , the perimeter of C 1 is not larger than that of C 2 . We get
The arc α i faces the inscribed angle ∠n i cn i+1 in (O i ), and the arc α i faces the inscribed angle ∠n i cn i+1 in (O ). Since the two angles ∠n i cn i+1 and ∠n i cn i+1 have the same measure, and since the radius of (O i ) is not larger than that of (O ), we have α i ≤ α i for i = 0, . . . , s − 1. (The radius of (O i ) can be easily computed to be |cn i+1 |/(2 cos (γ/2)), where γ = ∠n i cn i+1 , and the radius of (O ) can be computed to be |cb|/(2 cos (Θ/2)), where Θ = ∠bca. Since γ ≤ Θ and |cn i+1 | ≤ |cb|, the radius of (O i ) is not larger than that of (O ).) It follows from (3) that
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Noting that
The last inequality is true by the same argument used in the proof of part (i) in Lemma 3.2 for the case of the outward path. (ii) Since G is plane and the points n 0 , . . . , n s belong to CH(S), if an edge between two points m i and m j exists, then m i and m j must belong to an outward path between two points n p and n p+1 of CH(S). However, this contradicts part (ii) of Lemma 3.2 for the case of the outward path applied to n p and n p+1 . 
The modified Yao step.
We now augment the Yao step so edges forming the paths described in Lemma 3.2 are included in G . Lemma 3.2 (parts (iii) and (iv)) says that consecutive edges on such paths form moderately large angles. The modified Yao step will ensure that consecutive edges forming large angles are included in G . The algorithm is described in Figure 9 .
Since the algorithm selects at most k edges incident on any point m and since only edges chosen by both endpoints are included in G , each point has degree at most k in G .
Before we complete the proof of Theorem 3.1, we show that the running time of the algorithm is linear. Note first that all edges incident on point m of degree Δ can be mapped to the k cones around m in linear time in Δ. Then, the shortest edge in every cone can be found in time O(Δ) (step 1.2 in the algorithm). Since k is a constant, selecting the /2 edges clockwise (or counterclockwise) from a sequence of < k empty cones around m (step 1.3.1) can be done in O(Δ) time. Noting that the total number of edges in G is linear in the number of points (G is planar) completes the analysis.
To complete the proof of Theorem 3.1, all we need to do is show the following lemma. Proof. For brevity, instead of saying that the algorithm Modified Yao
Step selects an edge mx out of a point m, we will say that m selects edge mx. To get started, it is obvious that c will select edge ca = cm 0 (a = m 0 ).
By part (iv) of Lemma 3.2, the angle
. Therefore, at least two empty cones must fall within the sector ∠cam 1 determined by the two consecutive edges ca and am 1 , and edges ac and am 1 will both be selected by a. Since edge ca is also selected by point c, edge ac ∈ G .
By part (iii) of Lemma 3.2, for every i = 1, 2, . . . , r−1, the angle Suppose now that ∠cbm r−1 contains no cone inside and hence ∠cbm r−1 < 4π/k. If one of these three cones within sector ∠dbm r−1 contains edge cb, then the remaining two cones must fall within ∠dbc, and bm r−1 will get selected out of b when considering the sequence of at least two empty cones contained within ∠cbd. Suppose now that all three empty cones fall within ∠cbd. Then we have ∠cbd ≥ 6π/k.
If ∠m r−1 cd ≥ 4π/k, then since m r−1 c and cb belong to the same cone, the sector ∠bcd must contain an empty cone. Because d is exterior to cbm r−1 , ∠cbm r−1 < 4π/k, and ∠m r−1 cb ≤ 2π/k, it follows that ∠cdb < ∠m r−1 cb + ∠cbm r−1 < 6π/k < ∠dbc. Therefore, by considering the triangle cdb, we note that |cb| < |cd|. But then edge cb would have been selected by c in step 1.3 since the sector ∠bcd contains an empty cone, a contradiction.
It follows that ∠m r−1 cd ≤ 4π/k, and therefore ∠m r−1 bd ≥ (k − 4)π/k ≥ 10π/k for k ≥ 14. This means that at least four cones are contained inside sector ∠dbm r−1 . It is easy to check now that regardless of the placement of the edge bc with respect to these cones, edge bm r−1 is always selected out of b by the algorithm. This completes the proof. Corollary 3.10. A EMST on P is a subgraph of G . Proof. It is well known that a Delaunay graph (G) contains a EMST on its pointset [13] . If an edge cb is not in G , then, by Lemma 3.9, a path from c to b is included in G . All edges on this path are no longer than cb; this is because |ca| ≤ |cb|, and the weight of the canonical path between a and b is bounded by the length of ab, which is, in turn, bounded by |cb|. This latter fact follows from the facts that |ac| ≤ |bc|, ∠bca ≤ 2π/k, and k ≥ 14.
Since G contains a EMST, and since whenever an edge cb is not included in G , a path between c and b consisting of edges each of length at most |cb| is included in G , it follows that G contains a EMST on P.
The fact that G contains a EMST on P is crucial to the results in section 5. Since a Delaunay graph of a complete Euclidean graph of n points can be computed in time O(n lg n) [13] and has stretch factor at most C del , we have the following theorem.
Theorem 3.11. There exists an algorithm that, given a set P of n points in the plane, computes a plane geometric spanner of the complete Euclidean graph on P that contains a EMST, has maximum degree k, and has stretch factor (1 + 2π(k cos
where k ≥ 14 is an integer. Moreover, the algorithm runs in time O(n lg n).

Computing spanners of UDGs locally.
In this section we generalize the centralized algorithm for complete Euclidean graphs from the previous section to a local distributed algorithm on UDGs. The results in the previous section do not carry over to UDGs because not all the Delaunay graph edges of a point-set P are unit disk edges. However, if U is the UDG on the points in P and U Del(U ) is the subgraph of the Delaunay graph on P obtained by deleting edges of length greater than one unit, then U Del(U ) is a connected, plane, spanning subgraph of U with stretch factor bounded by C del (see [5, 22] ). Therefore, if we apply the results from the previous section to U Del(U ) and observe that all edges on the path defined in Lemma 3.2 must be unit disk edges (given that edges ca and cb are), it is easy to see that Theorems 3.1 and 3.11 carry over to UDGs. The only problem, however, is that the construction of U Del(U ) cannot be done locally.
To solve this problem, Li et al. [22, 23] introduced a subgraph of U called LDel (2) (U ), defined in a style similar to Definition 2.2 as follows.
Definition 4.1 (see [8, 27] ). An edge xy of U is in LDel (2) 
(U ) if and only if there exists a circle through points x and y whose interior contains no point of U that is a 2-hop neighbor (in U ) of x or y.
It was shown in [22, 23] that LDel (2) (U ) is a plane supergraph of U Del(U ), and hence also has stretch factor bounded by C del . Moreover, LDel (2) (U ) can be computed by a 3-local distributed algorithm as follows.
First, every point learns its 3-hop neighborhood using the local distributed algorithm given in [18] . Then every point x will decide, for every incident edge xy, whether it is in LDel (2) (U ) as follows: xy is in LDel (2) (U ) if and only if there exists a point z in the 3-hop neighborhood of x such that the interior of xyz is devoid of 2-hop neighbors of x or y.
We will use G = LDel (2) (U ) as the underlying subgraph of U to replace the Delaunay graph G used in the previous section. We note that G is plane and a supergraph of U Del(U ), and hence has stretch factor C del . To translate our results to UDGs, we need to show that the inward and outward paths are still well defined in G. We first need some structural results.
Lemma 4.2. Let ca and cb be two edges in U such that ∠bca ≤ 2π/k, where k ≥ 14 is an integer. Let m be any point in the region inside bca enclosed by the angular sector ∠bca (the sector which measures at most 2π/k). Then |cm| ≤ 1/ cos (π/k).
Proof. Let o be the center of bca. If o is in the region interior to bca subtended by ca and away from b, then ca is the longest chord in the region interior to bca subtended by ca and closer to b. In particular, |cm| ≤ |ca| ≤ 1 ≤ 1/ cos (π/k). The case is analogous if o belongs to the region interior to bca subtended by cb and away from a. Therefore, we can assume that o belongs to the region inside bca facing the angular sector ∠bca. Clearly, cm is longest in this case when it is a diameter of bca. One of the two angles ∠mca and ∠mcb is at most π/k; assume, without loss of generality, that ∠mca ≤ π/k. By considering the right angle triangle mac, we have cos (∠mca) = |ca|/|cm| ≥ cos (π/k). Since |ca| ≤ 1, it follows that |cm| ≤ 1/ cos (π/k). Proof. Let o xy be the center of (O xy ).
If o xy does not belong to R, then it is easy to see that any point m in region R is of distance at most ( √ 2/2)|xy| from either x or y (this upper bound corresponds to the case when xy is a diameter of (O xy ) and m is the point on the boundary of R equidistant from x and y). Since by the hypothesis we have |xy| ≤ 1/ cos (π/k), it follows that the distance from m to either x or y is at most √ 2/(2 cos (π/k)) < 1 for k ≥ 14. Consequently, m is a neighbor of either x or y, contradicting the hypothesis that the interior of (O xy ) is devoid of any 2-hop neighbors of x or y. Therefore, if o xy is not in R, then R does not contain any point of U , and in particular, R does not contain any 2-hop neighbors of z.
Suppose now that o xy belongs to R. Let R be the region interior to (O xy ) subtended by xy and closer to z. By the same argument made above, z must be a neighbor of x or y (or both). Consequently, region R cannot contain any 1-hop neighbor of z since such a neighbor would be a 2-hop neighbor of x or y, contradicting the hypothesis. Therefore, it suffices to show that R does not contain any point q whose hop distance from z is exactly 2. Proceed by contradiction. Assume that q ∈ R is a 2-hop neighbor of z, and let m be a common neighbor in U of both z and q. Note that m and q cannot be neighbors of x nor of y. Therefore, xq, xm, yq, and ym are not edges of U .
Since z is a neighbor of x or y, m is a 2-hop neighbor of x or y, and consequently, m is not inside (O xy ). Moreover, since mz is an edge, m is closer to z than to x and y. Therefore, m belongs to the angular sector determined by the two perpendicular bisectors of zy and zx starting at o xy . Since m is not interior to (O xy ), m and o xy must be on the opposite side of line xy, and since q and o xy are on the same side of line xy (they both belong to R), segment mq must intersect the line xy. We distinguish two cases based on whether mq intersects line xy internally (inside segment xy) or externally.
Suppose first that mq intersects the interior of xy. Consider the convex quadrilateral xqym. Note that xy cannot be an edge of U in this case because otherwise, since mq is an edge of U , the two diagonals mq and xy of the quadrilateral are shorter than all the sides of this quadrilateral (since none of the sides is an edge of U ). Since mq is the shortest edge in the two triangles qmy and mqx, it is easy to see that ∠yqx + ∠ymx ≥ ∠qxm + ∠qym. Consequently, ∠yqx + ∠ymx ≥ π. It follows that one of the two angles ∠yqx and ∠ymx is at least π/2; assume ∠ymx ≥ π/2, and the proof is similar in the other case. Consider xmy and note that xy is a longest side in this triangle. Consequently, either xm or my has length bounded by ( √ 2/2)|xy| ≤ 1, a contradiction.
Suppose now that mq intersects line xy exterior to segment xy. Assume, without loss of generality, that the intersection point is closer to point y. Then point y must be interior to zqm. Since mq is an edge of U and yq and ym are not, mq is the shortest side in qym. Consequently, ∠qym ≤ π/3. It follows that ∠myz ≥ 2π/3 (since ∠qyz ≤ π). However, this contradicts the fact that |mz| ≤ |my| (since mz is an edge in U and my is not).
This completes the proof. The following proposition is parallel to Proposition 3.3. Proof. By symmetry, it is enough to prove the proposition for the region interior to abc subtended by chord ca and away from b. By Fact 2.3, the region interior to abc subtended by chord ca and away from b is inside C a , and hence contains no 2-hop neighbors of a or c. Since |ca| ≤ 1/ cos (π/k), it follows from Lemma 4.3 that the region interior to abc subtended by chord ca and away from b contains no 2-hop neighbors of b as well.
Let ca and cb be two edges in G such that ∠bca ≤ 2π/k, where k ≥ 14 is an integer, and such that ca is the shortest edge in the angular sector ∠bca. Note that by Lemma 4.2, for any point m residing in the angular sector ∠bca, we have |cm| ≤ 1/ cos (π/k).
We start by showing that the results in subsection 3.1 about the existence of an outward path between a and b translate to the UDG case.
The outward path.
We assume in this subsection that no point of G is interior to abc. As we did in the previous section, we will define two hypotheses with respect to a point c of G. For a point x in G, we define the following hypothesis, which is analogous to hypothesis H in subsection 3.1:
there exists a circle passing through cand xcontaining no 2-hop neighbors of c or x in its interior.
For a pair of points (x, y) in the sector ∠bca, we define the following hypothesis, which is analogous to hypothesis H : H U : the interior of cxy is devoid of points of G.
Since both ca and cb are edges in G, there are circles C a and C b passing through c, a and c, b, respectively, whose interiors contain no 2-hop neighbor (in U ) of c, a and c, b, respectively. Therefore, both a and b satisfy hypothesis H U with respect to c, and since-by our assumption-no point of G is interior to abc, the pair (a, b) satisfies hypothesis H U with respect to c.
Then, given points a and b that satisfy hypothesis H U and that the pair (a, b) satisfies hypothesis H U with respect to c, the canonical path between a and b is constructed exactly as in the previous section (with the two instances of "point" changed to "2-hop neighbor of a and b"). So, to make the construction work, we need to prove an analogous proposition to Proposition 3.5. The existence of the outward path satisfying the properties of Lemma 3.2 will then follow immediately. Proof. The proof of part (a) is exactly the same as that of part (a) of Proposition 3.5, and is omitted.
Since a satisfies H U , there exists a circle C a passing through c and a and containing no 2-hop neighbors of c or a in its interior. Similarly, there exists a circle C b passing through b and c whose interior is devoid of any 2-hop neighbors of b or c. Since m is interior to cab, c is interior to amb. Therefore, the circle C m passing through c and m and internally tangent to circle amb at m is well defined. Note that since m is exterior to C a , C m intersects the interior of chords ca, and hence, the region R a of C m subtended by segment ca and away from m is contained in the region R a interior to cma subtended by chord ca and away from m, which in turn is contained in the region interior to C a subtended by chord ca and away from m by Fact 2.3. Therefore, the region R a and, consequently R a , is devoid of 2-hop neighbors of c and a and, by Lemma 4.3 (since |ca| ≤ 1/ cos (π/k)) of 2-hop neighbors of m. The same holds true for the region R b interior to C m determined by segment C b and away from m. Now circle C m is contained in R a ∪ R b ∪ R ∪ R (refer to the previous section for the definition of R and R ), and therefore its interior is devoid of 2-hop neighbors of c and of m. This proves part (b).
With the above proposition, the definition of the outward path between a and b translates transparently to the UDG case, of course under the assumption that ∠bca ≤ 2π/k. We prove that the properties of this path listed in Lemma 3.2 translate as well to the case of UDG.
(i) The proof of this part is exactly the same as that of part (i) of Lemma 3.2 in subsection 3.1. (ii) The proof of this part is exactly the same as that of part (ii) of Lemma 3.2 in subsection 3.1, after noting that the points on the canonical path form a clique, and hence any two points are 2-hop neighbors in U . The latter statement is true because all of these points reside in the region of bca subtended by chord ab and away from c, and |ab| ≤ 1. (iii) The proof of this part is exactly the same as that of part (iii) of Lemma 3.2 in subsection 3.1, after noting that any two points on the canonical path are 2-hop neighbors in U . (iv) The proof of this part is exactly the same as that of part (iv) of Lemma 3.2 in subsection 3.1.
The inward path.
The definition of the inward path translates directly from that in subsection 3.2. The properties of the inward path proved in Lemma 3.2 in subsection 3.2 would also follow directly if we can prove Propositions 3.6 and 3.7 for the UDG case. The proof of Proposition 3.6 is exactly the same as that in subsection 3.2. The proof of part (a) of Proposition 3.7 is also exactly the same as that in subsection 3.2. The proof of part (b) is the same as that in subsection 3.2 after noting that any two points in n 0 , . . . , n s are 2-hop neighbors of each other since they reside in bca, and that the distance between c and any point in ∠bca is at most 1/ cos (π/k) (and hence Lemma 4.3 can be applied).
Finally, the same Modified Yao
Step algorithm in section 3.3, after setting G = LDel (2) (U ), gives a 3-local distributed algorithm. Therefore, we have the following theorem.
Theorem 4.6. There exists a 3-local distributed algorithm that, given a set P of n points in the plane, computes a plane geometric spanner of the UDG on P that contains a EMST on P, has maximum degree k, and has stretch factor (1 + 2π(k cos
Moreover, the algorithm exchanges no more than O(n) messages in total, and has a local processing time of O(n lg n).
Computing lightweight spanners of Euclidean graphs.
In this section we present a centralized algorithm that constructs a bounded-degree plane lightweight spanner of the complete Euclidean graph E. We first need the following structural results.
Let G be a plane graph. Fix a spanning tree T of G. Call an edge e ∈ E(T ) a tree edge and an edge e ∈ E(G) − T a nontree edge. Every nontree edge induces a unique cycle in the graph T + e called the fundamental cycle of e. Since T is embedded in the plane, we can talk about the fundamental region of e, which is the closed region in the plane enclosed by the fundamental cycle of e (other than the outer face of T + e). See Figure 11 for an illustration of fundamental regions and fundamental cycles.
Definition 5.
Define a relationship on the set E(G) as follows. For every edge e, e e. If e is a tree edge and e is a nontree edge, then e e . For two nontree edges e and e , e e if and only if e is contained in the fundamental region of e .
It is not difficult to verify that is a partial order relation on E(G), and hence (E(G), ) is a partially ordered set (POSET). Note that any two distinct tree edges are not comparable by , and that every tree edge is a minimal element in (E(G), ). Therefore, we can topologically sort the edges in E(G) to form a list L = e 1 , . . . , e r , in which no nontree edge appears before a tree edge, and such that if e i e j , then e i does not appear after e j in L.
Lemma 5.2. Let e i be a nontree edge. Then there exists a unique face F i in G containing e i such that every edge e j of F i satisfies e j e i .
Proof. Let F i be the face of G containing e i and residing in the fundamental region of e i , and let e j be an edge on F i . Since e j is on F i , e j is contained in the fundamental region of e i . By the definition of , we have e j e i . This shows the existence of such a face F i .
To prove the uniqueness of F i , suppose that there is another distinct face F i with the above properties. Since every edge e j on F i satisfies e j e i , every edge on F i is contained in the fundamental region of e i , and hence the whole face F i is contained in the fundamental region of e i . This means that there are two distinct faces containing e i that are enclosed within the fundamental cycle of e i . This contradicts the planarity of G.
We will call the unique face associated with a nontree edge e i , described in Lemma 5.2, the fundamental face of e i . See Figure 12 for an illustration of fundamental faces and the partial ordering among the corresponding nontree edges.
The following result is a consequence of the proof of Theorem 2 in [1] . A similar, but less general result, was also proved earlier by Levcopoulos and Lingas [21] . 
Now we are ready to show how to construct a bounded-degree lightweight spanner of E. By Theorem 3.11, given an integer parameter k ≥ 14, we can construct in O(n log n) time a plane spanner G of E containing a EMST on P = V (E), of degree at most k, and of stretch factor ρ = (1 + 2π(k cos
The spanner G , however, may not be of light weight. Therefore, we need to discard edges from G so that the resulting subgraph is of light weight, while at the same time not affecting the stretch factor of G by much. To do so, since G is a plane graph containing a EMST on P, we would like to employ Corollary 5.4. We will show next how to prune the set of edges in G so that the weight of every fundamental face F e of a non-EMST edge e in G satisfies wt(F e ) ≥ λ · wt(e) (λ > 2 is a constant).
Let T be a EMST on P that is contained in G . As described above, we can order the nontree edges in G , with respect to the fixed tree T , by the partial order described in Definition 5.1. Let L = e 1 , e 2 , . . . , e s be the sequence of nontree edges in G sorted in nondecreasing order with respect to the partial order . Note that, by the definition of the partial order , if we add the edges in L to T in the respective order they appear in L , then once an edge e i is added to form a fundamental face in the partially grown graph, this fundamental face will remain a face in the resulting graph after all the edges in L have been added to T . That is, the face will not be affected (i.e., changed/split) by the addition of any later edge in this sequence.
Given a constant λ > 2, to construct the desired lightweight spanner G, we first initialize G to the EMST T . We consider the nontree edges of G in the order that they appear in L . 
we add e i to G; otherwise, e i is not added to G. This completes the description of the construction process. Let G be the resulting graph at the end of the construction process. Lemma 5.5. Given the set of n points P in the plane, the graph G can be constructed in O(n log n) time.
Proof. We first describe how to compute the sequence L . The bounded-degree plane spanner G of E can be constructed in O(n log n) time by Theorem 3.11. Since every point in G has bounded degree, and since G is a geometric plane graph, in O(1) time per point, and hence in O(n) time, for every point in G , we can list its incident edges in clockwise order. Moreover, since G has O(n) edges, the EMST T contained in G can be computed in O(n log n) time by a standard minimum spanning tree algorithm.
Note that if we can properly contract the edges in T to obtain a single point with self-loops corresponding to all the nontree edges in G , then the incidence ordering of these self-loops around the point reveals a sequence L . (See Figure 13 for an illustration.) We can accomplish this by traversing the tree edges of G starting at a point on the outer face of G (e.g., the point with the smallest x-coordinate). As a point v is visited in this traversal, the nontree edges incident on v that appear between the entering edge and the exiting edge are appended to a list L according to their clockwise order fixed above. At the end of the traversal, the list L will correspond to an incidence ordering in which the self-loops appear around a point that results from contracting the edges in T . Finally, the sequence L can be derived from the list L by removing the first occurrences of each edge in L. Clearly, this process can be carried out in O(n) time.
After computing L , we initialize G to the EMST T . As we consider the edges in L , when we add an edge e in L to form a fundamental face F e in G + e, we need to check whether the fundamental face F e satisfies the condition wt(F e ) > λ · wt(e). To do so, we need to traverse the edges on F e . If e is not subsequently added to G, we might need to traverse some edges on F e multiple times when we later consider edges that are larger than e in the ordering . To avoid this problem, we can do the following. If we decide to add an edge to G, we add this edge and mark it as a "real" edge of G. On the other hand, if e is not to be added to G, we still add e to G but we mark it as a "virtual" edge of G, and assign it a weight equal to the weight of its fundamental face. The graph G will consist of the tree T plus the set of edges that were marked as real edges. This way each edge in G is traversed at most twice (as every edge appears in at most two faces), and the running time is kept O(n).
It follows that G can be constructed in O(n log n) time, and the proof is complete.
Theorem 5.6. For any integer parameter k ≥ 14 and any constant λ > 2, the subgraph G of E constructed above is a plane spanner of E containing a EMST on P, whose degree is at most k, whose stretch factor is (λ − 1) · ρ, where ρ = (1+2π(k cos π k ) −1 )·C del , and whose weight is at most (1+
Proof. The planarity and degree bound of G follow from the fact that G is a subgraph of G . By construction, G contains a EMST on P, and every fundamental face F e of a nontree edge e in G satisfies wt(F e ) ≥ λ·wt(e). Therefore, by Corollary 5.4, Note that G has stretch factor ρ with respect to E. If an edge e i is in G but not in G, then by the construction of G, when the edge e i is considered, the fundamental face F i of e i in G + e i satisfies wt(F i ) ≤ λ · wt(e i ) (otherwise, the edge e i would have been added). Therefore, when edge e i was considered, G contained a path between the endpoints of e i whose weight is at most (λ − 1) · wt(e i ). This path will remain in G after all edges in L have been considered. Therefore, every edge in E(G ) − E(G) is stretched by a factor at most λ − 1. Since G has stretch factor ρ with respect to E, it follows that the stretch factor of G with respect to E is (λ − 1) · ρ. This completes the proof.
Computing lightweight spanners of UDGs locally.
In this section we present a local distributed algorithm that constructs a bounded-degree plane lightweight spanner of a UDG U .
By Theorem 4.6, there exists a 3-local distributed algorithm that, given a UDG U and an integer parameter k ≥ 14, constructs a plane spanner G of U containing a EMST on V (U ), of degree at most k and stretch factor ρ = (1 + 2π(k cos
Again, G might not be of light weight, and we need to discard edges from G so that the obtained subgraph is of light weight. Ultimately, we would like to be able to apply Theorem 5.3. However, a serious problem, which was not present previously in the centralized model, poses itself here in the local model: the removal of the edges from the spanner by different points in the graph needs to be coordinated. This problem was overcome in the centralized model by using a global ordering among the edges of the spanner. Clearly, no local distributed algorithm is capable of computing the global partial order described in Definition 5.1. To coordinate the removal of edges, we use a clustering technique.
Fix an infinite rectilinear tiling T of the plane whose tiles are × squares, for some positive constant to be determined later. Assume, without loss of generality, that one of the tiles in T has its bottom-left corner coinciding with the origin (0, 0), and that this fact is known to the points in U . Note that this assumption is justifiable in practice because an absolute reference system usually exists (a coordinate system, for example). Therefore, any point in U can determine (using simple arithmetic operations) which tile of T it resides in. We start with the following simple fact whose proof is easy to verify. Proof. If C resides within a single tile of T , then clearly translation T I serves the purpose. If C resides within exactly two horizontal (resp., vertical) tiles of T , then these two tiles must be adjacent, and it is easy to verify using Fact 6.1 that translation T H (resp., T V ) serves the purpose. Finally, if C resides within more than two tiles of T , then again, using Fact 6.1, it can be easily verified that translation T D serves the purpose.
Even though a cycle of weight may not reside within a single tile of T , Lemma 6.2 shows that by affecting some translation T in {T I , T H , T V , T D }, the translate of C under T will reside in a single tile. For each translation T in {T I , T H , T V , T D }, the points in G whose translates under T reside in a single tile will form a cluster. Then, these points will coordinate the detection and removal of the low weight cycles residing in the cluster by applying a centralized algorithm to the cluster. Since the clusters do not overlap, and since each cluster works as a centralized unit, this maintains the stretch factor under control, while ensuring the removal of every low weight cycle. The centralized algorithm that we apply to each cluster is the standard greedy algorithm that has been extensively used (see, for example, [1] ) to compute lightweight spanners. Given a graph H and a parameter α > 1, this greedy algorithm sorts the edges in H in a nondecreasing order of their weight, and starts adding these edges to an empty graph in the sorted order. The algorithm adds an edge ab to the growing graph if and only if no path between a and b whose weight is at most α · |ab| exists in the growing graph. We will call this algorithm Centralized Greedy. The following properties about this greedy algorithm are known. Proof. Since H is plane, it has O(n) edges and they can be sorted in O(n lg n) time. Moreover, for the same reason, a shortest-path query between any two points in H can be answered in O(n lg n) time. It follows that the algorithm Centralized Since G contains a EMST on V (U ), it suffices to show that after each round of the algorithm Local-LightSpanner, the resulting graph still contains a EMST on V (U ). Fix a round j ∈ {I, H, V, D}, and let G + be the graph resulting from G just before the execution of round j, and let G − be that resulting from G after the execution of round j. Assume inductively that G + contains a EMST on V (U ). Note that any edge removed from G + in round j must have its translate contained within a single tile in T . Let t 0 be a tile in T . In round j, each point p whose translate T j (p) is in t 0 applies the algorithm Centralized Greedy to the subgraph of G + , H j (p), induced by the set of points S j (p) defined in the algorithm LocalLightSpanner. By part (ii) of Fact 6.3, this algorithm computes a spanner for H j (p) containing a"local" EMST τ 0 of H j (p). It is easy to see that for an edge e in a EMST of G + whose translate T j (e) is in H j (p), its translate T j (e) is either an edge of τ 0 , or is contained in a cycle whose edges other than e have the same weight as e and are in τ 0 . Otherwise, by adding T j (e) to τ 0 , we create a cycle on which T j (e) is the edge of maximum weight (if not, T j (e) could replace an edge of τ 0 of larger weight than e, contradicting the minimality of τ 0 ), and this means that T j (e) would be the edge of maximum weight on some cycle of G ; since a translation is an isometric transformation-and hence preserves length-this contradicts the fact that e is an edge in a EMST of G + . Therefore, if an edge in a EMST of G + is removed during round j, then G − will still contain a path between the endpoints of e all of whose edges have the same weight as e. Consequently, G − will still contain a EMST on V (U ). It follows that G contains a EMST on V (U ). Now we show that for every cycle C in G, and for every edge e on C, we have wt(C) ≥ λ·wt(C). Suppose not, and let cycle C and edge e ∈ C be a counterexample. Since every edge in U has weight at most 1, and wt(C) < λ · wt(e), it follows that wt(C) < λ, and by Lemma 6.2, there exists a round j in which the translate of C resides in a single tile t 0 of T . By part (iii) of Fact 6.3, after the application of the algorithm Centralized Greedy to the connected component κ containing the translate of C in tile t 0 in round j, no cycle of weight smaller than or equal to (1 + α) · wt(e) = (1 + λ − 1) · wt(e) = λ · wt(e) in the inverse translation of κ remains; in particular, the cycle C will no longer be present in the resulting graph. This is a contradiction. It follows that G satisfies the conditions of Theorem 5.3, and wt(G) ≤ (1 + 2 λ−2 ) · wt(EMST). Finally, it remains to show that the stretch factor of G, with respect to U , is at most ρ · (λ − 1)
4 . Since G has stretch factor ρ, it suffices to show that after each round of the algorithm Local-LightSpanner, the stretch factor of the resulting graph increases from the previous round by a multiplicative factor of at most (λ − 1). Fix a round j ∈ {I, H, V, D}, and let G + and G − be as above. Suppose that an edge e is removed by the algorithm in round j. Then the translate of e in round j must reside in a single tile t 0 of T . Since by part (i) of Fact 6.3 the algorithm Centralized Greedy has stretch factor α = λ − 1, and since a translation is an isometric transformation, a path of weight at most (λ − 1) · wt(e) remains between the endpoints of e in G − . Therefore, the stretch factor of G − with respect to G + increases by a multiplicative factor of at most (λ − 1) during round j. This completes the proof. 
