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1LOCAL CALIBRATIONS FOR MINIMIZERS OF THE MUMFORD-SHAH
FUNCTIONAL WITH A TRIPLE JUNCTION
Maria Giovanna Mora
Abstract. We prove that, if u is a function satisfying all Euler conditions for the
Mumford-Shah functional and the discontinuity set of u is given by three line segments
meeting at the origin with equal angles, then there exists a neighbourhood U of the
origin such that u is a minimizer of the Mumford-Shah functional on U with respect
to its own boundary conditions on ∂U . The proof is obtained by using the calibration
method.
1 Introduction
The Mumford-Shah functional was proposed in [12] to approach image segmentation problems and it can
be written, in the “homogeneous” version in dimension two, as∫
Ω
|∇u(x, y)|2dx dy +H1(Su), (1.1)
where Ω is a bounded open subset of R2 with a Lipschitz boundary, H1 is the one-dimensional Hausdorff
measure, u is the unknown function in the space SBV (Ω) of special functions of bounded variation in
Ω, Su is the set of essential discontinuity points of u , while ∇u denotes its approximate gradient (see
[4]).
This paper deals with local minimizers of (1.1) with given boundary values. More precisely, we say
that u is a Dirichlet minimizer of (1.1) in Ω if u belongs to SBV (Ω) and satisfies the inequality∫
Ω
|∇u(x, y)|2dx dy +H1(Su) ≤
∫
Ω
|∇v(x, y)|2dx dy +H1(Sv)
for every v ∈ SBV (Ω) with the same trace as u on ∂Ω.
Considering different classes of infinitesimal variations, one can show that, if u is a Dirichlet minimizer
of (1.1) in Ω, then the following equilibrium conditions (which can be globally called the Euler conditions
for (1.1)) are satisfied (see [4] and [12]):
• u is harmonic on Ω \ Su ;
• the normal derivative of u vanishes on both sides of Su , where Su is a regular curve;
2• the curvature of Su (where defined) is equal to the difference of the squares of the tangential
derivatives of u on both sides of Su ;
• if Su is locally the union of finitely many regular arcs, then Su can present only two kinds of
singularities: either a regular arc ending at some point, the so-called “crack-tip”, or three regular
arcs meeting with equal angles of 2pi/3, the so-called “triple junction”.
However, since the functional (1.1) is not convex, the Euler conditions are not sufficient for the Dirichlet
minimality of u .
In [9] it has been proved that, if Su is an analytic curve connecting two points of ∂Ω (hence, Su
has no singular points), then the Euler conditions are also sufficient for the Dirichlet minimality in small
domains. In this paper we prove that, if Su is given by three line segments meeting at the origin with
equal angles of 2pi/3 (i.e., Su is a rectilinear triple junction), the same conclusion holds; in other words,
for every (x, y) ∈ Ω, there is an open neighbourhood U of (x, y) such that u is a Dirichlet minimizer of
(1.1) in U . Since for (x, y) 6= (0, 0) this fact follows from the result in [9], the interesting case is when
we restrict the functional to a neighbourhood of the triple point (0, 0).
The precise statement of the result is the following.
Theorem 1.1 Let Ω := B(0, 1) be the open disc in R2 with radius 1 centred at the origin, and let
(A0, A1, A2) be the partition of Ω defined as follows:
Ai :=
{
(r cos θ, r sin θ) ∈ Ω : 0 ≤ r < 1, 2
3
pi(2 − i) < θ ≤ 2
3
pi(3− i)
}
∀ i = 0, 1, 2.
Let Si,j := Ai ∩ Aj for every i < j . Let ui ∈ C2(Ai) be a harmonic function in Ai , satisfying the
Neumann conditions on ∂Ai ∩ Ω and such that |∇ui| = |∇uj| on Si,j for every i < j . If u is the
function in SBV (Ω) defined by u := ui a.e. in each Ai and u0(0, 0) < u1(0, 0) < u2(0, 0) , then there
exists a neighbourhood U of the origin such that u is a Dirichlet minimizer in U of the Mumford-Shah
functional.
This theorem generalizes the result of Example 4 in [1], where the functions ui were three distinct
constants. The proof is obtained by the calibration method adapted in [1] to the functional (1.1). We
construct an explicit calibration for u in a cylinder U×R , where U is a suitable neighbourhood of
(0, 0). The symmetry due to the 2pi/3-angles is exploited in the whole construction of the calibration;
in particular, it allows to deduce from the other Euler conditions that each ui must be either symmetric
or antisymmetric with respect to the bisecting line of Ai and then, it can be harmonically extended to
a neighbourhood of the origin, cut by a half-line in the antisymmetric case. Around the graph of u , the
calibration is obtained using the gradient field of a family of harmonic functions, whose graphs fibrate a
neighbourhood of the graph of u ; this technique reminds the classical method of the Weierstrass fields,
where the minimality of a candidate u is proved by constructing a suitable slope field, starting from a
family of solutions of the Euler equation, whose graphs fibrate a neighbourhood of the graph of u .
The assumption of C2 -regularity for ui does not seem too restrictive: indeed, by the regularity results
for elliptic problems in non-smooth domains (see [7]), it follows that ui belongs at least to C
1(Ai), since
ui solves the Laplace equation with Neumann boundary conditions on a sector of angle 2pi/3. Moreover,
since ui is either symmetric or antisymmetric with respect to the bisecting line of Ai , one can see ui as
a solution of the Laplace equation on a pi/3-sector with Neumann boundary conditions or respectively
mixed boundary conditions. By the regularity results in [7], it turns out that in the first case ui belongs to
3C2(Ai), while in the second one ui can be written as ui(r, θ) = u˜i(r, θ) + cr
3/2 cos 32θ , with u˜i ∈ C2(Ai)
and c ∈ R . So, only the function r3/2 cos 32θ is not recovered by our theorem.
The case where Su is given by three regular curves (not necessarily rectilinear) meeting at a point
with 2pi/3-angles, is at the moment an open problem and it does not seem to be achievable with a plain
arrangement of the calibration used for the rectilinear case, essentially because of the lack of symmetry
properties.
The paper is organized as follows. In Section 2 we recall the main result of [1], while Sections 3 –
7 are devoted to the proof of Theorem 1.1: in Section 3 we construct a calibration ϕ in the case ui
symmetric and we prove that ϕ satisfies conditions (a), (b), (c), and (e) (see the definition of calibration
in Section 2); in Sections 4 and 5 we show some estimates, which will be useful in Section 6 to prove
condition (d); finally, in Section 7 we adapt the calibration to the antisymmetric case.
Acknowledgements. The author wish to thank Gianni Dal Maso for many interesting discussions on
the subject of this work and for some helpful suggestions about the writing of this paper.
2 Preliminary results
Let Ω be an open subset of R2 with a Lipschitz boundary. If u is a function in SBV (Ω), for every
(x0, y0) ∈ Ω one can define
u+(x0, y0) := ap lim sup
(x,y)→(x0,y0)
u(x, y), u−(x0, y0) := ap lim inf
(x,y)→(x0,y0)
u(x, y).
We recall that Su = {(x, y) ∈ Ω : u−(x, y) < u+(x, y)} and that for H1 -a.e. (x0, y0) ∈ Su there exists a
(uniquely defined) unit vector νu(x0, y0) (which is normal to Su in an approximate sense) such that
lim
r→0+
1
L2(B±r (x0, y0))
∫
B±r (x0,y0)
|u(x, y)− u±(x0, y0)| dx dy = 0,
where B±r (x0, y0) is the intersection of the ball of radius r centred at (x0, y0) with the half-plane
{(x, y) ∈ R2 : ±(x− x0, y − y0) · νu(x0, y0) ≥ 0} . For more details see [4].
For every vector field ϕ : Ω×R → R2×R we define the maps ϕxy : Ω×R → R2 and ϕz : Ω×R → R
by
ϕ(x, y, z) = (ϕxy(x, y, z), ϕz(x, y, z)).
We shall consider the collection F of all piecewise C1 vector fields ϕ : Ω×R→ R2×R with the following
property: there exist a finite family (Ui)i∈I of pairwise disjoint open subsets of Ω×R with Lipschitz
boundary whose closures cover Ω×R , and a family (ϕi)i∈I of vector fields in C1(Ui,R2×R) such that ϕ
agrees at any point with one of the ϕi .
Let u ∈ SBV (Ω). A calibration for u is a bounded vector field ϕ ∈ F satisfying the following
properties:
(a) divϕ = 0 in the sense of distributions in Ω×R ;
(b) |ϕxy(x, y, z)|2 ≤ 4ϕz(x, y, z) at every continuity point (x, y, z) of ϕ ;
(c) ϕxy(x, y, u(x, y)) = 2∇u(x, y) and ϕz(x, y, u(x, y)) = |∇u(x, y)|2 for a.e. (x, y) ∈ Ω \ Su ;
4(d)
∣∣∣∣
∫ t2
t1
ϕxy(x, y, z) dz
∣∣∣∣
2
≤ 1 for every (x, y) ∈ Ω and for every t1, t2 ∈ R ;
(e)
∫ u+(x,y)
u−(x,y)
ϕxy(x, y, z) dz = νu(x, y) for H1 -a.e. (x, y) ∈ Su .
The following theorem is proved in [1] and [2].
Theorem 2.1 If there exists a calibration ϕ for u , then u is a Dirichlet minimizer of the Mumford-Shah
functional (1.1) in Ω .
Finally, we present a lemma (proved in [9]), which allows to construct a divergence free vector field
starting from a family of harmonic functions.
Lemma 2.2 Let U be an open subset of R2 and I , J be two real intervals. Let u : U×J → I be a
function of class C1 such that
• u(·, · ; s) is harmonic for every s ∈ J ;
• there exists a C1 function t : U×I → J such that u(x, y ; t(x, y ; z)) = z .
If we define in U×I the vector field
φ(x, y, z) := (2∇u(x, y ; t(x, y ; z)), |∇u(x, y ; t(x, y ; z))|2),
where ∇u(x, y ; t(x, y ; z)) denotes the gradient of u with respect to the variables x, y computed at the
point (x, y ; t(x, y ; z)) , then φ is divergence free in U×I .
3 Construction of the calibration
Let {ex, ey} be the canonical basis in R2 and for i = 1, 2 consider the vectors τi = (−1/2, (−1)i
√
3/2),
νi = ((−1)i
√
3/2, 1/2), which are tangent and normal to the set Si−1,i (see Fig. 1). As u0(0, 0) <
u1(0, 0) < u2(0, 0), there exists an open neighbourhood U of (0, 0) such that the function u belongs to
SBV (U), the discontinuity set Su of u on U coincides with
⋃
i<j(Si,j ∩ U), and the oriented normal
vector νu to Su is given by
νu(x, y) =


ν1 for (x, y) ∈ S0,1,
ν2 for (x, y) ∈ S1,2,
ey for (x, y) ∈ S0,2;
by the assumptions on ui , the function u satisfies the Euler conditions for (1.1) in U . We will construct
a local calibration ϕ = (ϕxy, ϕz) : U×R→ R2×R for u .
Applying Schwarz reflection principle with respect to S0,1 and S0,2 , the function u0 can be har-
monically extended to U \ S1,2 , and analogously u1 and u2 can be extended to U \ S0,2 and U \ S0,1 ,
respectively. By the hypothesis on ui and by Cauchy-Kowalevski Theorem (see [8]) the extension of u0
coincides, up to the sign and to additive constants, with u1 on A1 and with u2 on A2 ; analogously,
the extension of u1 coincides, up to the sign and to an additive constant, with u2 on A2 . Since the
composition of the three reflections with respect to S0,1 , S1,2 , and S0,2 coincides with the reflection with
5S0,1
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Figure 1: the triple junction.
respect to the bisecting line of the sector A0 , by the previous remarks we can deduce that u0 is either
symmetric or antisymmetric with respect to the bisecting line of A0 .
We consider first the case u0 symmetric (the antisymmetric case will be studied in Section 7). Then
also u1, u2 are symmetric with respect to the bisecting line of A1, A2 , respectively, and the extensions of
u0, u1, u2 by reflection are well defined and harmonic in the whole set U .
In order to define the calibration for u , let ε > 0, li ∈ (ui−1(0, 0), ui(0, 0)) for i = 1, 2, and λ > 0
be suitable parameters that will be chosen later, and consider the following subsets of U×R :
Gi := {(x, y, z) ∈ U×R : ui(x, y)− ε < z < ui(x, y) + ε} for i = 0, 1, 2,
Ki := {(x, y, z) ∈ U×R : li + αi(x, y) < z < li + 2λ+ βi(x, y)} for i = 1, 2,
Hi := {(x, y, z) ∈ U×R : li + λ/2 < z < li + 3λ/2} for i = 1, 2,
where αi and βi are suitable Lipschitz functions such that αi(0, 0) = βi(0, 0) = 0, which will be defined
later. If ε and λ are sufficiently small, then for every i, j the sets Gi , Kj are nonempty and disjoint,
while for every i the set Hi is compactly contained in Ki , provided U is small enough (see Fig. 2).
The aim of the definition of the calibration ϕ in Gi is to provide a divergence free vector field
satisfying condition (c) and such that
ϕxy(sτi, z) · νi > 0 for ui−1 < z < ui−1 + ε and for ui − ε < z < ui,
ϕxy(sτi, z) · νi < 0 for ui−1 − ε < z < ui−1 and for ui < z < ui + ε,
for i = 1, 2 and s ≥ 0, and analogously
ϕxy(s, 0, z) · ey > 0 for u0 < z < u0 + ε and for u2 − ε < z < u2,
ϕxy(s, 0, z) · ey < 0 for u0 − ε < z < u0 and for u2 < z < u2 + ε;
these properties are crucial in order to obtain (d) and (e) simultaneously. Such a field can be obtained
by applying the technique shown in Lemma 2.2, starting from the family of harmonic functions ui + tvi ,
6Figure 2: section of the sets Gi,Ki, Hi at x = constant.
where we choose as vi the linear functions defined by
v0(x, y) := τ2 ·(x, y) + ε, v1(x, y) := ex ·(x, y) + ε, v2(x, y) := τ1 ·(x, y) + ε.
So for every (x, y, z) ∈ Gi , i = 0, 1, 2, we define the vector ϕ(x, y, z) as(
2∇ui + 2 z − ui(x, y)
vi(x, y)
∇vi,
∣∣∣∣∇ui + z − ui(x, y)vi(x, y) ∇vi
∣∣∣∣
2
)
.
The roˆle of Ki is to give the exact contribution to the integral in (e). In order to annihilate the
tangential contribution on Su due to the choice of the field in Gi , we insert in Ki the region Hi and for
7every (x, y, z) ∈ Hi , i = 1, 2, we define ϕ(x, y, z) as(
−2ε
λ
(∇ui−1 +∇ui) , µ
)
where µ is a positive constant which will be suitably chosen later. By the harmonicity of ui this field
is divergence free and, as ∂νui = 0 on Su for every i , its horizontal component is purely tangential on
Su . So, it remains to correct only the normal contribution to the integral in (e) due to the field in Gi .
To realize this purpose on the two segments Si−1,i , i = 1, 2, we could require that αi(sτi) = βi(sτi) = 0
for every s ≥ 0 (see the definition of Ki ) and define ϕ(x, y, z) for (x, y, z) ∈ Ki \Hi as(
1
λ
g (τi ·(x, y)) νi, µ
)
, (3.1)
where g is a function of real variable chosen in such a way that (e) is satisfied for (x, y) ∈ Si−1,i , i.e.,
g(t) := 1−
√
3
ε2
v0(t, 0)
∀t ∈ R,
as we will see later in (3.19). Note that the two-dimensional field g (τi ·(x, y)) νi is divergence free, since
it is with respect to the orthonormal basis {τi, νi} , hence ϕ is divergence free in Ki \Hi ; moreover, since
ϕz ≡ µ on Ki , the normal component of ϕ is continuous across the boundary of Hi , so that ϕ turns
out to be divergence free in the sense of distributions in the whole set Ki . Actually it is crucial to add a
component along the direction τi to the field in (3.1) in order to make (d) true, as it will be clear in the
proof of Step 2 (see Section 5); this component has to be chosen in such a way that it is zero on Si−1,i
(so that (e) remains valid on these segments) and that it depends only on νi ·(x, y) (so that the field
remains divergence free). Therefore we replace in (3.1) the vector g (τi ·(x, y)) νi by
φi(x, y) := (−1)i+1f (νi ·(x, y)) τi + g (τi ·(x, y)) νi, (3.2)
where f is an even smooth function of real variable such that f(0) = 0 and which will be chosen later
in a suitable way (see (5.14)). From this definition it follows that
φx2 (x, y) = −φx1(x,−y), φy2(x, y) = φy1(x,−y), (3.3)
so that
φ1(x, 0) + φ2(x, 0) = 2φ
y
1(x, 0)e
y,
i.e., if we assume that αi(x, 0) = βi(x, 0) for every x ≥ 0, the contribution given by the fields (3.2) to
the integral in (e) computed at a point of S0,2 is purely normal, as required in (e), but its modulus is
in general different from what we need to obtain exactly the normal vector ey . In order to correct it,
we multiply φi by a function σi which is first defined on Si−1,i ∪ S0,2 (more precisely, σi is taken equal
to 1 on Si−1,i and to the correcting factor on S0,2 ); then, we extend it to a neighbourhood of (0, 0) by
assuming σi constant along the integral curves of φi , so that σiφi remains divergence free.
The integral curves of φi can be represented as the curves {(x, y) ∈ U : y = ψi(x, s)} , where ψi(x, s)
is the solution of the problem{
∂xψi(x, s)φ
x
i (x, ψi(x, s)) − φyi (x, ψi(x, s)) = 0,
ψi(s, s) = 0,
(3.4)
8which is defined in a sufficiently small neighbourhood of (0, 0). By applying the Implicit Function
Theorem, it is easy to see that if U is small enough, then there exists a unique smooth function hi
defined in U such that
hi(0, 0) = 0, ψi(x, hi(x, y)) = y. (3.5)
Note that the curve {(x, y) ∈ U : hi(x, y) = s} coincides with the integral curve {(x, y) ∈ U : y = ψi(x, s)}
and that (hi(x, y), 0) gives the intersection point of the integral curve passing through (x, y) with the
x-axis; in other words, the level lines of hi provide a different representation of the integral curves of φi
in terms of their intersection point with the x-axis.
S0,1
S0,2
1
{h1=1/2}
{h =0}1
ν1 x
y
{h =1}
{h1
{h1=-1}
=-1/2}
Figure 3: integral curves of the field φ1 .
We state here some properties of hi and ψi for further references. Since ψi(s, s) = 0, we have that
hi(s, 0) = s (3.6)
for every s such that (s, 0) ∈ U . By (3.4) and by differentiating the initial condition in (3.4) with respect
to s , we obtain
∂xψi(0, 0) =
φyi (0, 0)
φxi (0, 0)
=
νyi
νxi
=
(−1)i√
3
, ∂sψi(0, 0) = −∂xψi(0, 0) = (−1)
i+1
√
3
. (3.7)
By differentiating the equation in (3.4) with respect to x and to s , and by using (3.2), it is easy to see
that
∂2xψi(0, 0) = ∂
2
xsψi(0, 0) = 0, (3.8)
while by differentiating twice with respect to s the initial condition ψi(s, s) = 0, we obtain that
∂2sψi(0, 0) = −2∂2xsψi(0, 0) = 0. (3.9)
9By (3.7) and (3.8), the curve {hi = 0} (which coincides with {y = ψi(x, 0)}) is tangent to νi at 0,
which may be an inflection point. Moreover, since ∂xψi(0, 0) 6= 0, by continuity the function ψi(·, s) is
strictly monotone in a small neighbourhood of 0 for s sufficiently small; by this fact and by comparing
the values of the function ψi(·, hi(sτi)) at the points hi(sτi) and sτxi , it is easy to see that
hi(sτi) ≤ 0 (3.10)
for every s ≥ 0 such that sτi ∈ U , provided U is small enough. Remark that by (3.6) and (3.10) it
follows that the segment S0,2 is all contained in the region {hi ≥ 0} , while Si−1,i in the region {hi ≤ 0} .
At last, we set
σi(x, y) :=


1 if hi(x, y) ≤ 0,
g(hi(x, y))
2φyi (hi(x, y), 0)
if hi(x, y) > 0;
since by definition φyi (0, 0) = g(0)ν
y
i = g(0)/2, the function σi is continuous across the curve {hi = 0} .
Moreover, remark that from (3.3) it follows that ψ2(x, s) = −ψ1(x, s), h2(x, y) = h1(x,−y), and then
σ2(x, y) = σ1(x,−y). (3.11)
For every (x, y, z) ∈ Ki \Hi , i = 1, 2, we define ϕ(x, y, z) as(
1
λ
σi(x, y)φi(x, y), µ
)
.
In the remaining regions of transition it is convenient to take ϕ purely vertical. In order to make
ϕ divergence free in the whole set U×R , we need the normal component of ϕ to be continuous across
the boundary of Gi and Hi . To guarantee this continuity across ∂Gi , we are forced to take as third
component of ϕ the function
ω(x, y, z) :=


ε2
v20(x, y)
− |∇u0|2 for z < l1 + λ,
ε2
v21(x, y)
− |∇u1|2 for l1 + λ ≤ z < l2 + λ,
ε2
v22(x, y)
− |∇u2|2 for z ≥ l2 + λ.
(3.12)
Finally, we define the functions αi, βi in such a way that the normal component of ϕ turns out to be
continuous also across the boundary of Ki ; more precisely, for i = 1, 2 we choose αi as the solution of
the Cauchy problem

1
λ
σi(x, y)φi(x, y) · ∇αi(x, y)− µ = − ε
2
v2i−1(x, y)
+ |∇ui−1(x, y)|2,
αi(sτi) = 0, αi(s, 0) = 0 for s ≥ 0,
while βi as the solution of

1
λ
σi(x, y)φi(x, y) · ∇βi(x, y)− µ = − ε
2
v2i (x, y)
+ |∇ui(x, y)|2,
βi(sτi) = 0, βi(s, 0) = 0 for s ≥ 0.
10
Since σi is not C
1 near the curve {hi = 0} , we cannot expect a C1 solution. Nevertheless, if U is
small enough, then αi, βi are Lipschitz function defined in U , and the possible discontinuity points of
∇αi,∇βi concentrate only on the curve {hi = 0} ; indeed, if U is sufficiently small, the Cauchy problems

1
λ
φi(x, y) · ∇α˜i(x, y)− µ = − ε
2
v2i−1(x, y)
+ |∇ui−1(x, y)|2,
α˜i(sτi) = 0 (s ∈ R),
(3.13)
and 

g(hi(x, y))
2λφyi (hi(x, y), 0)
φi(x, y) · ∇αˆi(x, y)− µ = − ε
2
v2i−1(x, y)
+ |∇ui−1(x, y)|2,
αˆi(s, 0) = 0 (s ∈ R),
(3.14)
admit a unique solution α˜i, αˆi ∈ C∞(U), since the lines {sτi : s ∈ R} and {(s, 0) : s ∈ R} are
not characteristic for these equations. Since the curve {hi = 0} , which coincides with the curve {y =
ψi(x, 0)} , is a characteristic line of both equations (3.13) and (3.14) (use (3.4) and g(0)/(2λφyi (0, 0)) = 1),
the functions α˜i, αˆi assume the same value on the curve {hi = 0} . So, αi can be regarded as the function
defined by
αi(x, y) :=
{
α˜i(x, y) if hi(x, y) ≤ 0,
αˆi(x, y) if hi(x, y) > 0,
and therefore αi is C
∞ in U \ {hi = 0} , and all derivatives of αi have finite limits on both sides of
{hi = 0} . The same argument works for βi .
The complete definition of the field is therefore the following: for every (x, y, z) ∈ U×R , the vector
ϕ(x, y, z) = (ϕxy, ϕz)(x, y, z) ∈ R2×R is given by


(
2∇ui + 2 z − ui(x, y)
vi(x, y)
∇vi,
∣∣∣∣∇ui + z − ui(x, y)vi(x, y) ∇vi
∣∣∣∣
2
)
in Gi (i = 0, 1, 2),
(
1
λ
σi(x, y)φi(x, y), µ
)
in Ki \Hi (i = 1, 2),
(
−2ε
λ
(∇ui−1 +∇ui) , µ
)
in Hi (i = 1, 2),
(0, ω(x, y, z)) otherwise.
By construction conditions (a) and (c) are satisfied.
Condition (b) is trivial in Gi for all i .
Since ∇ui(0, 0) = 0 for all i (this fact easily follows by the assumptions on the regularity of ui and
by the Euler conditions), we have that
ε2
v2i (0, 0)
− |∇ui(0, 0)|2 = 1 > 0;
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then, if U is small enough,
ε2
v2i (x, y)
− |∇ui(x, y)|2 > 0
for every (x, y) ∈ U and for every i = 0, 1, 2, and so ω is always positive.
Arguing in a similar way, if we impose that µ > 1/(4λ2), condition (b) holds in Ki , provided U is
sufficiently small.
By direct computations we find that for every (x, y) ∈ U∫ ui
ui−1
ϕxy dz =
ε2
vi−1
∇vi−1 − ε
2
vi
∇vi + 1
λ
(βi − αi + λ)σiφi, (3.15)
for i = 1, 2, while
∫ u2
u0
ϕxy dz =
ε2
v0
∇v0 − ε
2
v2
∇v2 + 1
λ
2∑
i=1
(βi − αi + λ)σiφi. (3.16)
Note that for i = 1, 2
vi−1(sτi) = vi(sτi) = v0(s, 0) = −s
2
+ ε ∀s ∈ R, (3.17)
∇vi−1(x, y)−∇vi(x, y) =
√
3νi ∀(x, y) ∈ U. (3.18)
As hi(sτi) ≤ 0 for every s ≥ 0 by (3.10), we have that σi(sτi) = 1 for every s ≥ 0, while by definition
αi(sτi) = βi(sτi) = 0. From these facts, (3.15), (3.17), (3.18), and the definition of φi , we obtain∫ ui(sτi)
ui−1(sτi)
ϕxy(sτi, z) dz =
√
3
ε2
v0(s, 0)
νi + (−1)i+1f(0)τi + g(s)νi = νi, (3.19)
where the last equality follows from the definition of g and the fact that f(0) = 0. Analogously, by the
equalities
v0(s, 0) = v2(s, 0) ∀s ∈ R, (3.20)
∇v0(x, y)−∇v2(x, y) =
√
3ey ∀(x, y) ∈ U, (3.21)
by the definition of αi and βi , and by (3.3), (3.11), (3.16), we have∫ u2(s,0)
u0(s,0)
ϕxy(s, 0, z) dz =
√
3
ε2
v0(s, 0)
ey + 2σ1(s, 0)φ
y
1(s, 0)e
y
=
√
3
ε2
v0(s, 0)
ey + g(s)ey = ey, (3.22)
where the two last equalities follow from (3.6) and from the definition of σ1 and g . So condition (e) is
satisfied.
The proof of condition (d) will be split in the next three sections: in Section 4 we prove that condition
(d) holds if t1 and t2 belong to suitable neighbourhoods of ui−1(0, 0) and ui(0, 0), respectively; then,
in Section 5 we prove condition (d) for t1 and t2 belonging to suitable neighbourhoods of u0(0, 0) and
u2(0, 0), respectively; finally, in Section 6, by a continuity argument we show that condition (d) is true
in all other cases.
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4 Estimates for t1 and t2 near ui−1 and ui
For (x, y) ∈ U and t1, t2 ∈ R , we set
I(x, y, t1, t2) :=
∫ t2
t1
ϕxy(x, y, z) dz (4.1)
and we denote its absolute value by ρ . In this section, we will show that ρ(x, y, t1, t2) ≤ 1 in a neigh-
bourhood of the point (0, 0, ui−1(0, 0), ui(0, 0)) for i = 1, 2, so that the following step will be proved.
Step 1.– For a suitable choice of the parameter ε , there exists δ > 0 such that condition (d) holds for
|t1 − ui−1(0, 0)| < δ , |t2 − ui(0, 0)| < δ with i = 1, 2, provided U is small enough.
Note that ρ is a continuous function, but its derivatives with respect to x, y may be discontinuous
at the points (x, y, t1, t2) such that h1(x, y) = 0 or h2(x, y) = 0; indeed, the curve {hi = 0} is the
boundary of the different regions of definition of the functions σi , αi , and βi , whose derivatives may
present therefore some discontinuities. Nevertheless, if we set Ni := {(x, y) ∈ U : hi(x, y) < 0} and
Pi := {(x, y) ∈ U : hi(x, y) > 0} , the restrictions of σi , αi , and βi to the sets Ni and Pi can be
extended up to the boundary {hi = 0} as C∞ functions; so, along the curve {hi = 0} the traces of the
derivatives of σi , αi , and βi are defined. Then, also the traces of the derivatives of ρ with respect to
x, y are defined at the points (x, y, t1, t2) with h1(x, y) = 0 or h2(x, y) = 0.
Figure 4: the regions P1 and N1 .
Since we want to study the behaviour of ρ in a neighbourhood of (0, 0, ui−1(0, 0), ui(0, 0)), we can
suppose |t1− ui−1(0, 0)| ≤ ε and |t2− ui(0, 0)| ≤ ε , so that the possible discontinuities of the derivatives
of ρ concentrate only on the curve {hi = 0} . We study separately the two regions Ni and Pi .
Consider first the case (x, y) ∈ Ni , which is the region containing Si−1,i . We will study the derivatives
of ρ at the points of the form
qi(s) := (sτi, ui−1(sτi), ui(sτi)), s ≥ 0.
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We have already shown (condition (e)) that ρ(qi(s)) = 1 for every s ≥ 0; we want to prove that
∇ρ(qi(s)) = 0 ∀s ≥ 0 (4.2)
(where now ∇ denotes the gradient with respect to x, y, t1, t2 ) and that the Hessian matrix of ρ with
respect to νi, t1, t2 is negative definite at qi(0).
Let Iτi and Iνi be the components of the integral in (4.1) along the directions τi and νi , respectively.
Since by definition
ρ(x, y, t1, t2) = [(I
τi(x, y, t1, t2))
2 + (Iνi(x, y, t1, t2))
2]1/2,
the gradient of ρ is given by
∇ρ = 1
ρ
(Iτi∇Iτi + Iνi∇Iνi). (4.3)
Note that (3.19) implies that
Iτi(qi(s)) = 0 and I
νi(qi(s)) = 1 ∀s ≥ 0, (4.4)
hence
∇ρ(qi(s)) = ∇Iνi(qi(s)). (4.5)
By the definition of ϕ in Gi and by (3.15) we can compute explicitly the expression of I
νi at (x, y, t1, t2):
Iνi = −2(t1 − ui−1)∂νiui−1 + 2(t2 − ui)∂νiui +
1
λ
(βi − αi + λ)σiφνii
+
√
3
2vi−1
(ε2 − (t1 − ui−1)2) +
√
3
2vi
(ε2 − (t2 − ui)2), (4.6)
where
φτii (x, y) = (−1)i+1f(νi ·(x, y)) and φνii (x, y) = g(τi ·(x, y)). (4.7)
By differentiating (4.6) with respect to the direction νi we obtain
∂νiI
νi = 2(∂νiui−1)
2 − 2(∂νiui)2 − 2(t1 − ui−1)∂2νiui−1 + 2(t2 − ui)∂2νiui
+
1
λ
∂νi(βi − αi)σiφνii +
1
λ
(βi − αi + λ)(∂νiσiφνii + σi∂νiφνii )
− 3
4v2i−1
(ε2 − (t1 − ui−1)2) + 3
4v2i
(ε2 − (t2 − ui)2)
+
√
3
vi−1
(t1 − ui−1)∂νiui−1 +
√
3
vi
(t2 − ui)∂νiui. (4.8)
By the Euler conditions, ∂νiui−1(sτi) = ∂νiui(sτi) = 0 for every s ≥ 0. Moreover, since |∇ui−1| = |∇ui|
on U (see the remark at the beginning of the proof), in the region Ni the function βi − αi coincides
with the solution ξi of the problem

1
λ
φτii ∂τiξi +
1
λ
φνii ∂νiξi =
ε2
v2i−1
− ε
2
v2i
,
ξi(sτi) = 0 (s ≥ 0).
(4.9)
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As ∂τiξi(sτi) = 0 and vi−1(sτi) = vi(sτi) for every s ≥ 0 (see (3.17)), we have that
∂νi(βi − αi)(sτi) = ∂νiξi(sτi) = 0. (4.10)
By definition ∂νiφ
νi
i ≡ 0 and σi(x, y) = 1 for every (x, y) ∈ Ni ; using these remarks and the first equality
in (3.17), we can deduce that
∂νiI
νi(qi(s)) = 0 (4.11)
for every s > 0, and the equality holds also for the trace of ∂νiI
νi at qi(0). Since the derivatives of I
νi
with respect to t1 and t2 are given by
∂t1I
νi = −2∂νiui−1 −
√
3
vi−1
(t1 − ui−1), ∂t2Iνi = 2∂νiui −
√
3
vi
(t2 − u1), (4.12)
by the Euler conditions it follows that
∂t1I
νi(qi(s)) = ∂t2I
νi(qi(s)) = 0. (4.13)
As Iνi(qi(s)) = 1 for every s ≥ 0, equalities (4.13) imply that ∂τiIνi(qi(s)) = 0. By this fact, (4.5),
(4.11), and (4.13), equality (4.2) is proved.
Now we need to compute the trace of the Hessian matrix of ρ with respect to νi, t1, t2 at the point
qi(0); using (4.4) (4.11), (4.13) and (4.2), the Hessian matrix at qi(0) reduces to
∇2νit1t2ρ(qi(0)) = [∇νit1t2Iτi ⊗∇νit1t2Iτi +∇2νit1t2Iνi ](qi(0)), (4.14)
where ∇νit1t2 denotes the gradient with respect to νi, t1, t2 and ⊗ the tensor product. As before, we
know the explicit expression of Iτi :
Iτi = −2(t1 − ui−1)∂τiui−1 + 2(t2 − ui)∂τiui +
1
λ
(βi − αi + λ)σiφτii
− 1
2vi−1
(ε2 − (t1 − ui−1)2) + 1
2vi
(ε2 − (t2 − ui)2), (4.15)
hence, using the Euler conditions, (4.10), and the fact that σi ≡ 1 in Ni , it results that
∂νiI
τi(qi(0)) =
1
2
∂νivi−1(0, 0)−
1
2
∂νivi(0, 0) + ∂νiφ
τi
i (0, 0) =
√
3
2
, (4.16)
where the last equality follows by (3.18) and by the equality
∂νiφ
τi
i (0) = (−1)i+1f ′(0) = 0. (4.17)
By differentiating (4.8) and by using the Euler conditions, (4.10), the constancy of σi in Ni , and the
fact that ∂2νiφ
νi
i ≡ 0, we have
∂2νiI
νi(qi(0)) =
1
λ
φνii (0, 0)∂
2
νi(βi − αi)(0, 0) +
3
2ε
∂νivi−1(0, 0)−
3
2ε
∂νivi(0, 0) = −
√
3
2ε
, (4.18)
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where the last equality follows from
1
λ
φνii (0, 0)∂
2
νi(βi − αi)(0, 0) = −
2
√
3
ε
, (4.19)
which can be obtained by differentiating (4.9). Using (4.14), (4.16), and (4.18), we obtain that
∂2νiρ(qi(0)) = [∂νiI
τi(qi(0))]
2 + ∂2νiI
νi(qi(0)) =
3
4
−
√
3
2ε
< 0, (4.20)
provided ε is sufficiently small. Since ∂t1I
τi(qi(0)) = 0 (this can be easily proved using the fact that
∇ui−1(0, 0) = ∇ui(0, 0) = 0), by (4.14) we have that
∂2νit1ρ(qi(0)) = ∂
2
νit1I
νi(qi(0)), ∂
2
t1ρ(qi(0)) = ∂
2
t1I
νi(qi(0)).
By differentiating (4.12) and by using the Euler conditions, it turns out that
∂2νit1I
νi(qi(0)) = −2∂2νiui−1(0, 0), ∂2t1Iνi(qi(0)) = −
√
3
ε
,
so that
det
(
∂2νiρ ∂
2
νit1ρ
∂2νit1ρ ∂
2
t1ρ
)
(qi(0)) =
3
2ε2
(
1−
√
3
2
ε
)
− 4(∂2νiui−1(0, 0))2.
Arguing in a similar way, one can find that
∂2νit2ρ(qi(0)) = 2∂
2
νiui(0, 0), ∂
2
t2ρ(qi(0)) = −
√
3
ε
, ∂2t1t2ρ(qi(0)) = 0,
so that
det∇2νit1t2ρ(qi(0)) = −
3
√
3
2ε3
(
1−
√
3
2
ε
)
+
4
√
3
ε
[(∂2νiui−1(0, 0))
2 + (∂2νiui(0, 0))
2].
Since for ε sufficiently small it results that
det
(
∂2νiρ ∂
2
νit1ρ
∂2νit1ρ ∂
2
t1ρ
)
(qi(0)) > 0, det∇2νit1t2ρ(qi(0)) < 0, (4.21)
then, by (4.20) and (4.21) the Hessian matrix of ρ at qi(0) is negative definite.
At this point we have all the ingredients we need in order to compare the value of ρ on Si−1,i with
its value at a point (x, y, t1, t2) for (x, y) ∈ Ni and |t1 − ui−1(0, 0)| ≤ ε , |t2 − ui(0, 0)| ≤ ε .
Remark that since the curve {hi = 0} may have an inflection point at the origin, the set Ni might
be not convex. If the segment joining (x, y) with its orthogonal projection on Si−1,i (which is a point
of the form sτi with s ≥ 0) is all contained in Ni , then we can consider the restriction of ρ to the
segment joining (x, y, t1, t2) with qi(s) and write its Taylor expansion of second order centred at qi(s).
By (4.2) and the fact that the Hessian matrix of ρ is negative definite at qi(0) (and then, by continuity
in a small neighbourhood), we have that there exist δ, C > 0 such that, if U is small enough and
|t1 − ui−1(0, 0)| < δ , |t2 − ui(0, 0)| < δ , then
ρ(x, y, t1, t2) ≤ 1− C(νi ·(x, y))2 − C(t1 − ui−1(sτi))2 − C(t2 − ui(sτi))2 ≤ 1.
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In the general case, since the curve {y = ψi(x, 0)} is C2 with null second derivative at 0, one can find
s > 0, a ∈ R such that the segment joining (x, y) with sτi + aνi is all contained in N i and the ratio
|(x, y) − sτi − aνi|/a2 is infinitesimal as a → 0. Since s > 0, the segment joining sτi + aνi with its
projection sτi on Si−1,i is all contained in N i , so that we can apply to this point the estimate above; if
we call L the L∞ -norm of the gradient of ρ , we obtain that
ρ(x, y, t1, t2) ≤ ρ(sτi + aνi, t1, t2) + L|(x, y)− sτi − aνi|
≤ 1− a2
(
C − L |(x, y)− sτi − aνi|
a2
)
− C(t1 − ui−1(sτi))2 − C(t2 − ui(sτi))2,
which is less than 1, provided U is small enough. So we have proved that, if ε is sufficiently small, then
there exists δ > 0 such that
ρ(x, y, t1, t2) ≤ 1 for (x, y) ∈ Ni, |t1 − ui−1(0, 0)| < δ, |t2 − ui(0, 0)| < δ, (4.22)
provided U is sufficiently small.
Suppose now (x, y) ∈ Pi , |t1 − ui−1(0, 0)| ≤ ε , |t2 − ui(0, 0)| ≤ ε . In order to show that ρ ≤ 1
also in this case, we will compute the traces of the gradient and of the Hessian matrix of ρ at the point
qi(0). The main difference with respect to the previous case is that in the region Pi the function βi−αi
coincides with the solution ηi of the problem

1
λ
σi(x, y)φi(x, y) · ∇ηi(x, y) = ε
2
v2i−1(x, y)
− ε
2
v2i (x, y)
,
ηi(s, 0) = 0 (s ≥ 0),
(4.23)
while the function σi is defined as
σi(x, y) =
g(hi(x, y))
2φyi (hi(x, y), 0)
∀(x, y) ∈ Pi. (4.24)
By (4.4) and (4.3) it follows that
∇ρ(qi(0)) = ∇Iνi(qi(0)). (4.25)
By (4.6) we obtain the following expression for the gradient of Iνi with respect to τi, νi computed at the
point qi(0):
∇τiνiIνi(qi(0)) = g(0)∇σi(0, 0) +∇φνii (0, 0) +
√
3
2
τi, (4.26)
where we have used the Euler conditions, the fact that ∇(βi − αi)(0, 0) = 0 by (4.23), and that
∇vi−1(x, y) +∇vi(x, y) = −τi ∀(x, y) ∈ U.
It follows immediately by (4.7) that
∇φνii (x, y) = g′(τi ·(x, y))τi (4.27)
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and by the definition of g that
g′(t) =
√
3ε2
∂xv0(t, 0)
v20(t, 0)
= −
√
3
2
ε2
1
v20(t, 0)
(4.28)
for all t ∈ R . By differentiating (4.24), we obtain that
∇σi(x, y) = 1
2
p(hi(x, y))∇hi(x, y), (4.29)
where we have set
p(t) :=
g′(t)
φyi (t, 0)
− g(t)
[φyi (t, 0)]
2
∂xφ
y
i (t, 0).
To compute the gradient of hi it is enough to differentiate the second equality in (3.5): this provides
∂xψi(x, hi) + ∂sψi(x, hi)∂xhi = 0, ∂sψi(x, hi)∂yhi = 1; (4.30)
by (3.7) we have that
∇hi(0, 0) = −2τi. (4.31)
Since
∂xφ
y
i (x, y) = (−1)i+1
3
4
f ′(νi ·(x, y))− 1
4
g′(τi ·(x, y)),
we find that p(0) = 3g′(0)/g(0), and substituting in (4.29), we have that
∇σi(0, 0) = −3g
′(0)
g(0)
τi. (4.32)
Since the partial derivatives of Iνi with respect to t1 and t2 are still given by (4.12), they are equal to 0
at the point qi(0), as in the previous case. Then, by (4.25), (4.26), (4.27), (4.32), and (4.28), we deduce
that
∇ρ(qi(0)) =
(
3
√
3
2
τi, 0, 0
)
. (4.33)
To conclude the study of ρ in this region, we write the Hessian matrix of ρ with respect to νi, t1, t2 , which
still satisfies (4.14). Differentiating (4.15) and using the Euler conditions, the fact that ∇(βi−αi)(0, 0) =
0, φτii (0, 0) = 0 and (4.17), we obtain that (4.16) still holds. Differentiating (4.8) and computing the
result at qi(0), we have that
∂2νiI
νi(qi(0)) =
1
λ
g(0)∂2νi(βi − αi)(0, 0) + g(0)∂2νiσi(0, 0) +
3
2ε
(∂νivi−1(0, 0)− ∂νivi(0, 0)), (4.34)
where we have used in particular that ∂νiσi(0, 0) = 0 by (4.32) and that ∂
2
νiφ
νi
i ≡ 0. In order to compute
the second derivative of βi − αi with respect to the direction νi , we differentiate (4.23) with respect to
x and with respect to y ; using the fact that ∂x(βi − αi)(s, 0) = 0 for every s ≥ 0, we obtain
∂2x(βi − αi)(0, 0) = 0, ∂2xy(βi − αi)(0, 0) =
6
ε
(−1)i+1 λ
g(0)
, (4.35)
∂2y(βi − αi)(0, 0) = −
2
√
3
ε
λ
g(0)
+
√
3(−1)i+1∂2xy(βi − αi)(0, 0) =
4
√
3
ε
λ
g(0)
. (4.36)
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By the relation ∂2νi =
3
4∂
2
x +
√
3
2 (−1)i∂2xy + 14∂2y , it follows that
∂2νi(βi − αi)(0, 0) = −
2
√
3
ε
λ
g(0)
.
Since ∂νihi(0, 0) = 0 by (4.31), from (4.29) we obtain that
∂2νiσi(0, 0) =
1
2
(
g′(0)
φyi (0, 0)
− g(0)
[φyi (0, 0)]
2
∂xφ
y
i (0, 0)
)
∂2νihi(0, 0) =
3
2
g′(0)
g(0)
∂2νihi(0). (4.37)
By differentiating twice with respect to the direction νi the second equality in (3.5), we obtain that
(νxi )
2∂2xψi(x, hi) + 2ν
x
i ∂
2
xsψi(x, hi)∂νihi + ∂
2
sψi(x, hi)(∂νihi)
2 + ∂sψi(x, hi)∂
2
νihi = 0;
since ∂νihi(0, 0) = 0 by (4.31) and ∂
2
xψi(0, 0) = 0 by (3.8), we can conclude that ∂
2
νihi(0, 0) = 0 and
then, by (4.37) also the limit of ∂2νiσi at (0, 0) is equal to 0. Taking (3.17) and (4.34) into account, we
can conclude that
∂2νiI
νi(qi(0)) = −
√
3
2ε
,
i.e., (4.18) is still satisfied. Since it is easy to see that also the other second derivatives of ρ remain
unchanged, we can conclude that the Hessian matrix of ρ with respect to νi, t1, t2 is negative definite at
qi(0).
If the segment joining (x, y, t1, t2) with qi(0) is all contained in Pi , then we consider the Taylor ex-
pansion of second order centred at qi(0) of the function ρ restricted to this segment; since the component
of (x, y) along τi is less or equal than 0, by (4.33) and by the fact that the Hessian matrix of ρ with
respect to νi, t1, t2 is negative definite, we have that there exists δ > 0 such that ρ(x, y, t1, t2) ≤ 1 for
|t1 − ui−1(0, 0)| < δ , |t2 − ui(0, 0)| < δ , provided U is small enough. In the general case, we can find
s ≤ 0, a ∈ R such that the segments joining (x, y) with sτi + aνi , and sτi + aνi with (0, 0) are all
contained in Pi , and |(x, y)− sτi − aνi|/a2 is infinitesimal as a→ 0. Arguing as for the region Ni , this
is enough to obtain the same conclusion. So we have proved that, if ε is small enough, there exists δ > 0
such that
ρ(x, y, t1, t2) ≤ 1 for (x, y) ∈ Pi, |t1 − ui−1(0, 0)| < δ, |t2 − ui(0, 0)| < δ, (4.38)
provided U is sufficiently small.
By (4.22) and (4.38) Step 1 is proved. ✷
5 Estimates for t1 and t2 near u0 and u2
This section is devoted to the proof of the following step.
Step 2.– For a suitable choice of the function f (see (3.2)), there exists δ > 0 such that condition (d)
holds for |t1 − u0(0, 0)| < δ , |t2 − u2(0, 0)| < δ , provided U is small enough.
In order to prove the step, we want to show that the function ρ , introduced at the beginning of Section 4,
is less or equal than 1 in a neighbourhood of the point (0, 0, u0(0, 0), u2(0, 0)). We can assume that
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|t1− u0(0, 0)| ≤ ε , |t2−u2(0, 0)| ≤ ε . Since now the derivatives of ρ may be discontinuous on the curves
{h1 = 0} and {h2 = 0} , we have to consider separately four different cases, one for (x, y) belonging to
each one of the regions N1 ∩N2 , N1 ∩ P2 , N2 ∩ P1 , and P1 ∩ P2 .
Let Ix and Iy be the components of the integral in (4.1) with respect to ex and ey , that are the
tangent and the normal direction, respectively, to the third part of the discontinuity set S0,2 .
Consider first the case (x, y) ∈ P1 ∩ P2 , which is the region containing S0,2 ; as before, we will study
the derivatives of ρ at the points of the form
q0(x) := (x, 0, u0(x, 0), u2(x, 0)), x ≥ 0.
Condition (3.22) implies that ρ(q0(x)) = 1 for every x ≥ 0; we want to prove that
∇ρ(q0(x)) = 0 ∀x ≥ 0 (5.1)
and that the Hessian matrix of ρ with respect to y, t1, t2 is negative definite at qi(0). By the definition
of ρ , it follows that
∇ρ = 1
ρ
(Ix∇Ix + Iy∇Iy).
Since Ix(q0(x)) = 0 and I
y(q0(x)) = 1 for every x ≥ 0, we have that
∇ρ(q0(x)) = ∇Iy(q0(x)).
By (3.16) and by the definition of ϕ in Gi we can write the explicit expression of I
y at the point
(x, y, t1, t2):
Iy = −2(t1 − u0)∂yu0 + 2(t2 − u2)∂yu2 + 1
λ
2∑
i=1
(βi − αi + λ)σiφyi
+
√
3
2v0
(ε2 − (t1 − u0)2) +
√
3
2v2
(ε2 − (t2 − u2)2), (5.2)
and by differentiating with respect to y , we obtain
∂yI
y = 2(∂yu0)
2 − 2(∂yu2)2 − 2(t1 − u0)∂2yu0 + 2(t2 − u2)∂2yu2
+
1
λ
2∑
i=1
[∂y(βi − αi)σiφyi + (βi − αi + λ)∂y(σiφyi )]−
3
4v20
(ε2 − (t1 − u0)2)
+
3
4v22
(ε2 − (t2 − u2)2) +
√
3
v0
(t1 − u0)∂yu0 +
√
3
v2
(t2 − u2)∂yu2. (5.3)
Since in the region P1 ∩ P2 the functions βi − αi coincide with the solutions of the problems (4.23), it
results that ∂y(βi − αi)(x, 0) = 0 for i = 1, 2. Moreover, differentiating (3.11) and the second equality
in (3.3) with respect to y , we have that
∂yσ2(x, y) = −∂yσ1(x,−y), ∂yφy2(x, y) = −∂yφy1(x,−y), (5.4)
and then, using again (3.3) and (3.11),
φy1(x, 0)∂yσ1(x, 0) = −φy2(x, 0)∂yσ2(x, 0), σ1(x, 0)∂yφy1(x, 0) = −σ2(x, 0)∂yφy2(x, 0).
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By the Euler conditions, ∂yu0(x, 0) = ∂yu2(x, 0) = 0 for every x ≥ 0; using all these remarks and (3.20),
we deduce that ∂yI
y(q0(x)) = 0 for every x > 0 and the equality holds also for the trace of ∂yI
y at
q0(0). Since we have that
∂t1I
y = −2∂yu0 −
√
3
v0
(t1 − u0), ∂t2Iy = 2∂yu2 −
√
3
v2
(t2 − u2), (5.5)
by the Euler conditions it follows that ∂t1I
y(q0(x)) = ∂t2I
y(q0(x)) = 0. As I
y(q0(x)) = 1 for every
x ≥ 0, this implies that ∂xIy(q0(x)) = 0. Thus we have obtained equality (5.1).
By (5.1) and (3.22) the Hessian matrix of ρ computed at q0(0) reduces to
∇2y t1t2ρ(q0(0)) = [∇y t1t2Ix ⊗∇y t1t2Ix +∇2y t1t2Iy](q0(0)). (5.6)
As before, we know that
Ix = −2(t1 − u0)∂xu0 + 2(t2 − u2)∂xu2 + 1
λ
2∑
i=1
(βi − αi + λ)σiφxi
− 1
2v0
(ε2 − (t1 − u0)2) + 1
2v2
(ε2 − (t2 − u2)2),
hence, by the Euler condition, the fact that ∂y(βi − αi)(0, 0) = 0 for i = 1, 2, and (3.21), it results that
∂yI
x(q0(0)) =
√
3
2
+
2∑
i=1
∂y(σiφ
x
i )(0, 0) =
√
3
2
+ 2∂yφ
x
1 (0, 0) + 2φ
x
1(0, 0)∂yσ1(0, 0),
where we have also used the first equalities in (3.3) and in (5.4), and the relation ∂yφ
x
2(x, y) = ∂yφ
x
1 (x,−y).
From (4.32) we obtain that
∂yσ1(0, 0) =
3
√
3
2
g′(0)
g(0)
.
Then, using the definition of φx1 and (4.28), we can conclude that
∂yI
x(0, 0) =
√
3
2
− 3g′(0) = 2
√
3. (5.7)
By differentiating (5.3) with respect to y and by using the Euler condition and the fact that ∂y(βi −
αi)(0, 0) = 0 for i = 1, 2, we obtain
∂2yI
y(q0(0)) =
1
λ
2∑
i=1
[∂2y(βi − αi)φyi + ∂2y(σiφyi )](0, 0) +
3
√
3
2ε
.
Equality (4.36) implies that
1
λ
2∑
i=1
[∂2y(βi − αi)σiφyi ](0, 0) =
4
√
3
ε
. (5.8)
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In order to write explicitly ∂2yσi at (0, 0), we differentiate the y -component in (4.29) with respect to y
and we pass to the limit, taking into account that ∂yhi(0) = (−1)i+1
√
3 by (4.31):
∂2yσ1(0, 0) =
3
2
p′(0) +
1
2
p(0)∂2yhi(0).
By differentiating with respect to y the second equality in (4.30), we obtain that
∂2yh1(0, 0) = −(∂yh1(0, 0))2
∂2sψ1(0, 0)
∂sψ1(0, 0)
= 0,
where the last equality follows by (3.9). Since
p′(0) = 2
g′′(0)
g(0)
+ 3
[g′(0)]2
g2(0)
− 4∂
2
xφ
y
1(0, 0)
g(0)
, (5.9)
while
∂2xφ
y
1(0, 0) = −
3
√
3
8
f ′′(0) +
1
8
g′′(0), ∂2yφ
y
1(0, 0) = −
√
3
8
f ′′(0) +
3
8
g′′(0), (5.10)
and g′′(0) = −√3/(2ε), we can write that
1
λ
2∑
i=1
(βi − αi + λ)∂2y(σiφyi )(0, 0) = (2φy1∂2yσ1 + 4∂yσ1∂yφy1 + 2∂2yφy1)(0, 0)
= 2
√
3f ′′(0) + 3g′′(0)
= 2
√
3f ′′(0)− 3
√
3
2ε
. (5.11)
Substituting (5.8) and (5.11) in the expression of ∂2yI
y , we find that
∂2yI
y(q0(0)) = 2
√
3f ′′(0) +
4
√
3
ε
. (5.12)
From (5.6), (5.7), and (5.12), we finally obtain that
∂2yρ(q0(0)) = [∂yI
x(q0(0))]
2 + ∂2yI
y(q0(0)) = 12 +
4
√
3
ε
+ 2
√
3f ′′(0). (5.13)
As in the previous step, we can compute explicitly the other elements of the Hessian matrix of ρ and we
find that
det
(
∂2yρ ∂
2
yt1ρ
∂yt1ρ ∂
2
t1ρ
)
(q0(0)) = −6
ε
f ′′(0)− 12
√
3
ε
− 12
ε2
− 4(∂2yu0(0, 0))2,
det∇2y t1t2ρ(q0(0)) =
6
√
3
ε2
f ′′(0) +
36
ε2
+
12
√
3
ε3
+
4
√
3
ε
[(∂2yu0(0, 0))
2 + (∂2yu2(0, 0))
2].
If we impose the following condition on the second derivative of f at 0:
f ′′(0) < −2
√
3− 2
ε
− 2ε
3
[(∂2yu0(0, 0))
2 + (∂2yu2(0, 0))
2], (5.14)
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then the Hessian matrix of ρ is negative definite at q0(0).
To conclude, we restrict ρ to the segment joining (x, y, t1, t2) with q0(x) and we write its Taylor
expansion of second order centred at q0(x); using (5.1) and choosing f satisfying (5.14) (so that the
Hessian matrix of ρ is negative definite at q0(0), and then by continuity in a small neighbourhood), we
obtain that there exists δ > 0 such that
ρ(x, y, t1, t2) ≤ 1 for (x, y) ∈ P1 ∩ P2, |t1 − u0(0, 0)| < δ, |t2 − u2(0, 0)| < δ, (5.15)
provided U is sufficiently small.
Let us consider the set N1 ∩ N2 : in this region σ1 = σ2 = 1, while the functions βi − αi coincide
with the solutions of the problems (4.9). By (3.22) the gradient of ρ at the point q0(0) is given by
∇ρ(q0(0)) = ∇Iy(q0(0)). (5.16)
By (5.2) we derive the explicit expression for the gradient of Iy with respect to x, y ; using the Euler
condition, the fact that ∇(βi − αi)(0, 0) = 0, the constancy of σi and the equality
∇v0(x, y) +∇v2(x, y) = −ex ∀(x, y) ∈ U, (5.17)
we obtain that
∇xyIy(q0(0)) =
2∑
i=1
∇φyi (0, 0) +
√
3
2
ex = −1
2
g′(0)ex +
√
3
2
ex =
3
√
3
4
ex.
Since the partial derivatives of Iy with respect to t1 and t2 are still given by (5.5), they are equal to 0
at q0(0), as in the previous case. Therefore, we have that
∇ρ(q0(0)) =
(
3
√
3
4
ex, 0, 0
)
. (5.18)
If (x, y) 6= (0, 0) belongs to N1 ∩ N2 and the segment joining (x, y) with (0, 0) is all contained in
N1∩N2 , then by the Mean Value Theorem, (5.18) and the fact that x is strictly negative, we can conclude
that there exists δ > 0 such that
ρ(x, y, t1, t2) ≤ 1 for |t1 − u0(0, 0)| < δ, |t2 − u2(0, 0)| < δ, (5.19)
provided U is sufficiently small. If the segment joining (x, y) with (0, 0) is not contained in N1∩N2 , then
we can find a regular curve connecting (x, y) and (0, 0), along which we can repeat the same estimate
as above.
At last consider the set N2 ∩ P1 , since the case N1 ∩ P2 is completely analogous. In this region, σ1
is defined by (4.24), while σ2 is identically equal to 1; the function β1 − α1 coincides with the solution
of the problem (4.23) for i = 1, while β2−α2 with the one of (4.9) for i = 2. Equality (5.16) still holds,
as well as the fact that ∇(βi − αi)(0, 0) = (0, 0) for all i ; since ∇σ1 is given by the formula (4.32) and
∇σ2 ≡ 0, by (3.2), (4.28), (5.2), and (5.17) we have that
∇xyIy(q0(0)) =
2∑
i=1
∇φyi (0, 0) + φy1(0, 0)∇σ1(0, 0) +
√
3
2
ex
=
3
√
3
4
(ex + τ1) = −3
√
3
4
τ2,
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hence
∇ρ(q0(0)) =
(
−3
√
3
4
τ2, 0, 0
)
.
Since the gradient of ρ vanishes along the direction (ν2, 0, 0), we need to compute the Hessian matrix of
ρ with respect to ν2, t1, t2 at the point q0(0); from the equality ∇ν2t1t2Iy(q0(0)) = 0, we have that
∇2ν2t1t2ρ(q0(0)) = [∇ν2t1t2Ix ⊗∇ν2t1t2Ix +∇2ν2t1t2Iy](q0(0)). (5.20)
Using the fact that ∇u0(0, 0) = ∇u2(0, 0) = 0 and ∇(βi − αi)(0, 0) = 0, we obtain
∂ν2I
x(q0(0)) =
2∑
i=1
∂ν2φ
x
i (0, 0) + ∂ν2σ1(0, 0)φ
x
1(0, 0) +
1
2
∂ν2(v0 − v2)
= ∂yφ
x
1(0, 0)−
9
4
g′(0) +
√
3
4
=
√
3,
where the second equality follows from (4.32) and from the fact that ∂ν2φ
x
1 + ∂ν2φ
x
2 = ∂yφ
x
1 at (0, 0).
If we differentiate (5.2) twice with respect to the direction ν2 and we compute the result at the point
q0(0), we obtain
∂2ν2I
y(0, 0) =
(
1
λ
2∑
i=1
∂2ν2(βi − αi)σiφyi +
2∑
i=1
∂2ν2φ
y
i + ∂
2
ν2σ1φ
y
1 + 2∂ν2σ1∂ν2φ
y
1
)
(0, 0) +
3
√
3
4ε
. (5.21)
From (4.35) and (4.36), and from (4.19) it follows respectively that
∂2ν2(β1 − α1)(0, 0) =
4
√
3
ε3
λ
g(0)
, ∂2ν2(β2 − α2)(0, 0) = −
2
√
3
ε
λ
g(0)
. (5.22)
Since by (4.29) we have that ∂ν2σ1(x, y) =
1
2p(h1(x, y))∂ν2h1(x, y), then
∂2ν2σ1(0, 0) =
1
2
p′(0)(∂ν2h1(0, 0))
2 +
1
2
p(0)∂2ν2h1(0, 0).
Some easy computations show that ∂2ν2h1(0, 0) = 0; using (4.31) it results that
∂2ν2σ1(0, 0) =
3
2
p′(0) =
9
2
[g′(0)]2
g2(0)
+
9
4
√
3
f ′′(0)
g(0)
, (5.23)
where the last equality follows by (5.9) and by the first equality in (5.10). At last, by using (3.3) and
(5.10), we obtain that
2∑
i=1
∂2ν2φ
y
i (0, 0) =
3
4
∂2xφ
y
1(0, 0) +
1
4
∂2yφ
y
1(0, 0) = −
5
8
√
3f ′′(0) +
3
8
g′′(0), (5.24)
and by substituting (5.22), (5.23), and (5.24) in (5.21), we deduce that
∂2ν2I
y(q0(0)) =
√
3
2
f ′′(0) +
√
3
ε
,
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hence
∂2ν2ρ(q0(0)) = 3 +
√
3
ε
+
√
3
2
f ′′(0).
By differentiating (5.5) with respect to ν2 and by (5.20), we obtain
∂2ν2t1ρ(q0(0)) = −2∂ν2∂yu0(0, 0) = −∂2yu0(0, 0), ∂2ν2t2ρ(q0(0)) = 2∂ν2∂yu2(0, 0) = ∂2yu2(0, 0).
At this point, it is easy to see that, if f satisfies the condition
f ′′(0) < −2
√
3− 2
ε
− ε
6
[(∂2yu0(0, 0))
2 + (∂2yu2(0, 0))
2] (5.25)
then the Hessian matrix of ρ with respect to ν2, t1, t2 is negative definite at the point q0(0). Arguing
as for the region Pi in the previous section, it can be proved that, if f satisfies (5.25), then there exists
δ > 0 such that
ρ(x, y, t1, t2) ≤ 1 for (x, y) ∈ N2 ∩ P1, |t1 − u0(0, 0)| < δ, |t2 − u2(0, 0)| < δ, (5.26)
provided U is sufficiently small.
Since condition (5.14) implies (5.25), if we require that (5.14) holds, then by (5.15), (5.19), and (5.26),
we can conclude that Step 2 is true. ✷
6 Proof of condition (d)
In this section we complete the proof of condition (d). To this aim it is enough to check condition (d) in
the three cases studied in the following step, as it will be clear at the end of the section.
Step 3.– If ε is sufficiently small, δ ∈ (0, ε), and U is sufficiently small, condition (d) is true for t1 ≤ t2
whenever one of the following three conditions is satisfied:
1) |t1 − u0(0, 0)| ≥ δ and |t1 − u1(0, 0)| ≥ δ ;
2) |t2 − u1(0, 0)| ≥ δ and |t2 − u2(0, 0)| ≥ δ ;
3) |t1 − u0(0, 0)| ≥ δ and |t2 − u2(0, 0)| ≥ δ .
Let us fix δ ∈ (0, ε) and set
M1(x, y) := max{|I(x, y, t1, t2)| : u0(x, y)− ε ≤ t1 ≤ t2 ≤ u2(x, y) + ε,
|t1 − u0(0, 0)| ≥ δ, |t1 − u1(0, 0)| ≥ δ}.
It is easy to see that the function M1 is continuous. Let us prove that M1(0, 0) < 1. For simplicity of
notation, from now on we will denote I(0, 0, t1, t2) simply by I(t1, t2) and ui(0, 0) by ui .
Let t1, t2 be such that u0 − ε ≤ t1 ≤ t2 ≤ u2 + ε with |t1 − u0| ≥ δ and |t1 − u1| ≥ δ . Suppose
furthermore that |t1 − u1| ≤ ε ; then, we can write
I(t1, t2) = I(t1, u1) + I(u1, u2) + I(u2, t2),
I(u2, t2) = I(u2, t2 ∨ (u2 − ε)) + I(u2 − ε, t2 ∧ (u2 − ε)).
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Therefore, we have
I(t1, t2) = I(t1, u1) + I(u1, u2) + I(u2, t2 ∨ (u2 − ε))− I(t2 ∧ (u2 − ε), u2 − ε). (6.1)
From the definition of ϕ in G1, G2 it follows that
I(s1, u1) = −1
ε
(s1 − u1)2ex for |s1 − u1| ≤ ε,
I(u2, s2) =
1
ε
(s2 − u2)2τ1 for |s2 − u2| ≤ ε; (6.2)
using condition (e), we have that
I(t1, u1) + I(u1, u2) + I(u2, t2 ∨ (u2 − ε)) ∈ ν2 − δ
2
ε
ex +R1, (6.3)
where R1 is the parallelogram spanned by the vectors ετ1 and −
(
ε− δ2ε
)
ex . Let C be the intersection
of the half-plane {(x, y) ∈ R2 : ν2·(x, y) ≥ 1−
√
3ε} with the open ball centred at 0 with radius 1; some
elementary geometric considerations show that
ν2 − δ
2
ε
ex +R1 ⊂ C. (6.4)
If Ti is the segment joining 0 with g(0)νi , then from the definition of ϕ in Ki , it follows that
I(ui−1 + ε, ui − ε) = g(0)νi, (6.5)
and
I(s1, s2) ∈ Ti (6.6)
for ui−1 + ε ≤ s1 ≤ s2 ≤ ui − ε , i = 1, 2. Let D := −T2 ; from (6.1), (6.3), (6.4), and (6.6), we deduce
that
I(t1, t2) ∈ C +D;
since g(0) = 1 − √3ε , the set C + D is contained in the open ball centred at 0 with radius 1. This
concludes the proof when |t1 − u1| ≤ ε .
If |t2 − u1| ≤ ε , we consider the decomposition
I(t1, t2) = I(t1, u0) + I(u0, u1) + I(u1, t2),
I(t1, u0) = I(t1 ∧ (u0 + ε), u0) + I(t1 ∨ (u0 + ε), u0 + ε),
and the proof is completely analogous.
When |t1 − u1| > ε and |t2 − u1| > ε , we can write
I(t1, t2) = I(t1, u0) + I(u0, u2) + I(u2, t2),
I(t1, u0) = I(t1 ∧ (u0 + ε), u0) + I(t1 ∨ (u0 + ε), u0 + ε),
I(u2, t2) = I(u2, t2 ∨ (u2 − ε)) + I(u2 − ε, t2 ∧ (u2 − ε));
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therefore, we have
I(t1, t2) = I(t1 ∧ (u0 + ε), u0) + I(u0, u2) + I(u2, t2 ∨ (u2 − ε))
+ I(t1 ∨ (u0 + ε), t2 ∧ (u2 − ε))− I(u0 + ε, u2 − ε). (6.7)
Since from the definition of ϕ in G0 it follows that
I(s0, u0) = −1
ε
(s0 − u0)2τ2 for |s0 − u0| ≤ ε, (6.8)
using condition (e) and (6.2), we have that
I(t1 ∧ (u0 + ε), u0) + I(u0, u2) + I(u2, t2 ∨ (u2 − ε)) ∈ ey − δ
2
ε
τ2 +R2, (6.9)
where R2 is the parallelogram spanned by the vectors ετ1 and −
(
ε− δ2ε
)
τ2 . Let E be the parallelogram
having as consecutive sides T1 and T2 , and let F be the set E − g(0)ey ; as I(u1 − ε, u1 + ε) = 0, from
(6.5) it follows that
I(u0 + ε, u2 − ε) = g(0)ey = (1−
√
3ε)ey, (6.10)
and from (6.6),
I(s1, s2) ∈ E (6.11)
for every u0 + ε ≤ s1 ≤ s2 ≤ u2 − ε , with |s1 − u1| > ε and |s2 − u1| > ε . From (6.7), (6.9), (6.10),
(6.11), we obtain that
I(t1, t2) ∈ ey − δ
2
ε
τ2 +R2 + F.
The set ey − δ2ε τ2 +R2 + F is a polygon, since it is the sum of two polygons, and it is possible to prove
that, if ε <
√
3, its vertices are all contained in the open ball with centre 0 and radius 1. Then, under
this condition, the whole set ey − δ2ε τ2 +R2 +F is contained in this ball; this concludes the proof of the
inequality M1(0, 0) < 1.
By continuity, choosing U small enough, we obtain that M1(x, y) < 1 for every (x, y) ∈ U , which
proves 1).
To prove 2) and 3), we define analogously
M2(x, y) := max{|I(x, y, t1, t2)| : u0(x, y)− ε ≤ t1 ≤ t2 ≤ u2(x, y) + ε,
|t2 − u1(0, 0)| ≥ δ, |t2 − u2(0, 0)| ≥ δ},
M3(x, y) := max{|I(x, y, t1, t2)| : u0(x, y)− ε ≤ t1 ≤ t2 ≤ u2(x, y) + ε,
|t1 − u0(0, 0)| ≥ δ, |t2 − u2(0, 0)| ≥ δ}.
It is easy to see that the functions M2 and M3 are continuous and, arguing as in the case of M1 , we can
prove that M2(0, 0) < 1 and M3(0, 0) < 1, which yield 2) and 3) by continuity. ✷
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Conclusion.– As in Step 3, we simply write ui instead of ui(0, 0). Let us show that, if f satisfies
(5.14), and ε and U are sufficiently small, then condition (d) is true for u0(x, y)−ε ≤ t1 < t2 ≤ u2(x, y)+ε
and in fact for every t1, t2 ∈ R , since ϕxy(x, y, z) = 0 for z ≤ u0(x, y)− ε and for z ≥ u2(x, y) + ε .
We start by considering the case |t1− u0| < δ . If |t2− u1| < δ , the conclusion follows from Step 1. If
|t2− u1| ≥ δ , the result is a consequence of Step 2 when |t2− u2| < δ , and of Step 3.2) in the other case.
We consider now the case |t1 − u0| ≥ δ . If |t1 − u1| ≥ δ , the conclusion follows from Step 3.1). If
|t1− u1| < δ , the result is a consequence of Step 1 when |t2− u2| < δ , and of Step 3.3) in the other case.
This concludes the proof of condition (d) and then, of Theorem 1.1 in the case u0 symmetric. ✷
7 The antisymmetric case
In this section we show how the construction of the calibration for ui symmetric can be adapted to the
antisymmetric case.
If the function u0 is antisymmetric with respect to the bisecting line of A0 , then the reflection of u0
with respect to the S0,1 and to S0,2 provides an extension of u0 , which is harmonic only on Ω\S1,2 and
which is multi-valued on S1,2 , since the traces of the tangential derivatives of u0 on S1,2 have different
signs. Since u1, u2 coincide, up to the sign and to additive constants, with the reflections of u0 with
respect to S0,1 and S0,2 , respectively, they are antisymmetric with respect to the bisecting line of A1
and A2 , respectively, and then, their extensions by reflection are harmonic only on Ω\S0,2 and Ω\S0,1 ,
respectively.
The calibration ϕ can be defined as before, just replacing the sets G0, G1, G2 with
G˜0 = {(x, y, z) ∈ (U \ S1,2)×R : u0(x, y)− ε < z < u0(x, y) + ε},
G˜1 = {(x, y, z) ∈ (U \ S0,2)×R : u1(x, y)− ε < z < u1(x, y) + ε},
G˜2 = {(x, y, z) ∈ (U \ S0,1)×R : u2(x, y)− ε < z < u2(x, y) + ε},
and the sets H1, H2 with
H˜1 = {(x, y, z) ∈ (U \ (S1,2 ∪ S0,2))×R : l1 + λ/2 < z < l1 + 3λ/2},
H˜2 = {(x, y, z) ∈ (U \ (S0,1 ∪ S0,2))×R : l2 + λ/2 < z < l2 + 3λ/2}.
Since u0 is harmonic in Ω \ S1,2 , the field ϕ is divergence free in G˜0 by Lemma 2.2. Moreover, the
normal component of ϕ is continuous across the boundary of G0 since ∂ν2u0 = ∂ν2v0 = 0 on S1,2 . The
same argument works for the sets G˜1, G˜2 . By the harmonicity of u0 and u1 , the field is divergence free
in H˜1 and the normal component of ϕ is continuous across the boundary of H1 since ∂ν2u0 = 0 on S1,2
and ∂yu1 = 0 on S0,2 . Therefore, condition (a) is still satisfied in the sense of distributions on U×R .
It is easy to see that conditions (b), (c), and (e) are satisfied.
The proof of Step 1, Step 2, and Step 3 can be easily adapted; indeed, even if now the function
|I(x, y, t1, t2)| may present some discontinuities when (x, y) ∈ Si,j , we can write U as the union of
finitely many Lipschitz open subsets Ui such that |I| is C2(Ui×R2) and study the behaviour of |I|
separately in each Ui . So, it results that also condition (d) is true. ✷
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