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The differential cross section for isolated-photon production in pp collisions is measured at a
centre-of-mass energy of 13 TeV with the ATLAS detector at the LHC using an integrated
luminosity of 36.1 fb−1. The differential cross section is presented as a function of the
photon transverse energy in different regions of photon pseudorapidity. The differential cross
section as a function of the absolute value of the photon pseudorapidity is also presented
in different regions of photon transverse energy. Next-to-leading-order QCD calculations
from Jetphox and Sherpa as well as next-to-next-to-leading-order QCD calculations from
Nnlojet are compared with the measurement, using several parameterisations of the proton
parton distribution functions. The predictions provide a good description of the data within
the experimental and theoretical uncertainties.
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1 Introduction
Prompt photons with large transverse momenta constitute colourless probes of the hard interaction and
their production in proton–proton collisions, pp→ γ + X, provides a testing ground for perturbative QCD
(pQCD). Prompt photons are defined as those that are not secondaries from hadron decays. Prompt-photon
production is understood to proceed via two processes: the one in which the photon arises directly from the
hard interaction (the direct-photon process) and the one in which the photon is emitted in the fragmentation
of a high transverse momentum (pT) parton (the fragmentation-photon process) [1, 2].
In proton–proton collisions, due to the abundance of photons from neutral-hadron decays and the contribu-
tion from the fragmentation process, prompt-photon production is studied by requiring the photons to be
isolated. Measurements of inclusive isolated-photon production in pp collisions at centre-of-mass energies
(
√
s) of 7, 8 and 13 TeV are available from the ATLAS [3–5] and CMS [6, 7] collaborations.
At the LHC the dominant contribution to prompt-photon production arises from the qg→ qγ process. As
a consequence, the production is sensitive to the gluon density in the proton [8–10] even at leading order
(LO) in pQCD. A recent study [11] has included the ATLAS measurement of inclusive isolated-photon
production at 8 TeV [4] in a next-to-next-to-leading-order (NNLO) QCD fit to obtain the parton distribution
functions (PDF) of the proton. The inclusion of the ATLAS data leads to a reduction in the gluon density
uncertainties [11].
Measurements of inclusive prompt-photon production also provide benchmarks to use in investigating
novel approaches to parton radiation [12], next-to-leading-order (NLO) QCD corrections with matched
parton showers [13], the relevance of threshold logarithms in QCD and electroweak corrections [14] and
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NNLO QCD corrections [15–17]. More specifically, the production of prompt photons, which is less sens-
itive to hadronisation effects than that of jets, can be used to pursue an alternative QCD description based
on the kT factorisation approach combining off-shell amplitudes and transverse-momentum-dependent
parton densities [12]. The prompt-photon data allow the investigation of the fragmentation contribution,
which can be done either via fragmentation functions or through the inclusion of parton showers [13].
Electroweak corrections are likely to play an important role at the TeV scale and, thereby, measurements at
photon transverse energies in that region would help to unveil such phenomena [14]. The prompt-photon
measurements at the LHC are characterised by small uncertainties that demand precise theoretical predic-
tions, e.g. those from NNLO QCD calculations [15–17], in order to fully exploit these data. Measurements
involving isolated photons have also been used to constrain the contributions from new light scalar particles
decaying into a photon pair [18].
This paper presents a measurement of isolated prompt-photon production in pp collisions at
√
s = 13 TeV
with the ATLAS detector at the LHC using an integrated luminosity of 36.1 fb−1. The differential cross
section as a function of the photon transverse energy1 (EγT) is measured in different regions of the photon
pseudorapidity (ηγ) for EγT > 125 GeV and |ηγ| < 2.37, excluding the region 1.37 < |ηγ| < 1.56. In
addition, the double-differential cross section as a function of |ηγ| in different regions of EγT is also
presented. The results are based on a data sample with a more than ten-fold increase in statistics relative to
the previous study [5]. The measurement presented here is found to be consistent with the previous one in
the overlapping kinematic regions. This increase in statistics allows improvements in the calibration of
the photon energy and reductions in the experimental systematic uncertainties affecting the cross-section
measurement, as well as an extension of the coverage in EγT to higher values than previously measured.
In this analysis, the region where the measurement is limited by systematic uncertainties is extended to
EγT ∼ 1 TeV, beyond what was achieved in the previous measurement. The NLO QCD predictions of
Jetphox [19, 20] and Sherpa [21] based on several parameterisations of the PDFs are compared with the
measurement. The NNLO QCD prediction of Nnlojet [16], which has significantly reduced uncertainties
due to fewer missing higher-order terms, is also confronted with the data.
2 ATLAS detector
The ATLAS detector [22–24] is a multipurpose detector with a forward–backward symmetric cylindrical
geometry. It consists of an inner tracking detector surrounded by a thin superconducting solenoid, electro-
magnetic and hadronic calorimeters, and a muon spectrometer incorporating three large superconducting
toroid magnets. The inner-detector system is immersed in a 2 T axial magnetic field and provides
charged-particle tracking in the range |η| < 2.5. The high-granularity silicon pixel detector is closest to
the interaction region and provides four measurements per track. The pixel detector is followed by the
silicon microstrip tracker, which typically provides four three-dimensional space point measurements per
track. These silicon detectors are complemented by the transition radiation tracker, which enables radially
extended track reconstruction up to |η| = 2. The calorimeter system covers the range |η| < 4.9. Within
the region |η| < 3.2, electromagnetic (EM) calorimetry is provided by barrel and endcap high-granularity
lead/liquid-argon (LAr) calorimeters, with an additional thin LAr presampler covering |η| < 1.8 to correct
1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points
upwards. Cylindrical coordinates (r, φ) are used in the transverse plane, φ being the azimuthal angle around the z-axis. The
transverse energy is defined as ET = E sin θ, where E is the energy and θ is the polar angle. The pseudorapidity is defined as
η = − ln tan(θ/2) and the angular distance is measured in units of ∆R ≡ √(∆η)2 + (∆φ)2.
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for energy loss in material upstream of the calorimeters; for |η| < 2.5, the EM calorimeter is divided into
three layers in depth. Hadronic calorimetry is provided by a steel/scintillator-tile calorimeter, segmented
into three barrel structures within |η| < 1.7, and two copper/LAr hadronic endcap calorimeters, which
cover the region 1.5 < |η| < 3.2. The solid-angle coverage is completed out to |η| = 4.9 with forward
copper/LAr and tungsten/LAr calorimeter modules, which are optimised for EM and hadronic measure-
ments, respectively. Events are selected using a first-level trigger implemented in custom electronics,
which reduces the maximum bunch crossing rate of 40 MHz to a design value of 100 kHz using a subset of
detector information. Software algorithms with access to the full detector information are then used in the
high-level trigger to yield a recorded event rate of about 1 kHz [25].
3 Data sample and Monte Carlo simulations
The data used in this analysis were collected with the ATLAS detector during the proton–proton collision
running periods of 2015 and 2016, when the LHC operated at a centre-of-mass energy of
√
s = 13 TeV.
Only events taken during stable beam conditions and satisfying detector- and data-quality requirements,
which include the calorimeters and inner tracking detectors being in nominal operation, are considered. In
the collected data sample the average number of pp interactions per bunch crossing is 24, while the total
integrated luminosity is 36.1 ± 0.8 fb−1 out of which 3.22 ± 0.07 fb−1 corresponds to the 2015 running
period. The uncertainty in the combined 2015–2016 integrated luminosity is 2.1% [26], obtained using the
LUCID-2 detector [27] for the primary luminosity measurements.
The simulated events were produced using MC event generators and were passed through the Geant4-
based [28] ATLAS detector and trigger simulation programs [29]. They are reconstructed and analysed
with the same programs chain as the data.
Simulated signal samples. Samples of prompt-photon events were generated using the programs Pythia
8.186 [30] and Sherpa 2.1.1 [21] to study the characteristics of signal events. In both cases, the event
generation was performed using tree-level matrix elements, with the inclusion of initial- and final-state
parton showers. Fragmentation into hadrons is described by the Lund string model [31] in the case of
Pythia and by a modified version of the cluster model [32] in the case of Sherpa. The proton’s structure
was parameterised by the LO NNPDF2.3 [33] PDF set for Pythia and by the NLO CT10 [34] PDF set
for Sherpa. All samples include a simulation of the underlying event (UE), with parameter values set
according to the ATLAS 2014 tune series (A14 tune) for Pythia [35] or to the tune developed by the
authors of Sherpa for use in conjunction with the NLO CT10 PDF set. The Pythia simulation of the
signal includes LO photon-plus-jet events from direct processes (the hard subprocesses qg → qγ and
qq¯ → gγ, called the ‘hard’ component) and photon bremsstrahlung in LO QCD dijet events (called the
‘bremsstrahlung’ component). The bremsstrahlung component is modelled by final-state QED radiation
arising from calculations of all 2 → 2 QCD processes. The Sherpa samples were generated with LO
matrix elements for photon-plus-jet final states with up to three additional partons (2→ n processes with n
from 2 to 5); the matrix elements were merged with the Sherpa parton shower using the ME+PS@LO
prescription [36]. The bremsstrahlung component is accounted for in Sherpa through the matrix elements
of 2 → n processes with n ≥ 3. In the generation of the Sherpa samples, a requirement on the photon
isolation at the matrix-element level is imposed using the criterion defined in Ref. [37]. This criterion,
commonly called Frixione’s criterion, requires the total transverse energy inside a cone of size r in the η–φ
plane around the generated final-state photon, excluding the photon itself, to be below a certain threshold,
EmaxT (r) = E
γ
T((1 − cos r)/(1 − cosR))n, for all r < R, where R is the maximal cone size, n is the power
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and  is a constant such that EγT represents the threshold for r = R. The parameters for the threshold are
chosen to be R = 0.3, n = 2 and  = 0.025. The criterion is applied to avoid divergencies in the matrix
elements when the photon is collinear with a parton.
Simulated background samples. The main background to isolated-photon events arises from jets misid-
entified as photons. This background is subtracted using a data-driven technique, which is described
in Section 5; thus, no MC sample is used to simulate this background. The background from elec-
trons or positrons misidentified as photons is evaluated using MC samples generated with the program
Sherpa 2.2.1 [21, 38–42]. The pp→ Z/γ∗ → e+e− + X and pp→ W → eν + X processes were generated
with matrix elements calculated for up to two additional partons at NLO and up to four partons at LO. The
NNLO NNPDF3.0 PDF set [43] was used in conjunction with a dedicated set of parton-shower-generator
parameter values (tune) developed by the Sherpa authors.
Simulation of pile-up. Pile-up from additional pp collisions in the same and neighbouring bunch crossings
was simulated by overlaying each MC event with a variable number of simulated inelastic pp collisions
generated using Pythia 8.186 with the ATLAS set of tuned parameters for minimum-bias events (A2
tune) [44] and the MSTW2008LO PDF set [45]. The MC events are weighted (‘pile-up reweighting’) to
reproduce the distribution of the average number of interactions per bunch crossing observed in the data.
4 Event selection
Events were recorded using a single-photon trigger with a transverse energy threshold of 120 GeV
(140 GeV) for the 2015 (2015 and 2016) data-taking period2 and ‘loose’ photon identification require-
ments [25, 46].3 Events are required to contain at least one reconstructed proton–proton interaction vertex.
The vertex with the highest sum of the p2T of the associated tracks is selected as the primary vertex.
Photon candidates are reconstructed from clusters of energy deposited in the EM calorimeter and clas-
sified [46] as unconverted photon candidates (clusters without a matching track or without a matching
reconstructed conversion vertex in the inner detector) or converted photon candidates (clusters with a
matching reconstructed conversion vertex or a matching track consistent with originating from a photon
conversion). The main background in the prompt-photon production measurement comes from an energetic
pi0 or η meson which is misidentified as a photon because it decays into an almost collinear photon pair.
Such energetic pi0 or η mesons are produced copiously inside jets. This background is reduced by the
photon identification criteria and by requiring the photon candidate to be isolated. Photon candidates
are identified by using variables that characterise the lateral and longitudinal electromagnetic shower
development in the EM calorimeter and the energy fraction leaking into the hadronic calorimeter. Tight
requirements are imposed on the shower shapes in the second layer and in the finely segmented first layer of
the EM calorimeter as well as on the energy deposited in the hadronic calorimeter [46]. These requirements
are optimised separately for unconverted and converted photon candidates and ensure the compatibility of
the measured shower profile with that originating from a single photon impacting the calorimeter. Small
differences in the average values of the shower-shape variables between data and simulation are observed
and corrected for in simulated events prior to the application of the photon identification criteria. Three
data-driven methods based on radiative Z decays, electron extrapolation and an inclusive sample of photon
2 The single-photon trigger with the threshold of 120 GeV was kept unprescaled during 2015 whereas it had to be prescaled
during 2016 due to the increase in instantaneous luminosity.
3 The discriminating variables used for ‘loose’ and ‘tight’ photon identification can be found in Table 1 of Ref. [46].
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candidates [46] are used to measure the efficiency of the tight identification criteria. The results of the
three methods agree in the overlapping kinematic regions and the measured efficiencies are above 90%
(95%) for unconverted (converted) photon candidates with EγT > 125 GeV. Efficiency scale factors are
evaluated as the ratios of the measured efficiencies to the efficiencies obtained in simulation and are applied
to photon candidates in simulated events. The resulting efficiency scale factors are compatible with unity
and have uncertainties in the range 1%–3%, depending on EγT and η
γ.
The photon isolation requirement is based on the amount of transverse energy (EisoT ) inside a cone of size
∆R = 0.4 around the photon candidate, excluding an area of size ∆η × ∆φ = 0.125 × 0.175 centred on
the barycentre of the photon cluster. The measured value of EisoT is computed from topological clusters
of calorimeter cells [47] and is corrected for the expected leakage of the photon energy into the isolation
cone as well as for the contributions from the UE and pile-up [48, 49]. The correction to EisoT from the
combined effect of the UE and pile-up is evaluated using the jet-area method [50, 51] on an event-by-event
basis and is typically 3.5 GeV (1.3 GeV) in the region |ηγ| < 1.37 (1.56 < |ηγ| < 2.37). In simulated events,
EisoT is adjusted so that the peak position in the E
iso
T distribution coincides in data and simulation. After the
corrections, EisoT is required to be less than E
iso
T,cut ≡ 4.2 × 10−3 × EγT + 4.8 GeV [4].
The calibration of the photon energy in the calorimeter accounts for upstream energy loss as well as lateral
and longitudinal leakages. The procedure used for photon energy calibration in Run 1 [52] is employed
here, optimised for the detector configuration in Run 2 [53]. The energy of the cluster of calorimeter cells
associated with the photon candidate is corrected using a combination of simulation-based and data-driven
calibration factors determined from Z → e+e− events collected during the 2015 and 2016 data-taking
periods. The calibration is performed separately for converted and unconverted candidates. The uncertainty
in the photon energy scale at EγT = 125 GeV varies in the range 0.4%–3.1% (0.4%–2.7%) for unconverted
(converted) candidates depending on |ηγ|.
Events with at least one photon candidate with calibrated EγT above 125 GeV and |ηγ| < 2.37 are selected.
Candidates in the region 1.37 < |ηγ| < 1.56, which includes the transition region between the barrel and
endcap calorimeters, are not considered. Photon candidates with 125 < EγT < 150 GeV (E
γ
T > 150 GeV)
are selected from the 2015 (2015 and 2016) data-taking period.
If an event contains more than one photon candidate satisfying the selection criteria above, only the
highest-EγT (leading) photon is considered for further study. The total number of selected events with
a photon candidate with EγT > 150 GeV (125 < E
γ
T < 150 GeV) is 7 012 797 (650 410). The kinematic
requirements and the number of selected events in data in each |ηγ| region are summarised in Table 1.
Each region in |ηγ| is divided into 16 bins of EγT starting at EγT = 125 GeV and ending at 2500 GeV. The
binning is given by the following array of values of EγT (in units of GeV): 125, 150, 175, 200, 250, 300,
350, 400, 470, 550, 650, 750, 900, 1100, 1500, 2000 and 2500. Some of the high-EγT bins are not measured
depending on the |ηγ| region.
5 Background evaluation and signal extraction
After the event selection described above, there is a residual background contribution from jets misidentified
as photons. This background is evaluated bin-by-bin using a data-driven technique [4, 5] and subtracted
to obtain the signal yield. For this purpose, a two-dimensional sideband method is applied, based on a
plane formed by the variable EisoT and the photon identification criteria. A photon candidate that fulfils
the tight identification criteria is classified as ‘tight’; the requirements are described in Ref. [46]. A
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Table 1: Definition of the phase-space region for the measurement and predictions. The (next-to) last row indicates
the number of data events selected in each |ηγ| region for EγT > 150 GeV (125 < EγT < 150 GeV). For 125 < EγT <
150 GeV only data from the 2015 running period are used while for EγT > 150 GeV data from the 2015 and 2016
running periods are used.
Phase-space region
Requirement on EγT E
γ
T > 125 GeV
Isolation requirement EisoT < 4.2 × 10−3 × EγT + 4.8 GeV
Requirement on |ηγ| |ηγ| < 0.6 0.6 < |ηγ| < 1.37 1.56 < |ηγ| < 1.81 1.81 < |ηγ| < 2.37
Number of events with
125 < EγT < 150 GeV 182 754 248 538 74 405 144 713
Number of events with
EγT > 150 GeV 2 030 144 2 696 077 814 623 1 471 953
photon candidate is classified as ‘non-tight’ if it satisfies a modified set of requirements, but fails the
tight identification. The modified set of requirements is built from the full list of tight requirements by
removing four4 of the selections associated with the shower-shape variables computed from the energy
deposits in the first layer of the EM calorimeter. The variables that are removed from the list of tight
requirements are those that are least correlated with EisoT . Four regions are defined in the E
iso
T –tightness
plane: a signal region (A) containing isolated (EisoT < E
iso
T,cut) tight photons; a background control region B
consisting of non-isolated (EisoT,cut + 2 GeV < E
iso
T < 50 GeV) tight photons; a background control region
C containing isolated non-tight photons; and a background control region D consisting of non-isolated
non-tight photons.
The signal yield NsigA in region A is extracted by solving the equation
NsigA = NA − Rbg · (NB − fBNsigA ) ·
(NC − fCNsigA )
(ND − fDNsigA )
, (1)
where NK , with K = A, B,C,D, is the number of events in region K and Rbg = N
bg
A · NbgD /(NbgB · NbgC ) is
the so-called background correlation, where NbgK with K = A, B,C,D, is the a priori unknown number
of background events in each region. The number of signal events in each of the three background
control regions (NsigK ) is taken into account in Eq. (1) via the signal leakage fractions fK ≡ NsigK /NsigA with
K = B,C,D. MC simulations of the signal are used to evaluate the signal leakage fractions. Equation (1)
with Rbg = 1 can be understood as the relationship arising from the application of the standard ABCD
method [48] taking into account the contributions from signal events in each region.
4 The four variables are ws 3, fside, ∆Es and Eratio [46]. These variables make use of the first layer of the EM calorimeter; this
layer is segmented into high-granularity strips in the η direction. The variable ws 3 is the lateral shower width calculated from
three strips around the strip with maximum energy deposit. The variable fside is the energy outside the core of the three central
strips but within seven strips divided by the energy within the three central strips. The variable ∆Es is the difference between
the energy associated with the second maximum in the strip layer and the energy reconstructed in the strip with the minimum
value found between the first and second maxima. The variable Eratio is the ratio of the energy difference between the maximum
energy deposit and the energy deposit in the secondary maximum in the cluster to the sum of these energies.
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The ratio of the signal yield to the number of photon candidates in region A is used to estimate the signal
purity and is above 90% in all bins of the measured distributions. The signal yield is extracted using
leakage fractions from MC simulations and, hence, depends on the modelling of the final state. This
dependence is studied by comparing the results obtained using either Pythia or Sherpa simulations. The
calculations using the two generators lead to similar signal yields and the differences are taken as systematic
uncertainties. The signal yields obtained using Pythia for the signal leakage fractions are taken as the
nominal ones. The distributions of the signal yields as functions of EγT in different regions of |ηγ| are well
described by the Pythia and Sherpa MC simulations, except for EγT & 900 GeV in the range |ηγ| < 1.37.
The impact of this mismodelling in the measured cross section, which is estimated by reweighting the
MC simulations so that the distributions have the same shape as the data and re-evaluating the unfolding
correction factors (see Section 6), is found to be negligible.
For the nominal results it is assumed that the photon isolation and identification variables are uncorrelated
for background events, i.e. Rbg = 1. The dependence of the signal yield on this assumption is investigated
in validation regions, which are defined within the background control regions B and D. Region B
is subdivided into two regions: region B′ of tight photon candidates with EisoT,cut + 2 GeV < E
iso
T <
EisoT,cut + 10 GeV and region B
′′ of tight photon candidates with EisoT > E
iso
T,cut + 10 GeV. Likewise, region D
is subdivided into two regions, D′ and D′′, using the same separation in EisoT as above. The four regions
B′, B′′, D′ and D′′ are used to extract values of Rbg from the data after accounting for the signal leakage
fractions in those regions using either Pythia or Sherpa MC simulations. The dependence on the signal
leakage is investigated by increasing the lower limits on EisoT for the validation regions, E
iso
T,cut + 2 GeV
(EisoT,cut + 10 GeV), each time by 1 GeV up to E
iso
T,cut + 7 GeV (E
iso
T,cut + 15 GeV) for regions B
′ and D′ (B′′
and D′′), keeping the width in EisoT fixed to 8 GeV for the regions B
′ and D′. The maximum deviations
of Rbg from unity in the validation regions vary in the range 15%–40% depending on EγT and η
γ. The
differences between the nominal signal yields and those obtained using the maximum deviations of Rbg
from unity observed in the validation regions are taken as systematic uncertainties.
Electrons or positrons can be misidentified as photons and represent an additional source of background.
This background is largely suppressed by the photon selection. The residual background contribution is
evaluated using MC simulations of the Drell–Yan processes Z/γ∗ → e+e− and W → eν and is found to
be sub-percent in the phase-space region of the analysis. Accordingly, no subtraction is performed and a
systematic uncertainty of the size of the evaluated background is assigned.
6 Fiducial phase space and unfolding
The measured differential cross section is unfolded from the distribution in EγT separately for each of the
four regions in |ηγ| after the selection explained in Section 4 and after background subtraction, as discussed
in Section 5. The phase-space region of the measurement closely follows the applied event selection and is
indicated in Table 1. The fiducial phase-space region is defined at particle level for all particles with a
decay length of cτ > 10 mm; these particles are referred to as ‘stable’. The isolation requirement on the
photon at particle level is based on the total transverse energy of all stable particles, excluding muons and
neutrinos, in a cone of size ∆R = 0.4 around the photon direction after the contributions from the photon
itself and the UE are subtracted. The same subtraction procedure of the UE used at detector level is applied
at the particle level. The particle-level requirement on EisoT is also the same as the one used at detector
level, i.e. EisoT < E
iso
T,cut.
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The distributions of the background-subtracted signal yields as functions of EγT in different regions of |ηγ|
are unfolded to the particle level using the MC samples of events via a bin-by-bin technique which corrects
for resolution effects and the efficiency of the photon selection through the formula
dσ
dEγT
(i) =
NsigA (i) C
MC(i)
L ∆EγT(i)
,
where dσ/dEγT(i) is the differential cross section in bin i, N
sig
A (i) is the signal yield in bin i, C
MC(i) is
the unfolding correction factor in bin i, L is the integrated luminosity and ∆EγT(i) is the width of bin
i. The unfolding correction factors are computed using the MC samples as CMC(i) = NMCpart (i)/N
MC
det (i),
where NMCpart (i) (N
MC
det (i)) is the number of events generated (reconstructed) in bin i at the particle (detector)
level. The Pythia MC simulation is used in the evaluation of the unfolding correction factors to obtain the
nominal cross section. The unfolding correction factors vary approximately between 1.1 and 1.3 depending
on EγT and |ηγ|. The dependence of the results on the modelling of the final state, namely the inclusion
of higher-order tree-level matrix elements, the parton shower approach and the hadronisation model, is
studied with the Sherpa MC simulation. The differences between the results obtained by using either the
Pythia or Sherpa MC simulations are taken as systematic uncertainties. The cross section is also obtained
using an iterative Bayesian unfolding method [54] and compared with the nominal result; the two results
are consistent with each other independently of whether the Pythia or Sherpa MC simulations are used for
the unfolding.
7 Systematic uncertainties
The sources of systematic uncertainty that affect the measurement are discussed below. These sources
include the signal modelling, the background subtraction, the photon identification and isolation, the
unfolding procedure, the modelling of pile-up, the trigger efficiency, the luminosity measurement and the
photon energy scale and resolution. For some of the systematic uncertainties, the Bootstrap technique [55]
is used to evaluate the data statistical influence on the uncertainties. The results are then used in a fit to
smooth the systematic uncertainties.
Model dependence of the signal leakage fractions. The nominal signal leakage fractions used in the
extraction of the signal yield are evaluated with the Pythia simulation. The effect of the implementation
of the matrix-element calculation in the generator as well as the models used for the parton shower
and hadronisation are evaluated by comparing the nominal results with those obtained using the Sherpa
simulation for the determination of the signal leakage fractions (see Section 5). The differences are taken
as systematic uncertainties. The resulting uncertainty in the measured cross section is always less than 2%
and typically less than 1%.
Background subtraction. The data-driven background subtraction depends on the choice of background
control regions. This dependence is studied by varying the lower limit on EisoT for regions B and D
by ±1 GeV, removing the upper limit on EisoT for regions B and D, as well as changing the choice of
inverted photon identification variables. For the last variation, the analysis is repeated increasing or
decreasing the number of the shower-shape variables computed from the energy deposits in the first layer
of the EM calorimeter that are removed from the list of tight requirements used in the classification of
non-tight photon candidates. For each variation, the differences between the nominal signal yields and
those extracted using the modified background control regions are taken as systematic uncertainties. The
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resulting uncertainties in the measured cross section due to the first two variations mentioned above are less
than 0.2%. The third variation leads to uncertainties in the measured cross section that are less than 2% and
typically less than 1%. As described in Section 5, a systematic uncertainty is assigned to the assumption
Rbg = 1. The resulting uncertainty in the measured cross section is less than 2.5% and typically less than
1%. The background contribution from electrons or positrons misidentified as photons is sub-percent
and a systematic uncertainty is included by assigning the full size of this background; as an example, the
background from W (Z) decays is 0.22% (0.07%) for |ηγ| < 0.6.
Photon identification and isolation. The uncertainties in the efficiency scale factors, which are applied to
simulated events to match the tight photon identification efficiency measured in data [46], are propagated to
the measured cross section. The resulting uncertainty in the measured cross section is in the range 1%–3%.
The uncertainties in the cross section due to the modelling of EisoT in simulated events are evaluated by
comparing the nominal results with those obtained using MC samples of events in which the data-driven
correction to EisoT is not applied (see Section 4). The resulting uncertainty in the measured cross section is
less than 2% except for EγT > 500 GeV in the regions 0.6 < |ηγ| < 1.37 and 1.56 < |ηγ| < 1.81, where it
increases to 3%.
Model dependence of the unfolding. The nominal unfolding correction factors are computed using
the Pythia simulation. As discussed in Section 6, the effects on the unfolding correction factors due to
the matrix elements and the parton shower and hadronisation models employed in the generators are
investigated. The difference in the cross section between the nominal result and that obtained using
the Sherpa simulation for the determination of the unfolding correction factors is taken as a systematic
uncertainty. The uncertainties in the measured cross section are less than 2% and typically less than 1%.
The uncertainty in the cross section due to the statistical uncertainty of the MC samples is propagated into
the measured cross section and typically amounts to less than 0.5%.
Pile-up. A variation in the pile-up reweighting of simulated events is included to cover the uncertainty
in the ratio of the predicted to measured inelastic cross sections [56]. The resulting uncertainty in the
measured cross section is less than 1.5%.
Trigger efficiency. The uncertainty in the trigger efficiency is estimated using the same methodology as in
Ref. [25] and is propagated into the measured cross section. The uncertainty in the measured cross section
is at most 0.4%.
Luminosity measurement. The uncertainty in the integrated luminosity is 2.1%. It is fully correlated
between all bins with EγT > 150 GeV of the cross section. For the bin with 125 < E
γ
T < 150 GeV only
data from the 2015 running period is used and the uncertainty in the luminosity measurement is not fully
correlated with the uncertainty in the combined integrated luminosity corresponding to the 2015 and 2016
running periods. However, the impact of the uncorrelated part can be safely neglected.
Photon energy scale and resolution. A detailed analysis of the sources of uncertainty in the energy
scale and resolution for photons was made with Run 1 data [52]. The same model is implemented and
updated for Run 2 data [53]. The sources of uncertainty include: the uncertainty in the overall energy scale
adjustment using Z → e+e− decays; the uncertainty in the non-linearity of the energy measurement at the
cell level; the uncertainty in the relative calibration of the different calorimeter layers; the uncertainty in
the amount of material in front of the calorimeter; the uncertainty in the modelling of the reconstruction
of photon conversions; the uncertainty in the modelling of the lateral shower shape; the uncertainty in
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the modelling of the sampling term;5 the uncertainty in the measurement of the constant term in Z-boson
decays. The sources of uncertainty are modelled using independent components to account for their
η dependence. A total of 76 individual components influencing the energy scale and resolution of the
photon are identified to assess the overall uncertainty in the energy measurement. All the uncertainty
components are propagated separately through the analysis to keep track of the information about the
correlations between different bins. The systematic uncertainty in the measured cross section is evaluated
by varying each individual source of uncertainty separately by ±1σ in the MC simulations and then adding
the uncertainty contributions in quadrature. The resulting uncertainties in the measured cross section are
typically less than 0.5% for the energy resolution and in the range 1%–16% for the energy scale.
Total systematic uncertainty. The total experimental systematic uncertainty is calculated by adding
in quadrature the uncertainties listed above. The total systematic uncertainty is in the range 3%–17%,
depending on EγT and the |ηγ| region. The dominant sources of uncertainty arise from the photon energy
scale, the photon identification efficiency and the integrated luminosity. Figure 1 shows the total systematic
uncertainty for each measured cross section together with the dominant components. The systematic
uncertainty dominates the total experimental uncertainty for EγT . 1 TeV and |ηγ| < 1.37, whereas for
higher EγT values, the statistical uncertainty of the data limits the precision of the measurement, as can
be seen in Figure 2. This represents an improvement relative to the previous measurement [5], where the
region dominated by the systematic uncertainties was EγT . 600 GeV.
8 Theoretical predictions
The NLO pQCD predictions are computed using two programs, namely Jetphox 1.3.1_2 and Sherpa 2.2.2.
The Jetphox program provides NLO QCD calculations of the direct and fragmentation contributions to the
prompt-photon cross section. The number of massless quark flavours is set to five. The renormalisation
(µR), factorisation (µF) and fragmentation (µf) scales are chosen to be µR = µF = µf = E
γ
T. Variations of
these scales are considered to get an estimate of the uncertainties due to missing higher-order terms in the
perturbative expansion (see Section 8.1). The nominal prediction is obtained using the MMHT2014 [57]
PDF set and the BFG set II of parton-to-photon fragmentation functions [58], both of which are determined
at NLO. The strong coupling constant is set to αs(mZ) = 0.120 since it is the value assumed in the
MMHT2014 PDF fit. For the electromagnetic coupling (αem), the low-energy limit of 1/137.036 is used.
A parton-level isolation criterion is used which requires the total transverse energy from the partons inside
a cone of size ∆R = 0.4 around the photon direction to be below the same EisoT,cut applied at particle and
detector level; this isolation prescription is referred to as ‘fixed-cone isolation’. Predictions based on other
PDF sets, namely CT14 [59], ABMP16 [60], HERAPDF2.0 [61] and NNPDF3.0 [43], are also compared
with the data; in each case αs(mZ) is set to the value assumed in the PDF fit.
The Sherpa 2.2.2 program consistently combines parton-level calculations of γ + (1, 2)-jet events at NLO
in pQCD and γ + (3, 4)-jet events at LO [39, 40] supplemented with a parton shower [41] while avoiding
double-counting effects [42]. The sample of events generated with Sherpa 2.2.2 is different from the
sample of events from Sherpa 2.1.1 described in Section 3. The former includes the higher-order virtual
corrections for γ + (1, 2)-jet and is not passed through the ATLAS detector simulation programs since
the goal is to compare the Sherpa 2.2.2 prediction with the measured cross section. Photon isolation at
the matrix-element level is applied by using Frixione’s criterion with R = 0.1, n = 2 and  = 0.1 (see
5 The relative energy resolution is parameterised as σ(E)/E = a/
√
E ⊕ b/E ⊕ c, where a is the sampling term, b is the noise
term and c is the constant term.
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Figure 1: The relative total systematic uncertainty in the cross section (white areas) as a function of EγT in different|ηγ| regions. The relative uncertainty due to the photon energy scale (grey areas), the relative uncertainty due to the
photon identification efficiency (green areas) and the relative uncertainty due to Rbg (blue hatched areas) are also
shown.
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Figure 2: The relative total systematic uncertainty in the cross section (white areas) as a function of EγT in different|ηγ| regions. The relative statistical uncertainty from the data is also shown (cyan areas).
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Section 3). The parameters are chosen to be as loose as possible to minimise a bias from the application
of the photon isolation requirement at particle level. Since Frixione’s criterion requires the upper limit
on the transverse energy isolation to be exactly zero at r = 0, the criterion cannot be strictly looser than
any non-zero photon isolation requirement at detector or particle level for all r < R. The photon isolation
requirement is applied (see Table 1) using the procedure described in Section 6; the prescription employed
is referred to as ‘hybrid-cone isolation’ [16, 62] since it includes the application of the Frixione’s criterion
at a small value of ∆R (R = 0.1) and the fixed-cone isolation at ∆R = 0.4 used for the fiducial region of the
measurement. Dynamic factorisation and renormalisation scales are adopted (EγT) as well as a dynamical
merging scale with Q¯cut = 20 GeV [62]. The strong coupling constant is set to αs(mZ) = 0.118. The same
prescription for the electromagnetic coupling as for the Jetphox prediction is used. Fragmentation into
hadrons and simulation of the UE are performed using the same models as for the Sherpa samples of
simulated events presented in Section 3. The NNLO NNPDF3.0 PDF set is used in conjunction with the
corresponding Sherpa tuning.
The NNLO QCD prediction is calculated [16] in the Nnlojet framework. The NNLO corrections include
three types of parton-level contributions, namely the two-loop corrections to photon-plus-one-parton pro-
duction, the virtual corrections to photon-plus-two-parton production and the tree-level photon-plus-three-
parton production. Only direct-photon processes are included; fragmentation processes are circumvented
by the application of the Frixione’s criterion at small ∆R using the same parameter settings as for the
Sherpa 2.2.2 prediction. The photon transverse energy is used as the baseline choice for the renormalisation
and factorisation scales. The NNPDF3.1 PDF set [63] at NNLO is used. The electromagnetic coupling
is taken in the Gµ-scheme [64] as α
Gµ
em = 1/132.232. Photon isolation is implemented following the
‘hybrid-cone isolation’ prescription described above. For the Nnlojet prediction the fixed-cone isolation at
∆R = 0.4 is applied at the parton level using the same requirement as for the particle level. The prediction
at NLO pQCD in the Nnlojet framework is also calculated to illustrate the improvements achieved by
including the NNLO QCD corrections. The NLO QCD prediction of Nnlojet differs from that of Jetphox
in the fragmentation contribution, the photon isolation prescription, the value of αem and the PDF set.
There are several differences between the calculations using Jetphox, Sherpa 2.2.2 and Nnlojet: the
calculations from Nnlojet include NNLO QCD corrections; the calculations using Sherpa 2.2.2 in-
clude higher-order contributions as well as parton showers; the application of the Frixione’s criterion
(Sherpa 2.2.2 and Nnlojet) at matrix-element level allows the fragmentation contribution to be ignored;
and the prediction for the cross section using Sherpa 2.2.2 is at particle level and include UE effects. A
compilation of the major features of the three different approaches is shown in Table 2.
Table 2: Major features of the three predictions used for inclusive isolated-photon production.
Program Order in αs Fragmentation Parton Isolation αem Particle
shower Level
Jetphox NLO Yes No Fixed cone 1/137.036 No
Sherpa 2.2.2 NLO for γ + (1, 2)-jet No Yes Hybrid cone 1/137.036 Yes
LO for γ + (3, 4)-jet
Nnlojet NNLO No No Hybrid cone 1/132.232 No
Electroweak corrections are not included in the calculations of Jetphox, Sherpa 2.2.2 or Nnlojet. As
mentioned earlier, the corrections are likely to play an important role at the TeV scale. Electroweak
Sudakov corrections for single photon production are available [65]. However, these constitute only
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part of the full electroweak corrections since the real corrections are not included. The full electroweak
corrections can differ significantly from the Sudakov corrections because the latter corrections and the real
corrections partially cancel out when the presence of W or Z bosons in the final state is not vetoed. The
measurement presented here does not preclude the presence of massive gauge bosons in addition to the
high-transverse-momentum photon.
8.1 Theoretical uncertainties in the NLO QCD predictions
The major source of uncertainty affecting the predictions is due to terms beyond NLO in QCD. In the case
of Jetphox it is evaluated by repeating the calculations using values of µR, µF and µf scaled by the factors
0.5 and 2. The three scales are either varied simultaneously or independently; in addition, configurations
in which one scale is fixed and the other two are varied simultaneously are also considered. In all cases,
the condition 0.5 ≤ µA/µB ≤ 2 is imposed, where A, B = R, F, f. The final uncertainty is taken as the
largest deviation from the nominal value among the 14 possible variations; this is done separately for the
positive and negative contributions, so the final uncertainty is not necessarily symmetric. In the case of
Sherpa 2.2.2, which does not include the fragmentation contribution, µR and µF are varied as above and the
largest deviation from the nominal prediction among the six possible variations is taken as the uncertainty.
The resulting uncertainties in the prediction are 10%–15% (20%–30%) for Jetphox (Sherpa 2.2.2). The
fact that the uncertainties are larger for Sherpa than for Jetphox is attributed to multi-jet configurations
which are accounted for only in the case of Sherpa.
The uncertainty in the prediction of Jetphox due to the uncertainty in the proton PDFs is estimated by
repeating the calculations using the 50 sets from the MMHT2014 error analysis and applying the Hessian
method [66]. In the case of Sherpa 2.2.2, it is estimated using the 100 replicas from the NNPDF3.0
analysis. The resulting uncertainties in the prediction is in the range 1%–6% for Jetphox and 1%–9% for
Sherpa 2.2.2, depending on EγT and the |ηγ| region.
The uncertainty in the prediction of Jetphox (Sherpa 2.2.2) due to the uncertainty in αs is evaluated by
repeating the calculations using two additional sets of proton PDFs from the MMHT2014 (NNPDF3.0)
analysis for which different values of αs at mZ are assumed in the fits, namely 0.118 (0.117) and 0.122
(0.119); in this way, the correlation between αs and the PDFs is preserved. The uncertainties in Jetphox
associated with αs are evaluated as the differences between the varied and the nominal cross sections
scaled by a factor 1.5/2. This scaling factor accounts for the difference in αs(mZ) between the nominal
and the αs(mZ)-varied calculations (0.002) and the uncertainty in αs(mZ) (0.0015) recommended by the
authors of MMHT2014 [67]. The uncertainties in Sherpa 2.2.2 due to αs are evaluated as the differences
between the varied and the nominal cross sections scaled by a factor 1.5 to match the prescription used for
MMHT2014. The resulting uncertainties in the prediction of Jetphox (Sherpa 2.2.2) are less than 3% (6%
except for the highest measured EγT point in the region 1.81 < |ηγ| < 2.37, where it increases to 12%).
Since the NLO pQCD prediction from Jetphox is at the parton level while the measurement is at the
particle level, correction factors for the non-perturbative (NP) effects of hadronisation and the underlying
event are needed for the former to match the data. However, the data are corrected for pile-up and UE
effects and the distributions are unfolded to a phase-space definition in which the requirement on EisoT at
particle level is applied after subtraction of the UE. Therefore, corrections for NP effects are expected to
be close to unity. They are evaluated by computing the ratio of the particle-level cross section for a Pythia
sample with UE effects to the parton-level cross section without UE effects. The resulting corrections
are consistent with unity within ±1%. Thus, no correction is applied to the NLO QCD prediction of
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Jetphox and an uncertainty of 1% is assigned. The Sherpa 2.2.2 prediction is based on particle-level
observables after applying the requirements listed in Table 1 and, therefore, can be compared directly with
the measurement. Although no tunes are available to assess the impact of hadronisation and UE in the
Sherpa 2.2.2 prediction, it is expected that the associated uncertainty is of a similar size as that evaluated
using Pythia and, therefore, can be neglected in comparison to the other uncertainties.
The total theoretical uncertainty is obtained by adding in quadrature the individual uncertainties listed
above (see Figures 3 and 4). The dominant theoretical uncertainty for the prediction using Jetphox or
Sherpa 2.2.2 is that arising from the variation of the scales. The uncertainty arising from the PDFs (αs(mZ))
is the second dominant uncertainty for the prediction of Jetphox (Sherpa 2.2.2). A prediction from Jetphox
using as scales µR = µF = µf = E
γ
T/2 is also made and the associated theoretical uncertainties are calculated
using the same procedure as above, including variations of the scales by the factors 0.5 and 2 with respect
to EγT/2.
8.2 Theoretical uncertainties in the NNLO QCD prediction
The uncertainty in the NNLO QCD prediction due to higher-order terms is evaluated by varying the
renormalisation and factorisation scales as is done for the Sherpa 2.2.2 prediction (see Section 8.1). The
resulting uncertainties are compared with those of the NLO QCD prediction from Nnlojet in Figure 5.
The uncertainties in the NNLO QCD prediction arising from the scale variations are in the range 0.6%–5%
and are smaller than those in the NLO QCD prediction by a factor in the range 2–20, depending on EγT
and ηγ. The uncertainties due to the PDFs and αs are not available, but they are expected to be similar
to, or smaller than, those affecting the Jetphox prediction. For the comparison with the data in Section 9,
the ‘total’ uncertainty associated with the Nnlojet prediction is taken as the sum in quadrature of the
scale uncertainties, the statistical uncertainties of the calculations, the uncertainty of 1% assigned to the
non-perturbative corrections (see Section 8.1) and, as an approximation, the uncertainties due to the PDFs
and αs as estimated from Jetphox at NLO.
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Figure 3: The relative total theoretical uncertainty in the cross-section prediction of Jetphox as a function of EγT in
different regions of |ηγ|. The uncertainty from the scale variations, the uncertainty from the PDFs and the uncertainty
from the value of αs are also included.
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Figure 4: The relative total theoretical uncertainty in the cross-section prediction of Sherpa 2.2.2 as a function of
EγT in different regions of |ηγ|. The uncertainty from the scale variations, the uncertainty from the PDFs and the
uncertainty from the value of αs are also included.
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Figure 5: The relative theoretical uncertainty in the cross-section prediction of Nnlojet arising from the scale
variations as a function of EγT in different regions of |ηγ|: for NLO and NNLO QCD predictions.
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9 Results
The measurement of the inclusive isolated-photon differential cross section as a function of EγT in different
regions of |ηγ| is shown in Figure 6. In the region |ηγ| < 0.6 (0.6 < |ηγ| < 1.37) the cross section decreases
by seven orders of magnitude in the measured range 125 < EγT < 2500 GeV (125 < E
γ
T < 2000 GeV). In the
forward regions 1.56 < |ηγ| < 1.81 and 1.81 < |ηγ| < 2.37, the measured ranges are 125 < EγT < 1500 GeV
and 125 < EγT < 1100 GeV, respectively, and the cross section spans approximately six orders of
magnitude.
Figure 7 shows the inclusive isolated-photon double-differential cross section d2σ/d|ηγ|dEγT as a function
of |ηγ| in different regions of EγT. At high EγT, the decrease of the double-differential cross section with
increasing |ηγ| is more prominent. Whereas the measured double-differential cross section decreases by
12% from the most central point to the most forward point for the lowest EγT range, the decrease is 98% for
the highest EγT range.
The NLO QCD prediction of Jetphox is compared with the measurement in Figures 6 and 7. The NLO QCD
prediction from Sherpa 2.2.2 is also reported in Figures 6 and 7 and is denoted by ‘ME+PS@NLO QCD’
to highlight the differences relative to the predictions from Jetphox discussed in Section 8. The nominal
prediction of Sherpa 2.2.2 is above that of Jetphox; this is attributed to the fact that the former includes
contributions from parton showers, virtual corrections for γ + 2-jet and higher-order tree-level matrix
elements for the processes 2 → n with n = 4 and 5, which are not present in the prediction of Jetphox.
Both types of predictions adequately reproduce the dependence of the single- and double-differential cross
section on EγT and |ηγ| as observed in the data.
Although the predictions are overall consistent with the measurement within the uncertainties, a detailed
comparison is presented in terms of the ratios of theory predictions to data. The ratios of the predictions of
Jetphox with µR = µF = µf = E
γ
T using different PDF sets to the measured cross section as a function of
EγT are shown in Figures 8 and 9; the full theoretical uncertainty, including the variations of the scales, is
shown for the prediction based on the MMHT2014 PDF set. The predictions based on the MMHT2014,
CT14 and NNPDF3.0 PDF sets are similar and closest to the data for |ηγ| < 1.37 for most of the range in
EγT. For 1.56 < |ηγ| < 2.37, the prediction based on the HERAPDF2.0 PDF set is closest to the data. The
prediction based on the ABMP16 PDF set is further away from the data than that based on the MMHT2014
PDF set for EγT . 1 TeV in the region |ηγ| < 1.37. The prediction of Jetphox with µR = µF = µf = EγT
exhibits a tendency to underestimate the data over most of the measured range in EγT. However, the
prediction of Jetphox with a different choice for the scales, namely µR = µF = µf = E
γ
T/2, provides an
improved description of the normalisation of the data, as can be seen in Figure 10; the full theoretical
uncertainty, including the variations of the scales with respect to EγT/2, is shown for the prediction based
on the MMHT2014 PDF set. The ratio of the prediction of Sherpa 2.2.2 to the measured cross section as a
function of EγT is also shown in Figure 10. Good agreement is observed between this prediction and the
data distribution. In general, the NLO pQCD predictions are consistent with the measurement within the
experimental and theoretical uncertainties.
The NNLO QCD prediction from Nnlojet, which represent a significant step forward in precision, is
compared with the data in Figures 6, 7, 11 and 12. The inclusion of the NNLO QCD corrections increases
the normalisation of the prediction and significantly reduces the uncertainties due to the scale variations,
which are dominant for NLO QCD calculations. With the described choice of the input parameters, the
NNLO QCD prediction provides an excellent description of the data except in the region 1.56 < |ηγ| < 1.81,
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where there is a tendency in the theory to underestimate the data. The improvements in the description of
the data by the NNLO QCD prediction relative to that of NLO QCD are shown in Figures 11 and 12.
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Figure 6: The measured differential cross section for isolated-photon production as a function of EγT in |ηγ| < 0.6
(black dots), 0.6 < |ηγ| < 1.37 (open circles), 1.56 < |ηγ| < 1.81 (black squares) and 1.81 < |ηγ| < 2.37 (open
squares). The NLO pQCD prediction from Jetphox, the ME+PS@NLO QCD prediction from Sherpa 2.2.2 and the
NNLO QCD prediction from Nnlojet are also shown. The measurement and the predictions are normalised by the
factors shown in parentheses to aid visibility. The error bars represent the data statistical uncertainties and systematic
uncertainties added in quadrature. For most of the points, the error bars are smaller than the marker size and, thus,
not visible. The bands represent the theoretical uncertainty associated with the predictions; in the case of Nnlojet,
the uncertainties due to the PDFs and αs are estimated at NLO with Jetphox.
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Figure 7: The measured double-differential cross section for isolated-photon production as a function of |ηγ| in
125 < EγT < 150 GeV (black dots), 300 < E
γ
T < 350 GeV (open circles), 550 < E
γ
T < 650 GeV (black squares)
and 900 < EγT < 1100 GeV (open squares). The NLO pQCD prediction from Jetphox, the ME+PS@NLO QCD
prediction from Sherpa 2.2.2 and the NNLO QCD prediction from Nnlojet are also shown. The error bars represent
the data statistical uncertainties and systematic uncertainties added in quadrature. For most of the points, the error
bars are smaller than the marker size and, thus, not visible. The bands represent the theoretical uncertainty associated
with the predictions; in the case of Nnlojet, the uncertainties due to the PDFs and αs are estimated at NLO with
Jetphox.
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Figure 8: The ratio of the NLO pQCD prediction of Jetphox with µR = µF = µf = E
γ
T using the MMHT2014 PDF
set to the measured differential cross section for isolated-photon production (solid lines) as a function of EγT in
different regions of |ηγ|. The symbols for the data are centred at unity and the inner (outer) error bars represent the
relative data statistical uncertainties (statistical and systematic uncertainties added in quadrature). The hatched bands
represent the full theoretical uncertainty associated to the prediction based on the MMHT2014 PDF set, including
the variations of the scales. For comparison, the predictions using the CT14 (dashed lines) and NNPDF3.0 (dotted
lines) PDF sets are also included.
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Figure 9: The ratio of the NLO pQCD prediction of Jetphox with µR = µF = µf = E
γ
T using the MMHT2014 PDF
set to the measured differential cross section for isolated-photon production (solid lines) as a function of EγT in
different regions of |ηγ|. The symbols for the data are centred at unity and the inner (outer) error bars represent the
relative data statistical uncertainties (statistical and systematic uncertainties added in quadrature). The hatched bands
represent the full theoretical uncertainty associated to the prediction based on the MMHT2014 PDF set, including
the variations of the scales. For comparison, the predictions using the HERAPDF2.0 (dashed lines) and ABMP16
(dotted lines) PDF sets are also included.
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Figure 10: The ratio of the NLO pQCD prediction of Jetphox with µR = µF = µf = E
γ
T, the ratio of the NLO pQCD
prediction of Jetphox with µR = µF = µf = E
γ
T/2 and the ratio of the ME+PS@NLO QCD prediction of Sherpa 2.2.2
to the measured differential cross section for isolated-photon production as a function of EγT in different regions of|ηγ|. The symbols for the data are centred at unity and the inner (outer) error bars represent the relative data statistical
uncertainties (statistical and systematic uncertainties added in quadrature). The bands represent the full theoretical
uncertainty, which includes the variations of the scales.
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Figure 11: The ratio of the NNLO (NLO) QCD prediction of Nnlojet using the NNPDF3.1 PDF set to the measured
differential cross section for isolated-photon production as a function of EγT in different regions of |ηγ| is shown as
a solid (dashed) line. The symbols for the data are centred at unity and the inner (outer) error bars represent the
relative data statistical uncertainties (statistical and systematic uncertainties added in quadrature). The shaded bands
represent the theoretical uncertainties, which include those due to the PDFs and αs as estimated at NLO with Jetphox.
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Figure 12: The ratio of the NLO pQCD prediction of Jetphox with µR = µF = µf = E
γ
T, the ratio of the ME+PS@NLO
QCD prediction of Sherpa 2.2.2 and the ratio of the NNLO QCD prediction of Nnlojet to the measured differential
cross section for isolated-photon production as a function of EγT in different regions of |ηγ|. The symbols for the data
are centred at unity and the inner (outer) error bars represent the relative data statistical uncertainties (statistical
and systematic uncertainties added in quadrature). The bands represent the theoretical uncertainty; in the case of
Nnlojet, the uncertainties due to the PDFs and αs are estimated at NLO with Jetphox.
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10 Summary and conclusions
The cross section for inclusive isolated-photon production in pp collisions at
√
s = 13 TeV is measured
using data with an integrated luminosity of 36.1 fb−1 collected by the ATLAS detector at the LHC. The
differential cross section as a function of EγT is measured in different regions of |ηγ| for photons with
EγT > 125 GeV and |ηγ| < 2.37, excluding the region 1.37 < |ηγ| < 1.56.
The measurement presented here constitutes an improvement in terms of statistical and systematic uncer-
tainties relative to that published earlier thanks to the ten-fold increase in the integrated luminosity. In the
new measurement, the reach in EγT is extended upwards by 1000, 500, 400 and 200 GeV for |ηγ| < 0.6,
0.6 < |ηγ| < 1.37, 1.56 < |ηγ| < 1.81 and 1.81 < |ηγ| < 2.37, respectively, relative to the previous
measurement at
√
s = 13 TeV. The range in which the measurement is limited by systematic uncertainties
is extended upwards to 1 TeV for |ηγ| < 1.37, where previously the limitation was at 600 GeV.
Next-to-leading-order QCD predictions using several PDF sets are compared with the measurement and
found to provide an adequate description of the data within the experimental and theoretical uncertainties.
The comparison of data and theory is limited by the theoretical uncertainties due to terms beyond NLO in
QCD. Experimental systematic uncertainties are smaller than the theoretical uncertainties over the full
investigated phase space. The inclusion of higher-order matrix elements and parton showers, as provided
by the Sherpa 2.2.2 program, improves the description of the normalisation of the data by the prediction.
Recently, a next-to-next-to-leading-order QCD prediction was calculated in which the uncertainties due to
the scale variations are reduced by a factor in the range 2–20 relative to those of a NLO QCD calculation.
Overall, the NNLO QCD prediction gives an excellent description of the data. The comparison of the
NNLO QCD prediction with the measured cross section represents a precise test of the theory at O(αemα3s )
in the range of photon transverse energies from 125 GeV up to and beyond 1 TeV. The measurement has
the potential to further constrain the PDFs, particularly the gluon density in the proton, within a global
NNLO QCD fit.
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