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Abstract
Joint representations have experimented a signiﬁcant height in signal processing during
the last decades, to such an extent that there is no topic they have not been utilized for.
Within a sea of joint representations existent in the literature, one of them concerns
the present work: the log-Gabor multiresolution transform proposed in [70, 68]. Its
low spectral overlapping, high selectivity in orientation and scalability, shift-invariance,
self-invertibility and complex deﬁnition confers eﬃciency, versatility and robustness
against noise and a low presence of artifacts. Further on, the tight similarity of over-
complete log-Gabor ﬁlters to the cortical area V1, together with the modeling of in-
hibitory/facilitatory neuronal behaviors and sparse coding algorithms allow to achieve
an approximation of the image based on the extraction of those salient features nor-
mally coincident with contours. This type of image representation based on multiscale
contours traces new routes to solve image processing tasks, in particular in the areas of
image compression and fusion.
A recent compression paradigm postulates higher eﬃciency from coding separately
features present in images, such as luminance, contours or textures [19, 145, 240]. Fol-
lowing that paradigm, in this thesis a new compression method is proposed based on
coding those multiscale contours extracted from the sparse log-Gabor transformation.
In account of the nature of such features, a chain coding algorithm has been specially
tailored to the stochastic and morphological peculiarities of multiscale contours. Thus,
diﬀerent predictive techniques as well as preﬁx and arithmetic coding have been com-
bined according to each alphabet. Moreover, the proposed algorithm oﬀers a complete
compression scheme including low-pass coding as well as header bitstream allocation.
Such coding rest on a model of the primary visual cortex in order to mitigate typical
compression distortions usually produced by compression standards such as JPEG and
JPEG2000.
Multiresolution decompositions have proven their superiority against other tradi-
tional image fusion techniques. Nevertheless it does not exist any evident hegemony,
often due to the lack of a reference image. In this thesis, several types of wavelets were
compared to log-Gabor ﬁlters, which succeeded remarkably, but they were never used
before on account of its traditional lack of exact reconstruction. Further, a general
algorithm for multiresolution schemes named multisize windows is proposed. It adapts
the size of the averaging window according to the local features in the image and ex-
ploits the advantages of both small, i.e. precise, and big, i.e. robust, windows showing
signiﬁcant reduction on errors in decision maps in contrast to traditional ﬁxed window
approaches. Finally, a novel contour-based fusion method is also proposed by inte-
grating the multiscale contours to multiresolution fusion. This feature-based algorithm
reduces the sensitivity to noise, blurring eﬀects and misregistration artifacts.
Resumen
Las representaciones conjuntas han experimentado un notable apogeo durante las últi-
mas décadas, hasta tal punto que no hay campo en el procesamiento de señales en el
que no hayan sido utilizadas. Dentro del mar de representaciones existentes en la litera-
tura, una de ellas concierne el presente trabajo: la implementación log-Gabor propuesta
en [70, 68]. Su bajo solapamiento, alta sensibilidad en orientación y escalabilidad, in-
varianza a traslación, auto-invertibilidad y la deﬁnición compleja conﬁeren eﬁciencia,
versatilidad y robustez contra el ruido y la aparición de artefactos. Más allá, el estrecho
parecido de los ﬁltros sobrecompletos log-Gabor con el área cortical V1 junto con el
modelado de comportamientos neuronales de inhibición/facilitación y codiﬁcación es-
casa permiten conseguir una approximación de la imagen basada en la extracción de los
rasgos más salientes normalmente coindidentes con los contornos. Este tipo de repre-
sentación, basada en contornos multiescala, traza una nueva ruta para resolver taréas
de procesamiento de imágenes, en concreto, compresión y fusión de imágenes.
Un nuevo paradigma de compresión postula una alta eﬁciencia si los rasgos ca-
racterísticos de las imágenes son codiﬁcados separadamente, tales como luminancia,
contornos o textura [19, 145, 240]. Siguiendo ese paradigma, en esta tesis doctoral se
ha propuesto un nuevo método de compresión basado en codiﬁcar dichos contornos
multiescala extraídos de la transformación escasa log-Gabor. Teniendo en cuenta la na-
turaleza de tales rasgos, un algoritmo de codiﬁcación de cadenas ha sido especialmente
diseñado según las peculiaridades estocásticas y morfológicas de dichos contornos. Para
ello, diﬀerentes técnicas predictivas así como códigos preﬁjos y aritméticos han sido
combinados de acuerdo con cada alfabeto. Además, el algoritmo propuesto ofrece un
completo esquema de compresión incluyendo la codiﬁcación del residuo paso-bajo y la
colocación de cabezeras de la trama. Tal codiﬁcación se fundamenta en modelos del
cortex visual primario para mitigar distorsiones de compresión típicamente producidas
por los estandars de compresión JPEG ó JPEG2000.
Las descomposiciones multiresolución han demostrado su superioridad contra otras
técnicas tradicionales de fusión de imágenes. Sin embargo, no existe ninguna evidencia
de hegemonia, a menudo debido a la falta de una imagen de referencia. En esta tesis,
varios tipos de wavelets son comparadas con log-Gabor ﬁlters exitosamente, los cuales
nunca habían sido utilizados anteriormente debido a su tradicional falta de reconstrución
exacta. Además, un algoritmo general para esquemas multiresolución llamado ventanas
multitamaño ha sido propuesto, el cual adapta el tamaño de ventana a los rasgos locales
en la imagen explotando las ventajas de ambas ventanas, pequeña o precisa y grande o
robusta, reduciendo notablemente los errores en los mapas de decisión en contra de las
tradicionales técnicas de tamaño ﬁjo de ventana. Finalmente, un nuevo método orien-
tado a contornos ha sido también propuesto incorporando los contornos multiescala al
esquema de fusión multiresolución. Este algoritmo basado en rasgos reduce la sensibiliad
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Resumen Extendido
0.1 Representaciones espacio-frecuenciales
El auge de las representaciones conjuntas tiempo/espacio-frecuencia se ha extendido
en los últimos años hasta tal punto que prácticamente no hay ámbito dentro del pro-
cesamiento de la señal y las imágenes en el que no hayan sido utilizadas. Aunque su
formulación ya se conocía con anterioridad, por ejemplo los sistemas ortogonales de
Alfréd Haar [143], la distribución de Wigner [246] o las funciones de Gabor [78] en
la primera mitad del siglo XX, no fue hasta el desarrollo de la teoría matemática de
las ondículas o wavelets a ﬁnales de 1980 [217, 39, 38, 142, 155], con Daubechies y
Mallat como principales exponentes, cuando la potencia del análisis tiempo-frecuencial
comenzó a ser comprendida y utilizada masivamente. La ventaja principal de tales re-
presentaciones frente a la transformación de Fourier [83] es que mientras ésta ofrece
un análisis frecuencial de la señal global, aquellas analizan el espectro de la señal para
cada instante de tiempo o espacio. Tales representaciones conjuntas son especialmente
adecuadas para el análisis de señales con espectros no estacionarios, que si nos remi-
timos a la naturaleza son la mayoría (voz, música, imágenes,...etc). Por otro lado es
natural, como hacen nuestros sistemas sensoriales (auditivo, visual o táctil), analizar
los estímulos externos en períodos de tiempo ﬁnitos, e incluso para señales estacionarias,
ya que evita excesivas demoras en la percepción. Además, nuestros sentidos funcionan
como ﬁltros selectivos paso banda, al igual que el análisis ondicular, pero no así otras
representaciones conjuntas como la distribución de Wigner-Ville o la transformada de
Fourier enventanada [83].
En el análisis por ondículas la señal es proyectada en varias versiones trasladadas y
dilatadas de una misma función madre, es por eso que también son llamadas transfor-
maciones multiescala o multiresolución (MR). Cuando las señales son bidimensionales,
las versiones escaladas de las funciones madre además pueden ser rotadas. El resultado
es la partición del plano de Fourier en bandas moduladas en frecuencia y orientación
que permiten analizar/discriminar las características espectrales de las imágenes de una
manera eﬁcaz.
2La forma de la función madre u ondícula será responsable de las propiedades de
la transformación. La ortogonalidad es en principio deseable sin embargo es incompati-
ble con la simetría de las ondículas. Son por tanto los ﬁltros bi-ortogonales, que gozan
de buena simetría, los más ampliamente utilizados en procesamiento de imágenes. Un
diseño óptimo de los ﬁltros implica simultáneamente soporte ﬁnito y bandas no sola-
padas, sin embargo tal respuesta ideal en tiempo/espacio y frecuencia no es posible.
Las ondículas (bi-)ortogonales consiguen reconstrucción exacta mediante un cuidadoso
diseño de ﬁltros que tengan una respuesta plana en conjunto y guarden simetría dos a
dos análisis/síntesis en paso bajo/paso alto. Sin embargo presentan un fuerte solapa-
miento espectral. En aplicaciones en las que los coeﬁcientes de la transformación MR
son manipulados aparecen distorsiones o artefactos de la señal reconstruida debido a la
denominada dispersión espectral o aliasing. Dicha distorsión es aún mayor en aquellos
esquemas que incluyen submuestreo crítico (normalmente en potencias de 2 en el caso
de las descomposiciones diádicas). Es por ello que en los últimos años está surgiendo
un especial interés por las representaciones no-ortogonales o sobrecompletas.
Las representaciones sobrecompletas tienen un número de vectores mayor que el
requerido para una base, que en el caso de imágenes se traduce en que el número de
coeﬁcientes de la transformación es mayor que el número de píxeles de la imagen. La
relajación del submuestreo crítico reduce el efecto negativo del aliasing permitiendo
reconstruir la imagen con mejor ﬁdelidad. Las ondículas no diezmadas se han mos-
trado más eﬁcientes que las bi-ortogonales en restauración [32, 137, 21]. Las steerable
pyramids [75, 212, 187] consiguen invarianza a traslación y además permiten múltiples
orientaciones frente a las 3 orientaciones del clásico esquema (bi-)ortogonal. Ondículas
en oposición/cuadratura de fase han sido también propuestas en compresión [132, 119],
análisis de texturas [88, 186] o incluso fusión de imágenes [71]. Otras transformaciones
tales como contourlets [48] o curvelets [215] se han propuesto para mejorar la sensibili-
dad en orientación en la detección de contornos y eliminación de ruido.
La sobrecompletitud o no ortogonalidad de las ondículas es en principio un incon-
veniente para la compresión de imágenes ya que se requiere la mínima cantidad de
coeﬁcientes no nulos. Aunque es evidente el aumento del tiempo de computación que
supone el incremento del número de dimensiones, los algoritmos de codiﬁcación dis-
persa, escasa o rala (sparse coding en inglés) como matching pursuit [144] aprovechan
dicha sobrecompletitud para disminuir la redundancia de la transformación mediante
la selección iterativa de un subdiccionario compuesto por aquellas ondículas mejor co-
rreladas con la señal. La idea es que en principio cuanto mayor sea el diccionario de
vectores más ﬁelmente se puede aproximar una señal con una versión reducida de dicho
diccionario.
30.1.1 Filtros log-Gabor
Por su parte las ondículas de Gabor, inicialmente propuestas por Dennis Gabor [78]
y posteriormente aproximadas por Morlet [161], consisten en una exponencial com-
pleja modulada por una envolvente Gaussiana. Debido al perﬁl Gaussiano tienen una
localización conjunta espacio-frecuencial óptima, además de forma suave, simétrica,
monomodal e inﬁnitamente diferenciable. Sin embargo presentan tres principales incon-
venientes que han complicado tradicionalmente su utilización: la media no nula de los
ﬁltros introduce componente continua en bandas intermedias de frecuencia, la disposi-
ción tradicional de los ﬁltros en orientaciones y escalas no cubre uniformemente el plano
de Fourier y por tanto la reconstrucción no es exacta y por último la transformación
no es ortogonal. Pese a ello, han sido utilizados con notable éxito en análisis/síntesis de
texturas [9, 185, 200], extracción de contornos [95, 202, 125, 87], reconocimiento de ob-
jetos [188, 129, 130], análisis de imágenes y compresión [43], estimación de movimiento
[94] o en restauración de imágenes [35, 126]. El problema de la media no nula se puede
solucionar tomando coordenadas logarítmicas que dan lugar a los ﬁltros log-Gabor [62].
Recientemente en [70] se ha propuesto una nueva disposición de las bandas log-Gabor en
el plano de Fourier y un nuevo diseño de los ﬁltros paso-alto y paso-bajo que consiguen
una respuesta frecuencial conjunta casi plana y por tanto reconstrucción exacta. Ésto
es sin duda útil en aplicaciones que requieren reconstruir la imagen de partida, como
por ejemplo síntesis de texturas, eliminación de ruido, fusión o compresión de imáge-
nes. La presente tesis pretende profundizar en el uso de las representaciones conjuntas
espacio-frecuenciales en concreto en compresión y fusión de imágenes. Por ello se han
estudiado principalmente las funciones log-Gabor por las siguiente razones:
1. La implementación de los ﬁltros log-Gabor abre su ámbito de uso a aplicaciones
que requieren reconstrucción exacta como fusión o compresión de imágenes.
2. El bajo grado de solapamiento de las bandas en comparación con otras ondícu-
las y la alta selectividad en orientación, así como su deﬁnición compleja (re-
al/imaginaria) y auto-invertible hacen de log-Gabor una transformación eﬁciente,
versátil y robusta frente al ruido y la aparición de artefactos [70].
3. La no ortogonalidad, aún incrementando el coste computacional, supone una re-
ducción considerable en los efectos del aliasing. Además el incremento del espacio
vectorial (información redundante) puede ser utilizado ventajosamente en com-
presión mediante algoritmos de codiﬁcación dispersa que representan con mayor
ﬁdelidad la imagen frente a una reducción del número de vectores del espacio.
4. Su estrecha similitud con la respuesta cortical en el área V1 del Sistema Visual
Humano, que responde eﬁcientemente a cambios locales de contraste, detección
4de patrones orientados, estimación enfoque/desenfoque o discriminación de textu-
ras, permitiría modelar comportamientos semejantes en la biología para preservar
patrones signiﬁcativos de la imagen y reducir la aparición de artefactos percep-
tualmente agresivos como el efecto de rizado típico de las ondículas.
0.2 Multiresolución en los modelos de visión
Es cada vez mayor el interés por los modelos biológicos en procesamiento de imáge-
nes dada la eﬁciencia con la que funciona el Sistema Visual Humano (SVH), sin duda
debido a los millones de años de evolución. A grandes rasgos las primeras etapas del
SVH se comportan como una descomposición local multiescala y multiorientación, a
menudo modelada mediante funciones de Gabor [62, 148, 41], en el que co-existen dife-
rentes canales y áreas corticales altamente especializadas en la respuesta a determinadas
componentes de la información visual como son contornos, texturas, color o movimien-
to [249]. Posteriormente áreas corticales superiores como la infero-temporal y la parietal
posterior describen representaciones más complejas como el reconocimiento de formas
y movimiento y están ﬁnalmente ligadas a áreas de alto nivel como por ejemplo la
memoria o la capacidad motora.
Ampliamente aceptada la existencia de células simples, complejas e hipercomple-
jas en el área visual V1 [104], éstas se interconectan más allá del campo receptivo
clásico mediante un intrincado sistema neuronal de inhibiciones y facilitaciones [249],
el cual en el área V1 está altamente especializado en la extracción de contornos. Son
los segmentos con mayor curvatura (como esquinas o ﬁnales de línea) los que mayor
información contienen para el entendimiento o reconocimiento del objeto [165]. Las
células hipercomplejas o end-stopped responden fuertemente a tales ﬁnales de línea o
esquinas [95, 49] y las áreas corticales superiores en V4 parecen ser responsables de
la codiﬁcación compleja de dichos contornos basada en la representación conjunta de
segmentos de alta curvatura [174]. En la década de los 80 se popularizaron modelos neu-
ronales de difusión o ﬁlling-in que reconstruían la imagen original únicamente a partir
de la información de contornos como ejemplo de que nuestro procesamiento visual se
comportaría similarmente [85, 172, 118]. Quedando aún muchas incógnitas por despe-
jar, parece que la representación cortical de contornos juega un papel fundamental no
sólo en el reconocimiento de patrones sino además en el entendimiento de lo que vemos.
50.2.1 Un modelo del cortex visual primario
La presente tesis pretende también hacer uso de los modelos de inspiración biológica
para la extracción de rasgos claves para la percepción. Tales modelos basados en la
neurociencia revelan cada vez más la eﬁciencia y eﬁcacia con la que el SVH aborda tareas
complejas del procesamiento de la información visual. Los objetivos de tratamiento de
imágenes están directamente relacionados con las tareas que realiza eﬁcientemente el
SVH, es por eso que modelos del cortex visual pueden aportar nuevas soluciones a tareas
de visión artiﬁcial. En este caso, además del modelo de la respuesta neuronal del área V1
como ﬁltros complejos log-Gabor multiescala y multiorientacion, se hará uso del modelo
neuronal no-lineal de inhibición y facilitación local para la extracción de rasgos claves
en la percepción de imágenes descritos ampliamente por S. Fischer en [65]. En concreto
dicho modelo se basa en la representación de imágenes a partir de la información de
contraste local presente en los contornos de los objetos. El interés por la inspiración
biológica se fundamenta en las siguientes razones:
• Modelar mecanismos del SVH puede mitigar la visibilidad de artefactos típicos en
procesamientos de imágenes como blocking, ringing y otras distorsiones de alta
frecuencia.
• La extracción de rasgos característicos en base a su naturaleza (contornos, tex-
turas, color,...etc) puede ayudar a la valoración de la relevancia de cada rasgo en
términos perceptuales.
• Modelos de segregación de rasgos de diferente naturaleza pueden ayudar a des-
arrollar algoritmos de representación de la información visual más eﬁcientes, es-
pecialmente diseñados según las características de dichos rasgos.
• La representación de imágenes mediante sus rasgos puede aportar nuevos enfoques
más ﬂexibles en relación a la demanda del usuario, como compresión selectiva,
búsqueda en bases de datos,... etc.
La presente tesis por tanto pretende hacer uso de las representaciones sobrecom-
pletas multiescala y multiorientación junto con modelos inspirados en el SVH para su
aplicación real en dos tareas concretas del procesamiento de imágenes: compresión y
fusión.
60.3 Compresión de imágenes
0.3.1 Revisión del estado del arte
Los algoritmos de compresión de imágenes han jugado tradicionalmente con espacios
ortogonales, como la transformada Karhunen-Loewe [83] o la Transformada Discreta del
Coseno usada por el estándar JPEG [83], en combinación con técnicas de codiﬁcación
predictivas como Diﬀerential Pulse Code Modulation (DPCM) [83] y probabilísticas
como los códigos preﬁjo [105]. El último estándar de compresión JPEG2000 hace ya uso
de transformaciones espacio-frecuenciales basadas en ondículas, incorporando códigos
aritméticos [199] y algunos modelos perceptuales simples de enmascaramiento [190].
0.3.2 Un nuevo paradigma
En el marco de las ondículas, algunos autores han propuesto algoritmos de compresión
basados en la codiﬁcación dispersa de coeﬁcientes localizados en las zonas de mayor
contraste o detalle, normalmente coincidentes con los contornos de los objetos [145,
176, 216]. Carlsson en 1988 [19] fue uno de los primeros en proponer un algoritmo
completo de compresión de imágenes basado en la codiﬁcación de contornos de manera
separada a la de las texturas. Así la imagen es reconstruida a partir de la difusión de
la información de luminancia contenida en los contornos y posteriormente detallada
con la información textural. Otros algoritmos surgieron posteriormente siguiendo una
estrategia similar [56, 46, 239]. Nos encontramos por tanto en un marco en el que los
modelos computacionales inspirados en la biología pueden aportar nuevas soluciones a
las técnicas tradicionales de procesamiento de imágenes.
0.3.3 Codiﬁcación de contornos
El procesamiento de contornos ha sido tarea habitual dentro del tratamiento de imáge-
nes. Múltiples algoritmos de extracción de contornos han sido propuestos desde los
pioneros modelos de Marr inspirados en la biología [150] y el detector óptimo de
Canny [18]. La representación de contornos ha sido enfocada mayormente a recono-
cimiento de objetos, donde se han propuesto multiples técnicas tales como funciones
características [138, 116], momentos de Fourier [116], grafos [131, 140], aproximación
mediante splines [153], aproximación poligonal [44], descripción de curvatura multies-
7cala [160, 232], series temporales [115], modelos de Markov [93, 14], el uso de gramáti-
cas [10, 3] y codiﬁcación de cadenas o chain coding.
Esta última técnica, propuesta originalmente por Freeman en 1961 [73], consiste en
una agrupación de los píxeles adyacentes mediante movimientos cartesianos elementales,
lo cual ha gozado de un especial interés por su sencillez y eﬁciencia. Por ello ha sido
usada en numerosas y variadas aplicaciones como representación de formas geométricas
arbitrarias [112, 166, 225, 20, 253, 109], representación de curvas 3D [11], codiﬁcación de
regiones [171, 55], compresión de documentos binarios [60], transmisión de datos [252, 8],
reconocimiento de patrones [84], clasiﬁcación de huellas digitales [158], reconocimiento
de escritura manual [156] y artiﬁcial [141] o reconocimiento de roturas en superﬁcies [7].
0.3.4 Compresión basada en contornos multiescala
A partir de los contornos extraídos mediante la transformación log-Gabor y modelos de
inspiración biológica, la idea aquí es desarrollar un algoritmo de compresión adaptan-
do técnicas de procesamiento de imágenes a modelos perceptuales dedicados a extraer
las partes más signiﬁcativas de la imagen, normalmente coincidentes con los bordes o
contornos de los objetos. El reto entonces consiste en agrupar los coeﬁcientes signiﬁca-
tivos de una manera lógica y eﬁciente dada la morfología e intensidad de los contornos
extraídos.
Los rasgos más relevantes, las intensidades de las repuestas log-Gabor, son codiﬁca-
dos siguiendo la ﬁlosofía de la codiﬁcación de cadenas mediante movimientos elementales
dada su eﬁciencia en la representación de formas arbitrarias de contornos. El modelo
biológico ha sido implementado de manera que facilita la agrupación, prestando espe-
cial tratamiento a las regiones de importancia para la percepción/representación del
contorno, como son las regiones de alta curvatura donde a menudo aparecen saltos de
orientación y también de escala. Así, tanto el modelo biológico como el algoritmo de
codiﬁcación guardan estrecha relación. El esquema propuesto contempla la necesidad
de codiﬁcar, además de la morfología de los contornos, la amplitud de los coeﬁcientes
y la posibilidad de ramiﬁcación y saltos entre las diferentes escalas y orientaciones de
la descomposición log-Gabor.
Al contrario que el enfoque tradicional en compresión de imágenes que considera
la imagen como una característica global, podremos conseguir una codiﬁcación más
eﬁciente al adaptar los algoritmos a los diferentes rasgos de la imagen. El método de
compresión propuesto es evaluado en imágenes naturales y comparado con los actuales
estándares de compresión de imágenes JPEG, el más extendido, y JPEG2000, entre los
8más eﬁcientes (sino el más). La comparación incluye medidas objetivas o estadísticas
de error y por supuesto medidas subjetivas o de inspección visual. Esta técnica híbrida
entre la biología y la computación basada en contornos proporciona una compresión
eﬁciente con buena calidad visual sobre todo en altas tasas. Aunque el error matemáti-
co supera a los actuales estándares, las reconstrucciones están ausentes de artefactos
tales como los ya mencionados blocking, ringing y otras distorsiones de alta frecuencia,
superando en calidad visual a los actuales estándares.
0.4 Fusión de imágenes
0.4.1 Revisión del estado del arte
La fusión de imágenes ha contribuido a mejorar las prestaciones ofrecidas por los dis-
positivos en campos tales como fotografía aérea, astronomía, visión artiﬁcial, sensores
remotos, monitorización, microscopía o imágenes médicas. El objetivo es la construc-
ción de una imagen híbrida o collage que agrupa todos los rasgos más representativos
desde el punto de vista perceptual de las imágenes de entrada. Yendo más allá de las
limitaciones físicas, la extensión de la profundidad de campo en microscopía mediante
fusión multifoco ha sido un reto desde las investigaciones pioneras a principios de los
años 80 [183, 220, 231, 233, 71].
Entre las técnicas encontradas en la literatura cabe destacar las siguientes: varianza
de los niveles de gris, análisis de componentes principales, aprendizajes mediante redes
neuronales, modelos Bayesianos, ﬁltrados no-lineales, modelos de Markov y actualmente
las transformaciones multiresolución MR [242]. Conocidos ejemplos de fusión MR son
la pirámide Laplaciana [13], pirámide de contraste [189], pirámide de gradiente [12], pi-
rámide morfológica [227], pirámide ratio-of-low-pass [226] o descomposición mediante
ondículas [241, 135]. El valor promedio de los coeﬁcientes de la transformación en torno
a una vecindad o `ventana' (energía promedio) es tomada como medida de actividad
y usada para construir mapas de decisión que indican los coeﬁcientes a preservar. La
norma del gradiente [12], norma Laplaciana [219], energía del espectro de Fourier [218],
momentos [228, 257, 255] y energía de los coeﬁcientes de la transformación de on-
dículas [135, 117] son las más populares medidas de actividad. Otras estrategias más
complejas hacen uso de rasgos como por ejemplo contornos o regiones para la medida
de actividad [256, 208, 181, 122].
90.4.2 Fusión basada en multiresolución
La literatura apenas presenta comparaciones entre esquemas MR (ﬁltros complejos,
número de escalas, orientaciones, sobrecompletitud,...etc) ni entre medidas de actividad
(tipos de ventana). La razón principal es la habitual falta de una imagen de referencia
y/o el hecho de que no siempre pueden expresarse tales comparaciones con criterios
objetivos, lo cual ha provocado que múltiples métricas de evaluación estadísticas y
perceptuales hayan sido propuestas [182, 229, 179]. La misma transformación de Gabor
ha sido utilizada poco frecuentemente en esta área debido a la falta de reconstrucción
exacta.
Para llevar a cabo la evaluación se construyeron en el laboratorio escenarios de fu-
sión multifoco, tanto sintéticos como reales, que permitieron dibujar mapas ideales de
decisión para el cálculo de medidas cuantitativas. El manejo de dichas medidas cuantita-
tivas permitió comprender el comportamiento de los distintos parámetros involucrados
en las representaciones MR como son el número de orientaciones, número de escalas,
sobrecompletitud, ﬁltros complejos, tamaño apropiado de ventana o la robustez frente
al ruido; lo cual se venía aplicando de una manera heurística.
Además, la transformación log-Gabor es evaluada en el ámbito de la fusión de imáge-
nes, la cual no había sido utilizada con anterioridad debido principalmente a la falta
de reconstrucción exacta. El rendimiento de los ﬁltros log-Gabor y su robustez frente
al ruido se evaluó también junto con la distribución Wigner-Ville y otras representa-
ciones espacio-frecuenciales de naturaleza ondicular. La aplicación de la transformación
log-Gabor para resolver problemas de fusión de imágenes pretende solventar problemas
frecuentes de aparición de artefactos dado sobre todo su óptima respuesta conjunta
espacio-frecuencial, su naturaleza compleja y la posibilidad de usar múltiples orienta-
ciones. Las decisiones tomadas en la preservación de coeﬁcientes son por tanto más
robustas, lo cual beneﬁcia, además de al aspecto ﬁnal de la fusión, en la reconstrucción
de superﬁcie 2.5D basadas en los mapas de decisión, permitiendo mejorar la observación
y reconocimiento de especímenes en aplicaciones reales de microscopía.
0.4.3 Combinación multiventana
El tamaño de ventana es otro de los problemas abiertos referenciado en la mayoría de
los trabajos anteriormente citados. Un tamaño de ventana grande ofrece un análisis
frecuencial robusto frente al ruido, pero una pobre localización de la señal. En contra,
una ventana pequeña mejora la localización pero es muy sensible a respuestas espúreas.
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Finalmente, la tendencia general consiste en escoger una ventana de tamaño intermedio,
aunque el problema persiste porque dicho tamaño depende principalmente del tamaño
de los objetos y el ruido presente en las imágenes a fusionar. Éste es un problema común
entre las representaciones conjuntas. Un algoritmo óptimo debería decidir localmente
el tamaño adecuado de ventana, ventanas grandes donde la prioridad sea un análisis
frecuencial robusto y ventanas pequeñas en zonas donde sea importante una buena
localización. Así se propone un nuevo algoritmo multiventana que explota simultánea-
mente las ventajas de localización de ventanas pequeñas y de robustez de ventanas
grandes. El método propuesto disminuye el número de errores en los mapas de decisión,
disminuye la aparición de emborronamiento y artefactos de alta frecuencia en la recons-
trucción, aumenta la robustez frente a señales ruidosas, es válido para cualquier tipo de
representación conjunta y con un tiempo de computación no excesivamente costoso.
0.4.4 Fusión orientada a contornos
La mayoría de las técnicas tratan la información visual como píxeles aislados en lugar
de pertenecientes a estructuras morfológicas más complejas. El método aquí propuesto
incorpora la información de contornos en los mapas de decisión como compactas estruc-
turas morfológicas, lo cual ayuda a preservar detalles ﬁnos en la imagen que pueden ser
visualmente importantes y que son habitualmente ignorados por las clásicas medidas de
actividad. Para ello se han diseñado expresas reglas de decisión para la combinación de
la información de contornos junto con las clásicas medidas de actividad enventanadas.
En concreto el método orientado a contornos ha sido evaluado en fusión multisensorial
para imágenes de satélite.
0.5 Principales aportaciones de la presente tesis
Aunque muchos esquemas de codiﬁcación de cadenas han sido propuestos, y algunos de
ellos realmente complejos, el esquema de cadenas propuesto está especialmente diseña-
do para la codiﬁcación de los contornos multiescala presentes en una transformación
multiresolución. Por tanto tiene que hacer frente a nuevos retos como la codiﬁcación
de amplitudes complejas de los coeﬁcientes, ramiﬁcaciones, saltos entre orientaciones,
predicciones de los movimientos,... etc.
Esta codiﬁcación de contornos permite materializar los prometedores resultados de
codiﬁcación escasa de las cada vez más populares transformaciones sobrecompletas en
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algoritmos alternativos de compresión de imágenes. Esta propuesta de compresión de
imágenes, basada en contornos como elementos perceptualmente signiﬁcativos, conti-
núa el camino abierto en las últimas décadas, aproximando los modelos de inspiración
biológica a problemas frecuentes en tratamiento de imágenes. Reforzaría además una
de las tendencias actuales de compresión basada en la codiﬁcación independiente de las
componentes de una imagen (color, contornos, textura,...) como manera de adecuar con
mayor eﬁciencia el algoritmo de codiﬁcación a la fuente de información.
El presente estudio conﬁrma además el potencial de las representaciones sobrecom-
pletas, las cuales ofrecen importantes ventajas en términos de calidad perceptual no
sólo en compresión, sino también en fusión de imágenes donde constituyen el estado del
arte actual. En concreto se han propuesto los ﬁltros log-Gabor en fusión, no utilizados
hasta ahora debido a la falta de reconstrucción exacta, los cuales han mostrado una
calidad de reconstrucción entre las mejores debido a la sobrecompletitud y su natu-
raleza compleja. El presente estudio ha ahondado también en la conﬁguración óptima
de las representaciones multiresolución en relación al número de escalas, orientaciones,
tamaño de ventana,...etc mediante la evaluación de los mapas de decisión, lo cual hasta
ahora era conﬁgurado de manera más o menos heurística.
En fusión de imágenes se ha propuesto además una novedosa técnica de combinación
multiventana implementable en cualquier representación conjunta, que se ha mostrado
especialmente robusta en la eliminación de errores de la combinación de coeﬁcientes
a lo largo de multiples experimentos tanto multifoco como multisensor, incluyendo su
aplicación a microscopía y a imágenes por satélite.
Por último, aunque no menos importante, se ha propuesto una nueva estrategia de
fusion basada en la incorporación de la información de contornos multiescala a los mapas
de decisión ha sido propuesta para preservar especialmente los detalles ﬁnos perdidos
por las clásicas medidas de actividad.
Chapter 1
Introduction
1.1 Joint space-frequency representations
1.1.1 Time-frequency co-existence
The signal analysis formulated by Jean Baptiste Joseph Fourier at the beginning of the
XIX century was a breakthrough. The fact is that practically any scientiﬁc discipline
deals somewhat with the Fourier transform. The idea correctly proposed by Fourier is
that any ﬁnite energy signal can be decomposed in an inﬁnite sum of sines and cosines
(pure tones) which are intimately related to the meaning of frequency. Nonetheless,
the successful Fourier theory is not the most appropriate way to analyze non-stationary
signals, that is, signals whose frequency spectrum varies with time and/or space. Indeed
most signals coming from nature are non-stationary (a melody, a voice, a pinch, a
photo,...). Note that not only frequency components can vary with time but also their
amplitude. Furthermore, as auditive, tactile or visual senses do, it is more natural
and eﬀective to extract signal's features from ﬁnite intervals of time/space, even for
stationary signals, as a manner of avoiding long delay in perception.
The need for joint time/space-frequency representations, therefore, has nurtured a
huge scientiﬁc activity (still does) during last 20th century. Their inﬂuence in signal
processing has spread out during the last decades to such an extent that there is no topic
they have not been utilized for. Although some time/space-frequency representations
had been already formulated in the ﬁrst half of the 20th century, as for instance the
orthogonal basis of Alfréd Haar [143], the Wigner Distribution [246] or the Gabor func-
tions [78], the strength of their analysis did not begin to be understood and massively
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Figure 1.1: Analysis of the audio wave recording extracted from the song Flamenco sketches
(1959) during the two ﬁrst notes played by the musician Miles Davis. The Fourier transform
(center) of the waveform (left) shows several energy peaks, i.e. which notes were played,
but it does not keep time information, i.e. when the notes were played. The time-frequency
representation (right), where darkness stands for amplitude, joints both domains, i.e. which
and when the notes were played, and even how long they are. The ﬁrst note is located around
590hz (pitch D5 = 587.33hz) and the second around 400hz (pitch G4 = 392hz), the additional
very low note around 65hz (pitch C2 = 65.41hz) comes from the double bass and remaining
energy can be ascribed to harmonic terms, cimbals hits and recorded noise).
used until the maturation of the wavelet theory and the concept ofmultiresolution at the
end of 1980s decade. With Daubechies and Mallat as main precursors [39, 38, 142], the
wavelet formalism was a product of disparate disciplines such as analysis of Morlet in
geophysics signals [161], Marr in visual models [149] or Stromberg in mathematics [217].
Apart from preceding references, other key references are [28, 40, 155, 31, 143]. The
great advantage of joint representations in contrast with the Fourier transform lies in
the local spectral analysis calculated at every time or space location, whereas the last
one oﬀers a global frequency analysis where the time or space component is lost, see
Fig. 1.1.
Some conceptual diﬃculties arise, however, in theoretical deﬁnition of joint rep-
resentations. Thus, the concept of frequency makes only sense in case of long/large
temporal/spatial intervals and it seems to be meaningless to think about frequency(-
ies) of a signal in a precise time or space location. Indeed, all joint representations are
limited by the same constraint, often addressed as the (Heisenberg) uncertainty princi-
ple. It postulates that the momentum of any particle, or the frequency content of any
signal in this case, can not be determined in an arbitrarily small interval ∆x∆f ≥ 1/4pi,
in which x means space and f frequency. This fact will mark without exception the
idiosyncrasy of all joint representations.
Within the sea of joint representations existent in the literature, three of them con-
cern the present work, namely and in order of importance, Gabor ﬁlters, (bi)-orthogonal
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wavelets and the Wigner-Ville Distribution. It is out of the topic of this Thesis to spread
out a rigorous description in a mathematical sense existing publications on that respect,
but in contrast to oﬀer a comparison based on their properties and how they can be
eﬃciently handled for solving some image processing tasks.
1.1.2 Wavelets
The time/space-frequency representation is achieved by means of a signal transforma-
tion which consists in projecting the signal (necessarily of ﬁnite energy (L2(R))) on a
family of aﬃne coherent states, originally formulated by Schrödinger in 1926, which are
several dilated and translated versions of the same mother function. The mathematic
formulation of coherent states, time-frequency atoms or simply wavelets from a given









(s, u) ∈ Z2, (1.1)
where Ψs,u are the wavelets dilated by the scaling factor s and translated by u. Then by
projecting a signal z ∈ L2(R) on one particular wavelet one can obtain the frequency
content for that particular scale or frequency range and for its time/space position as
follows:












The scaling factor performs diﬀerent resolution levels of analysis, from high spatial
resolution or short wavelets (wide bandwidth or low frequency resolution) to low spatial
resolution or long wavelets (narrow bandwidth or high frequency resolution). The set
of forward projections on diﬀerent scaled versions along the whole duration of the
signal yields the so called multiscale or multiresolution (MR) representation. This fact
constitutes the most remarkable characteristic, the signal will not be analyzed entirely
as a whole anymore, but instead is analyzed as a sum of diﬀerent spectral entities at
concrete locations. The signal becomes decorrelated into levels of resolution according
to the scale of wavelets. As a forest containing trees and each one made of branches
and each one made of leafs, signals in turn may contain signals at diﬀerent scales of
details to which the sizes of the wavelet ﬁt. One particular thing of wavelets is that
they always preserve their joint space-frequency deviation, that is, space deviation is
proportional to s and frequency deviation to 1/s, see Fig. 1.2.
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Figure 1.2: Two wavelet time-frequency atoms Ψu,s and Ψu0,s0 according to the equivalent
uncertainly principle for time and angular frequency σtσw ≥ 1/2. If scale s increases, the time
support σt is augmented, but frequency σw is proportionally tightened. Variable η stands for
frequency centering (adapted from [143]).
To recover or synthesize the signal from such a wavelet decomposition, supposed to







If the signal spans trough two dimensions, e.g images, u becomes bidimensional. In
this case, separable basis, often preferred, convolve separately as 1-dimensional ﬁlters.
In case of imagery, that means vertical and horizontal coordinates [143], see Fig. 1.3.
Figure 1.3: The family of Daubechies wavelets 'db4' (Matlab's nomenclature). 5 scales in the
spatial domain depicted for horizontal, vertical and diagonal orientations together with the
low-pass scaling function (left) and consecutive proﬁles of the ﬁlters in the frequency domain
right).
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It is clear that the speciﬁc shape of the mother function completely determines the
properties of the joint representation. The shape is usually chosen regarding `ﬁdelity' to
signal analysis, but, depending on application, computational cost, adaptation to signal
or simply robustness might be also priority aspects. In practice, the coherent states
are chosen concentrated in both space and frequency domains which decay rapidly, be-
ing almost zero toward inﬁnite (compact support) 1. Orthogonality among the former
wavelets of the basis is desirable, in principle, but it is however incompatible with sym-
metry. Instead, the bi-orthogonal ﬁlters, which possess good symmetry, are the most
widespread in image processing. Other common properties are: (1) the wavelet trans-
form is obtained through a linear combination, (2) it enables fully image recovering
(completeness), (3) the transform domain contains fully the energy of the signal (Par-
seval's theorem), (4) wavelets are (bi)-orthogonal basis, (5) the corresponding Fourier
plane is symmetric.
The list of applications during last twenty years in which wavelets have been involved
is really vast, from physics and astrophysics to seismic geophysics, optics, climatology,
speech recognition, computer graphics or quantum mechanics. Along the Thesis readers
will ﬁnd opportune references of the related topics.
1.1.3 Log-Gabor ﬁlters
Firstly proposed by Dennis Gabor in 1946 [78], the canonical coherent states of the
Gabor ﬁlters are diﬀerent versions of a Gaussian-shaped window shifted in time/space
and frequency variables. Subsequently Morlet [161] brought them into the wavelet MR
framework and they are called Gabor wavelets as well. Belonging to the large Cohen's
class [30], Gabor's work synthesizes the studies of Nyquist in Communication Theory
in 1924 [167] and Heisenberg in Quantum Mechanics in 1927, by which he proposed
the Gaussian shape as an optimal envelope for time-frequency representation because
it turns the uncertainly principle from inequality into equality.
Some important characteristics of Gabor wavelets are [111]: (1) the Gabor transform
is obtained through a linear combination, (2) it enables complete image recovery, (3)
the transform domain contains fully the energy of the signal (Parseval's theorem), (4) it
is not orthogonal but an unconditional basis, a frame [40], (5) the Fourier plane is sym-
metric and (6) it is invariant to shifting in time/space, frequency and scale. It is worth
stressing here other important aspects in that peculiar shape. Despite its Gaussian
shape spreads to inﬁnite, it decays rapidly from its center. Moreover, (7) Gabor ﬁlters
1The scaling factor is directly related to frequency if such a decay is exponential.
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are completely symmetric of both sides (isotropy), monomodal and centered (localiza-
tion) and smooth and inﬁnitely derivable (regularity). Furthermore, two additional
and remarkable properties should be noted. (8) In the case of bidimensional signals
(images), the scaled versions even can be rotated. The result is the partition of the
Fourier plane into bands modulated in frequency and orientation which discriminate
spectral features in multiples directions. In contrast, (bi-)orthogonal wavelets often
have well-known diﬃculties in implementing more than three orientations (horizontal,
vertical and diagonal). (9) In addition, the Gaussian envelop is modulated by a complex
exponential with odd and even phases, which is eﬀective for analyzing features with so
diﬀerent phase as abrupt impulses or steps, i.e. ridges and edges in 2D respectively.
Unfortunately, three main disadvantages have complicated traditionally their us-
age: (i) the ﬁlter averaging is not null and therefore the DC-component inﬂuences
intermediate bands, (ii) the traditional arrangement in scales and orientation of ﬁlters
does not cover uniformly the Fourier plane and therefore the reconstruction is not ex-
act and (iii) the biorthogonality is trivial for orthogonal bases but more complicated
for frames. It has been shown that Gabor's method to construct the biorthogonal
set is impractical [80]. The transformation, therefore, is not orthogonal but overcom-
plete. In spite of these drawbacks it has been successfully employed for a considerable
number of applications such as texture analysis/synthesis [9, 185, 200], contour extrac-
tion [95, 202, 125, 87], segmentation [213], object recognition [188, 129, 130], image
analysis and compression [43], movement estimation [94] or image restoration [35, 126].
The ﬁrst drawback, the introduction of DC-component within intermediate bands,
can be solved by taking the logarithm to the radial coordinate, which leads to logarith-
mic Gaussian shape or log-Gabor wavelets [62], see Fig. 1.4.
Figure 1.4: Proﬁles of the frequency response of Gabor ﬁlters (left) and log-Gabor ﬁlters
(right). Note that DC-component is minimized by the introduction of logarithms and the
bands become more disjoined (compare also with Fig. 1.3).
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(a) (b) (c)
Figure 1.5: Multiresolution log-Gabor arrangement with 6 orientations and 6 scales (including
low-pass ﬁlter). (a) Real part (the ﬁrst two scales are four times magniﬁed for a better
visualization). The low-pass ﬁlter is depicted in the upper-left corner. (b) Imaginary part
(none low-pass ﬁlter). (c) Schematic waist of the ﬁlters in the Fourier domain.
Recently, a new design of log-Gabor ﬁlters has been proposed in [70]. Guided by [88],
one of its peculiarities is that even scales are rotated by a constant factor consisting of
the half distance between ﬁlter centers. It is formulated as follows:
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in which (ρ, θ) are the log-polar coordinates (in log2 scale, indicating the ﬁlters are
organized in octave scales), K is the number of scales of the MR scheme and P is the
number of orientations, where k ∈ {1, .., K} and p ∈ {1, .., P} index respectively the
scale and the orientation of the ﬁlter, the pair (ρk, θpk) corresponds to the frequency
center of the ﬁlters, and (σρ, σθ) the angular and radial bandwidths (common for all
ﬁlters).
But the main particularity is a novel design of the low-pass as a Gaussian low-pass
ﬁlter G1K(·, ·, 1, K) (approximation) and high-pass ﬁlters [70]. The normalized ﬁlter
arrangement approximates ﬂat frequency response and therefore exact reconstruction.
Such design is self-invertible, which means that the same ﬁlters are used for analysis
and synthesis. This is obviously beneﬁcial for applications in which inverse transform is
demanded, such as texture synthesis, image restoration, image fusion or image compres-
sion. The log-Gabor ﬁlters in Eq. 1.4 are illustrated in Fig. 1.5 by following the same
designing constrains recommended in [70]. Note that this log-Gabor implementation
is non-orthogonal. However, it will be discussed later that, far from being a diﬃculty,
overcompleteness can be used advantageously.
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1.1.4 Wigner-Ville Distribution
The Wigner Distribution was introduced by Eugene Paul Wigner in 1932 in Quan-
tum Mechanics as a phase space representation of particles [246]. Subsequently, it was
brought by J. Ville into signal processing [236] and it is often called Wigner-Ville Distri-
bution (WVD). It also belongs to the large Cohen's class of bilinear distributions [30].
The calculation of WVD for signal processing, apart from being obviously discretized, is
often restricted within a limited interval or window in order to oﬀer localized analysis,
called Pseudo-WVD. Thus, the 2-dimensional WVD, once discretized and windowed,








in which z is a bidimensional function (the input image), the pair [n,m] represents
the vertical and horizontal spatial coordinates respectively, the pair [wn, wm] represents
the frequency variables in vertical and horizontal directions respectively, the analysis
window is of size N × N and w = 2pif/N . The WVD is a joint representation of the
energy or intensity of the signal in a space-frequency domain. It can be thought as a
particular occurrence of a complex spectrogram in which the shifting window function
is the function itself. The 2D WVD provides a 4D overcomplete domain where a 2-
dimensional frequency analysis is calculated at each space location. It can be actually
interpreted as a Fourier transform of an auto-convolved 2-dimensional signal.
Among its properties, it is worth mentioning the following [28]: (1) WVD is real-
valued regardless of input signal nature (real or complex) because of the hermitian
behavior of the autoconvolution term, (2) a maximum auto-component or signal con-
centration in space-frequency, (3) except for a constant scaling factor, WVD enables
fully image recovering, in other words, preserves signal of ﬁnite energy (Parseval's the-
orem) where overcomplete is proportional to N, (4) it holds the symmetry presented
in Fourier domain for periodic signals, (5) it is invariant to translation, modulations
(frequency shifting) and scaling and (6) it is non-linear.
The properties of WVD as a whole constitute those ever desired properties putted
at once, except last one. Due to the resulting quadratic exponential in Eq. 1.5 caused
by multiplying the signal by itself (bi-linearity), cross terms appear frequently as twice
strength as auto-terms. This fact has limited hardly its use in practical applications.
Note that cross-terms can distort the analysis not only by modifying the strength of a
given frequency but also to create frequency components where the signal is originally
zero. Many helpful eﬀorts have been done to remove the presence of cross-terms as for
instance by low-pass ﬁltering kernels [151] or by using analytic images [258, 221, 100].
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These techniques, however, remove at the same time important auto-component infor-
mation, which is often self-defeating. In concrete, WVD has shown eﬃcacy to discrim-
inate synthetic multicomponent signals but cross-terms presence provokes impairments
in signal localization, local estimation of frequency and spatial structures [211]. Further,
wavelet frames, coinciding with neural physiology, operate as selective band-pass ﬁlters
tuned to disparate spectral ranges and, although some segmentations of the Wigner
domain could be conceived [195], WVD lacks of such a MR decomposition.
1.1.5 Overcompleteness and shiftability
An optimum design of joint representations relies simultaneously on ﬁnite support and
non-overlapped bands. Such an ideal response in time/space and frequency is however
unpracticable due to the uncertainty principle. Although wavelets are deeply overlapped
in frequency (see Fig. 1.3), they can achieve exact reconstruction by means of a precise
design of paired ﬁlters. It is suﬃcient with fulﬁlling two basic requirements [143], (1)
a complementary response in such a way that the overall Fourier response is ﬂat and
(2) a cross-symmetry in analysis/synthesis of low-pass and high-pass ﬁlters. In order to
attain to (bi-)orthogonality, wavelets are critically or dyadically sampled by throwing
away one every two samples all along the signal. Thus, most applications proposed in the
literature for the last decades contain complementary sampling modules (downsampling
in analysis and upsampling in synthesis) whose advantage, besides orthogonality, is that
maintain exact reconstruction even by throwing `overboard' extra load, reducing time
consumption and memory storage.
Recent works in MR transforms, however, have claimed the necessity for using over-
complete representations to solve not few drawbacks shown by (bi-)orthogonal wavelets,
namely lack of shift-invariance (shiftability), aliasing between bands, poor resolution
in orientation and insuﬃcient match with image features [212, 48, 119, 52]. Since the
wavelet basis are formed from dilated versions of the same function, one might hope that
the transform coeﬃcients would behave invariant to dilations and translations too, but
that is rather far from occurring [212]. Decimated wavelets present serious problems to
attain shift-invariance property. This means that slight displacements in the signal at
the entrance may provoke totally diﬀerent result at the exit, which is totally undesirable
almost for any task in signal processing. See Fig. 1.6 for an example. Such an variance
is due to the overlapping of wavelet bands and the posterior critical sampling which
often violates the Nyquist criterion and causes the spectrum to get reshue over the
bands. Moreover, in spite of exact reconstruction, in applications where the wavelet
coeﬃcients have to be manipulated, aliasing created by mentioned overlapping becomes
often apparent as distortion artifacts in the reconstructed signal. The distortion is even
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Figure 1.6: Eﬀect of the translation of the biorthogonal basis 'bior4.4' (Matlab's nomenclature)
when two input signals are exactly the same as one of the wavelets in such a basis, but one of
them displaced just one sample to the right. First row depicts the input signals and lower rows
the 1st and 2nd decomposed scales respectively. The shifted signal provokes energy reshue of
the wavelet coeﬃcient over scales, hardly what one might expect from a translation-invariant
transform.
more harmful if wavelets are critically sampled. In addition, decimation makes things
even more complicated if arbitrary ﬁltering orientation is pursued. Considering the
image domain, a critical subsamplimg in horizontal direction implies to throw away one
every two columns, that is, a subsampling lattice in columns. But what should it be
done if ﬁltering direction is for instance 35 degrees?. The corresponding subsampling
is then not so evident.
The relaxation of the critical subsampling necessarily implies overcompleteness,
which means that the number of vectors to the transformed space is larger than those
required to complete a basis. In case of images, this means that the number of co-
eﬃcients in the transform domain is bigger than the number of pixels in the image
domain. That sampling relaxation allows to design ﬁlters with interesting properties
such as shift-invariance as well as to reduce the negative eﬀect caused by aliasing [212].
As a result, the image is reconstructed with higher ﬁdelity. For instance, overcomplete
wavelets have already shown more eﬃciency in restoration [32, 137, 21], the steer-
able pyramid [75, 212, 187] achieves translation invariance and also permit multiple
orientations in contrast to classical (bi-)orthogonal wavelet scheme made of three and
other overcomplete transformations such as contourlets [48] or curvelets [215] have been
proposed to ameliorate orientation sensitivity, beneﬁting contour detection and noise
removal.
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As in the case of Gabor ﬁlters, a special interest is growing during last years in over-
complete complex wavelets. These wavelets are composed of paired ﬁlters (real/imaginary)
in opposite/quadrature phase, which are able to provide simultaneously local maxima
independently whether the featured signal is odd or even, as for instance an abrupt step
or abrupt impulse (for images they would be edges and ridges respectively). Complex
wavelets have been proposed for image compression [132, 119], texture analysis [88, 185]
and recently for image fusion [98, 71, 134].
Unfortunately, overcompleteness increases complexity and therefore computational
time. In that respect, the lifting scheme has been proposed for wavelets to reduce com-
plexity [222] and several optimizations have been also proposed for computing Gabor
ﬁlters [192, 164, 108, 70].
In the concrete case of image compression, overcompleteness is in principle a negative
face, since it entails just the opposite to increasing dimensionality. Nonetheless, this
disadvantage could be compensated for the fact that an elevated number of dimensions
could help to ﬁt more faithfully the image reconstruction. The idea lies in the fact that
the bigger the dictionary (dimensionality) is, the better the image can be approximated
with a reduced version of the whole dictionary. Sparse coding algorithms like matching
pursuit [144] take advantage from such overcompleteness to diminish redundancy by
means of iterative selection of a so called subdictionary composed by those wavelets
better correlated with the image [144, 23, 178, 67]. In some particular cases existing
algorithms provide the optimal solutions, e.g. [33], but in general two main classes
of algorithms are available: the already quoted Matching Pursuit (MP) [144], which
recursively chooses the most relevant coeﬃcients in the whole dictionary, and Basis
Pursuit (BP) [23] which solves the non-linear system by minimizing a penalty function
corresponding to the sum of all coeﬃcients. Both algorithms perform iteratively and
globally and therefore they are computationally very costly, generally achieving only
approximations to the optimal solutions.
The improvement and optimization of overcomplete transformations are extremely
complicated in account of the huge degrees of freedom. But it is a fact that non-
orthogonality allows the use of any shape of ﬁlters where non-linearity is the most
general case permiting for instance the implementation of a wide variety of interactions
between the coeﬃcient of the transformation. As a consequence, new classes of algo-
rithms are now potentially candidates as MR transforms and one possibility comes from
biology.
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1.2 Multiresolution and orientation in vision models
The Human Visual System (HVS) modeling is a big challenge since the appearance
of computer science and neuroscience more than 50 years ago. The marriage of these
two disciplines gave rise to computer vision as a part of so called artiﬁcial intelli-
gence. Whatever the birthdate took place, the motivation for modeling vision systems is
twofold. On one way, computer models help to conﬁrm hypothesis claimed by neurosci-
entists, and on the other way, neurophysiology provides eﬀective models to accomplish
complicated vision tasks easily resolved by our HVS in account of thousand of hundreds
of years of human evolution. The purposes of this Thesis detailed afterward envisage
principally the second way. Thus, by using perceptual models one contemplates rep-
resentations of our visual cortex in order (1) to exploit the eﬀectiveness and eﬃciency
of HVS in understanding/decoding the eye view (object laying and recognition, color
processing, composition of textures, transparencies, shadows, occlusions,...etc), (2) to
reduce the visual impact of distortions in processed images and (3) to ﬁnd out new
perspectives to resolve computer vision tasks alternatively to classical procedures and
standards.
1.2.1 A ﬂeeting look into the Human Visual System
The optic system made of cornea, crystalline and aqueous and vitreous humors consti-
tutes the entrance to the HVS through which the light is projected or accommodated
on the retina in the back side of the ocular globe [249]. The light enters the retina and
strikes the photoreceptors layer, where photons of particular wavelength are absorbed
by about 120 millions of rods and 6 millions of cons. The neuronal system begins right
here, basically with a 2D array of luminance/color sensors. Their responses as electric
spikes are recollected by superior layers of bipolar, horizontal and amacrine cells, and
culminate into ganglion cells, see Fig. 1.7.
Afterward, the optic nerve ship visual information up to Lateral Geniculate Nucleus
(LGN) of the thalamus. In most primates 2, the LGN contains six layers of cells bodies.
Two magnocellular layers (M), having in it large cells of fast processing, without much
detail and mostly dedicated to motion processing, and four layers called parvocellular
(P) whose small cells bodies of slow response are mostly dedicated to process the details
of the view. Between each of M and P layers lies an interlaminar layer of very small
2Most studies have been done with monkeys, in particular rhesus macaque, on account of the
similarities of their visual system to the HVS.
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Figure 1.7: A look inside the mammalian retina hand-painted by the Nobel Prize Santiago
Ramón y Cajal in 1900. By following his own indexation: (A) pigmentary cells, (B) epithelial
cells, (a) rods, (b) cones, (c) and (d) rod and cones' nuclei, (e) horizontal cell, (f) bipolar cell
related to cones, (g) bipolar cell related to rods, (h) amacrine cells, (i) giant ganglion cell, (j)
small ganglion cells.
cells, koniocellular (K), whose function is still unclear. LGN's operates as a linear
spatial bandpass ﬁlter together with luminance and contrast non-linear adaptation.
Although functionally it is considered as a relay organ, its function is still not completely
understood. Finally, axons outgoing LGN reach the striate visual cortex at the occipital
lobe of the brain.
The architecture of the striate visual cortex is split in several cortical areas according
to their functionality [234]. The knowledge of the primary visual cortex named V1 is
by far the more extensive among visual areas. It is endowed with a great variety of well
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documented cells [249], but three deserve to be highlighted here. Simple cells are mostly
linear and behave in certain retinotopic laying as accurate contrast sensors, whose
receptive ﬁelds present a combination of inhibitory and excitatory surround grouped
in variety of scales, oriented elongations and phases (odd/even symmetry) [103]. As
atoms in mattery, natural images are made of ﬁne contrast structures as edges, ridges or
corners whose detection is the ﬁrst task to understand what one is watching thereout,
in the outside world. Complex cells are bigger, phase invariant, highly non-linear and
mostly dedicated to motion estimation. Lastly hypercomplex or end-stopped respond
to stimuli ending and they are determinant for contour extraction [95]. Observe that
neurons in HVS do not work as simple luminance sensors, but a patch of image carrying
three color dimensions, orientation, spatial frequency, motion direction and binocular
disparity.
Figure 1.8: Brain anatomy and visual pathways (from [81]).
Two main streams leave from primary visual cortex: the ventral pathway integrating
V1, V2 and V4 is associated to detailed object recognition or `what we see' and the
dorsal pathway integrating V2, V3 and V5 or MT/MST (medial [superior] temporal)
is associated to motion estimation or `where we see' [249]. As the information travels
toward upper areas, the image that was projected on the retina is hierarchically dis-
mantled in several ever more complex features, such as textures, contour shapes, depth,
motion or color. From both pathways' endings, other connections ramify on the spread
out for superior areas as memory or the motor system. On the search to the answer of
how this information is ﬁnally integrated into perception of scenes, still many questions
remain of functionality in lower visual areas3.
3An obliged reference in this area is neuro.med.harvard.edu/site/dh/index.html and a recommended
tutorial www.physpharm.fmd.uwo.ca/undergrad/sensesweb.
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1.2.2 Contour Perception
Gestalt rules in the ﬁrst part of 20th century already paid special attention to contours
and their importance for the understanding of what we see [121]. They changed the
Psychology school of thought by those days, which aﬃrmed that the whole is simply
perceived as an aggregation of its parts. From those studies we already know that
contours are perceived not only `by what' they are but also `with what' they turn up.
Indeed, perceived shape is described as contours but also its location and interaction
with other surrounding patterns form the ﬁnal perception.
A psychological hypothesis synthesized in the Attneave's cat [5] aﬃrms that cur-
vatures are more perceptually salient than straight segments, specially those abrupt
features like corners or contour endings (see Fig. 1.9). Similar informal observations
were launched by Koﬀka [121] and Marr [149]. Among the types of contours, some
psychophysical experiments conﬁrm that those maximally curved segments (corners or
line-endings) are more visually salient [165] and even more as they become closed [180].
Further away, Koenderink et al. [120] suggest curvature maxima have a second role
inferring solid object's surface by evaluating convexity/concavity as positive/negative
Gaussian (or any other) 3D curvature. [53]
(a) (b) (c)
Figure 1.9: The Attneave's cat synthesizes the hypothesis that maximum curvatures are more
perceptually salient. (a) A cutting of minimum curvatures, (b) maximum curvatures and (c)
the original cat. Note that one just needs uniquely corners or junctions (middle) to perceive
correctly the cat's ﬁgure and that complicates without them (left). Note also that `visual'
memory can help us to distinguish the cat even in the left case.
The importance of contours as features has its basis on biology since the pioneer-
ing works of Hubel and Wiesel in 1960s [103, 102]. Many psychophysical and neu-
rophysiological experiments have observed the V1 end-stopped cells as vigorous de-
tectors of ridge endings, abrupt corners and other types of junctions and crossings,
see Fig. 1.10. For their parts, Heitger et al. [95] and Dobbins et al. [49] designed
their own end-stopped models for image processing. Broadly accepted the existence
of simple, complex and hypercomplex cells in V1 [104], there exists a growing in-
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terest in the studies of interneuron connections far away from the classical receptive
ﬁelds [104, 54, 61, 63]. There exist psychophysiological and psychological evidences of
inhibitory non-aligned and facilitatory co-aligned connections between neurons along
a same contour [113, 124, 180, 96, 147, 22, 250] and the actual mainstream aﬃrms
that such inhibitory/facilitatory long-range connections (two to four times the classical
receptive ﬁeld), behaving as synchronized ﬁring neurons in chains, play a crucial role
in so called contour integration. Moreover, some experiments proved the stimulation of
non-classical receptive ﬁelds could even enhance cells' orientation selectivity [22]. Com-
putational models of such neural interaction have reinforced such evidences, succeeding
in contour extraction and image restoration [251, 87] and from the statistics of natural
image this idea has been also supported [79].
(a) (b) (c) (d)
Figure 1.10: Four lighting patterns centered for maximal response of hypercomplex cells
(adapted from [103]). The dashed squares represent the stimulated receptive ﬁelds and the
arrows the motion direction of stimuli, which run from a variety of tongues (a)-(b) and corners
(c)-(d).
Facilitatory horizonal connections in V1 are then ﬁrm candidates for being responsi-
ble of contour grouping due to the rapidity of such contour integration processes [147],
but other feedback connections from V2 seem also to be involved in the inference of
missing information for completing (illusory) contours [237]. It is also plausible that
such descriptions of integrated contours could take place in higher visual areas like V4,
which are supposed to provide increasingly complex descriptions of shapes. Recently,
some studies [174] have discovered cells in V4 highly specialized in sophisticated con-
tour representations responding to curvature degree (concavity) and to angles between
aggregated curved segments, see Fig. 1.11.
In parallel, the study of statistics of natural images by sparse coding [169] or Inde-
pendent Component Analysis (ICA) [6, 214, 50] has strongly supported the encountered
shape of V1 cells [235], retinotopic topography [106] and non-classical receptive ﬁeld
properties [254, 146]. It also permits to establish the grouping rules for edges in contin-
uous contours [128, 34, 79, 24] in agreement with mentioned psychophysics and Gestalt
experiments.
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Figure 1.11: Example of aggregated V4 neurons (right) responding to a complex contour
stimulus (left) (from [174]).
Consequently, many evidences point out that our visual system not only concerns
object contours but also represents them based on certain curvature description. Re-
maining many unknown factors, it is clear that the cortical representation of contours
plays a main role in the primary visual cortex and further in the understanding of what
we see.
1.2.3 A computational model of the primary visual cortex
Part of this Thesis relies largely on the model of the architecture of the primary visual
cortex developed by S. Fischer [65]. His model comprises the recent log-Gabor imple-
mentations described in Sec. 1.1.3 together with a sparse approximation of images based
on multiscale contours sketched in Fig. 1.12. Subsequent sections provide a complete
description of such a model in order to guarantee a successful reading. In any case, if
the reader wants to go into details, please refer to the enclosed bibliography.
Log-Gabor ﬁlters as models of cortical cells
The receptive ﬁeld of one type of cells therein called simple cells presents various
sizes [45] and oriented elongations often modeled as Gabor-like functions [148, 42, 62].
It can be said then from psychophysics [244] that the primary visual cortex involves a
multiscale and multiorientation representation highly overcomplete [102]. There are 13
millions sensor cells in the retina, 1 million ganglion cells reaching LGN and V1 but
100 million cells in V1.
The present model represents simple cell response by means of the overcomplete log-




Figure 1.12: Successive steps of the sparse multiresolution V1 neuronal architecture. (a)
96×96 detail of the Lena image. (b) Complex cell activities modeled as the modulus of the
log-Gabor wavelet coeﬃcients. From the largest to the smallest the insets correspond respec-
tively to the downsampled 2nd, 3rd, 4th, low-pass and 5th scales (1st scale is not represented).
Each scale shows overlaid the whole set of orientations. Observe that sampling rate is un-
der the usual dyadic subsampling. (c) Remaining coeﬃcients after the inhibitory step by
local-maxima suppression. (d) Remaining coeﬃcients after the facilitatory step by spread-
ing local-maxima along preferred orientation and across scales. The remaining cells conform
the sparse representation, that is, a subdictionary composed by the most salient multiscale
contours together with the low-pass approximation. (e) The gain control step assigns an am-
plitude to each subdictionary function allowing an approximated reconstruction of the original
image in (a).
by ﬁltering the input image with a set of log-Gabor kernels arranged in orientations and
scales, see Fig. 1.5. Each ﬁlter output represents each cell response (covering all image
locations) to a particular orientation and scale. Resulting responses are complex-valued
where the real part corresponds to the even-symmetric receptive ﬁeld of simple cells
(i.e. cosine wave in Fig. 1.5(a)), and the imaginary part corresponds to odd-symmetric
receptive ﬁeld (i.e. sine wave in Fig. 1.5(b)). In order to cover low-frequency and
DC spectrum, a Gaussian residual ﬁlter is incorporated to the ﬁltering arrangement.
Such a low-pass ﬁlter collects principally luminance information separated from spatial
contrast, which agrees with largely independent gain controls for contrast and luminance
sensitivity operated in early visual system [147, 72].
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Complex cells have often been modeled by the linear combination of simple cells [102,
95, 2]. Activities of complex cells are deﬁned as the squared sum of each simple cell pair
in quadrature phase placed at the same location, orientation and scale. Consequently,
the complex cell activities are simply deﬁned by the modulus of the log-Gabor wavelet
coeﬃcients, as previous models did [162, 95]. It is necessary to remark here that the
shape of the ﬁlter is critical for an accurately localized, non-redundant and robust
noise detection [18] but, unlike the Canny edge extractor, the complex nature of Gabor
ﬁlters allows to extract by local-maxima both types of contours, ridges and edges. Two
simple examples are shown in Fig. 1.13 to illustrate that log-Gabor ﬁlters are adequate
for contour extraction because: (1) both features, edges and ridges, induce similar local-
maxima in the modulus of the log-Gabor coeﬃcients and (2) the modulus monotonously
decreases along both sides of edges and ridges, without creating any extra local-maxima
(the modulus response is then monomodal).
(a) (b)
Figure 1.13: Log-Gabor wavelets responding similarly to edges and ridges. (a) Impulse re-
sponse (ridge) of a 1D complex log-Gabor ﬁlter. Its modulus (black continuous line) decreases
monotonously away from both sides of the impulse center, conﬁrming response is maximum
just at the ridge location. Conversely, real (dotted line) and imaginary (dash-dotted line)
parts produce several delocalized local-maxima and minima. (b) Step response (edge) of a 1D
complex log-Gabor ﬁlter where the same holds as in (a).
Subsequently, those complex cells whose activities do not reach a certain spiking
threshold are considered inactive according to the Contrast Sensitivity Function (CSF)
response proposed in [205] which establishes certain detection threshold for each chan-
nel, i.e. the minimum amplitude for a coeﬃcient to be visible for a human observer.
Elsewhere, studies performed from statistics of natural images, allow to explain why the
HVS is less sensitive to low frequencies than to medium ones [62]. Sensitivity to very
high frequencies is also weak, where noise level is usually higher and the features are
consequently less signiﬁcant. Although CSF varies according to viewing distance, and
many conﬁgurations can be set, for instance by ﬁltering down the highest frequencies
in case of noise presence [4], here a ﬁxed viewing condition is normally assumed.
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Oriented local inhibition for contour extraction
The inhibition step as in other energy models [162, 95] carries out non-local maxima
suppression between complex cells out of the classical receptive ﬁeld. A very similar
strategy is also deployed in classical edge extraction methods like the Canny opera-
tor [18], which marks edges at local maxima after ﬁltering through diﬀerent oriented
kernels. As indicated by the light-gray connections in Fig. 1.15, the inhibition occurs
toward the perpendicular direction to the local contour direction, that is, toward the
preferred ﬁlter orientation. Note that the closest adjacent orientations are also locally
inhibited, i.e. zeroed out, as well as those positions with lower activity. In practice
coeﬃcients are inhibited in two steps. First, they are inhibited if any of their neighbors
`1' and `2' have larger modulus, see Fig. 1.14. Coeﬃcients constituting two-pixel-thick
chains are extracted by convolution with 3× 3 kernels for determining if some of the 4
closest neighbors are themselves neighbors one each other, see Fig. 1.14.(d). Then, the
inhibition goes on with the neighbors `3' and so on up to `6'.
(a) vertical (b) oblique (c) diagonal (d) 2-pixel-thick chain
Figure 1.14: Implementation of the local inhibition. (a)-(c) Neighboring coeﬃcients are labeled
from the most perpendicular `1' to the most collinear `8' according to the preferred orientation
of the ﬁlter. (d) Conﬁguration of two-pixel-thick chains in which the central coeﬃcient is
candidate to be inhibited.
After the inhibition, most coeﬃcients are suppressed and only a few coeﬃcients
remain with strong amplitude, which already bear resemblance with the multiscale
contours perceived by visual inspection, see Fig. 1.12.(c). It is remarkable moreover
that chains of non-suppressed coeﬃcients appear continuous and mainly without gaps
along contours. Additionally, some active coeﬃcients remain isolated due to noise and
irrelevant or less salient edges.
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Figure 1.15: Model of inhibitory/facilitatory connections between neurons in the primary
visual cortex (V1). Simple cortical cells are modeled by means of log-Gabor functions organized
in phase quadrature pairs (dark gray circles). The retinotopic co-occurrence of sets of neurons
sensible to diﬀerent orientations is represented by pinwheels (large light gray circles), where
adjacent spatial positions induce adjacent pinwheels. Given a contour laying horizontally over
the horizontal cell at the central pinwheel, inhibitory interactions (light gray connections)
occur between adjacent orientations in the same pinwheel as well as the closest adjacent
pinwheel perpendicular to the preferred cell orientation; and facilitatory interactions (dark
gray connections) occur far away the classical receptive ﬁeld toward co-aligned cells.
Long-range facilitation for contour reinforcing
Neuronal facilitation has been described in V1 as excitative connections between co-
aligned neighboring cells out of classical receptive ﬁelds [114]. Co-aligned means similar
orientation sensitivity and spatially arranged along preferred orientation. Psychophysi-
cal studies and the Gestalt psychology determined that co-aligned or co-circular stimuli
are more easily detected and more perceptually salient [180, 96, 147]. Statistical studies
of natural images also show that edges tends to be co-circular [79]. Other popular edge
extraction methods also proceed through a ﬁrst step of oriented ﬁltering and non-local
maxima suppression previously to some hysteresis or facilitation processes to reinforce
co-aligned edge segments [86, 251, 95]. Experimentally the facilitation comprises two
steps:
• Facilitation in space: as proposed by the Yen and Finkel's model [251], the cur-
rent model implements a saliency measurement proportional to the chain length,
deﬁned as the number of coeﬃcients composing a concatenated group of adjacent
and active (non-supressed) coeﬃcients, in this case those chains of co-aligned log-
Gabor coeﬃcients. This is consistent with noise robustness since the probability
of noisy responses could be responsible to provoke chain length decreasing [251].
Coeﬃcients must be co-aligned along the preferred orientation of the channel
tolerating a maximal deviation of (53◦) and a maximal phase deviation (2pi/3).
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• Facilitation across scales : it entails favoring those non-inhibited coeﬃcients whose
location at coarser scales contains also non-inhibited coeﬃcients. That situation
would imply likely reliable edges. In practice, the parent coeﬃcient (i.e. the one
in the coarser scale) must be located at the same spatial location (tolerating a
spatial deviation of one coeﬃcient), in an adjacent orientation and be compatible
in phase (i.e. lower than 2pi/3). Kovesi [127] showed that phase congruency of log-
Gabor coeﬃcients across scales is eﬃcient for extracting edges. It is remarkable
that many edges and ridges extracted are closely repeated across scales with
coeﬃcients linked by parent relationship, see Fig. 1.12(d). This regularity is due
in part to the eﬃcient shape of the log-Gabor wavelets, which promises eﬃcient
decorrelation and coding of contours.
Since the inhibition step already provides chains arranged along contours practically
without gaps between coeﬃcients, the facilitation step is a very reliable measurement
of the length and therefore of saliency of the contours. The measurement can then
be used with the facilitation across scales to remove the short chains corresponding
to noise or less salient contours. The facilitation involves retaining those edge coeﬃ-
cients which fulﬁll the following two criteria. Firstly, they must pass a certain length
threshold depending on the scale and the presence of parents. The chain length thresh-
old is typically chosen as 16, 16, 8, 4, 2 respectively for the scales 1, 2, 3, 4, 5, and
half of these lengths if coeﬃcients have a parent, and a fourth of these lengths are
if they have a grandparent (i.e. the parent coeﬃcient has itself a parent). Secondly,
the amplitude of the coeﬃcients is propagated along the chain to the same distance
(typically 12 coeﬃcients) and this amplitude must overpass a second spiking threshold
corresponding to twice the CSF threshold [205]. Those chains which do not pass both
requirements are considered noise or less salient edges and thus entirely rejected. Thus,
a facilitation based on reinforcing co-circular cells conforms a noise segregation process,
besides strengthening contour extraction, see Fig. 1.12(d). Both the chain length and
CSF thresholds are chosen depending on the desired application. For instance high
compression rates demand severe thresholding, while image denoising should preserve
more features.
Gain control by sparse coding
The above described inhibition and facilitation steps allow to extract a set of active
coeﬃcients corresponding to the more salient multiscale contours. They constitute a set
of selected coeﬃcients called subdictionary from which one would desire to reconstruct
a close approximation of the image. But those selected coeﬃcients in Fig. 1.12(d) still
need to be assigned an amplitude to reconstruct the approximated image. Because most
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log-Gabor coeﬃcients have been suppressed after the inhibitory step, a considerable
portion of the energy in the transform domain has been lost, therefore the amplitude of
those preserved coeﬃcients has to be enhanced. The energy lost could be compensated
by simply multiplying by a ﬁxed gain factor. Nevertheless, a sparse coding strategy is
pursued for a better reconstruction. The sparse coding adopted by the present model
is close to Matching Pursuit (MP) [144, 168], whose plausibility as biological model
has been studied in [177]. MP keeps at each iteration the largest vector (coeﬃcient) in
the original space (transformed image) into certain `approximated' vector space (sparse
transformed image). The residual is obtained by subtracting the approximation to the
original space. Then, the residual is back projected (inverse transform) and projected
again (forward transform) to select again the new largest vector. Such projection, which
depends on the correlation between dictionary functions, can be also interpreted as a
lateral neuronal interaction [177]. Once amplitudes of coeﬃcients have been assigned,
a simple inverse transform of the sparse log-Gabor domain yields an approximation of
the image, see Fig. 1.12(e).
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1.3 Motivation and outline
The computational inhibitory/facilitatory procedures for reassembling V1 architecture
described up to here allow to represent the visual information in a MR domain (in this
case the log-Gabor transform) through multiscale contours made of continuous and
quite long chains of active cells. The next step in the integration of the visual informa-
tion would be to build an eﬃcient representation of such chains for image computing.
Concretely, this Thesis deals with two speciﬁc tasks: image compression and image
fusion.
Sparse log-Gabor
Other representations, such as complex-wavelets [119], steerable pyramid [75] or dis-
parate X-lets [51, 17, 16], have been recently proposed, some of them for speciﬁc image
processing applications such as image denoising or edge extraction. Log-Gabor ﬁlters
particularly gathers most signiﬁcant properties separately oﬀered by other representa-
tions, namely complex-valued coeﬃcients, monomodal and symmetric response or high
orientation selectivity. Therefore, log-Gabor ﬁlters agree widely with the state of the
art in image processing. Hence, the particular implementation detailed in [70] has been
chosen on account of the following reasons:
1. The log-Gabor implementation proposed in [70] supplies new possibilities in ap-
plications which demand exact reconstruction like image compression or image
fusion.
2. The low spectral overlapping between ﬁlters in comparison to other wavelet fami-
lies and high selectivity in orientation as well as its self-invertible and complex def-
inition (real/ imaginary parts) confer eﬃciency, versatility and robustness against
noise and the appearance of artifacts [70].
3. Overcompleteness, even incrementing computational cost, conveys a considerable
reduction of aliasing eﬀects. Furthermore, the augmentation of dimensionality
(redundant information) can be exploited by means of sparse coding algorithms
for eﬃcient image representation (compression) [68].
4. Its tight similarity with the cortical area V1, which evokes vigorous responses to
contrast changes, oriented patterns or focus estimation, would allow to simulate
biological behaviors in order to preserve salient features as contours with remark-
able noise robustness [70] and to reduce the appearance of artifacts perceptually
salient like the typical ringing created by orthogonal wavelets [68].
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Image compression
The sparse log-Gabor domain will be employed for developing new strategies in image
compression. A challenging objective of the present Thesis is to implementing an ef-
ﬁcient, in terms of redundancy reduction, multiscale contour representation adapted
to their concrete peculiarities. The image compression challenges are straightly re-
lated to those tasks eﬃciently done by the HVS. For that reason, biological models
inspired from the functional architecture of the visual cortex can supply new solutions
to wavelet-based compression standards. The present Thesis hopes to reinforce one of
the actual compression trend based on coding separately diﬀerent image components
(contours, textures, color, motion,...) as a way of adapting more eﬃciently codes to in-
formation sources. The success of such strategies could be on the other hand reinforced
by supporting so far hypothesis from neurophysiology and psychophysics.
Image fusion
Subsequently, the log-Gabor ﬁlters are evaluated in the ﬁeld of image fusion as a novel
MR transform, never used before on account of its traditional lack of exact recon-
struction. For that, diﬀerent joint space-frequency representations will be studied such
as several wavelet transformations or the Wigner-Ville Distribution. The above listed
characteristics convert log-Gabor ﬁlters to an interesting candidate for image fusion,
whose eﬃciency to extract ﬁne salient features, such as contours, can also supply new
solutions.
Visual models and image processing
A higher level of thinking envelops the whole Thesis whose motivation is guided by the
traced route in the last decades of the bio-inspired models to approach image process-
ing. Since this study aims at exploiting models of the primary visual areas for eﬃcient
computation in terms of image processing, the biological model dealt here was not only
inspired from biological knowledge but also from existing image processing algorithms.
Table 1.1 summarizes this symbiotic relationship by means of correspondences estab-
lished among biology and processing. Although some terms such as chain coding will be
clariﬁed afterward, the table illustrates those modules utilized for image compression
and fusion.
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Hereafter the Thesis splits up in two main chapters, each one dedicated to a speciﬁc
image processing topic. Section 2 describes how to handle the biological model for image
compression and Section 3 how to apply it to image fusion. Both sections include their
own state of the art, description of novelties and conclusions.
Table 1.1: Visual cortex physiology to image processing.
Visual cortex Computational Procedure Image processing













odd simple cell log-Gabor imaginary part ↓
complex cell log-Gabor modulus ↓






spiking threshold contrast sensitivity function Enhancement
anisotropic inhibition non-local-maxima suppression Edge Extractionscale/space facilitation local-maxima propagation
gain control amplitude assignation Sparse Coding ↓
hypercomplex cells chain heads locations ↓
contour representation movement+amplitude Chain Coding ↓
Chapter 2
Image Compression
2.1 An introduction to image compression
2.1.1 A deﬁnition of compression
Likewise solid state physics revolutionized miniaturization and power of calculation
of computers and telecommunications in 1980s, coding algorithms for still imagery,
audio and video are the cornerstone of the actual information society. Beset by more
and more demanding necessity for sharing information, compression algorithms have
alleviated, and still does, the bottleneck of memory and velocity limitations of the
current technology, which in economical terms is translated into meaty savings. Hence,
immersed in communication and information technologies boom since two decades ago,
image compression algorithms, headed by the omnipresent standard JPEG, have been
chasing more and more eﬃcient ways to represent images.
A simple deﬁnition of the term compression could be the representation of data with
less information than in the original state. The quantum of information is often assumed
a `bit', to such an extent that at last any datum gets binarized. Correspondingly, bitrate
for imagery is measured in bit-per-pixels (bpp) or compression rate X : 1 1.
Two compression strategies are then possible: lossless which represents data exactly
with the less possible information and lossy which represents data approximately with
the less possible information. The later is usually favored in image compression since,
though images are not recovered exactly, lossy compression rates are much higher.
1The equation X = original(bpp)/compressed(bpp) links bitrate and compression rate.
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Lossless compression achieves typically rates around 10:1, whereas lossy compression
reaches easily 40:1 preserving good image quality. The goal for lossy algorithms is,
therefore, to provide the highest possible rates but with the lowest possible impairment.
The acceptability of such an impairment will depend obviously on the application. Thus,
professional purposes such as medical imaging or photography studios barely tolerate
any loss of quality at storage load's expense, whereas for some personal uses quality is
not crucial but memory is.
2.1.2 Source coding: preﬁx vs. arithmetic
It is widely accepted that the origin of Information Theory took date in 1948 when
Claude Shannon published the notion of entropy [209]. Any communication process is
made of three main elements: the transmitter or source, the receiver and the information
itself. Information, either letter, numbers or any other sort of representation, contains
a set of symbols or words called alphabet. Shannon showed that the minimum amount
of information to code a word in a source is given by a non-linear logarithm term of
its occurrence probability and the sum of all these terms multiplied by corresponding




−psi logb psi (2.1)
where P = {psi , ..., psn} is the set of probabilities of each symbol S = {s1, ..., sn} and b
is normally b = 2 for binary codes. This equation can be also interpreted in the sense
that the more likely a word is, the shorter the codeword corresponds. From this, the
worse case occurs when words are equiprobable, i.e. all words have the same length.
Preﬁx codes are the widespread lossless coding method due to two main proper-
ties [92]: (1) they are univocal, which means that given a codestream only one word
sequence is responsible for, and (2) instantaneous, which means that the codestream
is decoded progressively and therefore no codeword is a preﬁx of another codeword.
Well-known preﬁx examples are Huﬀman codes in 1950 [105] and Golomb-Rice codes in
1966 [82]. Codewords are necessarily formed by integer lengths of bits, i.e. their length is
rounded up as `si = d− log2(psi)e. Let consider a simple example: let S = {s1, s2, s3, s4}
be a source of four symbols alphabet and Q = {s1, s1, s3, s2, s1, s2, s4, s1, s1, s1, s1} a
given sequence. If symbols were equiprobable then they would be coded as BS = {c1 =
00, c2 = 01, c3 = 10, c4 = 11} and the sequence BQ = {0000100100011100000000} (22
bits). But if their probabilities are P = {p1 = 0.5, p2 = 0.3, p3 = 0.1, p4 = 0.1} then
codes are B = {c1 = 0, c2 = 10, c3 = 110, c4 = 111} and BQ = {00110100101110000}
(17 bits). Note that both sequences can be decoded lossless by using uniquely the
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codeword assignation or dictionary. Other related techniques based on dictionaries is
the Lempel-Ziv-Welch (LZW) [83] which is the core of the standard GIF for images
and optionally utilized in TIFF. The preceding description illustrates that probabilistic
modeling of the source determines the eﬃciency of coding, in other words, compres-
sion rate mostly relies on how well probabilities are estimated. The advantage of such
preﬁx codes falls on their simplicity, which implies fast implementation and processing.
Nonetheless, eﬃciency of preﬁx codes is rather disappointing when source becomes com-




Arithmetic coding, whose main precursors were Rissanen and Langdon [199] in
1980s, arrived to improve the eﬃciency shown by preﬁx codes. Arithmetic coding also
assigns bigger number of bits for unlikely symbols, but the key point stems from coding
whole sequences instead of symbols as isolated events. In this way, rounding up is
avoided until the end of the symbol sequence. It consists basically of the following
steps:
1. Build a table containing the probabilities of symbols adding an extra End-Of-
Sequence symbol.
2. Initialize a given interval [L,H) as [0, 1).
3. Split the current interval [L,H) in subintervals proportionally to symbols' prob-
abilities. The bigger the probability is, the larger the interval is.
4. Refresh [L,H) by the interval corresponding to current q-th symbol in the se-
quence Q as [L′ = L+ (H − L)∑q−1si=s1 psi , H ′ = L+ (H − L)∑qsi=s1 psi) .
5. Take the next symbol q + 1 and repeat step 3 until end of Q.
6. Code the EOS symbol.
7. The codesequence is any binarized number within ﬁnal interval.
In Fig. 2.1 an intermediate step of the whole arithmetic coding procedure is depicted.
It is straightforward to see that the total codelength remains as showed in Eq. 2.2. Note
that codesequence should be ﬁnite and note also that the binarized number within ﬁnal
interval should be truncated according to the minimum possible precision. But the
important fact is that such a truncation is performed at the end, unlike preﬁx codes
which do it for each codeword. The codelength of the sequence is then approximately
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Figure 2.1: Scheme of arithmetic coding in an intermediate interval splitting proportionally
to the probability of the symbol pi.
equal to the sum of non-truncated codeword lengths, i.e. the ideal codelength:









Arithmetic coding, however, brings additional disadvantages. It is obviously more com-
plex and time consuming, which can be a serious problem for real-time applications.
Practical implementations require an extra EOS symbol, which decreases eﬃciency, but
negligible in practice [101]. It is not instantaneous in principle, but many authors al-
ready proposed alternative implementations to solve it [173, 199, 203, 89, 247]. Due
to shrinking intervals, it requires an extreme precision to represent intervals which in-
creases exponentially with the sequence length. Most implementations opt for ﬁnishing
coding procedure before overﬂowing occurs [159], obviously at expense of impairing
compression eﬃciency.
2.1.3 Compression techniques: toward multiresolution
The minimum amount of data to represent certain amount of information is then given
by its entropy. This means that the maximum compression rate is exactly determined
according to the stochastic behavior of sources. Nevertheless, it is not unusual that
most sources present redundancy to a greater or lesser extent. Having in mind any
familiar language, it is not complicated to guess some words if vowels were subtracted,
as we do for shortening mobile messages (sms). Even by subtracting completely some
words, messages can be fully understandable. Therefore, compression techniques deal
with any way of decorrelating sources beyond the threshold imposed by their initial
entropy. Together with source coding, image decorrelation is then the other key stage
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in image compression. Coming back to images, natural images are clearly structured
in smooth regions and localized contours and numerous works defend the existence
of peculiar correlations regarding the decay of Fourier spectrum inversely to spatial
frequency [62, 204], spatial and interscale contrast correlation [210, 214] or contour
presence [6, 50]. Two complementary strategies can be distinguished here, which are
indeed usually combined. One strategy deals with predictive techniques, the other with
new transform domains.
The fact that one is able to guess approximately the occurrence of symbols makes
source entropy to decrease. Predictive algorithms, typically lossless, rely on using prece-
dent coded symbols to estimate the probability of the current input symbol. Coming
back to words for a while, in an English written text the probability of `s' is for sure very
high but if previous letters were `lossles', then the probability of `s' would increase up to
1, unless there were a spelling mistake. Thus, if source is really redundant in a certain
way that symbols can be estimated and if symbols are certainly or partially guessed,
then their recalculated probabilities increase and, correspondingly to Shannon's equa-
tion, codelengths get shorter. Two well-known predictive techniques are Diﬀerential
Pulse Code Modulation(DPCM) [170], which codes prediction errors through linear
combination of precedent symbols, and Run-Length-Coding (RLC) [83], which codes
the number of consecutive and identic symbols. Unfortunately, these techniques are
more prone to noise error propagation. Some eﬃcient lossless image coders are Con-
text based, Adaptive, Lossles Image Codec (CALIC) [101] based on adaptive context
prediction of gray levels, Set Partitioning in Hierarchical Trees (SPIHT) [206] based
on wavelet transform, hierarchic quad-tree splitting and arithmetic coding or JPEG-
LS [245] based on LOCO-I algorithm which uses predictive edge detector combined with
RLC and Golomb-Rice preﬁx codes.
A further strategy deals with decorrelation of images into new spaces in which in-
formation is more eﬃciently represented, in other words, signal energy is concentrated
along preferred vectors and most remaining vectors turn largely void. Typically for lossy
compression, the not-so-energetic vectors are then discarded and so the space dimen-
sionality is reduced. Traditionally, still image compression algorithms have rested on
orthogonal spaces, like the Karhunen-L`oewe Transform (KLT) or the Discrete Cosine
Transform (DCT) [175]. The later has been employed worldwide after being proposed
by the JPEG 2 committee in 1986. The JPEG standard tiles images in blocks of
8× 8 pixels and transforms them through the DCT whose output series of coeﬃcients
present typically decreasing magnitude. The weakest DCT coeﬃcients are then re-
moved according to the bitrate demanded by the user. The ﬁnal codestream is formed
by surviving coeﬃcients which are correspondingly quantized and coded by Huﬀman
2http://www.jpeg.org/jpeg/
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Figure 2.2: JPEG fundamental building blocks, from [191].
codes, see Fig. 2.2. Its major advantages are memory and compression eﬃciency and
low complexity or robust implementation. One of its major drawbacks is, however,
the lack of physical interpretability, i.e. its DCT coeﬃcients hardly match frequency
meaning, although one of the reasons of its coding eﬃciency relies on that it can be
considered a sub-optimal approximation of the KLT. These facts provoke diﬃculties to
match bitrate with image quality. Another major drawback is the distortion produced
by tiling in the shape of artiﬁcial luminance discontinuities, also known as blocking
artifacts. Additionally, JPEG has problems for providing a variety of image qualities
and resolution, lossless capability or robust error resilience.
The international standard for still image compression JPEG2000 3, whose ﬁrst
core part was approved in 2000 as royalty and license-fee free, but not patent-free, al-
ready considers joint space-frequency distributions, concretely (bi-)orthogonal wavelets.
The full-frame nature of the transform decorrelates the image across a multiresolution
domain with three main orientations, inherent to wavelet transform, and eliminates
blocking artifacts at high compression ratios. Besides ﬂoating-point ﬁlters, the use of
integer taps allows both lossless and lossy compression modalities [15, 1]. Frequency
bands can be quantized diﬀerently according to its CSF visual importance. Some per-
ceptual behaviors can be additionally modeled such as gamma correction or spatial
masking [37]. The resultant quantized coeﬃcients are coded by means of progressive
zerotrees encoding passings of reﬁnement 4, from the most signiﬁcant bit to the least, by
using a binary arithmetic codec (upgraded from MQ-coder [199]) where probabilities of
symbols (0 and 1 in this case) are adapted according to conditioning-contexts of their
3http://www.jpeg.org/jpeg2000/
4EBCOT [224] was ﬁnally accepted as core coding on account of its simplicity and ﬂexibility, in
contrast to other more eﬃcient algorithms such as EZW [210] or SPIHT [206].
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Figure 2.3: JPEG2000 fundamental building blocks, from [191].
Figure 2.4: JPEG2000 entropy coding. (left) Embedded quantization of wavelet decompo-
sition by bit plane coding which should be ordered as user's demand regarding resolution,
SNR quality or ﬁle size. (top right) 3-pixel conditioning context modiﬁes symbol probability.
(bottom right) Adaptive arithmetic coding block (from [191]).
neighborhoods, see Fig. 2.4. Finally, the packetized bitstream allows several coding
modalities as quality and resolution scalability, lossless to lossy progression, regions of
interest or improved error resilience. A complete review can be found in [190].
2.1.4 A new compression paradigm
The place in state of the art in image compression bestowed to JPEG2000 is deservedly
won. JPEG2000 outperforms by far in terms of eﬃciency and lower level of artifacts
any other so far proposed standard for lossy image compression. Moreover, it resembles,
though timidly, some perceptual models such as multiresolution and multiorientation
frequency bands, gamma correction or masking eﬀects.
Recently, during last decade, some authors showed concern at considering images
beyond aggregation of pixels more or less locally correlated. Instead, they were aware of
images are made of features being part of geometrical structures which should be treated
far than locally. In demanding low bitrates, for instance, shapes are specially essential
for the understanding of objects, but they suﬀer from severe smoothing because most
high frequencies are removed at high compression rates. Further, object oriented coding
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seems to be a more practical approach for applications such as editing, video games,
computer generated graphics,...etc and for tasks like object manipulation, indexing,
retrieval or rendering, [55, 58].
Hence, some authors in 1990s put forward space-frequency overcomplete domains
to improve eﬃciency in selecting the most energetic coeﬃcients, which match with
pronounced contrast, normally coincident with contours of objects. Mallat and Zhong
proposed to code the images through chains of sparse wavelet coeﬃcients located on the
image edges [145]. Meyer, Averbuch and Coifman [154] proposed a similar method but
based on orthogonal basis. This, however, caused loss of sparsity and they were focus
on compression rate rather than image quality. Elsewhere, Elder and Zucker [56, 59, 57]
studied reconstruction purely from contours and Starck et al. [216] chose overcomplete
curvelets and defended a variational formulation to segregate piecewise smooth (car-
toon) parts from texture. Although these authors provided general analysis of image
contents but not really compression algorithms, they stressed cleverly the need for dif-
ferent coding dictionaries for features in images.
Carlsson in 1988 [19] was one of the earliest in developing a complete feature-based
image compression scheme by coding separately contours and textures. Whereas con-
tours carry local luminance, textures carry ﬁne details. Although some parts are basic
today, he succeeded outstandingly. His method uses the Laplacian operator to extract
edges whose position is subsequently coded by elementary movements. Then, diﬀer-
ential encoding is performed between intensity values at both sides of edges. Decoder
would reconstruct image by propagating those intensity values by iterative interpo-
lations. Later, Desai et al. [46] proposed a similar method and Dalbegue et al. [36]
incorporated multiresolution orthogonal wavelets. More recent contour-based compres-
sion works already make use advantageously of sparse multiresolution overcomplete
domains, concretely Wakin et al. with wedgelets [239, 240] and also with Gabor-like
ﬁlters [76, 64, 176]. However, this later works discard representation of contours and
therefore coeﬃcients are still handled as isolated entities.
2.1.5 Foundation and objective
This conception of imagery beyond correlated pixels agrees, consciously or uncon-
sciously, with perception. Images are confronted ultimately to the Human Visual
System, which handles them as compound of features endowed with own meaning.
Sparse coding algorithms, concretely Matching Pursuit, has revealed eﬃcient for se-
lecting salient features [144, 168, 176, 64] and also plausible as cortical process [177].
Neurons in early visual cortex respond to luminance changes in a very precise local
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area according to the retinotopic distribution, but due to the intricate network of in-
hibitory and facilitatory connections the response ﬁnally becomes global. As discussed
in previous Sec. 1.2, cues are separately processed in HVS through diﬀerent channels,
where features are locally extracted but globally perceived. Thus, ﬁgures are perceived
in superior areas as a whole, where few or even only one neuron would respond to
a determined complex contour. Then, objects are far from being perceived isolated.
Precisely, the contour representation aims at further integrating the visual informa-
tion and at providing a description more easily exploitable by the highest visual areas.
It is unquestionable, therefore, the fact that contours plays an special role for vision
(see Sec. 1.2.2). One evident example is that errors in reconstructed shapes are far
less acceptable than imperfect textures. Furthermore, neuronal mechanisms involved
in contrast sensitivity imply brightness perception in relative terms but not in absolute
terms, as points out the Weber's law [249]. Thus, if a constant factor is added or mul-
tiplied everywhere in image, contours sketches will not change, whereas mean square
diﬀerence or other metrics may have dramatic eﬀects. In parallel, since 1980s the plau-
sibility of brightness reconstruction uniquely from contrast information (contours) was
proposed as an example of similar behaviors involved in human vision by means of
diﬀusion or ﬁlling-in neuronal networks [85, 172, 118].
Widely accepted the existence of imagery ingredients of diﬀerent nature, the use
of algorithms speciﬁcally tailored for coding features separately may lead to several
advantages:
• Conversely to traditional image processing approaches which handle images as
global entities, a strategy focused on designing coding algorithms to each speciﬁc
feature could improve the overall compression eﬃciency.
• Taking into account that HVS segregates visual information into diﬀerent vi-
sual pathways, to model a similar mechanisms could help to mitigate perceptual
saliency of artifacts.
• The overall compression bitrate would be governed by partial bitrates in corre-
spondence with each type of feature, which implies optimization in terms of image
contents as well as ﬂexibility in terms of user's demand.
The application for feature-based image compression will make use of the mentioned
log-Gabor transform sparsed by the matching pursuit algorithm whose dictionary is
chosen by inhibitory/facilitatory non-linearities described in Sec. 1.2.3. The model
therein described is dedicated to extract the most salient parts within images, normally
coincident with contours, borders or edges of perceived objects. Contour extraction has
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been a recurrent subject in image processing and hence not few algorithms have been
proposed from the pioneering bio-inspired works of Marr and Hildreth [150] and the
optimum detector of Canny [18]. In this framework models inspired from biology can
contribute with new solutions to traditional techniques.
The strong points of the current model are: (1) other methods [145, 154, 239, 76,
216, 64, 176], are also based on matching pursuit to sparse coeﬃcients of overcom-
plete domains and they take care of contour morphology, but still locally. The present
model implements additionally cortical inhibitory/facilitatory non-linear operations to
reinforce contour extraction, improving contour length (continuity) and narrowness (lo-
calization) [68]. (2) The complex nature of log-Gabor ﬁlters allows to extract both
edges and ridges, while Canny often extracts duplicated edges where there should be
just one ridge, which consequently often yields unrealistic solutions [68]. Other models
use diﬀerent phases to extract contours but they do not center on image reconstruc-
tion [251]. (3) It provides high sensitivity in resolution as well as orientation, whereas
models based on classical wavelets do not. Other biological models based on ﬁlling-in
does not provide reliable scalability for reconstruction [85, 172, 118]. (4) The ability to
segregate signal from noise, probably due to its high resolution in scales and orientation
in matching features, assures reliable noise robustness [70]. These four characteristics
make of this model an attractive candidate for eﬃcient and robust image decorrelation.
The objective of this Thesis regarding image compression entails then grouping and
coding those salient coeﬃcients in a logical and eﬃcient multiscale contour representa-
tion according to their strength but also morphology. Thus, the biological model and
the algorithms coding should maintain steady ties. Considered as a key characteris-
tic (5) the sparsed log-Gabor representation has been implemented indeed in such a
way that grouping of coeﬃcients is facilitated; inhibition by local-maxima suppression
creates thin chains of coeﬃcients and facilitation improves continuity paying special
attention to those regions of importance for perception/representation of contours such
as curvatures, where often appear changes in orientation and scale. This objective is
directly linked with the redundancy reduction and the decorrelation of the visual infor-
mation. The sparse coding representation already induces an important decorrelation of
the visual information. Further, the multiscale contour representation aims at removing
even higher order correlations. In concrete, the following will be assessed:
• Perceptual visual quality, reduction of artifacts, particularly those at high fre-
quencies.
• Adequation to diﬀerent compression rates.
• Eﬃciency to synthetic as well as natural images.
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• Fidelity to biological models.
• Flexible to compression modalities (reﬁnement/resolution scalability).
• Reasonable computational cost.
It is worth to mention that some methods improve details in compressed images
by means of adding a sort of texture data. Suspiciously, they often treat texture as a
residual product instead of information endowed with concrete morphology and spectral
energy [19, 46, 239, 176]. Moreover, such residues are often coded through conventional
strategies, as for instance Laplacian pyramid [19], biorthogonal wavelets [239, 176] or
other unreasonable ideas [46], in the sense that they are not tailored to texture analysis.
Although it is shown that improvement is attained, such strategies are out of the scope
of this work.
Results will be ﬁnally assessed in comparison with the state of the art in image
compression, namely, JPEG, the most widespread, and JPEG2000, among the most
eﬃcient codec (perhaps the most). It is evident, since perceptual model are at the stake,
evaluation must include, besides objective measures, subjective visual inspections.
2.2 A multiscale contour-based coding
2.2.1 Chain coding base
Contour representation or coding has been proposed in the literature through many
techniques mostly focused on object recognition. The most important representations
are characteristic functions [138, 116], Fourier moments [116], graphology [131, 140],
spline approximation [153], polygonal approximation [44], multiscale curvature descrip-
tion [160, 232], temporal series [115], Markov models [93, 14], grammars [10, 3] and
chain coding [73]. Two reviews are enclosed in [110, 133].
Chain coding, originally proposed by Freeman (1961) [73], has enjoyed special at-
tention on account of its simplicity and eﬃciency. Freeman's original code gathers ad-
jacent grid points or pixels by elemental cartesian movements, where the end-of-chain
is marked simply by using an opposite movement to the current direction, see Fig. 2.5.
8-connected chains is often preferred, which requires 3 bits/link. Other schemes as 4-
connected requires only 2 bits/link, but chains become ineﬃcient for complex shapes.
M-connected schemes has been also proposed [139, 27] but become uniquely eﬃcient
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Figure 2.5: Elemental Freeman's movements for chain coding.
for large contours. Chain coding has been employed in numerous applications such
as geometric shape description and line drawings [112, 166, 225, 20, 253, 109], region
coding [171, 55], compression of binary documents [60], handwritten [156] and artiﬁ-
cial [141] letter recognition, data transmission [252, 8], pattern recognition [84, 107],
ﬁngerprints classiﬁcation [158], crack detection [7] or 3D shapes coding [11]. Such an
amount of applications are manifest signs of Freeman's code's eﬃciency. Some impor-
tant advantages are: (1) invariant to translations and rotations, although shapes are
distorted if rotations are odd, and easy to be scaled, (2) it allows arbitrary curve rep-
resentation, whereas Fourier moments or the invariant version Hu's moment [83] are
restricted to closed contours and grammars are limited by dictionaries, (3) it is con-
ceptually simple and therefore straightforward to implement, (4) length and area of
closed contours are immediately calculated if chain coding is known and (5) it provides
eﬃcient lossless representation of shapes. Some drawbacks are (i) poor error resilience
(error propagation) and (ii) it is not so eﬃcient for lossy contour representation as for
instance polygonal or splines approximations, although some contour approximation
methods have been also proposed [139, 27, 207].
Diﬀerential chain coding (DCC), also proposed by Freeman [74], oﬀers a substan-
tial improvement in coding eﬃciency. Each link is replaced by its diﬀerence from the
preceding link as follows:
m˜j = mod8(mj −mj−1) j = 1, 2, ..., l (2.3)
in which j indexes the links and l is the chain length. Although the number of symbols
required to represent DCC is the same than those non-diﬀerentially required, contours
of smooth curvature imply that consecutive movements are likely equal or at least sim-
ilar and therefore highly predictable. Probability distribution of the symbols turns
out from uniform to highly Laplacian [101]. The degree of predictability is then re-
lated to the bitrate achieved by the entropy coder. In DCC the 0-backward movement
often marks the end of the chain. In general 2 bits/link may be expected. It is to
be noted that DCC is even more sensible to errors than standard chain coding and
some robust DCC schemes has been proposed at sacriﬁcing compression eﬃciency's
expense [253]. Advanced chain coding schemes rely on reducing entropy by speciﬁc
knowledge of the characteristics of the contours. Kaneko and Okudaira [112] proposed
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a really eﬃcient and practical chain coder by splitting curvatures in smooth segments
in which movements are restricted and therefore greatly correlated. They obviously
rely on the expectation that contours are in general piecewise smooth. They also allow
repeat-segment mode and branching mode, achieving 1.5-2 bits/link. Unfortunately, it
requires 7-9 bits for chain termination and the bitrate can shoot up to 5-10 bits/link
whether length segment is less than 10 links. Chung et al. [109] proposed a Conditional
DCC which achieves between 1.5-1.7 bits/link by using restricted sets of movements.
It is based on the idea that if previous diﬀerential movement is small, then there is a
strong tendency that the current diﬀerential movement will be also small.
2.2.2 Contour coding
The reason for choosing chain coding to code these contour features to the detriment
of other contour representations is twofold. On one hand, the need for coding arbitrary
curves is obvious, on the other hand, the need for lossless coding is also clear. In [36]
Dalbegue et al. reported drastically visible artifacts provoked by contour misalignments,
in accordance with the relevance of the phase implicated in contour perception reported
from neuropsychology [124, 251, 96]. This fact has been corroborated in this Thesis and
presented in the results sections. A chain coder has been specially adapted from [193]
4th 5th
Lena 1stscale 2ndscale 3rdscale
Figure 2.6: Example of the sparse log-Gabor contour features of Lena's hat 64 × 64 for 5
diﬀerent scales in which colors denote each band-orientation.
to represent the sparse multiscale contours in overcomplete log-Gabor bands. Observe
in Fig. 2.6 that many features extend through oriented bands and also scales, in which
segments within each band are 1-pixel width and predominately straight. The objective
is then to link eﬃciently the adjacent non-zero coeﬃcients by elementary movements
and to encode the corresponding log-Gabor amplitudes. Chains consist of three main
data sets: head locations, movements, amplitudes and branches sketched in Fig. 2.7.
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Figure 2.7: Scheme proposed for multiscale contour representation.
Let I denote an image and Iˆ its transform, both domains are related through the
equation Iˆpk(v, h) = I(x, y) ∗ Gpk(x, y), where Gpk are the log-Gabor ﬁlters mentioned
in Sec. 1.1.3, but now deﬁned for cartesian coordinates. Let x = {1, 2, .., X} and y =
{1, 2, .., Y } index the vertical and horizontal coordinates in the original domain, i.e. X
is the height and Y the width of the image. Let v = {1, 2, .., Vpk} and h = {1, 2, .., Hpk}
index the vertical and horizontal coordinates in a given log-Gabor band respectively.
Let p = {1..P} index sub-band orientation and k = {1..K} scales. Observe the highest
scale (lowest resolution level) Iˆ1K(v, h) is the low-pass residue.
Head locations
Heads are the starting point of chains. Most chain coders barely care of this aspect
since they often consider long and continuous line-drawings. This data set, however,
constitutes and important percentage of storage for `non-ideal' contours. In the present
work the vertical and horizontal coordinates of the heads will be diﬀerentially coded
by considering the distance between the current head and the preceding coded head.
The compressing beneﬁt comes from the idea of avoiding to code for every chain the
absolute location. Log-Gabor bands are scanned row by row from the top-left corner to
the bottom-right corner. Therefore short vertical diﬀerences between heads are more
probable than long ones, whereas horizontal diﬀerences are almost equiprobable, see
Fig. 2.8. The locations of the heads are then expressed as:
v˜i = vi − vi−1 i = 1, 2, ...C
h˜i = modHpk(hi − hi−1) i = 1, 2, ...C
(2.4)
in which (v˜i, h˜i) are respectively the diﬀerential vertical and horizontal coordinates of
the i-th head and C is the number of chains. Preﬁx codes eﬃciently compress such
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relative distances according to their probabilities. Diﬀerential vertical coordinates are
then encoded by codes shown in Tab. 2.1 and diﬀerential horizontal coordinates are
encoded by the minimum number of bits required to cover band width, i.e. dlog2[Hpk]e 5.
Figure 2.8: Probability distribution of diﬀerential vertical (left) and horizontal (right) head
coordinates scanned in row order within the second scale (k = 2) averaged from four instances












Table 2.1: Preﬁx codes utilized for diﬀerential coding of vertical head coordinates.
5Note that, in case of clearly landscape images, it would be more eﬃcient to raster the bands column
by column and therefore the horizontal and vertical coordinates should be interchanged.
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Movements
Movements are the elemental displacement directions to trace chains. Only two or
three movements according to the channel orientation are then possible, since only
those movements not implicated in the inhibition step are possible, see Fig. 1.14 for
details. An additional movement marks the end-of-chain and chains longer than 1 coef-
ﬁcient incorporate one special bit to mark direction upward/backward. On account of
the layout of the chains in oriented segments across bands, this movement scheme can
be considered to certain extent as a combination of improvements showed by conditional
DCC [109] and segment-based movement decorrelation [112], with the advantage that
contours are already segmented by the log-Gabor transform. In this case, because pos-
sible alphabets for representing movements are quite simple, preﬁx codes yield eﬃcient
coding, see Fig. 2.9.
Figure 2.9: Three possible schemes involved in movement coding. Note that the direction '1'
stands for the preferred orientation of the channel and the codewords at the bottom encode
the end-of-chain.
Amplitudes
Because log-Gabor coeﬃcients are complex-valued, two possibilities are available either
to code real/imaginary parts or modulus/phase. A preliminary heuristic study reveled
that amplitude as module and phase behaves more stable along chains, which facilitates
decorrelation. Similar observation has been reported in [36]. The log-Gabor modulus
is quantiﬁed as mentioned in Sec. 1.2.3 by using steps according to the CSF in [205].












, pi), since 16, 32 or
64 phases yields very small improvements.
Amplitudes are encoded diﬀerentially between the value of the current link and the
preceding one, wherein the amplitude of the heads are managed as oﬀsets:
a˜ij = aij − aij−1 j = 2, 3, ..., li (2.5)
in which ai,j is the complex amplitude (module/phase) of the j-th link in the i-th chain
of length li. Note that phase is then coded as mod8. A step forward, head amplitudes
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Figure 2.10: Fundamental diagram of chain searching.
can be also estimated from preceding heads, although their correlation is not so high
because they are often placed far away from each other. It is expressed as follows:
a˜i1 = ai1 − ai−1,1 i = 2, 3, ..., C (2.6)
The diagram in Fig. 2.10 sketches the chain searching. Finally, a chain ci can be
completely expressed as:
ci = {v˜i, h˜i, a˜i1, m˜i1, a˜i2, m˜i2, ..., a˜ili , m˜ili} (2.7)
Two predictive codings (module/phase) for head amplitudes and two for link amplitudes
are then encoded diﬀerentially. In Fig. 2.11 the committed errors are plotted, where
the higher correlation of link amplitudes compared to head amplitudes and module
with phase is clear. From these plots, the amplitude estimation is modeled as Laplace's
















in which σ2 is the variance of the probability distribution of the error. Glor [101]
proposes a ﬁnite set of variances covering a wide range which can be represented with
just only 6 bits and the loss is less than 0.004 bits per symbol. This reduces drastically
data required to code a possible codeword dictionary. Subsequently, on account of the
complexity of such alphabets and that they constitute the bulk of data, arithmetic
coding was chosen to encode the diﬀerential amplitudes.
Additionally, thanks to the deep overlapping of log-Gabor functions, some coeﬃ-
cients can be periodically ruled out along chains for further increasing the sparsity of
the transform. Note that the more they separate the more the correlation among ampli-
tudes decreases, but the eﬀect compensates by the amount of amplitude data avoided.
Note also that chains should still be coded completely with regard to movements. If
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Figure 2.11: Probability distribution of diﬀerential heads (left) and links (right) amplitudes
within second scale (k = 2) averaged from four instances of sparse log-Gabor decomposition
of afterward 96× 96 images `Lena', `Bike', 'Boats' and `Barbara'.
the induced hollows are suﬃciently narrow they will not be perceptible in the recon-
struction, as it will be shown afterward. In practice, one every two coeﬃcients are
barely perceptible, whereas larger hollows become rapidly visible. Evidently, this novel
strategy is only conceivable whether a contour grouping of the type of chain coding is
adopted.
Branches
Some publications on contour and shape coding address the fact that eﬃciency of
chain coding drastically diminishes with complexity of contours concerning bifurcations,
crosses, discontinuities,...etc, but very few of them really handle that trouble. Most
chain coding implementations deal with these issues either from a theoretical point of
view or with ideal contours in terms of longitude, continuity and closure.
For each contour discontinuity an additional chain has to be encoded, which implies
an extra load due to code the additional head position and to refresh the diﬀerential
amplitude coding, see Fig. 2.12. In case of multiple crossings the bitrate impairment is
even more dramatic. For that reason some authors such as Kaneko [112] reserve special
labels for coding manifold bifurcations at the end of each contour segment. Thus,
since the code of possible branches leaving for each link would mean an enormous
extra load, possible ramiﬁcations are searched uniquely at end(starting)-points (heads
too). Conversely, branching mode increases complexity, which is probably the reason
why most chain coders refuse to implement it. The diagram in Fig. 2.13 sketches the
algorithm for branch searching.
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Figure 2.12: Examples of branches in the 3rd scale in Fig. 2.6.
Figure 2.13: Fundamental diagram of chain and branch searching.
Natural and artiﬁcial contours that are usually present in complex shapes are unable
to be covered by a single band. Thus, they often spread out across diﬀerent orientations
and even across scales. Taking advantage of that, adjoining chains are concatenated
by their end(starting)-points jumping from one to another oriented band. See how the
contour of Lena's hat after sparse coding in Fig. 2.12 can be almost completely outlined
through orientations.
The concatenation of chains implies the use of new alphabets. Let denote the number
of branches as bij = {0, 1..7} leaving uniquely from each end-point, i.e. j = (1, li), the
concatenation movement as mijb = {1, .., 8} pointing to the b-th branch/chain leaving
from the i-th chain and at last the targeted band as pijb = {1, .., P} that the b-th
branch/chain belongs to. For instance, certain chain doubly ramiﬁed at the end and
none at the beginning can be expressed as:
ci = {v˜i, h˜i, a˜i1, m˜i1, bi1, a˜i2, m˜i2, ..., a˜ili , m˜ili , bili ,mili1, pili1,mili2, pili2,
a˜i+1,1, m˜i+1,1, ..., a˜i+1,li+1 , m˜i+1,li+1 , bi+1,1, a˜i+2,1, m˜i+2,1, ..., a˜i+2,li+2 , m˜i+2,li+2 , bi+2,1},
(2.9)
in which bi1 = 0, bili = 2, bi+1,1 = 0 and bi+2,1 = 0. From that, it can be deduced that
the branch coding order is settled as shown in Fig. 2.14. The number of branches is
57
encoded by the preﬁx codes in Tab. 2.2, the concatenation movements require 3 bits
(8 movements) and the targeted band log2(P ) bits. Given that natural and artiﬁcial
contours may present arbitrary shapes, a simple predictive coding is unreliable. The
eﬃciency of the branch mode obviously relies on complexity of contours, otherwise
branch coding overloads bitstream unnecessarily.
Figure 2.14: Example of branching order.










Alternatively to chain coding, a geometrical or polygonal approximation [44] has been
adapted to the multiscale contours in order to assess also lossy contour representation.
Such a representation approximates original contour segments by means of straight
segments, relying on the idea that original segments are already almost straight, see
Fig. 2.6. The knowledge of the two end-points of each segment will allow to trace a
straight line between these two points. The subsequent paragraphs propose a method
for coding such polygonal approximation.
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Head locations are coded by following the same procedure as described in previous
sections, i.e. diﬀerential head coordinates (h˜i, v˜i) and preﬁx codes. Links are equally
scanned, but now, movements are ignored and the end-point coordinates are diﬀeren-
tially coded with respect to the head. Once the ﬁrst segment has been coded, new
chains can be subsequently concatenated by adding new end-points. The amplitude
of the segments are averaged in order to diminish redundancy. Finally, since segments
may present any direction, to code the distance between two end-points requires a more
sophisticated coding method.
Let the metric be deﬁned by a pair of values (r, φ) radius and angle deﬁned as:
r(v, h) = max [‖v‖, ‖h‖]
φ(v, h) = 4r + sign(h)v − sign(v) [2r + sign(h)r + h] (2.10)
where v, h are vertical and horizontal cartesian coordinates respectively, ‖ · ‖ is the L1
norm and sign delivers the sign, i.e. sign(v˜) = 1 if v˜ ≥ 0 and sign(v˜) = −1 otherwise.
Fig. 2.15 depicts and example of this metric in which a ball of radius r is actually a
square of side 2r + 1 and φ is simply the angle measured as the position of each point
within such a square in counterclockwise from the positive h-axis. Once deﬁned the
metric, the end-point location is measured as follows:
r˜i = r(vi − vi−1, hi − hi−1)
φ˜i = mod8r(φ(vi − vi−1, hi − hi−1)− φpk) (2.11)
where (vi, hi) and (vi−1, hi−1) are the current and the previous end-point coordinates
respectively and φpk is the preferred orientation of the current band 6, see Fig. 2.15.
Finally, diﬀerential alphabets r˜ and φ˜ are coded by means of the preﬁx codes in Tab. 2.3.
Since movements are discarded with this polygonal approximation, note that an extra
bit (1/0) has to be inserted at the end of each end-point in order to mark the end of
the chain, i.e. the last end-point.
The advantages of approximating contours by polygonal representation is that it
gracefully degrades shape quality, easily provides rate-distortion control and error re-
silience, they therefore provide outstanding compact contour coding. But the major
disadvantage is that they are not error-free. Quality impairments has been already re-
ported due to contour misalignments [36] and as it will be shown latter, this aspect will
be critical for image reconstruction, since the phases of features are crucial for contour
perception [124, 251, 96].
6Discretized value of the variable θpk in Sec. 1.1.3.
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Figure 2.15: Polygonal coding between the current (vi, hi) and previous (vi−1, hi−1) end-
points. The distance is coded radially as r˜i = max [‖vi − vi−1‖, ‖hi − hi−1‖] = 3 and the
angle φ˜i = mod24(φ(vi − vi−1, hi − hi−1) − φpk) = 3, where φpk is the discretized preferred
orientation of the current band.
Table 2.3: Preﬁx codes utilized for coding diﬀerential distances between end-points.
r˜i Radius Code φ˜i Angle Code
0 - 0 1 sign direction
1 1 ±1 01 (1/0) (1/0)
2 001 0 ±2 001 0 (1/0) (1/0)
3 001 1 ±3 001 1 (1/0) (1/0)
4 010 00 ±4 0001 00 (1/0) (1/0)
5 010 01 ±5 0001 01 (1/0) (1/0)
6 010 10 ±6 0001 10 (1/0) (1/0)
7 010 11 ±7 0001 11 (1/0) (1/0)
... ... ... ... ... ...
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2.2.4 Low-pass residue
The residual low-pass band Iˆ1K(v, h) is coded by an arithmetic coding module preceded
by a surrounding causal predictor. It is formulated as follows:
I˜1K(v, h) = Iˆ1K(v, h)−
−

0 v = 1, h = 1
Iˆ1K(v, h− 1) v = 1, h > 1
1
2
(Iˆ1K(v − 1, h) + Iˆ1K(v − 1, h+ 1)) v > 1, h = 1
1
3
(Iˆ1K(v, h− 1) + Iˆ1K(v − 1, h− 1) + Iˆ1K(v − 1, h)) v > 1, h = H1K
1
4
(Iˆ1K(v, h− 1) + Iˆ1K(v − 1, h− 1)+
+Iˆ1K(v − 1, h) + Iˆ1K(v − 1, h+ 1)) otherwise
(2.12)
Because low-pass residue is especially smooth, the correlation between surrounding
coeﬃcients is utilized as contextual predictions, see Fig. 2.16. Note that predictive
coding has to consider particular causal contexts in the outer coeﬃcients.
Figure 2.16: At left, probability distributions of amplitudes in low-lass coeﬃcients. At right,
corresponding diﬀerential coding averaged from four instances of sparse log-Gabor decompo-
sition of afterward 96× 96 images `Lena', `Bike', 'Boats' and `Barbara'.
2.2.5 General headers and bitstream allocation
Headers are memory allocation to store general coding settings. These are: Image
Dimensions (ID) up to 4096 × 4096 (12+12 bits), Number of Scales (NS) up to 8 (3
bits) and Number of Orientations up to 16 (4 bits) and the Maximum Sequence Length
(MSL) from 8 to 1024 (3 bits):
(ID) + (NS) + (NO) + (MSL),
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where + means concatenation. Last parameter, calculated as 23+dec(MSL), is used to
reset arithmetic coding in order to avoid overﬂow. Additionally, each band Ipk requires
its own labels namely the Number of Chains (NC) whose allocation is variable according
to the band size dlog2(2(Vpk+Hpk))e and the Variances of Amplitudes (VA) required to
reconstruct symbol probabilities for the arithmetic decoding (6 bits per each variance for
module and phase of the head and link amplitudes, 24 bits in total). For an image of size
512×512 decomposed in 5 scales and 6 orientations the total header load, including the
number of chains and variances allocation, is clearly negligible around 0.001 bpp. Head
Locations (HL) are embedded subsequently in the bitstream, then the link Movements
(M) and ﬁnally Head Amplitudes (HA) and Link Amplitudes (LA), and this for each
orientation p and each scale k sequentially. The last allocation corresponds to the
Low-Pass (LP) coding preceded by its own Variance of Low-Pass (VLP) for arithmetic
decoding. Note that that allocation might be altered at the expense of user's demand.
(NC11) + (HL11) + (M11) + (V A11) + (HA11) + (LA11)+
+(NC21) + (HL21) + (M21) + (V A21) + (HA21) + (LA21)+
+...+
+(NCP1) + (HLP1) + (MP1) + (V AP1) + (HAP1) + (LAP1)+
+(NC12) + (HL12) + (M12) + (V A12) + (HA12) + (LA12)+
+...+
+(NCPK−1) + (HLPK−1) + (MPK−1) + (V APK−1) + (HAPK−1) + (LAPK−1)+
+(V LP1K) + (LP1K)
To summarize, Tab. 2.4 shows the fundamental modules of prediction and coding
utilized for the alphabets involved in chain coding.





































































































































The methodology to assess the whole compression algorithm, consisting of log-Gabor
transformation, sparse coding (inhibition/facilitation steps and gain control) and ﬁnally
the chain coding, involves the compression of several natural images considered simply
standard by the image processing community. The aim of these experiments, summa-
rized in Figs. 2.17-2.22 and in Table. 2.57, is to evaluate the abilities of the proposed
model to reduce the redundancy of the visual information by means of contour repre-
sentation. Redundancy reduction can be measured through image compression results
which oﬀer a direct evaluation of the methods in terms of compression rate (bpp), math-
ematical error (RMSE and PSNR8) and perceptual quality (visual inspection). JPEG
and JPEG2000 are respectively the former and the actual golden standards in terms of
image compression, they are then the principal methods to compare the model with.
Additionally, a comparison with rough MP is included in Fig. 2.17 and Fig. 2.20.
Table 2.5: Compression results in terms of PSNR (dB).
Image bpp JPEG JPEG2000 proposed model
Lena 0.93 22.94 26.09 22.38
Boats 0.30 <21.08 24.48 22.670.55 24.09 27.21 24.06
Barbara 0.64 24.62 28.68 24.501.16 30.38 34.10 25.14
The sparse approximation applied to a tile of Lena shown in Fig. 2.17(a) induces
the selection of a subdictionary shown in Fig. 2.17(i). The chain coding by means of
zeroing two over three coeﬃcients along chains compresses the image at 0.93 bpp and
the reconstruction is shown in Fig. 2.17(d). The comparison with the same bitrate with
both JPEG and JPEG2000 compressed images are shown in Fig. 2.17(b)-(c) repectively.
Similar results for Bike at 1.14 bpp are shown in Fig. 2.17(e)-(j). Other results at 1.03
bpp for the image Bike are shown in Fig. 2.18 in which additional comparisons with
MP and the polygonal approximation are included. Other rates 1.90, 0.55 and 0.30
bpp are complementarily shown in Fig. 2.19. The whole outcomes are summarized in
Table 2.5 and Fig. 2.20. From this last graphic, the compression standards yield better
results in terms of PSNR at high bitrates (>1 bpp), but in contrast the model provides
better PSNR than JPEG at bitrates lower than 1 bpp and better than JPEG2000 at
7Note that a reasonable number of scales and orientations have been chosen. In all experiments
K = 7 was used (including low-pass band) where the ﬁrst one is often void and not depicted, and
P = 6 orientations which are displayed all together.
8The Peak-Signal-to-Noise-Ratio is measured in dB as PSNR = 20log10(255/RMSE), where
RMSE is the Root-Mean-Square-Error between the original and the reconstructed image.
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(a) original (b) JPEG (c) JPEG2000 (d) proposed model
(e) original (f) JPEG (g) JPEG2000 (h) proposed model
(i) selected coeﬃcients for Lena (j) selected coeﬃcients for Bike
Figure 2.17: Compressed images of Lena at 0.93 bpp and Bike at 1.14 bpp. (a) Lena of 64×64
tiles compressed by (b) JPEG, (c) JPEG2000 and (d) the proposed model. (e)-(h) Bike of
64 × 64 tiles compressed by using same upper order. (i)-(j) Coeﬃcients selected through the
sparse approximation steps and chain coding for Lena and Bike respectively, in which 2 every
3 coeﬃcients have been zeroed along chains.
bitrates lower than 0.3 bpp. Nevertheless, it is well-known that mathematical errors
are not a reliable estimation of the perceived quality. As a matter of bias reduction
the perceptual quality metric MSSIM9 is jointly displayed in Fig. 2.20. The MSSIM
measure reveals a quantitative improvement of the proposed model for low and mid
bitrates, which agrees more fairly with real observations. Although perceptual metrics
have experimented an important evolution during last decades, they still do not enjoy
general consensus of the scientiﬁc community mainly because the idealizations assumed
by perceptual metrics do not represent accurately the complexity of natural images
and the HVS. On this regard, issues on masking (supra-)threshold selection, perception
of multiple patterns rather than isolated stimuli, or other cognitive interactions, such
as eye movements, attention or even memory conditioning, are still far from being
9Default parameters were assigned, see the reference [243].
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(a) original (b) JPEG (c) JPEG2000
(d) MP (e) proposed model (f) polygonal approx.
(g) MP coeﬃcients (h) chain coeﬃcients (i) polygonal approx.
Figure 2.18: Compression results at 1.03 bpp. (a) 96 × 96 tile of the Bike image. (b) Com-
pression with JPEG, PSNR=25.73dB. (c) Compression with JPEG2000, PSNR=29.61dB. (d)
Reconstruction by the MP algorithm, PSNR=25.03dB. (e) Compression using sparse log-
Gabor wavelets and chain coding, PSNR=26.05dB. (f) Compression using sparse log-Gabor
wavelets and polygonal approximation, PSNR=16.01dB. (g)-(i) Coeﬃcients selected through
the MP algorithm, sparse coding steps and chain coding, sparse coding steps and polygonal
approximation, respectively.
approachable. Since images are almost exclusively utilized by humans, it is important
to validate the perceptual quality of image processing methods via visual inspection.
As the proposed scheme is supposed to model the primary visual areas, it is hoped
that distortions introduced by the model present similarities with that produced by the
visual system. Then, one important expectation is that the present model degrades
image in a less perceptible manner.
That expectation is largely fulﬁlled since a ﬁrst remarkable property of the model
is the lack of high-frequency artifacts. In contrast to JPEG or JPEG2000, no ringing,
aliasing nor blocking eﬀects appear. Moreover the compressed images look natural
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1.90 bpp: (a) JPEG (b) JPEG2000 (c) proposed model
0.55 bpp: (d) JPEG2000 (e) MP (f) proposed model
0.30 bpp: (g) JPEG (0.55bpp) (h) JPEG2000 (i) proposed model
Figure 2.19: Compression results of Bike 96 × 96 by using JPEG, JPEG2000, MP and the
proposed model for the image Bike at 1.90, 0.55 and 0.30 bpp.
and contours are preserved even when the mathematical error is signiﬁcantly higher.
A requirement of the lossy compression algorithms is the ability to induce errors in
a low perceptible manner. In that sense the model behaves in a very satisfactory
way. Indeed it is interesting to remark that the local-maxima competition stage can
be also interpreted as a visual masking phenomena, thus the enhancement of selected
coeﬃcients is counteracted by decreasing the amplitude of their neighbors, what would
simulate the masking eﬀect. Due to the smooth shape of the decomposition functions
and the reduced aliasing, the major degradation introduced is the smooth disappearance
of edges or blurring.
Compared to MP, the model provides a more structured arrangement of the selected
coeﬃcients (compare Fig. 2.18(g) to Fig. 2.18(h)), which induces more continuity of the
reconstructed contours. The model also preserves better the smooth regions thanks to
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Figure 2.20: Evolution of the PSNR (left) and the perceptual quality metric MSSIM (right)
according to compression rate of the image Bike.
zeroing out isolated coeﬃcients. The approximation of chains by polygonal segments
in Fig. 2.18(i) provides a more compact representation of contours, i.e. more continuity
with the same bitrate. Conversely, slight misalignments of straight segments with origi-
nally selected coeﬃcients induce phase discontinuities in contours, reﬂected in dramatic
artifacts as well as PSNR drop in Fig. 2.18(f). This corroborates that preservation of
well-localized contours turns out critical.
Reconstruction quality appears impaired in junctions, crossings and corners of the
diﬀerent scales (see also Fig. 2.21 for an image containing many of such features). This
can be explained by the good adequacy of log-Gabor functions for matching edges and
ridges and their worst match with junction and crossing features. One can argue here
that the present sparse coding method should be completed by the implementation of
junctions/crossings detectors as other models do [95].
The second problem concerns textures, which are generally not well treated by edge
extraction methods. The worst cases are the pure sinusoidal patterns which in some
conditions do not induce local-maxima in the modulus of complex log-Gabor functions.
Nevertheless, in a simplistic way, textures can be considered as sums of isolated edges.
For example in Fig. 2.17 the feathers of Lena's hat produce a texture pattern and at
least the most salient feathers are reproduced. In the same manner the textured hat
striation is not reproduced integrally but the most salient striations are preserved. In
order to further improve the quality by adding new contours, a few iterations of sparse
coding can be applied. For example, a second pass extracts signiﬁcant parts of the
textures in Barbara's scarf and in the chair as shown in Fig. 2.22. Nevertheless, the
method does not capture as much sparsity for textures as it does for contours and the
compression quality with the same rate is then lower.




(b) JPEG (c) JPEG2000 (d) proposed model
(e) JPEG (0.46bpp) (f) JPEG2000 (g) proposed model
Figure 2.21: Compression results of Boats at 0.55 bpp (upper row) and 0.30 bpp (bottom
row). (a) This 96 × 96 tile of Boats image contains many junctions and corners, which are




(b) JPEG (c) JPEG2000 (d) proposed model
(e) JPEG (f) JPEG2000 (g) proposed model
Figure 2.22: Compression results of Barbara at 1.16 bpp (upper row) and 0.64 bpp (bottom
row). (a) 96 × 96 tile of Barbara image. This image contains textures which are also more
diﬃcult features to be encoded by the model.
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Table 2.6 represents a detailed view of the ﬁnal bitrate broken down into head loca-
tions, movements, head and link amplitudes, branches and low-pass residue. It reveals
that the contribution is in a ﬁrst approach acceptably distributed among alphabets.
As one may expect, the main contribution is given by the link amplitudes because
this alphabet is the most numerous. But this also means that most coeﬃcients have
been adequately linked. In general, the eﬃciency decreases when shapes are a collec-
tion of small disjoint contours, then the contribution of head locations/amplitudes and
branching would take oﬀ. Note that despite the movements alphabet is rather simple,
it contributes substantially to the ﬁnal rate. On the other hand, the found that the rate
averaged among all images was quite eﬃcient, around 1.67 bits/link. The contribution
of the low-pass is barely signiﬁcant, which is obviously proportional to the number
of decomposed scales. Table 2.7 breaks down the bitrate into separate contributions
of each scale, where two main statements are corroborated: the headers expenses are
clearly negligible and the cost in compression terms is proportional to the scale width,
therefore the largest scales in terms of resolution are more eﬃciently compressed.
Table 2.6: Contribution of chain coding alphabets to the ﬁnal bitrate (bpp). The ﬁrst two
instantiations of Lena and Bike were compressed by means of zeroing 2 every 3 coeﬃcients
along chains, the rest by zeroing 1 every 2. The contribution is averaged considering this last
case.
Image Head Move- Head Link Low- Branches Finallocations ments amplitude amplitude Pass &Headers bitrate
Lena 0.14 0.22 0.10 0.18 0.10 0.18 0.92
Bike 0.15 0.29 0.11 0.26 0.10 0.18 1.10
Bike
0.28 0.45 0.23 0.72 0.04 0.06 1.90
0.13 0.24 0.11 0.41 0.04 0.21 1.03
0.06 0.13 0.05 0.23 0.04 0.05 0.55
0.03 0.06 0.03 0.11 0.04 0.03 0.30
Boats 0.07 0.12 0.07 0.18 0.04 0.11 0.550.04 0.05 0.03 0.07 0.04 0.10 0.30
Barbara 0.20 0.24 0.17 0.39 0.04 0.06 1.160.12 0.14 0.09 0.17 0.04 0.04 0.64
Contrib. 13.66 % 20.86 % 11.43 % 32.62 % 7.06 % 14.37 % 100 %
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Table 2.7: Contribution of scales, low-pass and headers to the ﬁnal bitrate (values averaged
as in Table 2.6).
k = 1 k = 2 k = 3 k = 4 k = 5 k = 6 Low-Pass Headers Total
0 % 32.98 % 30.83 % 15.44 % 7.12 % 5.28 % 7.65 % 0.7 % 100 %
The reduction of information quantity between the stage of sparse coding and the
stage of chain representation was observed around 34% through classical entropy cal-
culations, see Table 2.8. As the chain coder does not introduce information losses (the
reconstruction is the same), the information quantity reduction is uniquely due to a
redundancy reduction. Thus chain coding oﬀers a signiﬁcant redundancy reduction
without additional distortions. This shows the importance of applying an additional
transform for grouping selected coeﬃcients in further decorrelated clusters like chains.
It is then an important advantage upon MP which induces a representation less struc-
tured and then harder to further decorrelate.
Table 2.8: Gain of chain coding in terms of amount of information (bpp). The instantiations
of Lena and Bike were compressed by means of zeroing 2 every 3 coeﬃcients along chains, the
rest by zeroing 1 every 2. The mean is averaged for this last case.
Image Final Sparse Chain Gainbitrate entropy entropy
Lena 0.92 0.66 0.58 12.12 %
Bike 1.10 0.90 0.70 22.22 %
Bike
1.90 1.89 1.36 28.11 %
1.03 1.06 0.68 35.87 %
0.55 0.54 0.36 32.73 %
0.30 0.29 0.18 37.50 %
Boats 0.55 0.54 0.36 32.71 %0.30 0.25 0.14 42.80 %




In this section an image compression algorithm was proposed based on chain coding
of contours extracted from a sparse approximation inspired from biological knowledge
of V1 cortical cells as well as image processing criteria. It consists in a log-Gabor
multiresolution wavelet transform as a model of V1 receptive ﬁelds, followed by con-
secutive thresholding, inhibition, facilitation and gain control stages as a model of V1
non-linearities. These stages are able to extract continuous chains of coeﬃcients located
on edges and ridges of the image, achieving an eﬃcient contour extraction. Such pro-
cedure is incorporated in a sparse approximation scheme which selects uniquely those
contour coeﬃcients for building an approximation of the image.
The objective was to implement a reliable chain coding algorithm for multiscale
contours relying on their high correlation and predictability. The redundancy reduc-
tion abilities allows the compression of images preserving particularly the perceptual
quality and approaching the image compression standards at high compression rates.
Sparse Gabor wavelets reduces importantly high frequency artifacts usually introduced
by the orthogonal methods (ringing, blocking or aliasing). The present study shows
that overcomplete transforms can oﬀer important advantages in terms of perceptual
quality in particular for avoiding the appearance of artifacts and preserving smooth
gradients and continuous sharp contours. These encouraging results conﬁrm the po-
tential of overcomplete transforms and sparse approximation algorithms for the opened
breach of feature-based image compression applications.
Chain coding oﬀers a signiﬁcant redundancy reduction which shows the importance
of applying an additional transform for grouping selected coeﬃcients in further decor-
related clusters like chains. This is an important advantage on MP which induces an
approximation less structured and harder to further decorrelate. The chain coding
procedure itself provides an additional compression by predicting the position and am-
plitude of coeﬃcients along the contours. This kind of prediction along contours is
an alternative to DCT-blocking in JPEG and bit-layer in JPEG2000. It permits an
important reduction of the redundancy without losses. The losses come actually from
the preceding contour extraction and sparse coding stages.The chain coding eﬃciency
is then an additional motivation for coding the images through coherent and continuous
clusters of coeﬃcients located along contours instead of other sparse coding techniques
like MP or BP, whose coeﬃcients are separately selected and not necessarily located in
continuous chains.
Concerning scalability, the proposed algorithm encodes each scale separately, there-
fore scalability in resolution is not damaged. Furthermore, chain locations and ampli-
tudes are also coded and embedded in the bitstream separately, therefore some technique
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could be thought for successive reﬁnement of amplitudes. However, due to the depen-
dency forced by chain location, the scalability in quality as well as bitrate allocation
are far from ﬂexibility provided by non-feature-based codecs as JPEG2000.
The major drawback is obviously complexity. The use of nonlinear operations such
as local-maxima involved in inhibitory and facilitatory stages or the selection of coeﬃ-
cients as well as the gather of coeﬃcients in chains is more time consuming compared
to non feature-based algorithms. However, it is remarkable also that the computational
cost is reduced through the use of pure local operations and the non-iterative selection
of the subdictionary compared to other sparse-based techniques [239, 64, 176]. The
chain coding algorithm increases largely the operations per link for searching adjacent
coeﬃcients, but on the other hand it avoids eﬀectively the inconvenience of coding non-
zero coeﬃcients. It is diﬃcult, therefore, to estimate a possible consumption time since
complexity of contours can vary much from one image to another.
Among further improvements, it should be noted the implementation of dedicated
end-stopping operators dealing with the extraction of junctions, corners and crossings,
which should improve the performance in the proximity of such features. Another
important improvement would weigh up the incorporation of texture representation.
Other methods sharp quality by means of certain energy residue [19, 46, 239, 176],
which is coded by pyramidal or wavelet approaches. Other challenging alternative
could deploy texture descriptors for decorrelation statistical texture regularities, as for
instance proved the eﬃciency of Gabor ﬁlters in that task [185, 29, 200].
Many other improvements could be possible, in particular to improve the selection of
coeﬃcients by incorporating a statistical framework linking the diﬀerent saliency mea-
surements (chain length, presence of parent coeﬃcients and coeﬃcient amplitude), or
for further exploiting the predictability of the coeﬃcients across scales. Such solutions
can involve ﬁlling gaps between contours in order to improve continuity of chains such
as in [36] which follows a heuristic fashion of 8-connected neighborhoods. Interpolation
should be done carefully in order to avoid contours misalignments causing strong arti-
facts, since image quality is very sensitive to edge position. Other advanced possibility
can be the use of tensor voting algorithms [66] which are robust curvature interpola-
tors and to certain extent biologically plausible. In addition, multiscale contours can
be replaced by those contours in the highest scales, as in [36], taking into account the
strong contour predictability across scales. Although risky misalignments might take




3.1 An introduction to image fusion
3.1.1 A deﬁnition of fusion
During the last two decades the need for better image quality and functionality has led
to seek for new algorithms of enhancement which overcome the technology restrictions.
Among such algorithms, image fusion is employed in a wide variety of ﬁelds such as aerial
photos, astronomy, dynamic processes, machine vision, remote sensing, monitoring,
optical microscopy or medical imaging.
From a general point of view a possible deﬁnition of the term fusion could be a
simultaneous combination of salient information from several sources (or channels). It
goes beyond the capabilities of capture devices, preserving uniquely information that is
perceptually salient and removing the useless one. More speciﬁcally, concerning image
fusion, the objective is the construction of a hybrid image gathering all salient features
from all diﬀerent input/source images. One can visualize it as a picture collage where
the most important `clippings' (depending on the application) are glued together into
a single image, which could not be obtained otherwise.
By integrating data, image fusion can reduce the storage memory and accelerate
loading processes. By using redundant data, image fusion may improve accuracy and
reliability, and by using complementary data image fusion may improve interpretability.
A proper image fusion should fulﬁll several requirements: (1) it should not discard
any salient feature, (2) it should not introduce any artifact in detrimental to image
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interpretability and (3) it should provide robust output against external disruptions as
noise or misregistrations.
3.1.2 Modalities and their applications
Many fusion types are addressed according to the type of images to fuse. These can be
grouped in three main modalities.
Multisensor
It combines information from sensors sensitive to signals of diﬀerent nature and/or
magnitude. By displaying information from several sensors the understanding and more
speciﬁc inferences of the observed scene improve. Multisensor fusion, as a mechanism,
is not new. An illustration is given by the human system which calls upon its diﬀerent
senses (hearing, sight, touch, smell, and taste), its memory and its reasoning capabilities
to perform deductions from the information it perceives. Applications for multisensor
data fusion are widespread [91, 184]. For instance, face authentication [157], monitoring
of manufacturing processes [198], tracking of navigation trajectories [163], tracking of
targets [223], mine detection [90], satellite monitoring of natural phenomena [230, 25,
47, 208] or medical diagnosis [97, 152, 248]. are some of these applications. An example
of two medical images and their fusion is shown in Fig. 3.1.
Figure 3.1: Multisensor example. Illustration of a radiotherapy and skull surgery.(a) X-Ray
computerized tomography (bones and hard structures). (b) Magnetic resonance imaging (nor-
mal and pathological soft tissues). (c) Multisensor fused image preserves anatomical structures
from both medical images modalities.
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Multifocus
Particularly tackled along this Thesis, it involves a given stack of images capturing the
same scene but diﬀerent focus planes. Objects being part of the scene are focused at
diﬀerent images and the ideal multifocus fused image is then the best focused every-
where. An example is shown in Fig. 3.2. This fusion modality can facilitate the design
of complicated systems of lenses, increasing the device integration and decreasing the
production cost and time in automated processes and robotics. It is specially rele-
vant in microscopy where due to narrow depth-of-ﬁelds, specimens can not be acquired
completely in focus within a solely image. Like going beyond physical limitations, an
extended depth-of-ﬁeld has been a challenging pursuit since the pioneering research in
microscopy in early 1980s [183, 220, 231, 233, 71].
(a) (b)
(c) (d) (e)
Figure 3.2: Multifocus example. A real scenario with four focus planes of size 256 × 256 .
(a)-(d) Image capturing the phone box, the tower, the speaker and the door, respectively.
(e) Multifocus fused image retaining objects from the best focused capture and yielding an
extended depth-of-ﬁeld.
Multitemporal
It merges data of the same scene captured at diﬀerent times. It is useful for observing
object changes in surveillance or natural phenomena monitoring [53]. Changes of the
lighting conditions is an additional problem and image fusion can alleviate the under
and overexposure derived from erroneous exposure estimations. See Fig. 3.3 for an
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(a) (b)
(c) (d) (e)
Figure 3.3: Multiexposure example. A real scenario of size 256 × 256. (a)-(d) Four pictures
captured with four diﬀerent exposure times. (e) Multiexposure fused image correcting lighting
excess and deﬁciency.
example. Furthermore, note that the three above fusion modalities can appear simul-
taneously. The multiexposure problem is common in most of the cases, although it is
often restrained or even disregarded.
3.1.3 Fusion techniques: multiresolution pyramids
Fusion imagery is usually categorized in three levels of abstraction. The lowest possible
is the pixel-level which makes use of commensurate physical parameters as intensity
value of pixels. In this level the most simple operation would average the luminance
of input images. One step further is feature-level fusion which operates with attributes
such as size, shape, edge or texture, which involves the use of pattern recognition
approaches. The last level of abstraction is called decision-level and it deals with sym-
bolic representations of images once each sensor has made a preliminary determination
of an entity's location, attributes, and identity. A wide variety of mathematic tools
that perform image fusion has been proposed in the literature [242]. This includes
gray-value variance, averaging-PCA, neural networks, Bayesian modeling, non-linear
ﬁltering, Markov modeling and last but not least, multiscale or multiresolution (MR)
transforms. A complete review by Wang can be consulted in [242].
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Nowadays, MR transforms can be considered as the most popular tool among im-
age fusion techniques. During the last decade, after the development of the wavelet
related mathematics, researchers designed a variety of MR transforms whose high per-
formances and ﬂexible conﬁgurations make them a powerful analysis tool. Hence,
several works gave proofs of the superiority of MR-based schemes against other ap-
proaches [25, 47, 230]. MR-based image fusion lies between the pixel and feature-level,
whose coeﬃcients are often regarded as simple features. A common characteristic be-
tween MR transforms is a decomposition structured in sub-bands, which is intimately
related with a local frequency distribution of the Fourier domain. It represents the MR
features in a joint space-frequency domain pyramidally arranged in scale of details from
coarse to ﬁne details (resolution levels). Well-known examples of MR transforms used
in image fusion are the Laplacian pyramid by Burt and Adelson [13], gradient pyramid
also by Burt [12], contrast pyramid by Pu [189], morphological pyramid [227] and ratio-
of-low-pass pyramid [226] by Toet and diﬀerent wavelet decompositions [241, 135, 26].
Although not strictly a MR approach but a joint space-frequency representation, the
Wigner-Ville Distribution has been also utilized [77].
3.1.4 Saliency measurements
Image fusion usually relies on a partition of the transformed channels into subregions,
calculating a measure of local saliency in the subregions and then utilizing appropriate
rules to merge the most salient features among channels. The saliency measure, also
referred in the literature to as activity, is a critical point in the whole process. Diﬀerent
methods were suggested but in most cases the activity is proportional to the averaged
energy of the frequency coeﬃcients. Thus, salient features (features to preserve) mean
high energy in high frequencies [228, 257]. Those high frequency terms, or at least mid-
high frequencies, contain important details for our visual perception and understanding
of the fused image. In multifocus, the out of focus regions obviously lack high frequency
features. The norm of image gradient [12], norm of image Laplacian [219], energy of the
Fourier spectrum [218], image moments [255] and energy of high-pass bands of wavelet
transforms [135, 117] belong to the most popular activity measures.
3.1.5 Local selection rules: decision maps
The way of subdividing the MR domain into subregions is another important point.
Averaging square neighborhoods or windows is the simplest and the most common
strategy. More advanced approaches implement a subregion partition based on complex
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features [184], as for instance object contours or regions. Regardless shape subregion,
the activity is equally compared among all channels and just only MR coeﬃcients or
regions with highest activity are preserved (maximum selection rule). By this maximum
selection criterion an index matrix called decision map is built, which points those
coeﬃcients to preserve. By tracking such indexes in decision maps just one composite
MR representation is built, whose inverse corresponds to the fused image. Instead
of the maximum, more general approaches match coeﬃcients by means of a certain
similarity measure. Piella in [181] oﬀers an excellent overview of MR-based image
fusions techniques.
3.1.6 A MR-based fusion scheme
In the literature many conﬁgurations for MR-based fusions have been suggested. We
include here a MR setting adapted to our own requirements in multifocus fusion, but
that can be generalized for other fusion modalities.
A general MR formulation
We follow in part the notation and terminology given in [181]. Let xS denote the S-th
input channel and yS the MR transform of xS, where the analysis operator Ψ satisﬁes
yS = Ψ(xS) and the synthesis operator Ψ−1 satisﬁes xS = Ψ−1(yS) for exact reconstruc-
tion. Let the vector n = (n,m) address MR coeﬃcients in a sub-band with a given
orientation p = {1..P} (vertical, horizontal and several diagonal ﬁltering directions)
and scale k = {1..K}. The highest scale (lowest resolution level) yS(n, 1, K) is made
of a unique band usually called residual or approximation and the remaining high-pass
bands yS(n, p, k) are referred to as detail pyramid.
Activity measurement
MR coeﬃcients reﬂect frequency energy in a given local area. The activity is thus related
to the absolute or squared value of the corresponding coeﬃcients in the MR domain.
The simplest approach would measure the activity as the sample itself (sample-based
operation), i.e. aS = |yS|, where aS means activity. However this is rather vulnerable to
the presence of noise in the channels. Therefore, most approaches select ﬁxed windows
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(area-based operation) to average the activity as follows:
aNS (n, p, k) = w
N(n) ∗ |yS(n, p, k)| , (3.1)
where wN is any type of normalized N × N -window and the operator ∗ means the
convolution operator. For undecimated pyramids the window size N is ﬁxed for any
scale. In subsampled implementations, windows are also chosen with the same size
across scales, typically 3× 3 or 5× 5. Moreover, we assume windows of Gaussian type
with standard deviation equal to the window size, i.e. σ2 = N2.
Decision maps




decides to select at each location only
the strongest MR coeﬃcient among the channels. The maximum sounds adequate in
multifocus fusion because we assume that each pixel is acquired in focus in at least one
channel. Weighting or thresholding MR coeﬃcients appears more suitable for multisen-
sor fusion, however, even in this case the maximum selection rule is often favored [135].
Despite its eﬃcient space-frequency representation, most MR coeﬃcients are high
order correlated with their surrounding coeﬃcients and with their equivalent in adjacent
sub-bands (scale and orientation) [210, 214]. This might have a negative eﬀect in terms
of feature cancelation or loss of contrast. Intraband correlation is somehow mitigated by
the area-based operation. Additionally, we deal with interband correlation by extending
the maximum selection rule among orientations:
ANS (n, k) = max
p
[
aNS (n, p, k)
]
. (3.2)
The maximum selection rule applied to orientations could also improve noise robustness
if a preferred oriented pattern takes place. Similarly, it could be extended across scales
(not dealt here). Finally, the decision map denoted as d is built by taking the argument
of the maximum activity among channels:







Typically, the strategy for the approximation yS(n, 1, K) would ponder all input chan-
nels. This is specially important when images have been captured at diﬀerent lighting
conditions or with diﬀerent sensors [181]. In multifocus fusion all channels have similar
low-pass response and therefore they are simply averaged.
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Fused image
The composite MR decomposition denoted as yˆ is merged point by point as follows:
yˆ(n, p, k) = ydN (n,k)(n, p, k) , (3.4)
and the fused image xˆ is obtained by the synthesis operator as xˆ = Ψ−1(yˆ). The
complete procedure is illustrated in Fig. 3.4.
Figure 3.4: A MR-based (multifocus) fusion scheme: input channels x1 and x2, MR decom-
positions y1 and y2 are performed for K = 2 scales and P = 3 orientations, activity levels AN1
and AN2 are averaged absolute values of MR coeﬃcients within a given window N taken the
maximum among orientations, the decision map dN is obtained by using the maximum selec-
tion rule, the composite MR decomposition yˆ is then merged and the inverse MR transform
is performed to obtain the fused image xˆ.
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3.1.7 Open problems and objectives
Is there any superior MR decomposition?
MR decompositions have proved their superiority against other traditional fusion tech-
niques, nevertheless there does not exist any evident hegemony neither among the type
of wavelet (symmetric, ﬁnite support, complex-valued,...) nor among the combination of
MR coeﬃcients (number of scales and orientations, activity measures, selection rules,...).
Other joint space-frequency representations like the Wigner-Ville Distribution was just
applied as a 1D approach [77]. In the particular case of log-Gabor ﬁlters, they have
been never applied so far to image fusion because of the lack of exact reconstruction.
A widespread statement points out that the type of application determines the way
of setting, that is, no-conﬁguration is always the best in terms of eﬃciency, robust-
ness and/or complexity. One should expect that a given system is operating correctly
for a given application. The literature, however, lacks thorough comparisons. The
main reason is due to the fact that fusion evaluation can not be always expressed in
terms of objective criteria. The majority of real applications lack of a ground truth
image and for instance in multisensor fusion such an ideal reference is simply not pos-
sible. Consequently multiple perceptual and statistical evaluation metrics have been
suggested [182, 229, 179], but no one of them seems to have been profoundly accepted
in the scientiﬁc community.
Nevertheless, not all above discussed aspects are application-dependent and some
assumptions could be established as general/recommended rules. On that respect, the
following objectives are pursued:
• To deﬁne a coherent framework for MR-based fusion which facilitates MR settings
assessments.
• To establish a fair quantitative measurement based on objective criteria such as
the committed errors in decision maps.
• To evaluate the performance oﬀered by the log-Gabor transform.
• To evaluate other joint space-frequency representations such as the Wigner-Ville
distribution extended to 2D.
• To deepen proper MR conﬁgurations and how to utilize them appropriately for
image fusion.
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• To perform a comparison between diﬀerent wavelet-based fusions.
• To carry out evaluations not only in artiﬁcial but also in real applied scenarios.
Which is the best MR setting?
Commonly, a MR construction is composed of a ﬁlter bank and posterior decimation
through powers of two (dyadic analysis). Nonetheless, Koren et al. [123], Rockinger [201]
and other recent authors [257, 181, 123, 201, 99, 136] have paid attention to disadvan-
tages of such a critical sampling in image fusion. Although wavelet ﬁlter banks cancel
out existing deep sub-band overlapping (aliasing) at reconstruction, slight manipulation
of coeﬃcients (shifting, rotation and/or scaling) can induce `ringing' artifacts, which is
even severer when decimation is applied. Moreover, such a decimation hiders shift-
invariance. In some applications this may not be relevant, but in image fusion this is
deﬁnitively undesirable considering for example misregistered sequences of images. On
the other hand, one must assume that overcompleteness increases the dimensionality of
the transform domain and therefore the computational cost.
Traditionally, the wavelet formulation implies real-valued ﬁlters with a single ﬁxed
phase. However, natural images contain a variety of phases. A coupled pair of ﬁlters in
opposition phase (real/imaginary) are able to respond simultaneously to features such
as edges and ridges. Lawton [132] was one between the ﬁrst in modeling complex-valued
ﬁltering, which has also shown advantages in image fusion [98, 71, 134] avoiding the
appearance of artifacts.
In particular the following parameters will be considered:
• Number of orientations.
• Number of scales (decomposition levels).
• Overcompleteness.
• Complex-valued ﬁlters.
• Averaging window size.
• Noise robustness of the above parameters.
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Can robustness and localization be compatible?
The problem of the appropriate window size will be also studied profusely. The appro-
priate averaging window size to measure the saliency is highly dependent on the scale
of objects and on the noise present in the source images. Large windows provide more
robust activity calculation but with the drawback of feature cancelation or contrast
loss. Thus, large windows intermix features close to frontier of fused regions coming
from diﬀerent channels, causing smoothed decision maps. Conversely, small windows
are highly sensitive to noise. This problem has been already addressed in most of the
hitherto mentioned publications. Li et al. [135] combat this drawback by using a ma-
jority ﬁlter, proving improvements against classical selection rules [98]. Further away,
the challenge lies in being able to combine properly the advantages of each window
size. A desirable algorithm should judge locally the appropriate size, large windows
where the priority is a robust frequency analysis and small windows where localization
is paramount. A general algorithm for MR schemes named multisize windows (MW)
is proposed [197]. It adapts the size of the window according to the local features in
the image, exploiting the advantages of both small/precise windows and big/robust
windows [196]. The following aspects are valued in order of importance:
• Decreasing number of errors in decision maps.
• Decreasing smoothness or high frequency artifacts in reconstructions.
• Robust against possible noisy signals coming from sensors and/or band lighting
conditions.
• Portable, valid for any type of joint space-frequency representation.
• Stable conﬁguration, independent of the joint representation and the applications.
• Reasonable computational cost.
Are `not-so-salient' MR coeﬃcients important?
The MR-based fusion algorithms are often approached as pixel-level. Although activity
is strengthened by means of averaging windows, saliency measure is computed individ-
ually for each pixel. However this can lead to some risks. Image features are far from
being isolated pixels, they spread at least along several pixels and it is not unusual
that the feature's saliency varies all across. This fact can provoke that features are
only partially fused, which can lead to erroneous interpretations of the fused image.
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In recent years some authors have suggested the possibility of subjecting the decision
maps to salient features [122, 184, 90] or even salient regions [181]. These feature-
based algorithms can reduce sensitivity to noise, blurring eﬀects and misregistration
artifacts [181, 134]. In that respect a desirable feature-based algorithm has to fulﬁl the
following requirements:
• Features should be accurately localized and be robust to noise.
• A robust feature saliency criterion must be deﬁned.
• Some rules to merge feature information must be established.
3.2 Log-Gabor formulation
The log-Gabor implementation with perfect reconstruction described in Sec 1.1.3 opens
doors to its use in image fusion. Like most wavelet decompositions, log-Gabor transform
is built up as a dyadic structure in frequency octaves which permits an arbitrary number
of scales and orientations. Let denote for simplicity in polar coordinates (ρ, θ) every
space-frequency band calculated by ﬁltering (multiplying) in the Fourier domain as
follows:
yS(ρ, θ, p, k) = Ψρ,θ(xS) = F
−1 (G(ρ, θ, p, k) · F (xS)) , (3.5)
where F denotes the Fourier operator, F−1 its inverse and G(ρ, θ, p, k) means the log-
Gabor ﬁlter for a speciﬁc sub-band in a given scale k and orientation p (see also Eq. 1.4).
The activity measure in Eq. 3.1 and Eq. 3.2 and the decision map in Eq. 3.3 are
calculated as usual. Note that yS is complex by deﬁnition and the activity measurement
corresponds to its absolute modulus. Finally, the fused image is given by the sum of
all ﬁltering responses as follows:
xˆ = Ψ−1(yˆ) = F−1
(∑
p,k
G(ρ, θ, p, k) · F (yˆ)
)
. (3.6)
Because of their Gaussian proﬁle, Gabor functions provide an optimum joint space-
frequency localization whose shape is smooth, symmetric, inﬁnitely diﬀerentiable and
monomodal, without side lobes neither in space nor frequency domain [78]. An optimum
space localization of salient features is critical to improve accuracy of decision maps
and to reduce the appearance of artifacts when MR coeﬃcients are manipulated. An
optimum frequency localization is critical for a correct estimation of saliency.
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3.3 Wigner-Ville formulation
All about fusion mentioned in Sec. 3.1.6 holds for the Wigner-Ville distribution (WVD),
except the concept of scales. Although the WVD support is related to the resolution
accuracy of the distribution (changes in the support induce changes in resolution), WVD
can not be interpreted as providing neither scales nor orientations as wavelets do.
Despite its remarkable properties, the presence of cross-terms has limited tradition-
ally its application. Hence, few previous works can be found, as the one based on 1D
WVD which appeared in [77]. Therefore the cross-term disturbance is the principal
problem of the WVD. Most applications based on WVD make use of ﬁltering to pal-
liate their eﬀects. However, it attenuates at the same time important salient features
allocated at high frequency bands, which would be critical for image fusion.
We decided not to suppress cross-terms, but simply equalizing the Wigner domain
in such a way that high frequencies get favored. Ruderman [204] observed in natural
images that the energy decays with frequency as power of 1/fα, where α ≈ 2. Thus, a
high frequency compensation is the rationale of our normalization proposal, which can
be seen as a simple whitening process. The absolute value of Wigner coeﬃcients is often
managed as energy distribution [28] and therefore it will be managed as activity. The
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the activity measure of the S-th input channel xS for a given support/window of size
N . Note that low frequencies are partially diminished and the central coeﬃcient (DC
coeﬃcient) is totally suppressed. Note also that from the scheme considered here, for a
given N there is one activity map for each input channel S and only one decision map,
which are of the same size as the channels xS.
3.4 The Multisize Windows technique
The MW technique is an algorithm which helps to mitigate the trade-oﬀ between ro-
bustness and localization for improving decision maps. Whereas large windows reduce
noise impact, small windows yield accurate space localization. The MW algorithm
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helps to decide which size should be used at each space location [196]. We propose two
complementary procedures:
Hierarchical combination
Given a certain set N of averaging window sizes, the idea is to trust the largest window
whenever it does not impair localization. To measure such an impairment, a window
conﬁdence is deﬁned proportionally to the highest number of neighboring decisions dN
that come from the same channel. We formally formulate it as:





∣∣∣{n′ ∈ N˜ : dN(n′, k) = S }∣∣∣ ] , (3.8)
in which the operator | · | means the cardinality of decisions indexing the same S-th
channel and N˜ means a neighborhood around n of size N×N . Note that CN runs from
0 (uncertain) to 1 (certain) and this value can be also interpreted as the probability in
a given neighborhood of size N that the coeﬃcients yˆ(n, ·, k) come from the channel
S. Note also that for convenience we match up this neighborhood with the size N of
the averaging window referred in Eq. 3.1. According to a given a set of thresholds T
univocally linked to each window in N , a large window is applied with high conﬁdence
in cases where most decisions (coeﬃcients) point to (should be taken from) the same
channel. On the other hand a smaller window should be attempted when disparity in
decisions is manifested. The complete procedure is detailed as follows:
1. Let N = [N1, N2, ..., NM ] be a set of windows sorted by decreasing size,
where i=1..M indexes the window sizes;
2. Let T = [T1, T2, ..., TM ] be a threshold set for each Ni ∈ N , where Ti ∈ [0, 1];
3. Initialize dN (n, k) = 0 as the MW decision map;
4. For i = 1 to M
5. For all dN (n, k) = 0 do
6. If CNi(n, k) ≥ Ti then






Note that the above steps have to run from the largest to the smallest window. Note
also that locations already assigned in dN (n, k) at any previous step are not further
computed anymore. In case that two diﬀerent decisions are equally most frequent one
of them is simply taken. The block diagram in Fig. 3.5 sketches this combination.
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Figure 3.5: Multisize Windows diagram (one scale is shown). Activity maps AN1 and AN2
are calculated by applying a set of three diﬀerent window sizes N = {N1, N2, N3} and three
decision maps are then obtained. The hierarchical MW procedure is computed from the
largest to the smallest windows according to three given thresholds T = {T1, T2, T3}. The
resultant decision map dN is utilized as usual to merge the composite decomposition. The
same procedure would be equally applied in subsequent scales. Note that dashed square inside
Fig. 3.4 corresponds to dashed frame surrounding the current ﬁgure.
This hierarchical combination might be unable to merge all coeﬃcients, i.e. some
coeﬃcients might be below Ti for any window Ni. The thresholds Ti drive thereby
the amount of decisions preserved from each previous decision map dNi . On this point
we propose two solutions. The ﬁrst and preferred one uses for those coeﬃcients the
sample-based operation, that is, to include in N the smallest possible window NM = 1.
Note that such a window satisﬁes the condition in step (6) for any threshold. If the
sample-based operation is not possible, then the following combination is carried out.
Parallel combination
This procedure is exclusively applied to those pixels undecided by the hierarchical pro-
cedure in case that the sample-based operation can not be accomplished. Note that
WVD in Eq. 3.7 is fully compatible with the hierarchical procedure but it is not practi-
cable with sense if N = 1. For that, a linear combination of the activities derived from
the whole window set N is calculated. The decision map would be ﬁnally completed as
follows:







Finally, Fig. 3.6 puts a simple example to gain insight into the MW technique.
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(a) (b) (c)
Figure 3.6: A graphical example showing up the adaptation of the window size performed by
the multisize windows technique. (a)-(b) Two input images of the same scene with diﬀerent
focus planes, the tower and the background are in focus respectively. (c) White pixels stand for
those locations where the largest window was applied. Then, the darker they get the smaller
the window applied (5 windows were chosen in this example). Note that the importance of
the windows (conﬁdence) ﬂuctuates close to the focus plane transition.
3.5 Performance assessment in multifocus imagery
Multifocus images depict the same scene but each image was acquired with a diﬀerent
focus plane. Hence, the activity is often referred to as focus measure and the decision
maps identify regions in focus.
3.5.1 Methodology: decision maps and visual inspections
Decision maps play a crucial role in the whole fusion process since it tells which infor-
mation to take at what place, that is, how MR coeﬃcients should be combined. The
following points are evidences of the importance of decision maps: (1) their accurate-
ness is undoubtedly related to the ﬁnal quality of fused images. (2) They can be handle
as precise tool for analyzing fusion results. (3) They are themselves interesting tools for
segmentation and (4) they oﬀer, as it will be shown later, the possibility of modeling
2.5D surface reconstructions which provide more descriptive views of captured scenes.
Therefore, considering statistical metrics as PSNR are unreliable and perceptual metrics
are still in progress (at least there is no general consensus), it seems that the accuracy
of decision maps can be a reliable measure of quality. Thus, in order to evaluate the






where ne is the number of wrong decisions and nt is the total number of decisions, i.e.
the channels' size.
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The knowledge of worng/correct decisions obviously implies the need for a ground
truth image or ideal decision map. For that, some fusion scenarios were captured under
controlled laboratory conditions which proved to be very useful for elucidating many
quantitative aspects of multiresolution settings. Furthermore, real scenarios were also
tested, such as microscopy or later in satellite imagery, in which neither a ground truth
nor an ideal decision map are available and therefore the subjective criteria is inevitably
done via visual inspection of the fused images.
3.5.2 Log-Gabor and MR settings assessment
The data set consists of two images acquired with a conventional digital camera in a
laboratory environment. Multiexposure and misregistration are practically canceled.
Apart from blurred versions in Fig. 3.7(a) and 3.7(b), a very precise reference map was
constructed by putting a black felt between both focus planes and applying a simple
thresholding, see Fig. 3.7(c).
(a) (b) (c)
Figure 3.7: Laboratory experiment of size 236× 236. (a) Tower in focus. (b) Background in
focus. (c) Ideal decision map constructed by occluding the background with a black felt and
subsequent gray value thresholding.
Both focus planes in Fig. 3.7 are deliberately placed not too far away from each
other in order to impair focus estimation and therefore to better discriminate among
settings. On one hand, the proposed scenario is complex enough, in the sense of object
shapes, textures and blurring, to elucidate manifold questions regarding appropriate
MR settings. On the other hand, two focus planes facilitate the fact of constructing
an ideal reference and therefore a quantitative measure. Moreover, it permits to have
a straightforward control of what is happening, while a large number of planes would
complicate it.
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Hereafter the number of levels are K = 4 (note that the fourth level corresponds
to the approximation) and the number of orientations P varies from 1 to 18 (from
isotropic to highly anisotropic). A broad window set N = [19, 15, 11, 9, 7, 5, 3, 1] was
tested whose set of conﬁdence thresholds is T = [0.8, 0.8, 0.8, 0.7, 0.7, 0.6, 0.6, 0.6]. We
checked heuristically that a decreasing set of thresholds yielded good results because
small windows perform last in the MW procedure and precisely next to focus plane
transitions where they are the most reliable size. However, we ﬁnd that in our current
experiments, the performance of the MW technique is fairly robust to variations of
these values.
Size of the window
The appropriate window size is conditioned by the size/shape of the objects and the
noise present in the channel. The three examples shown in Fig. 3.8 are representative
samples of how the window size aﬀects decision maps. Fig. 3.8(a) illustrates that small
windows are more aﬀected by noise and prone to errors in the frequency analysis.
Hereafter they will be called spurious errors. On the other hand the accurate outline
of the tower veriﬁes good capability of spatial localization. Conversely, bigger windows
yield robust analysis, where most errors are committed close to focus plane transitions,
see Fig. 3.8(b). Hereafter they will be called localization errors. The result obtained
through the MW technique in Fig. 3.8(c) presents a notable decrease in both types of
errors. Large windows were applied mostly on inner regions of focus planes removing
spurious errors. Smaller windows improved localization around focus plane transitions,
i.e. the tower's contour.
(a) (b) (c)
Figure 3.8: Decision maps obtained through log-Gabor (k = 1 and P = 3) with (a) a window
of size N = 3 (E = 7.29%), (b) N = 15 (E = 3.52%) and (c) the Multisize Windows technique
(E = 1.44%).
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The percentage of errors E is plotted against the window size in Fig. 3.9 and several
conclusions can be made: (1) windows below N < 5 commit large amount of spurious
errors, (2) window sides above 11 coeﬃcients increase the amount of localization errors
(until the errors are clearly signiﬁcant/visible), (3) therefore it seems that the best
window sizes range from N = 5 to N = 11, (4) in this `optimum' range the amount of
spurious errors and the amount of localization errors are then (well)-balanced and (5)
as decomposition level increases, that behavior shifts to bigger window sizes, i.e. higher
decomposition levels require bigger window sizes, and (6) the lowest E was delivered
by the MW technique regardless of window size, the decomposition level or number of
orientations (see Append. A.1).
Figure 3.9: Percentage of errors (E) committed in decision maps by the log-Gabor transform
(P = 3) confronted to window size (N) and the Multisize Windows in the ﬁrst three levels of
decomposition (k = {1..3}).
Number of decomposition levels
The degree of blurring present in channels conditions the number of decomposition
levels required. Decision maps for three diﬀerent levels of decomposition are depicted
in Fig. 3.10. Those maps together with the plot in Fig. 3.9 conﬁrm that levels above
k > 3 are unnecessary and even counterproductive due to high spurious errors as well
as poor localization. This fact is again conﬁrmed across orientations and independently
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(a) (b) (c)
Figure 3.10: Decision maps obtained through log-Gabor (P = 3 and N = 5) within levels (a)
k = 1 (E = 3.8%), (b) k = 2 (E = 6.71%) and (c) k = 3 (E = 18.17%).
of the window size (see Append. A.1). For simplicity, hereafter only the ﬁrst level of
decomposition k = 1 will be considered.
Number of orientations
The percentage E across the number of orientations is plotted in Fig. 3.11 for the
whole window set and for the MW technique. Again several conclusions can be made1:
(1) if small windows are employed, i.e. N < 5, an increasing number of orientations
contributes to reducing spurious errors, (2) if medium sizes are employed, an increased
number of orientations does not yield signiﬁcant improvements, for big sizes it impairs
slightly, (3) the plot justiﬁes the use of sizes bigger than N ≥ 5, (4) surprisingly, no
orientations (P = 1) delivers good performance for N > 3 and (5) the MW technique
shows its robustness also across orientations. Note that, though the impairment is
high for the smallest windows, most decisions come from the ﬁrst stages of the MW
procedure, i.e. for the biggest windows, and therefore decision maps are not largely
aﬀected.
Robustness to noise
Noise inﬂuence is inevitably captured in real multifocus cases on account of light ﬂuc-
tuations of the scene and thermal conditions of devices. In order to simulate such
conditions, images were artiﬁcially corrupted with additive noise, concretely Gaussian
probability distributions because it characterizes many natural phenomena (consult [83]
for a deﬁnition). Noise can be considered white due to the pixel-independent addition.
1This was also corroborated for steerable ﬁlters (see Tab. A.10, A.11 and A.12).
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Figure 3.11: Percentage of errors (E) committed in decision maps by the log-Gabor transform
(k = 1) confronted to the number of orientations (P ) for diﬀerent window sizes (N) and the
multisize window technique.
Gaussian noise energy is characterized by its variance (σ2), which ranges for this and
subsequent studies from imperceptible to very harsh noisy conditions (far from normal
working conditions). Each setting was averaged among 30 noise instantiations and the
variance encountered was so negligible as to be discarded.
The window size performance against a range of noise levels is plotted in Fig. 3.12,
from which several conclusions can be made: (1) if noise is low (σ2 < 10−5 in this
case) medium window sizes perform better, as in absence of noise in Fig. 3.9, at this
point, diﬀerences of E are minor but still visible, see Fig. 3.8, (2) if noise level increases,
spurious errors diminish according to the area of the window, (3) it seems to be a limit
for that improvement and (4) the MW technique rated the lowest E against the overall
set of single-window approaches for all the levels of noise tested. Therefore MW behaves
with an elevated tolerance to noise.
For medium and large windows (N ≥ 5) no signiﬁcant gain in noise robustness was
encountered from the use of high number of orientations (see Append. A.1). For small
windows (N < 5) the use of more orientations make E diminishes only at low noise
(σ2 < 10−5 in this case), however decision maps are still largely corrupted. It agrees
with the previous observations in absence of noise in Fig. 3.11.
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Figure 3.12: Percentage of errors (E) committed in decision maps by the log-Gabor transform
(k = 1 and P = 3) against an increased variance of Gaussian noise for diﬀerent window sizes
(N) and the Multisize Windows.
Type of wavelet
Among all wavelet families existent in the literature, the following ones were selected
as a representative sample according to their nature: Daubechies ' ﬁlters (no symmet-
ric, in principle orthogonal but undecimated), steerable ﬁlters (symmetric and non-
orthogonal), biorthogonal ﬁlters (symmetric and undecimated) and log-Gabor (complex-
valued, symmetric and non-orthogonal). A decimated version of biorthogonal ﬁlters was
also considered2. In order to be unbiased they were tuned up with the same conﬁgu-
ration, which was one of the best encountered in previous sections: k = 1, P = 3 and
N = 7 (decimated version used N = 3).
Five decision maps (in absence of noise) for each wavelet family are depicted in
Fig. 3.13. Decimated biorthogonal ﬁlters committed high spurious errors as well as lots
of localization errors (the tower was poorly outlined). Steerable ﬁlters performed the
worst among undecimated, closely followed by Daubechies ﬁlters. Their decisions are
noisy and tower's ﬁgure appears distorted. Undecimated biorthogonal version yield on





Figure 3.13: Decision maps (in absence of noise) obtained through (a) steerable (E = 4.93%),
(b) Daubechies (db4) (E = 3.94%), (c) biorthogonal (bior4.4) (E = 3.26%), (d) deci-
mated biorthogonal (bior4.4) (E = 5.11%), (e) log-Gabor wavelets (E = 2.93%) and (f)
log-Gabor+MW (E = 1.44%). All wavelets have the same settings k = 1, P = 3 and N = 7,
except decimated biorthogonal with N = 3. Reference names are indicated in parenthesis
following MATLAB's nomenclature.
par similar quality, a bit worse than log-Gabor. Note that these decision maps still
hold high E in comparison to the MW delivery in case (f), which achieved by far the
best result. Such diﬀerences in performance were also patent at other window sizes and
decomposition levels (see Append. A.1).
Fig. 3.14 shows rates of wavelets subjected to Gaussian noise. The same experiment
was also replicated for speckle and salt&pepper probability distributions [83]. The ﬁrst
one, characterized by its variance (σ2), is also encountered in many natural processes
and the second one, characterized by its density (d), constitutes a extreme phenomenon
under laboratory constraints. The results were found very similar to the Gaussian case
(see Tab. A.14 and A.15 in Append. A.1 for details). The following can be concluded:
(1) all wavelets seemed to be proportionally aﬀected by noise but they respond equally
against high noise level, (2) decimation impairs severely the quality of the decision
maps, (3) steerable ﬁlters produced about 2% more errors than others wavelets3, (4)
3The high-pass residue was discarded as ﬁrst scale. A new `steerable' residue proposed by Portilla
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Figure 3.14: Percentage of errors (E) committed in decision maps against Gaussian noise and
diﬀerent types of pyramid decompositions. All wavelets have the same settings k = 1, P = 3
and N = 7, except decimated biorthogonal with N = 3.
biorthogonal and log-Gabor wavelets performed almost equally well and were the best
in absence of noise and low-noise conditions and (5) the MW technique outperformed
by far any single-window approach (it was only plotted in combination with log-Gabor
as an example of one of the best rated). A similar improvement degree of MW was
observed for all types of wavelets. Moreover it improved noise robustness above 5%
at σ2 = 10−4 and above 10% at σ2 = 10−5, probably because of the beneﬁt of large
windows at high noise level.
Complexity and computational cost
It is well-known that FFT complexity for computing log-Gabor ﬁlters is O(nlogn) [70],
whereas the complexity of lifting schemes is order O(n) [222], where n is the total num-
ber of pixels. The number of activity measurements and memory allocations required
for undecimated domains are n × K × P computations and memory slots, where K
and P are the number of scales and orientations respectively, whereas for decimated
wavelets it is n.
et al. [187] was also tested but without better results.
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Single-window and the MW approaches are computed for every independent pixel,
therefore their complexity is the same, i.e. O(n). But they can be also compared in
terms of the window size. The number of operations needed to compute activity trough
a ﬁxed window is N2 sums and N2 multiplications (see Eq. 3.1). The complexity is
then O(N2). The number of operations needed to compute the MW technique in the
worst case is 2 ∗∑Mi N2i sums and ∑Mi N2i multiplications, where M is the number of
windows in the window set (see Sec. 3.4). The number of sums is double on account of
the conﬁdence calculated in Eq. 3.8. It follows that the complexity of MW is O(N41 ),
where N1 is the ﬁrst window side (biggest one) (see Sec. 3.4).Note that in a real case
the hierarchial procedure in MW is not computed entirely and therefore the lowest
complexity would be O(N21 ). The calculation of the maximum in such an equation has
been ignored, as it depends uniquely on the number of input images. One should recall
that complexity is not synonymous with the real computing time. Indeed, Fig. 3.15
shows an example of the exponential number of operations in MW confronted to a
single-window approach. Solely multiplications are considered as relevant operations
since sums are rather less time consuming. In that respect, it is advisable not to use
an excessive number of large windows. The experiments utilized eight windows, but for
instance four of them could be suﬃcient to oﬀer good results. Interestingly, note that
the MW technique does not increase memory requirements since windows are computed
hierarchically and therefore they can use the same memory allocation.
Figure 3.15: Computational cost measured in number of operations (multiplications) of the
multisize windows technique conﬁgured with increasing number of windows (N = [1], N =
[3, 1],...,N = [19, 15, 11, 9, 7, 5, 3, 1]), where N1 = max(N ) as was deﬁned. Dashed line stands
for a single-window approach.
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3.5.3 Wigner-Ville assessment
The artiﬁcial scenario depicted in Fig. 3.16(a)-(b) consists of two focus planes, each
one focusing the ball and the background, respectively. It is assumed that background
is further away in comparison to the ball's depth and therefore the ideal decision map
looks like the one depicted in Fig. 3.16(c).
(a) (b) (c)
(d) (e) (f)
Figure 3.16: Artiﬁcial two focus planes of size 256 × 256. (a) Ball in focus. (b) Background
in focus. (c) Ideal decision map. (d)-(f) Decision maps obtained through the Wigner-Ville
Distribution for window of sizes N = 3 (E = 3.35%), N = 31 (E = 4.42%), and the Multisize
Windows technique (E = 0.9%), respectively.
The broad range of windows is simpliﬁed by choosing N = [31, 15, 7, 3], whose set
of thresholds is constant for the sake of simplicity T = [0.9, 0.9, 0.9, 0.9].
From the decision maps obtained by means of a N = 3 and N = 31 windows
depicted in Fig. 3.16(d) and 3.16(e) respectively, it can be corroborated that small
windows provide more accurate boundary detection around the ball (focal transition),
but in contrast noise is more present. Conversely the N = 31 window removes noise but
degrades the ball's contour at the same time. Intermediate windows N = 7 and N = 15
stay somewhere between (not depicted here). When the MW technique is applied, the
noise is removed and the contour is well outlined too, see Fig. 3.16(f). That is possible
because large windows are taken at regions far from focal transitions, improving noise
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robustness, and small windows are taken close to such boundary transitions, improving
localization.
The data set was artiﬁcially corrupted again with Gaussian, speckle and salt&pepper
noises. Some representative fused examples are depicted in Fig. 3.17. It should be
stressed that examples depicted correspond to values of noise particularly high, and
even in the harsh case of salt&pepper the shape holds recognizable.
In Fig. 3.18, E is evaluated along a complete range of noise levels. The plots show
that E decays as the noise increases where the largest window performs the best (but
the worse without noise). Note also that the MW technique outperforms any other
single-window approach.
3.5.4 Log-Gabor vs. Wigner-Ville
The WVD has shown good performance and an important improvement when the MW
is employed. Log-Gabor tested with the same Fig. 3.16 produced slightly better results
(not shown here), but the focused object is rather simple. Therefore both approaches
are putted to the test by means of a real scenario depicted in Fig. 3.19. The rates
for diﬀerent Gaussian noise levels in Fig. 3.20 reveals the poorer results of the Wigner
approach. From the observation of both activity and decision maps, one can argue
that cross-terms are the main factor responsible for such a low performance. In spite
of being very successful for other image processing applications, other strategies for
aliasing suppression in WVD, such as low-pass ﬁltering [151] or the use of analytic
signals [100], did not improve the results at all. It happened similarly for speckle and
salt&pepper noises (see Appendix A.3).










Figure 3.17: Examples of decision maps obtained through the Wigner-Ville Distribution un-
der noise exposure. (a)-(c) Examples of Gaussian (σ2g = 0.02), speckle (σ2s = 0.04) and
salt&pepper (d = 0.16) noises. (d)-(f) Decision maps obtained by means of N = 3, N = 7,
N = 15 and N = 31 windows depicted in counterclock way from top-left. (g)-(i) Reciprocal
decision maps by means of the Multisize Windows technique.
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Figure 3.18: Percentage of errors (E) committed in decision maps adding Gaussian, speckle
and salt&pepper noises to input images in Fig. 3.16. Lines stand for N = 3, N = 7, N = 15
and N = 31 windows and the square symbol line stands for the Multisize Windows technique.
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(a) (c)
(b) (d)
Figure 3.19: A laboratory experiment of size 250 × 250. (a) Indian ﬁgure in focus. (b)
Background landscape in focus. (c) Ideal image acquired with large aperture (near sharp
everywhere). (d) Ideal decision map obtained from (c).
Figure 3.20: The Wigner-Ville Distribution vs. log-Gabor ﬁlters (k = 1 and P = 3). Per-
centage of errors (E) committed in decision maps against Gaussian noise from the `Indian'
scenario in Fig. 3.19.
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3.5.5 Experimental results in bright-ﬁeld microscopy
The bright-ﬁeld microscope is principally made of a set of positive lenses and light
source which illuminates the observed object by reﬂection or refraction. Due to the
magniﬁcation power of its lenses, the resultant depth of ﬁeld is extremely narrow and
most specimens can not be focused in its entirety. The importance of image fusion is
then crucial for reconstruction and correct interpretation of specimens.
Taking into account that each focus plane corresponds to a speciﬁc distance to
the observer, then each region identiﬁed in focus can be assumed to be placed at a
speciﬁc distance to the observer, that is, the decision map works as a topographic
map of the specimen's surface. Then, if the fused image is superimposed over such a
topographic map, a model close to 3D of the specimen can be molded. It is often called
2.5D. The surface reconstruction can facilitate the morphological analysis [71, 238,
194] bringing out structures hard to be discerned in 2D. Thus, an accurate decision
map plays an additional important role not only for a validation of the fused image,
but also for surface reconstruction since erroneous decisions can produce unrealistic
peaks and valleys on the surface. One solution to reduce the impact of abrupt peaks
on surface reconstruction involves smoothing decision maps by means of a low-pass
ﬁltering. Another diﬃculty arises when the measured object has transparent tissues,
very common in microorganisms, which can distort the activity measurement and the
whole fusion process, including the fused image and the 2.5D reconstruction.
A common ﬂy
A real sample of a common ﬂy's head4 taken from a bright-ﬁeld microscope is depicted
in Fig. 3.21. It contains complicated structures as thin eyelashes, giving rise to abrupt
focal plane transitions. Fig. 3.21(e) shows a reconstruction with K = 3 levels where
an overall blurring is visible in spite of being merged most of high-frequency details.
An additional level K = 4 achieves sharper results, see Fig. 3.21(f). Magniﬁed details
of the fused images obtained through diﬀerent number of orientations are depicted
in Fig. 3.21(g)-(i). It can be observed that the number of orientations, in spite of not
having special impact on decision maps, helps to preserve the good continuation of some
oriented features as the eyelashes. On the contrary, it was observed that an elevated
number of orientations (P > 10) did not improve fused images at all, on the contrary
some blurring artifacts could appear. The MW outcome in Fig. 3.21(j) also oﬀered a
slight improvement in the oriented features. Whereas decimated wavelets in Fig. 3.21(k)
introduced strong ringing artifacts, undecimated biorthogonal ﬁlters yielded one of the
4by courtesy of Radim Sara, sara@cmp.felk.cvut.cz.
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(a) (b)
(c) (d) (e) (f)
(g) (h) (i) (j)
(k) (l) (m) (n)
Figure 3.21: Real sample of size 236×236 of a ﬂy head captured from a bright-ﬁeld microscope
composed of 12 slices. (a)-(d) Four representative slices. (e)-(f) Fused image obtained trough
log-Gabor with decomposition levels K = 3 and K = 4 respectively and the same number
of orientations P = 3. (g)-(j) Magniﬁed details of the fused images through log-Gabor with
P = 1, P = 3, P = 8 and the Multisize Windows (P = 3) respectively. (k)-(n) Magniﬁed
details of the fused images obtained through decimated biorthogonal (bior4.4), biorthogonal
(bior4.4), log-Gabor and log-Gabor+MW, respectively (P = 3). All examples (g)-(n) have
the same settings K = 4 and N = 7, except decimated biorthogonal with N = 3 and the MW
with the window set and thresholds described in Sec. 3.5.
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best visual qualities, see Fig. 3.21(l), where low-frequency artifacts still arise along
eyelashes. Despite certain remaining `halo', such low-frequency artifacts are attenuated
in Log-Gabor implementation in Fig. 3.21(m), probably because the complex-valued
ﬁlters match better edges and ridges. The MW technique in Fig. 3.21(n) improved
detailed features but the overall visual quality was similar to the best single-window
approach.
The next sample consists of the whole body of a common ﬂy, see Fig. 3.22. The
sample presents ﬁne structures as fragile wings and multiple hair all over its body. This
time the 2.5D reconstruction in Fig. 3.22(g) brings up a better understanding of the




Figure 3.22: Real sample of size 256×400 of a ﬂy's body captured from bright-ﬁeld microscope
composed of 27 slices. (a)-(d) 8th, 13rd, 18th and 23rd slices respectively. (e) Decision map
(each gray value stands for each input image). (f) Fused image by means of log-Gabor (K = 4
and P = 3) combined with MW (set up as in Sec. 3.5). (g) 2.5D Reconstruction.
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Radiolarians
Radiolarians are amoeboid protozoa of a few microns that produce intricate mineral
skeletons. They often live in the sea and others in fresh or brackish water and they are
an important part of the World Ocean food web, without which the life in the ocean will
die out. Because of their rapid turn-over of species, their tests are important diagnostic
fossils, including determinations of the age of the sediments that contain them, analysis
of the spatial relationships between sedimentary layers (of particular importance for the
oil industry), studies of the geological evolution of the continental land masses and ocean
basins or paleotemperature studies. The volume and surface area of microorganism need
to be measured in practically all microbiological researches. Moreover, they are used in
a variety of industrial applications such as addition in toothpaste, polishing medium,
in dynamite production, insulators or `cat sand'.
The sample in Fig. 3.23 contains 101 observations of a radiolarian captured in bright-
ﬁeld microscopy. The focal planes vary smoothly and there does not exit any abrupt
transition in the sense of focal changes, but even in such scenario the MW performs
appropriately preserving the microorganism's rough surface, see Fig. 3.23(f). Both
single-window and MW approaches images oﬀered high quality but some improvements
in speciﬁc regions can be found, see Fig. 3.23(g) and 3.23(h). Note again that some
structures, as the bridge between the two cavities in Fig. 3.23(i), are now easily recog-
nizable, which yields useful perspectives to make more in depth structural studies of
the organism.
The next sample consists of another radiolarian specie, see Fig. 3.24. The main
point to be underlined is the possibilities the 2.5D reconstruction oﬀers. In this sample,
dimensions of the bulging body and the tiny tale in Fig. 3.24(g) are not easily to
appreciate in the fused image in Fig. 3.24(f).
Ceratiums
Ceratiums are micro unicellular algae also widely used as bioindicators. The cell wall
is mainly made of cellulose and they have two ﬂagellums for spinning and moving
around. The last sample in Fig. 3.25 consists of a ﬂagellated ceratium. This is specially
complicated since it is highly transparent. Once again, the 2.5D reconstruction oﬀers







Figure 3.23: Real sample of size 288×288 of a radiolarian captured from bright-ﬁeld microscope
composed of 101 slices. (a)-(d) 45th, 50th, 55th and 60th slices respectively. (e) Decision map
(each gray value stands for each input image). (f) Fused image through the Wigner-Ville
Distribution+MW (set up as in Sec. 3.5.3). (g) Detail of the fused image (f). (h) Detail of
the fused image by using N = 31. (i) 2.5D reconstruction.




Figure 3.24: Real sample of size 256×256 of a radiolarian captured from bright-ﬁeld microscope
composed of 15 slices. (a)-(d) 1st, 5th, 10th and 15th slices respectively. (e) Decision map
(each gray value stands for each input image). (f) Fused image through log-Gabor (K = 4





Figure 3.25: Real sample of size 256×256 of a ceratium from bright-ﬁeld microscope composed
of 8 slices. (a)-(d) 1st, 4th, 6th and 8th slices respectively. (e) Decision map (each gray value
stands for each input image). (f) Fused image through log-Gabor (K = 4 and P = 3) combined
with MW (set up as in Sec. 3.5). (g) 2.5D reconstruction.
110 Chapter 3. Image Fusion
3.6 A contour-based fusion method
Feature-based algorithms act as modiﬁers or correctors of decision maps precisely on
coeﬃcients which are part of a salient feature but they are not so salient as to be
merged by the area-based operation. Some recent approaches use regions to merge
coeﬃcients `en block' instead of one by one [256, 181, 134]. Their motivation is guided
by the fact that there could be `not-so-salient' coeﬃcient that might be part of really
salient features, but if they are not taken into account, then the salient features could
be partially but not entirely fused. Nevertheless, these region-based approaches carried
out a sort of segmentation not very reliable, based on simple aggregation of the closest
gray-level values, which sometimes ends up making mistakes in entire areas of decision
maps and therefore wrong fused images [181]. Hence, one must be careful with the
extraction of features and how they are combined, since one mistake in one coeﬃcient
is not serious, but one mistake in one feature might be disastrous.
Edges are intimately related to salient features, either they delimit contours of salient
objects or they are a salient features by their own. In any of these cases, edges are re-
lated to high frequency spectrum and therefore to a high activity. Some methods use
additional operators as Canny for the lowest resolution level just only to segregate re-
gions [256]. The reason for operating in low-resolution bands is the reduced presence of
noise. Nevertheless much of features' details get lost because of the lack of resolution.
Others methods use contour but simply using a hard thresholding of the wavelet coef-
ﬁcients [208, 122], but pixels are handled, however, as independent entities rather than
entire morphological structures.
In this section a feature-level fusion algorithm is proposed based on the multiscale
contours model described in Sec. 1.2.3. Not few reasons justify it [68]: (1) the fact that
images can be closely approximated from multiscale edges is a warranty of the accurate
characterization of the features, (2) the complex nature of log-Gabor allows to extract
both edges and ridges, while Canny often extracts duplicated edges where there should
be just one ridge, yielding consequently unrealistic solutions, (3) the ability to segregate
signal from noise assures reliable noise robustness, (4) the log-Gabor response is maxi-
mally localized at both edges and ridges which diminishes the risk of misregistrations of
features, possible agents of artifacts, (5) contours are handled as whole morphological
entities, but not as independent pixels belonging to certain edge as previous works did
in [208, 122] and (6) moreover, the fact of using the same log-Gabor transform as mul-
tiresolution decomposition as well as edge extractor provides an uniﬁed solution and a
global coherence to the method.
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AS(n, k) , (3.11)
in which fk,iS is the i-th feature in the k-th resolution level in the S-th channel. The
feature saliency might be normalized by its length lk,iS , as other region-based techniques
normalize by the area of each region. However, as other perceptual models suggest [251],
the perceptual saliency of contours is proportional to chain/contour length. Thus,
the longer the contour is, the more salient its perception is. Once contour has been
measured, the following feature merging rules are applied:
1. A feature is salient whether its length is longer than a given threshold (lmin).
2. The more salient feature predominates therein they coincide (F k,iS <> F
k,i′
S ).
3. Decision maps are subordinated to salient features.
4. Coeﬃcients not belonging to features are merged as usual in Sec. 3.1.6.
Each feature is then merged `en block' by modifying those same-located positions in
decisions maps as follows:
D(n, k) =
{
S if n ∈ fk,iS
d(n, k) otherwise (3.12)
where D is the featured decision map, also called priority map, and n and k mean the
location within a given subband and the resolution level, respectively. Observe that,
since features can present arbitrary curvatures, orientations play no role in that scheme.
For the current implementation features are extracted uniquely from the ﬁrst scale
since it oﬀers the highest resolution and they are subsequently applied to the coarsest
scales as the case of regions in [134]. Low-pass residues (approximations) are simply
averaged. Furthermore, this method is fully compatible with the decision maps delivered
by the Multisize Windows technique. See the complete block diagram in Fig. 3.26.
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Figure 3.26: Contour-based and the Multisize Windows fusion scheme. Two input channels x1
and x2 are decomposed into a multiresolution sub-band arrangement y1 and y2 respectively.
Activity levels are calculated for each window size N = {N1, N2, ..., NM} and the decision
maps {dN1 , dN2 ,..dNM} are generated by means of the maximum selection rule (MSR). Then,
the hierarchical multisize windows is applied according to the same windows and thresholds
T = {T1, T2, ..., TM}. In parallel, multiscale contours are extracted from the model described
in Sec. 1.2.3 and labeled as features according to a length/saliency criterion. Finally, the
featured decision map is obtained by merging the features of each channel F1 and F2 and the
decision map dN by following the rules described in Sec. 3.6.
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3.7 Performance assessment in satellite imagery
The fusion of images from multiple sensors enables the simultaneous detection of dif-
ferent objects not detectable by a single sensor, which implies a beneﬁt on the inter-
pretation of the sensed scene. In remote sensing applications, sensors often diﬀer in
wavelength, since each material responds vigorously at speciﬁc wavelengths. A typical
example is the merging of a highresolution SPOT Panchromatic image with Landsat
Thematic Mapper multispectral images [230, 25, 47, 208, 122]. The Landsat spectral
bands enable classiﬁcation of objects and areas in the scene, while the high spatial res-
olution SPOT band provides a more accurate localization of the observed objects. A
major challenge is to preserve the higher spatial resolution of the SPOT band without
destroying the spectral information content provided by the Landsat bands. A major
drawback in multisensor fusion is the interpretation and classiﬁcation of images. Since
there is no possible ground truth image, validation can be done by any perceptual
metric [182, 229, 179] but always a visual inspection should corroborate it.
A remote sensing data set5 from the Huntsville area, Alabama (USA), is depicted
in Fig. 3.27. 2 bands from a total of 7 Landsat images are chosen to be fused. The
ﬁrst band has a spectral range of 0.45-0.52 µm, penetrates water and is useful for
bathymetric mapping along coastal areas, for soil-vegetation diﬀerentiation and for
distinguishing forest types. A city and a road are the main targets. The second band
has a spectral range of 0.76-0.90 µm and is ideal for detecting near-IR reﬂectance peaks
in healthy green vegetation and for detecting water-land interfaces. A lake is here the
main target. This data set constitutes an interesting example for testing feature-based
algorithm since it contains extremely thin and salient features as the road. If a careful
inspection is made, one can appreciate that a small window and the MW provides better
localization properties and therefore in Fig. 3.27(h) and (j) the road is better outlined
than using a big window in Fig. 3.27(i). However the feature-based algorithm yields
the best preservation, see Fig. 3.27(k). Conversely, a small window is rather sensible to
noise. Its decision maps in Fig. 3.27(d) is noisy and lot of artifacts are clearly visible
within the lake in Fig. 3.27(l). It can be concluded that the MW provides again the
best overall quality and the contour-based method improves the preservation of some
ﬁne details.
5by courtesy of Paul Scheunders, Paul.Scheunders@ua.ac.be.
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(a) (b) (c)
(d) (e) (f) (g)
(h) (i) (j) (k)
(l) (m) (n) (o)
Figure 3.27: Multisensor image fusion of Landsat images 236× 236. (a) Band 1. (b) Band 4.
(c) Fused image through log-Gabor (K = 4 and P = 3) and the Multisize Windows technique
(same settings as in multifocus scenarios in Sec. 3.5). (d)-(g) Decision maps obtained in the
1st resolution level (k = 1) respectively by windows of size N = 5, N = 15, the MW and
featured decision map+MW (lmin = 8). (h)-(k) The road partially magniﬁed according to
above decision maps. (l)-(o) Another magniﬁed tiles with same upper order.
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3.8 Conclusions
MR decompositions have proven to be a powerful tool for image fusion, oﬀering a high
image quality and ﬂexibility. The novelty of log-Gabor wavelets have been evaluated
for image fusion where the quality measure in terms of percentage of errors was useful
to elucidate proper MR settings. Moreover, scenarios in multifocus microscopy and
multisensor satellite images were deliberately used to show up visual diﬀerences in real
applied scenarios. Nevertheless, it is obvious that other types of scenarios, metrics
and/or visual inspections would help to go further into MR aspects.
We showed that averaging windows should be logically chosen of moderate size, be-
tween 5 to 11 coeﬃcients. This agrees with literature where the best window usually
ranges for dyadic decimation from 3×3 to 5×5, i.e. approximately a half. In addition,
relevant features (details) are mainly located in the ﬁrst Fourier octave, which is com-
pletely covered in reality by the ﬁrst decomposition level. However, other mid-frequency
terms are beneﬁcial for overall blur elimination. A large number of decomposition lev-
els could cause feature cancelation at low levels, therefore it is advisable the use of not
more than three or four levels. Furthermore, the quality of decision maps is indiﬀerence
to the number of orientations, except for small window sizes. A possible reason could
be due to the fact that the bigger the averaging window is, the less the oriented high
bands succeed. This could explain that Laplacian pyramid achieves such a remarkable
performance. It is also interesting to mention some features especially oriented can be
better preserved with more orientations but also blurring artifacts were also observed
for an elevated number of orientations.
Decimation should be deﬁnitively avoided since it induces poor robustness and severe
ringing artifacts. Visual quality provided by all undecimated wavelets was notable but
the log-Gabor transform yielded less low-frequency artifacts around demanding edges
and ridges, which could be ascribed to complex-valued coeﬃcients. On future works, the
impact of misregistered images (shifted and rotated) on fusion regarding `shiftability' of
transforms could be investigated.
The Multisize Windows technique deserves special attention. It was observed that
the MW technique delivered the most accurate decision maps by far above any other
single-window approach, and such a superiority maintains even at high noise level and
regardless the wavelet type. A proper window size depends on size and shape of the
objects, noise strength or even decomposition level. Moreover, in real applications it
is diﬃcult to estimate the appropriate window size since it does not exist any kind
of reference image. Hence, the MW technique avoids the adjustment of window size
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in advance and the noise strength estimation. It is true that a set of sizes has to
be previously deﬁned, but a broad range of equidistant values can be simply covered
as a general rule. Likewise, the set of conﬁdence thresholds, which depends almost
exclusively on the scale of objects, can be automated in a straightforward manner.
Though the current MW setting was quite stable, exhaustive explorations in inﬂuence
of such window set and thresholds may be of interest.
Although wavelet-based techniques have already provided successful outcomes on
account of their powerful analysis and ﬂexibility for extracting salient features, recent
approaches begin to incorporate more and more feature-level strategies. Thus, the MR
fusion scheme was upgraded by means of a contour-based method fully compatible with
the MW technique. The completion of decision maps by means of multiscale contours
extracted from the same log-Gabor transform improved the preservation of details, not
warranted by pixel-level approaches.
Chapter 4
Main Contributions and Future Work
Multiresolution joint representations have experimented a promising renewal supported
by the beneﬁt of shift-invariance and aliasing reduction provided by overcomplete trans-
forms in comparison to orthogonal basis. On one hand, overcompleness increases dimen-
sionality and therefore computing time. But on the other hand, overcomplete spaces
oﬀer ﬂexibility for removing redundancy more eﬃciently. Then, the challenge involves
designing not only proper ﬁltering frames but also eﬃcient algorithms for removing the
redundancy. This Thesis largely relied on the log-Gabor representation because they
gather many properties separately provided by other overcomplete transforms, such as
symmetry, monomodal and complex-valued response or orientation selectivity; and it
also relied on biological vision models to reduce redundancy based on salient multiscale
contours extraction. Given that framework, the contributions of the current Thesis
were the development of new algorithms for the application of overcomplete transforms
to two image processing tasks: image compression and image fusion.
Firstly, a complete compression algorithm based on chain coding was specially de-
veloped to represent eﬃciently the multiscale contours supplied by the sparse log-Gabor
multiresolution domain, dealing with particular aspects such as coding complex-valued
coeﬃcients, ramiﬁcations, contour prediction,... etc. The compression outcomes re-
vealed an important reduction of high frequency artifacts and preservation of object
contours. This contour-based coding strategy reinforces the actual trend of feature-
based codecs and manifest, with biological plausibility, the need for morphological
criteria to reduce dimensionality of overcomplete spaces. Secondly, this Thesis con-
tributed to elucidate with objective criteria the inﬂuence of overcomplete properties
and parameters involved in multiresolution image fusion, such as the number of scales
and orientations, complex-valued coeﬃcients, decimation, noise robustness or window
size. The assessment was carried out not only in artiﬁcially generated images but also
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in real microscopy and satellite imagery scenarios. Moreover, two novel methods were
proposed: the Multisize Windows technique which robustly improves the accuracy of
decision maps and a new contour-based fusion which integrates the representation of
multiscale contours in the multiresolution fusion scheme in order to preserve ﬁne fused
details.
Future research lines will be motivated by the optimization of the characterization of
image features. Still many improvements are possible to sparse overcomplete domains
from the knowledge of psychophysics, such as hypercomplex cells modeling for cross-
detection or by V4 cell modeling for primal sketches of complex contours. These models
would improve eﬃciency and predictability of contours for compact representations.
The characterization of other types of features, such as texture patterns, is still a
challenging pursuit regarding robustness, accurate analysis and compactness in terms of
non-redundant representation. The incorporation of other features apart from contours
would supply new promising possibilities to featured-based methods not only for image
compression and fusion but also for many other tasks in image processing.
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Appendix A
Numerical data of image fusion
experiments
Data was averaged over 30 instantiations.
A.1 Data presented in Sec. 3.5
Table A.1: Percentage of Errors (E(%)) committed in decision maps by LOG-GABOR
WAVELETS at the FIRST RESOLUTION LEVEL (k = 1) for several window sizes against
several GAUSSIAN NOISE variances (σ2).
Number of Variance




Noise free 31.16 9.09 3.96 2.95 2.73 2.95 3.33 3.53 1.40
10−7 31.13 9.11 3.98 2.95 2.74 2.94 3.33 3.53 1.40
10−6 31.22 9.26 4.03 2.95 2.75 2.94 3.33 3.53 1.40
10−5 32.16 10.70 4.72 3.22 2.91 3.05 3.39 3.59 1.47
10−4 37.26 19.86 11.62 7.17 5.07 4.31 4.15 4.24 2.20
50−4 42.93 31.71 25.58 21.20 17.75 15.12 12.02 10.74 9.66
10−3 45.05 36.38 31.24 27.60 24.79 22.56 19.63 18.22 18.16
P = 2
Noise free 22.39 7.61 3.80 2.98 2.91 3.10 3.58 3.81 1.62
10−7 22.40 7.60 3.81 2.98 2.91 3.11 3.58 3.82 1.62
10−6 22.57 7.76 3.86 3.00 2.91 3.11 3.58 3.82 1.61
10−5 23.88 8.95 4.38 3.22 3.04 3.19 3.61 3.86 1.64
10−4 30.82 17.33 9.96 6.19 4.62 4.14 4.20 4.37 2.16
50−4 38.81 29.51 23.51 19.07 15.66 13.21 10.51 9.49 7.87
10−3 41.88 34.36 29.29 25.66 22.81 20.52 17.70 16.37 15.77
P = 3
Noise free 20.58 7.29 3.80 2.93 2.90 3.16 3.52 3.73 1.44
10−7 20.55 7.35 3.81 2.94 2.90 3.16 3.52 3.72 1.44
10−6 20.69 7.49 3.87 2.96 2.89 3.15 3.52 3.73 1.44
10−5 22.01 8.64 4.43 3.23 3.03 3.22 3.57 3.78 1.51
10−4 29.45 16.94 10.11 6.52 4.86 4.23 4.10 4.18 2.10
50−4 38.16 29.33 23.79 19.77 16.55 14.10 11.27 10.09 8.85
10−3 41.40 34.32 29.53 26.14 23.50 21.43 18.67 17.31 16.79
P = 4
Noise free 18.52 7.17 3.85 2.91 2.91 3.10 3.41 3.58 1.47
10−7 18.53 7.22 3.87 2.92 2.91 3.09 3.41 3.58 1.47
10−6 18.66 7.35 3.90 2.95 2.91 3.08 3.41 3.59 1.49
10−5 20.11 8.47 4.42 3.27 3.05 3.15 3.44 3.61 1.58
10−4 28.08 17.17 10.69 7.00 5.17 4.45 4.17 4.18 2.33
50−4 37.37 29.92 24.84 21.00 17.85 15.44 12.42 11.14 9.87
10−3 40.86 35.06 30.88 27.69 25.12 23.14 20.38 18.98 18.54
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Table A.1: Continuation
Number of Variance




Noise free 17.22 6.76 3.83 3.00 3.01 3.20 3.53 3.70 1.72
10−7 17.34 6.78 3.85 3.02 3.01 3.19 3.53 3.70 1.71
10−6 17.54 6.90 3.88 3.04 3.02 3.20 3.53 3.69 1.70
10−5 18.95 7.96 4.37 3.33 3.17 3.29 3.58 3.73 1.78
10−4 27.12 16.39 10.31 6.90 5.23 4.59 4.35 4.39 2.47
50−4 36.77 29.20 24.25 20.67 17.82 15.61 12.88 11.73 10.04
10−3 40.42 34.38 30.21 27.22 24.97 23.26 20.79 19.57 18.49
P = 6
Noise free 16.66 6.47 3.70 3.04 2.97 3.17 3.45 3.65 1.69
10−7 16.67 6.52 3.70 3.04 2.96 3.17 3.45 3.65 1.69
10−6 16.81 6.62 3.73 3.05 2.97 3.16 3.45 3.66 1.67
10−5 18.37 7.69 4.27 3.31 3.11 3.23 3.53 3.73 1.73
10−4 26.89 16.26 10.22 6.78 5.11 4.47 4.27 4.34 2.33
50−4 37.00 29.56 24.38 20.54 17.44 15.10 12.33 11.16 9.49
10−3 40.79 35.06 30.88 27.53 24.87 22.82 20.04 18.68 17.86
P = 7
Noise free 15.35 6.33 3.83 3.20 3.11 3.32 3.63 3.82 1.80
10−7 15.35 6.34 3.83 3.21 3.10 3.31 3.63 3.82 1.81
10−6 15.55 6.42 3.85 3.23 3.11 3.31 3.64 3.82 1.80
10−5 17.04 7.43 4.35 3.45 3.27 3.39 3.73 3.92 1.86
10−4 25.50 15.68 10.18 7.02 5.45 4.76 4.51 4.58 2.52
50−4 35.83 28.85 24.21 20.74 18.01 15.93 13.39 12.29 10.34
10−3 39.74 34.21 30.23 27.37 25.20 23.51 21.19 20.05 18.64
P = 8
Noise free 14.78 5.84 3.53 3.01 2.88 3.11 3.52 3.79 1.68
10−7 14.78 5.87 3.54 3.01 2.88 3.12 3.52 3.79 1.67
10−6 14.96 5.98 3.60 3.03 2.93 3.14 3.54 3.80 1.70
10−5 16.44 7.04 4.14 3.27 3.09 3.26 3.63 3.87 1.77
10−4 25.15 15.31 9.76 6.64 5.10 4.49 4.34 4.43 2.31
50−4 35.89 28.79 23.66 19.86 16.83 14.63 12.06 10.99 8.96
10−3 39.92 34.48 30.21 26.90 24.27 22.23 19.59 18.27 17.10
P = 9
Noise free 13.58 5.69 3.62 3.17 3.13 3.31 3.68 3.94 1.79
10−7 13.59 5.70 3.64 3.17 3.13 3.31 3.68 3.94 1.79
10−6 13.76 5.79 3.67 3.17 3.13 3.32 3.69 3.94 1.79
10−5 15.22 6.73 4.13 3.35 3.26 3.42 3.79 4.02 1.87
10−4 24.02 14.82 9.74 6.82 5.34 4.72 4.56 4.66 2.47
50−4 34.98 28.40 23.83 20.42 17.68 15.56 12.91 11.82 9.73
10−3 39.16 33.95 30.10 27.23 24.98 23.20 20.73 19.49 18.19
P = 10
Noise free 12.73 5.05 3.25 2.86 2.91 3.11 3.61 3.93 1.70
10−7 12.75 5.08 3.26 2.87 2.91 3.11 3.61 3.93 1.70
10−6 12.86 5.20 3.29 2.89 2.94 3.14 3.61 3.93 1.70
10−5 14.31 6.23 3.82 3.12 3.08 3.27 3.70 3.99 1.79
10−4 23.40 14.29 9.29 6.47 5.07 4.53 4.43 4.53 2.36
50−4 34.93 28.34 23.55 20.01 17.19 15.03 12.39 11.29 8.99
10−3 39.24 34.14 30.17 27.14 24.71 22.84 20.39 19.17 17.74
P = 12
Noise free 11.28 4.80 3.28 2.92 2.98 3.12 3.63 3.95 1.82
10−7 11.29 4.81 3.30 2.93 2.99 3.13 3.63 3.95 1.83
10−6 11.46 4.92 3.34 2.95 3.02 3.15 3.63 3.95 1.84
10−5 12.92 5.84 3.77 3.19 3.16 3.29 3.70 4.00 1.91
10−4 22.14 13.74 9.20 6.65 5.33 4.75 4.56 4.61 2.50
50−4 34.15 27.94 23.54 20.41 17.96 16.07 13.80 12.80 10.31
10−3 38.69 33.88 30.20 27.50 25.39 23.78 21.72 20.70 18.92
P = 14
Noise free 9.97 4.43 3.17 2.94 3.05 3.23 3.70 4.03 2.05
10−7 10.01 4.43 3.19 2.95 3.05 3.24 3.70 4.03 2.04
10−6 10.17 4.51 3.22 2.98 3.07 3.25 3.71 4.04 2.05
10−5 11.55 5.30 3.64 3.19 3.22 3.36 3.78 4.08 2.09
10−4 20.88 12.94 8.83 6.57 5.39 4.88 4.65 4.69 2.63
50−4 33.47 27.56 23.43 20.48 18.22 16.43 14.21 13.18 10.62
10−3 38.19 33.66 30.17 27.62 25.60 24.10 22.16 21.19 19.39
P = 16
Noise free 9.15 4.27 3.29 3.05 3.14 3.31 3.77 4.07 2.20
10−7 9.18 4.29 3.30 3.05 3.15 3.31 3.77 4.08 2.20
10−6 9.33 4.34 3.33 3.06 3.15 3.31 3.78 4.08 2.20
10−5 10.71 5.01 3.66 3.28 3.27 3.42 3.83 4.11 2.23
10−4 20.02 12.37 8.69 6.66 5.56 5.04 4.76 4.78 2.78
50−4 32.90 27.14 23.37 20.76 18.69 17.15 15.15 14.23 11.48
10−3 37.81 33.35 30.21 27.98 26.21 24.88 23.17 22.30 20.29
P = 18
Noise free 8.45 4.17 3.36 3.25 3.38 3.55 3.92 4.21 2.48
10−7 8.48 4.17 3.36 3.26 3.38 3.55 3.93 4.22 2.48
10−6 8.61 4.22 3.40 3.28 3.38 3.54 3.93 4.22 2.48
10−5 9.86 4.78 3.70 3.42 3.46 3.62 4.00 4.27 2.51
10−4 19.12 11.91 8.47 6.61 5.63 5.18 4.95 4.99 3.04
50−4 32.38 26.90 23.33 20.83 18.89 17.42 15.50 14.60 11.80
10−3 37.42 33.19 30.15 28.01 26.40 25.13 23.48 22.64 20.61
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Table A.2: Percentage of Errors (E(%)) committed in decision maps by LOG-GABOR
WAVELETS at the SECOND RESOLUTION LEVEL (k = 2) for several window sizes
against several GAUSSIAN NOISE variances (σ2).
Number of Variance




Noise free 33.75 12.16 5.52 3.84 3.45 3.58 3.94 4.07 1.98
10−7 33.78 12.17 5.53 3.84 3.45 3.59 3.94 4.07 1.97
10−6 33.91 12.25 5.58 3.86 3.47 3.60 3.94 4.07 1.99
10−5 34.50 13.17 6.06 4.11 3.62 3.71 3.99 4.11 2.08
10−4 37.84 19.49 10.95 6.76 5.01 4.51 4.48 4.53 2.56
50−4 42.66 29.86 22.38 17.33 13.64 11.14 8.65 7.82 6.43
10−3 44.62 34.52 28.13 23.64 20.19 17.59 14.44 13.09 12.39
P = 2
Noise free 21.76 11.04 5.68 3.92 3.65 3.79 4.16 4.26 2.13
10−7 21.78 11.06 5.66 3.92 3.66 3.80 4.16 4.26 2.10
10−6 21.89 11.12 5.72 3.93 3.67 3.81 4.15 4.26 2.11
10−5 22.84 11.99 6.23 4.19 3.79 3.91 4.20 4.30 2.20
10−4 28.46 18.08 11.07 7.14 5.40 4.81 4.69 4.72 2.83
50−4 36.70 28.45 21.88 17.14 13.71 11.35 8.96 8.13 6.73
10−3 40.10 33.46 27.70 23.32 19.95 17.41 14.33 13.03 12.32
P = 3
Noise free 17.58 11.48 6.70 4.74 4.31 4.32 4.52 4.69 2.29
10−7 17.61 11.48 6.70 4.74 4.31 4.33 4.53 4.69 2.28
10−6 17.70 11.55 6.77 4.76 4.32 4.34 4.54 4.70 2.32
10−5 18.67 12.35 7.32 5.04 4.42 4.38 4.60 4.75 2.45
10−4 24.69 18.36 12.41 8.56 6.53 5.65 5.30 5.30 3.23
50−4 33.96 28.87 23.32 18.80 15.49 13.19 10.63 9.63 7.90
10−3 37.92 33.79 29.02 24.99 21.86 19.48 16.43 15.05 14.00
P = 4
Noise free 15.08 10.58 6.78 4.94 4.40 4.50 4.69 4.86 2.32
10−7 15.10 10.59 6.80 4.93 4.41 4.51 4.70 4.86 2.37
10−6 15.20 10.67 6.87 4.95 4.42 4.51 4.71 4.86 2.40
10−5 16.16 11.53 7.47 5.28 4.56 4.53 4.75 4.94 2.54
10−4 22.34 17.53 12.53 8.94 6.92 6.03 5.56 5.55 3.29
50−4 32.10 28.02 23.09 18.96 15.86 13.61 11.09 10.10 8.15
10−3 36.41 33.09 28.68 24.85 21.93 19.64 16.82 15.50 14.16
P = 5
Noise free 13.55 10.36 7.20 5.42 4.84 4.88 5.04 5.09 2.67
10−7 13.56 10.36 7.23 5.41 4.84 4.88 5.04 5.09 2.67
10−6 13.72 10.45 7.27 5.44 4.86 4.87 5.04 5.11 2.66
10−5 14.68 11.22 7.81 5.79 5.03 4.92 5.08 5.21 2.83
10−4 21.00 17.20 12.93 9.65 7.65 6.66 6.04 5.97 3.65
50−4 31.24 28.03 23.85 20.00 17.02 14.89 12.36 11.32 9.10
10−3 35.70 33.11 29.54 26.12 23.36 21.21 18.44 17.15 15.47
P = 6
Noise free 12.03 9.30 6.65 5.23 4.76 4.88 5.11 5.23 2.71
10−7 12.07 9.30 6.67 5.25 4.76 4.88 5.11 5.23 2.72
10−6 12.21 9.38 6.74 5.27 4.77 4.86 5.12 5.24 2.73
10−5 13.14 10.14 7.34 5.62 4.94 4.90 5.15 5.32 2.85
10−4 19.33 15.97 12.30 9.39 7.61 6.71 6.16 6.10 3.62
50−4 29.76 26.75 22.93 19.42 16.68 14.69 12.36 11.36 9.00
10−3 34.47 32.03 28.58 25.30 22.70 20.65 18.11 16.92 15.29
P = 7
Noise free 11.45 9.00 6.93 5.55 5.10 5.13 5.37 5.52 2.89
10−7 11.48 9.03 6.95 5.56 5.09 5.14 5.38 5.53 2.89
10−6 11.57 9.10 7.01 5.58 5.10 5.14 5.39 5.53 2.92
10−5 12.41 9.86 7.54 5.96 5.28 5.24 5.44 5.60 3.05
10−4 18.61 15.66 12.49 9.90 8.19 7.30 6.68 6.56 3.92
50−4 29.31 26.66 23.34 20.13 17.55 15.64 13.31 12.34 9.72
10−3 34.16 32.01 29.06 26.19 23.78 21.85 19.32 18.16 16.22
P = 8
Noise free 10.57 8.44 6.73 5.60 5.18 5.18 5.39 5.56 2.92
10−7 10.57 8.46 6.74 5.59 5.17 5.18 5.40 5.56 2.94
10−6 10.60 8.54 6.78 5.63 5.18 5.18 5.39 5.57 2.98
10−5 11.43 9.23 7.28 5.96 5.35 5.28 5.45 5.62 3.07
10−4 17.38 14.70 11.98 9.70 8.17 7.35 6.75 6.62 3.90
50−4 28.10 25.47 22.30 19.37 16.97 15.23 13.09 12.13 9.44
10−3 33.08 30.92 27.96 25.20 22.89 21.09 18.76 17.64 15.69
P = 9
Noise free 9.91 8.15 6.59 5.61 5.36 5.40 5.63 5.84 3.21
10−7 9.93 8.15 6.60 5.61 5.36 5.41 5.63 5.84 3.22
10−6 10.04 8.22 6.64 5.64 5.36 5.42 5.64 5.84 3.23
10−5 10.94 8.95 7.17 6.02 5.56 5.53 5.72 5.89 3.30
10−4 16.90 14.43 11.91 9.81 8.42 7.66 7.07 6.93 4.19
50−4 27.86 25.51 22.59 19.85 17.61 15.94 13.82 12.89 10.03
10−3 32.91 30.93 28.36 25.79 23.73 22.03 19.74 18.63 16.39
P = 10
Noise free 9.47 7.82 6.45 5.69 5.42 5.51 5.65 5.84 3.32
10−7 9.51 7.84 6.49 5.70 5.42 5.51 5.65 5.84 3.33
10−6 9.55 7.87 6.52 5.70 5.43 5.51 5.66 5.84 3.32
10−5 10.33 8.52 7.00 6.04 5.60 5.58 5.74 5.89 3.35
10−4 16.01 13.72 11.48 9.62 8.32 7.61 7.06 6.94 4.16
50−4 26.76 24.35 21.59 19.06 16.98 15.43 13.44 12.53 9.66
10−3 31.90 29.85 27.24 24.80 22.74 21.12 18.96 17.94 15.81
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Table A.2: Continuation
Number of Variance




Noise free 8.82 7.41 6.46 5.92 5.85 5.91 5.99 6.18 3.55
10−7 8.85 7.43 6.47 5.93 5.86 5.91 6.00 6.18 3.54
10−6 8.89 7.48 6.52 5.96 5.88 5.91 6.03 6.18 3.54
10−5 9.63 8.12 6.98 6.25 6.01 6.01 6.13 6.24 3.64
10−4 15.00 12.99 11.15 9.63 8.59 8.01 7.53 7.41 4.63
50−4 25.71 23.42 20.93 18.70 16.88 15.53 13.79 12.97 10.03
10−3 30.94 28.95 26.53 24.26 22.42 20.94 19.05 18.15 15.79
P = 14
Noise free 8.63 7.42 6.75 6.25 6.14 6.09 6.19 6.36 3.83
10−7 8.66 7.45 6.75 6.24 6.12 6.09 6.19 6.36 3.83
10−6 8.70 7.51 6.76 6.25 6.13 6.09 6.21 6.36 3.84
10−5 9.35 8.13 7.18 6.53 6.27 6.21 6.35 6.45 3.89
10−4 14.37 12.60 11.02 9.64 8.72 8.17 7.70 7.60 4.87
50−4 24.91 22.74 20.44 18.40 16.76 15.52 13.93 13.16 10.18
10−3 30.18 28.25 25.96 23.86 22.18 20.85 19.13 18.28 15.83
P = 16
Noise free 8.41 7.46 6.80 6.48 6.44 6.42 6.62 6.81 4.30
10−7 8.42 7.50 6.82 6.48 6.44 6.43 6.63 6.81 4.30
10−6 8.48 7.55 6.87 6.51 6.44 6.43 6.63 6.82 4.32
10−5 9.13 8.12 7.31 6.79 6.62 6.59 6.75 6.89 4.41
10−4 13.86 12.31 10.92 9.76 8.99 8.55 8.16 8.09 5.38
50−4 24.18 22.11 19.97 18.07 16.59 15.42 13.98 13.32 10.18
10−3 29.48 27.55 25.33 23.37 21.80 20.60 19.02 18.26 15.70
P = 18
Noise free 8.39 7.69 7.05 6.77 6.68 6.69 6.94 7.14 4.74
10−7 8.41 7.68 7.06 6.77 6.66 6.70 6.94 7.14 4.74
10−6 8.44 7.70 7.08 6.77 6.67 6.69 6.95 7.15 4.76
10−5 9.01 8.15 7.47 7.02 6.84 6.85 7.05 7.24 4.84
10−4 13.47 12.04 10.82 9.78 9.07 8.67 8.36 8.33 5.68
50−4 23.62 21.58 19.60 17.85 16.45 15.39 14.08 13.48 10.30
10−3 28.94 26.99 24.83 23.03 21.63 20.57 19.13 18.43 15.73
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Table A.3: Percentage of Errors (E(%)) committed in decision maps by LOG-GABOR
WAVELETS at the THIRD RESOLUTION LEVEL (k = 3) for several window sizes against
several GAUSSIAN NOISE variances (σ2).
Number of Variance




Noise free 39.58 27.48 18.07 12.40 8.99 7.39 6.63 6.45 5.07
10−7 39.60 27.46 18.09 12.39 9.00 7.39 6.62 6.44 5.05
10−6 39.61 27.45 18.16 12.42 9.07 7.43 6.64 6.45 5.07
10−5 39.95 28.10 18.92 13.10 9.67 7.91 6.96 6.72 5.37
10−4 41.70 32.05 24.09 18.22 14.20 11.62 9.23 8.41 7.22
50−4 44.50 38.17 32.67 28.01 24.23 21.28 17.67 16.03 15.92
10−3 45.73 40.70 36.23 32.42 29.26 26.69 23.28 21.54 21.92
P = 2
Noise free 28.13 23.57 17.55 13.05 9.89 8.26 7.38 7.27 5.69
10−7 28.12 23.54 17.57 13.04 9.90 8.26 7.37 7.28 5.70
10−6 28.16 23.58 17.59 13.09 9.96 8.32 7.42 7.32 5.74
10−5 28.92 24.43 18.46 13.85 10.66 8.88 7.81 7.62 6.10
10−4 32.78 29.07 23.75 19.01 15.43 13.00 10.63 9.79 8.31
50−4 38.76 36.27 32.49 28.79 25.59 22.97 19.68 18.10 17.72
10−3 41.15 39.15 36.04 32.98 30.35 28.11 24.99 23.43 23.62
P = 3
Noise free 25.02 22.51 18.17 14.04 10.98 9.36 8.15 7.83 6.11
10−7 25.04 22.50 18.20 14.08 11.00 9.37 8.14 7.84 6.13
10−6 25.10 22.54 18.27 14.16 11.06 9.42 8.21 7.91 6.19
10−5 25.89 23.36 19.12 14.99 11.87 10.07 8.71 8.33 6.58
10−4 30.24 28.13 24.32 20.23 16.90 14.57 12.13 11.17 9.30
50−4 36.99 35.56 32.77 29.65 26.80 24.49 21.44 19.92 19.12
10−3 39.70 38.51 36.20 33.65 31.33 29.36 26.59 25.11 24.90
P = 4
Noise free 22.55 20.67 17.54 14.38 11.61 10.01 8.77 8.50 6.49
10−7 22.54 20.69 17.58 14.39 11.64 10.03 8.77 8.51 6.50
10−6 22.60 20.73 17.64 14.45 11.71 10.10 8.84 8.58 6.59
10−5 23.40 21.61 18.56 15.28 12.61 10.83 9.39 9.01 6.99
10−4 28.02 26.56 23.73 20.46 17.59 15.46 13.16 12.14 9.81
50−4 35.40 34.35 32.23 29.64 27.16 25.10 22.33 20.87 19.72
10−3 38.41 37.53 35.74 33.61 31.58 29.76 27.16 25.84 25.37
P = 5
Noise free 20.83 19.44 16.97 14.23 11.82 10.37 9.39 9.04 6.79
10−7 20.83 19.48 16.97 14.26 11.85 10.39 9.40 9.04 6.82
10−6 20.94 19.56 17.07 14.35 11.91 10.47 9.43 9.09 6.87
10−5 21.78 20.52 18.11 15.21 12.75 11.23 9.97 9.51 7.25
10−4 26.69 25.54 23.33 20.45 17.86 15.95 13.77 12.82 10.26
50−4 34.42 33.58 31.81 29.56 27.39 25.57 23.05 21.73 20.34
10−3 37.60 36.88 35.38 33.50 31.64 30.01 27.68 26.44 25.63
P = 6
Noise free 19.83 18.60 16.50 14.05 12.00 10.72 9.67 9.38 6.94
10−7 19.82 18.63 16.51 14.06 12.00 10.71 9.69 9.39 6.95
10−6 19.90 18.72 16.60 14.12 12.07 10.77 9.72 9.42 7.00
10−5 20.73 19.62 17.51 15.01 12.97 11.58 10.30 9.88 7.38
10−4 25.57 24.61 22.64 20.15 17.96 16.27 14.31 13.39 10.56
50−4 33.44 32.75 31.21 29.26 27.33 25.74 23.48 22.23 20.56
10−3 36.75 36.09 34.77 33.10 31.39 29.89 27.79 26.68 25.65
P = 7
Noise free 19.01 17.96 16.09 13.88 11.98 10.67 9.73 9.41 6.78
10−7 19.02 17.94 16.11 13.86 11.97 10.69 9.74 9.43 6.80
10−6 19.06 18.00 16.19 13.92 12.02 10.76 9.78 9.47 6.87
10−5 19.79 18.82 17.05 14.74 12.86 11.52 10.30 9.93 7.29
10−4 24.68 23.83 22.10 19.87 17.82 16.25 14.40 13.59 10.63
50−4 32.75 32.12 30.70 28.88 27.09 25.63 23.60 22.54 20.65
10−3 36.19 35.57 34.35 32.80 31.23 29.86 27.94 26.92 25.68
P = 8
Noise free 18.06 17.12 15.47 13.48 11.75 10.76 9.88 9.52 7.01
10−7 18.07 17.13 15.45 13.49 11.78 10.76 9.90 9.53 7.00
10−6 18.14 17.22 15.51 13.55 11.87 10.79 9.93 9.60 7.09
10−5 18.95 18.05 16.37 14.34 12.63 11.45 10.44 10.10 7.49
10−4 23.80 23.01 21.37 19.33 17.54 16.16 14.55 13.83 10.61
50−4 32.01 31.39 30.04 28.32 26.73 25.39 23.44 22.43 20.34
10−3 35.50 34.93 33.81 32.31 30.85 29.61 27.83 26.86 25.38
P = 9
Noise free 17.78 16.93 15.13 13.24 11.54 10.57 9.71 9.44 6.94
10−7 17.79 16.90 15.16 13.25 11.56 10.57 9.74 9.43 6.95
10−6 17.84 16.98 15.24 13.29 11.67 10.61 9.79 9.48 6.99
10−5 18.56 17.71 16.06 14.06 12.45 11.35 10.35 10.01 7.41
10−4 23.32 22.58 21.03 19.07 17.36 16.06 14.52 13.76 10.62
50−4 31.55 30.96 29.64 27.97 26.41 25.15 23.38 22.39 20.06
10−3 35.08 34.54 33.44 31.99 30.60 29.46 27.83 26.94 25.35
P = 10
Noise free 17.44 16.53 14.99 13.29 11.64 10.78 10.10 9.86 7.28
10−7 17.43 16.52 14.98 13.29 11.65 10.79 10.10 9.87 7.28
10−6 17.43 16.58 15.04 13.36 11.76 10.83 10.14 9.91 7.30
10−5 18.14 17.31 15.79 14.04 12.46 11.42 10.59 10.32 7.66
10−4 22.80 22.10 20.64 18.88 17.25 16.02 14.63 14.02 10.69
50−4 31.03 30.46 29.27 27.70 26.22 25.04 23.39 22.49 20.04
10−3 34.57 34.03 32.96 31.59 30.30 29.23 27.71 26.88 25.15
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Table A.3: Continuation
Number of Variance




Noise free 16.97 16.19 14.69 13.23 11.96 11.16 10.31 10.08 7.51
10−7 16.96 16.18 14.70 13.24 11.96 11.16 10.33 10.10 7.53
10−6 16.97 16.22 14.74 13.29 12.01 11.20 10.39 10.15 7.59
10−5 17.61 16.86 15.47 13.94 12.58 11.72 10.86 10.58 7.83
10−4 22.14 21.52 20.17 18.56 17.09 16.01 14.70 14.11 10.82
50−4 30.35 29.81 28.67 27.18 25.87 24.77 23.28 22.49 19.78
10−3 33.93 33.41 32.42 31.19 29.95 28.97 27.54 26.77 24.78
P = 14
Noise free 17.41 16.82 15.47 14.07 12.74 11.78 10.66 10.52 8.14
10−7 17.44 16.85 15.46 14.06 12.76 11.79 10.68 10.53 8.12
10−6 17.46 16.87 15.49 14.10 12.82 11.82 10.77 10.60 8.16
10−5 17.99 17.37 16.07 14.60 13.27 12.30 11.34 11.08 8.38
10−4 22.09 21.55 20.33 18.82 17.45 16.47 15.25 14.69 11.44
50−4 29.99 29.54 28.50 27.08 25.87 24.87 23.52 22.80 19.93
10−3 33.44 32.95 31.99 30.82 29.67 28.74 27.45 26.73 24.65
P = 16
Noise free 17.38 16.91 15.68 14.18 13.10 12.15 11.19 11.04 8.95
10−7 17.38 16.92 15.71 14.17 13.12 12.17 11.20 11.03 8.94
10−6 17.44 16.96 15.73 14.24 13.16 12.20 11.26 11.10 8.97
10−5 17.99 17.49 16.26 14.76 13.58 12.68 11.72 11.46 9.08
10−4 21.95 21.44 20.24 18.77 17.50 16.57 15.42 14.90 11.73
50−4 29.79 29.36 28.37 27.02 25.83 24.88 23.51 22.75 20.05
10−3 33.10 32.64 31.67 30.54 29.42 28.54 27.26 26.57 24.35
P = 18
Noise free 17.77 17.35 16.09 14.65 13.74 12.98 11.94 11.76 9.59
10−7 17.77 17.36 16.09 14.67 13.76 12.97 11.95 11.77 9.59
10−6 17.78 17.36 16.12 14.69 13.77 13.01 12.01 11.83 9.61
10−5 18.27 17.85 16.65 15.24 14.21 13.41 12.41 12.11 9.75
10−4 22.14 21.68 20.50 19.12 17.98 17.09 15.94 15.39 12.34
50−4 29.67 29.27 28.30 26.99 25.90 24.96 23.70 23.02 20.22
10−3 32.93 32.45 31.53 30.46 29.39 28.57 27.40 26.72 24.42
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Table A.4: Percentage of Errors (E(%)) committed in decision maps by LOG-GABOR
WAVELETS at the FIRST RESOLUTION LEVEL (k = 1) for several window sizes against
several SPECKLE NOISE variances (σ2).
Number of Variance




Noise free 31.16 9.09 3.96 2.95 2.73 2.95 3.33 3.53 1.40
10−6 31.12 9.11 3.99 2.94 2.74 2.94 3.32 3.53 1.40
10−5 31.35 9.45 4.12 2.98 2.77 2.96 3.32 3.52 1.40
10−4 33.60 12.57 5.70 3.70 3.21 3.25 3.54 3.71 1.59
10−3 41.27 25.98 17.89 12.68 9.33 7.35 5.83 5.53 3.79
50−3 46.19 37.79 32.11 27.89 24.53 21.87 18.53 16.97 16.81
10−2 47.46 41.53 37.16 33.75 30.87 28.53 25.43 23.91 24.43
P = 2
Noise free 22.39 7.61 3.80 2.98 2.91 3.10 3.58 3.81 1.62
10−6 22.44 7.61 3.82 2.98 2.91 3.11 3.57 3.81 1.61
10−5 22.83 7.95 3.95 3.04 2.96 3.13 3.57 3.81 1.60
10−4 25.72 10.53 5.11 3.59 3.27 3.34 3.72 3.93 1.70
10−3 35.75 22.98 15.29 10.51 7.66 6.19 5.33 5.27 3.21
50−3 43.20 35.32 29.37 24.96 21.49 18.94 15.77 14.35 13.39
10−2 45.34 39.53 34.85 31.14 28.04 25.61 22.50 21.00 20.85
P = 3
Noise free 20.58 7.29 3.80 2.93 2.90 3.16 3.52 3.73 1.44
10−6 20.58 7.37 3.82 2.94 2.89 3.15 3.51 3.73 1.44
10−5 20.92 7.66 3.95 3.02 2.93 3.16 3.51 3.72 1.46
10−4 23.96 10.15 5.17 3.64 3.32 3.39 3.68 3.84 1.60
10−3 34.77 22.64 15.50 11.01 8.20 6.53 5.34 5.07 3.33
50−3 42.74 35.12 29.53 25.42 22.22 19.72 16.42 14.91 14.24
10−2 45.06 39.41 34.97 31.56 28.70 26.45 23.34 21.81 21.96
P = 4
Noise free 18.52 7.17 3.85 2.91 2.91 3.10 3.41 3.58 1.47
10−6 18.55 7.23 3.86 2.93 2.91 3.08 3.40 3.58 1.48
10−5 18.91 7.47 3.96 3.03 2.95 3.10 3.40 3.58 1.50
10−4 22.13 10.08 5.26 3.75 3.38 3.37 3.57 3.70 1.69
10−3 33.54 23.06 16.34 11.80 8.89 7.13 5.71 5.38 3.69
50−3 42.20 35.87 31.12 27.37 24.25 21.68 18.33 16.77 15.99
10−2 44.75 40.22 36.59 33.73 31.20 29.08 26.25 24.82 24.99
P = 5
Noise free 17.22 6.76 3.83 3.00 3.01 3.20 3.53 3.70 1.72
10−6 17.39 6.79 3.85 3.02 3.01 3.19 3.53 3.69 1.69
10−5 17.79 7.03 3.96 3.12 3.07 3.23 3.53 3.68 1.70
10−4 20.98 9.48 5.19 3.81 3.49 3.49 3.70 3.84 1.88
10−3 32.62 22.21 15.73 11.59 8.96 7.39 6.11 5.76 3.77
50−3 41.56 35.13 30.37 26.81 24.04 21.98 19.24 17.95 16.37
10−2 44.29 39.66 36.11 33.49 31.50 29.93 27.85 26.77 25.55
P = 6
Noise free 16.66 6.47 3.70 3.04 2.97 3.17 3.45 3.65 1.69
10−6 16.67 6.54 3.69 3.04 2.96 3.16 3.44 3.65 1.67
10−5 17.08 6.78 3.82 3.13 3.02 3.18 3.46 3.66 1.66
10−4 20.49 9.29 5.18 3.80 3.43 3.42 3.65 3.82 1.80
10−3 32.74 22.45 15.76 11.43 8.65 7.01 5.78 5.53 3.53
50−3 41.88 35.73 31.00 27.06 23.85 21.34 18.07 16.60 15.34
10−2 44.59 40.03 36.30 33.21 30.67 28.54 25.64 24.21 23.78
P = 7
Noise free 15.35 6.33 3.83 3.20 3.11 3.32 3.63 3.82 1.80
10−6 15.38 6.35 3.84 3.22 3.11 3.31 3.63 3.81 1.80
10−5 15.77 6.57 3.95 3.30 3.18 3.33 3.66 3.84 1.79
10−4 19.07 8.95 5.21 3.92 3.56 3.54 3.83 4.03 1.95
10−3 31.25 21.66 15.73 11.92 9.44 7.91 6.63 6.29 3.93
50−3 40.88 34.94 30.58 27.31 24.82 22.96 20.59 19.42 17.25
10−2 43.85 39.57 36.38 34.07 32.33 30.97 29.20 28.32 26.51
P = 8
Noise free 14.78 5.84 3.53 3.01 2.88 3.11 3.52 3.79 1.68
10−6 14.79 5.88 3.55 3.02 2.90 3.13 3.53 3.79 1.67
10−5 15.17 6.15 3.72 3.11 3.00 3.19 3.56 3.82 1.72
10−4 18.54 8.62 5.07 3.79 3.44 3.46 3.78 3.98 1.87
10−3 31.19 21.58 15.23 11.19 8.58 7.02 5.86 5.63 3.41
50−3 40.94 35.08 30.29 26.49 23.46 21.15 18.05 16.63 15.03
10−2 43.85 39.36 35.62 32.53 29.93 27.83 25.03 23.67 22.84
P = 9
Noise free 13.58 5.69 3.62 3.17 3.13 3.31 3.68 3.94 1.79
10−6 13.61 5.71 3.65 3.16 3.12 3.31 3.68 3.93 1.78
10−5 14.01 5.95 3.76 3.22 3.18 3.35 3.72 3.95 1.82
10−4 17.28 8.23 5.00 3.87 3.58 3.61 3.93 4.17 1.99
10−3 29.93 20.95 15.33 11.63 9.19 7.67 6.46 6.19 3.77
50−3 40.24 34.64 30.31 26.97 24.31 22.26 19.57 18.30 16.14
10−2 43.40 39.23 36.06 33.64 31.69 30.10 27.90 26.79 25.40
P = 10
Noise free 12.73 5.05 3.25 2.86 2.91 3.11 3.61 3.93 1.70
10−6 12.76 5.11 3.27 2.88 2.92 3.12 3.61 3.93 1.70
10−5 13.07 5.43 3.44 3.00 3.01 3.20 3.64 3.95 1.74
10−4 16.49 7.76 4.72 3.68 3.43 3.49 3.85 4.09 1.90
10−3 29.72 20.64 14.85 11.01 8.61 7.16 6.05 5.79 3.47
50−3 40.20 34.58 30.20 26.63 23.79 21.53 18.55 17.16 15.03
10−2 43.27 39.05 35.68 32.91 30.65 28.82 26.33 25.11 23.83
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Table A.4: Continuation
Number of Variance




Noise free 11.28 4.80 3.28 2.92 2.98 3.12 3.63 3.95 1.82
10−6 11.31 4.83 3.31 2.94 2.99 3.13 3.63 3.95 1.83
10−5 11.70 5.10 3.44 3.03 3.09 3.20 3.66 3.97 1.87
10−4 15.09 7.33 4.69 3.78 3.54 3.55 3.86 4.10 2.03
10−3 28.63 20.22 14.84 11.46 9.26 7.90 6.65 6.30 3.89
50−3 39.60 34.38 30.35 27.30 24.83 22.88 20.36 19.15 16.88
10−2 42.82 38.82 35.79 33.44 31.51 30.06 27.96 26.95 25.19
P = 14
Noise free 9.97 4.43 3.17 2.94 3.05 3.23 3.70 4.03 2.05
10−6 10.03 4.44 3.20 2.95 3.06 3.24 3.70 4.04 2.05
10−5 10.38 4.67 3.35 3.05 3.14 3.29 3.74 4.05 2.06
10−4 13.68 6.70 4.53 3.74 3.57 3.62 3.92 4.17 2.19
10−3 27.54 19.58 14.54 11.43 9.39 8.03 6.82 6.46 4.01
50−3 39.04 34.09 30.31 27.42 25.08 23.19 20.73 19.54 17.11
10−2 42.45 38.65 35.76 33.61 31.96 30.56 28.69 27.76 25.84
P = 16
Noise free 9.15 4.27 3.29 3.05 3.14 3.31 3.77 4.07 2.20
10−6 9.19 4.30 3.32 3.05 3.15 3.31 3.77 4.08 2.20
10−5 9.58 4.48 3.42 3.14 3.19 3.35 3.79 4.09 2.20
10−4 12.79 6.37 4.48 3.81 3.64 3.66 3.96 4.20 2.32
10−3 26.82 19.02 14.51 11.74 9.83 8.58 7.39 6.99 4.49
50−3 38.65 33.85 30.46 27.87 25.83 24.23 22.00 20.91 18.38
10−2 42.13 38.40 35.89 33.94 32.46 31.30 29.71 28.90 26.59
P = 18
Noise free 8.45 4.17 3.36 3.25 3.38 3.55 3.92 4.21 2.48
10−6 8.50 4.19 3.38 3.28 3.38 3.54 3.93 4.22 2.48
10−5 8.82 4.34 3.48 3.33 3.41 3.57 3.95 4.23 2.49
10−4 11.88 6.06 4.47 3.92 3.79 3.82 4.11 4.35 2.59
10−3 26.03 18.58 14.34 11.74 9.94 8.72 7.52 7.12 4.68
50−3 38.20 33.54 30.28 27.82 25.86 24.27 22.12 21.05 18.43
10−2 41.89 38.28 35.76 34.02 32.62 31.59 30.08 29.25 27.02
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Table A.5: Percentage of Errors (E(%)) committed in decision maps by LOG-GABOR
WAVELETS at the SECOND RESOLUTION LEVEL (k = 2) for several window sizes
against several SPECKLE NOISE variances (σ2).
Number of Variance




Noise free 33.75 12.16 5.52 3.84 3.45 3.58 3.94 4.07 1.98
10−6 33.83 12.16 5.53 3.85 3.46 3.59 3.94 4.07 1.97
10−5 34.03 12.37 5.65 3.92 3.52 3.64 3.93 4.06 2.00
10−4 35.46 14.47 6.87 4.53 3.90 3.89 4.11 4.19 2.17
10−3 41.24 24.87 15.93 10.70 7.74 6.25 5.41 5.26 3.46
50−3 45.86 36.11 29.43 24.49 20.66 17.93 14.58 13.09 12.43
10−2 47.06 39.95 34.66 30.58 27.30 24.72 21.31 19.71 19.86
P = 2
Noise free 21.76 11.04 5.68 3.92 3.65 3.79 4.16 4.26 2.13
10−6 21.80 11.07 5.67 3.92 3.67 3.80 4.15 4.25 2.11
10−5 22.07 11.29 5.82 3.99 3.71 3.85 4.16 4.25 2.13
10−4 24.30 13.29 7.09 4.64 4.05 4.07 4.31 4.39 2.32
10−3 33.36 23.15 15.61 10.84 8.11 6.68 5.70 5.49 3.75
50−3 41.19 34.47 28.56 23.89 20.32 17.67 14.51 13.05 12.22
10−2 43.80 38.73 34.03 30.21 27.19 24.73 21.46 19.85 19.99
P = 3
Noise free 17.58 11.48 6.70 4.74 4.31 4.32 4.52 4.69 2.29
10−6 17.62 11.47 6.72 4.74 4.31 4.33 4.53 4.70 2.30
10−5 17.90 11.69 6.87 4.81 4.34 4.35 4.55 4.70 2.36
10−4 20.15 13.70 8.35 5.66 4.74 4.56 4.72 4.86 2.61
10−3 29.90 23.74 17.33 12.74 9.87 8.20 6.82 6.46 4.49
50−3 38.89 34.81 30.06 26.01 22.82 20.40 17.34 15.89 14.70
10−2 42.06 39.03 35.36 32.21 29.62 27.56 24.76 23.38 22.98
P = 4
Noise free 15.08 10.58 6.78 4.94 4.40 4.50 4.69 4.86 2.32
10−6 15.12 10.60 6.81 4.93 4.41 4.51 4.71 4.86 2.36
10−5 15.37 10.85 7.00 5.01 4.45 4.51 4.73 4.90 2.44
10−4 17.61 12.85 8.51 5.96 4.96 4.74 4.88 5.05 2.70
10−3 27.59 22.76 17.23 13.04 10.27 8.61 7.18 6.78 4.52
50−3 37.44 34.07 29.67 25.76 22.64 20.22 17.18 15.80 14.37
10−2 40.96 38.49 35.02 31.85 29.26 27.12 24.29 22.86 22.08
P = 5
Noise free 13.55 10.36 7.20 5.42 4.84 4.88 5.04 5.09 2.67
10−6 13.60 10.37 7.23 5.42 4.85 4.88 5.05 5.11 2.66
10−5 13.92 10.59 7.37 5.52 4.89 4.88 5.07 5.15 2.70
10−4 16.16 12.54 8.86 6.51 5.47 5.17 5.23 5.35 3.04
10−3 26.40 22.67 18.01 14.15 11.43 9.69 8.10 7.61 5.11
50−3 36.61 34.05 30.61 27.29 24.55 22.37 19.61 18.30 16.57
10−2 40.27 38.43 35.77 33.17 31.01 29.24 26.88 25.69 24.68
P = 6
Noise free 12.03 9.30 6.65 5.23 4.76 4.88 5.11 5.23 2.71
10−6 12.07 9.32 6.69 5.26 4.76 4.87 5.12 5.23 2.72
10−5 12.39 9.53 6.87 5.36 4.81 4.86 5.14 5.28 2.76
10−4 14.52 11.43 8.42 6.38 5.42 5.17 5.28 5.43 3.02
10−3 24.63 21.23 17.10 13.62 11.19 9.62 8.17 7.70 5.05
50−3 35.41 33.00 29.67 26.42 23.77 21.64 18.84 17.49 15.52
10−2 39.40 37.64 35.07 32.55 30.37 28.55 26.07 24.79 23.68
P = 7
Noise free 11.45 9.00 6.93 5.55 5.10 5.13 5.37 5.52 2.89
10−6 11.50 9.03 6.97 5.57 5.10 5.14 5.39 5.53 2.91
10−5 11.76 9.25 7.11 5.67 5.14 5.16 5.41 5.56 2.95
10−4 13.82 11.18 8.62 6.75 5.80 5.53 5.61 5.74 3.20
10−3 24.06 21.14 17.58 14.39 12.08 10.58 9.07 8.50 5.59
50−3 35.05 33.02 30.26 27.45 25.09 23.23 20.77 19.56 17.40
10−2 39.12 37.65 35.54 33.36 31.50 29.95 27.88 26.77 25.44
P = 8
Noise free 10.57 8.44 6.73 5.60 5.18 5.18 5.39 5.56 2.92
10−6 10.55 8.47 6.75 5.61 5.18 5.18 5.39 5.56 2.95
10−5 10.76 8.67 6.88 5.71 5.21 5.21 5.41 5.59 2.98
10−4 12.74 10.45 8.29 6.73 5.89 5.60 5.60 5.75 3.21
10−3 22.73 19.92 16.72 13.88 11.78 10.38 8.96 8.42 5.46
50−3 34.04 32.01 29.24 26.38 23.95 22.05 19.50 18.29 15.95
10−2 38.36 36.89 34.73 32.54 30.53 28.89 26.64 25.48 24.16
P = 9
Noise free 9.91 8.15 6.59 5.61 5.36 5.40 5.63 5.84 3.21
10−6 9.96 8.16 6.61 5.62 5.36 5.41 5.63 5.83 3.22
10−5 10.27 8.39 6.75 5.74 5.41 5.45 5.66 5.86 3.22
10−4 12.32 10.22 8.20 6.78 6.04 5.82 5.85 6.02 3.43
10−3 22.43 19.89 16.92 14.26 12.24 10.90 9.50 8.95 5.90
50−3 33.91 32.13 29.74 27.29 25.15 23.48 21.19 20.08 17.65
10−2 38.25 36.92 35.09 33.24 31.56 30.18 28.27 27.29 25.82
P = 10
Noise free 9.47 7.82 6.45 5.69 5.42 5.51 5.65 5.84 3.32
10−6 9.50 7.84 6.49 5.70 5.42 5.51 5.65 5.84 3.31
10−5 9.74 8.00 6.63 5.78 5.45 5.52 5.68 5.85 3.30
10−4 11.59 9.67 7.95 6.74 6.08 5.86 5.87 6.01 3.48
10−3 21.24 18.76 16.08 13.71 11.90 10.66 9.35 8.83 5.83
50−3 32.98 31.14 28.64 26.19 24.04 22.32 19.94 18.78 16.30
10−2 37.48 36.12 34.19 32.26 30.49 29.00 26.91 25.74 24.24
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Table A.5: Continuation
Number of Variance




Noise free 8.82 7.41 6.46 5.92 5.85 5.91 5.99 6.18 3.55
10−6 8.85 7.44 6.48 5.93 5.87 5.91 6.01 6.17 3.53
10−5 9.07 7.62 6.62 6.01 5.90 5.92 6.05 6.18 3.53
10−4 10.80 9.21 7.85 6.95 6.48 6.31 6.29 6.38 3.77
10−3 20.16 17.92 15.59 13.58 12.06 10.99 9.78 9.29 6.27
50−3 32.08 30.29 27.99 25.74 23.80 22.22 20.05 18.98 16.31
10−2 36.89 35.60 33.85 32.06 30.42 28.99 27.00 25.90 24.32
P = 14
Noise free 8.63 7.42 6.75 6.25 6.14 6.09 6.19 6.36 3.83
10−6 8.67 7.47 6.76 6.24 6.12 6.09 6.19 6.35 3.83
10−5 8.87 7.65 6.87 6.31 6.16 6.10 6.25 6.39 3.83
10−4 10.46 9.11 8.01 7.19 6.71 6.49 6.47 6.55 4.05
10−3 19.34 17.27 15.23 13.41 12.06 11.10 9.97 9.51 6.46
50−3 31.42 29.71 27.57 25.42 23.62 22.17 20.14 19.14 16.42
10−2 36.33 35.05 33.38 31.69 30.14 28.77 26.88 25.85 24.17
P = 16
Noise free 8.41 7.46 6.80 6.48 6.44 6.42 6.62 6.81 4.30
10−6 8.44 7.51 6.84 6.48 6.44 6.42 6.62 6.81 4.30
10−5 8.65 7.69 7.00 6.58 6.47 6.45 6.66 6.83 4.31
10−4 10.14 9.03 8.10 7.42 7.04 6.88 6.91 7.03 4.58
10−3 18.72 16.83 14.99 13.41 12.23 11.39 10.41 9.99 6.93
50−3 30.83 29.16 27.08 25.07 23.39 22.07 20.16 19.23 16.37
10−2 35.90 34.68 33.03 31.37 29.93 28.65 26.89 25.94 23.90
P = 18
Noise free 8.39 7.69 7.05 6.77 6.68 6.69 6.94 7.14 4.74
10−6 8.41 7.69 7.06 6.77 6.67 6.69 6.94 7.14 4.75
10−5 8.58 7.83 7.20 6.83 6.71 6.73 6.97 7.17 4.77
10−4 9.95 8.99 8.19 7.57 7.20 7.10 7.20 7.34 4.95
10−3 18.16 16.35 14.70 13.27 12.20 11.44 10.55 10.19 7.18
50−3 30.36 28.66 26.67 24.78 23.17 21.85 20.04 19.19 16.41
10−2 35.54 34.26 32.72 31.13 29.72 28.53 26.74 25.81 23.80
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Table A.6: Percentage of Errors (E(%)) committed in decision maps by LOG-GABOR
WAVELETS at the THIRD RESOLUTION LEVEL (k = 3) for several window sizes against
several SPECKLE NOISE variances (σ2).
Number of Variance




Noise free 39.58 27.48 18.07 12.40 8.99 7.39 6.63 6.45 5.07
10−6 39.62 27.48 18.12 12.38 9.02 7.41 6.64 6.45 5.05
10−5 39.69 27.61 18.34 12.55 9.18 7.53 6.69 6.49 5.08
10−4 40.52 29.30 20.27 14.29 10.67 8.68 7.38 7.01 5.74
10−3 43.48 35.78 29.19 23.82 19.67 16.71 13.43 12.04 11.11
50−3 46.13 41.44 37.33 33.81 30.76 28.34 25.01 23.43 24.02
10−2 47.23 43.88 40.87 38.15 35.79 33.79 30.93 29.44 30.23
P = 2
Noise free 28.13 23.57 17.55 13.05 9.89 8.26 7.38 7.27 5.69
10−6 28.13 23.56 17.58 13.06 9.92 8.29 7.40 7.30 5.71
10−5 28.35 23.80 17.78 13.26 10.13 8.46 7.52 7.38 5.79
10−4 30.03 25.72 19.87 15.15 11.82 9.82 8.40 8.08 6.62
10−3 36.38 33.41 28.96 24.70 21.18 18.55 15.44 14.10 13.02
50−3 41.84 40.01 37.19 34.36 31.87 29.77 26.78 25.31 25.65
10−2 44.17 42.85 40.79 38.59 36.61 34.95 32.62 31.29 31.87
P = 3
Noise free 25.02 22.51 18.17 14.04 10.98 9.36 8.15 7.83 6.11
10−6 25.05 22.52 18.23 14.12 11.03 9.41 8.20 7.87 6.15
10−5 25.30 22.74 18.47 14.35 11.24 9.54 8.33 8.01 6.25
10−4 27.10 24.71 20.56 16.39 13.20 11.15 9.47 8.97 7.17
10−3 34.21 32.52 29.28 25.73 22.59 20.20 17.24 15.88 14.31
50−3 40.49 39.39 37.31 35.00 32.83 31.03 28.46 27.11 27.01
10−2 43.21 42.43 40.88 39.01 37.26 35.83 33.74 32.57 32.88
P = 4
Noise free 22.55 20.67 17.54 14.38 11.61 10.01 8.77 8.50 6.49
10−6 22.55 20.71 17.58 14.43 11.68 10.07 8.82 8.54 6.53
10−5 22.75 20.94 17.84 14.64 11.94 10.23 9.00 8.67 6.64
10−4 24.64 22.99 19.95 16.71 13.94 12.03 10.29 9.76 7.67
10−3 32.33 31.14 28.74 25.90 23.24 21.06 18.33 17.03 14.94
50−3 39.28 38.48 36.86 34.91 33.04 31.45 29.20 27.98 27.36
10−2 42.29 41.70 40.44 38.88 37.37 36.15 34.23 33.17 32.92
P = 5
Noise free 20.83 19.44 16.97 14.23 11.82 10.37 9.39 9.04 6.79
10−6 20.87 19.52 17.02 14.30 11.89 10.45 9.42 9.06 6.83
10−5 21.14 19.81 17.38 14.56 12.10 10.67 9.61 9.21 6.94
10−4 23.13 21.93 19.56 16.73 14.17 12.51 10.94 10.37 8.02
10−3 31.17 30.22 28.30 25.83 23.48 21.58 19.09 17.82 15.57
50−3 38.53 37.87 36.52 34.80 33.09 31.63 29.50 28.40 27.59
10−2 41.69 41.18 40.18 38.79 37.49 36.39 34.66 33.64 33.24
P = 6
Noise free 19.83 18.60 16.50 14.05 12.00 10.72 9.67 9.38 6.94
10−6 19.85 18.65 16.55 14.09 12.05 10.74 9.71 9.39 6.94
10−5 20.12 18.95 16.85 14.37 12.32 11.00 9.90 9.56 7.07
10−4 22.02 20.96 18.89 16.43 14.29 12.81 11.28 10.74 8.16
10−3 30.08 29.29 27.67 25.55 23.47 21.79 19.53 18.35 15.70
50−3 37.78 37.22 36.03 34.56 33.04 31.73 29.91 28.91 27.81
10−2 41.07 40.61 39.74 38.54 37.40 36.34 34.65 33.67 33.12
P = 7
Noise free 19.01 17.96 16.09 13.88 11.98 10.67 9.73 9.41 6.78
10−6 19.04 17.95 16.14 13.90 12.00 10.71 9.75 9.44 6.80
10−5 19.24 18.23 16.45 14.15 12.26 10.97 9.93 9.59 6.95
10−4 21.13 20.21 18.50 16.29 14.32 12.84 11.39 10.90 8.16
10−3 29.29 28.62 27.16 25.22 23.34 21.80 19.73 18.63 15.86
50−3 37.23 36.72 35.60 34.22 32.82 31.61 30.00 29.10 27.74
10−2 40.65 40.25 39.44 38.34 37.31 36.32 34.78 33.87 33.19
P = 8
Noise free 18.06 17.12 15.47 13.48 11.75 10.76 9.88 9.52 7.01
10−6 18.10 17.16 15.48 13.51 11.80 10.76 9.91 9.56 7.04
10−5 18.35 17.44 15.75 13.77 12.07 10.97 10.06 9.72 7.17
10−4 20.25 19.45 17.83 15.77 14.02 12.71 11.47 11.04 8.33
10−3 28.45 27.82 26.44 24.69 22.99 21.62 19.70 18.69 15.69
50−3 36.53 36.05 35.08 33.82 32.57 31.46 29.87 29.02 27.50
10−2 40.10 39.70 38.94 37.88 36.92 36.00 34.59 33.78 32.83
P = 9
Noise free 17.78 16.93 15.13 13.24 11.54 10.57 9.71 9.44 6.94
10−6 17.83 16.94 15.19 13.26 11.60 10.57 9.75 9.45 6.97
10−5 18.02 17.16 15.49 13.52 11.90 10.80 9.96 9.63 7.11
10−4 19.86 19.10 17.50 15.48 13.86 12.61 11.37 10.94 8.26
10−3 27.96 27.34 26.01 24.30 22.72 21.44 19.66 18.71 15.66
50−3 36.16 35.69 34.74 33.54 32.34 31.31 29.88 29.06 27.47
10−2 39.85 39.47 38.71 37.73 36.75 35.85 34.47 33.66 32.72
P = 10
Noise free 17.44 16.53 14.99 13.29 11.64 10.78 10.10 9.86 7.28
10−6 17.44 16.55 15.01 13.32 11.68 10.79 10.12 9.90 7.27
10−5 17.61 16.76 15.26 13.54 11.96 11.00 10.32 10.03 7.41
10−4 19.38 18.65 17.16 15.38 13.81 12.64 11.56 11.19 8.45
10−3 27.52 26.94 25.71 24.13 22.61 21.36 19.64 18.81 15.63
50−3 35.82 35.37 34.49 33.33 32.18 31.20 29.83 29.09 27.37
10−2 39.48 39.14 38.41 37.49 36.56 35.71 34.43 33.68 32.62
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Table A.6: Continuation
Number of Variance




Noise free 16.97 16.19 14.69 13.23 11.96 11.16 10.31 10.08 7.51
10−6 16.96 16.19 14.73 13.26 11.97 11.18 10.35 10.12 7.54
10−5 17.11 16.37 14.94 13.46 12.15 11.31 10.56 10.29 7.60
10−4 18.77 18.14 16.77 15.23 13.91 12.90 11.86 11.45 8.62
10−3 26.80 26.30 25.17 23.73 22.37 21.23 19.64 18.84 15.50
50−3 35.23 34.79 33.91 32.81 31.79 30.87 29.60 28.92 26.97
10−2 38.90 38.54 37.83 36.95 36.11 35.28 34.03 33.34 32.11
P = 14
Noise free 17.41 16.82 15.47 14.07 12.74 11.78 10.66 10.52 8.14
10−6 17.45 16.86 15.49 14.06 12.79 11.82 10.73 10.55 8.13
10−5 17.57 16.99 15.67 14.26 12.95 11.96 10.96 10.71 8.19
10−4 19.02 18.50 17.24 15.75 14.46 13.44 12.36 12.03 9.15
10−3 26.41 25.97 25.01 23.77 22.57 21.52 20.07 19.37 15.83
50−3 34.83 34.47 33.67 32.66 31.65 30.81 29.60 28.94 26.94
10−2 38.52 38.21 37.56 36.70 35.80 35.00 33.78 33.10 31.72
P = 16
Noise free 17.38 16.91 15.68 14.18 13.10 12.15 11.19 11.04 8.95
10−6 17.40 16.93 15.72 14.16 13.12 12.18 11.22 11.05 8.94
10−5 17.57 17.11 15.89 14.39 13.26 12.36 11.42 11.19 8.95
10−4 19.00 18.54 17.34 15.82 14.62 13.68 12.67 12.34 9.73
10−3 26.16 25.75 24.74 23.53 22.41 21.42 20.04 19.37 15.93
50−3 34.48 34.08 33.27 32.23 31.28 30.46 29.32 28.66 26.49
10−2 38.22 37.91 37.25 36.38 35.51 34.75 33.55 32.90 31.37
P = 18
Noise free 17.77 17.35 16.09 14.65 13.74 12.98 11.94 11.76 9.59
10−6 17.79 17.38 16.11 14.67 13.77 13.00 11.96 11.79 9.61
10−5 17.90 17.52 16.28 14.88 13.92 13.17 12.14 11.88 9.60
10−4 19.27 18.88 17.73 16.28 15.23 14.42 13.41 13.03 10.35
10−3 26.40 25.99 25.03 23.91 22.90 21.94 20.56 19.90 16.64
50−3 34.35 33.97 33.16 32.13 31.23 30.41 29.25 28.61 26.51
10−2 37.98 37.67 37.04 36.23 35.37 34.65 33.60 32.97 31.30
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Table A.7: Percentage of Errors (E(%)) committed in decision maps by LOG-GABOR
WAVELETS at the FIRST RESOLUTION LEVEL (k = 1) for several window sizes against
several SALT&PEPPER NOISE densities (d).
Number of Density




Noise free 31.16 9.09 3.96 2.95 2.73 2.95 3.33 3.53 1.40
10−6 31.16 9.10 3.96 2.95 2.74 2.96 3.34 3.54 1.40
10−5 31.16 9.11 3.99 2.99 2.79 3.02 3.39 3.58 1.42
10−4 31.21 9.27 4.28 3.38 3.32 3.64 3.92 4.01 1.54
10−3 31.53 10.62 6.72 6.62 7.60 8.56 8.31 7.85 3.21
50−3 32.89 16.06 15.93 18.01 20.58 21.60 19.94 18.75 11.22
10−2 34.55 21.70 24.11 26.61 28.44 28.29 26.16 24.93 18.52
P = 2
Noise free 22.39 7.61 3.80 2.98 2.91 3.10 3.58 3.81 1.62
10−6 22.39 7.61 3.80 2.98 2.92 3.12 3.59 3.82 1.62
10−5 22.40 7.62 3.83 3.02 2.96 3.17 3.63 3.86 1.63
10−4 22.47 7.81 4.12 3.41 3.46 3.73 4.07 4.20 1.74
10−3 23.04 9.31 6.61 6.71 7.54 8.20 7.84 7.46 3.30
50−3 25.47 15.39 15.94 18.02 19.76 20.15 18.39 17.27 10.83
10−2 28.12 21.54 24.02 26.19 27.08 26.50 24.40 23.24 17.84
P = 3
Noise free 20.58 7.29 3.80 2.93 2.90 3.16 3.52 3.73 1.44
10−6 20.58 7.30 3.81 2.94 2.92 3.17 3.53 3.74 1.44
10−5 20.59 7.31 3.84 2.98 2.96 3.23 3.59 3.78 1.46
10−4 20.69 7.52 4.15 3.40 3.49 3.85 4.15 4.25 1.65
10−3 21.44 9.29 6.86 6.97 7.82 8.73 8.71 8.32 3.65
50−3 24.61 16.24 16.90 19.03 20.80 21.64 20.36 19.29 12.20
10−2 28.01 22.97 25.40 27.58 28.57 28.36 26.53 25.43 19.83
P = 4
Noise free 18.52 7.17 3.85 2.91 2.91 3.10 3.41 3.58 1.47
10−6 18.52 7.17 3.86 2.92 2.92 3.11 3.43 3.60 1.47
10−5 18.53 7.19 3.89 2.96 2.97 3.17 3.49 3.65 1.49
10−4 18.64 7.40 4.22 3.41 3.52 3.83 4.13 4.21 1.70
10−3 19.48 9.19 7.05 7.20 8.02 9.04 9.30 8.95 3.94
50−3 23.02 16.26 17.40 19.90 21.62 22.81 22.03 21.09 13.23
10−2 26.68 23.12 26.17 28.83 29.92 29.98 28.51 27.56 21.36
P = 5
Noise free 17.22 6.76 3.83 3.00 3.01 3.20 3.53 3.70 1.72
10−6 17.22 6.76 3.83 3.01 3.03 3.22 3.55 3.71 1.72
10−5 17.23 6.78 3.86 3.05 3.07 3.27 3.62 3.77 1.75
10−4 17.38 7.02 4.21 3.52 3.63 3.93 4.28 4.36 1.97
10−3 18.52 9.06 7.17 7.44 8.24 9.18 9.57 9.27 4.33
50−3 23.03 16.94 17.94 20.43 22.03 23.05 22.53 21.67 14.01
10−2 27.46 24.29 26.89 29.34 30.21 30.20 28.86 28.00 22.25
P = 6
Noise free 16.66 6.47 3.70 3.04 2.97 3.17 3.45 3.65 1.69
10−6 16.67 6.47 3.71 3.05 2.98 3.18 3.47 3.66 1.70
10−5 16.68 6.50 3.74 3.09 3.03 3.25 3.54 3.73 1.73
10−4 16.85 6.77 4.13 3.59 3.63 3.94 4.25 4.36 1.99
10−3 18.15 9.06 7.36 7.79 8.59 9.46 9.91 9.67 4.63
50−3 23.34 17.75 18.91 21.45 23.15 24.06 23.61 22.82 15.07
10−2 28.35 25.58 28.21 30.66 31.59 31.52 30.24 29.35 23.74
P = 7
Noise free 15.35 6.33 3.83 3.20 3.11 3.32 3.63 3.82 1.80
10−6 15.36 6.34 3.83 3.21 3.12 3.34 3.65 3.83 1.81
10−5 15.37 6.37 3.87 3.26 3.17 3.40 3.71 3.90 1.84
10−4 15.56 6.66 4.27 3.76 3.77 4.08 4.44 4.55 2.12
10−3 17.09 9.19 7.64 7.94 8.64 9.54 10.08 9.86 4.90
50−3 23.16 18.58 19.51 21.56 23.05 23.97 23.69 22.94 15.72
10−2 28.78 26.65 28.64 30.50 31.21 31.15 29.94 29.14 24.15
P = 8
Noise free 14.78 5.84 3.53 3.01 2.88 3.11 3.52 3.79 1.68
10−6 14.79 5.84 3.54 3.02 2.90 3.13 3.54 3.81 1.68
10−5 14.80 5.87 3.58 3.07 2.95 3.19 3.61 3.87 1.71
10−4 15.03 6.22 4.02 3.61 3.59 3.92 4.36 4.56 2.04
10−3 16.84 9.12 7.76 8.08 8.74 9.62 10.27 10.13 5.16
50−3 23.83 19.62 20.52 22.29 23.75 24.58 24.28 23.51 16.57
10−2 30.10 28.17 29.91 31.38 32.09 31.99 30.79 29.93 25.42
P = 9
Noise free 13.58 5.69 3.62 3.17 3.13 3.31 3.68 3.94 1.79
10−6 13.59 5.70 3.63 3.18 3.15 3.33 3.70 3.96 1.80
10−5 13.61 5.74 3.67 3.23 3.21 3.40 3.77 4.03 1.84
10−4 13.87 6.11 4.15 3.79 3.84 4.12 4.55 4.74 2.20
10−3 16.04 9.30 8.13 8.41 9.04 9.84 10.60 10.48 5.62
50−3 24.07 20.51 21.30 22.77 23.93 24.70 24.59 23.93 17.55
10−2 30.84 29.28 30.57 31.67 32.09 31.97 30.92 30.17 26.22
P = 10
Noise free 12.73 5.05 3.25 2.86 2.91 3.11 3.61 3.93 1.70
10−6 12.74 5.06 3.26 2.87 2.93 3.13 3.63 3.95 1.71
10−5 12.76 5.10 3.30 2.92 2.99 3.20 3.70 4.02 1.75
10−4 13.08 5.55 3.83 3.52 3.66 3.95 4.51 4.78 2.17
10−3 15.64 9.23 8.19 8.43 9.14 9.89 10.75 10.72 5.91
50−3 24.83 21.67 22.19 23.39 24.52 25.15 25.04 24.37 18.42
10−2 32.14 30.71 31.56 32.40 32.76 32.56 31.49 30.73 27.27
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Table A.7: Continuation
Number of Density




Noise free 11.28 4.80 3.28 2.92 2.98 3.12 3.63 3.95 1.82
10−6 11.29 4.82 3.29 2.94 3.00 3.14 3.65 3.98 1.84
10−5 11.32 4.87 3.35 3.00 3.07 3.21 3.73 4.05 1.89
10−4 11.75 5.42 3.97 3.67 3.80 4.00 4.59 4.87 2.39
10−3 15.11 9.92 9.02 9.19 9.70 10.27 11.16 11.21 6.78
50−3 26.45 24.13 24.27 24.99 25.61 26.00 25.89 25.37 20.55
10−2 34.51 33.33 33.51 33.76 33.75 33.44 32.48 31.80 29.42
P = 14
Noise free 9.97 4.43 3.17 2.94 3.05 3.23 3.70 4.03 2.05
10−6 9.98 4.45 3.19 2.96 3.07 3.26 3.73 4.05 2.06
10−5 10.03 4.51 3.25 3.03 3.14 3.33 3.81 4.13 2.12
10−4 10.57 5.17 3.97 3.78 3.93 4.16 4.70 4.99 2.70
10−3 14.83 10.49 9.69 9.85 10.26 10.68 11.45 11.50 7.68
50−3 28.08 26.14 25.91 26.18 26.42 26.49 26.20 25.70 22.12
10−2 36.44 35.20 34.85 34.60 34.25 33.79 32.79 32.14 30.71
P = 16
Noise free 9.15 4.27 3.29 3.05 3.14 3.31 3.77 4.07 2.20
10−6 9.16 4.29 3.31 3.07 3.16 3.33 3.79 4.10 2.22
10−5 9.22 4.36 3.39 3.15 3.25 3.42 3.88 4.19 2.29
10−4 9.89 5.15 4.20 3.98 4.11 4.31 4.83 5.11 2.97
10−3 14.97 11.28 10.59 10.59 10.87 11.22 11.92 12.03 8.59
50−3 29.83 28.11 27.62 27.53 27.51 27.46 27.14 26.70 24.03
10−2 38.15 36.84 36.16 35.65 35.22 34.74 33.85 33.25 32.37
P = 18
Noise free 8.45 4.17 3.36 3.25 3.38 3.55 3.92 4.21 2.48
10−6 8.46 4.19 3.38 3.27 3.40 3.57 3.95 4.24 2.50
10−5 8.53 4.27 3.47 3.36 3.49 3.66 4.04 4.33 2.57
10−4 9.32 5.16 4.36 4.25 4.40 4.59 5.02 5.28 3.34
10−3 15.27 12.05 11.37 11.31 11.50 11.75 12.27 12.35 9.48
50−3 31.36 29.69 28.86 28.44 28.16 27.92 27.43 26.98 25.24
10−2 39.45 37.92 36.87 36.09 35.50 34.94 33.99 33.42 33.12
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Table A.8: Percentage of Errors (E(%)) committed in decision maps by LOG-GABOR
WAVELETS at the SECOND RESOLUTION LEVEL (k = 2) for several window sizes
against several SALT&PEPPER NOISE densities (d).
Number of Density




Noise free 33.75 12.16 5.52 3.84 3.45 3.58 3.94 4.07 1.98
10−6 33.75 12.16 5.53 3.84 3.46 3.59 3.95 4.08 1.98
10−5 33.76 12.17 5.55 3.88 3.50 3.64 3.98 4.10 1.99
10−4 33.80 12.33 5.80 4.21 3.94 4.09 4.28 4.32 2.07
10−3 34.17 13.76 8.01 7.18 7.65 7.85 7.21 6.79 3.50
50−3 35.71 19.29 16.30 17.44 18.88 18.49 16.34 15.13 10.22
10−2 37.21 24.51 23.44 24.98 25.66 24.58 22.18 20.88 16.69
P = 2
Noise free 21.76 11.04 5.68 3.92 3.65 3.79 4.16 4.26 2.13
10−6 21.77 11.05 5.68 3.93 3.67 3.81 4.18 4.28 2.14
10−5 21.77 11.07 5.71 3.97 3.71 3.86 4.23 4.31 2.16
10−4 21.90 11.29 6.05 4.40 4.23 4.45 4.75 4.74 2.35
10−3 22.99 13.22 8.89 8.09 8.65 9.28 9.15 8.71 4.65
50−3 27.23 20.52 19.23 20.40 21.88 22.30 20.87 19.72 13.92
10−2 31.25 27.06 27.47 28.84 29.55 29.06 27.12 25.95 21.68
P = 3
Noise free 17.58 11.48 6.70 4.74 4.31 4.32 4.52 4.69 2.29
10−6 17.59 11.49 6.71 4.75 4.32 4.34 4.54 4.71 2.30
10−5 17.60 11.51 6.74 4.79 4.37 4.40 4.60 4.75 2.32
10−4 17.76 11.75 7.11 5.26 4.93 5.02 5.19 5.26 2.57
10−3 19.20 13.82 10.13 9.20 9.57 10.09 10.11 9.76 5.35
50−3 24.74 21.67 20.91 21.97 23.18 23.64 22.59 21.59 15.55
10−2 29.81 28.44 29.12 30.39 30.89 30.49 28.85 27.83 23.62
P = 4
Noise free 15.08 10.58 6.78 4.94 4.40 4.50 4.69 4.86 2.32
10−6 15.09 10.58 6.79 4.95 4.41 4.52 4.71 4.87 2.33
10−5 15.10 10.60 6.83 4.99 4.46 4.57 4.76 4.92 2.36
10−4 15.29 10.86 7.20 5.47 5.04 5.22 5.40 5.49 2.65
10−3 16.90 13.09 10.35 9.51 9.80 10.41 10.61 10.33 5.65
50−3 23.07 21.40 21.31 22.43 23.57 24.04 23.25 22.37 16.14
10−2 28.65 28.44 29.54 30.78 31.26 30.92 29.47 28.56 24.26
P = 5
Noise free 13.55 10.36 7.20 5.42 4.84 4.88 5.04 5.09 2.67
10−6 13.56 10.37 7.21 5.43 4.85 4.90 5.06 5.11 2.68
10−5 13.58 10.40 7.25 5.47 4.90 4.95 5.11 5.16 2.71
10−4 13.80 10.68 7.65 5.97 5.50 5.62 5.79 5.78 3.02
10−3 15.78 13.20 11.03 10.25 10.50 11.04 11.32 11.03 6.26
50−3 23.07 22.29 22.50 23.60 24.66 25.18 24.65 23.85 17.61
10−2 29.28 29.58 30.72 31.88 32.36 32.14 30.99 30.18 26.01
P = 6
Noise free 12.03 9.30 6.65 5.23 4.76 4.88 5.11 5.23 2.71
10−6 12.04 9.30 6.66 5.25 4.78 4.90 5.13 5.25 2.72
10−5 12.06 9.33 6.70 5.29 4.83 4.96 5.19 5.31 2.74
10−4 12.33 9.67 7.12 5.82 5.44 5.63 5.88 5.95 3.08
10−3 14.63 12.50 10.79 10.26 10.54 11.09 11.49 11.32 6.50
50−3 22.88 22.44 22.81 23.77 24.67 25.09 24.59 23.91 18.06
10−2 29.59 30.03 31.03 31.93 32.26 32.00 30.84 30.06 26.33
P = 7
Noise free 11.45 9.00 6.93 5.55 5.10 5.13 5.37 5.52 2.89
10−6 11.46 9.01 6.94 5.57 5.12 5.15 5.40 5.55 2.90
10−5 11.49 9.05 6.99 5.62 5.18 5.21 5.45 5.61 2.93
10−4 11.81 9.42 7.44 6.18 5.82 5.92 6.18 6.28 3.31
10−3 14.51 12.68 11.40 10.88 11.12 11.59 11.98 11.83 7.08
50−3 23.86 23.61 23.96 24.75 25.52 25.90 25.50 24.82 19.38
10−2 31.03 31.43 32.18 32.86 33.13 32.87 31.84 31.11 27.88
P = 8
Noise free 10.57 8.44 6.73 5.60 5.18 5.18 5.39 5.56 2.92
10−6 10.58 8.45 6.75 5.62 5.20 5.20 5.42 5.58 2.93
10−5 10.62 8.49 6.80 5.67 5.26 5.26 5.48 5.64 2.97
10−4 10.97 8.91 7.29 6.24 5.90 5.97 6.21 6.34 3.40
10−3 14.04 12.49 11.52 11.10 11.23 11.63 11.99 11.91 7.44
50−3 24.37 24.23 24.48 24.99 25.47 25.62 25.11 24.50 19.80
10−2 31.81 32.09 32.55 32.83 32.80 32.42 31.35 30.63 27.97
P = 9
Noise free 9.91 8.15 6.59 5.61 5.36 5.40 5.63 5.84 3.21
10−6 9.92 8.16 6.60 5.63 5.38 5.42 5.65 5.86 3.22
10−5 9.96 8.21 6.66 5.69 5.44 5.48 5.72 5.93 3.26
10−4 10.39 8.69 7.21 6.31 6.12 6.22 6.47 6.63 3.72
10−3 14.00 12.74 11.84 11.49 11.69 12.06 12.39 12.31 8.01
50−3 25.49 25.34 25.50 25.86 26.23 26.36 25.86 25.24 21.01
10−2 33.13 33.30 33.52 33.61 33.51 33.14 32.17 31.52 29.34
P = 10
Noise free 9.47 7.82 6.45 5.69 5.42 5.51 5.65 5.84 3.32
10−6 9.48 7.83 6.46 5.70 5.43 5.53 5.68 5.87 3.34
10−5 9.53 7.88 6.52 5.77 5.50 5.59 5.74 5.93 3.38
10−4 10.00 8.42 7.11 6.41 6.19 6.32 6.49 6.65 3.89
10−3 13.96 12.83 12.02 11.73 11.82 12.12 12.36 12.29 8.41
50−3 26.16 25.98 25.93 25.99 26.04 25.92 25.32 24.71 21.20
10−2 33.78 33.75 33.66 33.44 33.05 32.52 31.44 30.76 29.14
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Table A.8: Continuation
Number of Density




Noise free 8.82 7.41 6.46 5.92 5.85 5.91 5.99 6.18 3.55
10−6 8.84 7.43 6.48 5.94 5.87 5.93 6.01 6.20 3.56
10−5 8.89 7.49 6.54 6.01 5.94 6.01 6.08 6.27 3.62
10−4 9.48 8.13 7.22 6.72 6.67 6.76 6.86 7.01 4.22
10−3 14.26 13.30 12.69 12.43 12.51 12.66 12.78 12.72 9.20
50−3 27.86 27.54 27.15 26.82 26.57 26.23 25.48 24.89 22.45
10−2 35.29 34.96 34.40 33.79 33.18 32.52 31.43 30.78 29.91
P = 14
Noise free 8.63 7.42 6.75 6.25 6.14 6.09 6.19 6.36 3.83
10−6 8.64 7.44 6.77 6.27 6.16 6.11 6.22 6.39 3.85
10−5 8.71 7.51 6.84 6.34 6.24 6.19 6.28 6.46 3.91
10−4 9.42 8.26 7.59 7.12 7.02 6.98 7.08 7.22 4.59
10−3 14.93 14.08 13.52 13.14 13.06 13.05 13.06 12.98 10.01
50−3 29.33 28.80 28.12 27.49 26.94 26.44 25.58 25.02 23.41
10−2 36.37 35.76 34.89 34.05 33.25 32.52 31.41 30.80 30.46
P = 16
Noise free 8.41 7.46 6.80 6.48 6.44 6.42 6.62 6.81 4.30
10−6 8.43 7.49 6.82 6.50 6.46 6.45 6.64 6.83 4.32
10−5 8.51 7.57 6.90 6.59 6.55 6.53 6.73 6.91 4.40
10−4 9.32 8.42 7.75 7.43 7.37 7.35 7.54 7.68 5.15
10−3 15.47 14.76 14.12 13.72 13.54 13.48 13.46 13.37 10.81
50−3 30.48 29.75 28.75 27.84 27.11 26.53 25.65 25.09 24.03
10−2 37.08 36.26 35.15 34.08 33.16 32.39 31.31 30.68 30.68
P = 18
Noise free 8.39 7.69 7.05 6.77 6.68 6.69 6.94 7.14 4.74
10−6 8.41 7.72 7.07 6.79 6.70 6.72 6.97 7.16 4.77
10−5 8.50 7.80 7.16 6.88 6.79 6.80 7.05 7.24 4.84
10−4 9.41 8.71 8.06 7.76 7.64 7.64 7.86 8.01 5.62
10−3 16.14 15.51 14.79 14.32 14.03 13.90 13.77 13.67 11.55
50−3 31.39 30.48 29.23 28.15 27.28 26.58 25.67 25.12 24.54
10−2 37.54 36.53 35.25 34.07 33.08 32.30 31.18 30.61 30.81
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Table A.9: Percentage of Errors (E(%)) committed in decision maps by LOG-GABOR
WAVELETS at the THIRD RESOLUTION LEVEL (k = 3) for several window sizes against
several SALT&PEPPER NOISE densities (d).
Number of Density




Noise free 39.58 27.48 18.07 12.40 8.99 7.39 6.63 6.45 5.07
10−6 39.58 27.48 18.08 12.41 9.00 7.41 6.66 6.47 5.08
10−5 39.58 27.49 18.10 12.45 9.05 7.46 6.71 6.51 5.12
10−4 39.66 27.69 18.45 12.92 9.66 8.15 7.40 7.14 5.51
10−3 40.22 29.29 21.15 16.61 14.30 13.40 12.84 12.36 9.20
50−3 42.23 34.63 30.09 28.19 27.66 27.37 26.30 25.31 21.25
10−2 43.69 38.39 35.95 35.18 34.71 33.98 32.27 31.15 28.88
P = 2
Noise free 28.13 23.57 17.55 13.05 9.89 8.26 7.38 7.27 5.69
10−6 28.13 23.57 17.55 13.06 9.91 8.28 7.40 7.29 5.70
10−5 28.14 23.59 17.58 13.10 9.96 8.34 7.45 7.33 5.73
10−4 28.33 23.84 17.97 13.61 10.60 9.06 8.23 8.07 6.19
10−3 29.76 25.80 20.81 17.42 15.44 14.60 14.09 13.74 10.27
50−3 34.89 32.58 30.27 29.22 28.85 28.59 27.81 27.05 22.75
10−2 38.73 37.44 36.50 36.10 35.77 35.20 33.78 32.80 30.48
P = 3
Noise free 25.02 22.51 18.17 14.04 10.98 9.36 8.15 7.83 6.11
10−6 25.03 22.51 18.17 14.05 11.00 9.38 8.17 7.86 6.12
10−5 25.04 22.53 18.20 14.09 11.05 9.43 8.22 7.90 6.15
10−4 25.27 22.81 18.59 14.60 11.69 10.17 9.04 8.71 6.69
10−3 27.00 24.95 21.57 18.56 16.61 15.75 15.15 14.75 11.05
50−3 33.12 32.31 31.10 30.31 29.90 29.61 28.91 28.22 23.98
10−2 37.86 37.68 37.30 36.97 36.59 36.04 34.79 33.95 31.68
P = 4
Noise free 22.55 20.67 17.54 14.38 11.61 10.01 8.77 8.50 6.49
10−6 22.56 20.68 17.54 14.39 11.63 10.03 8.80 8.53 6.50
10−5 22.58 20.70 17.58 14.43 11.68 10.09 8.85 8.57 6.53
10−4 22.86 21.05 18.02 14.98 12.35 10.85 9.70 9.42 7.14
10−3 24.97 23.58 21.27 19.03 17.30 16.44 15.84 15.51 11.61
50−3 32.20 31.94 31.36 30.89 30.54 30.28 29.63 29.03 24.87
10−2 37.48 37.61 37.54 37.30 36.91 36.38 35.26 34.52 32.36
P = 5
Noise free 20.83 19.44 16.97 14.23 11.82 10.37 9.39 9.04 6.79
10−6 20.84 19.44 16.98 14.24 11.84 10.39 9.42 9.07 6.81
10−5 20.86 19.47 17.02 14.29 11.89 10.44 9.47 9.12 6.83
10−4 21.22 19.89 17.51 14.88 12.60 11.25 10.35 10.00 7.49
10−3 23.82 22.91 21.20 19.31 17.80 17.05 16.57 16.21 12.27
50−3 32.20 32.14 31.86 31.41 31.04 30.77 30.15 29.56 25.77
10−2 37.81 38.00 37.96 37.66 37.20 36.64 35.62 34.94 33.10
P = 6
Noise free 19.83 18.60 16.50 14.05 12.00 10.72 9.67 9.38 6.94
10−6 19.84 18.61 16.51 14.07 12.03 10.75 9.70 9.41 6.96
10−5 19.86 18.64 16.55 14.12 12.08 10.80 9.75 9.45 6.98
10−4 20.28 19.11 17.10 14.76 12.83 11.64 10.66 10.38 7.68
10−3 23.24 22.50 21.08 19.43 18.16 17.49 16.91 16.61 12.71
50−3 32.36 32.39 32.17 31.74 31.37 31.07 30.39 29.81 26.45
10−2 37.98 38.13 38.08 37.73 37.20 36.66 35.71 35.09 33.45
P = 7
Noise free 19.01 17.96 16.09 13.88 11.98 10.67 9.73 9.41 6.78
10−6 19.02 17.97 16.11 13.90 12.00 10.70 9.76 9.44 6.80
10−5 19.05 18.00 16.14 13.95 12.05 10.75 9.81 9.49 6.83
10−4 19.53 18.51 16.73 14.64 12.85 11.63 10.76 10.45 7.59
10−3 22.90 22.27 21.11 19.60 18.44 17.72 17.14 16.86 13.08
50−3 32.71 32.74 32.51 32.07 31.68 31.30 30.59 30.06 27.08
10−2 38.37 38.44 38.30 37.87 37.31 36.77 35.91 35.37 33.96
P = 8
Noise free 18.06 17.12 15.47 13.48 11.75 10.76 9.88 9.52 7.01
10−6 18.07 17.13 15.48 13.50 11.78 10.79 9.92 9.55 7.04
10−5 18.10 17.17 15.53 13.55 11.83 10.84 9.96 9.60 7.07
10−4 18.63 17.75 16.17 14.30 12.67 11.75 10.93 10.58 7.85
10−3 22.39 21.86 20.79 19.52 18.52 17.93 17.36 17.05 13.40
50−3 32.91 32.92 32.65 32.21 31.79 31.40 30.63 30.07 27.35
10−2 38.49 38.49 38.23 37.76 37.22 36.70 35.85 35.32 34.06
P = 9
Noise free 17.78 16.93 15.13 13.24 11.54 10.57 9.71 9.44 6.94
10−6 17.80 16.95 15.15 13.27 11.57 10.61 9.75 9.47 6.97
10−5 17.82 16.98 15.19 13.30 11.61 10.65 9.79 9.51 7.00
10−4 18.42 17.61 15.90 14.10 12.52 11.61 10.79 10.52 7.85
10−3 22.51 22.02 20.95 19.67 18.68 18.09 17.48 17.18 13.79
50−3 33.29 33.24 32.89 32.35 31.85 31.39 30.59 30.05 27.76
10−2 38.74 38.67 38.31 37.72 37.12 36.59 35.75 35.24 34.19
P = 10
Noise free 17.44 16.53 14.99 13.29 11.64 10.78 10.10 9.86 7.28
10−6 17.47 16.55 15.01 13.32 11.67 10.82 10.14 9.91 7.32
10−5 17.50 16.59 15.06 13.36 11.72 10.87 10.18 9.94 7.35
10−4 18.12 17.25 15.79 14.18 12.64 11.83 11.17 10.93 8.20
10−3 22.41 21.92 20.98 19.89 18.88 18.28 17.71 17.39 14.07
50−3 33.55 33.50 33.11 32.54 31.98 31.49 30.63 30.10 28.04
10−2 38.78 38.65 38.23 37.62 36.98 36.47 35.61 35.13 34.13
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Table A.9: Continuation
Number of Density




Noise free 16.97 16.19 14.69 13.23 11.96 11.16 10.31 10.08 7.51
10−6 17.00 16.22 14.72 13.26 12.00 11.21 10.36 10.13 7.54
10−5 17.04 16.26 14.78 13.32 12.06 11.26 10.41 10.18 7.59
10−4 17.77 17.03 15.62 14.25 13.04 12.29 11.47 11.22 8.53
10−3 22.61 22.21 21.34 20.30 19.44 18.87 18.17 17.77 14.69
50−3 34.02 33.88 33.37 32.74 32.10 31.48 30.57 30.03 28.31
10−2 38.96 38.75 38.22 37.54 36.92 36.36 35.55 35.09 34.19
P = 14
Noise free 17.41 16.82 15.47 14.07 12.74 11.78 10.66 10.52 8.14
10−6 17.43 16.85 15.50 14.11 12.79 11.83 10.71 10.58 8.19
10−5 17.48 16.90 15.55 14.17 12.85 11.89 10.76 10.62 8.23
10−4 18.24 17.68 16.41 15.06 13.81 12.89 11.83 11.66 9.17
10−3 23.28 22.97 22.09 21.04 20.15 19.49 18.65 18.27 15.46
50−3 34.40 34.25 33.66 32.89 32.17 31.51 30.61 30.08 28.60
10−2 39.00 38.76 38.17 37.47 36.82 36.32 35.54 35.09 34.24
P = 16
Noise free 17.38 16.91 15.68 14.18 13.10 12.15 11.19 11.04 8.95
10−6 17.41 16.94 15.72 14.22 13.15 12.19 11.23 11.09 8.98
10−5 17.46 17.00 15.77 14.28 13.21 12.26 11.29 11.14 9.04
10−4 18.27 17.84 16.68 15.23 14.21 13.31 12.36 12.18 9.97
10−3 23.69 23.44 22.60 21.52 20.67 20.02 19.13 18.73 16.11
50−3 34.68 34.43 33.75 32.92 32.16 31.48 30.55 30.03 28.74
10−2 39.05 38.73 38.11 37.41 36.78 36.25 35.43 34.96 34.25
P = 18
Noise free 17.77 17.35 16.09 14.65 13.74 12.98 11.94 11.76 9.59
10−6 17.80 17.38 16.13 14.69 13.79 13.03 11.99 11.81 9.63
10−5 17.84 17.43 16.18 14.75 13.85 13.08 12.04 11.85 9.67
10−4 18.68 18.31 17.12 15.74 14.84 14.09 13.06 12.85 10.56
10−3 24.21 23.97 23.14 22.07 21.30 20.62 19.65 19.20 16.70
50−3 34.92 34.61 33.89 32.99 32.19 31.48 30.53 29.98 28.78
10−2 39.13 38.81 38.16 37.44 36.75 36.17 35.33 34.88 34.27
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Table A.10: Percentage of Errors (E(%)) committed in decision maps by STEERABLE
FILTERS at the ﬁrst resolution level (k = 1) for several window sizes against several
GAUSSIAN NOISE variances (σ2).
Number of Variance




Noise free 32.93 11.53 5.53 4.02 3.86 3.90 4.13 4.25 2.85
10−7 32.93 11.57 5.55 4.03 3.86 3.90 4.13 4.25 2.85
10−6 32.98 11.69 5.63 4.08 3.88 3.91 4.13 4.25 2.85
10−5 33.44 12.50 6.09 4.27 3.94 3.92 4.15 4.27 2.82
10−4 36.74 18.65 10.91 7.11 5.45 4.81 4.62 4.68 3.28
50−4 41.77 29.34 22.28 17.51 14.04 11.66 9.21 8.34 7.31
10−3 43.93 34.23 28.29 23.98 20.66 18.20 15.07 13.67 13.41
P = 2
Noise free 26.40 10.95 6.14 4.72 4.49 4.57 4.82 5.06 3.01
10−7 26.41 10.96 6.15 4.73 4.48 4.57 4.83 5.06 3.01
10−6 26.53 11.05 6.21 4.76 4.50 4.59 4.84 5.07 3.04
10−5 27.18 11.77 6.62 4.93 4.57 4.62 4.86 5.07 3.13
10−4 31.46 17.77 11.40 7.91 6.28 5.67 5.48 5.55 3.69
50−4 38.29 28.46 22.51 18.18 15.05 12.86 10.48 9.57 7.95
10−3 41.28 33.44 28.36 24.40 21.43 19.11 16.24 14.93 14.11
P = 3
Noise free 23.54 10.85 6.36 4.93 4.77 4.75 5.06 5.33 3.34
10−7 23.60 10.85 6.38 4.94 4.77 4.77 5.05 5.33 3.34
10−6 23.71 10.94 6.46 4.99 4.79 4.80 5.06 5.34 3.34
10−5 24.39 11.65 6.92 5.18 4.83 4.85 5.09 5.35 3.34
10−4 29.07 17.59 11.76 8.39 6.72 6.04 5.77 5.86 3.86
50−4 36.70 28.44 22.84 18.63 15.53 13.35 11.02 10.09 8.32
10−3 40.01 33.52 28.78 24.96 21.90 19.66 16.90 15.63 14.49
P = 4
Noise free 22.32 10.41 6.55 5.05 4.74 4.83 5.16 5.41 3.14
10−7 22.36 10.41 6.56 5.04 4.75 4.84 5.16 5.40 3.14
10−6 22.49 10.49 6.62 5.07 4.78 4.88 5.18 5.41 3.17
10−5 23.20 11.24 7.05 5.28 4.86 4.93 5.21 5.44 3.26
10−4 28.00 17.22 11.94 8.61 6.91 6.23 5.96 6.01 3.88
50−4 35.96 27.86 22.79 18.76 15.83 13.75 11.45 10.53 8.55
10−3 39.45 32.89 28.49 24.83 21.98 19.85 17.21 16.01 14.78
P = 5
Noise free 21.37 10.14 6.50 5.13 4.89 4.98 5.26 5.54 3.41
10−7 21.35 10.18 6.51 5.12 4.90 4.99 5.25 5.54 3.41
10−6 21.41 10.28 6.57 5.17 4.94 5.01 5.26 5.55 3.43
10−5 22.05 10.96 7.05 5.40 5.01 5.06 5.31 5.58 3.46
10−4 26.95 16.75 11.93 8.79 7.12 6.39 6.09 6.16 4.01
50−4 35.23 27.57 22.81 19.00 16.06 14.02 11.71 10.80 8.76
10−3 38.83 32.80 28.71 25.12 22.29 20.15 17.52 16.33 14.93
P = 6
Noise free 20.33 9.49 6.61 5.19 4.89 5.00 5.35 5.55 3.21
10−7 20.32 9.52 6.61 5.20 4.89 5.01 5.34 5.54 3.23
10−6 20.42 9.66 6.65 5.24 4.93 5.05 5.36 5.56 3.25
10−5 21.08 10.45 7.08 5.49 5.04 5.09 5.40 5.62 3.34
10−4 26.03 16.29 11.88 8.90 7.26 6.54 6.23 6.26 3.97
50−4 34.52 27.09 22.69 19.01 16.23 14.25 11.92 11.04 8.88
10−3 38.32 32.25 28.36 24.91 22.24 20.18 17.66 16.50 15.03
P = 7
Noise free 19.41 9.57 6.51 5.23 5.00 5.06 5.34 5.66 3.42
10−7 19.44 9.57 6.51 5.24 5.01 5.07 5.34 5.65 3.43
10−6 19.57 9.66 6.57 5.29 5.06 5.11 5.37 5.66 3.48
10−5 20.28 10.33 7.04 5.53 5.14 5.18 5.43 5.70 3.53
10−4 25.32 15.94 11.77 8.94 7.36 6.62 6.29 6.34 4.09
50−4 33.99 26.80 22.61 19.05 16.29 14.32 12.09 11.22 8.98
10−3 37.88 32.09 28.42 25.09 22.37 20.37 17.89 16.76 15.23
P = 8
Noise free 18.70 9.15 6.52 5.20 4.98 5.05 5.44 5.66 3.27
10−7 18.72 9.14 6.51 5.23 4.98 5.06 5.44 5.66 3.28
10−6 18.85 9.23 6.57 5.29 5.00 5.09 5.46 5.68 3.31
10−5 19.58 9.92 6.98 5.55 5.11 5.17 5.52 5.74 3.39
10−4 24.66 15.59 11.69 8.96 7.42 6.71 6.38 6.42 4.04
50−4 33.50 26.44 22.50 19.05 16.44 14.51 12.28 11.39 9.10
10−3 37.51 31.66 28.15 24.91 22.36 20.39 17.99 16.86 15.28
P = 9
Noise free 18.30 9.05 6.45 5.27 5.09 5.19 5.47 5.77 3.48
10−7 18.30 9.06 6.45 5.27 5.08 5.18 5.48 5.77 3.50
10−6 18.41 9.15 6.50 5.31 5.12 5.21 5.49 5.78 3.55
10−5 19.08 9.79 6.93 5.56 5.20 5.27 5.55 5.81 3.56
10−4 24.14 15.31 11.55 8.98 7.52 6.79 6.43 6.48 4.14
50−4 33.15 26.17 22.32 19.04 16.45 14.58 12.42 11.56 9.19
10−3 37.21 31.53 28.14 25.02 22.43 20.49 18.13 17.00 15.34
P = 10
Noise free 17.70 8.79 6.43 5.34 5.07 5.11 5.53 5.76 3.31
10−7 17.71 8.79 6.44 5.33 5.06 5.12 5.53 5.76 3.30
10−6 17.79 8.88 6.48 5.38 5.09 5.15 5.54 5.77 3.33
10−5 18.46 9.51 6.88 5.62 5.21 5.24 5.60 5.83 3.43
10−4 23.63 14.99 11.48 9.00 7.53 6.86 6.51 6.53 4.11
50−4 32.75 25.85 22.21 18.97 16.47 14.66 12.53 11.67 9.23
10−3 36.90 31.18 27.90 24.87 22.43 20.51 18.23 17.15 15.46
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Table A.10: Continuation
Number of Variance




Noise free 16.84 8.54 6.38 5.36 5.08 5.17 5.59 5.82 3.34
10−7 16.85 8.55 6.40 5.36 5.10 5.18 5.58 5.82 3.35
10−6 16.94 8.62 6.43 5.42 5.14 5.21 5.59 5.84 3.38
10−5 17.64 9.19 6.81 5.68 5.28 5.31 5.65 5.88 3.46
10−4 22.84 14.54 11.28 8.99 7.63 6.96 6.61 6.63 4.13
50−4 32.14 25.41 21.99 18.95 16.56 14.80 12.72 11.87 9.35
10−3 36.39 30.75 27.66 24.79 22.45 20.63 18.41 17.37 15.57
P = 14
Noise free 16.21 8.30 6.29 5.38 5.15 5.25 5.63 5.86 3.38
10−7 16.25 8.28 6.28 5.39 5.15 5.24 5.64 5.86 3.39
10−6 16.32 8.34 6.32 5.43 5.18 5.26 5.65 5.88 3.40
10−5 16.99 8.89 6.69 5.68 5.32 5.35 5.69 5.93 3.49
10−4 22.17 14.11 11.08 8.96 7.68 7.06 6.70 6.72 4.17
50−4 31.61 24.99 21.76 18.84 16.59 14.90 12.90 12.06 9.47
10−3 35.97 30.40 27.42 24.69 22.45 20.71 18.53 17.49 15.66
P = 16
Noise free 15.72 8.05 6.08 5.41 5.16 5.29 5.70 5.89 3.40
10−7 15.71 8.08 6.11 5.40 5.16 5.28 5.70 5.89 3.40
10−6 15.78 8.13 6.18 5.43 5.19 5.30 5.71 5.92 3.43
10−5 16.43 8.67 6.59 5.67 5.35 5.39 5.75 5.98 3.52
10−4 21.64 13.76 10.89 8.90 7.71 7.11 6.77 6.79 4.20
50−4 31.18 24.64 21.52 18.77 16.60 14.96 13.00 12.16 9.51
10−3 35.59 30.09 27.20 24.58 22.42 20.74 18.61 17.60 15.74
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Table A.11: Percentage of Errors (E(%)) committed in decision maps by STEERABLE
FILTERS at the ﬁrst resolution level (k = 1) for several window sizes against several
SPECKLE NOISE variances (σ2).
Number of Variance




Noise free 32.93 11.53 5.53 4.02 3.86 3.90 4.13 4.25 2.85
10−6 32.95 11.59 5.55 4.04 3.86 3.90 4.13 4.25 2.85
10−5 33.08 11.85 5.71 4.12 3.88 3.91 4.13 4.24 2.80
10−4 34.34 13.87 6.99 4.76 4.24 4.10 4.27 4.36 2.94
10−3 39.84 24.12 15.97 11.16 8.39 6.86 5.80 5.63 4.35
50−3 44.69 35.53 29.58 25.12 21.65 18.95 15.57 14.04 13.67
10−2 46.27 39.67 35.08 31.43 28.54 26.24 23.23 21.69 22.00
P = 2
Noise free 26.40 10.95 6.14 4.72 4.49 4.57 4.82 5.06 3.01
10−6 26.44 10.96 6.16 4.73 4.49 4.57 4.83 5.06 3.02
10−5 26.64 11.15 6.28 4.78 4.53 4.60 4.84 5.06 3.09
10−4 28.28 13.11 7.54 5.43 4.87 4.81 4.99 5.17 3.30
10−3 35.33 23.17 16.37 11.99 9.34 7.86 6.72 6.49 4.77
50−3 42.07 34.66 29.48 25.28 22.07 19.58 16.54 15.19 14.21
10−2 44.38 38.98 35.05 31.67 28.94 26.73 23.80 22.36 22.12
P = 3
Noise free 23.54 10.85 6.36 4.93 4.77 4.75 5.06 5.33 3.34
10−6 23.61 10.86 6.39 4.95 4.77 4.78 5.05 5.33 3.33
10−5 23.84 11.07 6.53 5.02 4.79 4.82 5.06 5.33 3.31
10−4 25.54 12.93 7.84 5.72 5.12 5.05 5.22 5.45 3.46
10−3 33.36 23.04 16.76 12.54 9.88 8.35 7.17 6.91 4.96
50−3 40.98 34.67 29.91 26.01 22.76 20.30 17.28 15.93 14.63
10−2 43.59 38.95 35.30 32.18 29.58 27.53 24.78 23.43 22.85
P = 4
Noise free 22.32 10.41 6.55 5.05 4.74 4.83 5.16 5.41 3.14
10−6 22.37 10.40 6.58 5.03 4.75 4.85 5.16 5.41 3.15
10−5 22.63 10.61 6.70 5.12 4.81 4.90 5.19 5.42 3.20
10−4 24.43 12.58 8.00 5.87 5.19 5.14 5.35 5.56 3.44
10−3 32.40 22.56 16.83 12.74 10.15 8.64 7.44 7.15 5.08
50−3 40.39 34.15 29.70 25.80 22.67 20.31 17.44 16.18 14.74
10−2 43.11 38.62 35.25 32.15 29.62 27.56 24.77 23.41 22.77
P = 5
Noise free 21.37 10.14 6.50 5.13 4.89 4.98 5.26 5.54 3.41
10−6 21.37 10.19 6.51 5.13 4.91 5.00 5.25 5.54 3.41
10−5 21.54 10.38 6.63 5.21 4.96 5.04 5.27 5.55 3.42
10−4 23.25 12.18 8.01 5.98 5.34 5.27 5.46 5.69 3.59
10−3 31.44 22.11 16.82 12.92 10.35 8.84 7.63 7.32 5.16
50−3 39.83 33.97 29.96 26.31 23.27 20.89 17.96 16.65 15.12
10−2 42.74 38.41 35.35 32.40 29.98 28.01 25.38 24.06 23.26
P = 6
Noise free 20.33 9.49 6.61 5.19 4.89 5.00 5.35 5.55 3.21
10−6 20.33 9.55 6.61 5.20 4.90 5.03 5.35 5.54 3.22
10−5 20.52 9.82 6.72 5.30 4.97 5.06 5.37 5.57 3.28
10−4 22.29 11.71 8.02 6.08 5.40 5.33 5.54 5.75 3.51
10−3 30.62 21.65 16.79 13.03 10.51 9.03 7.80 7.46 5.17
50−3 39.30 33.45 29.66 26.00 23.04 20.76 17.97 16.72 15.11
10−2 42.33 38.08 35.14 32.28 29.84 27.85 25.14 23.81 23.00
P = 7
Noise free 19.41 9.57 6.51 5.23 5.00 5.06 5.34 5.66 3.42
10−6 19.46 9.58 6.51 5.24 5.02 5.08 5.35 5.66 3.45
10−5 19.71 9.79 6.62 5.33 5.07 5.13 5.39 5.67 3.46
10−4 21.48 11.50 7.95 6.12 5.48 5.40 5.58 5.80 3.64
10−3 29.95 21.27 16.68 13.08 10.59 9.12 7.92 7.61 5.31
50−3 38.87 33.29 29.78 26.35 23.41 21.11 18.32 17.09 15.38
10−2 42.06 37.90 35.17 32.40 30.10 28.21 25.60 24.31 23.34
P = 8
Noise free 18.70 9.15 6.52 5.20 4.98 5.05 5.44 5.66 3.27
10−6 18.76 9.16 6.51 5.24 4.98 5.08 5.45 5.67 3.28
10−5 18.99 9.35 6.64 5.36 5.04 5.12 5.48 5.71 3.33
10−4 20.78 11.11 7.90 6.16 5.48 5.41 5.66 5.88 3.55
10−3 29.39 20.91 16.58 13.11 10.73 9.30 8.08 7.73 5.33
50−3 38.52 32.94 29.50 26.08 23.23 21.06 18.40 17.20 15.49
10−2 41.80 37.63 34.98 32.32 30.01 28.11 25.51 24.26 23.21
P = 9
Noise free 18.30 9.05 6.45 5.27 5.09 5.19 5.47 5.77 3.48
10−6 18.33 9.07 6.45 5.26 5.09 5.19 5.48 5.77 3.51
10−5 18.52 9.27 6.55 5.35 5.13 5.22 5.50 5.78 3.52
10−4 20.25 10.93 7.81 6.14 5.56 5.50 5.68 5.91 3.67
10−3 28.85 20.57 16.40 13.09 10.76 9.38 8.18 7.83 5.40
50−3 38.25 32.77 29.54 26.28 23.49 21.31 18.64 17.43 15.60
10−2 41.56 37.44 34.98 32.42 30.20 28.35 25.85 24.61 23.48
P = 10
Noise free 17.70 8.79 6.43 5.34 5.07 5.11 5.53 5.76 3.31
10−6 17.71 8.79 6.43 5.34 5.06 5.13 5.53 5.76 3.31
10−5 17.92 9.00 6.54 5.44 5.13 5.18 5.56 5.79 3.37
10−4 19.68 10.66 7.78 6.22 5.60 5.51 5.75 5.97 3.59
10−3 28.45 20.26 16.31 13.12 10.87 9.49 8.29 7.93 5.42
50−3 37.94 32.44 29.23 26.02 23.28 21.16 18.61 17.45 15.61
10−2 41.36 37.24 34.78 32.29 30.06 28.23 25.74 24.51 23.34
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Table A.11: Continuation
Number of Variance




Noise free 16.84 8.54 6.38 5.36 5.08 5.17 5.59 5.82 3.34
10−6 16.85 8.55 6.40 5.38 5.11 5.19 5.58 5.82 3.35
10−5 17.07 8.72 6.49 5.48 5.18 5.24 5.61 5.85 3.41
10−4 18.85 10.31 7.69 6.23 5.66 5.58 5.81 6.03 3.61
10−3 27.71 19.75 16.06 13.07 10.92 9.58 8.42 8.08 5.48
50−3 37.49 32.05 29.06 25.98 23.36 21.33 18.82 17.65 15.72
10−2 41.00 36.94 34.63 32.26 30.13 28.34 25.91 24.71 23.43
P = 14
Noise free 16.21 8.30 6.29 5.38 5.15 5.25 5.63 5.86 3.38
10−6 16.26 8.28 6.28 5.40 5.15 5.25 5.64 5.86 3.38
10−5 16.44 8.42 6.39 5.50 5.21 5.28 5.66 5.90 3.43
10−4 18.19 9.98 7.55 6.23 5.70 5.63 5.86 6.09 3.64
10−3 27.07 19.29 15.83 13.01 10.99 9.71 8.56 8.21 5.55
50−3 37.08 31.68 28.84 25.87 23.37 21.38 18.94 17.82 15.84
10−2 40.69 36.64 34.49 32.19 30.13 28.40 26.06 24.87 23.51
P = 16
Noise free 15.72 8.05 6.08 5.41 5.16 5.29 5.70 5.89 3.40
10−6 15.71 8.09 6.12 5.40 5.16 5.28 5.70 5.90 3.40
10−5 15.90 8.21 6.27 5.49 5.23 5.32 5.72 5.94 3.46
10−4 17.65 9.73 7.43 6.22 5.73 5.68 5.92 6.14 3.66
10−3 26.53 18.93 15.59 12.94 10.99 9.78 8.67 8.32 5.60
50−3 36.76 31.39 28.67 25.79 23.37 21.45 19.06 17.94 15.92
10−2 40.42 36.39 34.31 32.14 30.13 28.43 26.08 24.91 23.56
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Table A.12: Percentage of Errors (E(%)) committed in decision maps by STEERABLE
FILTERS at the ﬁrst resolution level (k = 1) for several window sizes against several
SALT&PEPPER NOISE densities (d).
Number of Density




Noise free 32.93 11.53 5.53 4.02 3.86 3.90 4.13 4.25 2.85
10−6 32.94 11.54 5.54 4.03 3.87 3.92 4.15 4.27 2.86
10−5 32.95 11.56 5.58 4.07 3.93 3.98 4.21 4.32 2.88
10−4 33.02 11.83 5.99 4.59 4.52 4.64 4.87 4.90 3.15
10−3 33.70 14.18 9.46 8.85 9.38 10.05 10.20 9.83 5.92
50−3 36.43 22.71 21.32 22.43 23.66 24.24 23.29 22.27 16.49
10−2 39.03 29.82 29.98 31.12 31.64 31.32 29.71 28.64 24.85
P = 2
Noise free 26.40 10.95 6.14 4.72 4.49 4.57 4.82 5.06 3.01
10−6 26.40 10.96 6.15 4.73 4.50 4.59 4.84 5.08 3.02
10−5 26.42 10.98 6.18 4.77 4.55 4.64 4.88 5.11 3.04
10−4 26.55 11.27 6.57 5.25 5.10 5.21 5.39 5.54 3.26
10−3 27.54 13.58 9.81 9.27 9.61 9.83 9.78 9.50 5.83
50−3 31.38 22.20 21.08 22.00 22.57 22.26 21.04 20.10 15.42
10−2 34.91 29.26 29.38 30.06 29.79 28.89 27.08 26.03 23.08
P = 3
Noise free 23.54 10.85 6.36 4.93 4.77 4.75 5.06 5.33 3.34
10−6 23.55 10.86 6.37 4.95 4.78 4.77 5.07 5.35 3.35
10−5 23.56 10.88 6.41 4.99 4.83 4.82 5.12 5.39 3.37
10−4 23.71 11.18 6.82 5.49 5.38 5.43 5.70 5.88 3.62
10−3 24.89 13.54 10.24 9.60 9.94 10.35 10.47 10.24 6.25
50−3 29.41 22.42 21.83 22.48 23.16 23.31 22.35 21.46 16.24
10−2 33.69 29.78 30.21 30.74 30.74 30.25 28.65 27.66 24.20
P = 4
Noise free 22.32 10.41 6.55 5.05 4.74 4.83 5.16 5.41 3.14
10−6 22.32 10.42 6.56 5.06 4.76 4.85 5.17 5.42 3.15
10−5 22.34 10.44 6.60 5.10 4.81 4.90 5.22 5.47 3.18
10−4 22.51 10.75 6.99 5.58 5.36 5.48 5.78 5.96 3.45
10−3 23.96 13.23 10.30 9.58 9.88 10.23 10.40 10.23 6.14
50−3 29.25 22.34 21.64 22.30 22.84 22.74 21.84 21.05 16.11
10−2 33.98 29.70 29.87 30.29 30.12 29.42 27.88 26.99 23.83
P = 5
Noise free 21.37 10.14 6.50 5.13 4.89 4.98 5.26 5.54 3.41
10−6 21.37 10.15 6.51 5.14 4.91 4.99 5.28 5.55 3.42
10−5 21.38 10.17 6.55 5.18 4.95 5.04 5.33 5.60 3.44
10−4 21.55 10.48 6.97 5.69 5.52 5.65 5.93 6.14 3.72
10−3 22.95 13.03 10.43 9.87 10.20 10.65 10.91 10.77 6.47
50−3 28.33 22.23 22.04 22.80 23.47 23.61 22.84 22.08 16.78
10−2 33.24 29.70 30.38 30.95 30.95 30.47 29.08 28.20 24.72
P = 6
Noise free 20.33 9.49 6.61 5.19 4.89 5.00 5.35 5.55 3.21
10−6 20.34 9.50 6.62 5.20 4.90 5.02 5.37 5.57 3.22
10−5 20.35 9.52 6.66 5.24 4.95 5.07 5.42 5.61 3.25
10−4 20.54 9.85 7.05 5.74 5.51 5.66 6.01 6.16 3.54
10−3 22.12 12.50 10.41 9.81 10.12 10.55 10.86 10.73 6.40
50−3 28.10 21.98 21.84 22.55 23.17 23.19 22.48 21.79 16.58
10−2 33.32 29.53 30.02 30.54 30.45 29.88 28.53 27.68 24.34
P = 7
Noise free 19.41 9.57 6.51 5.23 5.00 5.06 5.34 5.66 3.42
10−6 19.41 9.57 6.52 5.24 5.01 5.08 5.36 5.68 3.43
10−5 19.43 9.60 6.56 5.28 5.06 5.14 5.42 5.73 3.46
10−4 19.66 9.92 6.99 5.80 5.64 5.75 6.04 6.30 3.75
10−3 21.42 12.61 10.50 10.05 10.38 10.82 11.15 11.10 6.69
50−3 27.82 22.18 22.25 23.05 23.69 23.85 23.20 22.53 17.20
10−2 33.28 29.79 30.51 31.10 31.09 30.64 29.38 28.58 25.16
P = 8
Noise free 18.70 9.15 6.52 5.20 4.98 5.05 5.44 5.66 3.27
10−6 18.71 9.16 6.53 5.21 4.99 5.07 5.46 5.68 3.28
10−5 18.73 9.19 6.57 5.25 5.04 5.12 5.52 5.73 3.31
10−4 18.96 9.51 6.98 5.76 5.62 5.73 6.13 6.30 3.62
10−3 20.79 12.27 10.45 9.96 10.31 10.73 11.14 11.07 6.66
50−3 27.49 22.00 22.10 22.82 23.43 23.51 22.93 22.29 17.09
10−2 33.11 29.74 30.32 30.77 30.71 30.22 28.97 28.20 24.92
P = 9
Noise free 18.30 9.05 6.45 5.27 5.09 5.19 5.47 5.77 3.48
10−6 18.30 9.06 6.46 5.28 5.10 5.20 5.49 5.79 3.49
10−5 18.33 9.09 6.50 5.33 5.15 5.26 5.55 5.84 3.52
10−4 18.58 9.43 6.93 5.85 5.74 5.88 6.19 6.44 3.84
10−3 20.55 12.32 10.56 10.19 10.54 11.01 11.40 11.37 6.96
50−3 27.61 22.29 22.49 23.28 23.91 24.07 23.53 22.90 17.66
10−2 33.48 30.07 30.73 31.25 31.24 30.83 29.66 28.88 25.61
P = 10
Noise free 17.70 8.79 6.43 5.34 5.07 5.11 5.53 5.76 3.31
10−6 17.71 8.80 6.44 5.35 5.09 5.13 5.55 5.78 3.32
10−5 17.73 8.83 6.49 5.40 5.14 5.19 5.61 5.83 3.35
10−4 17.98 9.18 6.92 5.91 5.72 5.82 6.25 6.44 3.69
10−3 20.05 12.10 10.53 10.18 10.50 10.92 11.39 11.36 6.90
50−3 27.40 22.24 22.44 23.16 23.72 23.84 23.33 22.75 17.63
10−2 33.33 30.07 30.62 31.06 31.02 30.55 29.41 28.65 25.53
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Table A.12: Continuation
Number of Density




Noise free 16.84 8.54 6.38 5.36 5.08 5.17 5.59 5.82 3.34
10−6 16.85 8.54 6.39 5.37 5.10 5.19 5.61 5.84 3.36
10−5 16.87 8.58 6.43 5.42 5.15 5.25 5.66 5.89 3.39
10−4 17.15 8.95 6.88 5.95 5.75 5.88 6.31 6.51 3.75
10−3 19.48 12.06 10.64 10.33 10.62 11.04 11.53 11.52 7.14
50−3 27.52 22.64 22.75 23.37 23.86 23.95 23.49 22.93 18.05
10−2 33.71 30.54 30.90 31.19 31.10 30.62 29.52 28.79 25.94
P = 14
Noise free 16.21 8.30 6.29 5.38 5.15 5.25 5.63 5.86 3.38
10−6 16.22 8.30 6.30 5.40 5.16 5.27 5.66 5.88 3.39
10−5 16.25 8.34 6.34 5.44 5.22 5.32 5.71 5.94 3.43
10−4 16.57 8.75 6.81 5.99 5.83 5.97 6.38 6.57 3.82
10−3 19.12 12.05 10.73 10.49 10.78 11.19 11.67 11.68 7.36
50−3 27.75 23.07 23.12 23.65 24.05 24.14 23.67 23.13 18.52
10−2 34.13 31.03 31.19 31.37 31.24 30.77 29.69 28.99 26.36
P = 16
Noise free 15.72 8.05 6.08 5.41 5.16 5.29 5.70 5.89 3.40
10−6 15.73 8.06 6.09 5.43 5.18 5.31 5.73 5.91 3.41
10−5 15.75 8.10 6.14 5.48 5.23 5.36 5.78 5.97 3.44
10−4 16.10 8.54 6.64 6.04 5.86 6.02 6.46 6.62 3.85
10−3 18.83 12.08 10.76 10.62 10.89 11.29 11.78 11.79 7.55
50−3 27.99 23.52 23.45 23.90 24.21 24.27 23.82 23.29 18.91
10−2 34.49 31.49 31.49 31.53 31.34 30.86 29.81 29.13 26.75
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Table A.13: Percentage of Errors (E(%)) committed in decision maps by diﬀerent
WAVELET FAMILIES at the ﬁrst resolution level (k = 1) for several window sizes against
several GAUSSIAN NOISE variances (σ2) (see Fig. 3.14).
Wavelet Variance




Noise free 21.08 8.00 4.60 3.94 3.82 4.08 4.40 4.63 2.61
Daubechies 10−7 21.09 7.99 4.62 3.93 3.83 4.08 4.41 4.62 2.61
10−6 21.21 8.07 4.69 3.95 3.85 4.08 4.42 4.64 2.63
10−5 22.41 9.10 5.07 4.16 3.98 4.15 4.47 4.71 2.68
10−4 29.35 16.99 10.28 7.03 5.68 5.21 5.16 5.32 3.16
50−4 38.17 29.89 24.03 19.98 17.01 14.86 12.24 11.17 9.17
10−3 41.39 35.04 30.03 26.68 24.13 22.22 19.64 18.38 17.24
'sym4'
Noise free 21.34 8.35 4.34 3.40 3.08 3.25 3.74 3.98 1.85
Symlets 10−7 21.36 8.37 4.36 3.39 3.08 3.26 3.74 3.98 1.85
10−6 21.42 8.46 4.42 3.41 3.10 3.29 3.76 3.98 1.86
10−5 22.67 9.63 4.92 3.64 3.24 3.38 3.81 4.04 1.89
10−4 29.53 17.87 10.77 6.92 5.11 4.51 4.44 4.58 2.43
50−4 37.95 30.06 24.42 20.23 16.86 14.34 11.48 10.39 8.42
10−3 41.21 34.91 30.09 26.69 24.00 21.82 19.06 17.73 16.71
'bior4.4'
Noise free 20.96 8.12 4.14 3.26 3.06 3.31 3.80 4.00 1.73
Biorthogonal 10−7 20.97 8.14 4.13 3.26 3.07 3.30 3.80 4.01 1.72
10−6 21.12 8.24 4.21 3.30 3.09 3.32 3.81 4.02 1.73
10−5 22.43 9.43 4.76 3.51 3.21 3.38 3.84 4.05 1.75
10−4 29.72 18.18 11.13 7.18 5.28 4.63 4.52 4.66 2.35
50−4 38.21 30.50 25.00 20.99 17.69 15.20 12.33 11.16 9.29
10−3 41.32 35.20 30.60 27.31 24.70 22.62 19.91 18.62 17.70
'bior4.4'
Noise free 20.85 5.36 3.77 4.19 4.75 5.33 6.54 7.08 2.49
Decimated 10−7 20.85 5.31 3.76 4.24 4.77 5.35 6.54 7.06 2.50
Biorthogonal 10−6 20.62 5.36 3.71 4.19 4.76 5.34 6.57 7.11 2.48
10−5 22.20 6.12 3.99 4.39 4.88 5.41 6.59 7.10 2.52
10−4 29.21 11.58 5.96 5.20 5.57 5.87 7.02 7.59 2.71
50−4 37.81 25.90 19.50 15.65 13.21 11.73 11.40 11.49 8.17
10−3 41.47 30.86 25.79 22.11 19.02 16.57 14.92 14.92 12.12
'dmey'
Noise free 19.44 7.37 4.18 3.45 3.38 3.64 4.20 4.43 2.34
Meyer 10−7 19.46 7.38 4.19 3.45 3.38 3.65 4.20 4.43 2.32
10−6 19.60 7.51 4.22 3.49 3.41 3.66 4.19 4.44 2.33
10−5 20.97 8.68 4.69 3.66 3.50 3.70 4.21 4.47 2.35
10−4 28.61 17.35 10.67 7.08 5.46 4.88 4.82 4.98 2.85
50−4 37.79 30.19 24.69 20.81 17.71 15.38 12.63 11.46 9.62
10−3 41.09 35.11 30.50 27.26 24.70 22.72 20.11 18.86 17.87
(3 orientations)
Noise free 23.54 10.85 6.36 4.93 4.77 4.75 5.06 5.33 3.34
Steerable 10−7 23.60 10.85 6.38 4.94 4.77 4.77 5.05 5.33 3.34
10−6 23.71 10.94 6.46 4.99 4.79 4.80 5.06 5.34 3.34
10−5 24.39 11.65 6.92 5.18 4.83 4.85 5.09 5.35 3.34
10−4 29.07 17.59 11.76 8.39 6.72 6.04 5.77 5.86 3.86
50−4 36.70 28.44 22.84 18.63 15.53 13.35 11.02 10.09 8.32
10−3 40.01 33.52 28.78 24.96 21.90 19.66 16.90 15.63 14.49
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Table A.14: Percentage of Errors (E(%)) committed in decision maps by diﬀerent
WAVELET FAMILIES at the ﬁrst resolution level (k = 1) for several window sizes against
several SPECKLE NOISE variances (σ2).
Wavelet Variance




Noise free 21.08 8.00 4.60 3.94 3.82 4.08 4.40 4.63 2.61
Daubechies 10−6 21.12 8.00 4.64 3.93 3.83 4.07 4.41 4.62 2.61
10−5 21.44 8.26 4.73 3.98 3.87 4.08 4.42 4.65 2.64
10−4 23.88 10.44 5.74 4.46 4.22 4.30 4.60 4.83 2.74
10−3 33.98 22.71 15.36 11.05 8.58 7.33 6.40 6.26 4.09
50−3 42.20 35.77 30.20 26.00 22.85 20.46 17.46 16.17 14.44
10−2 44.65 39.96 35.59 32.05 29.10 26.84 23.78 22.28 20.93
'sym4'
Noise free 21.34 8.35 4.34 3.40 3.08 3.25 3.74 3.98 1.85
Symlets 10−6 21.39 8.39 4.37 3.38 3.08 3.26 3.75 3.98 1.85
10−5 21.64 8.67 4.50 3.45 3.14 3.31 3.77 3.99 1.86
10−4 24.23 11.14 5.77 4.03 3.50 3.54 3.92 4.14 1.98
10−3 33.97 23.28 15.86 11.17 8.33 6.73 5.69 5.56 3.27
50−3 41.93 35.47 29.85 25.58 22.27 19.81 16.73 15.39 13.49
10−2 44.33 39.51 34.92 31.26 28.36 25.99 22.88 21.45 20.12
'bior4.4'
Noise free 20.96 8.12 4.14 3.26 3.06 3.31 3.80 4.00 1.73
Biorthogonal 10−6 21.00 8.15 4.14 3.26 3.07 3.30 3.80 4.02 1.73
10−5 21.32 8.42 4.28 3.32 3.12 3.33 3.81 4.03 1.73
10−4 24.10 11.08 5.66 3.96 3.49 3.55 3.95 4.17 1.87
10−3 34.17 23.69 16.38 11.65 8.68 7.03 5.88 5.71 3.41
50−3 42.13 35.82 30.28 26.16 22.87 20.42 17.38 16.04 14.39
10−2 44.54 39.88 35.32 31.74 28.90 26.55 23.48 22.04 21.01
'bior4.4'
Noise free 20.85 5.36 3.77 4.19 4.75 5.33 6.54 7.08 2.49
Decimated 10−6 20.74 5.42 3.73 4.29 4.77 5.34 6.56 7.05 2.52
Biorthogonal 10−5 20.99 5.40 3.72 4.13 4.73 5.35 6.54 7.05 2.51
10−4 24.25 6.84 4.27 4.40 4.85 5.46 6.71 7.30 2.52
10−3 34.15 16.89 9.14 6.68 5.82 5.87 7.18 7.85 3.18
50−3 41.98 30.12 22.90 18.58 15.96 14.84 14.12 14.16 10.06
10−2 44.75 36.49 30.18 25.88 23.45 21.02 18.55 17.98 15.33
'dmey'
Noise free 19.44 7.37 4.18 3.45 3.38 3.64 4.20 4.43 2.34
Meyer 10−6 19.50 7.42 4.19 3.46 3.39 3.66 4.20 4.44 2.33
10−5 19.87 7.70 4.31 3.51 3.41 3.66 4.19 4.44 2.33
10−4 22.85 10.39 5.60 4.11 3.76 3.83 4.28 4.55 2.44
10−3 33.51 23.23 16.12 11.58 8.78 7.27 6.20 6.05 3.83
50−3 41.92 35.76 30.32 26.22 23.02 20.61 17.68 16.39 14.63
10−2 44.40 39.83 35.41 31.98 29.21 27.02 24.04 22.59 21.24
(3 orientations)
Noise free 23.54 10.85 6.36 4.93 4.77 4.75 5.06 5.33 3.34
Steerable 10−6 23.61 10.86 6.39 4.95 4.77 4.78 5.05 5.33 3.33
10−5 23.84 11.07 6.53 5.02 4.79 4.82 5.06 5.33 3.31
10−4 25.54 12.93 7.84 5.72 5.12 5.05 5.22 5.45 3.46
10−3 33.36 23.04 16.76 12.54 9.88 8.35 7.17 6.91 4.96
50−3 40.98 34.67 29.91 26.01 22.76 20.30 17.28 15.93 14.63
10−2 43.59 38.95 35.30 32.18 29.58 27.53 24.78 23.43 22.85
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Table A.15: Percentage of Errors (E(%)) committed in decision maps by diﬀerent
WAVELET FAMILIES at the ﬁrst resolution level (k = 1) for several window sizes against
several SALT&PEPPER NOISE densities (d).
Wavelet Density




Noise free 21.08 8.00 4.60 3.94 3.82 4.08 4.40 4.63 2.61
Daubechies 10−6 21.08 8.00 4.61 3.95 3.84 4.10 4.42 4.64 2.61
10−5 21.09 8.03 4.63 3.99 3.88 4.15 4.46 4.68 2.64
10−4 21.35 8.61 5.42 4.95 4.99 5.31 5.56 5.67 3.24
10−3 23.20 12.81 10.94 11.48 12.24 12.81 12.53 12.02 7.66
50−3 29.71 26.13 26.79 27.80 27.80 27.13 25.11 23.98 20.82
10−2 35.39 35.23 35.69 35.05 33.50 32.05 29.89 28.78 28.00
'sym4'
Noise free 21.34 8.35 4.34 3.40 3.08 3.25 3.74 3.98 1.85
Symlets 10−6 21.35 8.36 4.35 3.40 3.09 3.27 3.75 3.99 1.85
10−5 21.35 8.37 4.37 3.43 3.12 3.30 3.79 4.02 1.87
10−4 21.50 8.69 4.83 4.04 3.83 4.10 4.55 4.70 2.21
10−3 22.60 11.10 8.42 8.67 9.19 10.03 10.23 9.88 5.08
50−3 26.72 19.78 20.29 22.30 23.26 23.80 22.62 21.62 15.37
10−2 30.98 27.61 29.41 30.81 30.64 29.96 28.13 27.09 23.24
'bior4.4'
Noise free 20.96 8.12 4.14 3.26 3.06 3.31 3.80 4.00 1.73
Biorthogonal 10−6 20.96 8.12 4.15 3.27 3.07 3.32 3.82 4.01 1.73
10−5 20.97 8.13 4.16 3.29 3.10 3.35 3.85 4.05 1.75
10−4 21.13 8.45 4.63 3.90 3.82 4.18 4.67 4.79 2.11
10−3 22.33 10.86 8.18 8.40 9.09 10.08 10.48 10.16 5.01
50−3 26.73 19.55 20.04 21.96 23.23 24.00 23.13 22.16 15.50
10−2 31.15 27.34 29.13 30.58 30.75 30.25 28.63 27.62 23.35
'bior4.4'
Noise free 20.85 5.36 3.77 4.19 4.75 5.33 6.54 7.08 2.49
Decimated 10−6 20.85 5.36 3.77 4.19 4.75 5.33 6.54 7.08 2.49
Biorthogonal 10−5 20.85 5.36 3.77 4.19 4.75 5.33 6.54 7.08 2.49
10−4 21.08 5.95 4.69 5.34 5.57 5.55 6.59 7.15 2.81
10−3 22.15 9.91 11.08 12.19 10.18 9.10 8.73 8.78 3.96
50−3 27.08 22.77 24.22 22.26 19.30 16.50 13.31 11.99 9.59
10−2 31.46 32.06 31.89 28.79 26.48 24.83 23.13 22.15 20.10
'dmey'
Noise free 19.44 7.37 4.18 3.45 3.38 3.64 4.20 4.43 2.34
Meyer 10−6 19.44 7.37 4.19 3.46 3.39 3.66 4.21 4.45 2.35
10−5 19.45 7.39 4.21 3.49 3.42 3.69 4.25 4.48 2.37
10−4 19.80 7.92 4.84 4.22 4.24 4.60 5.20 5.36 2.89
10−3 22.22 11.72 9.39 9.39 10.00 10.89 11.62 11.45 6.90
50−3 29.99 23.61 23.25 24.26 25.10 25.65 25.17 24.41 19.47
10−2 35.85 32.02 32.37 32.81 32.62 32.05 30.67 29.81 27.21
(3 orientations)
Noise free 23.54 10.85 6.36 4.93 4.77 4.75 5.06 5.33 3.34
Steerable 10−6 23.55 10.86 6.37 4.95 4.78 4.77 5.07 5.35 3.35
10−5 23.56 10.88 6.41 4.99 4.83 4.82 5.12 5.39 3.37
10−4 23.71 11.18 6.82 5.49 5.38 5.43 5.70 5.88 3.62
10−3 24.89 13.54 10.24 9.60 9.94 10.35 10.47 10.24 6.25
50−3 29.41 22.42 21.83 22.48 23.16 23.31 22.35 21.46 16.24
10−2 33.69 29.78 30.21 30.74 30.74 30.25 28.65 27.66 24.20
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A.2 Data presented in Sec. 3.5.3
Table A.16: Percentage of Errors (E(%)) committed in decision maps by the WIGNER-
VILLE DISTRIBUTION for several window sizes and the Multisize Windows technique
against several GAUSSIAN NOISE variances (σ2), SPECKLE NOISE variances (σ2) and
SALT&PEPPER NOISE densities (d) (see Fig. 3.18).
Noise Variance/Density
N = 3 N = 7 N = 15 N = 31
Multisize
Type σ2/d Windows
Noise free 3.35 1.15 1.53 4.42 0.90
Gaussian
0.005 19.05 4.76 2.43 5.13 1.59
0.01 26.25 9.19 3.39 4.90 1.68
0.02 33.90 18.02 7.15 6.11 3.49
0.04 40.50 28.37 14.99 9.24 5.01
0.08 45.62 39.46 29.82 20.22 19.89
speckle
0.01 11.93 2.74 2.21 5.27 1.05
0.02 17.18 4.62 2.55 5.48 1.24
0.04 23.87 8.94 4.66 6.34 1.62
0.08 32.28 16.26 10.48 11.57 6.46
0.16 40.01 25.46 16.50 17.41 15.74
salt&pepper
0.01 8.64 8.82 3.84 5.04 1.96
0.02 14.46 13.98 6.30 6.06 3.76
0.04 21.19 18.91 8.31 5.51 3.52
0.08 31.69 25.28 13.84 6.88 3.94
0.16 40.23 31.75 20.74 9.73 7.02
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A.3 Data presented in Sec. 3.5.4
Table A.17: Percentage of Errors (E(%)) committed in decision maps by the WIGNER-
VILLE DISTRIBUTION for several window sizes against several GAUSSIAN NOISE vari-
ances (σ2), SPECKLE NOISE variances (σ2) and SALT&PEPPER NOISE densities (d).
Noise Variance/Density
N = 3 N = 7 N = 15 N = 31Type σ2/d
Noise free 15.53 12.77 12.08 12.45
Gaussian
0.005 15.52 12.76 12.08 12.45
0.01 15.51 12.76 12.09 12.46
0.02 15.52 12.75 12.1 12.46
0.04 15.58 12.81 12.1 12.44
0.08 16.65 13.32 12.35 12.64
speckle
0.01 15.5 12.78 12.07 12.45
0.02 15.72 12.91 12.12 12.48
0.04 17.84 13.97 12.62 12.81
0.08 25.3 19.24 16.34 15.25
0.016 37.6 31.37 26.89 24.12
salt&pepper
0.01 15.53 12.77 12.08 12.45
0.02 15.54 12.79 12.12 12.51
0.04 15.59 12.96 12.48 13.09
0.08 16.07 14.31 14.9 16.59
0.16 21.2 26.71 32.85 36.17
Table A.18: Percentage of Errors (E(%)) committed in decision maps by the LOG-GABOR
WAVELETS (k = 1 and P = 3) for several window sizes against several GAUSSIAN NOISE
variances (σ2), SPECKLE NOISE variances (σ2) and SALT&PEPPER NOISE densities
(d).
Noise Variance/Density
N = 3 N = 7 N = 15 N = 31Type σ2/d
Noise free 5.38 5.63 5.92 6.43
Gaussian
0.005 5.39 5.62 5.92 6.43
0.01 5.43 5.65 5.93 6.44
0.02 5.8 5.86 6.1 6.54
0.04 9.52 8.32 7.78 7.53
0.08 18.31 16.15 14.61 12.76
speckle
0.01 5.39 5.62 5.92 6.43
0.02 5.44 5.66 5.95 6.45
0.04 6.06 6 6.19 6.62
0.08 11.78 10.12 9.18 8.44
0.16 21.44 19.09 17.33 15.18
salt&pepper
0.01 5.39 5.63 5.93 6.43
0.02 5.42 5.66 5.96 6.47
0.04 5.71 6.01 6.34 6.82
0.08 8.36 9.02 9.45 9.63
0.16 16.8 17.59 17.62 16.69
