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Abstract
Let (Vt ) be a stationary and β-mixing diffusion with unknown drift and diffusion coefficient. The
integrated process X t =
∫ t
0 Vsds is observed at discrete times with regular sampling interval 1. For both
the drift function and the diffusion coefficient of the unobserved diffusion (Vt ), we build nonparametric
adaptive estimators based on a penalized least square approach. We derive risk bounds for the estimators.
Interpreting these bounds through the asymptotic framework of high frequency data, we show that our
estimators reach the minimax optimal rates of convergence, under some constraints on the sampling interval.
The algorithms of estimation are implemented for several examples of diffusion models.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, we consider the following two-dimensional process
dX t = Vt dt, X0 = 0,
dVt = b(Vt )dt + σ(Vt )dWt , t ≥ 0, V0 = η, (1)
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where (Wt ) is a standard Brownian motion and η a real random variable independent of (Wt ).
Our aim is to estimate the unknown functions b and σ 2 when only the first component (X t ) is
observed at discrete equispaced times, k1, k = 1, . . . , n + 2. Our estimation procedure will be
based on the following equivalent set of data
1
1
(X(k+1)1 − Xk1) = V¯k ≡ 1
1
∫ (k+1)1
k1
Vsds, k ≤ n + 1. (2)
Integrated diffusion processes are of common use for modelling purposes in the field of
engineering and physics. For instance, (Vt ) may represent the velocity of a particle and (X t )
its coordinate (see e.g. [25, 114–115]). Other concrete examples where these processes are
considered can be found in [24] or in [15]. It is worth noting that the component (X t ) provides a
simple model for non-Markovian observations or increasing observations when Vt is positive.
Statistical inference for discretely observed diffusion processes has been widely investigated
recently (see e.g. [28,23,17,9,3,2,7]). For what concerns integrated diffusions, parametric
frameworks have been considered. Ditlevsen and Sørensen [15] use prediction-based estimating
functions (see [26]) and special parametric models for the underlying diffusion. Parametric
inference for integrated diffusion processes has been also addressed by Gloter [19,20] and Gloter
and Gobet [21]. For ergodic underlying diffusion models, in the high frequency framework, [20]
introduces a general contrast function and proves the consistency and asymptotic normality of
the resulting estimators of the parameters.
To our knowledge, nonparametric inference for integrated diffusion processes has never been
studied up to now. In contrast, nonparametric estimation of b and σ 2 when discrete observations
(Vk1)1≤k≤n are available has been the subject of several contributions. In particular, in Hoffmann
[22], minimax rates of convergence over Besov smoothness classes are exhibited and adaptive
estimators based on wavelet thresholding are built. These estimators achieve optimal rates of
convergence, up to a logarithmic factor, but are difficult to implement in practice. In a previous
work [10], we proposed nonparametric estimators based on a penalized mean square approach.
These estimators have optimality properties and can be implemented through feasible algorithms.
In the present paper, we study how to extend the penalized mean square method to build
estimators of b and σ 2 based on the observations (2). The extension is not immediate and raises
specific problems especially for the estimation of σ 2. The process given by (1) is supposed to
be strictly stationary and to satisfy other standard assumptions. The construction of estimators
relies on regression-type equations which are as follows
Y (i)k+1 = f (i)(V¯k)+ noise+ remainder,
for i = 1, 2, where
Y (1)k+1 :=
V¯k+2 − V¯k+1
1
, f (1) = b, Y (2)k+1 :=
3
21
(V¯k+2 − V¯k+1)2,
f (2) = σ 2. (3)
The lag of order 21 is necessary to avoid cumbersome correlations and the correcting factor 3/2
is specific to integrated observations (see [19]).
Choosing a collection of finite dimensional spaces, we use the regression-type equation
to construct adaptive estimators by penalized mean square contrast. As is usual with these
methods, the risk of an estimator f˜ of f = b or σ 2 is measured by E(‖ f˜ − f ‖2n) where
‖ f˜ − f ‖2n = 1n
∑n
k=1( f˜ (V¯k)− f (V¯k))2.We obtain bounds for the risks which can be interpreted
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as n→+∞, 1 = 1n → 0, n1n →+∞ in comparison with Hoffmann’s results. The adaptive
estimator b˜ automatically achieves the optimal nonparametric rate. For the diffusion coefficient
estimator σ˜ 2, the optimal rate can be attained under additional conditions on 1n .
The paper is organized as follows. Section 2 contains the assumptions on the model and
constraints on 1n imposed by the nonparametric method (n1n/ ln2(n) → +∞). Several
collections of spaces are described. We propose spaces generated by trigonometric or wavelet
bases which are smooth, and spaces generated by piecewise polynomials. These are unsmooth
but much more flexible for practical implementation. In Section 3, estimators are defined and
our main theorem is stated (Theorem 3.1). Rates of convergence are discussed in Section 4. In
Section 5, we present examples of models and numerical simulation results. Discrete sampling
of diffusion models and of their corresponding integrated processes are simulated to create data
sets. Then, a comparative study of the estimators based on the direct discrete observations and
on the integrated observations is performed and discussed. Proofs are gathered in Sections 6–8.
2. The assumptions
2.1. Model assumptions.
Let (Vt )t≥0 be given by (1) and assume that only integrals (V¯k)1≤k≤n+1 given by (2) are
observed. We want to estimate the drift function b and the square of the diffusion coefficient σ 2
when V is stationary.
We assume that the state space of (Vt ) is a known open interval
◦
I= (r0, r1), −∞ ≤ r0 <
r1 ≤ +∞ (where
◦
I denotes the interior of the interval I ) of the real line, we denote by 1(r0,r1) the
indicator of (r0, r1) and we define I = [r0, r1] ∩R. Let also s(v) = exp
[
−2 ∫ v
v0
b(u)/σ 2(u)du
]
be the scale density, m(v) = 1/(σ 2(v)s(v)) be the speed density and consider the following set
of assumptions.
[A1] The function b belongs to C1(I ), b′ is bounded on I , σ(v) > 0, for all v ∈ ◦I , σ 2 ∈ C2(I ),
(σ 2)′σ is Lipschitz on I, (σ 2)′′ is bounded on I and σ 2(v) ≤ σ 21 for all v in I .
[A2] For all v0, v ∈
◦
I , the scale density s(v) satisfies
∫
r0
s(x)dx = +∞ = ∫ r1 s(x)dx , and the
speed density m(v) = 1/(σ 2(v)s(v)) satisfies ∫ r1r0 m(v)dv = M < +∞.
[A3] η ∼ pi and E(η12) <∞, where pi(v)dv = (m(v)/M)1(r0,r1)(v)dv.
Under [A1]–[A3], (Vt ) is strictly stationary with marginal distribution pi , ergodic and β-mixing,
i.e. limt→+∞ βV (t) = 0. Here, βV (t) denotes the β-mixing coefficient of (Vt ) and is given by
βV (t) =
∫ r1
r0
pi(v)dv‖Pt (v, dv′)− pi(v′)dv′‖T V .
The norm ‖.‖T V is the total variation norm and Pt denotes the transition probability of (Vt ) (see
[18]). To prove our main result, we need the stronger mixing condition [A4], which is satisfied
in most standard examples:
[A4] The process (Vt ) is exponentially β-mixing, i.e., there exist constants K > 0, θ > 0, such
that, for all t ≥ 0, βV (t) ≤ K e−θ t .
Under [A1]–[A4], for fixed 1, (V¯k)k≥0 is a strictly stationary process. Since its β-mixing
coefficients βV¯ (k) satisfy βV¯ (k) ≤ βV (k1), V¯k is exponentially β-mixing.
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The functions b and σ 2 are estimated only on a compact subset A of the state space
◦
I . For
simplicity and without loss of generality, we assume from now on that
A = [0, 1], (4)
and set
bA = b1A, σA = σ1A. (5)
The following assumption on the marginal density of the stationary process (V¯k)k≥0 is
required:
[A5] The process (V¯k)k≥0 admits a stationary density p¯i1 and there exist two positive numbers
p¯i0 and p¯i1 (independent of 1) such that
0 < p¯i0 ≤ p¯i1(x) ≤ p¯i1, ∀x ∈ [0, 1]. (6)
The existence of the density p¯i1 of V¯0 is obtained under rather mild conditions on b and σ
(see e.g. [25] or [12]). Proposition 2.1 below gives sufficient conditions ensuring (6).
Proposition 2.1. Assume that b, σ are defined on R and C1, that b, b′, σ, σ ′ are bounded and
that σ(.) ≥ σ0 > 0. Then, on any compact interval K ⊂ R, there exist constants c,C depending
only on the bounds of b and σ and their derivatives and not on 1, such that
∀v ∈ K , c ≤ p¯i1(v) ≤ C.
Below, we use the notations:
‖t‖2p¯i =
∫
t2(x)p¯i1(x)dx, ‖t‖2 =
∫ 1
0
t2(x)dx and ‖t‖∞ = sup
x∈[0,1]
|t (x)|. (7)
The nonparametric method requires the following asymptotic framework, in relation with
condition [A7] below.
[A6] 1 = 1n is such that 1n → 0, n1n/ ln2(n)→+∞ when n→+∞.
2.2. Spaces of approximation
We consider four families of finite dimensional linear subspaces of L2([0, 1]). They are all
characterized by a collection (Sm)m∈Mn of linear Dm-dimensional subspaces of a maximal linear
space Sn with dimension Nn .
To define the first two collections, we introduce (Q`, ` ≥ 0) the Legendre polynomials (see
[1], p. 774) defined by Q`(x) = (d`/dx`)(x2 − 1)`. For any interval J = [a0, a1[, let us set
ϕJ,`(x) =
√
(a1 − a0)(2`+ 1)Q`
(
2
(
x − a0+a12
)
a1 − a0
)
1J (x), ` = 0, 1, . . . , r, . . .
to get an orthonormal basis of L2(J ).
[DP] Dyadic regular piecewise polynomial spaces with constant degree: We fix two nonnegative
integers r and p. Let D = 2p and Jd = [(d − 1)/D, d/D] for d = 1, . . . , D. Let Sm be the
space of functions:
t (x) =
D∑
d=1
r∑
`=0
td,`ϕJd ,`(x). (8)
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Thus, [DP] is a nested collection with Mn = {m = (p, r), p ∈ N, Dm = D(r + 1) ≤ Nn}.
The following holds:
∥∥∥∑Dd=1∑r`=0 ϕ2Jd ,`∥∥∥∞ ≤ Dm(r + 1). Hence, for all t ∈ Sm , ‖t‖∞ ≤√
r + 1√Dm‖t‖.
[GP] General piecewise polynomial spaces: Let
Mn = {m = (D, j1, . . . , jD−1, r1, . . . , rD), 1 ≤ D ≤ Dmax, 0 < j1 < · · · < jD−1
< Dmax, rd ∈ {0, . . . , Rmax}} .
For m ∈Mn , Sm is the space of functions defined by (8) with Jd = [ jd−1/Dmax, jd/Dmax[ and
rd is the degree on Jd . The dimension Dm of Sm is equal to
∑D
d=1(rd + 1) for all the
(
Dmax−1
D−1
)
choices of the knots ( j1, . . . , jD−1). For t ∈ Sm , ‖t‖∞ ≤ √(Rmax + 1)Nn‖t‖.
[T] Trigonometric spaces: Sm is generated by {1,
√
2 cos(2pi j x),
√
2 sin(2pi j x) for j =
1, . . . ,m}, has dimension Dm = 2m + 1 ≤ Nn and m ∈Mn = {1, . . . , [n/2] − 1}.
[W] Dyadic wavelet generated spaces with smoothness r ≥ 2 and compact support, as
described e.g. in Donoho et al. [16]. The spaces are also denoted by Sm , with dim(Sm) = Dm
≤ Nn .
The drawback of [T] and [W] is a lack of flexibility. In particular, the notion of regular or
irregular partitions has no sense for trigonometric bases. For what concerns wavelet bases, they
are systematically built on dyadic partitions. On the other hand, these spaces are generated by C2
functions which are of importance in recovering the optimal nonparametric rate of convergence
for the estimation of the diffusion coefficient.
The following constraint on Nn is required further:
[A7] Nn ≤ C0 n1ln2(n) for collections [DP], [GP], [W] and N 2n ≤ C ′0 n1ln2(n) for collection [T], where
C0 and C ′0 depend on the collection, θ (see [A4]) and p¯i0, p¯i1 (see [A5]).
Below, we keep general notations for the spaces of approximation: an orthonormal basis of a
space Sm will be denoted by (ϕλ)λ∈Λm where |Λm | = Dm .
3. Adaptive estimation of the drift and the volatility
3.1. Definition of the estimators
Define
ψk1(u) = (u − k1)1[k1,(k+1)1[(u)+ [(k + 2)1− u]1[(k+1)1,(k+2)1[(u). (9)
The following regression-type decompositions hold, for i = 1, 2:
Y (i)k+1 = f (i)(V¯k)+ Z (i)(k+1)1 + R(i)(k+1)1, (10)
where Y (i)k+1 and f (i) are defined by (3), Z
(i)
k1 are noise terms. The noise term for the drift is given
by
Z (1)k1 =
1
12
[∫ (k+2)1
k1
ψk1(u)σ (Vu)dWu
]
. (11)
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For the diffusion noise term, we have Z (2)k1 = Z (2,1)k1 + Z (2,2)k1 where the main component is
Z (2,1)k1 =
3
213
(∫ (k+2)1
k1
ψk1(s)σ (Vs)dWs
)2
−
∫ (k+2)1
k1
ψ2k1(s)σ
2(Vs)ds
 ,
and the other component has negligible variance weight:
Z (2,2)k1 =
3
1
b(Vk1)
∫ (k+2)1
k1
ψk1(s)σ (Vs)dWs
+ 3
13
∫ (k+2)1
k1
(∫ (k+2)1
s
ψ2k1(u)du
)
((σ 2)′σ)(Vs)dWs .
Lastly, the remainders R(i)k1, i = 1, 2 are explicitly given in Section 7. The term R(1)(k+1)1 in
(10) is negligible when 1 is small. In the regression-type equation for σ 2, the remainder term
must be split into a sum:
R(2)(k+1)1 = R˘(k+1)1 + σ 2(V(k+1)1)− σ 2(V¯k). (12)
The part σ 2(V(k+1)1) − σ 2(V¯k) has a special status when one wants to recover optimal rates of
convergence for the estimator of σ 2.
We fix a collection (Sm,m ∈ Mn). For Sm a space of the collection and for t ∈ Sm , we
consider the following regression-type contrasts, for i = 1, 2:
γ (i)n (t) =
1
n
n∑
k=1
[Y (i)k+1 − t (V¯k)]2. (13)
If we denote by Ft = σ (Vs, s ≤ t) , it must be noticed that Y (i)k+1, Z (i)(k+1)1, R(i)(k+1)1 are
F(k+3)1-measurable whereas V¯k is F(k+1)1-measurable. This lag of order 21 avoids dealing
with unnecessary and tedious correlations.
In the first step, estimators belonging to Sm are defined as
fˆ (i)m = arg mint∈Sm γ
(i)
n (t), i = 1, 2 i.e. bˆm = fˆ (1)m and σˆ 2m = fˆ (2)m . (14)
The second step is to ensure an automatic selection of the space Sm , which does not use any
knowledge on f (i). This selection is standardly done by
mˆ(i) = arg min
m∈Mn
[
γ (i)n ( fˆ
(i)
m )+ pen(i)(m)
]
, i = 1, 2 (15)
with pen(i)(m) a penalty to be properly chosen. We denote by f˜ (i) = fˆ (i)
mˆ(i)
the resulting estimator.
It is worth noting that in (14), fˆ (i)m exists but may be nonunique. Let us denote by Πm
the orthogonal projection (with respect to the inner product of Rn) onto the subspace of
Rn , {(t (V¯1), . . . , t (V¯n))′, t ∈ Sm}. Only ΠmY (i) = ( fˆ (i)m (V¯1), . . . , fˆ (i)m (V¯n))′, with Y (i) =
(Y (i)2 , . . . , Y
(i)
n+1)′ is uniquely defined. This is the reason why we consider a risk fitted to our
problem. Let us define the empirical norm of a function t in some Sm by
‖t‖2n =
1
n
n∑
k=1
t2(V¯k). (16)
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The risk of an estimator fˆ of a function f is computed as the expectation of this empirical norm:
E(‖ fˆ − f ‖2n). Note that for a deterministic function E(‖t‖2n) = ‖t‖2p¯i and that, under Assumption
[A5], the norms ‖.‖ and ‖.‖p¯i are equivalent for [0, 1]-supported functions. We denote by f (i)m
the orthogonal projection of f (i)A = f (i)1A on Sm . With all these notations, the following result
holds.
Theorem 3.1. Assume that [A1]–[A7] hold. Consider a collection of models (Sm,m ∈
Mn), which can be either [DP], [W], [T] or [GP]. To this collection, weights Lm such that∑
m∈Mn e
−Lm Dm ≤ Σ < +∞ are associated. Then, for i = 1, 2, the estimator f˜ (i) defined
by (15) and
pen(i)(m) ≥ κiσ 2i1
(1+ Lm)Dm
n12−i
, (17)
where κi is a universal constant, is such that
E(‖ f˜ (i) − f (i)A ‖2n) ≤ C (i) infm∈Mn
(
‖ f (i)m − f (i)A ‖2 + pen(i)(m)
)
+ B(i)n,1, (18)
where B(i)n,1 = O(1)+ O(1/(n12−i )).
Under the additional condition 1n ≤ n−3/4 for [W] or 1n ≤ n−2/3 for [T], we obtain
B(2)n,1 = O(1/n).
Let us make some comments on Theorem 3.1. The constant κi in (17) is a numerical value that
has to be calibrated by simulations (see Section 5.2). In practice, the unknown σ 2i1 is replaced
by an estimator (see Section 5.2). Inequality (18) highlights the fact that the adaptive estimator
automatically realizes the bias-variance compromise.
For the weights Lm , clearly Lm = 1 suits [DP], [W] or [T]. For [GP], we have∑
m∈Mn
e−Lm Dm =
Dmax∑
d=1
∑
1≤ j1<···< jd−1<Dmax
∑
0≤r1,...,rd≤Rmax
e
−Lm
d∑
i=1
(ri+1)
.
From the equality above, we deduce that the choice
Lm Dm = Dm + ln
(
Dmax − 1
d − 1
)
+ d ln(Rmax + 1) (19)
is suitable. Actually, it is the term inspiring the penalty function used in the practical
implementation. To see more clearly what orders of magnitude are involved, let us set Lm = Ln
for all m ∈Mn . Then, we have a further bound for the series:∑
m∈Mn
e−Lm Dm ≤
Dmax∑
d=1
(
Dmax − 1
d − 1
)
(Rmax + 1)de−d Ln
≤
Dmax−1∑
d=0
(
Dmax − 1
d
)
[(Rmax + 1)e−Ln ]d+1
≤ (Rmax + 1)
[
1+ (Rmax + 1)e−Ln
]Dmax−1
≤ (Rmax + 1) exp(Dmax(Rmax + 1)e−Ln ) ≤ (Rmax + 1) exp(Nne−Ln ).
Thus Lm = Ln = ln(Nn) ensures that the series is bounded. (For more details on these
collections, see e.g. [13] or [4]).
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4. Discussion about the rates
4.1. Study of the rates for the drift, case i = 1
Let us look at rates of convergence using the asymptotic point of view. Assume that bA belongs
to a ball of some Besov space, bA ∈ Bα,2,∞([0, 1]).
Let us recall that the Besov space Bα,p,∞([0, 1]) is defined by:
Bα,p,∞([0, 1]) = { f ∈ Lp([0, 1]), | f |α,p := sup
t>0
t−αωr ( f, t)p < +∞},
where r = [α] + 1 ([.] denotes the integer part), and ωr ( f, t)p is called the r th modulus of
smoothness of a function f ∈ Lp([0, 1]) and is equal to:
ωr ( f, t)p = sup
0<h≤t
‖1rh( f, .)‖p([0, 1− rh]), t ≥ 0,
1rh( f, x) =
r∑
k=0
(
r
k
)
(−1)r−k f (x + kh).
Note that | f |α,p is a semi-norm with usual associated norm ‖ f ‖α,p = ‖ f ‖p + | f |α,p, ‖ f ‖p =(∫ | f |p(x)dx)1/p. For details, we refer to [14, p. 54–57]. The inclusion Bα,p,∞([0, 1]) ⊂
Bα,2,∞([0, 1]) for p ≥ 2 justifies that we now restrict our attention to spaces Bα,2,∞([0, 1]),
i.e. to square integrable functions with smoothness order α. Heuristically, a function in
Bα,2,∞([0, 1]) can be seen as square integrable and [α]-times differentiable with derivative of
order [α] having a Ho¨lder property of order α − [α].
Consider a collection with weights Lm = 1, for instance collection [DP] with r+1 ≥ α. Then
‖bA−bm‖2 ≤ C(α, L)D−2αm , for ‖bA‖α,2,∞ ≤ L (see [14], p. 359 or Lemma 2 in [5]). Therefore,
if we search the dimension Dm that achieves inf{D−2αm +Dm/(n1)}, we get Dm ∝ (n1)1/(2α+1).
Thus, we find
E(‖b˜ − bA‖2n) ≤ C(n1)−2α/(2α+1) + C ′1+
C ′′
n1
, (20)
where C , C ′, C ′′ are constants depending on α, L , σ 21 (but not on n, 1). The first term
(n1)−2α/(2α+1) is the optimal nonparametric rate proved by Hoffmann [22] for a direct
observation of V . Moreover, under the standard condition 1 = o(1/(n1)), the last two terms
are negligible with respect to (n1)−2α/(2α+1). Hence, even though V is not directly observed,
the estimator b˜ reaches the optimal rate corresponding to direct observations.
4.2. Study of the rates for the diffusion coefficient, case i = 2
Assume that σ 2A belongs to a ball of a Besov space Bα,2,∞([0, 1]), with α ≥ 2.
Consider first collection [DP] with r + 1 > α. For ‖σ 2A‖α,2,∞ ≤ L , since ‖σ 2A − σ 2m‖2 ≤
C(α, L)D−2αm , the infimum in (18) is attained when Dm ∝ n1/(2α+1). This choice yields
E(‖σ˜ 2 − σ 2A‖2n) ≤ Cn−2α/(2α+1) + K ′′1, (21)
where C , K ′′ are constants depending on α, L , σ 41 (but not on n, 1). The first term n−2α/(2α+1)
is the optimal nonparametric rate proved by Hoffmann [22] for direct observations.
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Table 1
List of the simulated diffusion processes
Process Drift: b(i)(x) σ (i)(x) (θ, c)
V (1)t −(θ/c + c/2) tanh(cx) 1 (4, 1)
V (2)t −θx c
√
1+ x2 (4, 1)
V (3)t −θ x√1+c2x2 1 (2, 2)
V (4)t −
[
θ + c22 cosh(x)
]
sinh(x)
cosh2(x)
c
cosh(x) (2, 2)
V (5)t G
′(G−1(x))b(3)(G−1(x))+ 12 G′′(G−1(x))a G′(G−1(x))b (1, 10)
V (6)t −(1− x2)
[
c2x + θ2 ln
(
1+x
1−x
)]
c(1− x2) (1, 0.75)
V (7)t
dc2
4 − θx , d = 9 c
√
x (0.75, 1/3)
a G(x) = arg sinh(x − 5)+ arg sinh(x + 5), G−1 is given by (23).
b G′(u) = 1
(1+(u−5)2)1/2 +
1
(1+(u+5)2)1/2 .
Still, we have to check that the optimal dimension Dm = n1/(2α+1) can be attained, i.e.
n1/(2α+1) ≤ Nn ≤ n1/ ln2(n). This requires 1 ≥ n−2α/(2α+1) ln2(n). Hence, the optimal rate
can at best be attained with a logarithmic loss. Moreover, we must fix1 without knowledge of α.
Since α ≥ 2, 2α/(2α + 1) ≥ 4/5. Consequently the only admissible choice is 1 = n−4/5 ln2(n)
which is consistent with the constraint n12 = o(1) found for the drift. To sum up, if α = 2, the
optimal rate is attained with a logarithmic loss. Otherwise, it is not.
Consider now collection [T]. With Dm ∝ n1/(2α+1), we have
E(‖σ˜ 2 − σ 2A‖2n) ≤ Cn−2α/(2α+1) +
K ′′
n
. (22)
We consider 1 = n−c with c > 2/3 and we require n1/(2α+1) ≤ Nn ≤
√
n1/ ln(n).
This gives c < (2α − 1)/(2α + 1). Therefore there is now a possible range of values for c:
]2/3, (2α− 1)/(2α+ 1)[6= ∅ for α > 5/2. Clearly, the collection [T] is well fitted for estimating
very smooth functions. Notice that when α → +∞, the range for c tends to ]2/3, 1[. It follows
that for large values of α, the optimal nonparametric rate is reached for a wider range of values
of c.
For collection [W], (22) still holds. An analogous discussion leads to c ∈]3/4, 2α/(2α + 1)[
which is nonempty for any α ≥ 2 and contains the interval ]3/4, 4/5[.
5. Examples and numerical simulation results
In this section, we consider examples of diffusions and implement the estimation algorithms
on simulated data, both for discrete sampling of diffusion processes and for their corresponding
integrated processes.
5.1. Examples of diffusions
We consider the processes V (i)t for i = 1, . . . , 7 specified by the couples of functions
(b(i), σ (i)) given in Table 1.
To simulate sample paths of diffusions V (1)t and V
(3)
t , we use the retrospective exact
simulation algorithms proposed by Beskos [6] and Beskos and Roberts [8]. We refer to [10]
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for details on the way the diffusions are chosen and generated. Processes V (2)t , V
(4)
t and V
(5)
t
are obtained as transformations of the previous ones. More precisely, V (2)t = sinh(V (1)t /c),
V (4)t = arg sinh(cV (3)t ) and V (5)t = G(V (3)t ) with G(x) = arg sinh(x − 5)+ arg sinh(x + 5). The
function G(.) is invertible and:
G−1(x) = 1√
2 sinh(x)
[
49 sinh2(x)+ 100+ cosh(x)(sinh2(x)− 100)
]1/2
. (23)
The last two models are simulated by using the exact discretization of an Ornstein–Uhlenbeck
process. More precisely, V (6)t = tanh(Yt ) where dYt = −θYt dt + cdWt and
Yiδ = e−θδY(i−1)δ + c
(
1− e−2θδ
2θ
)1/2
εi ,
Y0 ; N (0, c2/(2θ)), and the εi ’s are i.i.d. N (0, 1).
For V (7)t , an exact discrete path is obtained with the following standard method. If Ut is a
d-dimensional Ornstein–Uhlenbeck process: dUt = −(θ/2)Ut dt + (c/2)dW (d)(t) where W (d)
is a d-dimensional standard Brownian motion, then V (7)t = |Ut |2 =
∑d
i=1 U 2i,t , where Ui,t are
the coordinates of Ut , satisfies the equation
dV (7)t =
[
dc2
4
− θV (7)t
]
dt + c
√
V (7)t dW
∗(t),
where W ∗ is another one-dimensional Brownian motion built on the coordinates of W (d).
It can be checked that all the above processes satisfy partly assumption [A1] and assumptions
[A2]–[A4], with I = R for V ( j)t with j = 1, . . . , 5 and I = [−1, 1] for V (6)t , I = (0,+∞) for
V (7)t (σ
2 is not bounded for processes V (2) and V (7)).
We obtain samples of discrete observations of the processes (V ( j)kδ )1≤k≤N for j = 1, . . . , 7,
from which we approximate (V¯ ( j)k )1≤k≤n , by taking the mean of every p = N/n observations,
the new step being 1 = pδ. We compare the estimation procedure using these (V¯ ( j)k ) with the
one using the direct observations V ( j)k1 . Note that the regression equations for the estimation based
on the exact observations Vk1 are the following:
1
1
(V(k+1)1 − Vk1) = b(Vk1)+ noise + remainder, (24)
1
1
(V(k+1)1 − Vk1)2 = σ 2(Vk1)+ noise + remainder, (25)
see [10]. Obviously, risks are computed using Vk1 instead of V¯k .
5.2. Estimation algorithms and numerical results
We use the algorithm of [13]. The precise calibration of penalties is difficult and done for
bases [GP] and [T]. This is why our implementation focuses on those spaces. Additive correcting
terms are involved in the penalty. Such terms avoid under-penalization and are in accordance
with the fact that the theorems provide lower bounds for the penalty. The correcting terms are
asymptotically negligible and do not affect the rate of convergence. For collection [GP], the drift
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Table 2
Empirical risks obtained for the estimation of b and σ 2 with 100 paths of the integrated and exact discretized processes
when using the trigonometric or the piecewise polynomial basis
Trigonometric basis Piecewise polynomials
b b σ 2 σ 2 b b σ 2 σ 2
(Integ) (Exact) (Integ) (Exact) (Integ) (Exact) (Integ) (Exact)
V (1) 1.5e−1 7.5e−2 3.4e−2 2.4e−2 1.0e−1 3.8e−2 3.5e−2 2.4e−2
V (2) 2.2e−1 1.6e−1 2.9e−2 2.5e−2 9.3e−2 2.5e−2 2.8e−2 2.5e−2
V (3) 3.5e−2 3.3e−2 1.3e−3 8.8e−4 5.7e−2 5.4e−2 4.3e−3 2.4e−3
V (4) 1.9e−1 1.2e−1 2.8e−1 1.8e−1 1.9e−1 1.3e−1 4.2e−1 1.9e−1
V (5) 1.0e−2 1.1e−2 7.9e−3 7.5e−3 9.8e−3 1.0e−2 7.0e−3 5.9e−3
V (6) 1.5e−2 1.4e−2 3.3e−3 1.5e−3 1.6e−2 1.3e−2 3.2e−3 1.7e−3
V (7) 2.6e−3 2.5e−3 5.1e−5 4.6e−5 2.9e−4 3.3e−4 1.0e−5 6.6e−6
penalty (i = 1) and the diffusion penalty (i = 2) are given by
2
sˆ2i
n
(
D − 1+ ln
(
Dmax − 1
D − 1
)
+ ln2.5(D)+
D∑
j=1
(r j + ln2.5(r j + 1))
)
.
These penalties are valid for collection [T], with D = Dmax = 1 and r1 = Dm . For [GP],
Dmax = [n1/ ln1.5(n)], Rmax = 5 and for [T], r1 is at most [n1/ ln1.5(n)].
The constants κ1 and κ2 in both drift and diffusion penalties have been set equal to 2. The
term sˆ21 replaces σ
2
1 /1 for the estimation of b and sˆ
2
2 replaces σ
4
1 for the estimation of σ
2. Let
us first explain how sˆ22 is obtained. We run once the estimation algorithm of σ
2 with the basis
[T] and with a preliminary penalty where sˆ22 is taken equal to 2 maxm(γ
(2)
n (σˆ
2
m)). This gives
a preliminary estimator σ˜ 20 . Afterwards, we take sˆ2 equal to twice the 99.5%-quantile of σ˜
2
0 .
Here the use of the quantile is to avoid extreme values. We get σ˜ 2. We use this estimate and set
sˆ21 = max1≤k≤n(σ˜ 2(V¯k))/1 for the penalty of b. Note that, in [10], only [DP] is considered.
In all the examples, parameters have been chosen in the admissible range of ergodicity (see
Table 1). The sample size n = 5000 and the step1 = 1/20 are in accordance with the asymptotic
context (large n’s and small 1’s). They are obtained with N = 50 000 initial observations and
blocks of size p = 10 to compute the integrated process.
First, Table 2 gives empirical risks estimated over 100 simulated paths. We give the results of
the estimation procedure when the Vk1’s are observed or when only the V¯k’s are available, using
either the trigonometric basis [T] or the general piecewise polynomial basis [GP]. It appears that
the results are slightly better with the exact observations, which was to be expected. One can
notice that the risks are in most cases smaller for the estimation of σ 2 than for the estimation of
b, which is in accordance with the theoretical rates. Also, the results with [GP] are better than
those with [T] for the estimation of the drift. For the diffusion coefficient, the distinction is not
clear.
Sometimes, the estimation from the integrated observations seems nearly as good as the
estimation from exact discrete observations. This could be explained by several reasons. First
the precision of the estimation is probably of order ±2/√100 = ±0.2. Second, integrated
observations are smoother and this could favour the estimation procedure. Lastly, one integrated
observation may be as informative as one exact observation.
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Fig. 1. Processes V (i), i = 4, 5, 6 given in Table 1. First column: Difference between the integrated and discretized.
True (bold), estimates using the integrated (thin grey) and the exact discretized (dotted thin) for b (second column) and
σ 2 (third column). Error values: “Int” for the integrated and “Disc” for the exact discretized.
Fig. 1 shows in a few cases (for V (4), V (5) and V (6)) the differences V¯k − Vk1 (first column).
Clearly, these differences look like white noises for V (4) and V (6) and this was also true for V (1),
V (2), V (3) and V (7). Only V (5) seems to suffer from a lack of stationarity implying some peaks.
In any case, the approximation of Vk1 by V¯k does not suffer from any systematic bias. The last
columns of Fig. 1 plot the estimated curves obtained when using the Vk1’s or the V¯k’s, with
associated error values. The estimated curves are very close.
Table 3 compares more directly the performances of the different bases [T], [GP] and a mixed
strategy [M]. In [M], the algorithm chooses between the basis [T] and [GP], looking at the
global penalized least square criterion value. The table gives the relative differences 100[(risk
−smallest risk)/smallest risk], which is a percentage of degradation with respect to the best
score. Consequently, the best basis corresponds to a null value. The basis [GP] appears to be
better than [T]: both have approximately the same number of null scores but errors with [T] may
be large. The mixed strategy is slightly better, but it does not really outperform [GP]. Sometimes
the mixed strategy performs worse than one of the individual strategy: this is probably due to the
fact that [GP] is a local strategy, [T] is global and the algorithm chooses between [T] and [GP]
via a global criterion.
Lastly, in Fig. 2, we have plotted the sample paths of V (1), . . . , V (7), the true functions b and
σ 2 (bold lines) together with 20 estimated functions based on the data points V¯k using the mixed
strategy [M].
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Fig. 2. First column: one path of the processes V (i), i = 1, . . . , 7 given in Table 1. Second column: true b (bold) and 20
estimations of b. Third column: true σ 2 and 20 estimations of σ 2.
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Table 3
(Risk −Best Risk)/Best Risk with Trigonometric [T], General Piecewise Polynomial [GP] or Mixed [M] bases
b σ 2
[T] [GP] [M] [T] [GP] [M]
V (1) 49 0 1 0 2 4
V (2) 140 0 0 4 0 5
V (3) 0 65 46 0 224 231
V (4) 0 1 0 0 47 1
V (5) 0 7 14 13 0 16
V (6) 0 9 14 3 0 0
V (7) 797 0 0 400 0 0
6. Proof of Proposition 2.1
Consider the diffusion process (V v0t ) given by dVt = b(Vt )dt + σ(Vt )dWt , V0 = v0 and set
xu = 1−(1/2)(V v0u1 − v0), u ∈ [0, 1]. Then, (xu) is the solution of
dxu = b¯(xu)du + σ¯ (xu)dW¯u, x0 = 0,
with b¯(x) = 11/2b(x11/2 + v0), σ¯ (x) = σ(x11/2 + v0) and (W¯u) is a standard Brownian
motion. Then, setting
U =
∫ 1
0
xudu, V = x1,
we have
(1/1)
∫ 1
0
V v0s ds = v0 +11/2U, V v01 = v0 +11/2V .
Now, the following result is proved in ([21], Theorem 4). The random couple (U, V ) has a joint
density pv01 (u, v) such that
c−11 exp(−c1(u2 + v2)) ≤ pv01 (u, v) ≤ c−12 exp(−c2(u2 + v2)),
where the constants c1, c2 only depend on the bounds of b, σ and their derivatives. Consequently,
the marginal density of U , say pv0U,1(u) satisfies
c′1 exp(−c1u2) ≤ pv0U,1(u) ≤ c′2 exp(−c2u2), (26)
with c′i = c−1i (pi/ci )1/2, i = 1, 2. After an elementary change of variable, we get that the
conditional density of V¯0 given V0 = v0, which is exactly the density of v0 +11/2U , is equal to
v¯→ 1
11/2
pv0U,1((v¯ − v0)/11/2).
The density p¯i1 is obtained by integrating the above density with respect to pi(v0)dv0. Using the
bounds (26), we obtain
c′1
∫
R
exp(−c1t2)pi(v¯ + t11/2)dt ≤ p¯i1(v¯) ≤ c′2
∫
R
exp(−c2t2)pi(v¯ + t11/2)dt. (27)
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The stationary density pi(.) is bounded and this gives an upper bound for p¯i1. Using (27), we
have, for all t0 > 0,
p¯i1(v¯) ≥ c′1
∫ t0
0
exp(−c1t2)pi(v¯ + t11/2)dt.
Hence, for all v¯ ∈ [a, b], p¯i1(v¯) ≥ C ′ infu∈[a,b+t0] pi(u) for some constant C ′. This gives the
result. 
7. Proof of Theorem 3.1
7.1. A list of auxiliary results
We shall need all along the proofs the following results and decompositions, which are proved
in Section 8. First
V(k+1)1 = V¯k + 1
1
∫ (k+1)1
k1
(u − k1)dVu . (28)
Noting that V(k+3)1 − V(k+2)1 =
∫ (k+3)1
(k+2)1 dVu , and using (28), we get
Y (1)k+1 =
1
12
∫ (k+3)1
(k+1)1
ψ(k+1)1(u)dVu, (29)
where ψk1 is given in (9). Second:
Lemma 7.1. Under assumptions [A1]–[A3], for all s, t , |t − s| ≤ 1, E(Vt − Vs)2i ≤ c|t − s|i
and E(V(k+1)1 − V¯k)2i ≤ c1i for i ≤ 6 and for any integer k.
Now, we state some useful lemmas required in the main proof. The remainder terms R(i)k1, i = 1, 2
are defined by (10) and (12).
Lemma 7.2. Under Assumptions [A1]–[A3], E[(Z (1)k1)2] = (2/31)Eσ 2(V0), E[(Z (2,1)k1 )2] ≤
c1E(σ 4(V0)) and E[(Z (2,2)k1 )2] ≤ c21, where the ci ’s neither depend on k nor on 1.
Lemma 7.3. Under Assumptions [A1]–[A3],
(a) E[(R(1)(k+1)1)2] ≤ c11 and E[(R(1)(k+1)1)4] ≤ c′112,
(b) E[(R˘(k+1)1)2] ≤ c212 and E[(R˘(k+1)1)4] ≤ c′214 for R˘ defined by (12),
(c) E[(σ 2(V(k+1)1)− σ 2(V¯k))2] ≤ c31 and E[(σ 2(V(k+1)1)− σ 2(V¯k))4] ≤ c′312,
(d) E[(R(2)(k+1)1)2] ≤ c41 and E[(R(2)(k+1)1)4] ≤ c′412
where ci and c′i neither depend on k nor on 1, for i = 1, . . . , 4.
The order obtained in Lemma 7.3(c) is worse than the one obtained in Lemma 7.3(b) and is
not enough to reach optimal rates in the risk bounds. Nevertheless, if the functions of Sm are at
least twice differentiable, then we obtain a better result by using another approach.
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Lemma 7.4. Let
Tn(t) = 1n
n∑
k=1
(σ 2(V(k+1)1)− σ 2(V¯k))t (V¯k). (30)
Then, under Assumptions [A1]–[A4] and [A6]–[A7], and if 1 ≤ n−2/3 for [T] or 1 ≤ n−3/4
for [W], then, for the maximal space Sn of the collection,
E
(
sup
t∈Sn ,‖t‖=1
T 2n (t)
)
≤ c
n
. (31)
7.2. Proof of Theorem 3.1
Recall that ‖t‖2p¯i =
∫
t2(x)p¯i1(x)dx (see (7)). The regression contrast (13) may be written as:
γ (i)n (t)− γ (i)n ( f (i)) = ‖t − f (i)‖2n −
2
n
n∑
k=1
(Y (i)k+1 − f (i)(V¯k))(t − f (i))(V¯k).
In view of (10), let us introduce the two processes indexed by functions t :
ν(i)n (t) =
1
n
n∑
k=1
t (V¯k)Z
(i)
(k+1)1 and R
(i)
n (t) =
1
n
n∑
k=1
t (V¯k)R
(i)
(k+1)1. (32)
Using the above notations, we obtain that, for i = 1, 2,
γ (i)n (t)− γ (i)n ( f (i)) = ‖t − f (i)‖2n − 2ν(i)n (t − f (i))− 2R(i)n (t − f (i)). (33)
Note that f (i)m and fˆ
(i)
m are both A-supported, so that when ‖ f (i)1Ac‖n appears in both
sides of an inequality, we can cancel it. By simply writing that γ (i)n ( fˆ
(i)
mˆ ) + pen(i)(mˆ(i)) ≤
γ
(i)
n ( f
(i)
m )+ pen(i)(m), for all m in Mn , we obtain
‖ fˆ (i)
mˆ(i)
− f (i)A ‖2n ≤ ‖ f (i)m − f (i)A ‖2n + 2‖ fˆ (i)mˆ(i) − f (i)m ‖p¯i sup
t∈Smˆ(i)+Sm ,‖t‖p¯i=1
ν(i)n (t)
+ 2‖ fˆ (i)
mˆ(i)
− f (i)m ‖n
√√√√1
n
n∑
k=1
[R(i)(k+1)1]2 + pen(i)(m)− pen(i)(mˆ(i))
≤ ‖ f (i)m − f (i)A ‖2n +
1
8
‖ fˆ (i)
mˆ(i)
− f (i)m ‖2p¯i + 8 sup
t∈Smˆ(i)+Sm ,‖t‖p¯i=1
[ν(i)n (t)]2
+ 1
8
‖ fˆ (i)
mˆ(i)
− f (i)m ‖2n +
8
n
n∑
k=1
(R(i)(k+1)1)
2 + pen(i)(m)− pen(i)(mˆ(i)).
Let us consider the set
Ωn =
{
ω
/∣∣∣∣∣ ‖t‖2n‖t‖2p¯i − 1
∣∣∣∣∣ ≤ 12 ,∀t ∈ ∪m,m′∈Mn (Sm + Sm′)/{0}
}
. (34)
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We use that, on Ωn , ‖t‖p¯i ≤
√
2‖t‖n , and that ‖ fˆ (i)mˆ(i) − f
(i)
m ‖2n ≤ 2(‖ fˆ (i)mˆ(i) − f
(i)
A ‖2n + ‖ f (i)A −
f (i)m ‖2n). After some elementary computations, we get
1
4
‖ fˆ (i)
mˆ(i)
− f (i)A ‖2n1Ωn ≤
7
4
‖ f (i)m − f (i)A ‖2n + 8 sup
t∈Smˆ(i)+Sm ,‖t‖p¯i=1
[ν(i)n (t)]21Ωn
+ 8
n
n∑
k=1
[R(i)(k+1)1]2 + pen(i)(m)− pen(i)(mˆ(i)).
By Lemma 7.3(a) for i = 1, or (d) for i = 2, E[(R(i)(k+1)1)2] ≤ c1. Taking expectation and using
[A5] yield
E(‖ fˆ (i)
mˆ(i)
− f (i)A ‖2n1Ωn ) ≤ 7p¯i1‖ f (i)m − f (i)A ‖2 + 32E
(
sup
t∈Smˆ(i)+Sm ,‖t‖p¯i=1
[ν(i)n (t)]21Ωn
)
+ 32c′1+ 4(pen(i)(m)− E(pen(i)(mˆ(i)))). (35)
To control the supremum of ν(i)n (t) on a random ball (which depends on the random mˆ(i),
i = 1, 2), we use the following result.
Proposition 7.1. Under the assumptions of Theorem 3.1, there exists a numerical constant κ˜i
such that, for p(i)(m,m′) = κ˜iσ 2i1 [Dm + (1+ Lm′Dm′)]/(n12−i ), we have
E[(( sup
t∈Sm+Smˆ(i) ,‖t‖p¯i=1
ν(i)n (t))
2 − p(i)(m, mˆ(i)))1Ωn ]+ ≤ cσ 2i1
Σ
n12−i
+ c′121{i=2},
with Σ =∑m′∈Mn e−Lm′Dm′ .
The proof of Proposition 7.1 is highly technical but follows the lines of the proofs of
Proposition 6.1 and Lemma 6.2 for i = 1 and of Proposition 6.2 and Lemma 6.3 for i = 2
in [10], and is therefore omitted. For details, see also [11].
Making use of the function p(i)(m,m′), we write
[ sup
t∈Sm+Smˆ(i) ,‖t‖p¯i=1
ν(i)n (t)]21Ωn ≤ [(( sup
t∈Sm+Smˆ(i) ,‖t‖p¯i=1
ν(i)n (t))
2 − p(i)(m, mˆ(i)))1Ωn ]+
+ p(i)(m, mˆ(i)).
Then the penalty pen(i)(.) is chosen such that 32p(i)(m,m′) ≤ 4(pen(i)(m) + pen(i)(m′)).
The result of Theorem 3.1 on Ωn follows from Proposition 7.1 with pen(i)(m) ≥ κiσ 2i1 (1 +
Lm)Dm/(n12−i ), and κi = 32κ˜i . Indeed, this choice ensures that for all m,m′ in Mn ,
32p(i)(m,m′) ≤ 4pen(i)(m)+ 4pen(i)(m′). Thus,
E(‖ fˆ (i)
mˆ(i)
− f (i)A ‖2n1Ωn ) ≤ 7p¯i1‖ f (i)m − f (i)A ‖2 + 8pen(i)(m)+ c′σ 2i1
Σ
n12−i
+ 32c′1. (36)
Lastly we need to check that E(‖ fˆ (i)
mˆ(i)
− f (i)A ‖2n1Ω cn ) ≤ c/n.
First, we look at Ω cn . In Lemma 6.1 of [10], it is proved that, under our set of assumptions,
P(Ω cn ) ≤ c˜/n4. The constraint [A7] on Nn is imposed here. The existence of the maximal space
Sn , [A4] and [A5] are especially needed and the constant c˜ depends on p¯i0, p¯i1 and the mixing
rate θ .
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Then, we write the regression model (10) as Y (i)k+1 = f (i)(V¯k) + ε(i)(k+1)1 with ε(i)k1 =
Z (i)k1 + R(i)k1. Let us recall that Πm denotes the orthogonal projection (with respect to the inner
product of Rn) onto the subspace of Rn , {(t (V¯1), . . . , t (V¯n))′, t ∈ Sm}. By definition of fˆ (i)m ,
we have ( fˆ (i)m (V¯1), . . . , fˆ
(i)
m (V¯n))′ = ΠmY (i) where Y (i) = (Y (i)2 , . . . , Y (i)n+1)′. Denoting in the
same way a function t and the vector (t (V¯1), . . . , t (V¯n))′, we can see that ‖ f (i)A − fˆ (i)mˆ(i)‖2n =
‖ f (i)A −Πmˆ(i) f (i)A ‖2n+‖Πmˆ(i)ε(i)‖2n ≤ ‖ f (i)A ‖2n+n−1
∑n+1
k=2[ε(i)k1]2. Using that P(Ω cn ) ≤ c˜/n4 and
[A6], we have:
E(‖ f (i)A ‖2n1Ω cn ) ≤ E1/2[( f (i)(V¯0))4]P1/2(Ω cn ) ≤
c
n2
. (37)
Next, E[(ε(i)k1)21Ω cn ] ≤ E1/2[(ε(i)k1)4]P1/2(Ω cn ). From Lemma 7.3(a) for i = 1 and (b) and
(d) for i = 2, we know that E[(R(i)k1)4] ≤ c′12. Moreover E[(Z (1)k1)4] ≤ cσ 41 /12. Thus,
E[(ε(1)k1)4] ≤ C ′/12. On the other hand, E[(ε(2)k1)4] can be bounded by a constant independent of
k and 1. This implies, by using that n1 ≥ 1, that
E
[
‖ f (i)A − fˆ (i)mˆ(i)‖2n1Ω cn
]
≤ c
n
. (38)
Inequality (18) of Theorem 3.1 follows by gathering (36) and (38) for the cases B(i)n =
O(1)+ O(1/(n12−i )).
As we have seen in the discussion of Section 4, the term B(2)n,1 = O(1)+O(1/n) is not small
enough to recover optimal rates.
Therefore, we must improve the bound for B(2)n,1. This is possible for [W] and [T] only. We
rewrite equality (33) using (12) as follows:
γ (2)n (t)− γ (2)n ( f (2)) = ‖t − f (2)‖2n − 2ν(2)n (t − f (2))− 2Rn(t − f (2))− 2Tn(t − f (2)),
where
Rn(t) = 1n
n∑
k=1
R˘(k+1)1t (V¯k),
and Tn(t) is defined by (30). By the steps leading to (35), we obtain:
E(‖ fˆ (2)
mˆ(2)
− f (2)A ‖2n1Ωn ) ≤ 7p¯i1‖ f (2)m − f (2)A ‖2 + 32c′12 + 4(pen(2)(m)− E(pen(2)(mˆ(2))))
+ 32E
(
sup
t∈Smˆ(2)+Sm ,‖t‖p¯i=1
[ν(2)n (t)]21Ωn
)
+ 32E
 sup
t∈Smˆ(2)+Sm ,‖t‖=1
[Tn(t)]2
 .
The term 32c′12 comes from Rn(t) and Lemma 7.3(b). There is a new term involving Tn(t).
Using Lemma 7.4 and
E
(
sup
t∈Sm,mˆ(2) ,‖t‖=1
[Tn(t)]2
)
≤ E
(
sup
t∈Sn ,‖t‖=1
[Tn(t)]2
)
,
we get B(2)n,1 = O(12)+O(1/n). Lastly, for1 ≤ n−2/3 or1 ≤ n−3/4, we have12 ≤ c/n. 
F. Comte et al. / Stochastic Processes and their Applications 119 (2009) 811–834 829
8. Proofs of the auxiliary results
8.1. Proof of Lemma 7.1
From the strict stationarity, it is enough to prove that for 0 ≤ t ≤ 1, E(Vt − V0)2i ≤ ct i . This
follows from the assumptions and standard applications of Ho¨lder and Burkholder–Davis–Gundy
inequalities. 
8.2. Proof of Lemma 7.2.
First, E[(Z (1)k1)2] = (1/14)
∫ (k+2)1
k1 ψ
2
k1(u)E(σ
2(V0))du, which gives the result as∫ (k+2)1
k1 ψ
2
k1(u)du = 213/3.
Note that 0 ≤ ψk1(u) ≤ 1. Now, by using the Burkholder–Davis–Gundy inequality,
E[(Z (2,1)k1 )2] ≤ cσ 41 .
E[(Z (2,2)k1 )2] ≤
19
12
E
(∫ (k+2)1
k1
ψ2k1(u)σ
2(Vu)b
2(Vk1)du
)
+ 9
16
E

[∫ (k+2)1
k1
(∫ (k+2)1
s
ψ2k1(u)du
)
((σ 2)′σ)(Vs)dWs
]2
≤ 181σ 21E[b2(V0)] +
18
16
∫ (k+2)1
k1
[213]2E[((σ 2)′σ)2(V0)]ds ≤ c1.
For the moments of order 4, they are bounded for Z (2,1) and of order 12 for Z (2,2). 
8.3. Proof of Lemma 7.3
Proof of (a). Using (29), and noting that
1
12
∫ (k+2)1
k1
ψk1(s)ds = 1,
we can see that, in decomposition (10), the residual term can be written as R(1)k1 =
∑2
j=1 R
(1, j)
k1
with
R(1,1)(k+1)1 = b(V(k+1)1)− b(V¯k),
R(1,2)(k+1)1 =
1
12
∫ (k+3)1
(k+1)1
ψ(k+1)1(s)(b(Vs)− b(V(k+1)1))ds.
For the first term, use the Taylor formula, Lemma 7.1 and [A1] to obtain
E[(R(1,1)(k+1)1)2] = E

[
(V(k+1)1 − V¯k)
∫ 1
0
b′(V¯k + u(V(k+1)1 − V¯k))du
]2
≤ KE
[
(V(k+1)1 − V¯k)2
]
≤ K ′1. (39)
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It follows from [A1] and Lemma 7.1 that
E[(R(1,2)(k+1)1)2] ≤ c
∫ (k+3)1
(k+1)1
E[(Vs − V(k+1)1)2]ds
1
≤ c′1. 
Proof of (b). We use again (29) to compute Y (2)k+1 given by (3) and exhibit the remainder term
R˘(k+1)1. More precisely, we have: R˘k1 = R˘(1)k1 + R˘(2)k1 + R˘(3)k1 with
R˘(1)k1 =
3
213
(∫ (k+2)1
k1
ψk1(s)b(Vs)ds
)2
,
R˘(2)k1 =
3
13
(∫ (k+2)1
k1
ψk1(u)(b(Vu)− b(Vk1))du
)(∫ (k+2)1
k1
ψk1(u)σ (Vu)dWu
)
,
R˘(3)k1 =
3
213
∫ (k+2)1
k1
(∫ (k+2)1
s
ψ2k1(u)du
)
τb,σ (Vs)ds,
where τb,σ = (σ 2/2)(σ 2)′′ + b(σ 2)′. Lemma 7.3(b) holds if E[(R˘(i)k1)2] ≤ ci12 for i = 1, 2, 3.
We only study the first one. The other terms are treated analogously by standard tools using [A1]
and the moment assumption [A3].
E[(R˘(1)k1)2] ≤
18
13
∫ (k+2)1
k1
ψ4k1(s)dsE(b
4(V0)) ≤ c12,
using [A1], E(V 40 ) < +∞, and
∫ (k+3)1
(k+1)1 ψ
4
k1(s)ds = 215/5. Analogously, we have
E[(R˘k1)4] ≤ c14. Therefore Lemma 7.3(b) is proved. 
Proof of (c). From standard results on Euler schemes, using that (σ 2)′σ is Lipschitz, it is known
that:
σ 2(V(k+1)1)− σ 2(Vk1) =
√
1(σ 2)′(Vk1)σ (Vk1)ξk + R˜(1)k
where ξk = 1−1/2(W(k+1)1 − Wk1) and E[(R˜(1)k )2] ≤ c12. Moreover, from [19, Proposition
2], and the Taylor formula, we easily deduce that
σ 2(V¯k)− σ 2(Vk1) =
√
1(σ 2)′(Vk1)σ (Vk1)ξ ′k + R˜(2)k , (40)
where ξ ′k = 1−3/2
∫ (k+1)1
k1 [(k + 1)1− s]dWs and E[(R˜(2)k )2] ≤ c12. Therefore, the following
holds:
σ 2(V(k+1)1)− σ 2(V¯k) =
√
1(σ 2)′(Vk1)σ (Vk1)(ξk − ξ ′k)+ R˜k, (41)
with E[(R˜k)2] ≤ c′12. Noticing that E[(ξk − ξ ′k)2] = 1/3, we get the first part of the result.
Analogous tools allow us to complete the proof. 
Proof of (d). This is a straightforward consequence of (b), (c) and Eq. (12). 
8.4. Proof of Lemma 7.4
We only do the proof for [T]. Considering Sm in collection [T], we have to bound
E
(
supt∈Bm (0,1)[Tn(t)]2
)
where Bm(0, 1) = {t ∈ Sm, ‖t‖ = 1}. We shall use the following
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properties of the trigonometric basis and of collection [T] which can be checked by elementary
computations.∥∥∥∥∥ ∑
λ∈Λm
(ϕ
(k)
λ )
2
∥∥∥∥∥
∞
≤ C D2k+1m , ‖t (k)‖∞ ≤ C Dk+1/2m ‖t‖, (42)
‖t ′‖ ≤ C Dm‖t‖. (43)
We use decomposition (41) to split Tn(t) into
Tn(t) = T˜n(t)− E(T˜n(t))+ E(T˜n(t))+ 1n
n∑
k=1
R˜k t (V¯k),
with T˜n(t) = 1n
∑n
k=1
√
1[(σ 2)′σ ](Vk1)(ξk − ξ ′k)t (V¯k). Using (42) for k = 0, we get
E
 sup
t∈Bm (0,1)
(
1
n
n∑
k=1
R˜k t (V¯k)
)2 ≤ C Dm (1n
n∑
k=1
E(R˜2k )
)
≤ C ′Dm12.
Then notice that
E(T˜n(t)) = E
(√
1
n
n∑
k=1
[(σ 2)′σ ](Vk1)(ξk − ξ ′k)(t (V¯k)− t (Vk1))
)
.
Here, we have to use two derivatives of t . We use Gloter’s decomposition again in order to write,
as for (40), that
t (V¯k)− t (Vk1) =
√
1t ′(Vk1)σ (Vk1)ξ ′k + ek(t). (44)
For any t ∈ Sm , (42) for k = 2 implies E
[
supt∈Bm (0,1) e
2
k (t)
] ≤ C12 D5m . Thus, with (43), we
obtain(
sup
t∈Bm (0,1)
E[T˜n(t)]
)2
≤ K (D2m12 + D5m13). (45)
Next we write
T˜n(t)− E(T˜n(t)) = T˜ (1)n (t)+ T˜ (2)n (t)− E(T˜ (2)n (t))
with a centered term
T˜ (1)n (t) =
1
n
n∑
k=1
√
1[(σ 2)′σ ](Vk1)t (Vk1)(ξk − ξ ′k),
and the noncentered term (already used above)
T˜ (2)n (t) =
1
n
n∑
k=1
√
1[(σ 2)′σ ](Vk1)(ξk − ξ ′k)[t (V¯k)− t (Vk1)].
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Using the Ho¨lder inequality and the fact that T (1)n (t) is a sum of uncorrelated variables, we see
that
E

(
sup
t∈Bm (0,1)
T˜ (1)n (t)
)2 ≤ ∑
λ∈Λm
E
[(
T˜ (1)n (ϕλ)
)2]
≤ 1
n
∑
λ∈Λm
E[(ξ1 − ξ ′1)2]E{[(σ 2)′σ ]2(V1)ϕ2λ(V1)}
≤ 1
3
C Dm1
n
E{[(σ 2)′σ ]2(V1)} := c1Dmn . (46)
Next, using (44), we introduce more terms:
T˜ (2)n (t) = T˜ (3)n (t)+ T˜ (4)n (t)+ T˜ (5)n (t)
with, since E[(ξk − ξ ′k)ξ ′k] = 1/6,
T˜ (3)n (t) =
1
n
n∑
k=1
1[(σ 2)′σ 2t ′](Vk1)[(ξk + ξ ′k)ξ ′k − E[(ξk + ξ ′k)ξ ′k]],
T˜ (4)n (t) =
1
6n
n∑
k=1
[(σ 2)′σ 2t ′](Vk1), T˜ (5)n (t) =
√
1
n
n∑
k=1
[(σ 2)′σ ](Vk1)ek(t).
The last term is bounded by
E

(
sup
t∈Bm (0,1)
[T˜ (5)n (t)− E(T˜ (5)n (t))]
)2 ≤ 4cE1/2{[(σ 2)′σ ]4(V1)}13 D5m
= c′13 D5m . (47)
Moreover E(T˜ (3)n (t)) = 0 and by using (42) with k = 1, it follows that
E

(
sup
t∈Bm (0,1)
T˜ (3)n (t)
)2 ≤ ∑
λ∈Λm
E{[T˜ (3)n (ϕλ)]2}
≤ cξ1
2
n
∑
λ∈Λm
E{[(σ 2)′σ 2]2(V1)(ϕ′λ)2(V1)} (48)
≤ C D
3
m1
2
n
E{[(σ 2)′σ 2]2(V1)} := c′′ D
3
m1
2
n
, (49)
where cξ = E[(ξ1 − ξ ′1)2(ξ ′1)2]. For the last term, we apply Viennet’s mixing covariance
inequality (see Theorem 2.1, p. 472 and Lemma 4.2, p. 481 in Viennet [27]). There exists a
function b(V )1 such that
E

(
sup
t∈Bm (0,1)
[T˜ (4)n (t)− E(T˜ (4)n (t))]
)2 ≤ 12 ∑
λ∈Λm
Var
(
1
n
n∑
k=1
[(σ 2)′σ 2ϕ′λ](Vk1)
)
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≤ 41
2
n
∑
λ∈Λm
∫
(ϕ′λ)2(v)[(σ 2)′σ 2]2(v)b(V )1 (v)dPV1(v)
≤ 41
2C D3m
n
√∑
k
kβV (k1)E1/2{[(σ 2)′σ 2]4(V1)} := c31D
3
m
n
. (50)
It follows from (45)–(47), (49) and (50) that
E

(
sup
t∈Sm ,‖t‖=1
Tn(t)
)2 ≤ C
(
D2m1
2 + 1Dm
n
+13 D5m +
D3m1
2
n
+ 1D
3
m
n
)
.
Since 1 ≤ 1, D3m12/n ≤ D3m1/n. We have 1Dm/n ≤ 1D3m/n. Using that Dm ≤ Nn ≤√
n1 ≤ n1, we get 1D3m/n ≤ 12 D2m . This implies
E
(
sup
t∈Sm ,‖t‖=1
T 2n (t)
)
≤ C
(
D2m1
2 +13 D5m
)
. (51)
If1 ≤ n−2/3, replacing Dm by Nn in the right-hand side of (51), we obtain that N 2n12+N 5n13 ≤
c/n and (31) follows.
For [W], since the constraint on Nn is different (Nn ≤ n1/ ln2(n)), we get (31) for
1 ≤ n−3/4. 
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