Purpose: Wireless capsule endoscopy (WCE) enables physicians to examine the digestive tract without any surgical operations, at the cost of a large volume of images to be analyzed. In the computer-aided diagnosis of WCE images, the main challenge arises from the difficulty of robust characterization of images. This study aims to provide discriminative description of WCE images and assist physicians to recognize polyp images automatically. Methods: We propose a novel deep feature learning method, named stacked sparse autoencoder with image manifold constraint (SSAEIM), to recognize polyps in the WCE images. Our SSAEIM differs from the traditional sparse autoencoder (SAE) by introducing an image manifold constraint, which is constructed by a nearest neighbor graph and represents intrinsic structures of images. The image manifold constraint enforces that images within the same category share similar learned features and images in different categories should be kept far away. Thus, the learned features preserve large intervariances and small intravariances among images. Results: The average overall recognition accuracy (ORA) of our method for WCE images is 98.00%. The accuracies for polyps, bubbles, turbid images, and clear images are 98.00%, 99.50%, 99.00%, and 95.50%, respectively. Moreover, the comparison results show that our SSAEIM outperforms existing polyp recognition methods with relative higher ORA.
INTRODUCTION
Colorectal cancer is the third most common cancer diagnosed in both men and women. 1 As estimated by American Cancer Society, there were 132,700 new colorectal cancer cases in United States in 2015. Colorectal polyps are important precursors to the cancers, which may develop if the polyps are left untreated. 2 In order to detect polyps in their early stage and remove them before they deteriorate to cancer cells, doctors need to visualize the gastrointestinal (GI) tract directly.
Wireless capsule endoscope (WCE) 3 has become an irreplaceable tool for diagnostic inspection of the GI tract. It offers a noninvasive alternative to traditional endoscopes and enables physicians to explore the GI tract with direct visualization, which is otherwise impossible. Once a WCE enters the human body through mouth, it captures color images of the GI tract for approximately 8 h and transmits them wirelessly to an external data-recording device attached to the patient's waist. Then the doctors download these images and make diagnostic decisions by examining images frame by frame for a few hours. 4 Accurate recognition of polyps in WCE images is a difficult task due to the complicated characteristics. The spatial nature of polyp images such as texture, size, and the contrast with their surrounding vary, and it can be difficult for physicians to reliably detect abnormalities in all circumstances. 5, 6 Moreover, a WCE creates more than 55,000 images for each patient examination, and the captured abnormal images occupy only 5% of the whole collected WCE images, it is tedious for physicians to go through the entire collection of images manually frame by frame to locate the abnormal images. Therefore, an automatic computer-aided diagnosis system is crucial to assist physicians to analyze and separate polyp images.
Many efforts have already been proposed to deal with the polyp recognition problems. [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] The authors in Ref. 7 utilized visual MPEG-7 descriptors for the classification of abnormality in WCE images. Li et al. 10 introduced a novel texture feature to describe WCE images that combines the advantages of wavelet transform and local binary pattern (LBP) methods. Followed by the support vector machine (SVM) classification method, they discriminated polyp tissues from the normal images. In our previous work, 15 we proposed an improved bag of feature (BoF) method to distinguish polyps from normal images. We extracted different textural features around the neighborhoods of the key points and integrated them together as synthetic descriptors to carry out polyp recognition tasks. Most of these approaches [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] are based on handcrafted features. Due to unclear understanding of biological mechanisms and weak human intuition involved, handcrafted features usually suffer from poor generalization capability for different images. Moreover, the conventional handcrafted features only encode part of the images and neglect the intrinsic information of WCE images. 20 Therefore, the handcrafted features are not discriminative for various and complex WCE images. Deep learning methods have recently drawn great attention within computer vision field, and demonstrated remarkable advancement in classification tasks of natural images. 20, 21 They train each layer of building block with nonlinear feature extractors and build a deep architecture by layer-wise training. Then the final image is represented by the output of the deep networks. Sparse auto-encoder (SAE) is a typical building block in deep neural networks with an unsupervised manner. It is an encoder-decoder architecture where the encoder network encodes pixel intensities as low dimensional attributes, while the decoder step reconstructs the original pixel intensities from the learned low-dimensional features. Through minimizing the differences between the input and learned features, SAE learns the discriminative features automatically. The SAE model characterizes image well, and has shown inspiring performance in many applications, like object recognition and image classifications. 22 However, the traditional SAE method treats each image individually without considering any image manifold information, thus the learned image features are simply supported on the ambient spaces. 23 Recent studies suggest that similar features generally have a higher probability of cooccurring in similar images. 24 In other words, similar images that lie in the same geometric or manifold structure tend to possess close learned features. Therefore, local image manifold should be considered when learning discriminative features with the deep learning method.
In this paper, we propose an effective and novel deep learning method, named stacked sparse autoencoder with image manifold constraint (SSAEIM), to recognize polyps in WCE images. The image manifold constraint is introduced in the traditional SSAE model to enforce that images within the same category to be close in the learned feature space and images in different categories to be kept far away. It is constructed by a nearest neighbor graph and represents intrinsic structures of images. To our best knowledge, this is the first time that the spacial information among images is considered in the SAE process for the feature learning of WCE images. Therefore, our method can make the image representation descriptive and thus boost the recognition performance.
Our main contributions can be summarized in the following three aspects. 
RELATED WORK

2.A. Existing polyp recognition methods
Existing methods for polyp recognition [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] are based primarily on conventional machine-learning techniques, which typically start with a handcrafted feature extraction step, followed by a separate training process of the classifier. There are three main categories (color, texture, and shape) of features for polyp recognition in the WCE image analysis.
The common feature to distinguish the polyp from normal images is color feature. WCE images are originally obtained in RGB color space, but the color images are transformed into different color spaces for their good property of color invariance. Zhao et al. 9 extracted features from opponent color space. The images in the methods in Refs 2,8 are converted into HSI/HSV color space before extracting texture features. The color statistic information and color histogram are also used to describe polyp images.
Besides color features, texture is another kind of frequently employed approaches in the polyp recognition, which includes the filter-based features and the local binary pattern (LBP). The filter-based feature is widely used in the polyp detection as the filter could describe image in different spaces, and good filter banks could separate the polyp region from the normal region. The methods in Refs 12, 17 used Gabor filter to preprocess images. Literatures such as Refs 10, 25 have utilized wavelet transform to extract the texture information of WCE images. The LBP descriptor 26 is based on a very simple binary coding scheme through comparing each pixel with its neighbors and considering the result as a binary number. Then the histogram of the binary numbers is used as a texture descriptor. LBP and its extended approaches 27, 28 are adopted in analysis of WCE images. Yuan et al. 12 proposed a novel feature in which Monogenic LBP 27 was used after the image has been processed by Gabor transforms. And in Ref. 17 , the texture features of WCE images were represented by 144-dimensional feature vectors, which combine the LBP and rotationally invariant LBP. In the work by Li et al., 10 the uniform LBP was used after WCE image has been taken discrete wavelet transform and then the features on the different levels of discrete wavelet transforms were combined together to describe images.
The polyps show different shape characteristics compared with surrounding areas in WCE images. They always look like ellipsoids, thus shape is another primary low-level features exploited by clinicians to distinguish polyps from normal WCE images. Histogram of oriented gradients (HOG) 29 is a common shape feature extraction method based on local gradient orientation content. The methods in Refs 18, 19 extracted this feature for the polyp detection. Li et al. 8 utilized the Zernike moments to extract shape features based on its invariant to rotation, scale, and translation.
These three types of features are either holistic or local to depict WCE images at different scales. However, the above features were handcraft designed, which encode part of the WCE information and neglect the intrinsic information of WCE images. 20, 21 Therefore, they are not discriminative to differentiate polyps from normal images.
2.B. Deep learning-based WCE image analysis
Recently, deep learning has made breakthroughs in image classification with powerful feature representation. 20, 21 Although extensive works have been conducted for natural images, there are only a few works on utilizing deep learning methods to WCE image diagnosis. [30] [31] [32] Zou et al. 30 classified WCE images into different digestive organs based on deep convolutional neural network (DCNN) framework. The authors in Ref. 31 proposed a novel WCE classification system by a hybrid CNN with extreme learning machine (ELM). They used the cascaded ELM as a strong classifier instead of the conventional used full-connection classifier in DCNN classification system. Zhu et al. 32 introduced DCNN model to extract generic features of WCE images and utilized SVM as a classifier to detect lesions. However, these methods [30] [31] [32] just utilized existing DCNN models on WCE images.
Compared with CNN-based feature representation, which utilizes convolutional and pooling operations to learn a set of locally connected neurons to extract features, another kind of deep learning model, SAE, utilizes a full connection model to learn high-level feature. It is reported that SAE has got satisfying performance on image classification and object recognition. However, the SAE model, which achieved good performance on natural images, has not been applied to WCE image analysis. Moreover, the traditional SAE encoded feature vectors ignoring the image manifold information, thus it may not represent image features well to some extent. Therefore, we are motivated to propose a novel SAE model integrated with image manifold information to recognize polyps in WCE images.
SSAEIM FOR POLYP RECOGNITION
The motivation of our SAEIM for polyp recognition comes from the SAE. In this section, we first revisit the SAE model. Then we illustrate our proposed SAEIM method with its formulation, its optimization, and its deep structure (SSAEIM) for polyp recognition in WCE images.
3.A. SAE
SAE is a symmetrical and unsupervised neural network to automatically learn image features. This is done by minimizing the reconstruction error between the input data at the encoding layer and its reconstruction at the decoding layer. The structure of SAE is illustrated in Fig. 1 .
During the encoding step, an input vector
. . .; NÞ is processed by applying a linear mapping and a nonlinear activation function to the network,
where W 1 2 R KÂM is a weight matrix, b 1 2 R K denotes the encoding bias. M and N are the dimension and numbers of image features, respectively. f(z) denotes the logistic sigmoid function ð1 þ expðÀzÞÞ À1 .
In the decoding step, we decode a hidden representation h using another linear decoding matrix W 2 2 R KÂM as follows,
where b 2 2 R M is the decoding bias andx i represents the reconstructed feature of x i .
Then the object of SAE is to learn parameters W 1 ; W 2 ; b 1 ; b 2 with a sparsity constraint by minimizing the following cost function:
where the parameter a controls the penalty term facilitating weight decay and b represents the sparsity penalty control parameter.
The first term in Eq. (3) is an average sum-of-squares error term which describes the differences between input x i and its reconstructionx i . The second term is a weight decay term that tends to decrease the magnitude of the weight, and helps to prevent overfitting.
The third term represents sparsity constraint term, which provides the sparsity connection constraint between layers in SAE. In this item, KLðqjjq j Þ represents the Kullback-Leibler divergence 33 between q andq j , which is defined as follows,
where the parameterq j is the average activation of jth input vector h j over the N training data and q denotes the sparsity parameter chosen to be a small positive value near zero to impose the sparsity constraint to the SAE model. This penalty function has the property that KLðqjjq j Þ ¼ 0 if q ¼q j , and otherwise, it increases monotonically asq j diverges from q. Typically, back-propagation algorithm is used to solve Eq. (3). Thus, we can obtain image representation h i for input feature x i with the SAE model.
3.B. Image manifold constraint
The traditional SAE model treats each image individually and dependently without considering any local structure, the features learned by this model may lack of discriminative power in some cases. Therefore, exploiting intrinsic structures concealed among images can help to discover more accurate features.
It is reported that a nearest neighbor graph can successfully model the image manifold structure with recent manifold learning theory and graph theory. 34 Thus, we define a vertex corresponds to an image in the training datasets and construct a graph model with N vertices. Then the matrix of image geometric information F ij is defined as follows: If the label of the image d i is equal with that of the image d j , then the F ij is 1, where the image label defines the image category. Otherwise the corresponding value in F ij equals À1.
After obtaining the matrix F ij , we incorporate the local image manifold to the feature learning by minimizing c 2
where the parameter c defines the weight of image manifold constraints. An intuitive explanation of this function is that if the images d i and d j are in the some category, the learned features h i and h j should also be similar in the learned feature space.
3.C. SAEIM
To obtain discriminative SAE, the image manifold constraint is introduced into SAE to serve as a discriminative term. Thus, we modify the SAE by adding image manifold constraint to guarantee the similarity of features in the same image category. Consequentially, SAEIM is reformulated as follows:
where the first three items share the same definitions as in Eq. (3). The fourth item is the image manifold regularized item, where c controls the contribution of manifold constraints, h i is the encoding output of x i , and F ij represents the image manifold matrix. Our proposed method emphasizes the manifold information in the feature learning step, thus it can provide better characterization for WCE images.
We computed the gradient of Eq. (7) with the backpropagation algorithm as follows to update the parameters fW 1 ; W 2 ; b 1 ; b 2 g,
where l is the learning rate. The derivative of the objective function J SAEIM with respect to the parameters fW 1 ; W 1 ; b 1 ; b 2 g can be computed by gradient descent scheme 35 as follows:
where the operation ⊙ denotes the elementwise multiplication, 
The parameters fW 1 ; W 1 ; b 1 ; b 2 g are updated by using the above gradient decent rule until convergence is reached. Thus, we could obtain the learned features for WCE images.
3.D. SSAEIM
It is reported that deep neural networks preserve better performance compared with shallow neural networks for image characterization. 20, 21 Therefore, we build a deep neural network by stacking several layers of SAEIM.
Our proposed SSAEIM is constructed by stacking three SAEIMs together layer by layer, as shown in Fig. 2 . Thus, there are four layers in SSAEIM. The original size of each image is 256 9 256 9 3, where 3 represents three color channels of images. We resize the image to 64 9 64 9 3 to maintain the computational efficiency. Thus, the size of the first layer in SSAEIM is 12288. The second and third hidden layers have 6000 and 1200 units, respectively. The fourth layer is the final output layer with 128 units, which forms the final discriminative high-level features to characterize WCE images. We introduce an image manifold constraint in each layer of SSAEIM to preserve large intervariances and small intravariances among features.
A greedy layer-wise learning algorithm 36 was applied to train SSAEIM model. We first learn the encoding function in previous layer and apply it to the clean input. Then the corresponding output values serve as the clear input of the next layer to train the SAEIM model. The output of the last layer is the final feature for WCE images with the proposed SSAEIM.
3.E. The differences between SSAE and SSAEIM
Our proposed SSAEIM model is different from the traditional SSAE in the following three aspects.
3.E.1. Input
The traditional SSAE is an unsupervised feature learning method, which automatically learns high-level image features from input pixel intensities. Instead, our SSAEIM introduces a novel image manifold constraint to enforce images within the same category to be close in the learned feature space and images among different categories to be kept away. This strategy enables our method different from traditional SSAE and makes the image representation descriptive. Therefore, our SSAEIM needs the labels of images to train the deep learning networks.
3.E.2. Formulation
In SSAE, through minimizing the error item representing errors among the reconstructed features and the original features, the regularization term and the sparsity constraint term, we could obtain final image features automatically. In our image database, some images within same category demonstrate different characteristics, as shown in Fig. 3 . It is desired that these images within the same category share similar representation. Therefore, the image manifold constraint is proposed to embed into the object of SSAEIM to emphasize the discriminative property. Such item enables the learned features have large intervariances and small intravariances, thus further improves the recognition accuracy.
3.E.3. Deep structure
The traditional SSAE maps the original feature to the hidden layer when the activation function of the encoder step in previous layer is trained. Then the outputs of previous layer serve as the clean input data of next layer. Thus, the errors generated in the previous layer are added to the clear feature. Instead, our proposed SSAEIM introduces the image manifold constraint in encoding step for each layer to reduce the accumulative errors among layers compared with the traditional deep model. 
3.F. Classification method
In our method, each WCE image is characterized as a 128 dimension feature, which is obtained by the output layer of SSAEIM model. Then we apply Softmax classifier (SMC) to carry out the polyp recognition tasks. SMC is a supervised model that generalizes logistic regression as follows to classify images,
where f(h) is a sigmoid function with parameters P, h represents the learned features by the proposed SSAEIM model. In the training step, the parameters P could be optimized by minimizing the cost function with gradient descent based approach. Then we could obtain the image category based on the obtained logistic regression function for the testing images. Unlike the traditional polyp recognition methods [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] which start with a manually handcrafted feature extraction step followed by a separate training process of the classifier, our proposed SSAEIM method jointly learns features and classifiers. Therefore, our method can characterize images much better than the traditional methods.
RESULTS AND DISCUSSIONS
4.A. Experimental data and setup
To simulate the actual discrimination procedure, we further separate normal images into three categories, such as bubbles, turbid images (TIs), and clear images (CIs) without pathologies. 37 Figure 3 shows the example WCE images. The bubbles are usually characterized by several ellipsoidal blobs that can vary in sizes while turbid frames represent food in digestion and present a wide range of green-like colors with a homogeneous texture. The clear images illustrate the intestinal wall of WCE images. Moreover, the polyp images were obtained from different polyp regions to achieve lowest possible similarity.
The proposed SSAEIM model was evaluated by 3000 normal WCE images (1000 bubbles, 1000 TIs, and 1000 CIs) and 1000 polyp images (range of sizes: 3-10 mm). These experimental images were extracted from 35 patients' WCE videos, which obtained by Pillcam SB WCE system. The Rapid Reader software 8.3 was employed to export images from the video clips, and then three experienced clinicians labeled these images for the experiments. These WCE images were deidentified to protect the information of patients, and this WCE image classification experiment was approved by a human subjects committee of Prince of Wales Hospital in Hong Kong. The performance of polyp recognition was evaluated by the overall recognition accuracy (ORA), which represents the percentage of the correctly classified test images. 38 ORA is defined as
where NAcc ij is the number of images that belong to class i but are classified as class j, a is the type number of images.
In our study, a = 4 for the WCE image types: polyps, bubbles, turbid images, and clear images without pathologies. The further classification performance can be visualized using the confusion matrix with sensitivity (sen.) and specificity (spc.). Sensitivity shows capability of detecting positives while specificity means the ability to avoid false detection.
4.B. Parameter analysis for polyp recognition
In the proposed SSAEIM model, there are five free parameters: the weight decay cost parameter (a), the sparsity penalty control parameter (b), the sparsity parameter (q), the image manifold constraint parameter (c), and the learning rate (l). We empirically set a = 0.002, b = 5, q = 0.5 based on the practical tricks introduced previously. 39 We then investigated the influence of parameters l and c to the polyp recognition performance in the WCE images. The performance of our model using different sets of these two parameters was tested. l between 0.003 and 0.03 and the number of c between 0.02 and 0.1 were analyzed, with increments of 0.003 and 0.02, respectively. Figure 4 illustrates the ORAs for each parameter combination. The proposed method gives good polyp recognition results with relatively high ORA [range of (0.90-0.98)] throughout the changes in parameters.
The best performance was obtained by using learning rate l with 0.027 and manifold constraint c to 0.04. The corresponding ORA is 98%, demonstrating the effectiveness of the proposed method for WCE image classification. The corresponding confusion matrix of our method with best performance is shown in Fig. 5 . It illustrates that our method works excellently on the polyp image recognition with 98% accuracy. The accuracies for the bubbles, the turbid images, and the clear images without pathologies are 99.50%, 99.00%, and 95.50%, respectively. High specificities (spec.) are obtained for different types of images. The specificities for bubbles, turbid images, clear images, and polyps are 99.17%, 100%, 99.17%, and 99.00%, respectively. Consequently, we fixed l = 0.027, c = 0.04 in the subsequent polyp recognition comparison experiments.
4.C. Evaluation of SSAEIM on polyp recognition
We further constructed four baseline experiments to illustrate the benefits of our proposed SSAEIM for polyp recognition in WCE images. The first three baseline experiments are SAE, SSAE, and SAEIM, respectively. The parameters for these experiments are shown in Table I . Moreover, as the deep convolutional network (CNN) has been shown to be state-ofthe-art algorithm for image classification, we also added another comparisons of deep CNN with our proposed method. In the implementation, as suggested in Ref. 40 , we used the off-the-shelf AlexNet 41 CNN model and fine-tuned with our WCE image dataset to perform WCE image classification.
We implemented these four algorithms on our datasets and the corresponding ORAs are shown in Table II . The smaller standard derivations of our method depicted in Table 2 demonstrate the strong stability of our proposed SSAEIM strategy. The confusion matrices for four baseline experiments are shown in Fig. 6 .
The proposed SSAEIM method shows superior performance with an improvement of 5.50%, 3.75% in accuracy for bubble image detection, 8.75%, 0.75% in accuracy for turbid image detection, and 7.75%, 8.00% in polyp detection compared with the baseline methods 1 and 2, respectively. The poor results of baseline methods 1 and 2 come from that they only utilized SAE and SSAE to represent images, ignoring the latent image manifold information in the feature learning step. This result validates the introduced image manifold constraint plays an important role in learning discriminative features for polyp recognition. Compared with the experimental results of baseline method 3, our method shows 3.56% higher ORA. This result demonstrates that the deep neural networks have better performance on feature learning than the shallow neural networks. Our method utilized deep networks to learn features for WCE images and introduced image manifold constraint to further emphasize feature discrepancies among different image categories. Therefore, the proposed SSAEIM has a better discrimination ability for polyp recognition.
Compared with the deep CNN model, our method also achieves higher classification results for WCE images. This relative lower result of deep CNN is due to the difficulty in training deep CNN as there are many hidden convolutional and subsampling operations, which may cause gradient-based optimization with random initialization to get stuck in poor solutions. Instead, in our proposed SSAEIM, a greedy layerwise training algorithm is used, where each layer is separately initialized by our proposed image manifold supervised pretraining, then the stacked layers are fine-tuned. Moreover, our SSAEIM introduces image manifold to emphasize similarities of images among same category and to keep images in different categories away. Instead, the traditional deep CNN model treats each image individually and separately.
In order to evaluate the ability of the proposed method in discovering the hidden structure of images, we utilize t-distributed stochastic neighbor embedding (t-SNE) 42 method to project the 128 dimension representations of WCE images to two dimensions. The corresponding results of the methods SAE, SSAE, SAEIM, and SSAEIM are presented in Fig. 7(a-d) . It is clear that the manifolds of WCE images in SAE have more overlap and more twists than the other methods. The comparison between these methods reveals that the distributions of WCE images for SAE, SSAE, and SAEIM are more similar to each other than the SSAEIM model. This result validated the superiority of our proposed SSAEIM.
4.D. Comparison results with existing polyp recognition methods
To further evaluate the proposed SSAEIM method, we compared it with state-of-the-art polyp diagnosis methods. 10, 11, [13] [14] [15] The methods in Refs 10, 11 used global features to represent images, while the methods in Refs [13] [14] [15] applied local features such as SIFT and LBP to characterize image patches and utilized BoW method to encode the image features. We implemented these methods on our datasets and the corresponding ORAs and accuracies for each type of WCE images are shown in Table III . The best performance of the five indexes is highlighted. It is clear that our proposed method shows better classification performance with higher ORA. The proposed method shows superior performance with an improvement of 7.90%, 7.00%, in accuracy for bubble image detection, 15.10%, 25.10% in accuracy for turbid image detection, and 10.70%, 14.10% in accuracy for clear WCE images compared with the published methods in Refs 10, 11 , respectively. ANOVA tests demonstrate that the accuracy values of our method are significant than other methods (P < 0.01). The inspiring comparison results validate that the proposed SSAEIM method provides a superior capability to characterize WCE images, and further demonstrates better performance for polyp recognition.
In Refs 10, 11 , the authors extracted global features to represent image information, but the features extracted from nonpolyp regions may bring noisy and redundant information to the polyp recognition. Although the methods described previously [13] [14] [15] utilized local features to characterize images, these handcrafted features could not represent image information well. Instead, our method employs a deep learning architecture to obtain high-level image feature directly by original pixel signal intensities of input images. Through incorporating the image manifold information to the SSAE, our proposed SSAEIM model provides more discriminative features for WCE images. Our approach is fundamentally different from existing handcrafted methods 10,11,13-15 that rely on lowlevel color, texture, and shape features. Therefore, we conclude that our proposed SSAEIM shows better performance than existing polyp recognition methods.
4.E. Limitation of the proposed SSAEIM
Although the proposed SSAEIM performs favorably against existing algorithms in polyp classification with higher accuracy, it is far from perfect. It might make mistakes or give wrong predictions in certain cases as shown in Fig. 8 . The proposed method does not work well if inhomogeneous illuminations exist in the WCE images [Figs. 8(c) and 8(e)], and these regions with high illumination are usually recognized as polyps. When there are specular reflections in the mucosa surface of WCE images, some background pixels maybe mistakenly identified as the polyp region. In such case, the bubble WCE image may be classified as the polyp as in Fig. 8(a) . In addition, when 
CONCLUSION
In this paper, a novel SSAEIM method is proposed to detect polyps in WCE images. Instead of adopting handdesigned features as previous works, our proposed SSAEIM utilizes deep SAE-based network to learn more powerful features directly from the raw image data. The image manifold constraint is introduced in the feature learning procedure to guarantee the ability of discriminative representation by enforcing images within same category to be close in the learned feature space and the images in different categories to be kept away. This proposed constraint preserves intra and inter class category information, and further makes the obtained feature discriminative.
Experimental results exhibit promising accuracy of 98% for polyp recognition, demonstrating that our proposed SSAEIM is highly capable in WCE image classification. The comparison experiments validate the effectiveness of the proposed image manifold constraint and the SSAEIM. Our methods also shows superior performance compared with existing WCE polyp recognition methods. This work suggests a potential way to automatic WCE diagnosis via a deep learning manner and offers a guided inspiration for the future efforts.
There is still room for improvements of the proposed method. Image preprocessing strategies, such as specular reflections removal and automatic brightness adaptation, should be carefully designed to improve the classification performance. In order to make the proposed method practically useful in hospital clinical trials, further tests using a much larger number of datasets with pathology proof are critical to validate the effectiveness and the robustness of the proposed classification strategy. Furthermore, this study is only proposed to implement automatic polyp recognition task for the WCE images. Other tasks, such as bleeding detection and cancer recognition, that use different datasets and features will be investigated in the near future. 
