Introduction and notation
Before setting the problem context, we have to define briefly some necessary notations. In R d , for d ≥ 2, B(0, ) denotes the open ball with center 0 and radius > 0, int(A) is the interior of a set A, cl(A) is its closure and ∂A is its border.
Given a right-continuous process X defined on an interval I and a belonging to I, a is said to be an extremal superior time if M a = (a, max(X(a − ), X(a)) is an extremal point of the convex hull's upper part of X s graph. Alternatively, extremal superior times can be viewed as the points where the slope of the concave majorant X of X varies. Symmetrically, extremal inferior times are extremal superior times of −X, those where the slope of X s greatest convex minorant X varies.
We denote by E X (resp. E + X , E − X ) the set of (resp. superior, inferior) extremal times. We will study metrical and topological attributes of E X when X is the typical realization of certain classes of stochastic processes. Taking advantage of the problem's symmetry, we will be able to restrict our attention to E + X .
There are multiple reasons to study these convex hulls. From a geometric point of view, it allows us to better apprehend the graph structure of a stochastic process, both locally and globally, and it teaches us about its regularity. Groenboom [8] has first studied this topic when X is a standard brownian motion and I = R + , establishing the essential results, and Pitman [10] gave a simple and exhaustive description of X. Davydov [7] studied these matters when X is a gaussian process. We will show in this paper that, if X belongs to a certain class of Markov processes, called reversible, then E X is a.s negligible, and so it is for its integrated process. We obtain the same result when X is an Itô process. Furthermore, when X is a bounded variation Lévy process, E X is a.s countable with accumulation only possible at the time where X tends to its extremal values. When a sufficiently smooth deterministic function f is added up to X, we show that the only right-(resp. left-)accumulation points of E + X can occur only when f (a) = (X + f ) (a + ) (resp. f (a) = (X + f ) (a − )). In fluid mechanics, this geometrical problem is closely related to the solution of the one-dimensional Burgers equation with vanishing viscosity. Namely, if u is the velocity field of an incompressible fluid, Burgers has introduced the equation
as a simple model of hydrodynamic turbulence, where is the viscosity. Roughly speaking, if the particles of the fluid form clumps, when the viscosity is close to zero, each of them evolves freely until meeting another clump, and their collision gives rise to a bigger clump, such that mass and momentum are preserved. Burgers equation is a simplified version of Navier-Stokes equation, and even if it is known among physicists that it does not describe turbulence very accurately, it is broadly used in many physical problems such as shock wave formation in compressible fluids, or formation of large scale structure of the universe. See [15] for more detailed information. Frisch explained why a probabilistic description of turbulence is necessary, and there has been since the 80's an abundant litterature about the solution of Burgers equation with random initial conditions and vanishing viscosity, defined as the limit of the solution as tends to 0.
A feature of particular interest is the set of Lagrangian regular points at time t, the fluid particles that have not been involved in any shock up to time t, and have kept drifting at their initial velocity. The intuition is that this set becomes smaller as the initial velocity becomes irregular and random, because if the neighbours of a particle move in completely random directions, this particle has a low probability of not being hit by another one after a short time. Janicki and Woyczinski conjectured that the Hausdorff dimension is 1 α when the initial velocity is an α-stable Lévy process. This conjecture was proved by Sinai [13] in the Brownian motion case α = 2, and by Bertoin [2] in the general case α ∈]1, 2] when the process has no negative jumps, but it has been proved to be wrong by Simon [13] in the general case.
Since the explicit solution of (1) given by Hopf [9] and Cole [6] is expressed in terms of the initial potential ψ veryfing ψ x = −u, it is more convenient to consider the initial potential as a known random process. Bertoin considered the case where the initial potential is a stable Lévy noise with index α ∈] 1 2 , 2]. This situation naturally appears as a limit in a large class of renormalized potentials, see [4] . Due to the lack of regularity of the initial velocity, in this framework Lagrangian regular points are much more rare. Bertoin showed that for α = 1, if the initial potential is monotone, the shock structure is discrete a.s., and if the noise is not completely assymetric and 1/2 < α < 1, there exists a.s Lagrangian regular points. We will study here the general case where ψ is a bounded variation Lévy process. We will see that the set of Lagrangian regular points is left continuous with respect to time for the Hausdorff topology on closed sets, and that in consequence the set of Lagrangian regular points tends to tighten itself around the place where ψ reaches its maximum. We will also discuss the discreteness of Lagrangian regular points.
In the preliminaries, we introduce rigorously all the notation used in the paper, and present some facts about Lévy processes and the Burgers equation which will be useful for the sequel. Then we state the main results about extremal times of random processes, by performing a purely geometrical study of their graphs, postponing applications to Burgers equation to the third section. Finally we give the proof of the main theorems in the last section.
Preliminaries
In this section we first describe the basic notations and conventions, and then recall some useful results about Lévy processes and the physical interpretation of Burgers equation, enlightening the investigation of the extremal set.
All the processes considered in this paper admit a.s left and right limits in each point. In our study, we only consider the convex hull of X's graph, which does not depend on the choice of X(a + ) or X(a − ) for X(a) in points a where X is not continuous. Nevertheless, we have to choose a convention, and the classic definition of Lévy processes bounds us to exclusively study its right continuous version, i.e we always have X(a) = X(a + ). All stochastic processes considered in this paper are cadlag. We also define, for each point a and process X, X * (a) = max(X(a + ), X(a − )). This notation is convenient because we can say that a time a is extremal superior iff M a = (a, X * (a)) is an extremal point of X s graph. We introduce the temporal translation operator θ: Definition 2.1. Let T ∈ R + , and X be a random process on R + . Then we set
When T (ω) is a random variable, we set
We often study the restriction of a stationary process X to a smaller interval I, typically [0, 1] . In this case, X(T + a) might not have sense, and we define the translation operator as the restriction to I of (θ T (X)(a), a ∈ R + ). Given C a convex in R 2 , we call E C the set of its extremal points and E C = Π(E C ) their projection onto the a−axis, so that Π(a, x) = a. For any function f defined on an interval I of R , we note M a = (a, f (a)), Γ f = {M a | a ∈ I} its graph, and C f = conv(Γ f ) its convex hull. The extremal set is then defined by E f = E C f . We also note E f = E C f . We call extremal time a point of E f .
The function f is the least concave majorant of f and f its greatest convex minorant. Wa can notice that E f = E f ∪ E f and both parts can be studied separately. We have
We denote by E + f = E f the set of extremal superior times and E − f = E f that of inferior extremal times.
Lévy processes
In this section we brielfly review material in the field of Lévy processes, which will be the most profoundly investigated class of processes in this paper. Besides, we will recall informations about bounded variation Lévy processes, as we will exclusively consider Burgers equation with them as initial potential.
The general characterization of a Lévy process in terms of its characteristic function is given by the following theorem: Theorem 2.1 (Lévy-Khintchine). Given a Lévy process X defined on an interval I of R, there exists b ∈ R, σ ∈ R + and a measure ν on R veryfying:
such that the characteristic function of X(a) is, for any a ∈ I,
Moreover, the triple (b, σ, ν) is uniquely defined by the law of X.
Comments about this theorem can be found in [12] . Due to this decomposition, each Lévy process can be though of as the sum of three independent processes, a linear function with slope b, a brownian component, which is actually a standard brownian motion multiplied by σ 2 , and a Poisson component, which is a pure jump process. The jumps size and frequency are determined by the Lévy measure ν. When the process has bounded variation, the Poisson component can be seen as the limit of the compound Poisson processes which Lévy measures are ν truncated arbitrarily close of 0 (and hence finite).
From now on we will assume b = 0, which amounts to remove the linear function a → ba and does not alterate E X . Some basic properties of X can be stated in terms of the characteristic triple. For example, the trajectories are a.s continuous on R + iff the Lévy mesure is zero, and the trajectories of X are a.s discontinuous on every interval iff its Lévy measure is infinite. The trajectories have a.s bounded variation (on any interval) iff
otherwise they have almost surely unbounded variation (on any interval).
A very important property of Lévy processes with bounded variation is stated in the following lemma:
Lemma 2.1. Any Lévy process X with no drift and bounded variation satisfies:
The proof can be found in [14] .
Burgers equation with vanishing viscosity
In this section, we expose the mathematical details of Burgers equation with vanishing viscosity, in particular the link with the study of concave majorant of random processes.
Here, u(a, t) is the velocity field of a fluid satisfying Burgers equation (1). Hopf [9] and Cole [6] derived an explicit solution, stated in the terms of the potential ψ defined by ψ a (a, 0) = −u(a, 0) and ψ(0, 0) = 0. The limit of this solution when the viscosity tends to 0 is given, for x ∈ R, t ≥ 0, by
We notice the similarity with the Legendre transformation of the function
For x real, let a(x, t) be the supremum of points where the maximum in (8) is achieved. If ψ t is the concave majorant of ψ t , a(x, t) is the supremum of points a where ψ t (a) ≥ − x t (ψ t is the right-continous derivative of ψ t .). Any extremal superior time being characterized by ψ t (a − h) > ψ t (a + h) for h arbitrarily close to 0, E + ψt = cl({a(x, t) | x ∈ I}). For each t, x → a(x, t) is non-decreasing and its right-continuous inverse is noted a → x(a, t) and is called Lagrangian. It is the right continous version of the a−derivative of −tψ t (a). The application x → a(x, t) is called inverse Lagrangian.
From the hydrodynamic point of view, x(a, t) is the position at time t of a particle initially located at a. If a discontinuity of the inverse Lagrangian occurs at a point x: a(x − , t) < a(x, t), it means that all the particles initially located on [a(x − , t), a(x, t)[ have formed a clump at point x at time t, and that is why such an interval is called a shock interval, and its extremities shock points. Hence the set E + ψt contains the whole description of the shock structure of the fluid at time t, its points represent extremities of shock intervals when isolated on the right or left, while, on the contrary, the initial position of a particle not involved in any shock up to time t is isolated neither on its left nor on its right in E + ψt . The latter points are called Lagrangian regular points, and their set is noted L ψt .
For instance, if E + ψt is discrete, it means that, at time t, all particles have gathered in a finite number of clumps (on each compact set), and a clump located at x is formed by all particles initially located in [a(x − , t), a(x, t)[. (The clump is empty if x is not a discontinuity point.) In particular we have L ψt = ∅.
A visual illustration is on figure 1, for t = 1. Since x(., 1) = −ψ 1 , in the upper graph the functions −ψ 1 and −ψ 1 are drawn, with ψ(., 0) being a bounded variation Lévy process. The black graph represents the drift, a 2 2 . We also show −ψ 1 in the lower graph. An interval where −ψ 1 is constant equal to, say x, is the interval containing particles that have aggregated at time 1 and are now located at x.
In conclusion, in order to obtain a complete description of the fluid at time t, our aim is to study E + X+f , when X is the realization of a bounded variation Lévy process and f is a smooth drift (f (a) = − 
Deterministic or probabilistic study of the convex hull?
This paragraph is an introduction to the study of the convex hull of a random process. We are going to state some basic facts concerning the extremal set of real functions. We will also exhibit briefly some deterministic counter-examples to results that are true for the random processes studied in this paper. This will justify fully the use of probabilistic tools.
Let f be a deterministic real function on
Here are a few topological assertions that can be made about the extremal set of f .
The extremal set E f is always closed, whatever f is. Moreover, if f is differentiable, f is C 1 and E f has no isolated points. If f possesses left and right limits in each point but is not continuous on any interval (or not monotonous on any interval), then E f is totally disconnected.
However, it is more difficult to have information about the measure of E f in a general framework. It is possible to find a function f of class C 1 strictly concave such that λ(E f ) = 0. (λ denotes the one-dimensional Lebesgue measure.) A primitive of the "devil's staircase" is an example. There also exists, for any u in [0, 1[, a function f such that λ(E f ) = u, although f is neither continuous nor monotonous on any interval.
These phenomena are nevertheless pathological, and that is why a probabilistic study of random processes will allow us to state that the typical extremal set is "small", in a sense that will be specified later.
Extremal set of random processes
This chapter is dedicated to stating facts about the extremal sets of random processes. We will first prove that the negligibility of the extremal set of Lévy processes and Itô processes occurs almost surely, then we will investigate more profoundly the case of bounded variation Lévy processes.
Negligibility of the extremal set
To establish the negligibility, the main tool is Fubini's theorem, which enables us to use the following lemma:
Lemma 3.1. Let X be a separable process. If
Fubini's theorem gives us
and the proof is complete.
Reversible Markov processes
Due to this lemma and the nice homogeneity properties of Lévy processes, we can establish the negligibility of the extremal set for any Lévy process, but the space homogeneity is actually not fully required, and we will be able to show the result under weaker hypotheses. Besides the strong Markov property, we require from a process X under study the triviality of the algebra s↓0 σ(X s ), which is called Blumenthal zero-one law. We only consider Markov processes satisfying Blumenthal's zero-one law.
Definition 3.1. Let X be a Markov process. X is said to be reversible if, for any a > 0, the processes X(s) = X(a + s) − X(a) and X (s) = X(a) − X((a − s) − ) are Markov, and have the same distribution for s sufficiently small.
For example, Lévy processes are reversible.
Theorem 3.1. Let X be a reversible Markov process. Then
This result is demonstrated in paragraph 5.1 in the proof section. Briefly, the idea is to use lemma 3.1 and so we have to prove that, any given t is almost never in the extremal set. The property of being in the extremal set depends geometrically on the past and the future of t, and the reversibility property ensures us that the conjoint behaviour of past and future is symmetric. The zero-one law for the process X − X finishes the proof.
Itô processes.
This negligibility property is not the exclusivity of Markov processes. We are going to show here that it is also true for most Itô processes. The general idea that results of it is that, given any process sufficiently irregular and random, its extremal set has few chances to be large, and the irregular functions having a non-negligible set mentionned in paragraph 2.3 are really constructed in a special manner that cannot be accidental. Let (B a , a ≥ 0) be a standard brownian motion and F = (F a , a ≥ 0) its natural filtration.
be the class of F-adapted process Y on R + that satisfy
Theorem 3.2. Let X be an Itô process. X can be written under the general form
where ψ, φ ∈ M The hypothesis on Y is necessary because if Y = 0, Z can be chosen to be any smooth function, bringing a heavy extremal set. In other words, the irregularity of Y is sufficiently strong to overbalance the regularity of Z. In the proof (paragraph 5.2), we use lemma 3.1 again, showing that for any t, Y is not locally lipschitzian in t while Z is, so that the large fluctuations of Y around t make it a.s impossible for t to be in the extremal set.
Bounded variation Lévy processes
Let us get back to Lévy processes, which are often considered as initial data for Burgers turbulence. We are going to focus on Lévy processes of bounded variation, because in this case lemma 2.1 indicates the local behaviour of the process after zero, and consequently after each stopping time. Since the process is pure-jump (the diffusion coefficient is zero), and its jumps are all simultaneously stopping times, it is easier to apprehend the structure of the graph with markovian techniques.
Let us notice first that when the Lévy measure is finite, X is a.s piecewise constant, and E X is discrete in R + . For the sake of more simple statements, we will assume in the sequel that the Lévy measure is infinite.
Another feature that affects the shape of the extremal set is what we call the "dissimetry" of the Lévy measure. Recall that X is supposed to have no drift. Definition 3.3. Let X be a bounded variation Lévy process and ν its Lévy measure. If
ν is said to be downwards dissymetric. Symetrically, ν is said to be upwards dissymetric if ν(− . ) is downwards dissymetric. Otherwise, ν is non-dissymetric.
The dissymetry of ν is also known as "the irregularity of zero" for X. It is plainly studied in [5] and the following characterization can be found in [3] :
Let ν be a Lévy measure. We setν
The main result of this section is the following theorem:
Let X be a bounded variation Lévy process with infinite Lévy measure on
X contains only T and jumping times of X, and its unique accumulation point is T . The time T is left isolated in E + X iff ν is downwards dissymetric and right isolated iff ν is upwards dissymetric.
The proof can be found in paragraph 5.3, but we present here the general scheme. Thanks to lemma 2.1, we can show that, unless 0 = T , 0 is right isolated in E + X and we can find a segment between M 0 = (0, 0) and the next point M a = (a, X * (a)) in E + X . If a < T , this segment has a slope µ ∈]0, ∞[ and a can then be characterized as the first time when X jumps over the linear function a → µa, which is a stopping time, and a is also a.s a jumping time because it is improbable for a non-stopping time to have pure-jump process X get over the linear function µa. We repeat this operation starting from a and step this way from times to times until T is reached, and the number of steps is finite only if T is itself a jumping time, (and so a stopping time,) which would imply that ν is downwards dissymetric. The same reasonning can be made starting from 1 thanks to the reversibility of Lévy processes.
This theorem gives us a fairly good understanding of the shape of X s concave majorant and extremal set. We do not have a complete quantitative description as [8] and [10] got for brownian motion, but we can fully understand the topological structure of the set. We will give a physical interpretation in the next section.
Shock structure in Burgers turbulence with bounded variation Lévy process as initial potential
In order to study the shock structure of a Burgers turbulence at time t with initial potential a Lévy process X, we need to investigate the extremal set of X + f , where f (a) = −a 2 2t . The results obtained are valid for f sufficiently smooth and we will work in the general case hereafter.
Extremal set of a bounded variation Lévy process with smooth drift
In this section, X is a random process and f is a smooth function. Hypotheses on f will be made more precise later. Let us start with the case where f is convex. Proof. Let us pick s that is not extremal superior for g. We will show that s is not extremal superior for g + f either. We can find u < s < v and λ, µ = 1 − λ in ]0, 1[ such that
The convexity of f gives us:
and by adding up we have
which proves that s is not extremal superior for g + f .
Adding up a convex function to X thins its extremal set, although adding a concave function widens it. In our study, we investigate E X+f where f (a) = − a 2 2t is concave. Knowing that E X is discrete away from T does not imply the same for E X+f and so we have to realize a specific study for concave functions. The next theorem sums up the main result obtained here about concave functions: 
The demonstration is very similar to the no drift case. The stopping times where X gets over the linear function µa are replaced by the stopping time where X + f gets over the linear function (f (0) + µ)a, and the concavity inequalities lead us to the same results. The accumulation points, "where X reaches an extremum" are generalized to "the times where X (a − ) − f (a)" changes sign. We notice anyway that when there is no drift, T is indeed the time where X (a − ) − f (a) changes sign. The eventual accumulation points of E + Y are the points where the derivatives of Y and f exactly coincide. It is difficult to determine exactly the disposition of such points, but as shows us the example where f = 0, where there is only one such point, one might think that they are relatively few. This issue will be discussed in the next section. A slightly more general result can be obtained easily.
Theorem 4.2.
We use the same notations and hypotheses than in the previous theorem, but we loosen the regularity hypothesis on f . We suppose that [0, 1] admits a countable partition in intervals on which f is either convex or concave. Then the eventual left (resp. right) non-isolated points of E X+f satisfy Y (a
Y (a) = f (a)). 
Lagrangian regular points of Burgers turbulence with bounded variation Lévy process as initial potential
Given an initial potential ψ(., 0), we study the evolution of the graph convex hull of a → ψ(0, a) − a 2 2t as time varies, and deduce the behaviour of L ψt as t goes by.
In this paragraph, we note (ψ(0, a) = X(a), a ∈ I) a Lévy process with bounded variation, where I is an interval of R + .
Still aiming to understand the shock structure of a Burgers turbulence, we are wondering whether there is an infinite number of Lagrangian regular points on the compact [0, 1]. If this happens at time t, then at least one point of L ψt will be an accumulation point. Hence we investigate the probability that a point of L ψt is an accumulation point.
We introduce the notation
for u ≥ 0. The variable u is the inverse of time. We set E u = E Xu and L u = L Xu .
The first easy remark is that E u increases with u.
To understand the above result, we only need to know that adding a concave function widens the extremal set, as is stated in lemma 4.1. The easiest way to look at things is to leave from time t = ∞, i.e u = 0, and watch the evolution of E u as u increases, i.e go backwards into time.
We know from theorem 3.4 that, for t = ∞, the extremal set is discrete with accumulation only at the eventual point T where ψ(., 0) reaches its maximum. However, there is no reason why it should be so for times t < ∞ in the general case. But a certain form of upper semi-continuity of u → E u can allow us apprehend L ψt when t → ∞. Proof. Let > 0. We need to find η > 0 such that E u+h ⊂ E u + B(0, ) and E u ⊂ E u+h + B(0, ) for 0 < h < η.Since E u is increasing with u, the second relation is always true. We will settle to show the frst one. Since E u is closed, I \ E u can be decomposed into a countable set of disjoint open intervals (I n,u ) n∈N . We set K u, = I \ (E u + B(0, )). It intersects a finite number of I n,u , the one which size is greater than . We call J 1 , ..., J q the closed intervals such that K u, = ∪ q i=1 J i . Take i in {1, ..., q}. As the probability that the graph of X u touches that of X u outside an extremal point is null, the graphs of X u and X u are a.s strictly separated above J i . In consequence, there is h i > 0 such that the graphs uf X u+hi and X u+hi are strictly separated above J i . In particular, E u+hi ∩ J i = ∅. Taking h = min i (h i ) > 0 yields the result. Corollary 4.2. When ψ(a, 0) is a Lévy process with bounded variation on I an interval of R, almost surely the set of Lagrangian regular points tightens around T , the place where ψ(., 0) reaches its eventual maximum. When I is unbounded, ψ(a, 0) does not have a global maximum and since the supremum of ψ(., 0) on any compact is crossed at a further place, the Lagrangian regular points are flushed to +∞ when time tends to ∞.
As announced at the beginning of the section, we will now investigate whether a point in L u is an accumulation point or not. Until the end of the section, it is more of an informal discussion. The facts will not be demonstrated rigorously but we will give hints that will make them likely to be true. Denote by L r u the right accumulation points of L u . We introduce the conditional probability:
Due to the space and time homogeneity of a Lévy process, and the invariance of the extremal set to the addition of a linear function, we see easily that G(u, a) does not depend on a. We set G(u) the common value.
We now have to pick a peculiar a in which to calculate G(u, a). We know that T is always in E u so it would be a good idea to establish G(u) = P(T ∈ L r u ). Informally, T doesn't have a particular position within Lagrangian points, these are all points that maximize the distance between X and a linear function, only that this function has slope 0 for T , but the slope is irrelevant in our problem because the extremal set is invariant under the addition of a linear function. We will from now on set
Our intuition leads us to think that G(u) = G * (u). We can now have a few interesting informations about G * (u):
(ii) G * is right continuous.
Proof. (iv) is the consequence of the fact that X(T + a) − X(T ) is a Feller process, using Blumenthal's zero-one law in a = 0. Checking Feller conditions are not difficult, one can use proposition 1 of chapter IV in [5] , but since we are in an partially informal framework here, we will not check them right now.
We can have an additional result synthetizing the previous properties.
Corollary 4.3.
Let ψ(., 0) be a bounded variation Lévy process. We can find a deterministic t 0 such that G * (u) = 0 for t < t 0 and G * (u) = 1 for t ≥ t 0 .
The role of the critical time t 0 exhibited here is hard to determine. It is likely that something special should happen to the set of Lagrangian regular points at this time, but it is hard to establish for sure that it is discrete before t 0 and that all Lagrangian regular points are accumulation points of L ψt after t 0 , although it is our first feeling regarding t 0 . Stable Lévy processes with index α ∈]1/2, 1[ that are not completely assymetric have been studied in [2] , they satisfy t 0 = ∞. The litterature has widely explored the cases where ψ 0 is the primitive of a stable Lévy process, where the extremal set is uncountable at any time. Anyway, no process such that t 0 is not 0 or ∞ has been exhibited until here, the invariance of the extremal set seems to be a constant feature of Lévy processes investigated. It would be interesting to find such a process, or more generally a process where the extremal set changes drastically over time. Regarding Lévy process, the critical question is whether an infinity of Lagrangian regular points pops up around T in E u for u = 1/t 0 .
Proofs

Reversible Markov processes
Proof of theorem 3.1. Let a ∈]0, 1[. We have to show that a is almost never an extremal superior time. We set M a = (a, X * (a)). Note that with probability one, when a is fixed, X * (a) = a (i.e X is continuous in a), and we only consider ω for which X * (a) = a in the sequel.
We know that a is not extremal superior time as soon as we can find s > 0 such that
because then M a would be under the segment [M a−s , M a+s ]. We will show that we can a.s find s such that (15) is satisfied.
We set, for s ≥ 0,
By reversibility of X, X and X have the same law and are Markov processes for s small enough. By the strong Markov property, for x ∈ R, the conditional processes X x = ( X|X(a) = x) and X x = (X |X(a) = x) are independent.
As a consequence,
= Y x ). The zero-one law gives us the triviality of the σ−algebra
The symmetry of Y x implies P(A + x ) = P(A − x ) = 0 or 1. These two probabilities cannot be simultaneously equal to 1, so they are simultaneously equal to 0. Let us define
This event is trivial. The event A + is defined in a similar manner. Then, P(A − ) = R P(A − x )P(X(a) ∈ dx) = 0 and so we can find s arbitrarily close to 0 such that Y (s) ≥ 0, which proves that X satisfies (15) . So, a.s a / ∈ E + X . Thanks to lemma 3.1 we can conclude that a.s λ(E For x ∈ R, we index by "x" the variables conditionned by X(a) = x. Z is not Markov, but (Z, X) is Markov, and so (W x , Y x ) is Markov too, and has a symmetric law, as the substraction of two independent Markov processes with the same law. We use the zero-one law again:
is trivial. As previously, a.s W is negative arbitrarily close to 0, and (15) is satisfied for Z. So a.s a / ∈ E + Z . So thanks to lemma 3.1 we can conclude that a.s λ(E + Z ) = 0. We arrive at λ(E Z ) = 0 a.s.
Ito processes
Proof of theorem 3.2. X is writen under the form
where (B, F) is a standard brownian motion with its filtration and φ, ψ ∈ M A real function g is said to satisfy property P if:
Let us notice that X satisfies P if we can find f continuous non-decreasing on R + such that X • f satisfies P. Moreover, f can be random. The process X hence satisfies P if X satisfies:
For almost any ω, ∃f ω contiunuous non-decreasing such that X • f satisfies P.
(18) We define similarly for each a the property P a that X • θ a satisfies P. An ideal candidate for the random time change is the function given by the following theorem: (See [11] , ch.V.1):
If M is a local continuous martingale, then, if we define
is a standard brownian motion.
So that the time change of Y is continuous, we need that a → Y a is constant on no interval. The process Y being a local continuous martingale, on any deterministic interval where Y a is constant, Y has bounded variation and is hence null. Hence the hypotheses imply that T is continuous.
We apply the time change theorem to Y and keep the same notations:
We know that, for any positive a, lim sup v↓0
locally lipschitzian, its contribution in the increasing rate is negligible before that of B , and
Using symmetry:
We finally have
, where L T is the set of points where T is locally lipschitzian. (Z is a.s an absolutely continuous function, hence locally lipschitzian everywhere). Using Fubini again yields:
We need a last well known result:
If f is a non-decreasing real function, it is differentiable almost everywhere.
Hence, T is locally lipschitzian a.e and a.s λ(L c T ) = 0, which imply that for all a, a.s, P a is satisfied. As X, −X, X and −X satisfy the same hypotheses, they also satisfy P a in any a. We can then say that for any a, a.s M a is striclty included in the convex polygon M a−s1 M a−u1 M a+s2 M a+u2 for some u 1 , u 2 , s 1 , s 2 > 0, and so is not in E X .
Bounded variation Lévy processes
This section is devoted to the proof of theorem 3.4, but first we need some preliminary definitions and results.
We suppose here that the Lévy measure is infinite.
We set as usual M a = (a, X * (a)).
According to lemma 2.1, any bounded variation Lévy process is 'flat' around 0, more precisely dominated by any linear function with positive slope. As a consequence, the first extremal superior time after zero is striclty positive (except in the exceptionnal case where X achieves its maximum in 0, in which case we consider the same demonstration for the reversed process), and a portion of line of slope µ > 0 links this point to (0, 0). That is why we introduce the following variable:
We call it µ−exceeding time. Let
the set of times a for which any anterior point is located under the line of slope µ passing by M a . We have also S 1,µ = inf A µ . We recursively define
Proposition 5.1. The S k,µ form an increasing stopping times sequence whose increments are iid and almost surely strictly positive.
It is easily deduced form the strong Markov property for X and its local behaviour in 0.
In particular, we have a.s S k,µ → ∞ as k → ∞.
We set J + X the set of positive jumps of X. J
We set the convention 0 ∈ J
Now comes the technical result. We are going to use Fubini's theorem to show that, since X essentially increases when it jumps, all crossing times are jumping times.
Proposition 5.2.
There exists a countable dense set Λ ⊂ (0, ∞) such that for any µ in Λ, the S k,µ are a.s positive jumping times.
z . These stopping times are called crossing times. We are first going to prove that they are jumping times, and then we will use the fact that an exceeding time is also a crossing time. is bimeasurable, we have
Lemma 5.2. We can find a countable dense subset
Let us recall first that X has a.s at most a countable number of jumps. CallingX the least non-decreasing function greater than X, we see thatX is a non-decreasing pure-jump function. We havẽ
and so the set of z in a∈J
X } since all crossing times ofX are also crossing times of X. Hence, its complementary set {z | T z (ω) / ∈ J + X } has a.s measure zero, and hence we have
In particular, and that is all we will need, there exists A 0 (non-random) countable dense such that
For evident reasons, the previous result can be generalized:
By setting A = u∈Q A u , we have
Conversely, all the positive jumping times are T The lemma being proved, let us move on to times S k,µ . We reuse theX function defined previously, and we notice that each crossing time forX is also crossing time for X. We can assume without loss of generalityX = X. We define in a similar way
Our task, more complicated than the previous, is now to show that a.s
We are going to show that
which will give us the desired conclusion using a sequece µ 0,n > 0 that decreases towards 0.
We define, for µ > µ 0 , f (µ) = µS 1,µ (with X(∞) := ∞). Visually, f (µ) is the projection onto the vertical axis of the point where the line x = aµ is being crossed by X. (See figure 2.) We have a.s
(which doesn't contain ∞). Indeed, if S 1,µ is a time where X crosses the line whose equation is y = µx (with µ > 0), then it also crosses the line whose equation is y = f (µ). In other terms, S 1,µ = T f (µ) .
Let us now notice that f and S 1,µ are non decreasing for µ, and that for
In particular,
From lemma 2.1 we deduce S 1,µ0 > 0 and λ({µ > µ 0 | S 1,µ (ω) / ∈ J + X }) = 0 with probability 1. We conclude in a similar manner, there exists a dense countable subset Λ of R
After this proof, most of the technical work is done, and all that is left to do is notice the following fact:
All the extremal superior times anteriors to
are positive jumping times.
Proof. Let a be such a time. If we set µ a = X(T )−X(a) T −a > 0, we see that a is included in A µ for µ ∈ Λ satisfying µ a < µ < ∞. We can write S , which is a positive jumping time, and the corollary is proved. We have drawn, for 0 < µ 1 < µ 2 the successive values S k,µ1 and S k,µ2 for a hand-drawn function on figure 2.
We hence have shown, as was announced, that extremal superior times are a.s all simultaneously positive jumping times, and also stopping times according to lemma 5.2. Proof. Let us notice first that a positive jumping time a is necessarily left isolated, since on a left neighbourhood the graph of X is strictly under any line with positive slope going through M a . We are now going to show that they are also right isolated. According to lemma 5.2, we can write a = T and so any T u z < T , and any positive jumping time strictly inferior to T , is right isolated in E + X because the graph of X on the right of this point is located strictly under each line with strictly positive slope going through this point, and in particular the segment joining M a and M T .
We are now able to determine the structure of the convex hull of any bounded variation Lévy process. The structure of E X is very simple when X has finite Lévy measure (E X is polygonal), we restrict ourselves to the case where the Lévy measure ν is infinite. We first need a quite intuitive result:
Then, a.s, T = T .
Proof.
We set, for u ∈ Q ]0, 1[,
The key point is that, if T = T , then we can find u ∈ Q∩]T, T [ such that m Proof of theorem 3.4. We already know that all extremal superior times inferior to T are isolated in E + X . Similarly, by considering X (a) = X(1) − X ((1 − a) − ), which is still a bounded variation Lévy process, its extremal superior times are all isolated as long as they are inferior to 1 − T . As the extremal superior times of X prior to 1 − T are the extremal superior times of X posteriors to T , then we know that all extremal superior times of X are isolated, except maybe T . For what is coming next we have the following lemma: Lemma 5.3. If T is a positive jumping time, then ν is downwards dissymetric, and T is isolated on the left but not on the right.
Proof. Let us assume that T is a positive jumping time. We saw that it was a stopping time because it is the time of crossing of z ∈ A∩] sup s<T X(s), X(T )[ and so, with
, and ν is hence downwards dissymetric. Moreover, lim a→0 + X(T +a)−X(T ) a = 0 because it is a stopping time, and T is not right isolated. T is left isolated as a positive jump. Considering X leads us to the same conclusions on the right of T .
We have the converse:
Lemma 5.4. If ν is downwards dissymetric, then a.s T is a positive jumping time.
Proof. Let V 1 = inf{a > 0 | X(a) ≥ 0} and V n+1 = V 1 • θ Vn + V n a sequence of stopping times with iid increments. The measure ν being downwards dissymetric, the times V n are a.s strictly positive.
In particular, a.s lim n V n = ∞ and the times V n are discrete in R + . Let us also show that X V1 > 0. It suffices to notice that if X V1 = 0, if we restrict ourselves to an interval of the form [0, q], q ∈ Q∩]V 1 , V 2 [, X reaches twice its maximum on this interval, which almost never happens according to proposition 5.3 . V 1 is then a positive jumping time, and so are the V n . It remains to show that T = V n for a certain n a.s, and that T will then be a.s. a positive jumping time. If T is left isolated in {V n | n ∈ N}, then T = V n+1 , where n = sup n≥0 V n < T since X T ≥ X Vn . Otherwise, T ∈ {V n | n ∈ N} since this set is discrete.
We can conclude the demonstration of the theorem by this last lemma:
Lemma 5.5. We suppose that ν is non-dissymetric. Then a.s X (T − ) = X (T ) = 0 and T is isolated neither on its right nor on its left.
Proof. Let A be the event X (T − ) > 0. We are going to prove by contradiction that A is negligible. We suppose P(A) > 0. We set
It is the (a.s unique) time where the restriction of X to [1, 2] reaches its maximum. We call B the sub-event of A:
The event B occurs when
• X reaches its maximum in T on [0, 1],
Let u ∈]0, 1[, M > m > 0, c > 0, and let Z be the zone of R 2 defined by
We suppose that m and M have been chosen such that λ 2 (Z) > 0, where λ 2 is the 2-dimensional Lebesgue measure. Conditionally to the event
the Lévy measure being infinite, M T2 has a diffuse law whose support contains Z. We have
and so
However, if A and B are simultaneously realized, then T is an extremal superior time for X on [0, 2], while being strictly inferior to the time T 2 where X reaches its maximum on [0, 2]. By corollary 5.1, T is then a positive jumping time of X, which almost never happens according to lemma 5.3 since we supposed ν non-dissymetric, and we arrive at a contradiction. We hence proved X (T − ) = 0, and by reflexivity we also have X (T ) = 0. Since T is the only point where X reaches its maximum, it implies that T is isolated neither on its right nor on its left in E + X . Now all the statements of the theorem are proved.
Bounded variation Lévy processes with smooth drift
We are going to proceed in several steps, identical to that of paragraph 5.3. Notice that the temporal translations are applied to process Y , which means that both X and f are translated in time.
Proposition 5.4. For each µ, u, (S k,µ,u ) k≥1 is a sequence of stopping times that tends to ∞.
Proof. We are going to show it only for µ = u = 0, the general case can be easily deduced. The stopping time aspect doesn't raise any problem. We define H k+1,µ = inf{a > S k,µ | X(a) − X(S k,µ ) > µ(a − S k,µ )}.
By concavity,
We also have
≥ (f (S k,µ ) + µ)(S k+1,µ − S k,µ ). (24) So, by adding up (23)-(24), X(S k+1,µ )−X(S k,µ ) ≥ (f (S k,µ )+µ)(S k+1,µ −S k,µ )−f (S k,µ )(S k+1,µ −S k,µ )
≥ µ(S k+1,µ − S k,µ ), and so S k+1,µ ≥ H k+1,µ by defintion of H k+1,µ . Since (H k+1,µ − S k,µ ) k is a sequence of iid random variables strictly positive, their sum tends a.s to infinity and so does the sum of the (S k+1,µ − S k,µ ) k≥1 , which is what we had to show.
This is the technical assertion we have to show, slighltly more complicated than in the no-drift case. Proposition 5.5. We can find a countable set Λ dense in R + * such that a.s, for each u ∈ Q, k ∈ N, µ ∈ Λ, S k,µ,u ∈ J + X .
Proof.
Except a few concavity inequalities, the demonstration is identical to the no drift case. Once again we set T z = inf{a ∈ I | X(a) ≥ z}. We saw at paragraph 5.3 that there exists a countable set A ⊂ R * + such that a.s the T z are positive jumping times of X (and Y ), for a ∈ A. For µ > 0, we set h(µ) = (f (0) + µ)S 1,µ − f (S 1,µ ).
The number h(µ) is the difference of level z such that, at time S 1,µ where X + f exceeds the linear function (f (0) + µ)a, we have X(S 1,µ ) = f (S 1,µ ) + z. The exceeding time S 1,µ is also the crossing time S 1,µ = T h(µ) . Hence we have h {µ | S 1,µ / ∈ J + } ⊂ {a | T a / ∈ J + } and so λ h {µ | S 1,µ / ∈ J + } = 0.
We are going to show that for each µ 0 > 0, λ({µ > µ 0 | S 1,µ / ∈ J + }) = 0 and then we will have λ({µ | S 1,µ / ∈ J + }) = 0 by making µ 0 tend to 0. Choose µ > µ > µ 0 . We have which is what we had to show. Using Fubini, we can then find a countable dense set Λ ⊂ R + * such that a.s, for any µ ∈ Λ, k ∈ N, u ∈ [0, 1], S k,µ,u ∈ J + .
Proposition 5.6. We suppose f continuous. Let a be an extremal superior time such that f (a) < Y (a − ). Then we can find u ∈ Q, k ∈ N, µ ∈ Λ such that a = S k,µ,u .
Proof. We choose µ ∈ Λ such that f (a) < f (a) + µ < Y (a − ) and u ∈ Q such that for each s ∈ [u, a] we have f (s) + µ < Y (a − ). Pick k such that S k,µ,u ≤ a < S k+1,µ,u . If S k,µ,u < a, then 
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