In this paper, the authors consider hopscotch methods for solving two-state ®nancial models. First a solution algorithm is derived for two-dimensional partial differential equations with mixed boundary conditions. Then a number of ®nancial applications are considered, including stochastic volatility option pricing, term structure modeling with two states, and elliptic irreversible investment problems.
INTRODUCTION
The contributions of Black and Scholes (1973) and Merton (1973) to contingent claims pricing theory are clearly some of the most signi®cant in the development of ®nance theory. The consistent use of arbitrage theory leading to their well-known solution for pricing options was of seminal importance. Vasicek (1977) , using his term structure model, provided another important development in the area of contingent claims, deriving a solution for a bond price that has to satisfy a particular partial dierential equation. To obtain the solution, Vasicek used the Feynman±Kac representation and the Girsanov theorem and showed the link between the partial dierential equation and martingale approaches. This relationship has subsequently been extensively exploited to ®nd symbolic solutions for a number of contingent claim valuation problems. Moreover, the link is fundamental for numerical solutions based on Monte Carlo methods.
Both these models, however, only consider one state variable, whereas option and bond pricing theory has now been extended to take into account more state variables. For example, in the famous model of Longsta and Schwartz (1992) , both the instantaneous interest rate r t and the volatility measure V t are stochastic. Balduzzi et al. (1996) present a term structure model with a third state variable, the mean reversion parameter, and Canabarro (1995) describes why in general more than one state variable may be needed in term structure modeling. One of the main diculties in option theory has been to capture the smile curve and a number of authors have introduced stochastic volatility (Hull and White 1987, Wiggins 1987 ). However, explicit analytic solutions are available for only a few models and Monte Carlo { Present address: GRO, CreÂ dit Lyonnais, Paris, France. methods have been used extensively to ®nd numerical solutions. These methods, however, fail to provide accurate solutions for the greeks and delta/gamma hedging. Moreover, they cannot be used for American option pricing, because there is no Feynman±Kac representation and a variational inequality problem has to be solved (Lamberton and Lapeyre 1997) . Gordon (1965) and Gourlay (1970) introduced a class of, so-called, hopscotch algorithms to solve parabolic and elliptic partial dierential equations in two or more state variables, although their utility in ®nancial applications has not yet been realized. The purpose of this paper then is to present hopscotch methods and to demonstrate how they can be used to solve ®nancial models with two state variables.
The paper is organized as follows. In Section 2, we present the hopscotch algorithm. In particular, we formulate a problem that is more general than those considered by Gourlay. Moreover, we show how to take mixed boundary conditions into account. 1 We then analyze the stability issue and propose ecient programming methods. In Section 3, we consider a number of ®nancial models and solve them with the hopscotch algorithm. Section 4 concludes and suggests directions for further research. The idea is to solve (1) in a region of the tY xY y -space given by T Â R, where R is a closed region of the xY y -plane with a continuous boundary dR. In particular, for convenient computation, we propose that There are several dierences here compared with the work of Gourlay and coworkers (Gane and Gourlay 1977 , Gourlay 1970 , Gourlay and McGuire 1971 , Gourlay and McKee 1977 . First, we have changed the problem (1) in order to take account of the ®rst derivatives in the e t operator. Moreover, we have introduced a new term f tY xY y u tY xY y in the partial dierential equation. These modi®cations are necessary to ensure that the fundamental equation of ®nance can be written in this form. Gourlay did not in fact consider how to introduce boundary conditions into the algorithm.
HOPSCOTCH METHODS
R x À Y x Â y À Y y Y T t À Y t X
The Hopscotch Algorithm
Hopscotch methods are based on a vec form of ®nite dierence methods. In other words the idea exploits the same formulation as used when multidimensional arrays are stored in a computing language, where matrices do not exist physically, but are in fact stored in rows. In order to develop a numerical solution for (1), we need to discretize the process u tY xY y in both time and space dimensions. Let N t , N x , and N y be the number of discretization points for t, x, and y, respectively. We denote by k, h x , and h y the mesh spacings in time and space in the x and y directions, 2 We introduce the following notations:
corresponds to the xor operator (a b means that only one expression is trueÐa or b) and is the and operator (with a b, both the expressions a and b are satis®ed).
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respectively. Then, we have The explicit form of equation (1) Introducing theta-schemes gives
We can show that there exists a square matrix H m and a vector p m such that
We call p m iYj the residual absorption function. Then, we have We ®rst present the general scheme and show how to take account of boundary conditions. Then, we propose two speci®c discretization schemes in the spirit of Gourlay and McKee (1977) . One diculty is the choice of the ®ve operators xx , xy , yy , x , and y . We consider the following three operators 
We have a choice between these three alternatives for the discretization of the ®rst derivatives. The most common operator in numerical analysis is x . For the mixed derivatives, choice between the alternatives is very important. Gourlay and McKee (1977) made the following choice:
x y xx yy xy
Original``ordered odd±even'' hopscotch 
In this case, the structure of the Á m matrix is
and the residual absorption vector q m acts just like an adjustment:
In fact, q m re¯ects the boundary conditions. When we use them, we can split the vector q m and have
Then, it is clear that H m in equation (9) is
The nature of the boundary condition is important, because a Dirichlet condition will in¯uence the p m vector while a Neuman condition will aect the Ã m matrix. Now, let us consider the problem of boundary conditions in the 2D case. For the Dirichlet conditions, we have
Boundary conditions
Numerical approximation We note that we face some restrictions when we de®ne the ®ve operators xx , xy , yy , x , and y given to the decomposition q m Ã m u m p m . It is necessary that the absolute values of{ and| are dierent from 2. That implies that the Á 
To determine Ã m and p m , we integrate the boundary conditions. These matrices could be determined by initially setting them to null matrices and 3 They are updated sequentially. However, we need to be careful with the 2D case, unlike the one-dimensional case which is straightforward, because it only concerns two points. In the 2D case, dR is a square, i.e. 4 segments and 4 corners. 4 So, we have to distinguish the segments case (2 T i T N x À 1 and 2 T j T N y À 1) and the corners case (i 1Y N x and j 1Y N x ). For the segments case, we have For the corners case, we have 6
Conditions on x À and y
Conditions on x À and y ± du tY xY y dx
± du tY xY y dy
Conditions on x and y
Two speci®c discretization schemes Gourlay and McKee (1977) The left±right method. Suppose that xy The ordered odd±even hopscotch was used by Gourlay and MacKee with the left±right method and the line method was associated with the center method. We note that these schemes introduce more sparsity in the system (9). This is not the case when we employ the Crank±Nicolson method ( 
Stability
Because hopscotch methods are a special case of general -schemes, these methods satisfy the following proposition. Proposition 1 The stability assumption 10 is veri®ed if
for h equal to h x and h y .
It is dicult to demonstrate this proposition for the general problem but Gourlay (1971) shows that the hopscotch algorithm may be regarded as an ADI method. We report the numerical solutions u t Y xY y À Á in Figure 1 . It is important to note that stability depends on the values of the three mesh ratios, not only on the value of the central mesh ratio r xYy kah x h y . For (b) and (c), the algorithm is unstable and produces bad solutions. This issue is clearly important, because if we increase the mesh spacings in x and y space, we also have to increase the mesh spacing in time space. In this situation, it is important to work with constant mesh ratios.
Let the mesh ratios be constant. If the algorithm is stable, then convergence is obtained if k 3 0. Experience shows in fact that W "
h x and h y T " h y , it is not possible to decrease the numerical error. That is why the most important parameter is k.
If we consider the numerical error for the central node x Numerical solution with mesh ratio r = 64
Numerical solution with mesh ratios r (x,x) = 16 r (x,y) = 32 r (y,y) = 64 FIGURE 1. Illustration of the stability property.
11 We note, however, that the decrease is not necessary monotone.
Computational Considerations
We note that equation (9) is of the form
where É is both a band and sparse matrix. The method of solving (9) exploits both these properties. First, it is more ecient to work with the band form for matrix operations and then transform the band system into a sparse system.
(a) Ef®cient computation
We adopt a dierent version of Golub and Van Loan (1989, p. 21) for the band storage of the matrices (see Appendix A). Let band be the process which transforms the band matrix É into a band storage matrix. We have
ÉXband band É
The table below shows the importance of the band storage in term of memory management. For dierent values of N x and N y , we have reported the number of rows, columns, cells of the matrix É for the dense and band forms. We also report the memory required to store these two matrices. For example, for N x N y 100, we need 800 Mbytes to store the dense form matrix and it requires 720 Kbytes for the band form matrix. The band form is not only useful from the memory management point of view but it also facilitates the computation of the matrix É m1 and the vector 0 m1 because we can use the following algorithms that are more ecient 12 than the corresponding matrix operations:
1. Notice that we can replace matrix-vector multiplication with the Hadamard product. For instance, we have The system (23) could of course be solved by an exact nonsymmetric band algorithm. But this method is not computationally ecient. It is better to use sparse methods. In Figure 3 , we draw the sparse representation of the É matrices. We notice that hopscotch schemes introduce more sparcity into the system (9). So, the most ecient way to solve this problem is certainly to use iterative methods (for example, Richardson or conjugate gradient methods). These iterative algorithms are not exact, but converge very quickly in practice. Moreover, we can use the vector u m for the initial estimate of the solution. In this case, we replace the problem (23) by
APPLICATION TO TWO-STATE FINANCIAL MODELS
In this section, we apply the hopscotch methods described above to two-state variable ®nancial models. First, we present the fundamental equation in ®nance and show that it corresponds to the problem set up in Section 2. Then, we consider particular cases: option pricing, term structure modeling and ®nancial elliptic problems. Note that, for all these problems, we use the ordered odd± even method with a left±right center discretization scheme. In most cases, it is less accurate, but it is faster.
General Framework for Contingent Claims Valuation
We make the following assumptions:
1. The market permits continuous and frictionless trading. Moreover, the market is complete and no arbitrage opportunities exist.
2. The price of the ®nancial asset P t is completely determined by the vector X t of the M state variables. We have
Centre & line methods 3. The M-dimensional state vector X t is a diusion process de®ned by the following stochastic dierential equation system:
where W t is an N-dimensional Wiener process de®ned on the fundamental probability space Y p Y with the covariance matrix
4. There is a risk-free asset whose return r depends on the state variables X t . So we have r r tY X t X 28
5. The maturity date of the asset is T. The delivery value B depends on the values taken by the state variables at the maturity date
B P T B TY X T Y 29
and the asset pays a continuous dividend b which is a function of the state vector b b tY X t X 30
Theorem 2 In the M-factor arbitrage model which satis®es the previous assumptions, the price of the ®nancial asset P t satis®es the following partial dierential equation:
Most of the two-state variable models impose N 2. In this case, equation (26) becomes Then, the fundamental equation takes the following form:
Let ( T À t be the time to maturity of the asset. We see that equation (34) could be put in the form (1). In this case, ( takes the role of the variable t and X 1 and X 2 correspond to the x and y variables. We have
Option Pricing
This research into numerical methods was in fact driven by a desire to solve stochastic volatility option problems. In particular, we wanted to analyze the impact of stochastic volatility on American options (see Kurpiel and Roncalli 1998a) .
(a) Black±Scholes models
Let K and ( be the exercise price and the time to maturity of an European option on the underlying asset price S t . In the Black±Scholes framework, the call option price C (Y S satis®es the following equation:
The parameter b is the cost-of-carry rate. 13 To solve this problem numerically using hopscotch methods, we have to add two boundary conditions for the 13 For a currency option, b is equal to the dierential interest rate r À r* (Garman and Kohlhagen 1993) ; for an option on futures, b is set to 0 (Black 1976) ; and for an option on a dividend paying stock, b corresponds to the dierence between the instantaneous interest rate and the annual dividend yield d. because the option price tends to be zero when the underlying asset price decreases (out-of-the-money call options). For S equal to S , we choose between three boundary conditions:
1. We impose a Dirichlet condition
We can use this boundary condition because of the nature of in-the-money options. When the underlying asset price increases, the time value of the option decreases and the intrinsic value increases and the time value tends to 0 when S tends to I.
We consider the usual Neumann condition
This boundary condition is often used in numerical analysis.
3. We could also choose the following user-de®ned Neumann condition
The argument is practically the same as for the ®rst choice.
Consider an option with the following parameters K 100, ( 0X25, ' 0X20, r 0X08, and b À0X04. We take S À 50 and S 150. We set the mesh spacing in S equal to 0.5 and the mesh spacing in ( equal to 1a1825, that is approximately 1 5 day. Fgure 4 illustrates the solution for the dierent boundary conditions. We can clearly see how the choice in¯uences the solution and we note that a bad choice of the boundary condition clearly produces poor results. However, it is important to notice that the main errors are to be found near the boundary region, not in the central part of the domain for S. For example, we obtain the following values for the centered nodes. In this example, the choice of boundary condition has little eect on the centered nodes. This is very important for ®nancial modeling since in many cases, we do not know four boundary conditions. Sometimes, a simple guess is used as a prior for a boundary condition. This example shows that we may however use``incorrect'' boundary conditions and still consider numerical
Journal of Computational Finance solutions in the central region of R. Of course, we must be careful and we have to verify the behaviour of the numerical solution when we change the boundary function. The American case is interesting, because we do not know of any other example of numerical American option pricing with stochastic volatility. Before we apply the algorithm to this problem, we show how to modify the hopscotch algorithm in order to take into account the special nature of the American option. For an American option, we have to verify that
for each value of (. In this case, the problem has no Feynman±Kac representation, but becomes a variational inequalities problem. Lamberton and Lapeyre (1997) show that it could be solved by ®nite dierence methods. At each iteration m, the solution u m1 iYj
given by the equation (9) is replaced by the following value:
The intuition is that the intrinsic option value must be the payo of the option, because the holder of the option could exercise at any moment. the European (EU) and American (AM) cases. In this last case, we used the Barone-Adesi±Whaley quadratic approximation (BAW), the hopscotch method (H) and the implicit ®nite dierence methods (FD) to compute the option prices. 14 For the hopscotch method, we use the same parameters as above. The values of the put options for b À0X04 and the call options for b 0X04 are not reported because these two cases are not very interesting (we could show that the American price is the same as the European price). The hopscotch American option prices are very close to the American options prices computed by the Barone-Adesi and Whaley (FD) method.
Call options (b À0X04)
Put options (b 0X04) 
For example, Hull and White (1987) 
Wiggins (1987) uses a similar model where the trend function of the V t process is not " V V t but a general function f V t of the second state variable. The model used by Heston (1993) is de®ned by the following SDE:
The dynamic of the underlying asset is very close to the geometric Brownian motion used by Black and Scholes (1973) , except that the volatility is not constant but stochastic. Heston chooses the``square root process'' introduced by Cox, Ingersoll, and Ross (1985b) . This process is very close to the Ornstein± Uhlenbeck process, but the diusion function is not constant and equals ' 2 V V t . For solving the European option case, Heston uses characteristic function techniques with the following market prices
and
The market price of the ®rst risk (that is the ®rst Wiener process) is the same as considered by Black and Scholes. It could be easily found using an asset duplication argument. For the second market price, Heston follows Cox, Ingersoll, and Ross (1995) and assumes the form (47). The tables above have been obtained with the following parameters:
We report in the tables the values of an option de®ned by K 100 and ( 0X25. We assume that V 0 is equal to 0X04. For the hopscotch method, we use the following parameters S À 50, S 150, V À 0X002 and V 0X122. For the mesh spacing in S, V , and (, we take the following values: 0.5, 0.002 and 1a1835. C 
We note that the closed formula of Heston gives very accurate results. In general, the dierence between the Heston solution and the hopscotch method occurs after the second digit. We also stress the dierence between the negative & case and the positive & case in our example, because of the impact of this parameter on in-the-money and out-of-the-money options. Of course, we could have used other speci®cations for the stochastic volatility process and solved the problem with hopscotch methods when we are unable to compute the analytic solution.
Hull and White suggest the use of Monte Carlo methods to solve this type of problem. A ®rst diculty is that they can't be used for the American option case. The second problem is more important and is that option models are not just used for pricing. In practice, they are used for computing the greeks and for derivatives hedging (Kurpiel and Roncalli 1998b) . Monte Carlo methods are not stable enough for these computations, as the results depend critically on the simulation paths. This problem does not arise with ®nite dierence methods. For example, we can approximate, with good degree of accuracy, the delta, gamma, theta, and vega coecients using the following formulas:
The third problem with Monte Carlo methods concerns the implied volatility.
With these methods, we have to employ a Newton±Raphson procedure with a numerical gradient, but we have again found that this doesn't produce accurate results. With hopscotch methods (or other ®nite dierence methods), on the other hand, you just have to search after solving the hopscotch problem with a sort algorithm. In this case, we don't have to invert the pricing formula. 16 .
Term Structure modeling
The 2D term structure models are generally based on the following model: For example, Longsta and Schwartz (1992) use the instantaneous volatility in the second state. Other models are based on the model of Vasicek (1977) . He assumed that the instantaneous interest rate is an Ornstein±Uhlenbeck process
This Vasicek model has stimulated a number of extensions. For example, we could introduce a stochastic mean reversion
Brennan and Schwartz suggest the use of a long rate l t as the second state 16 Readers will ®nd examples and results on smile curves with SV options in Roncalli (1998a,1998b) . variable. For example, we could choose to model the term structure with the following SDE: Figure 5 shows the impact of introducing this second state variable in the Vasicek model. We have used the following values:
Here & was set equal to 
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Of course, for 0, we obtain the Vasicek solution. In the ®gure, the Vasicek formula and the numerical solution could not be distinguished. We verify also that the yield rate corresponds to the instantaneous interest rate for a null maturity. We note that small dierences in the term structure of a zero coupon P c ( produce big dierences in the term structure of interest rates R ( Àln P c ( a(. This is another argument for preferring the accuracy provided by ®nite dierence methods (like hopscotch methods) to the speed of Monte Carlo methods. 
Financial Elliptic Problems
We can also apply the algorithm described in the second section to elliptic problems. 18 In ®nance, elliptic problems generally arise in the pricing of a perpetual option. This option is like an American option but without any speci®ed maturity. In this case, equation (31) 
and the option price is not a function of time t. The ®rst derivative P t and the payo boundary condition disappear. This latter condition is replaced by other conditions based on the state variables, which depend on the particular problem at hand. For example, Nickell, Perraudin, and Varotto (1998) use this analysis for an equity-based credit risk model. They consider two state variables, the underlying asset value V t and the ®rm's liabilities D t . The solution is of the form (58). If we consider a transformation to the variable k V aD, the problem becomes a one-dimensionnal PDE problem and a solution can be found. They were able to use this transformation technique, because they assumed that the state variables followed two geometric Brownian motions. However, with other stochastic processes (mean-reversion for example), it is not obvious that this approach will work. Once again, in this case, hopscotch methods can easily be applied to solve the problem numerically.
However, we must be careful when solving ®nancial elliptic problems numerically, because they are in general more dicult than pure elliptic problems. To illustrate this diculty, we will apply the hopscotch method to the model of Siegel (1985, 1986) . This model considers the problem of irreversible investment. Pindyck (1988) explains the problem as follows:`W hen investment is irreversible and future demand or cost conditions are uncertain, an investment expenditure involves the exercising, or`k illing'' of an option Ð the option to productively invest at any time 17 We could also use this argument for computing forward rates
. 18 See Example 3 on p. 204 of Gourlay and McKee (1977) . in the future. One gives up the possibility of waiting for new information that might aect the desirability or timing of the expenditure; one cannot disinvest should market conditions change adversely. This lost option value must be included as part of the cost of the investment.'' In this case, the irreversible investment problem could be view as a perpetual option problem. Let V be the net present value. The authors suppose that V follows a geometric Brownian motion:
Let C V be the value of the ®rm's option to invest. We can show that it satis®es the following set of conditions:
This PDE equation is just the same as in the perpetual option case given earlier with one state variable. The boundary condition re¯ects the investment rule. We invest if V * b V b I with I the initial cost of the project, and, for V V *, we exercise the option. The option value is then equal to the payo of the option, V * À I . The authors show also that the nonarbitrage condition imposes another boundary condition, well known as the smooth-pasting condition C V V * 1. Let us see how we can solve this problem. Suppose that we know the value V *. Then, the elliptic problem (60) is equivalent to this following parabolic problem:
We can apply hopscotch methods to solve this problem (61) by intializing C t 0Y V with initial estimates and by stopping the algorithm when the condition C t t tY V 0 is satis®ed. Let us consider the example of Dixit and Pyndick (1994, p. 153) . The parameter values are as follows:
0.04 0.04 0.20
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I is set to 1 and V * is equal to 2. Figure 6 shows the convergence of the numerical solution to the exact solution. Note that we have taken uniform random numbers for the initial estimate of the solution values. This problem (60), even if it is an elliptic problem, presents diculties, however, because of the speci®c boundary conditions. In fact, we don't know the optimal rule V *. In what follows, we suggest a method to solve this problem. Consider a slighty dierent version of the previous problem:
Now, we may discover V * using a grid search. We know that V * b I. So, we could solve the problem (62) successively for dierent values of V and ®nd the value of V that veri®es the smooth-pasting condition C V V À Á 1. We use 21 discretization points for V and k 0X1 and obtain the following results for V 1 X 0X1 X 3 f g : We can now guess that V * P 2X0Y 2X1
. If we stop the grid seach now, we obtain the solution V * 2X06. This numerical solution is in fact very close to the exact solution. To obtain more accuracy, we have to increase the number of discretization points for V . Of course, we could also apply the grid search method using
and ®nd the value of V such that C V À Á V À I. In this case, we ®nd that the optimal value is V * 2X07. Hopscotch methods could also be used to ®nd numerical solutions for these type of models with alternative stochastic processes. For example, Dixit and Pindyck suppose that V follows the mean-reverting process
In this case, the solution is very complicated. It is given by a con¯uent hypergeometric function and we need to determine some parameters numerically (see Dixit and Pindyck 1994, p. 163) . We have solved this problem with hopscotch methods for I 1Y with
0.04 0.04 0.1 1.5 0.20
We have also considered another mean-reverting process for which we believe we can not ®nd a symbolic solution:
We ®nd the following critical values for V *: 1.68 for the ®rst process and 1.585
Journal of Computational Finance for the second process. The solution of C V is reported in Figure 7 , which can be compared with Figure 5 .12 of Dixit and Pindyck. We are also tempted to develop two-state-variable models for the irreversibility problem. Suppose that we introduce another state variable Y t in the model. In this case, we could suppose that the critical value V * will depend on the state of Y. So, for each value of Y, the value of V * will change and this is the reason why we cannot use the algorithms presented here to solve the irreversibility problem with two state variables, because the boundary conditions are de®ned for ®xed values, and cannot support dierent values. These considerations show clearly that we have to be careful when we employ ®nite dierence methods to solve elliptic problems in ®nance.
CONCLUSIONS
In this paper, we have proposed the use of hopscotch methods to solve a large class of partial dierential equation problems in ®nance. We have extended the work of Gourlay in two directions. First, we have considered a more general problem that can be viewed as a Feynman±Kac representation problem. Second, we have shown how to take boundary conditions into account, and especially how to mix Dirichlet and Neumann conditions. We have also demonstrated the algorithm in several important appplications in ®nance. We have considered option pricing with stochastic volatility, term structure modeling with two state variables, and elliptic problems. In fact, the hopscotch method could be used to solve any general two-state-variable ®nancial model.
It would be interesting to improve the algorithm for the case where we have no knowledge about boundary conditions. A possible approach would be to develop a prediction±correction method. The idea is the following. We could use the numerical solution u m Y m T M À 1 È É to predict (for example, by interpolation) the boundary functions for m M. Then, we could ®nd the solution u M from equation (9). We could then use these values u M for the region R to improve the boundary functions. Finally, solve equation (9) with these new values. We leave this development for a later paper. T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T  T 
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