Fractal methodology provides a general frame for the understanding of real-world phenomena. In particular, the classical methods of real-data interpolation can be generalized by means of fractal techniques. In this paper, we describe a procedure for the construction of smooth fractal functions, with the help of Hermite osculatory polynomials. As a consequence of the process, we generalize any smooth interpolant by means of a family of fractal functions. In particular, the elements of the class can be defined so that the smoothness of the original is preserved. Under some hypotheses, bounds of the interpolation error for function and derivatives are obtained. A set of interpolating mappings associated to a cubic spline is defined and the density of fractal cubic splines in Ᏼ 2 [a,b] is proven.
Introduction
Fractal interpolation techniques provide good deterministic representations of complex phenomena. Barnsley [2, 3] and Hutchinson [8] were pioneers in the use of fractal functions to interpolate sets of data. Fractal interpolants can be defined for any continuous function defined on a real compact interval. This method constitutes an advance in the techniques of approximation, since all the classical methods of real-data interpolation can be generalized by means of fractal techniques (see, e.g., [5, 10, 12] ).
Fractal interpolation functions are defined as fixed points of maps between spaces of functions using iterated function systems. The theorem of Barnsley and Harrington (see [4] ) proves the existence of differentiable fractal interpolation functions. However, in some cases, it is difficult to find an iterated funcion system satisfying the hypotheses of the theorem, mainly whenever some specific boundary conditions are required (see [4] ). In this paper, we describe a very general way of constructing smooth fractal functions with the help of Hermite osculatory polynomials. The proposed method solves the problem with the help of a classical interpolant. The fractal solution is unique and the constructed interpolant preserves the prefixed boundary conditions. The procedure has a computational cost similar to that of the classical method.
As a consequence of the process, we generalize any smooth interpolant by means of a family of fractal functions. Each element of the class preserves the smoothness and the boundary conditions of the original. Under some hypotheses, bounds of the interpolation error for function and derivatives are obtained. Assuming some additional conditions on the scaling factors, the convergence is also preserved.
In the last section, a set of interpolating mappings associated to a cubic spline is defined, in the general frame of functions whose second derivative has an integrable square. In particular, the density of fractal cubic splines in Ᏼ 2 [a,b] is proven.
Construction of smooth fractal interpolants
2.1. Fractal interpolation functions. Let t 0 < t 1 < ··· < t N be real numbers, and I = [t 0 ,t N ] ⊂ R the closed interval that contains them. Let a set of data points {(t i ,x i ) ∈ I × R : i = 0,1,2,...,N} be given. Set I n = [t n−1 ,t n ] and let L n : I → I n , n ∈ {1, 2,...,N}, be contractive homeomorphisms such that for some 0 ≤ l < 1. Let −1 < s n < 1, n = 1,2,...,N, and F = I × R, let N be continuous mappings, let F n : F → R be given satisfying
Now define functions 5) and consider the following theorem.
Theorem 2.1 [2, 3] . The iterated function system (IFS) {F, w n : n = 1,2,...,N} defined above admits a unique attractor G. G is the graph of a continuous function f :
The previous function f is called a fractal interpolation function (FIF) corresponding to {(L n (t),F n (t,x))} N n=1 . f : I → R is the unique function satisfying the functional equation
Let Ᏺ be the set of continuous functions f :
(2.8)
Using (2.1)-(2.4), it can be proved that (T f )(t) is continuous on the interval [t n−1 ,t n ] for n = 1,2,...,N and at each of the points t 1 ,t 2 ,...,t N−1 . T is a contractive mapping on the metric space (Ᏺ,d), 10) where |s| ∞ = max{|s n |; n = 1,2,...,N}. Since |s| ∞ < 1, T possesses a unique fixed point on Ᏺ, that is to say, there is f ∈ Ᏺ such that (T f )(t) = f (t) for all t ∈ [t 0 ,t N ]. This function is the FIF corresponding to w n . The most widely studied fractal interpolation functions so far are defined by the following IFS:
s n is called the vertical scaling factor of the iterated function system and s = (s 1 , s 2 ,...,s N ) is the scale vector of the transformation. If q n (t) are linear for t ∈ [t 0 ,t N ] then the FIF is called affine (AFIF) (see [2, 11] ). The cubic FIF (see [10, 13] ) is constructed using q n (t) as a cubic polynomial. In many cases, the data are evenly sampled, then
In the particular case, s n = 0 for all n = 1,2,...,N, then
and
Differentiable fractal interpolation functions.
In this section, we study the construction of smooth fractal interpolation functions. 
15)
From here on, we consider a uniform partition in order to simplify the calculus. In this case,
If we consider a generic polynomial q n , for instance, the equality proposed in the theorem implies the resolution of systems of equations. Sometimes the system has no solution, mainly whenever some boundary conditions are imposed on the function (see [4] ). We will proceed in a different way. In order to define an IFS satisfying Theorem 2.2, we consider the following mappings:
where
g is a continuous function satisfying 
The IFS satisfies the hypotheses (2.1)-(2.5) of Barnsley's theorem (see [11] ). In [11] , we proved some properties of this fractal function. 
The first step is to check which conditions should satisfy b(t) in order to fulfill the hypotheses of the theorem of Barnsley and Harrington.
Let us consider p ≥ 0,
The prescribed conditions are
We have from the assumptions (2.15) of the theorem,
(2.28)
In this particular case,
If we consider constant scale factors s n = s 1 for all n = 1,...,N,
A sufficient condition in order to satisfy this equality is
In this case, we look for a function b which agrees with g at the extremes of the interval until the pth derivative. The conditions (2.33) will be satisfied if a Hermite interpolating polynomial b is considered, with nodes t 0 , t N and p derivatives at the extremes. In this case, (see [14] ),
The functions ᏸ ik are defined by means of intermediate l ik , for i = 0,N and 0
and for
(2.37)
The mappings ᏸ ik satisfy
The degree of H g (t) is 2p + 1. The function g is an interpolant of the data such that g ∈ Ꮿ p .
According to the theorem of Barnsley and Harrington, the IFS associated with the kth derivative of a FIF is expressed by
(2.39)
In our case,
where b(t) is a Hermite interpolating polynomial of degree 2p + 1 of g. The derivatives of q n (t) become 
that is to say, the map q nk corresponding to F nk is 
In the same way, 
The properties of g 
for all t ∈ I.
Uniform bounds.
In order to bound the distance between g and g s b , we consider a theorem of Ciarlet et al. concerning Hermite interpolation.
Given a partition Δ :
where ᏼ 2p+1 is the space consisting of all polynomials of degree at most 2p + 1. 
Considering that b(t) = ϕ(t) is the Hermite interpolating polynomial of degree 2p + 1 of g, theorem of Ciarlet et al. can be used in order to bound g (k) − b (k) ∞ , so that applying (2.51), (2.52) and considering g ∈ Ꮿ (2p+2) , By the uniqueness of the solution, the linearity is proved.
To prove the injectivity, let us consider that g s = 0. In this case, for all t ∈ I n by (2.26),
but this equation is satisfied by g(t) = 0 and due to the uniqueness of the solution g = 0.
We consider Ꮿ p (I) endowed with the norm
(2.60)
Let us consider
On the other hand, using Theorem 2.4, (2.52), and 
(2.67)
Proof. One has
by (2.64),
Using (2.62), the result is obtained. Note. The constant λ p does not depend on Δ N but only on the extremes of the interval.
Fractal cubic splines
In this section, we study the particular case p = 2, considering the following IFS:
L n (t) = a n t + b n , F n (t,x) = s n x + q n (t), (3.1) where a n = 1/N, s n = s 1 for all n = 1,2,...,N,
where g is a cubic spline with respect to a uniform partition Δ N (g = σ ΔN ) and b = H g is a Hermite interpolating polynomial satisfying the described conditions (2.33) with p = 2 (b(t) is a polynomial of degree 5).
We use a classical result of splines in order to find Ꮿ 2 (I) bounds of the interpolation error.
Theorem 3.1 (Hall and Meyer [7] ). Let f ∈ Ꮿ 4 [a,b] and | f (4) 
4)
where Proof. Applying Theorem 2.10,
Using now theorem of Hall and Meyer, (3.6) and the result is obtained. [a,b] . In this subsection, we weaken the hypotheses about the original function x. The set
Convergence in Ᏼ 2
is a Hilbert space with respect to the inner product
and the norm
Cubic splines belong to Ᏼ 2 [a,b] and these functions satisfy the following very wellknown properties with respect to the elements of Ᏼ 2 [a,b] (see [1] ). 
(3.12)
Consequence 3.6. One has
at the nodes of the partition Δ and σ Δ (t) is the cubic spline corresponding to (
(property of minimum · 2 -norm).
Theorem 3.9 states the convergence of fractal cubic splines towards the original function if an additional condition is imposed on the scaling factors. We need a previous result concerning fractal interpolation functions.
Lemma 3.8. For a uniform partition and constant scale factors
Proof. According to (2.26), for all t ∈ I n ,
As a consequence,
The next theorem states the convergence of fractal cubic splines towards any original function x ∈ Ᏼ 2 [a,b] when the partition is refined. A part of the proof can be read in [1, Theorem 3.14.1]. For reason of completeness, we include it here. Proof. As Δ N ⊆ Δ N+1 , the spline σ ΔN interpolates to σ ΔN+1 at the nodes of Δ N . Applying the property of minimum · 2 -norm,
is increasing. Besides, σ ΔN is bounded because of (3.13),
is a convergent sequence. Using the same argument, as Δ N ⊆ Δ N+p for all p ∈ N, by (3.12),
(3.23) Using Schwarz's inequality, Besides, 
The uniform convergence on I = [a,b] implies L 2 -convergence and
Let us consider now any sequence of scaling factors such that |s
Considering (2.44) and Lemma 3.8, for j = 0,1,2,
As a consequence, bearing in mind that for j = 0,1,2,
on the other hand, 
Fractal cubic spline operator. Let
be a given partition of the interval [a,b]. We follow here the spline definition of Laurent (see [9] ). In order to simplify the notation, we will omit the subindex and we will write σ(t) to represent a spline with respect to Δ N . Note 3. Every σ ∈ S can be expressed as (see [9] ),
where 
