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Abstract
The STIRAP-based unitary decelerating and accelerating processes have
been proposed to realize the time- and space-compressing processes in the quan-
tum control process to simulate the reversible and unitary state-insensitive halt-
ing protocol (Arxiv: quant-ph/0607144). A standard three-state STIRAP pulse
sequence may act as a basic unitary decelerating sequence or a basic unitary
accelerating sequence. A STIRAP-based unitary decelerating (accelerating) pro-
cess then consists of a train of these basic STIRAP unitary decelerating (acceler-
ating) sequences. The present work is focused on investigating analytically and
quantitatively how the momentum distribution of a momentum superposition
state of a pure-state quantum system such as a momentum Gaussian wave-
packet state of a single freely moving atom affects the STIRAP state transfer
in these decelerating and accelerating processes. The complete STIRAP state
transfer and the unitarity of these processes are stressed highly in the investi-
gation. It has been shown that the momentum distribution has an important
influence upon the STIRAP state-transfer efficiency. In the ideal adiabatic con-
dition these unitary decelerating and accelerating processes for a freely moving
atom are studied in detail, and it is shown that they can be used to manipulate
and control in time and space the center-of-mass position and momentum of
a Gaussian wave-packet motional state of a free atom. Two general adiabatic
conditions for the basic STIRAP decelerating and accelerating processes are
derived analytically. They are strict and accurate. They can be used to set
up a conventional STIRAP state-transfer experiment and also the basic STI-
RAP decelerating and accelerating processes. With the help of the STIRAP
theory and the unitary quantum dynamics it confirms theoretically that the
time- and space-compressing processes of the quantum control process (Arxiv:
quant-ph/0607144) can be realized almost perfectly by the STIRAP-based uni-
tary decelerating and accelerating processes in the ideal or nearly ideal adiabatic
condition.
1. Introduction
The stimulated Raman adiabatic passage (STIRAP) processes are very im-
portant coherent double-photon processes [1, 2]. The STIRAP method has been
extensively applied to the complete population transfer in energy levels of atoms
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and molecules in the laser spectroscopy [3, 4], the laser cooling in neutral atomic
ensembles [5, 6, 7, 8, 9] (here may include the conventional Raman adiabatic
processes), and the atomic quantum interference experiments [10, 11, 12, 13, 14]
as well as other science research fields. A standard three-state STIRAP pulse
sequence [3, 4, 15, 17, 18] consists of a pair of Raman laser light beams which
are selectively applied to three chosen energy levels of an atomic or molecular
system. The largest advantage of the STIRAP method is that the complete
population transfer or state transfer in an atomic or molecular system may be
achieved by the STIRAP pulse sequence with delayed and overlapping Raman
laser light beams [15, 16, 17], and the STIRAP method is tolerant to the ex-
perimental imperfections. The basic theory of the STIRAP method has been
well set up [16, 17, 18]. The experimental confirmation for the STIRAP method
has been carried out first in the atomic and molecular laser spectroscopy [3, 15]
and then in diverse other science research fields. The basic STIRAP theoret-
ical and experimental methods have been first extended to study and design
the quantum interference experiments in cold atomic ensembles [10, 11, 12, 13,
14], which involve the atomic motional momentum transfer. The theory also
has been developed to study the Raman laser cooling processes in a neutral
atom ensemble [20, 21] by combining the velocity-selective coherent population
trapping [5, 19]. In these two types of experiments [5, 10, 11, 12, 13, 14, 19,
20] the Raman laser pulse sequence such as the STIRAP pulse sequence usually
consists of a pair of counterpropagating Raman laser light beams.
It has been shown that the dynamical state-locking pulse field plays a key
role in constructing the reversible and unitary state-insensitive halting protocol
[22] and solving efficiently the quantum search problem [22, 36]. A general
state-locking pulse field [22] consists of a sequence of the time- and space-
dependent electromagnetic pulse fields and could also contain the time- and
space-dependent potential fields which could be generated by the external elec-
tric and / or magnetic field. A unitary decelerating (or accelerating) laser light
pulse sequence that is used to decelerate (or accelerate) a moving free atom
could be thought of as the component of a dynamical state-locking pulse field.
The standard three-state STIRAP pulse sequence may act as either a basic uni-
tary decelerating sequence or a basic unitary accelerating sequence, which is
dependent upon the parameter settings of the two counterpropagating Raman
adiabatic laser light beams of the STIRAP pulse sequence. The STIRAP-based
decelerating (accelerating) process then consists of a train of the basic STIRAP
unitary decelerating (accelerating) sequences which are applied to a moving
atom consecutively. It has been proposed that the STIRAP-based unitary decel-
erating and / or accelerating processes may be used to coherently manipulate the
halting-qubit atom in the quantum control process to simulate the reversible and
unitary state-insensitive halting protocol [22]. Thus, the STIRAP-based unitary
decelerating and accelerating processes are the important building blocks of the
reversible and unitary state-insensitive halting protocol and the efficient quan-
tum search process based on the unitary quantum dynamics in time and space.
A unitary decelerating process is much like the conventional laser cooling pro-
cess in an atomic ensemble. The essential difference between the two processes
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is that the unitary decelerating process is reversible and unitary, while the laser
cooling process usually is irreversible. A unitary accelerating process could be
more like the momentum transfer process in the quantum interference experi-
ments of an atomic ensemble. The atomic momentum transfer process in these
quantum interference experiments is generally transverse with respect to the
initial atomic moving direction, while here the unitary accelerating process is
longitudinal. The unitary decelerating and accelerating processes stress their
unitarity and complete state transfer in the quantum control process.
A quantum computation tends to avoid using a space-dependent unitary op-
eration as its basic building block, since such a unitary operation usually is more
complicated and inconvenient to manipulate and control in a quantum system
with respect to the conventional quantum-gate operations. It is necessary to
manipulate and control at will the internal motion of an atom (or atomic ion)
in quantum computation when the specific internal states of the atom such as
the hyperfine ground electronic states or the nuclear spin states are taken as a
quantum bit, but at the same time the atomic center-of-mass motion tends to be
kept unchanged simply (or to be constrained simply) so that it does not affect
these quantum-gate operations and hence in quantum computational theory it
is usually not considered explicitly. However, as pointed out in the previous
paper [22], it is of crucial importance to unitarily manipulate and control at
will in time and space the center-of-mass motion, the internal motion, and the
mutual cooperation and coupling of the two motions of the halting-qubit atom
in order to realize the quantum control process to simulate the reversible and
unitary state-insensitive halting protocol. The unitary manipulation and con-
trol in time and space for the atom is also a key step toward the realization
to solve efficiently the quantum search problem. An electromagnetic wave field
such as a laser light field can manipulate and control in time and space not
only the center-of-mass motion and the internal electronic (or spin) motion of
an atom separately, but also it can create and control the coupling between
the center-of-mass motion and the internal motion of an atomic system. This
is the theoretical fundament for the laser cooling of a neutral atomic ensemble
[21, 23, 24] and the unitary decelerating and accelerating of a free atom [22].
One large advantage to use a laser light field to manipulate an atom is that
the space-selective and / or the internal-state-selective unitary operations of
the atom can be realized easily. The STIRAP-based unitary decelerating and
accelerating processes could be a very useful double-photon method to coher-
ently manipulate and control in time and space the center-of-mass motion, the
internal motion, and the coupling of both the motions of a moving free atom. It
usually uses a pair of Raman adiabatic laser light beams to couple the atomic
center-of-mass motional state and internal electronic states (or spin polarization
states) to realize the coupling between the two motions. The STIRAP-based
unitary decelerating and accelerating processes have been proposed to realize
the unitary time- and space-compressing processes which are necessary compo-
nents of the quantum control process to simulate efficiently the state-insensitive
reversible and unitary halting protocol [22]. On the other hand, as far as the
Gaussian wave-packet state of a free atom is concerned, the STIRAP-based
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unitary decelerating and accelerating processes could generate a type of time-
and space-dependent unitary propagators which can manipulate and control
the center-of-mass position and momentum of the atomic Gaussian wave-packet
state. This important result will be shown in the paper.
The basic STIRAP theory generally does not consider explicitly the effect of
the center-of-mass motional momentum distribution of an atomic or molecular
system on the STIRAP population transfer in the laser spectroscopy [16, 17,
18], although the Doppler effect in these atomic and molecular systems has also
been considered suitably in the STIRAP experiments [3, 15]. This could be
due to that the center-of-mass motion of an atom or molecule is generally much
slower than the internal electronic motion of the atom or molecule and could be
neglected in the basic STIRAP theory, and the STIRAP experimental settings
[3, 15] are also favorable for the experiments to minimize the center-of-mass
motional effect, for example, the STIRAP experiments may use a pair of co-
propagating Raman laser light beams. However, a pure-state quantum system
such as a single freely moving atom may be in a superposition of the center-of-
mass motional momentum states which may has a broad momentum distribu-
tion. It is generally hard to realize the complete state transfer in a quantum
system with a broad momentum distribution by the standard STIRAP method.
One therefore must consider the effect of the momentum distribution of a su-
perposition state of the quantum system on the STIRAP population or state
transfer. In concept the momentum distribution of a momentum superposition
state of a pure-state quantum system is essentially different from the conven-
tional momentum distribution of a quantum ensemble, the latter is a statistical
distribution of momentum of the particles which form the quantum ensemble.
But the effect of the momentum distribution on the STIRAP state transfer is
similar for the two types of quantum systems according to the unitary quantum
dynamical principle that both a closed quantum system and its ensemble obey
the same unitary quantum dynamics [22] (it seems that a quantum system in
the presence of an external electromagnetic field is not a closed quantum system,
but in theory such a quantum system may be treated conditionally as if it is a
closed quantum system, as shown in the section 11 in Ref. [40]). It has been
investigated in theory how the momentum distribution of an atomic ensemble
affects the population or state transfer in the atomic laser cooling based on the
velocity-selective coherent population trapping [5, 19, 20] which also uses the
Raman laser light beams, the STIRAP-based momentum transfer in the cold
atomic interference experiments [10, 12], and the conventional Raman-laser-
light-based cold atomic interference experiments [11], but these investigations
are usually either qualitative or numerical. It is important to investigate ana-
lytically and quantitatively how a superposition of the momentum states affects
the STIRAP state transfer in a pure-state quantum system when the STIRAP
method is used to perform the state transfer or the unitary operation in quan-
tum computation. This paper is devoted to such a theoretic investigation: how
a superposition of the momentum states affects the STIRAP state transfer in
a single freely moving atom. According to quantum mechanics a freely moving
atom in the presence of the STIRAP pulse sequence may be described by the
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complete set of the product states of both the center-of-mass motional states
and the internal states (the electronic states or spin polarization states) of the
atom. The atomic center-of-mass motional state may be a superposition of the
atomic momentum eigenstates. When the atom is transferred from one internal
state to another by a STIRAP pulse sequence, the transfer efficiency is gen-
erally dependent upon the atomic center-of-mass motional state. The purpose
to investigate this dependence is to understand how the momentum distribu-
tion of the center-of-mass motional state affects the transfer efficiency and then
design a better STIRAP pulse sequence so as to achieve a complete STIRAP
state transfer over the whole effective momentum distribution of the atomic
center-of-mass motional state.
In order to manipulate and control the halting-qubit atom in time and space
in the quantum control process [22] it is necessary to investigate the time evo-
lution process of the halting-qubit atom in the STIRAP-based unitary decel-
erating and accelerating processes. In order to investigate quantitatively how
a superposition of the momentum states affects the STIRAP state transfer for
a single freely moving atom in the STIRAP-based decelerating or accelerating
process it is also necessary to calculate the time evolution process of the atom
in the presence of the Raman laser light field. For example, it needs to solve
the unitary dynamical equation to set up a general adiabatic condition for the
basic STIRAP decelerating and accelerating processes for the atom. It seems
that a single freely moving atom in the presence of an external electromagnetic
field such as the Raman laser light field is a simple quantum system, but the
time evolution process of the atomic system is not so simple, partly because the
interaction between the atom and the external electromagnetic field is usually
time-dependent, and on the other hand, because the atomic internal motion
and center-of-mass motion as well as the coupling of the two motions induced
by the external electromagnetic field need to be considered explicitly and si-
multaneously in a theoretical treatment. The time evolution process of a free
atom in the presence of a laser light field becomes so complex that it is generally
difficult to solve exactly the unitary dynamical equation of the atomic system.
It is also quite inconvenient even to use an approximation method to solve the
unitary dynamical equation with a high accuracy. The STIRAP-based unitary
decelerating and accelerating processes for a free atom are relatively simple, be-
cause these decelerating and accelerating processes are adiabatic and the Raman
laser light beams of the STIRAP decelerating and accelerating pulse sequences
affect only the three chosen atomic internal states. These special points may
simplify greatly the investigation of the time evolution process of the atom in
the STIRAP decelerating and accelerating processes. Because the time evolu-
tion process of the atom involves only the three chosen internal states of the
atom, it may be investigated conveniently in the atomic three-internal-state
subspace. On the other hand, it is well known that a unitary process of a free
atom absorbing or emitting a photon has to obey the energy, momentum, and
angular momentum conservation laws. The energy, momentum, and angular
momentum conservation laws put a restriction on the time evolution process
for the free atom during the STIRAP-based unitary decelerating and accelerat-
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ing processes. These laws lead to that the atomic motional momentum cannot
be changed arbitrarily by these Raman laser light beams in the STIRAP uni-
tary decelerating and accelerating processes, but rather it can be changed only
within the Raman-laser-light-induced momentum state subspace [5, 19]. Then
the time evolution process of a free atom may be investigated conveniently in the
Raman-laser-light-induced momentum state subspace in the STIRAP unitary
decelerating and accelerating processes. Here the unitarity of these processes is
emphasized again. This greatly simplifies the evaluation for the time evolution
process.
In this paper the basic STIRAP theory [15, 16, 17, 18] has been developed
to study and construct the STIRAP-based unitary decelerating and accelerat-
ing processes for a free atom by combining the quantum superposition principle
[25] and the energy, momentum, and angular momentum conservation laws for
the atomic photon absorption and emission processes [5, 19]. This research is
focused on investigating analytically and quantitatively the effect of the mo-
mentum distribution of a superposition of momentum states of the atom on the
STIRAP state transfer in these processes. Both the ideal and the real adia-
batic condition for the basic STIRAP decelerating and accelerating processes
are derived analytically. One important result of the paper is to confirm theoret-
ically the time- and space-compressing processes of the quantum control process
[22], which are realized by the STIRAP unitary decelerating and accelerating
processes, with the help of the STIRAP state-transfer theory and the unitary
quantum dynamics.
2. The Hamiltonian for a single atom in the presence of the Raman
laser light beams
The STIRAP-based laser cooling processes and the unitary decelerating and
accelerating processes are generally involved in the center-of-mass motion, the
internal electronic motion, and the interaction between the two motions in an
atomic system. A complete theoretical description for these processes need
consider the atomic center-of-mass motion, the internal electronic motion, and
the coupling of both the motions of the atom. When an atom is irradiated by
an externally applied electromagnetic field such as the Raman laser light beams
in the STIRAP experiments, the total Hamiltonian for the physical system
consisting of the atom and the electromagnetic field may be generally written
as [25]
H = Ha +Hrad +Hint (1)
where Ha is the atomic Hamiltonian in the absence of the externally applied
electromagnetic field,
Ha =
∑
k
1
2mk
p2k + Va, (2)
Hrad the Hamiltonian for the electromagnetic field which may be written as
Hrad =
1
8π
∫
d3x(E.E∗ +B.B∗),
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and Hint the interaction between the atom and the externally applied electro-
magnetic field,
Hint = −
∑
k
ek
mkc
pk.A(rk, t) +
∑
k
e2k
2mkc2
A(rk, t)
2.
The atomic Hamiltonian Ha describes both the atomic center-of-mass motion
and the internal electronic (or spin) motion of the atom, while the interac-
tion Hint induced by the external electromagnetic field creates the coupling
between the atomic center-of-mass motion and the internal electronic motion.
The external electromagnetic field usually is weak in the conventional STIRAP
experiments and the interaction Hint between the atom and the electromagnetic
field could be considered as a perturbation.
It is usually inconvenient to use directly the total Hamiltonian of Eq. (1) to
describe the STIRAP-based decelerating and accelerating processes, although
it is the most exact to use the total Hamiltonian to treat these processes the-
oretically. Without losing generality one may use a simpler form of the total
Hamiltonian of Eq. (1) to describe clearly the unitary decelerating and accelerat-
ing processes. It is well known that the semiclassical theory of electromagnetic
radiation has been extensively used to describe the laser spectroscopy in the
atomic and molecular systems [1, 16, 17, 18], the atomic coherent laser-cooling
processes [20, 21, 23], and the atomic quantum interference experiments [10, 11,
12]. If the semiclassical theory is also reasonable for the unitary decelerating
and accelerating processes, then the Hamiltonian Hrad of the electromagnetic
field itself may be omitted from the total Hamiltonian of Eq. (1). Though
the semiclassical theory of electromagnetic radiation generally can not describe
exactly the spontaneous emission in an atomic system [1, 25] and especially the
spontaneous emission in the long-time atomic laser cooling process [26], it may
be suited to describe the STIRAP-based unitary decelerating and accelerating
processes as these unitary STIRAP processes can avoid the atomic spontaneous
emission by setting the suitable experimental parameters. Furthermore, if the
electric dipole approximation for the atomic system is also reasonable, then one
may use conveniently the electric dipole interaction Hd to replace the interac-
tion Hint to describe the unitary decelerating and accelerating processes. The
electric dipole interaction Hd may be written as
Hd = −D.E(x, t) (3)
where D is the atomic electric dipole moment and E(x, t) is the electric field of
the externally applied electromagnetic field, and the coordinate x in the electric
field E(x, t) is the center-of-mass position of the atom. The electric dipole ap-
proximation is reasonable when the wave length of the external electromagnetic
field is much larger than the atomic dimension under study so that the atom
may be considered as a point particle — a point electric dipole — in the electro-
magnetic field [1]. It has been shown that in the electric dipole approximation
the electric-dipole Hamiltonian Hd is really equivalent to the interaction Hint
up to a gauge transformation which is also a unitary transformation [1, 27].
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The electric dipole approximation is very popular in the theoretical description
of a variety of laser light and matter interactions. For example, one generally
uses the electric-dipole approximation to deal with theoretically the dynamical
process of atomic laser cooling in an atomic ensemble [1, 4, 5, 10, 19, 20, 26].
Now in the semiclassical theory of electromagnetic radiation and in the elec-
tric dipole approximation the total Hamiltonian (1) of the atom in the external
electromagnetic field is reduced to the form
H = P 2/(2M) + V (x) +H(r) +Hd (4)
where the sum of the first three terms is just the atomic Hamiltonian Ha of
Eq. (2). The center-of-mass Hamiltonian Hcm = P
2/(2M)+V (x) describes the
atomic center-of-mass motion, while the internal Hamiltonian H(r) describes
the internal electronic (or spin) motion of the atom. In the center-of-mass
Hamiltonian Hcm the term HK = P
2/(2M) with the atomic mass M and mo-
mentum P is the atomic kinetic energy and the term V (x) the atomic potential
energy in an external potential field. In the unitary decelerating and acceler-
ating processes of a free atom the external potential energy V (x) of the atom
is zero, i.e., V (x) = 0. If there is an external electric (or magnetic) field during
these processes, then the external potential energy V (x) could not be zero. For
example, the potential energy V (x) 6= 0 when an atom in a harmonic potential
well is applied by an external electromagnetic field. Generally, both the center-
of-mass kinetic energy operator P 2/(2M) and the internal Hamiltonian H(r)
are not commutable with the electric dipole interaction Hd. The Hamiltonian
H of Eq. (4) still needs to be further simplified so that it can describe con-
veniently the standard three-state STIRAP experiment. This simplification is
based on the facts that the externally applied electromagnetic field in the STI-
RAP experiments can only affect some specific internal electronic energy levels
of the atom and the internal electronic states are discrete. In the following only
one-dimensional center-of-mass motion of the atom is considered.
Because there are the center-of-mass motion, the internal electronic motion,
and even the coupling between the two motions of an atom in the STIRAP
processes, one must use simultaneously both the atomic center-of-mass motional
states and the internal electronic states of the atom to describe exactly the
STIRAP processes. Suppose that the wave functions |ψP (x)〉 and |ψj(r)〉 are the
eigenstates of the center-of-mass HamiltonianHcm and the internal Hamiltonian
H(r), respectively,
Hcm|ψP (x)〉 = EP |ψP (x)〉, H(r)|ψj(r)〉 = Ej |ψj(r)〉,
where EP and Ej are the eigen-energy of the center-of-mass motional state
|ψP (x)〉 and the internal state |ψj(r)〉, respectively. For the STIRAP processes
of a free atom the eigen-energy EP is equal to the atomic center-of-mass ki-
netic energy P 2/2M since the potential energy V (x) = 0 and Hcm|ψP (x)〉 =
HK |ψP (x)〉 = P 2/(2M)|ψP (x)〉. According to quantum mechanics [25] the com-
plete set {|ψP (x)〉|ψj(r)〉} of the product states of the center-of-mass motional
states and the internal states of the atom can be used to describe completely
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both the center-of-mass motion and the internal electronic motion as well as the
coupling of the two motions of the atom. Now the total wave function |Ψ(x, r, t)〉
of the atom may be generally expressed as a linear combination of these product
states [25],
|Ψ(x, r, t)〉 =
∑
j,P
a(j, P, t)|ψP (x)〉|ψj(r)〉
where a(j, P, t) is an expansion coefficient. In the decelerating and accelerating
processes an atom may be in a given internal state, while its center-of-mass
motional state is a superposition state. Then in this case the total wave function
of the atom may be expanded as
|Ψ(x, r, t)〉 =
∑
j,p
a(j, p, t)|ψp(x, t)〉|ψj(r)〉 (5)
where the wave function |ψp(x, t)〉 is a superposition of the atomic center-of-mass
motional states. For example, the center-of-mass motional state |ψp(x, t)〉 may
be a wave-packet state of the halting-qubit atom in the quantum control process,
which was denoted as |CM,R〉 in the previous paper [22]. In the decelerating
and accelerating processes of a free atom any center-of-mass motional state
|ψp(x, t)〉 of the atom may be expanded in terms of the complete eigenstate set
{|ψP (x)〉} [25],
|ψp(x, t)〉 =
∑
P
a(p, P ) exp(− i
ℏ
P 2
2M
t)|ψP (x)〉. (6)
Note that the state |ψP (x)〉 is also an eigenstate of the atomic center-of-mass
momentum operator P and in one-dimensional case it may be written as
|ψP (x)〉 ≡ |P 〉 =
1√
2π
exp(iPx/ℏ). (7)
The momentum wave function |P 〉 represents that the atom moves along the
direction +x with the center-of-mass motional velocity P/M .
In what follows it is supposed that the halting-qubit atom has a three-level Λ
configuration for the three-state STIRAP experiments. In the STIRAP experi-
ment the external electromagnetic field can have a real effect only on the specific
three-state subspace {|ψ0(r)〉, |ψ1(r)〉, |ψ2(r)〉} of the internal electronic states
of the atom. This three-state subspace will further simplify the Hamiltonian
of Eq. (4) as the time evolution process of the internal states of the atom in
the STIRAP experiment is confined in the three-state subspace. Those internal
states of the atom outside the three-state subspace will not be affected by the
external electromagnetic field and are not considered in the STIRAP experi-
ment. Thus, it is sufficient to use the internal Hamiltonian (H(r)) projection
onto the three-state subspace to describe the three-state STIRAP experiment.
Since the internal states {|ψj(r)〉} are the eigenstates of the internal Hamilto-
nian H(r), this projection Hamiltonian onto the three-state subspace may be
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given by
H(r) = E0|ψ0(r)〉〈ψ0(r)|+ E1|ψ1(r)〉〈ψ1(r)|+ E2|ψ2(r)〉〈ψ2(r)|. (8)
On the other hand, the electric dipole interaction Hd of Eq. (3) can also be
simplified further in the three-state subspace. In the STIRAP-based decelerat-
ing and accelerating processes the total external electromagnetic field generally
consists of a pair of counterpropagating electromagnetic fields, which may be
amplitude- and phase-modulation Raman laser light beams. The total electric
field for the two counterpropagating linearly polarized Raman laser light beams
may be expressed as
E(x, t) =
1
2
EL0(t) exp[i(−kL0.x− ωL0t)]
+
1
2
EL1(t) exp[i(kL1.x− ωL1t)] + C.C. (9)
where C.C. stands for the complex (or hermite) conjugate of the first two terms.
Notice that the three internal states {|ψk(r)〉} have quite different energy eigen-
values. The first Raman laser light beam with the electric field EL0(t) couples
only the two internal states |ψ0(r)〉 and |ψ2(r)〉 of the atom, while the second
with the electric field EL1(t) connects only the two internal states |ψ1(r)〉 and
|ψ2(r)〉. The frequency difference |ωL0 − ωL1| should be near the resonance
frequency of the two atomic internal energy levels |ψ0(r)〉 and |ψ1(r)〉. The first
Raman laser light beam usually is named the pumping laser pulse and the sec-
ond the Stokes laser pulse in the laser spectroscopy [15]. If among the three
internal states the two states |ψ0(r)〉 and |ψ1(r)〉 which are usually the ground
states have the same energy eigenvalues, then one may use a pair of σ+ and
σ− circularly polarized laser light beams [19] to replace the present two Raman
laser light beams, one circularly polarized laser light beam coupling only the
two internal states |ψ0(r)〉 and |ψ2(r)〉 and another connecting only the two
internal states |ψ1(r)〉 and |ψ2(r)〉. Then in the three-state (internal) subspace
the electric dipole interaction Hd of Eq. (3) may be written as, in the rotating
wave approximation [1],
Hd = ℏΩ02(t) exp{i(−kL0.x− ωL0t)}|ψ2(r)〉〈ψ0(r)|
+ ℏΩ12(t) exp{i(kL1.x− ωL1t)}|ψ2(r)〉〈ψ1(r)| + C.C. (10)
where the Rabi frequencies for the two Raman laser light beams are defined as
Ω02(t) = −1
2
〈ψ2(r)|D.EL0(t)|ψ0(r)〉,
Ω12(t) = −1
2
〈ψ2(r)|D.EL1(t)|ψ1(r)〉.
The electromagnetic field of the Raman laser light beams is usually weak in
the conventional STIRAP experiments, so that the effect of the electromagnetic
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field on the atom could be considered as a perturbation. Hence the rotating
wave approximation is reasonable. On the other hand, if each Raman laser
light beams in the STIRAP experiment is replaced with a pair of the laser
light beams with the orthogonal electric field vectors and the suitable phases
[38] or one circularly polarized laser light beam [19], then the rotating-wave
approximation may be eliminated and hence the electric dipole interaction (10)
may be constructed exactly. The total Hamiltonian of Eq. (4) associated with
the electric dipole interaction Hd of Eq. (10) and the internal Hamiltonian H(r)
of Eq. (8) and the product basis set {|ψP (x)〉|ψj(r)〉} may be used conveniently
to describe the STIRAP-based unitary decelerating and accelerating processes
of a free atom. The transition matrix elements of the electric dipole interaction
Hd can be calculated in the product basis set,
W (j′, P ′; j, P ) = 〈ψj′(r)|〈ψP ′(x)|Hd|ψP (x)〉|ψj(r)〉.
These matrix elements are not zero only when both the internal states |ψj(r)〉
and |ψj′(r)〉 are in the three-state (internal) subspace. They are also subjected
to the constraint of the energy, momentum, and angular momentum conserva-
tion laws for the atomic photon absorption and emission process in the STIRAP
decelerating and accelerating processes. This is an instance of the velocity-
selective rules which have been used in the atomic laser cooling processes [5,
19]. Below it is shown how the energy and momentum conservative laws have a
constraint on the electric dipole transition matrix elements {W (j′, P ′; j, P )} in
the three-state STIRAP experiments of the STIRAP-based unitary decelerating
and accelerating processes.
In the STIRAP experiments the internal states |ψ0(r)〉 and |ψ1(r)〉 of the
three-state subspace usually are taken as the hyperfine ground electronic states
|g0〉 and |g1〉 of an atom, while the internal state |ψ2(r)〉 may be taken as some
excited state |e〉 of the atom. For example, the two internal states |g0〉 and
|g1〉 may be the hyperfine ground electronic states 3S1/2 (F = 1) and 3S1/2
(F = 2) of sodium atom (Na), respectively, while the excited state |e〉 may be
the excited electronic state 3P3/2 (F = 2) of the sodium atom. Suppose that at
the initial time in the STIRAP experiment the atom is in the ground internal
state |g0〉 and the center-of-mass momentum state |P ′〉 = (
√
2π)−1 exp(iP ′x/ℏ),
which also means that the atom is in the product state |P ′〉|g0〉 and it travels
along the direction +x with the velocity v′ = P ′/M . Now a laser light field
propagating along the direction −x is applied to the atom. Then the moving
atom may absorb a photon from the laser light field if the frequency (ω = k0c)
of the laser light field is just equal to the transition frequency of the atom in
motion between the ground internal state |g0〉 and the excited state |e〉 after the
Doppler effect is taken into account. After the atom absorbs a photon from the
laser light field, the atomic motional momentum becomes P ′−ℏk0 according to
the momentum conservation law and hence the atom is decelerated by ℏk0/M .
Since the atomic internal energy levels are discrete, the momentum change of
the moving atom is also discrete after the atom absorbs a photon. This means
that when the atom is excited to the internal state |e〉, its motional momentum
can not take an arbitrary value but it has to be P ′ − ℏk0 due to the fact
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that the atomic optical absorption process obeys the energy and momentum
conservation laws [19]. After the atom absorbs a photon it jumps to the excited
state |e〉 from the ground state |g0〉 and its initial motional state |P ′〉 is changed
to |P ′ − ℏk0〉 and hence the atom is in the product excited state |P ′ − ℏk0〉|e〉.
This is just the atomic decelerating process based on the optical absorption
mechanism [23, 24]. The atom in the product excited state |P ′ − ℏk0〉|e〉 may
be further decelerated by another laser light field. This laser light field travels
along the same direction +x as the atom and its frequency (ω = k1c, k1 6= k0)
is equal to the transition frequency of the moving atom between the ground
internal state |g1〉 and the excited state |e〉 after the Doppler effect is taken
into account. Thus, this laser light field may stimulate the atom in the excited
internal state |e〉 to jump to the ground internal state |g1〉. Because the energy
difference between the two internal states |g1〉 and |e〉 is quite different from that
one between the two internal states |g0〉 and |e〉, this laser light field will not
affect the transition between the two internal states |g0〉 and |e〉. Likewise, the
first laser light field does not affect the transition between the two internal states
|g1〉 and |e〉. Different from the first decelerating process this atomic decelerating
process is based on the stimulated optical emission mechanism [23, 24]. An atom
in an excited state may jump to the ground state when it is stimulated by an
external laser light field [25]. When the atom in the excited state |e〉 jumps to the
ground state |g1〉, it may emit coherently a photon to the laser light field. Since
the atomic motion direction is the same as the propagation direction of the laser
light field, the atom really sends part of its motional momentum to the laser
light field and hence is decelerated in the stimulated transition process from the
excited state |e〉 to the ground state |g1〉. This part of motional momentum is
just ℏk1 according to the momentum conservation law and accordingly the atom
is decelerated by ℏk1/M. Thus, after the stimulated optical emission process the
atom is in the ground internal state |g1〉 and has to be in the motional state
|P ′−ℏk0−ℏk1〉, that is, the atom is in the product state |P ′−ℏk0−ℏk1〉|g1〉. Both
the atomic optical absorption and emission processes are required to be unitary
here, as pointed out before [22]. The unitary decelerating process based on the
three-state STIRAP process just consists of the reversible optical absorption and
emission processes mentioned above, where the two Raman laser light beams are
adiabatic and usually counterpropagating. This basic STIRAP-based unitary
decelerating process may be expressed in an intuitive form
|P + ℏk0〉|g0〉 → |P 〉|e〉 → |P − ℏk1〉|g1〉 (11)
Here for convenience in the later discussion the atomic motion momentum P ′ is
denoted as P + ℏk0. Thus, a conventional three-state STIRAP pulse sequence
may be really used as a basic unitary decelerating sequence if the two Raman
laser light beams of the STIRAP pulse sequence are arranged suitably such
that the moving atom is decelerated consecutively by the two Raman laser light
beams. Obviously, the inverse process of the STIRAP-based unitary deceler-
ating process (11) may be used to accelerate the atom in motion. However, it
is more convenient to use directly the reversible optical absorption and emis-
sion processes to accelerate an atom in motion and this may be achieved by
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setting suitably the parameters of the two Raman laser light beams of the STI-
RAP pulse sequence. In the STIRAP-based unitary accelerating process the
first laser light field that induces the optical absorption process travels along
the motional direction (+x) of the atom, while the second laser light field that
stimulates the atomic optical emission process propagates along the opposite
direction (−x) to the moving atom. When the atom in the initial product state
|P ′〉|g0〉 is excited to the product state |P ′ + ℏk′0〉|e〉 by the first laser light
field, it absorbs a photon from the laser light field and is accelerated by ℏk′0/M.
When the atom in the excited state |P ′ + ℏk′0〉|e〉 jumps to the ground state
|P ′+ℏk′0+ℏk′1〉|g1〉 under the stimulation of the second laser light field, it emits
a photon to the laser light field and is accelerated further by ℏk′1/M. Therefore,
the basic STIRAP-based unitary accelerating process may be expressed in an
intuitive form (P ′ = P − ℏk′0)
|P − ℏk′0〉|g0〉 → |P 〉|e〉 → |P + ℏk′1〉|g1〉. (11a)
In what follows only the basic STIRAP-based unitary decelerating process (11)
is treated explicitly. In an analogous way, one can also deal with the basic
STIRAP-based unitary accelerating process (11a).
It follows from the basic decelerating sequence (11) that the time evolution
process of the atom in the unitary decelerating process (11) is restricted within
the three-state (product state) subspace {|P+ℏk0〉|g0〉, |P 〉|e〉, |P−ℏk1〉|g1〉} for
a given atomic motion momentum P . Then during the STIRAP-based unitary
decelerating process (11) the total wave function |Ψ(x, r, t)〉 of the atom at any
instant of time t can be expanded in the three-state (product state) subspace [5,
10, 12, 19, 20], according to the superposition principle in quantum mechanics
[25],
|Ψ(x, r, t)〉 =
∑
P
ρ(P ){A0(P, t)|P + ℏk0〉|g0〉
+A1(P, t)|P 〉|e〉 +A2(P, t)|P − ℏk1〉|g1〉}. (12)
where the sum over the momentum P is due to the fact that the atom may be
in a superposition of momentum states, as can be seen in Eq. (6), ρ(P ) is the
time-independent amplitude which has the physical meaning that |ρ(P )|2 is the
probability in the superposition to find the atom in the three-state subspace
{|P + ℏk0〉|g0〉, |P 〉|e〉, |P − ℏk1〉|g1〉} labelled by the momentum P, and the
time-dependent amplitudes {Ak(P, t)} satisfies the normalization condition:
|A0(P, t)|2 + |A1(P, t)|2 + |A2(P, t)|2 = 1. (13)
The amplitude ρ(P ) is time-independent because the two Raman laser light
beams induce a change only within the three-state subspace {|P + ℏk0〉|g0〉,
|P 〉|e〉, |P −ℏk1〉|g1〉} for each given momentum P during the unitary decelerat-
ing process [19]. If at the initial time t0 the atom is in the ground internal state
|g0〉 and in a wave-packet motional state, then the initial wave packet state of
the atom may be expanded as
|Ψ(x, r, t0)〉 =
∑
P ′
ρ(P ′)|P ′〉|g0〉. (12a)
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Obviously, here the coefficients A0(P, t0) = 1 and A1(P, t0) = A2(P, t0) = 0,
which can be deduced from Eqs. (12) and (12a) with P ′ = P+ℏk0, while |ρ(P ′)|2
is the probability to find the atom in the three-state subspace {|P + ℏk0〉|g0〉,
|P 〉|e〉, |P − ℏk1〉|g1〉}. As an example, the initial state |Ψ(x, r, t0)〉 may be
taken as the Gaussian wave-packet motional state of the halting-qubit atom in
the right-hand potential well of the double-well potential field in the quantum
control process [22]. The three-state (product state) subspace and the basic de-
celerating process (11) show that only special dipole transition matrix elements
{W (j′, P ′; j, P )} can take nonzero values, that is, for a given momentum P
there are only four matrix elements to take nonzero value: W (e, P ; g0, P +ℏk0),
W (e, P ; g1, P −ℏk1), W (g0, P +ℏk0; e, P ), and W (g1, P −ℏk1; e, P ). For the ba-
sic STIRAP decelerating process (11) the total electric field of the two Raman
laser light beams can be explicitly obtained from equation (9) by setting the
parameter sets: (EL0(t), kL0, ωL0) = (E01(t), k0, ω0) and (EL1(t), kL1, ωL1) =
(E12(t), k1, ω1), where the first Raman laser light beam (E01(t), k0, ω0) couples
the two internal states |g0〉 and |e〉 and its propagating direction is opposite to
the motional direction of the atom, while the the second beam (E12(t), k1, ω1)
connects the two internal states |g1〉 and |e〉 and it travels along the motional
direction (+x) of the atom. Here suppose that the energy difference (measured
in frequency unit) between the two ground internal states |g0〉 and |g1〉 is much
larger than the detunings of the two Raman laser light beams. Now these four
nonzero electric-dipole-transition matrix elements for the basic decelerating pro-
cess (11) can be obtained with the help of the total electric field of Eq. (9) with
these parameter settings, the electric dipole interaction Hd of Eq. (10), and the
momentum eigenstates of Eq. (7) as well as their orthogonalizations,
W02(t) =W
∗
20(t) = 〈e|〈P |Hd|P + ℏk0〉|g0〉 = ℏΩ02(t) exp(−iω0t),
W20(t) = 〈g0|〈P + ℏk0|Hd|P 〉|e〉,
W12(t) =W
∗
21(t) = 〈e|〈P |Hd|P − ℏk1〉|g1〉 = ℏΩ12(t) exp(−iω1t),
W21(t) = 〈g1|〈P − ℏk1|Hd|P 〉|e〉.
Here the star ⋆ stands for the complex conjugate and the Rabi frequencies Ω02(t)
and Ω12(t) are defined in Eq. (10) with the states: |ψ0(r)〉 = |g0〉, |ψ1(r)〉 = |g1〉,
and |ψ2(r)〉 = |e〉.
Now the time evolution process of the atom in the presence of the Raman
laser light beams in the basic decelerating process (11) is described by the time-
dependent Schro¨dinger equation:
iℏ
∂
∂t
Ψ(x, r, t) = H(t)Ψ(x, r, t). (14)
Here the total Hamiltonian H(t) is given by Eq. (4), in which V (x) = 0 and
H(r) and Hd are given by Eq. (8) and (10), respectively, while the wave func-
tion |Ψ(x, r, t)〉 is given by Eq. (12). By using the four nonzero electric-dipole-
transition matrix elements and the orthonormalization of the momentum eigen-
states of Eq. (7) the Schro¨dinger equation (14) can be reduced to a three-state
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Schro¨dinger equation for a given momentum P, which may be written in the
matrix form
iℏ
∂
∂t

 A0(P, t)A1(P, t)
A2(P, t)

 = Hˆ(P, t)

 A0(P, t)A1(P, t)
A2(P, t)

 (14a)
where the three-state vector (A0(P, t), A1(P, t), A2(P, t))
T (here T stands for
the vector transpose) satisfies the normalization of Eq. (13) and the reduced
Hamiltonian Hˆ(P, t) is a 3× 3−dimensional Hermitian matrix,
Hˆ(P, t) =


(P+ℏk0)
2
2M + E0 W
∗
02(t) 0
W02(t)
P 2
2M + E2 W12(t)
0 W ∗12(t)
(P−ℏk1)2
2M + E1

 .
Here the three basis vectors |1〉 = (1, 0, 0)T , |2〉 = (0, 1, 0)T , and |3〉 = (0, 0, 1)T
of the three-state vector space {(A0(P, t), A1(P, t), A2(P, t))T } stand for the
three basis product states |P +ℏk0〉|g0〉, |P 〉|e〉, and |P −ℏk1〉|g1〉 of the original
three-state subspace {|P + ℏk0〉|g0〉, |P 〉|e〉, |P − ℏk1〉|g1〉}, respectively. This
reduced three-state Schro¨dinger equation can describe completely the three-
state STIRAP experiments just like the original Schro¨dinger equation (14).
By making a unitary transformation on the three-state vector in Eq. (14a) [20,
12, 18, 25]:
A¯0(P, t) = exp[
i
ℏ
(
(P + ℏk0)
2
2M
+ E0)t]A0(P, t), (15a)
A¯1(P, t) = exp[
i
ℏ
(
P 2
2M
+ E2)t]A1(P, t), (15b)
A¯2(P, t) = exp[
i
ℏ
(
(P − ℏk1)2
2M
+ E1)t]A2(P, t), (15c)
the Schro¨dinger equation (14a) is further reduced to the form
iℏ
∂
∂t

 A¯0(P, t)A¯1(P, t)
A¯2(P, t)

 = H(P, t)

 A¯0(P, t)A¯1(P, t)
A¯2(P, t)

 . (16)
Now the Hamiltonian H(P, t) is a traceless Hermitian matrix,
H(P, t) =

 0 W¯ ∗02(P, t) 0W¯02(P, t) 0 W¯12(P, t)
0 W¯ ∗12(P, t) 0

 ,
where the time- and momentum-dependent complex parameters W¯02(P, t) and
W¯12(P, t) are given respectively by
W¯02(P, t) = ℏΩ02(t) exp{−i[ 2Pk0 + ℏk
2
0
2M
− (ω02 − ω0)]t},
W¯12(P, t) = ℏΩ12(t) exp{−i[−2Pk1 + ℏk
2
1
2M
− (ω12 − ω1)]t},
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and the transition frequencies for the atomic internal states are defined by
ℏω02 = E2 − E0 and ℏω12 = E2 − E1. Suppose that the Raman laser light
beams are amplitude- and phase-modulating. Then the Rabi frequencies for the
two Raman laser light beams (the pumping pulse (Ωp(t)) and the Stokes pulse
(Ωs(t))) are written as
Ω02(t) = Ωp(t) exp[−iφ0(t)], Ω12(t) = Ωs(t) exp[−iφ1(t)],
and the parameters in the Hamiltonian H(P, t) therefore are given by
W¯02(P, t) = ℏΩp(t) exp[−iαp(P, t)], W¯12(P, t) = ℏΩs(t) exp[−iαs(P, t)],
where the phases αp(P, t) and αs(P, t) are dependent upon the momentum P ,
αp(P, t) = [
2Pk0 + ℏk
2
0
2M
− (ω02 − ω0)]t+ φ0(t),
αs(P, t) = [
−2Pk1 + ℏk21
2M
− (ω12 − ω1)]t+ φ1(t).
Now the Hamiltonian H(P, t) can be rewritten in the explicit form
H(P, t) = ℏ

 0 Ωp(t)eiαp(P,t) 0Ωp(t)e−iαp(P,t) 0 Ωs(t)e−iαs(P,t)
0 Ωs(t)e
iαs(P,t) 0

 (17)
This type of Hamiltonians often have been met in the three-state STIRAP ex-
periments in the laser spectroscopy [4, 15, 17, 18] and in the atomic interference
experiments [12]. The three-state Schro¨dinger equation (16) and the traceless
Hamiltonian (17) are the theoretical basis to design the Raman adiabatic pulses
of the STIRAP-based decelerating and accelerating processes. There is a special
point in the STIRAP-based unitary decelerating and accelerating processes that
the Hamiltonian (17) is dependent upon the center-of-mass momentum of the
atom besides the frequency offsets {ωk2 − ωk} (k = 0 and 1). This is similar to
the situations of the STIRAP-based atomic laser cooling [20] and quantum inter-
ference experiments [10, 12]. The effect of the frequency offsets on the STIRAP
population transfer has been examined in detail in the laser spectroscopy [18b].
Though here considers only the pure-state quantum system of a single atom
instead of an atomic ensemble, the atomic momentum distribution could have
a great effect on the population transfer of the atom from an internal state to
another in the STIRAP decelerating and accelerating processes. This is because
the atom may be in a superposition of the momentum eigenstates and hence
has a momentum distribution. For example, though a freely moving atom is in
a Gaussian wave-packet state in coordinate space, it is also in a superposition of
the momentum eigenstates of the atom in momentum space. Here the position
of the momentum P in the unitary decelerating and accelerating processes is
similar to that one of the frequency offsets in the STIRAP experiments of the
conventional laser spectroscopy [18]. The frequency offsets (with respect to the
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transition frequencies of given atomic internal energy levels) could be set at will
for a single atom, since they are the parameters of the Raman laser light beams,
while the superposition of momentum eigenstates of the atom (i.e. the atomic
momentum distribution) is an inherent property of the atomic motional state.
Whether or not the Raman adiabatic pulses obtained from the Schro¨dinger
equation (16) and the Hamiltonian (17) are suitable for the decelerating and
accelerating processes are dependent upon the atomic momentum distribution.
The excitation bandwidth for a good STIRAP pulse sequence must be much
larger than the effective spreading of the atomic momentum distribution.
In the quantum control process [22] to simulate the reversible and unitary
halting protocol and the quantum search process the halting-qubit atom needs
to be decelerated and accelerated by the STIRAP-based unitary decelerating
and accelerating processes, respectively. As required by the quantum control
process, if the halting-qubit atom is completely in the ground internal state
|g0〉 (|g1〉) at the initial time in the decelerating or accelerating process, then
it must be converted completely into another ground internal state |g1〉 (|g0〉)
at the end of the process. Because the conversion efficiency from the initial
state to the end state in these processes has a great effect on the performance
of the quantum control process, it is of crucial importance to achieve a high
enough conversion efficiency in these processes. This is the first guidance to
design the STIRAP pulse sequences for the unitary decelerating and accelerating
processes. On the other hand, in order that a high conversion efficiency is
achieved in the STIRAP experiments one must also consider the decoherence
effect due to the atomic spontaneous emission when the atom is in the excited
internal state. The atomic spontaneous emission becomes an important factor
to cause the decoherence effect when the atom is in a short-lifetime excited
internal state in the STIRAP experiments. Therefore, the atom should avoid
being in the excited internal state during the STIRAP experiments. This may
be realized by setting the favorable detunings for the two Raman laser light
beams. Since the three product states |P + ℏk0〉|g0〉, |P 〉|e〉, and |P − ℏk1〉|g1〉
are the eigenstates of the total atomic Hamiltonian Ha of Eq. (2) and have
eigenenergy: (P +ℏk0)
2/(2M)+E0, P
2/(2M)+E2, and (P −ℏk1)2/(2M)+E1,
respectively. Then the energy difference between the ground state |P +ℏk0〉|g0〉
and the excited state |P 〉|e〉 is given by (E2 −E0)−Pℏk0/M − ℏ2k20/(2M) and
the energy difference between the ground state |P − ℏk1〉|g1〉 and the excited
state |P 〉|e〉 is (E2 − E1) + Pℏk1/M − ℏ2k21/(2M). Since the Raman laser light
beam with the carrier frequency ω0 couples the ground state |P + ℏk0〉|g0〉 and
the excited state |P 〉|e〉, the detuning ∆p of the beam is given by
∆p(P ) = (ω02 − ω0)− ( k0
M
)P − ℏk
2
0
2M
,
while the detuning ∆s of another Raman laser light beam with the carrier
frequency ω1 is
∆s(P ) = (ω12 − ω1) + ( k1
M
)P − ℏk
2
1
2M
.
By using the two formulae one may set conveniently the detunings ∆p and ∆s
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for the STIRAP-based decelerating and accelerating processes. Both the detun-
ings are dependent upon the motional momentum of the atom and also their
frequency offsets, respectively. If the atom is in a wave-packet state or generally
in a superposition of momentum states, then there is a distribution of momen-
tum and the detuning settings should consider the momentum distribution. In
next sections the parameters of the Raman laser light beams will be determined
so as to arrive at the main goal that the conversion efficiency from the initial
state to the end state in the decelerating and accelerating processes must be
as close to 100% as possible. There the atomic momentum distribution must
be taken into account. Thus, this is involved in the adiabatic condition for the
three-state STIRAP state transfer of the decelerating and accelerating processes.
3. The basic differential equations for the STIRAP-based decel-
erating and accelerating processes
The three-state STIRAP experiments have been studied extensively both in
theory and experiment in the laser spectroscopy [15, 16, 17, 18]. These studies
tell ones which conditions the complete population transfer can be achieved by
the STIRAP method among the energy levels of atomic and molecular systems.
From the point of view of theory an important feature of the three-state STI-
RAP experiments is that there is the special eigenstate of the Hamiltonian (17)
that corresponds to the atomic trapping state [28]. This special eigenstate is
independent of the intermediate state [17], which is usually taken as the excited
internal state of the atom in the STIRAP experiments. Under the adiabatic con-
dition the complete state or population transfer through the special eigenstate
can occur from the initial state directly to the final state, while the intermedi-
ate state is bypassed in the transfer process. Such an adiabatic state-transfer
process is particularly favorable for the STIRAP-based decelerating and accel-
erating processes. This is because the atomic spontaneous emission could be
avoided in the decelerating and accelerating processes when the excited state of
the atom is bypassed in the STIRAP state-transfer processes. This also shows
that the semiclassical theory of electromagnetic radiation is suited to treat the
STIRAP experiments. On the other hand, from the experimental point of view
the three-state STIRAP experiment needs to set suitably the experimental pa-
rameters for the Raman laser light beams. The important thing in experiment is
the settings for the Rabi frequencies of the two Raman laser light beams and for
the pulse delay between the two Raman laser light beams [16]. The atomic sys-
tem should first interact with the Stokes pulse and then with the pumping pulse,
and an appropriate overlapping between the two Raman laser light beams is also
required in experiment [3, 4, 15, 16, 17, 18]. These requirements are generally
related to the adiabatic condition of the three-state STIRAP experiment.
The special point for the STIRAP decelerating and accelerating processes
is that one must consider the atomic momentum distribution when a general
adiabatic condition is set up for these processes. According to the adiabatic
theorem and the adiabatic approximation method in quantum mechanics [29,
30] one should first calculate the three eigenvectors and eigenvalues of the in-
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stantaneous Hamiltonian H(P, t) of Eq. (17),
H(P, t)|g(P, t)〉 = E(P, t)|g(P, t)〉. (18)
The three eigenvectors {|g(P, t)〉} and their eigenvalues {E(P, t)} of the Hamil-
tonian H(P, t) are usually named the adiabatic eigenvectors and eigenvalues,
respectively. Notice that the three basis vectors of the three-state vector space
{(A0(P, t), A1(P, t), A2(P, t))T } are |1〉 = (1, 0, 0)T , |2〉 = (0, 1, 0)T , and |3〉 =
(0, 0, 1)T , respectively. The three basis vectors really stand for the three basis
product states |P +ℏk0〉|g0〉, |P 〉|e〉, and |P −ℏk1〉|g1〉 of the original three-state
subspace for each given momentum P , respectively. Any one of the three eigen-
vectors of the Hamiltonian H(P, t) may be expanded in terms of the three basis
vectors. By the explicit Hamiltonian of Eq. (17) one can obtain one of the three
eigenvectors [15, 17, 18],
|g0(P, t)〉 = exp[−iγ(t)]{cos θ(t)|1〉 − sin θ(t) exp[−i(αp(P, t) − αs(P, t))]|3〉}
(19a)
where the phase γ(t) is a global phase, the mixing angle θ(t) and the Rabi
frequency Ω(t) are defined respectively by
cos θ(t) =
Ωs(t)
Ω(t)
, sin θ(t) =
Ωp(t)
Ω(t)
, and Ω(t) =
√
Ωp(t)2 +Ωs(t)2.
The eigenvalue corresponding to the eigenvector |g0(P, t)〉 is E0 ≡ ℏω0 = 0.
The eigenvector |g0(P, t)〉 is special in that it does not contain the intermediate
eigenvector |2〉 which contains the excited internal state |e〉 of the atom. It is
the so-called atomic trapping state [28]. The adiabatic population transfer is
achieved through the eigenvector |g0(P, t)〉 in all the three-state STIRAP ex-
periments [15, 17]. Therefore, when the initial state |1〉 is transferred to the
final state |3〉 through the eigenvector |g0(P, t)〉 in the STIRAP state-transfer
process, the intermediate state |2〉 is not involved and hence is bypassed. Since
the phase difference αp(P, t) − αs(P, t)) in the eigenvector |g0(P, t)〉 is depen-
dent upon the atomic motional momentum P the adiabatic state transfer in the
STIRAP experiments is really affected by the atomic momentum distribution.
In the laser spectroscopy the similar trapping state is obtained [4, 15, 17, 18]
but that state is not dependent upon the momentum P . Thus, there is not any
theoretical problem involved in the effect of the momentum distribution on the
adiabatic state transfer in the laser spectroscopy. Of course, in the laser spec-
troscopy the Doppler effect usually is considered in the STIRAP experiments
of those quantum systems such as an atomic or molecular beam [15]. However,
in the atomic laser cooling [5, 19, 20, 21], quantum interference experiments
[10, 11, 12, 13, 14], and the atomic decelerating and accelerating processes the
atomic momentum distribution generally needs to be considered explicitly. The
other two adiabatic eigenstates of the Hamiltonian of Eq. (17) are given by [15,
17, 18]
|g±(P, t)〉 = 1√
2
exp[−iδ(t)]{sin θ(t)|1〉 ∓ exp[−iαp(P, t)]|2〉
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+ cos θ(t) exp[−i(αp(P, t) − αs(P, t))]|3〉} (19b)
and their corresponding eigenvalues are E± ≡ ℏω± = ∓ℏΩ(t). Here the phase
δ(t) is also a global phase. The phase difference αp(P, t)− αs(P, t) in the adia-
batic eigenvectors is given by
αp(P, t) − αs(P, t) = φ0(t)− φ1(t)
+ {−[ω02 − ω0] + [ω12 − ω1] + P (k0 + k1)
M
+
ℏk20 − ℏk21
2M
}t, (20)
and there is a relation between the phase difference and the detunings:
αp(P, t)− αs(P, t) = [φ0(t)− φ1(t)] + [∆s(P )−∆p(P )]t.
The phase difference is dependent upon both the frequency offsets (ω02 − ω0)
and (ω12−ω1) and also the momentum P. It could be considered that the term
(k0+k1)P/M in the phase difference is generated by the Doppler effect. A large
Doppler effect is not favorable for the decelerating and accelerating processes.
Assume that the atomic motional state is a wave-packet state with a finite wave-
packet spreading. Then in order to minimize the effect of the Doppler-effect term
(k0 + k1)P/M on the STIRAP state transfer in the decelerating and acceler-
ating processes one must choose suitably the frequency offsets (ω02 − ω0) and
(ω12−ω1) for the two Raman laser light beams. Now P0 and ∆PM are denoted
as the central position and the effective momentum bandwidth of the atomic
momentum wave-packet state, respectively, and ∆P = P−P0 as the deviation of
the position P of the momentum wave-packet state from the central position P0.
For simplicity, hereafter assume that the momentum P0 is always much greater
than ∆PM/2 in the unitary decelerating process, this means that the atom al-
ways moves along the same direction +x in the decelerating process. Suppose
that the absolute amplitude at the position P of the momentum wave-packet
state decays exponentially as the deviation ∆P . A typical example of such
wave-packet states is Gaussian wave-packet states [25, 31]. Then the amplitude
of the position P outside the effective momentum region [P ] = [P0 −∆PM/2,
P0+∆PM/2] in the momentum wave-packet state is almost zero and the prob-
ability to find that the atom is not in the effective momentum region [P ] is so
small that it can be negligible. This is just the definition of the effective mo-
mentum bandwidth ∆PM of the atomic momentum wave-packet state. Then
it is sufficient to consider only the effective momentum region [P ] of the mo-
mentum wave-packet state when the adiabatic condition is investigated for the
three-state STIRAP experiments of the decelerating and accelerating processes.
Here the carrier frequencies ω0 and ω1 of the two Raman laser light beams are
not determined until the adiabatic condition for the STIRAP experiments is
examined later.
The unitary decelerating and accelerating processes of the quantum control
process [22] require that the atom in the initial internal state |g0〉 (|g1〉) be com-
pletely transferred to another internal state |g1〉 (|g0〉) and at the same time the
initial atomic wave-packet motional state be completely converted into another
20
wave-packet motional state. It is well known that in an ideal condition the STI-
RAP population transfer process can achieve 100% transfer efficiency from one
atomic internal state to another [3, 4, 15, 17, 18]. The adiabatic state-transfer
channel for the three-state STIRAP experiments is formed generally through the
special adiabatic eigenstate |g0(P, t)〉 of the HamiltonianH(P, t) [17]. Therefore,
if the unitary decelerating and accelerating processes want to achieve their main
goal, they had better make full use of this adiabatic state-transfer channel. If
now the atom is prepared in the adiabatic eigenstate |g0(P, t0)〉 of the Hamilto-
nian H(P, t0) at the initial time t0, then according as the adiabatic theorem [25,
30] the atom will be in the adiabatic eigenstate |g0(P, t)〉 of the Hamiltonian
H(P, t) at any instant of time t in the adiabatic process for t0 ≤ t ≤ t0+T if the
adiabatic condition is met, that is, if the time period T is infinitely large or more
generally if the eigenvectors of the Hamiltonian H(P, t) vary infinitely slowly
[30]. However, in practice the time period T can not be infinitely large and ro-
tating of the eigenvectors of the Hamiltonian are not infinitely slow. Thus, the
ideal adiabatic condition can not met perfectly in practice. In fact, the quan-
tum control process does not allow the time period T of the adiabatic process
to take an infinitely large value. Obviously, if the time interval T is taken as
a finite value but large enough or the eigenvectors of the Hamiltonian H(P, t)
rotate sufficiently slowly, then the adiabatic theorem still holds approximately
and the real adiabatic state at the end time t0+ T of the adiabatic process will
be very close to the ideal adiabatic eigenstate |g0(P, t0 + T )〉. Since the real
adiabatic state at the end of the adiabatic process is close to the ideal adiabatic
eigenstate |g0(P, t0 + T )〉, one may calculate the real wave-packet state of the
atom at the end of the STIRAP-based unitary decelerating or accelerating pro-
cess with the help of the ideal adiabatic eigenstate |g0(P, t0 + T )〉. Then this
simplifies greatly the calculation for the real wave-packet state of the atom at
the end of the decelerating or accelerating process, although such a calculation
could generate an error for the real wave-packet state of the atom. Similarly, if
the real transfer efficiency for the STIRAP process is calculated with the help
of the ideal adiabatic eigenstate |g0(P, t0+T )〉 instead of the real adiabatic state
at the final time of the decelerating or accelerating process, then there exists
certainly an error for the real transfer efficiency. However, these errors may be
estimated. In fact, if one finds the real adiabatic condition for the STIRAP
process, one may estimate these errors, as shown below. Therefore, for the STI-
RAP process satisfying the real adiabatic condition there is a simple scheme to
calculate the real transfer efficiency and the real wave-packet state of the atom
at the end of the STIRAP process: one may use the ideal adiabatic eigenstate
|g0(P, t0 + T )〉 of the Hamiltonian H(P, t0 + T ) to simplify the calculation of
the real transfer efficiency and the real wave-packet state of the atom, then
evaluate the generated errors and control these errors to be within the desired
upper bound by setting suitably the experimental parameters for the STIRAP
process. This is really the procedure to design the STIRAP pulse sequences for
the unitary decelerating and accelerating processes. Thus, the problem to be
solved below is how to design the STIRAP pulse sequence such that in the real
adiabatic condition the final adiabatic state for the real adiabatic process is still
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very close to the ideal adiabatic eigenstate |g0(P, t0+T )〉 even if the time period
T takes a finite value.
In the STIRAP-based decelerating and accelerating processes the adiabatic
evolution process of the atom could occur simultaneously and in a parallel
form in these three-state subspaces {|P + ℏk0〉|g0〉, |P 〉|e〉, |P − ℏk1〉|g1〉} for
all the given momentum P within the effective momentum region [P ] if the
adiabatic condition is met in the effective momentum region [P ]. It is suffi-
cient to examine the adiabatic evolution process of the atom in a three-state
subspace {|P + ℏk0〉|g0〉, |P 〉|e〉, |P − ℏk1〉|g1〉} with a given momentum P of
the effective momentum region [P ] to set up the adiabatic condition for the
STIRAP experiments of the decelerating and accelerating processes. Obvi-
ously, any atomic state in the three-state subspace during the adiabatic evo-
lution process can be expanded in terms of the three basis vectors of the sub-
space. If now the three basis vectors of the three-state subspace {|P + ℏk0〉|g0〉,
|P 〉|e〉, |P − ℏk1〉|g1〉} are taken as the three orthonormal adiabatic eigenvec-
tors {|g0(P, t)〉, |g±(P, t)〉} of the Hamiltonian H(P, t), then the atomic three-
state vector |Φ(P, t)〉 = (A¯0(P, t), A¯1(P, t), A¯2(P, t))T in the Schro¨dinger equa-
tion (16) at any instant of time t in the adiabatic evolution process may be
expanded as [4, 5, 10, 12, 15, 17, 18, 19, 20, 25]
|Φ(P, t)〉 = a0(P, t)|g0(P, t)〉+ a+(P, t)|g+(P, t)〉 exp[i
∫ t
t0
dt′Ω(t′)]
+ a−(P, t)|g−(P, t)〉 exp[−i
∫ t
t0
dt′Ω(t′)]. (21)
By substituting the adiabatic eigenstates of Eqs. (19a) and (19b) into the state
|Φ(P, t)〉 of Eq. (21) one can find that the coefficients {a0(P, t), a±(P, t)} in Eq.
(21) are related to those {A¯l(P, t), l = 0, 1, 2} in Eq. (16) by
A¯0(P, t) = a0(P, t) cos θ(t) exp[−iγ(t)]
+
1√
2
a+(P, t) sin θ(t) exp[−iδ(t)] exp[i
∫ t
t0
dt′Ω(t′)]
+
1√
2
a−(P, t) sin θ(t) exp[−iδ(t)] exp[−i
∫ t
t0
dt′Ω(t′)], (22a)
A¯1(P, t) =
1√
2
exp[−iαp(P, t)] exp[−iδ(t)]{−a+(P, t) exp[i
∫ t
t0
dt′Ω(t′)]
+ a−(P, t) exp[−i
∫ t
t0
dt′Ω(t′)]} (22b)
A¯2(P, t) = exp[−i(αp(P, t) − αs(P, t))]{−a0(P, t) sin θ(t) exp[−iγ(t)]
+
1√
2
a+(P, t) cos θ(t) exp[−iδ(t)] exp[i
∫ t
t0
dt′Ω(t′)]
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+
1√
2
a−(P, t) cos θ(t) exp[−iδ(t)] exp[−i
∫ t
t0
dt′Ω(t′)]}. (22c)
Thus, the atomic three-state vector |Φ(P, t)〉 may be determined if one knows the
coefficients a0(P, t) and a±(P, t). Assume that at the initial time t0 the atom
is in the adiabatic eigenstate |g0(P, t0)〉. Then the adiabatic theorem shows
that the atom is kept in the adiabatic eigenstate |g0(P, t)〉 of the Hamiltonian
H(P, t) at any instant of time t during the adiabatic process if the ideal adiabatic
condition is met. Then it follows from the atomic state |Φ(P, t)〉 of Eq. (21) that
if the ideal adiabatic condition is met, the time-dependent coefficient |a0(P, t)|
should be kept almost unchanged and is very close to unity over the whole
adiabatic process, while two other coefficients {|a±(P, t)|} should be very close to
zero. Generally, these coefficients may be evaluated by solving the Schro¨dinger
equation (16) that the state |Φ(P, t)〉 of Eq. (21) obeys. Inserting the state
|Φ(P, t)〉 of Eq. (21) into the Schro¨dinger equation (16) one obtains a set of the
three differential equations with the variables a0(P, t) and a±(P, t),
∂
∂t
a0(P, t) + iω0(P, t)a0(P, t) + a+(P, t)ω0,+(P, t) exp[i
∫ t
t0
dt′Ω(t′)]
+ a−(P, t)ω0,−(P, t) exp[−i
∫ t
t0
dt′Ω(t′)] = 0, (23a)
∂
∂t
a±(P, t) + iω±(P, t)a±(P, t) + a∓(P, t)ω±,∓(P, t) exp[∓2i
∫ t
t0
dt′Ω(t′)]
+ a0(P, t)ω±,0(P, t) exp[∓i
∫ t
t0
dt′Ω(t′)] = 0, (23b)
where the coefficients {ωk(P, t), ωk,l(P, t)} are defined as
iωk(P, t) = 〈gk(P, t)|∂gk(P, t)/∂t〉 (k = 0,±),
ωk,l(P, t) = 〈gk(P, t)| ∂
∂t
|gl(P, t)〉 (k 6= l, k, l = 0,±).
These coefficients can be obtained explicitly from the adiabatic eigenstates of
Eqs. (19),
ω0(P, t) = − ∂
∂t
γ(t)− sin2 θ(t) ∂
∂t
[αp(P, t)− αs(P, t)], (24a)
ω+(P, t) = ω−(P, t) = − ∂
∂t
δ(t)− 1
2
∂
∂t
αp(P, t)
− 1
2
cos2 θ(t)
∂
∂t
[αp(P, t) − αs(P, t)] (24b)
and
ω0,±(P, t) = −ω±,0(P, t)∗ = 1√
2
exp[i(γ(t)− δ(t))]
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× { ∂
∂t
θ(t) + i sin θ(t) cos θ(t)
∂
∂t
[αp(P, t) − αs(P, t)]}, (24c)
ω+,−(P, t) = ω−,+(P, t) = i
1
2
∂
∂t
αp(P, t)
− i1
2
cos2 θ(t)
∂
∂t
[αp(P, t)− αs(P, t)]. (24d)
Though these coefficients contain the global phases γ(t) and δ(t), the final re-
sults of the adiabatic process obtained from these coefficients will not be affected
by these global phase factors [18b], as can be seen later. In order to solve con-
veniently the equations (23) it could be better to make variable transformations
[25, 30]:
ak(P, t) = bk(P, t) exp[−i
∫ t
t0
dt′ωk(P, t′)] (k = 0,±). (25)
Then with the new variables {bk(P, t)} these equations (23) are changed to
∂
∂t
b0(P, t) =
exp[i(γ(t0)− δ(t0))]√
2
Θ(P, t)∗
× {b+(P, t) exp[i
∫ t
t0
dt′Ω+(P, t′)] + b−(P, t) exp[−i
∫ t
t0
dt′Ω−(P, t′)]}, (26a)
∂
∂t
b±(P, t) = −i1
2
b∓(P, t)Γ(P, t) exp[∓i
∫ t
t0
dt′2Ω(t′)]
− exp[−i(γ(t0)− δ(t0))]√
2
b0(P, t)Θ(P, t) exp[∓i
∫ t
t0
dt′Ω±(P, t′)]. (26b)
The coefficients in Eqs. (26) are obtained from those in Eq. (24):
Ω±(P, t) = Ω(t)± {[α˙s(P, t) − 1
2
α˙p(P, t)] sin
2 θ(t)
+ [α˙p(P, t) − 1
2
α˙s(P, t)] cos
2 θ(t)}, (27a)
Θ(P, t) = −θ˙(t) + i1
2
sin 2θ(t)[α˙p(P, t)− α˙s(P, t)], (27b)
Γ(P, t) = sin2 θ(t)α˙p(P, t) + cos
2 θ(t)α˙s(P, t), (27c)
where θ˙(t) = ddtθ(t), α˙s(P, t) =
∂
∂tαs(P, t), and so on. The equations (26)
are the basic differential equations to describe completely the STIRAP-based
decelerating and accelerating processes. The set of basic equations (26) is a
generalization of the basic equations to describe the conventional three-state
STIRAP experiments [17, 16, 18] when the effect of a momentum distribution
is taken into account on the STIRAP experiments. The basic equations (26)
may be used to set up a general adiabatic condition for the three-state STIRAP-
based decelerating and accelerating processes.
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The basic differential equations (26) may be rewritten in the matrix form
i
∂
∂t
B(P, t) =M(P, t)B(P, t). (28)
Here the normalization three-state vector B(P, t) is defined as (b0(P, t), b+(P, t),
b−(P, t))T and the 3 × 3−dimensional hermitian Hamiltonian M(P, t) is given
by
M(P, t) =

 0 M12 M13M∗12 0 M23
M∗13 M
∗
23 0

 ,
in which the matrix elements {Mij} are defined by
M12 =
i√
2
exp[i(γ(t0)− δ(t0))]Θ(P, t)∗ exp[i
∫ t
t0
dt′Ω+(P, t′)],
M13 =
i√
2
exp[i(γ(t0)− δ(t0))]Θ(P, t)∗ exp[−i
∫ t
t0
dt′Ω−(P, t′)],
M23 =
1
2
Γ(P, t) exp[−i
∫ t
t0
dt′2Ω(t′)].
Notice that the momentum P in the hermitian Hamiltonian M(P, t) is a pa-
rameter instead of an operator. The three-state Schro¨dinger equation (28) may
have the formal solution:
B(P, t) = T exp{−i
∫ t
t0
dt′M(P, t′)}B(P, t0)
= {1+(1
i
)
∫ t
t0
dt1M(P, t1)+(
1
i
)2
∫ t
t0
∫ t1
t0
dt1dt2M(P, t1)M(P, t2)+ ...}B(P, t0).
(29)
The Dyson series solution (29) may be useful to set up a general adiabatic
condition for the STIRAP-based decelerating and accelerating processes. The
detailed discussion will appear in the section seven of the paper.
4. The STIRAP state-transfer process in the ideal adiabatic condi-
tion
Consider first the special case: the ideal adiabatic condition. The ideal
adiabatic condition usually means that the time interval T of the adiabatic
process is infinitely large or the adiabatic eigenstates of the Hamiltonian (17)
rotate infinitely slowly. Here the ideal adiabatic condition means that for any
instant of time of the adiabatic process the integrations of the basic differential
equations (26) approach zero for any given momentum P within the effective
momentum region [P ] of the atomic wave-packet motional state. The ideal
adiabatic condition may be expressed as∫ t
t0
dt′[
∂
∂t′
bl(P, t
′)]→ 0, l = 0,±; t0 ≤ t ≤ t0 + T ; P ∈ [P ]. (30)
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The ideal adiabatic condition (30) shows that the basic equations (26) have
the solution bl(P, t) → bl(P, t0) (l = 0,±) for any instant of time t of the
adiabatic process and any given momentum P within the effective momentum
region [P ]. If at the initial time t0 the atom is prepared in the adiabatic eigen-
state |g0(P, t0)〉, which is the initial atomic state |Φ(P, t0)〉 of Eq. (21) with
a0(P, t0) = 1 and a±(P, t0) = 0, then according to the adiabatic theorem [25,
30] one should find that at any instant of time t of the adiabatic process the
atom is in the adiabatic eigenstate |g0(P, t)〉 of the Hamiltonian H(P, t). In fact,
by the equations (25) and (26) one can obtain |al(P, t)| → |al(P, t0)| (l = 0,±)
in the ideal adiabatic condition (30). Hence |a0(P, t)| → |a0(P, t0)| = 1 and
a±(P, t) → a±(P, t0) = 0 for the atomic state |Φ(P, t)〉 at the instant of time
t of the ideal adiabatic process, while this atomic state |Φ(P, t)〉 is just the
adiabatic eigenstate |g0(P, t)〉 of the Hamiltonian H(P, t), as can be seen from
Eq. (21). The basic equations (26) show that the ideal adiabatic condition (30)
could be achieved if the coefficients Θ(P, t) and Γ(P, t) approach zero sufficiently
and the Rabi frequencies Ω(t) and Ω±(P, t) are sufficiently large. The Rabi fre-
quencies Ω(t) and Ω±(P, t) can have a great effect on the adiabatic condition
of the STIRAP experiments. This point is very important for the quantum
control process, since a sufficiently long time period T of the adiabatic process
is not accepted for the quantum control process. Then one may likely make the
adiabatic condition to be met by setting suitably the Rabi frequencies of the
Raman laser light beams, although the adiabatic condition is met usually by
making the time interval T sufficiently large. A general adiabatic condition will
be discussed in detail later.
In order to optimize the adiabatic condition the carrier frequencies ω0 and
ω1 of the Raman laser light beams could be chosen suitably such that
αp(P, t) = [
2Pk0 + ℏk
2
0
2M
− (ω02 − ω0)]t+ φ0(t) =
∆P
M
k0t+ ϕ0(t) (31)
and
αs(P, t) = [
−2Pk1 + ℏk21
2M
− (ω12 − ω1)]t+ φ1(t) =
−∆P
M
k1t+ ϕ1(t) (32)
where the momentum difference ∆P = P −P0 and the momentum P0 is just the
central position of the effective momentum region [P ] of a general momentum
wave-packet state. When the carrier frequencies are chosen according to Eq.
(31) and (32), the maximum momentum difference value within the effective
momentum region [P ] is minimum. These equations (31) and (32) can be sat-
isfied when the carrier frequencies {ωl} (l = 0, 1) are determined from the two
equations:
ℏk20
2M
− (ω02 − ω0) + c0 = −P0
M
k0 (33a)
and
ℏk21
2M
− (ω12 − ω1) + c1 = P0
M
k1 (33b)
26
where the wave number kl = ωl/c, c0 = ∆p(P0), c1 = ∆s(P0), and
d
dtφl(t) =
cl +
d
dtϕl(t). On the other hand, if the carrier frequencies are given in advance,
then the detunings c0 = ∆p(P0) and c1 = ∆s(P0) may also be determined from
these two equations (33) , respectively. In the decelerating and accelerating
processes the momentum value P0 is generally different for each basic STIRAP-
based decelerating or accelerating process. Then one may adjust the carrier
frequencies {ωl} or the detunings {cl} so that the equations (33) can be satisfied.
Now using the phase αp(P, t) of Eq. (31) and αs(P, t) of Eq. (32) one can rewrite
the phase difference of Eq. (20) in the simple form
αp(P, t)− αs(P, t) = ∆P
M
(k0 + k1)t+ ϕ0(t)− ϕ1(t). (34)
If in the STIRAP experiments at the initial time t0 the Rabi frequency Ωs(t0)
of the Stokes pulse is much greater than the one Ωp(t0) of the pumping pulse,
then at the initial time the mixing angle θ(t) in the adiabatic eigenstates of Eqs.
(19) satisfies [15, 16, 17, 18]
cos θ(t0) =
Ωs(t0)
Ω(t0)
→ 1 or θ(t0)→ 0. (35)
In practice both the Rabi frequencies Ωs(t0) and Ωp(t0) usually could be rela-
tively small at the initial time, but the Rabi frequency Ωp(t0) of the pumping
pulse is much less than Ωs(t0) of the Stokes pulse. The initial mixing angle
θ(t0)→ 0 leads the initial adiabatic eigenstates of the Hamiltonian H(P, t0) of
Eq. (17) to the asymptotic forms
|g0(P, t0)〉 → exp[−iγ(t0)]|1〉, (36a)
|g±(P, t0)〉 → 1√
2
exp[−iδ(t0)]{∓ exp[−iαp(P, t0)]|2〉
+ exp[−i(αp(P, t0)− αs(P, t0))]|3〉}. (36b)
Notice that the three-state basis vectors |1〉, |2〉, and |3〉 stand for the basis vec-
tors |P + ℏk0〉|g0〉, |P 〉|e〉, and |P − ℏk1〉|g1〉, respectively. The adiabatic eigen-
state |g0(P, t0)〉 of the Hamiltonian H(P, t0) is much simpler than |g±(P, t0)〉,
the latter is more complex in that their expansion coefficients are dependent
on the momentum. In general, at the initial time an atomic system may be
prepared more easily in the adiabatic eigenstate |g0(P, t0)〉 up to a global phase
factor. An important example is that at the initial time the atom is completely
in the ground internal state |g0〉 and in the Gaussian wave-packet motional state
or in a superposition of the momentum states. Now consider that the initial
state of the atom is prepared in the superposition state |Ψ(x, r, t0)〉 given by Eq.
(12a). By comparing Eq. (12) with Eq. (12a) with P ′ = P + ℏk0 one sees that
the coefficients of the state |Ψ(x, r, t0)〉 of Eq. (12) are given by A0(P, t0) = 1,
A1(P, t0) = 0, and A2(P, t0) = 0 at the initial time t0. Then it follows from
Eqs. (15) that the coefficients {A¯l(P, t0)} can be obtained from {Al(P, t0)} :
A¯0(P, t0) = exp[
i
ℏ
(
(P + ℏk0)
2
2M
+ E0)t0], A¯1(P, t0) = A¯2(P, t0) = 0. (37)
27
These coefficients associated with the initial mixing angle θ(t0) = 0 (here θ(t0)
is so small that it can be taken as zero without losing generality) are inserted
into Eqs. (22) one obtains, by solving the equations (22),
a0(P, t0) = exp[iγ(t0)] exp[
i
ℏ
(
(P + ℏk0)
2
2M
+ E0)t0], a+(P, t0) = a−(P, t0) = 0.
(38)
Indeed, at the initial time the atom is completely in the adiabatic eigenstate
|g0(P, t0)〉 of the Hamiltonian H(P, t0) of (17) because both the coefficients
a+(P, t0) and a−(P, t0) are zero in the initial atomic state |Φ(P, t0)〉. It follows
from Eq. (25) that at the initial time t0 the coefficient al(P, t0) = bl(P, t0)
(l = 0,±). Then at the initial time t0 the variables {bl(P, t0)} of the basic
equations (26) can be obtained from those coefficients of Eq. (38),
b0(P, t0) = exp[iγ(t0)] exp[
i
ℏ
(
(P + ℏk0)
2
2M
+ E0)t0], b+(P, t0) = b−(P, t0) = 0.
(39)
These coefficients {bl(P, t0)} of Eq. (39) provide the basic equations (26) with
the initial values.
Now the atom with the initial wave-packet state |Ψ(x, r, t0)〉 of Eq. (12a)
undergoes the STIRAP-based decelerating process (11) in the ideal adiabatic
condition (30). Then one can calculate the atomic state at the end time tf =
t0 + T of the ideal adiabatic process (11). This atomic state |Ψ(x, r, t)〉 is
still given by Eq. (12), but the coefficients in Eq. (12) need to be calculated
explicitly. By integrating the basic equations (26) and using the ideal adiabatic
condition (30) the solution to the basic equations (26) is given by
bl(P, t) = bl(P, t0), l = 0,±; t0 ≤ t ≤ t0 + T ; P ∈ [P ]. (40)
Here the initial values {bl(P, t0)} are given by Eq. (39). Once the coefficients
{bl(P, t)} are obtained from Eqs. (40) one may use equation (25) to calculate
the coefficients {al(P, t)}:
a0(P, t) = b0(P, t0) exp[i(γ(t)− γ(t0))]
× exp{i
∫ t
t0
dt′ sin2 θ(t′)
∂
∂t′
[αp(P, t
′)− αs(P, t′)]}, (41a)
a+(P, t) = a−(P, t) = 0. (41b)
Here the frequency parameter ω0(P, t) of Eq. (24a) has been used. The fact
that the coefficients a+(P, t) = a−(P, t) = 0 shows that the atom in the adi-
abatic eigenstate |g0(P, t0)〉 of the Hamiltonian H(P, t0) at the initial time t0
is transferred adiabatically to the adiabatic eigenstate |g0(P, t)〉 of the Hamil-
tonian H(P, t) and finally to the desired adiabatic eigenstate |g0(P, tf )〉 of the
Hamiltonian H(P, tf ) at the end of the adiabatic process. This is just consistent
with the prediction of the adiabatic theorem in quantum mechanics [25, 30]. By
substituting the coefficients {al(P, t), l = 0,±} of Eqs. (41) into Eqs. (22) one
obtains
A¯0(P, t) = exp[−iγ(t)]a0(P, t) cos θ(t), (42a)
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A¯1(P, t) = 0, (42b)
A¯2(P, t) = −a0(P, t) exp[−iγ(t)] exp[−i(αp(P, t) − αs(P, t))] sin θ(t). (42c)
The coefficient A¯1(P, t) = 0 shows clearly that in the ideal adiabatic condition
the atomic excited internal state |e〉 indeed does not appear during the STIRAP
state-transfer process. Though one has the coefficients {al(P, t), l = 0,±} of
Eqs. (41) at hand, it is not sufficient from Eqs. (42) to determine uniquely the
coefficients {A¯k(P, t)} if one does not know the mixing angle θ(t) at the end
time tf = t0 + T of the ideal adiabatic process. Suppose that at the end of the
ideal adiabatic process the Rabi frequency Ωp(t) for the pumping pulse is much
greater than the one Ωs(t) of the Stokes pulse. Then the mixing angle θ(t) at
the end of the ideal adiabatic process takes the asymptotic form [15, 17]
sin θ(tf ) =
Ωp(tf )
Ω(tf )
→ 1 or θ(tf )→ π/2.
Now inserting the mixing angle θ(tf ) = π/2 into Eqs. (42) one obtains uniquely
A¯0(P, tf ) = A¯1(P, tf ) = 0, (43a)
A¯2(P, tf ) = −a0(P, tf ) exp[−iγ(tf )] exp[−i(αp(P, tf )− αs(P, tf ))]. (43b)
Thus, with the aid of Eqs. (15) and (43) the atomic three-state vector {A0(P, t),
A1(P, t), A2(P, t)}T at the end time tf of the ideal adiabatic process is deter-
mined by
A0(P, tf ) = A1(P, tf ) = 0, (44a)
A2(P, tf ) = − exp[ i
ℏ
(
(P + ℏk0)
2
2M
+ E0)t0] exp[− i
ℏ
(
(P − ℏk1)2
2M
+ E1)tf ]
×exp[−i(αp(P, tf )−αs(P, tf ))] exp{i
∫ tf
t0
dt′ sin2 θ(t′)
∂
∂t′
[αp(P, t
′)−αs(P, t′)]}.
(44b)
The coefficients A0(P, tf ) = A1(P, tf ) = 0 show that at the end of the ideal
adiabatic process the atom is transferred completely to the ground internal
state |g1〉 from the initial internal state |g0〉 by the basic STIRAP decelerating
process (11). This is just the desired result of the ideal adiabatic process (11).
By using the phase difference in Eq. (34) one can further express the coefficient
A2(P, tf ) as
A2(P, tf ) = exp[iβ(tf , t0)] exp[
i
ℏ
(
(P + ℏk0)
2
2M
+ E0)t0]
× exp[− i
ℏ
(
(P − ℏk1)2
2M
+ E1)tf ]
× exp{−i∆P
M
(k0 + k1)[t0 +
∫ tf
t0
dt′ cos2 θ(t′)]} (44c)
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where the global phase factor is given by
exp[iβ(tf , t0)] = − exp[−i(ϕ0(tf )− ϕ1(tf ))]
× exp{i
∫ tf
t0
dt′ sin2 θ(t′)[ϕ˙0(t
′)− ϕ˙1(t′)]}. (45)
Once the atomic three-state vector {A0(P, t), A1(P, t), A2(P, t)}T is obtained at
the end time tf of the basic STIRAP decelerating process (11), through the
equation (12) one can calculate the motional state of the atom at the end of
the ideal adiabatic process. In order to calculate conveniently the wave-packet
motional state of the atom one may use the momentum P ′ = P+ℏk0 as variable
to express the three-state vector {A0(P ′, t), A1(P ′, t), A2(P ′, t)}T , and then the
vector at the end time tf can be determined by
A0(P
′, tf ) = A1(P ′, tf) = 0, (46a)
A2(P
′, tf ) = exp[iβ′(tf , t0)] exp[
i
ℏ
(
P ′2
2M
+ E0)t0]
× exp[− i
ℏ
(
(P ′ − ℏk0 − ℏk1)2
2M
+ E1)tf ]
× exp{−i∆P
′
M
(k0 + k1)[t0 +
∫ tf
t0
dt′ cos2 θ(t′)]}. (46b)
Note that here the momentum difference ∆P ′ still represents the deviation of
the momentum point P ′ from the central point of the effective momentum region
[P ] in the initial wave-packet motional state.
For the STIRAP-based accelerating process (11a) in the ideal adiabatic con-
dition the three-state vector {A0(P ′, t), A1(P ′, t), A2(P ′, t)}T at the end of the
ideal adiabatic process (11a) should be determined by
A0(P
′, tf ) = A1(P ′, tf) = 0, (47a)
A2(P
′, tf ) = exp[iβ′(tf , t0)] exp[
i
ℏ
(
P ′2
2M
+ E0)t0]
× exp[− i
ℏ
(
(P ′ + ℏk0 + ℏk1)2
2M
+ E1)tf ]
× exp{i∆P
′
M
(k0 + k1)[t0 +
∫ tf
t0
dt′ cos2 θ(t′)]}. (47b)
This is because the propagating directions of the Raman laser light beams in
the accelerating process are just opposite to those in the decelerating process,
respectively.
5. The decelerating and accelerating processes of a Gaussian wave-
packet state in the ideal adiabatic condition
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As a typical example, consider that an atom with a Gaussian wave-packet
state is decelerated by the basic STIRAP-based decelerating sequence (11). For
simplicity, here consider the simple situation that the STIRAP decelerating
process (11) satisfies the ideal adiabatic condition (30). The theory developed
in previous sections can determine the wave-packet motional state of the atom at
the end of the basic decelerating process (11). Suppose that the initial motional
state of the atom is a standard Gaussian wave-packet state [25, 31] in one-
dimensional coordinate space:
Ψ0(x, t0) = exp(iϕ0)[
(∆x)2
2π
]1/4
√
1
(∆x)2 + i(ℏT02M )
× exp{−1
4
(x− z0)2
(∆x)2 + i(ℏT02M )
} exp{ip0x/ℏ}. (48)
Here the complex linewidth of the Gaussian wave-packet state Ψ0(x, t0) is de-
fined as
W (T0) = (∆x)
2 + i(
ℏT0
2M
).
The probability density of the state Ψ0(x, t0) is given by
|Ψ0(x, t0)|2 = 1√
π
√
1
2
1
(∆x)2 + ( ℏT02M(∆x) )
2
exp{−1
2
(x − z0)2
(∆x)2 + ( ℏT02M(∆x))
2
}.
By comparing |Ψ0(x, t0)|2 with the standard Gaussian function G(x) = [ε
√
π]−1
× exp[−(x − x0)2/ε2] one sees that the center-of-mass position and the wave-
packet spreading of the state Ψ0(x, t0) are z0 and ε0 =
√
2[(∆x)2 + ( ℏT02M(∆x))
2],
respectively. If the atom is a free particle, the Gaussian wave-packet state
Ψ0(x, t0) has an explicit physical meaning that the atom with the Gaussian
wave-packet state moves along the direction +x with the velocity p0/M. One
may expand the coordinate-space Gaussian wave-packet state Ψ0(x, t0) in terms
of the momentum eigenstates {|p〉} of Eq. (7),
Ψ0(x, t0) =
∑
p
ρ0(p, t0)|p〉. (49)
The expansion coefficient or the amplitude ρ0(p, t0) is determined by
ρ0(p, t0) =
∫
dxΨ0(x, t0)ψp(x)
∗ (49a)
where ψp(x) =
1√
2pi
exp(ipx/ℏ) is just the momentum eigenstate |ψp(x)〉 or |p〉
of Eq. (7). By substituting the wave-packet state Ψ0(x, t0) of Eq. (48) and
the momentum eigenstate |ψp(x)〉 of Eq. (7) into the amplitude ρ0(p, t0) of Eq.
(49a) one obtains, by a complex calculation,
ρ0(p, t0) = exp(iϕ0)[
2(∆x)2
π
]1/4 exp{−(∆x)2(p− p0
ℏ
)2}
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× exp{−i(ℏT0
2M
)(
p− p0
ℏ
)2} exp{−i(p− p0
ℏ
)z0}. (50)
The amplitude ρ0(p, t0) is really the Fourier transform state of the coordinate-
space Gaussian wave-packet state Ψ0(x, t0). It also has a Gaussian shape and
this can be seen more clearly from its absolute square:
|ρ0(p, t0)|2 = [
2(∆x)2
π
]1/2 exp{−2(∆x)2(p− p0
ℏ
)2}. (50a)
This is a standard Gaussian function with the propagation-vector variable k =
p/ℏ. Therefore, it satisfies the normalization,∫ +∞
−∞
dk|ρ0(k, t0)|2 =
∫ ∞
−∞
dx|Ψ0(x, t0)|2 = 1. (51)
The center-of-mass position of the Gaussian function is p0 for the momen-
tum variable or p0/ℏ for the propagation-vector variable. The wave-packet
spreading of the Gaussian function for the momentum p is determined by
(∆p) = ℏ/[
√
2(∆x)] and for the propagation-vector variable k is given by ∆k =
[
√
2(∆x)]−1. The state ρ0(p, t0) is called the momentum-space Gaussian wave-
packet state of the atom. There is a Gaussian decay factor exp[−(∆x)2(p−p0
ℏ
)2]
in the momentum-space wave-packet state ρ0(p, t0), which decides the effec-
tive momentum region [P ] of the momentum wave-packet state. Obviously, the
probability density |ρ0(p, t0)|2 approaches zero rapidly (exponentially) when the
momentum p takes a value such that the deviation |p− p0| is greater than the
wave-packet spreading (∆p). Equation (49) really shows that the coordinate-
space Gaussian wave-packet state Ψ0(x, t0) can be expanded in terms of the
momentum-space Gaussian wave-packet states {ρ0(p, t0)}.
Consider the superposition of the momentum wave-packet states {ρ0(p, t0)} :
Φ0(x, t0) =
∑
|p−p0|≤∆PM/2
ρ0(p, t0)|p〉, (52)
where ∆PM is just the bandwidth of the effective momentum region [P ] of the
momentum wave-packet state ρ0(p, t0). When the bandwidth ∆PM → ∞, the
superposition state Φ0(x, t0) is just the Gaussian wave-packet state Ψ0(x, t0),
as can be seen from Eqs. (49) and (52). The deviation of the state Φ0(x, t0)
from the state Ψ0(x, t0) may be measured by the probability
P{Ψ0(x, t0)− Φ0(x, t0)} = |
∑
|p−p0|>∆PM/2
ρ0(p, t0)|p〉|2
= 2
∫ ∞
[∆PM/2+p0]/ℏ
dk|ρ0(k, t0)|2
where the momentum eigenstates |p〉 of Eq. (7) and their orthonormal relations
and the momentum wave-packet state ρ0(p, t0) of Eq. (50) have been used. Now
using the probability density |ρ0(p, t0)|2 of Eq. (50a) one has
P{Ψ0(x, t0)− Φ0(x, t0)} = 2√
π
∫ ∞
yM
dy exp(−y2) (53)
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where the lower integral limit is
yM =
(∆PM )(∆x)√
2ℏ
.
The probability P{Ψ0(x, t0)− Φ0(x, t0)} is bounded on by [32]
2√
π
exp(−y2M )
yM +
√
y2M + 2
< P{Ψ0(x, t0)− Φ0(x, t0)} ≤ 2√
π
exp(−y2M )
yM +
√
y2M + 4/π
.
The important thing is that the probability P{Ψ0(x, t0)−Φ0(x, t0)} decays ex-
ponentially with the number y2M . If the bandwidth ∆PM of effective momentum
region [P ] of the momentum wave-packet state ρ0(p, t0) is chosen such that the
number yM >> 1, then the probability P{Ψ0(x, t0)−Φ0(x, t0)} is almost zero.
As a result, the superposition state Φ0(x, t0) is almost equal to the Gaussian
wave-packet state Ψ0(x, t0).
If an atomic system is in a momentum superposition state which spreads
from −∞ to +∞ in momentum space, then it is generally hard to achieve a
complete STIRAP state transfer in the atomic system by the basic decelerat-
ing process (11), since the adiabatic condition can not be met over the whole
momentum space (−∞, +∞). On the other hand, an almost complete STIRAP
state transfer could be achieved for an atomic wave-packet motional state with
a finite wave-packet spreading by the basic decelerating process (11). This can
be illustrated through the momentum wave-packet state Φ0(x, t0) of Eq. (52).
The state Φ0(x, t0) is also a superposition of the momentum eigenstates of Eq.
(7). All the momentum components of the state Φ0(x, t0) are within the ef-
fective momentum region [P ] = [p0 − ∆PM/2, p0 + ∆PM/2], as can be seen
in Eq. (52). When the bandwidth ∆PM of the effective momentum region
[P ] is finite and satisfies p0 − ∆PM/2 > ℏk0 + ℏk1, a complete STIRAP state
transfer could be achieved for the state Φ0(x, t0) within the effective momentum
region [P ] by the STIRAP decelerating process (11) if the ideal adiabatic condi-
tion (30) is met within the effective momentum region [P ] for the decelerating
process (11). Now using the same STIRAP pulse sequence (11) one can make
an almost complete STIRAP state transfer for the Gaussian wave-packet state
Ψ0(x, t0) as the state Ψ0(x, t0) is almost equal to the state Φ0(x, t0) when the
number yM >> 1. Hereafter suppose that the number yM >> 1 so that the
Gaussian wave-packet state Ψ0(x, t0) can be replaced with the state Φ0(x, t0)
and vice versa without generating a significant error in evaluating the unitary
decelerating and accelerating processes.
Now suppose that at the initial time t0 the atom is in the Gaussian wave-
packet motional state Ψ0(x, t0) of (48) and in the internal state |g0〉. Then the
total product state of the atom at the initial time is given by
Ψ0(x, r, t0) = Ψ0(x, t0)|g0〉 =
∑
p
ρ0(p, t0)|p〉|g0〉. (54)
By comparing the product state Ψ0(x, r, t0) with that state of Eq. (12a) one
can see that the amplitude ρ0(p, t0) in the state Ψ0(x, r, t0) just corresponds to
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the amplitude ρ(P ′) in the state of Eq. (12a). This means that at the initial
time t0 the probability to find the atom in the three-state subspace {|p〉|g0〉,
|p − ℏk0〉|e〉, |p − ℏk0 − ℏk1〉|g1〉} is given by |ρ0(p, t0)|2. Note that during the
STIRAP decelerating process (11) this probability is not changed with time.
Obviously, the coefficients A0(p, t0) = 1, A1(p, t0) = 0, and A2(p, t0) = 0 at the
initial time, as can be seen in Eq. (54). Now the initial atomic product state
Ψ0(x, r, t0) of (54) undergoes the basic STIRAP decelerating process (11). Then
at the end time tf = t0 + T of the decelerating process (11) the total product
state of the atom is given by Eq. (12),
Ψ0(x, r, tf ) =
∑
p
ρ0(p, t0){A0(p, tf )|p〉|g0〉
+A1(p, tf )|p− ℏk0〉|e〉+A2(p, tf )|p− ℏk0 − ℏk1〉|g1〉} (55)
where in the ideal adiabatic condition (30) the coefficients {A2(p, tf ), l = 0, 1, 2}
are given by Eqs. (46) with the parameter settings P ′ = p and ∆P ′ = p− p0.
Though in Eq. (55) the sum for the momentum p runs over only the effective
momentum region [P ], it will not generate a significant error if the sum really
runs over the whole momentum region (−∞,+∞), as pointed out before. Since
in the ideal adiabatic condition (30) the coefficients A0(p, tf ) = A1(p, tf ) = 0,
the total product state (55) is reduced to the simple form
Ψ0(x, r, tf ) =
∑
p
ρ0(p, t0)A2(p, tf )|p− ℏk0 − ℏk1〉|g1〉. (56)
The product state Ψ0(x, r, tf ) shows that in the ideal adiabatic condition (30)
at the end of the decelerating process (11) the atom is completely in the ground
internal state |g1〉 and also in the wave-packet motional state:
Ψ0(x, tf ) =
∑
p
ρ0(p, t0)A2(p, tf )|p− ℏk0 − ℏk1〉. (57)
The initial product state of Eq. (54) and the final product state of Eq. (56)
show that indeed, the atom is transferred completely from the initial internal
state |g0〉 and the Gaussian wave-packet motional state Ψ0(x, t0) of (48) to the
final internal state |g1〉 and the motional state Ψ0(x, tf ) of (57), respectively, by
the STIRAP decelerating sequence (11) in the ideal adiabatic condition (30). It
can turn out that the motional state Ψ0(x, tf ) of Eq. (57) is still a Gaussian
wave-packet state. By the new variable q = (p− p0)/ℏ the coefficient A2(p, tf )
of Eq. (46b) with P ′ = p and ∆P ′ = p− p0 and the amplitude ρ0(p, t0) of Eq.
(50) are respectively rewritten as
A2(p, tf ) = exp[iβ(tf , t0)] exp[
i
ℏ
(
p20
2M
+ E0)t0]
× exp[− i
ℏ
(
(p0 − ℏk0 − ℏk1)2
2M
+ E1)tf ] exp[−iq2ℏ(tf − t0)
2M
]
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× exp[−iq (p0 − ℏk0 − ℏk1)
M
(tf − t0)] exp{−iqℏ(k0 + k1)
M
∫ tf
t0
dt′ cos2 θ(t′)}
and
ρ0(p, t0) = exp(iϕ0)[
2(∆x)2
π
]1/4 exp{−q2[(∆x)2 + i(ℏT0
2M
)]} exp(−iqz0).
Inserting the two coefficients and the momentum eigenstate |p− ℏk0 − ℏk1〉 of
Eq. (7) into Eq. (57) one obtains
Ψ0(x, tf ) = exp(iϕ0)[
2(∆x)2
π
]1/4 exp[iβ(tf , t0)] exp[
i
ℏ
(
p20
2M
+ E0)t0]
× exp[− i
ℏ
(
(p0 − ℏk0 − ℏk1)2
2M
+ E1)tf ] exp[i(p0 − ℏk0 − ℏk1)x/ℏ]
× 1√
2π
∫ ∞
−∞
dq exp(−aq2 + bq)
where the sum
∑
p has been replaced with the integral as the momentum p is
continuous for a free atom, and the coefficients a and b are given by
a = (∆x)2 + i
ℏ(T0 + tf − t0)
2M
,
b = i[x− z0 − (p0 − ℏk0 − ℏk1)
M
(tf − t0)− ℏ(k0 + k1)
M
∫ tf
t0
dt′ cos2 θ(t′)].
The Gaussian integral in the state Ψ0(x, tf ) can be calculated by∫ ∞
−∞
dq exp(−aq2 + bq) =
√
π
a
exp(
b2
4a
). (58)
Now by a simple calculation one obtains the final state:
Ψ0(x, tf ) = exp[iϕ1(tf , t0)][
(∆x)2
2π
]1/4
√
1
(∆x)2 + i
ℏ(T0+tf−t0)
2M
× exp{−1
4
(x− z1)2
[(∆x)2 + i
ℏ(T0+tf−t0)
2M ]
} exp{ip1x/ℏ}. (59)
Indeed, the motional state Ψ0(x, tf ) is also a Gaussian wave-packet state just
like the initial motional state Ψ0(x, t0) of Eq. (48). Here the Gaussian wave-
packet state Ψ0(x, tf ) has the center-of-mass position
z1 = z0 +
(p0 − ℏk0 − ℏk1)
M
(tf − t0) + ℏ(k0 + k1)
M
∫ tf
t0
dt′ cos2 θ(t′), (60)
the wave-packet spreading
ε =
√
2(∆x)2 + 2[
ℏ(T0 + tf − t0)
2M(∆x)
]2, (61)
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the mean motional momentum
p1 = p0 − ℏk0 − ℏk1,
and the global phase factor
exp[iϕ1(tf , t0)] = exp(iϕ0) exp[iβ(tf , t0)]
× exp{ i
ℏ
(
p20
2M
+ E0)t0} exp{− i
ℏ
(
(p0 − ℏk0 − ℏk1)2
2M
+ E1)tf}.
It is interesting to compare the final motional state Ψ0(x, tf ) with the initial
state Ψ0(x, t0) of the decelerating process (11). It needs only three parameters to
characterize completely a Gaussian wave-packet motional state of a free particle:
the center-of-mass position, the mean motional momentum (or velocity), and the
complex linewidth. Here the wave-packet spreading is determined completely by
the complex linewidth. For the first point, the atom is decelerated by ℏk0/M +
ℏk1/M by the STIRAP pulse sequence (11) as expected, because the average
motional momentum p1 = p0 − ℏk0 − ℏk1 of the final state Ψ0(x, tf ) is smaller
than p0 of the initial state Ψ0(x, t0) and their difference is (ℏk0 + ℏk1). Here
suppose that the initial velocity for the moving atom p0/M >> ℏ(k0 + k1)/M.
Note that ℏk0/M and ℏk1/M are the atomic recoil velocities in the two Raman
laser light beams with the wave numbers k0 and k1, respectively. For the second
point, the atom moves a distance (z1 − z0) along the direction +x during the
decelerating process. If a free atom moved along the direction +x with the
velocities p0/M and p1/M, respectively, then in the time interval T = tf − t0
the atom would move distances equal to T × p0/M and T × p1/M, respectively.
Here the velocities p0/M and p1/M are the atomic moving velocities before and
after the decelerating process, respectively. One can expect that the distance
(z1 − z0) should lie in between the distances T × p1/M and T × p0/M, that
is, T × p1/M < z1 − z0 < T × p0/M. Indeed, the equation (60) shows this
point. For the third point, the wave-packet spreading of the atom at the end
of the decelerating process is larger than the initial one. If one compares the
wave-packet spreading of Eq. (61) with the free-atom wave-packet spreading
(see section 6 below), one can see that though the atom is irradiated by the
Raman laser light beams, the wave-packet spreading of the atom during the
decelerating process is not really affected by the Raman laser light beams and
is just the same as that one of the atom in the absence of the Raman laser
light beams. This point is important as the wave-packet spreading of the atom
after the decelerating (or accelerating) process can be calculated easily. Note
that the wave-packet spreading of a free atom becomes larger and larger as time
increases, as can be seen in section 6 below.
From the experimental viewpoint one does not expect that after the de-
celerating process (11) the wave-packet spreading of the atomic momentum
wave-packet state could become larger, because this may make a trouble for the
design of the STIRAP pulse sequence (11). Fortunately, it can turn out that in
the ideal adiabatic condition (30) the wave-packet spreading of the momentum
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wave-packet state is not really affected by the STIRAP pulse sequence (11).
One can expand the wave-packet motional state of Eq. (59) in terms of the
momentum eigenstates {|p〉} of Eq. (7): Ψ0(x, tf ) =
∑
p ρ1(p, tf )|p〉 just like
the expansion (49), and just like the momentum wave-packet state ρ0(p, t0) the
momentum wave-packet state ρ1(p, tf ) can be calculated from Eq. (49a),
ρ1(p, tf) = exp[iϕ1(tf , t0)][
2(∆x)2
π
]1/4 exp{−(∆x)2(p− p1
ℏ
)2}
× exp{−iℏ(T0 + tf − t0)
2M
(
p− p1
ℏ
)2} exp[−i (p− p1)
ℏ
z1]. (62)
Indeed, the probability density |ρ1(p, tf )|2 is also a Gaussian function and it
is really equal to |ρ0(p, t0)|2 of the initial state Ψ0(x, t0) if the initial momen-
tum p0 is replaced with p1. Thus, the wave-packet spreading of the Gaussian
function |ρ1(p, tf )|2 is equal to that one of |ρ0(p, t0)|2 and is also given by
(∆p) = ℏ/[
√
2(∆x)]. This shows that the effective momentum region [P ] of
the initial momentum wave-packet state ρ0(p, t0) is not changed after the atom
is decelerated by the STIRAP pulse sequence (11), although the center-of-mass
position of the momentum wave-packet state is changed to p1 = p0 − ℏk0 − ℏk1
from the initial one p0 after the atom is decelerated.
In the quantum control process the halting-qubit atom usually needs to be
decelerated continuously [22] because each STIRAP pulse sequence (11) usually
can decelerate the atom only by a small velocity value. As shown above, after
the STIRAP decelerating process (11) the decelerated atom is in the product
state Ψ0(x, r, tf ) of Eq. (56), that is, the atom is in the internal state |g1〉 and
the Gaussian wave-packet state Ψ0(x, tf ) of Eq. (59). Now the atom needs to
be decelerated further by another STIRAP pulse sequence. This basic STIRAP-
based decelerating process may be expressed as
|P + ℏl0〉|g1〉 → |P 〉|e〉 → |P − ℏl1〉|g0〉. (63)
In this decelerating process the atom is changed from the internal state |g1〉 to
|g0〉. This is opposite to the previous decelerating process (11). Therefore, the
experimental parameters for the STIRAP pulse sequence (63) needs to be set
suitably. Now the two Raman laser light beams in Eq. (9) for the STIRAP
pulse sequence (63) should have the parameter settings: (EL0(t), kL0, ωL0) =
(El01(t), l0, ω
l
0) and (EL1(t), kL1, ωL1) = (E
l
12(t), l1, ω
l
1), where the first Raman
laser light beam (El01(t), l0, ω
l
0) (the pumping pulse) couples the two internal
states |g1〉 and |e〉 and it propagates along the opposite motional direction to
the atom, while the second beam (El12(t), l1, ω
l
1) (the Stokes pulse) connects the
two internal states |g0〉 and |e〉 and it travels along the motional direction of the
atom. The atomic three-state subspace {|ψk(r)〉} in the STIRAP decelerating
process (63) should be set by |ψ0(r)〉 = |g1〉, |ψ1(r)〉 = |g0〉, and |ψ2(r)〉 = |e〉,
and the transition frequencies between the atomic internal energy levels in the
decelerating process (63) should be defined by ωl02 = ω12 = (E2 − E1)/ℏ and
ωl12 = ω02 = (E2 − E0)/ℏ, respectively. If one makes an exchange E0 ↔ E1 in
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all those results obtained in the previous decelerating process (11), then these
results can be adopted in the present decelerating process (63).
Now suppose that at the initial time t0 the atom is in the product state
Ψ0(x, r, t0) of Eq. (54). The atom first undergoes the STIRAP decelerating
process (11) and hence the product state Ψ0(x, r, t0) is completely transferred
to the product state Ψ0(x, r, tf ) of Eq. (56) at the end time tf = t0 + T of
the decelerating process (11). Then the atom undergoes the second STIRAP
decelerating process (63). Now one wants to calculate the atomic wave-packet
product state at the end of the second decelerating process (63). At the initial
time t1 = tf of the second decelerating process (63) the atomic product state
is given by Ψ1(x, r, t1) = Ψ1(x, t1)|g1〉. Obviously, this product state is just
the product state of the atom at the end of the first decelerating process (11).
Thus, the initial motional state Ψ1(x, t1) is the Gaussian wave-packet state of
Eq. (59): Ψ1(x, t1) = Ψ0(x, tf ). Then in the ideal adiabatic condition (30) at
the end time t′f = t1 + T of the second decelerating process (63) the atom is
completely in the product state:
Ψ1(x, r, t
′
f ) = Ψ1(x, t
′
f )|g0〉 (64)
where the wave-packet motional state Ψ1(x, t
′
f ) can be calculated by
Ψ1(x, t
′
f ) =
∑
p
ρ1(p, t1)A2(p, t
′
f )|p− ℏl0 − ℏl1〉. (65)
Here the amplitude ρ1(p, t1) is given by Eq. (62) with the time tf = t1, the
momentum eigenstate |p−ℏl0−ℏl1〉 is still given by Eq. (7), and the coefficient
A2(p, t
′
f ) with the center-of-mass momentum P0 = p1 and ∆p = p−p1 is written
as
A2(p, t
′
f ) = exp[iβl(t
′
f , t1)] exp[
i
ℏ
(
p2
2M
+ E1)t1]
× exp[− i
ℏ
(
(p− ℏl0 − ℏl1)2
2M
+ E0)t
′
f ]
× exp{−i∆p
M
(l0 + l1)[t1 +
∫ t′f
t1
dt′ cos2 θl(t′)]}, (66)
where the global phase βl(t
′
f , t1) is still calculated by Eq. (45) with the related
parameter settings such as the mixing angle θl(t) and the phase modulation
functions ϕl0(t) and ϕl1(t) of the present STIRAP pulse sequence (63). Then
by a complex calculation one can obtain from Eq. (65) the Gaussian wave-packet
motional state at the end of the decelerating process (63):
Ψ1(x, t
′
f ) = exp[iϕ2(t
′
f , t1)][
(∆x)2
2π
]1/4
√
1
(∆x)2 + i
ℏ(T0+(t1−t0)+(t′f−t1))
2M
× exp{−1
4
(x− z2)2
(∆x)2 + i
ℏ(T0+(t1−t0)+(t′f−t1))
2M
} exp[ip2x/ℏ] (67)
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where the center-of-mass position z2 is given by
z2 = z1 +
(p1 − ℏl0 − ℏl1)
M
(t′f − t1) +
ℏ(l0 + l1)
M
∫ t′f
t1
dt′ cos2 θl(t′), (68)
the wave-packet spreading by
ε =
√
2(∆x)2 + 2[
ℏ(T0 + (t1 − t0) + (t′f − t1))
2M(∆x)
]2, (69)
the mean momentum by
p2 = p1 − ℏl0 − ℏl1,
and the global phase factor by
exp[iϕ2(t
′
f , t1)] = exp[iϕ1(t1, t0)] exp[iβl(t
′
f , t1)]
× exp[ i
ℏ
(
p21
2M
+ E1)t1] exp[− i
ℏ
(
(p1 − ℏl0 − ℏl1)2
2M
+ E0)t
′
f ].
Here both the basic decelerating sequences (11) and (63) are studied in detail
as they are the basic STIRAP-based decelerating processes. Any unitary decel-
erating process in the quantum control process [22] may be constructed with a
train of these two basic decelerating sequences.
When the atom is in the Gaussian wave-packet motional state Ψ0(x, t0) of
Eq. (48) at the initial time t0, the complex linewidth of the motional state
is W (T0) = (∆x)
2 + iℏT0/(2M). After the first basic STIRAP decelerating
process (11) the atom is in the Gaussian wave-packet motional state Ψ0(x, t1)
(t1 = t0 + T ) of Eq. (59) and the state has the complex linewidth W (t1 −
t0+T0) = (∆x)
2+ iℏ(T0+ t1− t0)/(2M). Then after the second basic STIRAP
decelerating process (63) the atom is in the Gaussian wave-packet motional state
Ψ1(x, t
′
f ) (t
′
f = t1 + T ) of Eq. (67) and the complex linewidth of the state is
W (t′f − t0 + T0) = (∆x)2 + iℏ[T0 + (t1 − t0) + (t′f − t1)]/(2M). Thus, one can
see that the real part of the complex linewidth of the Gaussian wave-packet
motional state of the atom keeps unchanged during these decelerating processes
(11) and (63), while the imaginary part increases linearly with the time periods
of these decelerating processes. This result is found not only in the decelerating
processes but also in the accelerating processes and the free-particle motional
process.
In a general case a unitary decelerating process may consist of a train of the
two basic STIRAP decelerating processes (11) and (63). For convenience, here
each basic STIRAP decelerating process is set to have the same time period
T = td and suppose that at the initial time of the unitary decelerating process
the atom is in the internal state |g0〉 and has a large motional momentum such
that the atom still moves along the initial direction +x even after the unitary
decelerating process. The basic decelerating sequences (11) and (63) may form
a basic STIRAP decelerating cycle in such a way that first the decelerating
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sequence (11) and then the sequence (63) is applied to the decelerated atom.
The unitary decelerating process may consist of many these basic STIRAP de-
celerating cycles. Denote Ud(11) and Ud(63) as the unitary propagators of the
basic decelerating processes (11) and (63), respectively. Then a general unitary
decelerating process may be expressed as
UD(2N) = U
d
2N (63)U
d
2N−1(11)...U
d
2n(63)U
d
2n−1(11)...U
d
2 (63)U
d
1 (11) (70a)
or
UD(2N − 1) = Ud2N−1(11)...Ud2n(63)Ud2n−1(11)...Ud2 (63)Ud1 (11) (70b)
where Ud2n−1(11) is the propagator of the (2n − 1)−th basic decelerating unit
for n = 1, 2, ..., N in the unitary decelerating process UD(2N) or UD(2N − 1),
while Ud2n(63) is the propagator of the 2n−th basic decelerating unit. Each basic
decelerating unit with an even index 2n in the unitary decelerating process is
taken as the basic decelerating process (63), while that with an odd index (2n−1)
is taken as the basic decelerating process (11). Thus, Ud2n−1(11) = U
d(11)
and Ud2n(63) = U
d(63) for n = 1, 2, ..., N . In particular, UD(0) = E (the
unit operator), UD(1) = U
d(11), and UD(2) = U
d(63)Ud(11). The unitary
decelerating processes UD(1) and UD(2) have been investigated in detail in
the preceding paragraphs. Obviously, the unitary decelerating process UD(2N)
consists of 2N basic decelerating processes (11) and (63) alternately or N basic
decelerating cycles, while UD(2N − 1) consists of N basic decelerating process
(11) and N − 1 basic decelerating process (63) alternately.
The time evolution process of the atom in the presence of the unitary decel-
erating sequence UD(2N) or UD(2N − 1) can be calculated exactly in the ideal
adiabatic condition (30). For the simplest cases N = 1 and 2 the time evolution
processes of the atom have already calculated in the ideal adiabatic condition
(30) in the previous paragraphs. In order to calculate the time evolution pro-
cess of the atom in a general unitary decelerating process one may first set up
the recursive relation between the two atomic product states at the end of the
unitary decelerating processes UD(2n− 1) and UD(2n) for n = 1, 2, ..., N. Since
the initial internal state of the atom is |g0〉 in both the unitary decelerating pro-
cesses UD(2N) and UD(2N − 1), after the unitary decelerating process UD(2n)
(or UD(2n− 1)) (1 ≤ n ≤ N) the final internal state of the atom is clearly |g0〉
(or |g1〉). Then the initial internal states of the atom in the basic decelerating
processes Ud2n+1(11) and U
d
2n(63) should be |g0〉 and |g1〉, respectively. It is
known that at the initial time t0 the atom is in the Gaussian wave-packet mo-
tional state Ψ0(x, t0) of Eq. (48) and the product state Ψ0(x, r, t0) of Eq. (54).
It is also known that after the unitary decelerating sequences UD(1) and UD(2)
act on the initial product state Ψ0(x, r, t0) of Eq. (54) the initial motional state
Ψ0(x, t0) of Eq. (48) is converted into the Gaussian wave-packet motional states
Ψ0(x, tf ) of Eq. (59) and Ψ1(x, t
′
f ) of Eq. (67), respectively. This means that
the unitary decelerating sequences UD(1) and UD(2) do not change the Gaus-
sian shape of the atomic motional state. Therefore, it is reasonable to deduce
that after the unitary decelerating process UD(2n) for n = 0, 1, 2, ..., N the atom
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is in the Gaussian wave-packet motional state:
Ψd2n(x, t
e
2n−1) = exp(iϕ
d
2n)[
(∆x)2
2π
]1/4
√
1
(∆x)2 + iℏ(Td+2ntd)2M
× exp{−1
4
(x − zd2n)2
(∆x)2 + iℏ(Td+2ntd)2M
} exp{iP d2nx/ℏ} (71)
and also in the atomic wave-packet product state:
Ψd2n(x, r, t
e
2n−1) = Ψ
d
2n(x, t
e
2n−1)|g0〉 =
∑
p
ρ(p, te2n−1)|p〉|g0〉. (72)
where te2n−1 is the end time of the unitary decelerating process UD(2n). In an
analogous way to calculating the amplitude ρ0(p, t0) via the equation (49a) one
can calculate the amplitude ρ(p, te2n−1) of Eq. (72) from the motional state
Ψd2n(x, t
e
2n−1) of Eq. (71). The result is
ρ(p, te2n−1) = exp(iϕ
d
2n)[
2(∆x)2
π
]1/4 exp{−(∆x)2(p− P
d
2n
ℏ
)2}
× exp{−i(ℏ(Td + 2ntd)
2M
)(
p− P d2n
ℏ
)2} exp{−i(p− P
d
2n
ℏ
)zd2n}. (73)
It will prove below that the states Ψd2n(x, t
e
2n−1) of (71) and Ψ
d
2n(x, r, t
e
2n−1) of
(72) are indeed the wave-packet motional state and product state of the atom
at the end of the unitary decelerating process UD(2n), respectively.
First of all, the product state Ψ0(x, r, t0) of Eq. (54) and the motional state
Ψ0(x, t0) of Eq. (48) are the initial product state and motional state of the atom
in the presence of the unitary decelerating process UD(2n) (or UD(2n − 1)),
respectively. Of course, these two states may also be formally thought of as
the final wave-packet product state and motional state of the atom after the
unitary ’decelerating’ process UD(0) = E (the unity operator), respectively.
This means that the atomic wave-packet product state Ψd0(x, r, t
e
−1) of Eq. (72)
and the motional state Ψd0(x, t
e
−1) of Eq. (71) with n = 0 should be equal to
Ψ0(x, r, t0) of Eq. (54) and Ψ0(x, t0) of Eq. (48), respectively,
Ψd0(x, r, t
e
−1) = Ψ0(x, r, t0), Ψ
d
0(x, t
e
−1) = Ψ0(x, t0),
while the momentum wave-packet state ρ(p, te−1) of Eq. (73) thus is just ρ0(p, t0)
of Eq. (50). Indeed, these equations (71), (72), and (73) show this point, if in
Eqs. (71), (72), and (73) one sets the parameters: n = 0, te−1 = t
d
0 = t0,
ϕd0 = ϕ0, Td = T0, z
d
0 = z0, P
d
0 = p0, and td = T, where T is the time period
of the basic decelerating sequence (11). Next, the product state Ψ1(x, r, t
′
f ) of
Eq. (64) and the motional state Ψ1(x, t
′
f ) of Eq. (67) with the time t
′
f = t
e
1 are
just the product state Ψd2(x, r, t
e
1) of Eq. (72) and the motional state Ψ
d
2(x, t
e
1)
of Eq. (71) with n = 1 at the end time te1 of the unitary decelerating process
UD(2), respectively,
Ψd2(x, r, t
e
1) = Ψ1(x, r, t
′
f ), Ψ
d
2(x, t
e
1) = Ψ1(x, t
′
f ).
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This can be confirmed by setting the following parameters in Eqs. (71) and (72):
td1 = tf = t1 = t0 + td, t
e
1 = t
′
f = t
d
1 + td = t0 + 2td, ϕ
d
2 = ϕ2(t
e
1, t
d
1), z
d
2 = z2,
and P d2 = p2, One therefore shows that the motional state Ψ
d
2n(x, t
e
2n−1) of Eq.
(71) and the product state Ψd2n(x, r, t
e
2n−1) of Eq. (72) are correct for both the
unitary decelerating processes UD(0) (n = 0) and UD(2) (n = 1). It will prove
below that both the motional state Ψd2n(x, t
e
2n−1) of Eq. (71) and the product
state Ψd2n(x, r, t
e
2n−1) of Eq. (72) are also correct for the unitary decelerating
process UD(2n) with n = 0, 1, ..., N .
Suppose that the states Ψd2n(x, t
e
2n−1) of Eq. (71) and Ψ
d
2n(x, r, t
e
2n−1) of
Eq. (72) are correct for the unitary decelerating process UD(2n). It is known
that the internal state of the atom is |g0〉 at the end of the unitary decelerating
process UD(2(n+ 1)). Then one needs only to prove that the motional state of
Eq. (71) is also correct for the unitary decelerating process UD(2(n+ 1)). The
propagator of the unitary decelerating process UD(2(n+ 1)) can be written as
UD(2(n+ 1)) = U
d
2n+2(63)UD(2n+ 1) = U
d
2n+2(63)U
d
2n+1(11)UD(2n).
According to the assumption the motional state Ψd2n(x, t
e
2n−1) is just the final
motional state of the atom when the atom is acted on by the unitary propagator
UD(2n). Obviously, the motional state Ψ
d
2n(x, t
d
2n) = Ψ
d
2n(x, t
e
2n−1) is also the
initial motional state of the (2n+1)−th basic decelerating process (11) with the
propagator Ud2n+1(11) in the unitary decelerating process UD(2(n+ 1)), where
the initial time is denoted as td2n = t
e
2n−1 and there are the recursive relations:
te−1 = t
d
0 = t0, t
e
0 = t
d
1 = t
d
0+ td, t
e
1 = t
d
2 = t
d
0+2td, and t
d
2n = t
d
2n−1+ td (n > 0).
Then the initial product state of the basic decelerating process Ud2n+1(11) is
given by Ψd2n(x, r, t
d
2n) = Ψ
d
2n(x, r, t
e
2n−1) of Eq. (72). Now the initial product
state Ψd2n(x, r, t
d
2n) is acted on by the unitary propagator U
d
2n+1(11). Then it
can turn out that at the end time te2n = t
d
2n+ td of the basic decelerating process
Ud2n+1(11) the initial motional state Ψ
d
2n(x, t
d
2n) and product state Ψ
d
2n(x, r, t
d
2n)
are respectively transferred into the motional state:
Ψd2n+1(x, t
e
2n) = exp(iϕ
d
2n+1)[
(∆x)2
2π
]1/4
√
1
(∆x)2 + iℏ(Td+(2n+1)td)2M
× exp{−1
4
(x− zd2n+1)2
(∆x)2 + iℏ(Td+(2n+1)td)2M
} exp{iP d2n+1x/ℏ} (74)
and the product state:
Ψd2n+1(x, r, t
e
2n) = Ψ
d
2n+1(x, t
e
2n)|g1〉 (75)
where
P d2n+1 = P
d
2n − ℏk0 − ℏk1, (76)
zd2n+1 = z
d
2n +
P d2n+1
M
td +
ℏ(k0 + k1)
M
∫ te2n
td
2n
dt′ cos2 θ(t′), (77)
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exp(iϕd2n+1) = exp(iϕ
d
2n) exp[iβ(t
e
2n, t
d
2n)] exp{
i
ℏ
(
(P d2n)
2
2M
+ E0)t
d
2n}
× exp{− i
ℏ
(
(P d2n+1)
2
2M
+ E1)t
e
2n}. (78)
The computational process from the initial state Ψd2n(x, t
e
2n−1) to the final state
Ψd2n+1(x, t
e
2n) is the same as the previous one from the initial state Ψ0(x, t0) of
(48) to the final state Ψ0(x, tf ) of (59). There are the relations:
Ψd2n+1(x, r, t
e
2n) = U
d
2n+1(11)Ψ
d
2n(x, r, t
d
2n) = UD(2n+ 1)Ψ0(x, r, t0).
These relations show that both the states Ψd2n+1(x, r, t
e
2n) and Ψ
d
2n+1(x, t
e
2n)
are also the product state and the motional state of the atom at the end time
te2n = t
d
2n + td of the unitary decelerating process UD(2n+ 1), respectively.
The atomic product state Ψd2n+1(x, r, t
e
2n) of Eq. (75) at the end of the
unitary decelerating process UD(2n + 1) will be used to calculate the atomic
product state at the end of the unitary decelerating process UD(2n + 2). This
computational process is the same as the previous one from the initial state
Ψ1(x, t1) = Ψ0(x, tf ) of (59) to the final state Ψ1(x, t
′
f ) of (67). There are the
relations:
Ψd2n+2(x, r, t
e
2n+1) = U
d
2n+2(63)Ψ
d
2n+1(x, r, t
e
2n) = UD(2n+ 2)Ψ0(x, r, t0)..
These relations show that the atomic product state Ψd2n+2(x, r, t
e
2n+1) at the end
of the unitary decelerating process UD(2n+2) can be obtained by applying the
propagator Ud2n+2(63) to the atomic product state Ψ
d
2n+1(x, r, t
e
2n) of Eq. (75).
For convenient calculation, the atomic motional state Ψd2n+1(x, t
e
2n) of Eq. (74)
is rewritten as (n′ = n+ 1)
Ψd2n′−1(x, t
d
2n′−1) = exp(iϕ
d
2n′−1)[
(∆x)2
2π
]1/4
√
1
(∆x)2 + iℏ(Td+(2n
′−1)td)
2M
× exp{−1
4
(x − zd2n′−1)2
(∆x)2 + iℏ(Td+(2n
′−1)td)
2M
} exp{iP d2n′−1x/ℏ}. (79)
Then the atomic product state of Eq. (75) can be rewritten as
Ψd2n′−1(x, r, t
d
2n′−1) = Ψ
d
2n′−1(x, t
d
2n′−1)|g1〉 =
∑
p
ρ(p, td2n′−1)|p〉|g1〉 (80)
where the amplitude ρ(p, td2n′−1) can be calculated from the motional state of
Eq. (79) and is given by
ρ(p, td2n′−1) = exp(iϕ
d
2n′−1)[
2(∆x)2
π
]1/4 exp{−(∆x)2(p− P
d
2n′−1
ℏ
)2}
× exp{−iℏ(Td + (2n
′ − 1)td)
2M
(
p− P d2n′−1
ℏ
)2} exp[−i (p− P
d
2n′−1)
ℏ
zd2n′−1]. (81)
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Now the atomic product state Ψd2n′−1(x, r, t
d
2n′−1) of Eq. (80) is applied by the
unitary propagator Ud2n′(63) (n
′ = n+1). Then it can turn out that at the end
time te2n′−1 = t
d
2n′−1 + td of the unitary decelerating process UD(2n + 2) the
atomic wave-packet motional state takes the form
Ψd2n′(x, t
e
2n′−1) = exp(iϕ
d
2n′)[
(∆x)2
2π
]1/4
√
1
(∆x)2 + iℏ(Td+2n
′td)
2M
× exp{−1
4
(x − zd2n′)2
(∆x)2 + iℏ(Td+2n
′td)
2M
} exp{iP d2n′x/ℏ}. (82)
and the atomic product state is
Ψd2n′(x, r, t
e
2n′−1) = Ψ
d
2n′(x, t
e
2n′−1)|g0〉, (83)
where
P d2n′ = P
d
2n′−1 − ℏl0 − ℏl1, (84)
zd2n′ = z
d
2n′−1 +
P d2n′
M
td +
ℏ(l0 + l1)
M
∫ te
2n′−1
td
2n′−1
dt′ cos2 θl(t′), (85)
exp(iϕd2n′) = exp(iϕ
d
2n′−1) exp[iβl(t
e
2n′−1, t
d
2n′−1)]
× exp[ i
ℏ
(
(P d2n′−1)
2
2M
+ E1)t
d
2n′−1] exp[−
i
ℏ
(
(P d2n′)
2
2M
+ E0)t
e
2n′−1]. (86)
Now by comparing the motional state Ψd2n′(x, t
e
2n′−1) of Eq. (82) with the
motional state Ψd2n(x, t
e
2n−1) of Eq. (71) and the product state Ψ
d
2n′(x, r, t
e
2n′−1)
of Eq. (83) with the product state Ψd2n(x, r, t
e
2n−1) of Eq. (72) one can conclude
by the mathematical principle of induction that the motional state Ψd2n(x, t
e
2n−1)
of Eq. (71) and the product state Ψd2n(x, r, t
e
2n−1) of Eq. (72) are indeed the
states of the atom at the end of the unitary decelerating process UD(2n) for
n = 0, 1, 2, ..., N . In an analogous way, one can prove that the product state
Ψd2n+1(x, r, t
d
2n+1) of Eq. (75) and the motional state Ψ
d
2n+1(x, t
d
2n+1) of Eq.
(74) are the states of the atom at the end of the unitary decelerating process
UD(2n+ 1) for n = 0, 1, 2, ..., N − 1.
Now one can prove that the atomic motional momentum P d2n+1 of Eq. (76)
and P d2n′ of Eq. (84) are given by, respectively,
P d2n+1 = P
d
0 − (n+ 1)(ℏk0 + ℏk1)− n(ℏl0 + ℏl1),
P d2n′ = P
d
0 − n′(ℏk0 + ℏk1)− n′(ℏl0 + ℏl1).
It is known that the recursive relations for the atomic motional momentum
are given by P d2n+1 = P
d
2n − ℏk0 − ℏk1 for n = 0, 1, ..., N − 1, and P d2n′ =
P d2n′−1 − ℏl0 − ℏl1 for n′ = 1, 2, ..., N, which are obtained from Eqs. (76) and
(84), respectively. The two recursive relations together can lead directly to the
two formulae for the atomic motional momentum P d2n+1 and P
d
2n′ .
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One also can calculate exactly the time evolution process of the atom in
the unitary STIRAP-based accelerating process in the ideal adiabatic condition
(30). There are also two basic STIRAP-based accelerating sequences which
correspond to the basic decelerating sequences (11) and (63), respectively. One
of which is already expressed as (11a). The basic accelerating sequence (11a)
corresponds to the basic decelerating sequence (11). Another may be expressed
in an intuitive form
|P − ℏl0〉|g1〉 → |P 〉|e〉 → |P + ℏl1〉|g0〉. (63a)
This basic accelerating sequence corresponds to the basic decelerating sequence
(63). In an analogous way to constructing the unitary decelerating processes
UD(2N) and UD(2N − 1) one may build up the unitary accelerating processes
UA(2N) and UA(2N−1) out of the basic accelerating sequences (11a) and (63a),
UA(2N) = U
a
2N (63a)U
a
2N−1(11a)...U
a
2n(63a)U
a
2n−1(11a)...U
a
2 (63a)U
a
1 (11a)
(87a)
or
UA(2N − 1) = Ua2N−1(11a)...Ua2n(63a)Ua2n−1(11a)...Ua2 (63a)Ua1 (11a) (87b)
where Ua2n−1(11a) and U
a
2n(63a) for n = 1, 2, ..., N are the unitary propagators of
the (2n−1)−th basic accelerating sequence (11a) and (2n)−th basic accelerating
sequence (63a), respectively. Here also suppose that the atom is in the internal
state |g0〉 at the initial time in both the unitary accelerating processes UA(2N)
and UA(2N − 1).
The time evolution process of the atom in the unitary accelerating process
UA(2N) (and UA(2N − 1)) can be calculated exactly in the ideal adiabatic
condition (30) in a similar way to that one in the unitary decelerating process
UD(2N) (and UD(2N−1)). Actually, the recursive relations (71)–(78) and (79)–
(86) of the unitary decelerating process UD(2N) or UD(2N − 1) can be used as
well for the unitary accelerating process UA(2N) or UA(2N − 1) if one makes
transformations: k0 → −ka0 , k1 → −ka1 , and θ(t) → θa(t) in those recursive
equations (71)–(78) and l0 → −la0 , l1 → −la1 , and θl(t)→ θla(t) in those recur-
sive equations (79)–(86). As an example, suppose that the initial wave-packet
motional state for the atom in the unitary accelerating process UA(2n) is given
by
Ψa0(x, t
a
0) = exp(iϕ
a
0)[
(∆x)2
2π
]1/4
√
1
[(∆x)2 + iℏTa2M ]
× exp{−1
4
[x− za0 ]2
[(∆x)2 + iℏTa2M ]
} exp[iP a0 x/ℏ] (88)
and the atomic wave-packet product state by
Ψa0(x, r, t
a
0) = Ψ
a
0(x, t
a
0)|g0〉 =
∑
p
ρ(p, ta0)|p〉|g0〉. (89)
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Then it can turn out that the momentum wave-packet state ρ(p, ta0) of the
motional state Ψa0(x, t
a
0) can be written as
ρ(p, ta0) = exp(iϕ
a
0)[
2(∆x)2
π
]1/4 exp{−(∆x)2(p− P
a
0
ℏ
)2}
× exp{−i(ℏTa
2M
)(
p− P a0
ℏ
)2} exp{−i(p− P
a
0
ℏ
)za0}. (90)
Now the initial wave-packet product state Ψa0(x, r, t
a
0) of the atom undergoes the
unitary accelerating process UA(2n). Then it can be proved that at the end of
the unitary accelerating process UA(2n) the atomic wave-packet motional state
is given by
Ψa2n(x, t
e
2n−1) = exp(iϕ
a
2n)[
(∆x)2
2π
]1/4
√
1
(∆x)2 + iℏ(Ta+2nta)2M
× exp{−1
4
[x− za2n]2
(∆x)2 + iℏ(Ta+2nta)2M
} exp{iP a2nx/ℏ} (91)
and the atomic wave-packet product state by
Ψa2n(x, r, t
a
2n) = Ψ
a
2n(x, t
e
2n−1)|g0〉 (92)
where the end time of the unitary accelerating process UA(2n) is t
e
2n−1 = t
a
2n =
ta0 + 2nta for n = 0, 1, 2, ...N, the atomic motional momentum P
a
2n is given by
P a2n = P
a
0 + n(ℏk
a
0 + ℏk
a
1 ) + n(ℏl
a
0 + ℏl
a
1), (93)
and the center-of-mass position za2n is determined from these recursive relations:
za2k−1 = z
a
2k−2 +
P a2k−1
M
ta − ℏ(k
a
0 + k
a
1 )
M
∫ ta0+(2k−1)ta
ta
0
+(2k−2)ta
dt′ cos2 θa(t′), (94a)
za2k = z
a
2k−1 +
P a2k
M
ta − ℏ(l
a
0 + l
a
1)
M
∫ ta0+2kta
ta
0
+(2k−1)ta
dt′ cos2 θla(t′), (94b)
P a2k−1 = P
a
2k−2 + ℏ(k
a
0 + k
a
1 ), P
a
2k = P
a
2k−1 + ℏ(l
a
0 + l
a
1),
where the initial center-of-mass position and momentum are za0 and P
a
0 , respec-
tively, the index 1 ≤ k ≤ n, both the basic accelerating sequence (11a) and
(63a) have the same duration ta, and the global phase factor exp(iϕ
a
2n) can also
be calculated through the recursive relations similar to Eq. (78) and (86). In
an analogous way, one also can calculate exactly the time evolution process of
the atom in the unitary accelerating process UA(2n− 1) in the ideal adiabatic
condition (30).
6. The space- and time-compressing processes based on the uni-
tary decelerating and accelerating processes
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Suppose that in the quantum control process [22] the first unitary decelerat-
ing process consists of 2nd basic STIRAP decelerating sequences (11) and (63)
alternately, which is given by UD(2nd) of Eq. (70a), and the ideal adiabatic
condition (30) is met for all these basic decelerating sequences. According to
the quantum control process the unitary decelerating sequence is applied selec-
tively in the given spatial region [DL, DR] in the right-hand potential well of the
double-well potential field, where DL and DR are the left- and right-boundary
positions of the spatial region in the coordinate axis, respectively. The halting-
qubit atom can be decelerated by the unitary decelerating sequence UD(2nd)
only when the atom enters into the spatial region [DL, DR]. Thus, the spatial
region [DL, DR] may be called the decelerating spatial region. The decelerating
spatial region must cover sufficiently the whole wave-packet motional state of
the atom during the whole unitary decelerating process when the atom is de-
celerated in the decelerating region. The decelerating region is so wide that for
the wave-packet motional state of the atom the Raman laser light beams of the
unitary decelerating sequence UD(2nd) can be thought of as infinite plane-wave
electromagnetic fields. Suppose that the halting-qubit atom is in the product
state Ψ0(x, r, t0) of Eq. (54) (or in the motional state Ψ0(x, t0) of Eq. (48) and
the internal state |g0〉) and in the decelerating region [DL, DR] when the unitary
decelerating sequence UD(2nd) is turned on at the initial time t0. Here the spa-
tial position of an atom is defined as the center-of-mass position of the atomic
wave-packet motional state. Now the center-of-mass position and wave-packet
spread of the initial motional state Ψ0(x, t0) are z0 and ε0, respectively. Since
the halting-qubit atom is in the decelerating region [DL, DR] at the time t0, that
is, z0 ∈ [DL, DR], both the distances (z0 −DL) and (DR − z0) must be much
greater than the wave-packet spreading ε0, that is, (DR−z0) > (z0−DL) >> ε0,
meaning that the decelerating region [DL, DR] covers sufficiently the whole ini-
tial wave-packet motional state Ψ0(x, t0). The halting-qubit atom starts to be
decelerated by the unitary decelerating process UD(2nd) at the initial time t0
and in the decelerating region [DL, DR]. With the help of the recursive relations
(71)–(78) and (79)–(86) one can prove that at the end time td2nd = t0+2ndtd of
the unitary decelerating process UD(2nd) the motional state of the halting-qubit
atom is given by
Ψd2nd(x, t
d
2nd) = exp(iϕ
d
2nd)[
(∆x)2
2π
]1/4
√
1
(∆x)2 + iℏ(Td+2ndtd)2M
× exp{−1
4
(x− zd2nd)2
(∆x)2 + iℏ(Td+2ndtd)2M
} exp{iP d2ndx/ℏ} (95)
and the atomic product state by
Ψd2nd(x, r, t
d
2nd
) = Ψd2nd(x, t
d
2nd
)|g0〉, (96)
where the atomic motional momentum P d2nd is given by
P d2nd = p0 − nd(ℏk0 + ℏk1)− nd(ℏl0 + ℏl1), (97)
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and the center-of-mass position zd2nd can be calculated by the recursive relations
(77) and (85),
zd2n−1 = z
d
2n−2 +
P d2n−1
M
td +
ℏ(k0 + k1)
M
∫ te2n−2
td
2n−2
dt′ cos2 θ(t′), (98a)
zd2n = z
d
2n−1 +
P d2n
M
td +
ℏ(l0 + l1)
M
∫ te2n−1
td
2n−1
dt′ cos2 θl(t′), (98b)
P d2n−1 = P
d
2n−2 − (ℏk0 + ℏk1), P d2n = P d2n−1 − (ℏl0 + ℏl1),
where 1 ≤ n ≤ nd; zd0 = z0, P d0 = p0, Td = T0; td0 = t0, tdk+1 = tdk + td, and
tek = t
d
k+1 for 0 ≤ k ≤ 2nd − 1, and the global phase factor exp(iϕd2nd) can
be calculated by Eq. (78) and (86) with the initial phase ϕd0 = ϕ0. Both the
initial atomic product state Ψ0(x, r, t0) of Eq. (54) and the final product state
Ψd2nd(x, r, t
d
2nd
) of Eq. (96) show that before and after the unitary decelerating
process UD(2nd) the halting-qubit atom is in the same internal state |g0〉, while
its initial motional state Ψ0(x, t0) of Eq. (48) is changed to the motional state
Ψd2nd(x, t
d
2nd
) of Eq. (95) after the unitary decelerating process. The final
motional state Ψd2nd(x, t
d
2nd
) of Eq. (95) has the center-of-mass position zd2nd
and the wave-packet spreading
ε =
√
2(∆x)2 + 2[
ℏ(Td + 2ndtd)
2M(∆x)
]2.
Though the atom moves a distance (zd2nd − z0) during the unitary decelerating
process, the center-of-mass position zd2nd ∈ [DL, DR] as the atom is still in the
decelerating region [DL, DR] at the end of the unitary decelerating process.
Then both the distances (zd2nd − DL) and (DR − zd2nd) must be much greater
than the wave-packet spreading ε, that is, (zd2nd−DL) > (DR−zd2nd) >> ε. This
means that the decelerating region [DL, DR] also covers sufficiently the whole
final motional state Ψd2nd(x, t
d
2nd
). There are two extra constraint conditions on
the decelerating region [DL, DR]. If the atom has not yet entered into the
decelerating region when the unitary decelerating sequence is switched on or it
leaves the decelerating region after the unitary decelerating process is switched
off, then it will not be affected by the unitary decelerating sequence or by next
unitary decelerating sequences. The two constraint conditions are stated below.
In the quantum control process [22] the halting-qubit atom may enter into
the right-hand potential well from the left-hand one in any i−th cycle of the
quantum program for i = 1, 2, ...,mr. The i−th possible wave-packet motional
state of the halting-qubit atom is just defined as the atomic motional state
when the atom enters into the right-hand potential well in the i−th cycle of
the quantum program. Thus, there is a different time for any possible atomic
motional state such as the i−th wave-packet motional state to enter into the
right-hand potential well. If the time period of each cycle of the quantum
program is ∆T, then the time difference between the i−th and j−th (i < j)
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wave-packet motional states to enter into the right-hand potential well is given
by ∆T (i, j) = (j − i)∆T for i < j and i, j = 1, 2, ...,mr. This time difference
results in a center-of-mass distance in space between the two wave-packet mo-
tional states. If the halting-qubit atom moves along the direction +x with the
velocity p0/M , then the distance is given by ∆L(i, j) = (j − i)∆T (p0/M). Now
examine two consecutive possible wave-packet motional states: the i−th and
(i + 1)−th wave-packet motional states. Here for convenience the i−th wave-
packet motional state is set to the motional state Ψ0(x, t0) of Eq. (48). Then
at the time t0 the i−th wave-packet motional state is in the decelerating region
[DL, DR] and its center-of-mass position is z0, while the center-of-mass position
of the (i + 1)−th wave-packet motional state is clearly [z0 −∆T (p0/M)]. It is
known that the total duration for the unitary decelerating sequence UD(2nd)
is 2ndtd. Then at the end time t0 + 2ndtd of the unitary decelerating pro-
cess the center-of-mass position of the (i + 1)−th wave-packet motional state
becomes [z0−(∆T−2ndtd)(p0/M)]. Obviously, the distance between this center-
of-mass position and the left-end position of the decelerating region [DL, DR]
is DL − [z0 − (∆T − 2ndtd)(p0/M)]. Denote εi+1(t0 + 2ndtd) as the wave-
packet spreading of the (i + 1)−th wave-packet motional state at the time
t0+2ndtd. The wave-packet spreading εi+1(t0+2ndtd) may be calculated with
the help of the i−th wave-packet state Ψ0(x, t0) and the free-particle propaga-
tor. Then this distance must be much greater than εi+1(t0 + 2ndtd), that is,
DL − [z0 − (∆T − 2ndtd)(p0/M)] >> εi+1(t0 + 2ndtd), so that the (i + 1)−th
wave-packet motional state is not affected by the unitary decelerating sequence
UD(2nd) during the whole unitary decelerating process. This is a constraint
condition on the decelerating region [DL, DR].
It is known that at the end time t0 + 2ndtd of the unitary decelerating pro-
cess UD(2nd) the i−th wave-packet motional state is the state Ψd2nd(x, td2nd)
of Eq. (95), which has the center-of-mass position zd2nd and the motional mo-
mentum P d2nd . After the unitary decelerating process the i−th wave-packet
motional state (i.e., the halting-qubit atom) moves along the direction +x with
the velocity P d2nd/M . Since the atom is usually decelerated greatly by the
decelerating sequence UD(2nd) the atomic velocity P
d
2nd
/M is much less than
the original velocity p0/M . Obviously, the i−th wave-packet motional state
moves to the position zd2nd + (∆T − 2ndtd)P d2nd/M when next unitary decel-
erating sequence starts to work at the time t0 + ∆T. Then the distance be-
tween this position and the right-end position of the decelerating region [DL,
DR] is given by z
d
2nd
+ (∆T − 2ndtd)P d2nd/M − DR. Denote εi(t0 + ∆T ) as
the wave-packet spreading of the i−th wave-packet motional state at the time
t0 + ∆T. The wave-packet spreading εi(t0 + ∆T ) can be calculated with the
help of the motional state Ψd2nd(x, t
d
2nd
) of Eq. (95) and the free-particle prop-
agator. Then this distance must be much greater than εi(t0 + ∆T ), that is,
zd2nd + (∆T − 2ndtd)P d2nd/M − DR >> εi(t0 + ∆T ), so that, from the time
t0 + ∆T on, the i−th wave-packet motional state is no longer affected by the
unitary decelerating sequences. This is another constraint condition on the
decelerating region [DL, DR].
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The i−th wave-packet motional state is decelerated from the initial time t0
to the end time t0 + 2ndtd by the unitary decelerating process UD(2nd) in the
decelerating region [DL, DR]. It moves a distance z
d
2nd
− z0 along the direction
+x and spends the time 2ndtd and it is decelerated down to P
d
2nd
/M from the
initial velocity p0/M during the unitary decelerating process. According to the
quantum control process [22] the (i+ 1)−th wave-packet motional state arrives
at the position z0 in the decelerating region [DL, DR] at the time t0+∆T. Then
the (i+1)−th wave-packet motional state at the time t0+∆T is really equal to
the i−th wave-packet motional state at the time t0 up to a global phase factor,
indicating that the (i+1)−th wave-packet motional state at the time t0+∆T is
also equal to the motional state Ψ0(x, t0) of Eq. (48) up to a global phase factor.
Generally, according to the quantum control process each of these mr possible
wave packet motional states is really equal to the motional state Ψ0(x, t0) of
Eq. (48) up to a global phase factor when the wave-packet motional state
arrives at the same position z0 in the decelerating region [DL, DR]. Just like
the i−th wave-packet motional state at the time t0 the (i+ 1)−th wave-packet
motional state at the time t0 + ∆T is decelerated by the unitary decelerating
process UD(2nd). It also moves the distance z
d
2nd
−z0 along the direction +x and
spends the time 2ndtd and it is also decelerated down to P
d
2nd
/M from the initial
velocity p0/M during the unitary decelerating process. Generally, each of these
mr possible wave-packet motional states moves the same distance z
d
2nd−z0 along
the direction +x and also spends the same time 2ndtd and it is also decelerated
down to the same velocity P d2nd/M from the same initial velocity p0/M during
the unitary decelerating process. The difference among these mr possible wave-
packet motional states is that the starting time is different to decelerate each
one of these wave-packet motional states by the unitary decelerating process
UD(2nd).
In the quantum control process [22] the unitary decelerating sequence is
used to decelerate the halting-qubit atom so that the center-of-mass distances
between these mr possible wave-packet motional states of the atom can be
narrowed greatly. Thus, the unitary decelerating process UD(2nd) is really a
space-compressing process for these possible wave-packet motional states. Since
each one of these mr possible wave-packet motional states spends the same
time 2ndtd in the unitary decelerating process UD(2nd), the time difference
∆T (i, j) = (j − i)∆T between the i−th and j−th wave-packet motional states
(i < j; i, j = 1, 2, ...,mr) does not change before and after the unitary decel-
erating process. It is known that each possible wave-packet motional state has
the initial moving velocity p0/M before the unitary decelerating process and the
final moving velocity P d2nd/M > 0 after the unitary decelerating process. Here
the atomic moving velocity P d2nd/M can be obtained from Eq. (97),
P d2nd/M = [p0 − nd(ℏk0 + ℏk1)− nd(ℏl0 + ℏl1)]/M. (99)
If the number nd of the unitary decelerating process UD(2nd) is chosen suitably,
then the velocity P d2nd/M can be much less than the initial one p0/M. Before
the unitary decelerating process the distance between the i−th and j−th wave-
50
packet motional states is ∆L0(i, j) = (j − i)∆T (p0/M), since the velocity is
p0/M and the time difference is ∆T (i, j) = (j − i)∆T before the unitary de-
celerating process. After the unitary decelerating process the atomic moving
velocity is P d2nd/M and the time difference is still ∆T (i, j) = (j − i)∆T . Then
after the unitary decelerating process the distance between the i−th and j−th
(i < j) wave-packet motional states is equal to
∆L(i, j) = (j − i)∆T (P d2nd/M), (100)
where i < j; i, j = 1, 2, ...,mr. Since the velocity (P
d
2nd
/M) << p0/M, the
distance ∆L(i, j) << ∆L0(i, j), indicating that the spatial region to cover all
these mr possible wave-packet motional states is greatly compressed after the
unitary decelerating process. The distance ∆L(i, j) of Eq. (100) has been
obtained in the previous paper [22], where the atomic velocity (P d2nd/M) is
denoted as v0 after the unitary decelerating process. Then the ratio of the two
distances ∆L(i, j) and ∆L0(i, j) is the space-compressing factor for these wave-
packet motional states after and before the unitary decelerating process, which
can be calculated by
Rs =
∆L(i, j)
∆L0(i, j)
=
[p0 − nd(ℏk0 + ℏk1)− nd(ℏl0 + ℏl1)]
p0
. (101)
The space-compressing factor is not dependent upon the indices i and j, since
the time difference ∆T (i, j) does not change before and after the unitary decel-
erating process and since all these possible wave-packet motional states have the
same initial motional momentum p0 and also the same final motional momen-
tum P d2nd after each of these possible wave-packet motional states undergoes
the same unitary decelerating process UD(2nd) in the same decelerating region
[DL, DR].
Before the unitary accelerating process comes to making a real action on the
halting-qubit atom, the atom needs to stay in the right-hand potential well for
a time period to wait for the quantum program running to the end according
to the quantum control process [22]. The time period during which the halting-
qubit atom stays in the right-hand potential well is different and dependent
upon how early the halting-qubit atom enters into the right-hand potential well
from the left-hand one. When the atom enters into the right-hand potential
well at an earlier time, it will stay in the right-hand potential well for a longer
time. Denote that Ts(i) = Ts − (i − 1)∆T with the index i = 1, 2, ...,mr is
the time period during which the atom moves freely along the direction +x
in the right-hand potential well after the atom is decelerated by the unitary
decelerating sequence UD(2nd) and before the atom starts to be accelerated at
the end time of the quantum program. The index i indicates that the halting-
qubit atom enters into the right-hand potential well from the left-hand one in
the i−th cycle of the quantum program. Here suppose that the last unitary
decelerating process UD(2nd) is turned off before the quantum program comes
to the end. The calculation for the time evolution process of the halting-qubit
atom moving freely during the time period Ts(i) needs to use the free-particle
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unitary propagator. Now the unitary propagator of a free particle is written as
[25]
G(x′, t′;x, t) =
√
M
2πiℏ(t′ − t) exp[
iM(x′ − x)2
2ℏ(t′ − t) ]. (102)
Then the time evolution process of an atom in a free-particle motion with the
time period T = t′ − t can be calculated by
Ψ(x′, t′) =
∫
dxG(x′, t′;x, t)Ψ(x, t). (103)
It is known that the i−th wave-packet motional state of the atom is given
by the motional state Ψd2nd(x, t
d
2nd) of Eq. (95) at the end time t
d
2nd = t0 +
2ndtd of the unitary decelerating process. When the wave-packet motional state
Ψd2nd(x, t
d
2nd) moves freely along the direction +x for the time period Ts(i)
from the time td2nd to the time t
d
2nd
+ Ts(i), it will change to another Gaussian
wave-packet motional state. This Gaussian wave-packet motional state can
be calculated from the equation (103) by taking the initial state Ψ(x, t) as
Ψd2nd(x, t
d
2nd
) of Eq. (95), using the free-particle propagator G(x′, t′;x, t) of Eq.
(102), and denoting t′ = td2nd + Ts(i) and t = t
d
2nd
. By a complex calculation, in
which the Gaussian integral (58) has been used, the final Gaussian wave-packet
state Ψ(x′, t′) can be obtained explicitly, which now is renamed ΨFi (x, t
d
2nd
+
Ts(i)),
ΨFi (x, t
d
2nd
+ Ts(i)) = exp(iϕ
d
2nd
) exp{−i (P
d
2nd)
2Ts(i)
2ℏM
}
×[ (∆x)
2
2π
]1/4
√
1
[(∆x)2 + iℏ(Td+2ndtd+Ts(i))2M ]
× exp{−1
4
[x− zd2nd − (P d2nd/M)Ts(i)]2
[(∆x)2 + iℏ(Td+2ndtd+Ts(i))2M ]
} exp{iP d2ndx/ℏ}. (104)
On the other hand, the atomic internal state |g0〉 and the motional momentum
P d2nd keep unchanged during the free-particle motion of the atom. Therefore, be-
fore the unitary accelerating process starts at the end of the quantum program,
these mr possible wave-packet motional states are given by Ψ
F
i (x, t
d
2nd
+ Ts(i))
of Eq. (104) for i = 1, 2, ...,mr and each of them has a different center-of-mass
position: zd2nd + (P
d
2nd
/M)Ts(i), a different global phase factor:
exp(iϕd2nd) exp{−i(P d2nd)2Ts(i)/(2ℏM)},
and a different complex linewidth:
Wi(Td + 2ndtd + Ts(i)) = (∆x)
2 + i[
ℏ(Td + 2ndtd + Ts(i))
2M
]. (105)
An important fact is that the imaginary part of the complex linewidth of the
motional state ΨFi (x, t
d
2nd
+Ts(i)) increases linearly with the time period Ts(i),
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while the real part keeps unchanged. Though each one of these mr possible
wave-packet motional states has the same wave-packet spreading and the same
complex linewidthW (Td+2ndtd) = (∆x)
2+iℏ(Td+2ndtd)2M before the free-particle
motion, as can seen from the state Ψd2nd(x, t
d
2nd) of Eq. (95), each possible wave-
packet motional state has a larger wave-packet spreading and a different com-
plex linewidth Wi(Td + 2ndtd + Ts(i)) when the unitary accelerating sequence
starts to act on the halting-qubit atom at the end of the quantum program.
Obviously, the first wave-packet motional state ΨF1 (x, t
d
2nd
+Ts) has the largest
wave-packet spreading, while the last motional state ΨFmr(x, t
d
2nd
+Ts(mr)) has
the least one. These show that the free-particle motion of the halting-qubit
atom leads to the difference among the wave-packet spreads of these mr possi-
ble wave-packet motional states and makes these wave-packet motional states
broader. This difference may have a significant impact on the quantum control
process [22]. On the other hand, the free-particle motion of the halting-qubit
atom does not change the time differences and the distances in space between
these mr possible wave-packet motional states. This is because the motional
momentum P d2nd is the same for all these mr possible wave-packet motional
states and keeps unchanged during the free-particle motion. Thus, the distance
between the i−th and j−th (i < j) wave-packet motional states is still given by
∆L(i, j) of Eq. (100) and their time difference by ∆T (i, j) = (j − i)∆T . Par-
ticularly, the distance between two nearest wave-packet motional states is given
by ∆T (P d2nd/M). Obviously, the halting-qubit atom moves a distance equal
to (P d2nd/M)Ts(i) along the direction +x in the time period Ts(i) of the free-
particle motion. This distance is dependent upon the index i. The first wave-
packet motional state ΨF1 (x, t
d
2nd
+ Ts) moves the largest distance (P
d
2nd
/M)Ts
which decides mainly the dimensional size of the right-hand potential well, while
the last wave-packet motional state ΨFmr(x, t
d
2nd
+ Ts(mr)) moves the shortest
distance (P d2nd/M)[Ts − (mr − 1)∆T ].
The atomic wave-packet states {ΨFi (x, td2nd + Ts(i))} of Eq. (104) show
that just before the unitary accelerating sequence is switched on, all these mr
possible wave-packet states of Eq. (104) are in the spatial region [x0(mr) −
εd(mr), x0(1) + εd(1)], where x0(j) and εd(j) (j = 1, 2, ...,mr) are the center-
of-mass position and the wave-packet spreading of the j−th wave-packet state
ΨFj (x, t
d
2nd + Ts(j)), respectively. Suppose that all these mr possible wave-
packet states are accelerated uniformly by the unitary accelerating sequence
and each possible wave-packet state moves the same distance LA during the
unitary accelerating process. The distance LA will be obtained later. Obviously,
after the unitary accelerating process all thesemr possible wave-packet motional
states are in the spatial region [x0(mr)+LA−εa(mr), x0(1)+LA+εa(1)], where
εa(j) (j = 1, 2, ...,mr) is the wave-packet spreading of the j−th wave-packet
motional state of the atom after the unitary accelerating process. Therefore,
during the unitary accelerating process any possible wave-packet motional state
of the halting-qubit atom is within the effective spatial region:
[AL, AR] = [x0(mr)− εd, x0(1) + LA + εa]
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where εa >> εa(1) and εd >> εd(mr). The effective spatial region [AL, AR]
covers all these mr possible wave-packet motional states of the atom during
the whole unitary accelerating process. Now the spatial region of the unitary
accelerating sequence must encompass sufficiently the whole effective spatial re-
gion [AL, AR], so that for all these mr possible wave-packet motional states the
Raman laser light beams of the unitary accelerating sequence can be thought
of as infinite plane-wave electromagnetic fields, and the most important is that
the unitary accelerating sequence can act on all these mr possible wave-packet
motional states simultaneously and uniformly during the whole unitary accel-
erating process. The spatial region [AL, AR] may be called the accelerating
spatial region.
According to the quantum control process [22] the halting-qubit atom is ac-
celerated by a unitary accelerating sequence at the end time of the quantum
program. Here the unitary accelerating sequence may be given by UA(2na) of
Eq. (87a), which consists of na pairs of the basic STIRAP accelerating sequences
(11a) and (63a) in an alternate form and each basic accelerating sequence has
the same time period ta. The unitary accelerating process UA(2na) has a total
time period 2nata. The ideal adiabatic condition (30) is also met in the uni-
tary accelerating process. Now one may use the recursive relations (88)—(94)
to obtain the final wave-packet motional state of the halting-qubit atom after
the atom is accelerated by the unitary accelerating sequence UA(2na). Here
the starting time of the unitary accelerating process is the end time tmr of the
quantum program. At the initial time tmr each possible wave-packet motional
state of the halting-qubit atom is given by ΨFj (x, t
d
2nd
+ Ts(j)) of Eq. (104)
for j = 1, 2, ...,mr. All these mr possible wave-packet motional states start
to undergo the same unitary accelerating process UA(2na) at the initial time
tmr simultaneously. In order to use the recursive relations (88)–(94) the initial
motional state Ψa0(x, t
a
0) of Eq. (88) needs first to be obtained from the state
ΨFj (x, t
d
2nd +Ts(j)) of Eq. (104). By comparing the initial state Ψ
a
0(x, t
a
0) of Eq.
(88) with ΨFj (x, t
d
2nd
+ Ts(j)) of Eq. (104) one can see that at the initial time
ta0 = tmr the center-of-mass position, momentum, and global phase factor of the
initial state Ψa0(x, t
a
0) are given by z
a
0 ≡ za0 (j) = zd2nd + (P d2nd/M)Ts(j), P a0 =
P d2nd , and exp[iϕ
a
0 ] ≡ exp[iϕa0(j)] = exp(iϕd2nd) exp[−i(P d2nd)2Ts(j)/(2ℏM)], re-
spectively, and in the complex linewidth W (Ta) of the initial state Ψ
a
0(x, t
a
0)
the time interval Ta ≡ Ta(j) = Td + 2ndtd + Ts(j). It is known that the initial
internal state is |g0〉. The initial atomic wave-packet product state then is given
by Ψa0(x, r, t
a
0) = Ψ
F
j (x, t
d
2nd
+Ts(j))|g0〉. After the unitary accelerating process
UA(2na) the wave-packet motional state of the halting-qubit atom will take the
form, according to the recursive relations (88)–(94),
Ψa2na,j(x, t
a
2na) = exp[iϕ
a
2na(j)][
(∆x)2
2π
]1/4
√
1
(∆x)2 + iℏ(Ta(j)+2nata)2M
× exp{−1
4
[x− za2na(j)]2
(∆x)2 + iℏ(Ta(j)+2nata)2M
} exp{iP a2nax/ℏ} (106)
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and the atomic wave-packet product state is given by
Ψa2na,j(x, r, t
a
2na ) = Ψ
a
2na,j(x, t
a
2na )|g0〉, (107)
where the end time of the unitary accelerating process is ta2na = tmr + 2nata,
and the atomic motional momentum is given by
P a2na = P
d
2nd
+ na(ℏk
a
0 + ℏk
a
1 ) + na(ℏl
a
0 + ℏl
a
1), (108)
and the center-of-mass position za2na(j) can be determined from the recursive
relations:
za2k−1(j) = z
a
2k−2(j)+
P a2k−1
M
ta− ℏ(k
a
0 + k
a
1 )
M
∫ ta0+(2k−1)ta
ta
0
+(2k−2)ta
dt′ cos2 θa(t′), (109a)
za2k(j) = z
a
2k−1(j) +
P a2k
M
ta − ℏ(l
a
0 + l
a
1)
M
∫ ta0+2kta
ta
0
+(2k−1)ta
dt′ cos2 θla(t′), (109b)
P a2k−1 = P
a
2k−2 + ℏ(k
a
0 + k
a
1 ), P
a
2k = P
a
2k−1 + ℏ(l
a
0 + l
a
1),
where 1 ≤ k ≤ na. The global phase factor exp[iϕa2na(j)] in Eq. (106) can also
be obtained from the recursive relations similar to Eq. (78) and (86). Now
one can find from the final motional state Ψa2na,j(x, t
a
2na) of Eq. (106) that the
moving distance LA of the halting-qubit atom is LA = z
a
2na(j) − za0 (j) during
the unitary accelerating process, which appears in the accelerating region [AL,
AR] above. Note that the distance LA is the same for each one of these mr
possible wave-packet motional states.
The unitary accelerating process tells ones some facts. For the first point,
the halting-qubit atom indeed is accelerated by na(ℏk
a
0+ℏk
a
1 )+na(ℏl
a
0+ℏl
a
1) and
this accelerating process is uniform, that is, the accelerating process is the same
for each one of these mr possible wave-packet motional states {ΨFj (x, td2nd +
Ts(j))}. Thus, after the unitary accelerating process the atom is accelerated to
the velocity (P a2na/M). For the second point, it can be seen from the motional
states {Ψa2na,j(x, ta2na)} of Eq. (106) that in the complex linewidth the imaginary
part increases linearly with the time period of the unitary accelerating process
and is increased by ℏ(2nata)/(2M), which is also independent of any index value
j, while the real part keeps unchanged in the unitary accelerating process. For
the third point, the distances between these mr possible wave-packet motional
states keep unchanged during the unitary accelerating process. This fact can
be deduced from the recursive relations (109a) and (109b) because the motional
momentum P al (l = 0, 1, 2, ..., 2na), the mixing angles θa(t) and θla(t), and the
wave numbers (ka0 + k
a
1 ) and (l
a
0 + l
a
1) all are independent of the index value
j. This means that each one of these mr possible wave-packet motional states
moves the same spatial distance during the unitary accelerating process. Since
the distance ∆L(i, j) between the i−th and j−th (i < j) wave-packet motional
states is still given by Eq. (100) and the atomic moving velocity is (P a2na/M)
after the unitary accelerating process, the time difference between the two wave-
packet states Ψa2na,i(x, t
a
2na) and Ψ
a
2na,j
(x, ta2na) then is given by
∆T (i, j) = ∆L(i, j)/(P a2na/M) = (j − i)∆T (P d2nd/P a2na), (110)
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where i < j; i, j = 1, 2, ...,mr. It is known that the time difference ∆T0(i, j) =
(j − i)∆T before the unitary accelerating process. Since the atomic veloc-
ity (P a2na/M) after the accelerating process is much greater than the veloc-
ity (P d2nd/M) before the accelerating process, the time difference ∆T (i, j) <<
∆T0(i, j), indicating that the time differences are compressed greatly for these
mr possible wave-packet motional states after the unitary accelerating process.
Then the time-compressing factor for these possible wave-packet motional states
after and before the unitary accelerating process UA(2na) can be calculated by
Rt =
∆T (i, j)
∆T0(i, j)
=
P d2nd
P d2nd + na(ℏk
a
0 + ℏk
a
1) + na(ℏl
a
0 + ℏl
a
1)
. (111)
The time-compressing factor Rt is independent of the indices i and j. Thus,
the time-compressing process is uniform. The time-compressing factor Rt has
been obtained in the previous paper [22], where Rt = (v0/v) and v0 and v are
denoted as the atomic moving velocities P d2nd/M and P
a
2na/M before and after
the unitary accelerating process, respectively.
7. General adiabatic conditions and the error estimation for the
decelerating and accelerating processes
The starting point to set up a general adiabatic condition for a basic STI-
RAP decelerating or accelerating process is to solve the basic equations (23) to
find the coefficients {ak(P, t)} or to solve the basic equations (26) to obtain the
coefficients {bk(P, t)}. Then it is to seek under what experimental conditions
a real adiabatic condition for the basic STIRAP decelerating or accelerating
process can be sufficiently close to the ideal adiabatic condition (30). This is a
routine procedure in quantum mechanics [25]. There are three basic parameters
to affect the real adiabatic condition of a STIRAP experiment: the time period
of the STIRAP experiment, the Rabi frequencies and the phase-modulation
functions of the Raman laser light beams. From the point of view of quan-
tum computation one usually does not expect the quantum control process to
consume a long time. However, a long time period of the STIRAP experiment
usually can lead to that the adiabatic condition for the STIRAP experiment
is met better [30]. If the time period of each basic STIRAP pulse sequence in
the STIRAP-based unitary decelerating and accelerating processes is not long
enough, then the adiabatic condition could not be met well. Then in this situ-
ation one may use jointly the time period, the Rabi frequencies, and even the
phase-modulation functions to achieve a better adiabatic condition for these
decelerating and accelerating processes. Actually, the Rabi frequencies of the
Raman laser light beams are very important to achieve a better adiabatic con-
dition for the STIRAP experiment [15, 18b]. Without losing generality here
take the basic STIRAP decelerating sequence (11) as an example to discuss a
general adiabatic condition. The obtained results can be used as well for other
basic STIRAP decelerating and accelerating processes. The STIRAP adiabatic
conditions have been discussed in detail in many references [15, 16, 17, 18] in the
conventional STIRAP experiments without considering explicitly the atomic or
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molecular momentum distribution. The conventional adiabatic conditions [4,
15, 17, 18] usually are based on the first-order approximation solution to the
basic equations similar to the present basic differential equations (26). These
adiabatic conditions are usually a qualitative and approximate description to
the adiabatic theorem. In the following two strict and different general adia-
batic conditions are derived analytically. They are a quantitative description
to the adiabatic theorem. The first general adiabatic condition is based on the
Dyson series solution (29) of the basic differential equations (26). The second
is based on a new method to solve the basic differential equations (26). This
new method uses the equivalent transformations to solve the basic differential
equations (26). That is, by making repeatedly the equivalent transformations
the three basic differential equations (26) are transformed to the three equiva-
lent linear algebra equations. Though the final solution to the basic differential
equations (26) obtained with the new method is approximate, the truncation er-
ror of the approximation solution can be controlled as desired. The two general
adiabatic conditions may be used to set up the conventional STIRAP experi-
ments. Thus, they may be used to design the STIRAP pulse sequence to realize
the perfect state (or population) transfer for a quantum ensemble of the atoms
or molecules. But their more important application is that they may be used
to set up the basic STIRAP unitary decelerating and accelerating processes for
a free atom and an atomic or molecular ensemble.
The basic differential equations (26) or their matrix form (28) can be in-
tegrated formally. The formal solution to the basic equations (28) may be
expressed as the Dyson series (29). Here one needs to use the initial condi-
tion of the basic STIRAP decelerating sequence (11). At the initial time t0 of
the basic STIRAP decelerating sequence (11) the three-state vector B(P, t0) =
(b0(P, t0), b+(P, t0), b−(P, t0))T is given by Eq. (39). The initial condition (39)
has been used to set up the ideal adiabatic condition (30). For a real adiabatic
condition the initial condition may be generally given in (130) below. At first
the formal solution (29) may be rewritten as
B(P, t) = B(P, t0) + Er(P, t) (112)
where t0 ≤ t ≤ t0+T and T is the time period of the basic STIRAP decelerating
process, and the error term Er(P, t) measures the deviation of a real adiabatic
condition from the ideal adiabatic condition and it may be expressed as
Er(P, t) = {(1
i
)
∫ t
t0
dt1M(P, t1) + (
1
i
)2
∫ t
t0
∫ t1
t0
dt1dt2M(P, t1)M(P, t2)
+ (
1
i
)3
∫ t
t0
∫ t1
t0
∫ t2
t0
dt1dt2dt3M(P, t1)M(P, t2)M(P, t3) + ...}B(P, t0). (113)
The upper bound of the error term is evaluated accurately below. Denote the
maximum norm of the hermitian matrix M(P, tn) which is given in (28) in the
time region [t0, tn−1] as
||M(P, tn)||max = max
t0≤tn≤tn−1
{||M(P, tn)||},
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where t0 < ... < tn < tn−1 < ... < t1 < t0+T. Obviously, there are the following
relations for the maximum norms {||M(P, tn)||max} :
||M(P, t0)||max ≤ ... ≤ ||M(P, tn)||max ≤ ||M(P, tn−1)||max
≤ ||M(P, t2)||max ≤ ||M(P, t1)||max = ||M(P, t)||max. (114)
Here the maximum norm ||M(P, t)||max is defined as
||M(P, t)||max = max
t0≤t≤t0+T
{||M(P, t)||}. (115)
Then with the help of (113) and (114) it can turn out that the upper bound of
the deviation Er(P, t) may be determined from
||Er(P, t)|| ≤ exp[(||M(P, t)||max)T ]× ||B(1)(P, t)||max, (116)
where the first-order approximation solution B(1)(P, t) to the basic differential
equations (26) is given by
B(1)(P, t) = (
1
i
)
∫ t
t0
dt1M(P, t1)B(P, t0), (t0 ≤ t ≤ t0 + T ), (117)
while ||B(1)(P, t)||max is the maximum norm of the solution B(1)(P, t) in the
time region t0 ≤ t ≤ t0 + T . This norm ||B(1)(P, t)||max is written as
||B(1)(P, t)||max =
√
(|b(1)0 (P, t)|2 + |b(1)+ (P, t)|2 + |b(1)− (P, t)|2)max. (118)
On the other hand, it follows from the matrixM(P, t) in (28) that the maximum
norm ||M(P, t)||max is bounded by
||M(P, t)||max ≤
√∑
i,j
|Mij(P, t)|2 ≤ 1√
2
{2|Θ(P, t)|+ |Γ(P, t)|}max. (119)
The adiabatic condition (116) is strict because it is required that at any instant
of time in the whole STIRAP decelerating or accelerating process the deviation
from the ideal adiabatic condition (30) be limited within a given small value,
that is, the upper bound of the error term Er(P, t) is less than a given small
value at any instant of time. Notice that in theory at the initial time t0 the
atom is prepared to be in the trapped state |g0(P, t0)〉 of (19a) completely. If
the error term Er(P, t) is large, then this will mean that during the STIRAP
decelerating or accelerating process there is a large probability for the atom to
be excited to the two eigenstates |g±(P, t)〉 of the instantaneous Hamiltonian
H(P, t) of (17). It is known from (19b) that any one of the two eigenstates
|g±(P, t)〉 contains the excited internal state of the atom. Then the atom could
be easily affected due to the atomic spontaneous emission if it is in any one
of the eigenstates |g±(P, t)〉. On the other hand, a high probability for the
atom to stay in the trapped state |g0(P, t)〉 may lead to that the atom is not
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easily affected by environment and may avoid the spontaneous emission. The
adiabatic condition (116) indicates that the probability for the atom to leave
the trapped state |g0(P, t)〉 may be limited to a small value as desired during
the STIRAP decelerating or accelerating process. Therefore, it ensures that the
atom is almost completely in the trapped state |g0(P, t)〉 during the STIRAP
decelerating or accelerating process. The adiabatic condition (116) is more
severe than those in the conventional STIRAP experiments [15, 17, 18]. The
latter usually require that the probability for the atoms or molecules under
investigation in the two eigenstates |g±(P, t)〉 be much smaller than one. This
is a qualitative description for the adiabatic theorem. The present adiabatic
condition (116) is closely related to the requirement that Gaussian shape of the
Gaussian wave-packet motional state of the decelerated or accelerated atom keep
unchanged before and after the basic STIRAP decelerating and accelerating
processes. It measures the deviation of a real adiabatic condition from the
ideal adiabatic condition (30), while the deviation may occur not only in the
two eigenstates |g±(P, t)〉 but also in the trapped state |g0(P, t)〉. The present
adiabatic condition (116) limits the upper bound of the deviation to a given
small value. This is a quantitative description for the adiabatic theorem. This
results in that the present adiabatic condition (116) is more severe.
When the adiabatic condition (116) is met, the error term ||Er(P, t0 + T )||
of the final state at the time t = t0 + T is clearly not more than the upper
bound (116) and the real error term ||Er(P, t0 + T )|| could be much less than
the upper bound (116). It may be required in theory that the real error term
||Er(P, t0 + T )|| of the final state be less than some given value which is much
less than the upper bound (116). This requirement is not severe in theory with
respect to the adiabatic condition (116). It may be met by setting the suitable
experimental parameters at the final time t = t0+T for the STIRAP decelerating
or accelerating process. However, in practice the lower bound of the error term
Er(P, t0 + T ) of the final state is generally affected by the adiabatic condition
(116). If the upper bound (116) is large, then the lower bound of the error term
Er(P, t0 + T ) usually is large too.
According to the superposition principle in quantum mechanics in a real
adiabatic condition the atomic product state at any instant of time t (t0 ≤ t ≤
t0 + T ) in the basic STIRAP decelerating process (11) may be calculated from
Eq. (12) (P = P ′ − ℏk0),
|Ψr(x, r, t)〉 =
∑
P
ρ(P ){[Ai0(P, t) + δA0 (P, t)]|P + ℏk0〉|g0〉
+ [Ai1(P, t) + δ
A
1 (P, t)]|P 〉|e〉 + [Ai2(P, t) + δA2 (P, t)]|P − ℏk1〉|g1〉} (120)
where the coefficients {Aik(P, t)} for k = 0, 1, 2 are obtained in the ideal adiabatic
condition (30), while the coefficients {δAk (P, t)} measure the deviation of the
real adiabatic condition from the ideal one. The product state (120) may be
rewritten as
|Ψr(x, r, t)〉 = |Ψi(x, r, t)〉+ Er(x, r, t)
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where the wave-packet state |Ψi(x, r, t)〉 is the atomic state at the time t in the
basic STIRAP decelerating process (11) in the ideal adiabatic condition and it
may be written as
|Ψi(x, r, t)〉 =
∑
P
ρ(P ){Ai0(P, t)|P + ℏk0〉|g0〉
+Ai1(P, t)|P 〉|e〉 +Ai2(P, t)|P − ℏk1〉|g1〉}, (121)
and the error term Er(x, r, t) is given by
Er(x, r, t) =
∑
P
ρ(P ){δA0 (P, t)|P + ℏk0〉|g0〉
+ δA1 (P, t)|P 〉|e〉 + δA2 (P, t)|P − ℏk1〉|g1〉}. (122)
It turns out in the preceding section 5 that the final state |Ψi(x, r, t)〉 with
t = t0+T in the ideal adiabatic condition is a perfect Gaussian wave-packet state
if the initial state of the basic STIRAP decelerating process (11) is a Gaussian
wave-packet state. Obviously, it follows from (122) that the probability for the
error term Er(x, r, t) at any time t may be calculated by
||Er(x, r, t)||2 =
∑
P
|ρ(P )|2{|δA0 (P, t)|2 + |δA1 (P, t)|2 + |δA2 (P, t)|2}. (123)
(Notice that the error probability (121) in the previous versions of this paper
which is denoted as Er(P, t) is just equal to 2||Er(x, r, t)||2 of (123)). In or-
der to use directly the solution to the basic differential equations (26) or their
matrix form (28) to calculate the upper bound of the error term Er(x, r, t) one
may use the coefficients b0(P, t) and b±(P, t) to express the error probability
||Er(x, r, t)||2 of (123). Notice that there is the unitary transformation between
the two three-state vectors (b0(P, t), b+(P, t), b−(P, t))T and (A0(P, t), A1(P, t),
A2(P, t))
T . The three-state vector (A0(P, t), A1(P, t), A2(P, t))
T is first con-
verted into the three-state vector (A¯0(P, t), A¯1(P, t), A¯2(P, t))
T by the unitary
transformation of (15a)-(15c), then into the three-state vector (a0(P, t), a+(P, t),
a−(P, t))T by the unitary transformation of (22a)-(22c), and finally into the
three-state vector (b0(P, t), b+(P, t), b−(P, t))T by the unitary transformation
(25). Thus, under these unitary transformations there is the relation:
(A0(P, t), A1(P, t), A2(P, t))
T = UAb(b0(P, t), b+(P, t), b−(P, t))T (124)
where UAb is the unitary transformation between the two three-state vectors
(b0(P, t), b+(P, t), b−(P, t))T and (A0(P, t), A1(P, t), A2(P, t))T . If now the so-
lution to the basic equations (26) in the ideal adiabatic condition is given
by (bi0(P, t), b
i
+(P, t), b
i
−(P, t))
T , then after the unitary transformation UAb one
obtains the three-state vector (Ai0(P, t), A
i
1(P, t), A
i
2(P, t))
T of the ideal adi-
abatic condition and then the state |Ψi(x, r, t)〉 can be calculated from Eq.
(121) by using the three-state vector. If the solution to the basic equations
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(26) in a real adiabatic condition is given by (b0(P, t), b+(P, t), b−(P, t))T with
bk(P, t) = b
i
k(P, t) + δ
b
k(P, t) for k = 0,+,−, then after the unitary transforma-
tion UAb one obtains the three-state vector (A0(P, t), A1(P, t), A2(P, t))
T of the
real adiabatic condition, where Ak(P, t) = A
i
k(P, t)+δ
A
k (P, t). Thus, there is the
unitary transformation between the two three-state deviation vectors:
(δA0 (P, t), δ
A
1 (P, t), δ
A
2 (P, t))
T = UAb(δ
b
0(P, t), δ
b
+(P, t), δ
b
−(P, t))
T . (125)
It is well known that the unitary transformation UAb does not change the norm
of the three-state deviation vector (δb0(P, t), δ
b
+(P, t), δ
b
−(P, t))
T . This indicates
that there is the relation:
|δA0 (P, t)|2 + |δA1 (P, t)|2 + |δA2 (P, t)|2 = |δb0(P, t)|2 + |δb+(P, t)|2 + |δb−(P, t)|2.
This relation leads to that the error probability ||Er(x, r, t)||2 of (123) may be
expressed as
||Er(x, r, t)||2 =
∑
P
|ρ(P )|2{|δb0(P, t)|2 + |δb+(P, t)|2 + |δb−(P, t)|2}. (126)
It is convenient to calculate the error upper bound ||Er(x, r, t)|| by using the
equation (126), since the deviation vector (δb0(P, t), δ
b
+(P, t), δ
b
−(P, t))
T can be
obtained conveniently by solving the basic differential equations (26). Thus, an
accurate error upper bound ||Er(x, r, t)|| could be obtained directly by comput-
ing the equation (126) by using the deviation vector (δb0(P, t), δ
b
+(P, t), δ
b
−(P, t))
T
for the basic STIRAP decelerating or accelerating process. Obviously, the three-
state deviation vector (δb0(P, t), δ
b
+(P, t), δ
b
−(P, t))
T has the maximum norm or
length over the effective momentum distribution region [P ] and in the time
period t0 ≤ t ≤ t0 + T,√
|δb0(P, t)|2 + |δb+(P, t)|2 + |δb−(P, t)|2
≤
√
(|δb0(P, t)|2 + |δb+(P, t)|2 + |δb−(P, t)|2)max, for P ∈ [P ] and t0 ≤ t ≤ t0 + T.
Then the upper bound of the error term Er(x, r, t) may be determined from
||Er(x, r, t)|| ≤
√
(|δb0(P, t)|2 + |δb+(P, t)|2 + |δb−(P, t)|2)max, (127)
where the normalization relation
∑
P |ρ(P )|2 = 1 is used and the truncation
error is neglected for any momentum components outside the effective momen-
tum region [P ]. The inequality (127) is a general adiabatic condition for the
basic STIRAP decelerating or accelerating process of a free atom in a wave-
packet motional state. There is also a simpler method to obtain the error
upper bound ||Er(x, r, t)||, as stated below. It uses the general adiabatic condi-
tion (116). It is known that the formal solution to the basic differential equa-
tions (26) or their matrix form (28) may be expressed as (112), where the
solution in the ideal adiabatic condition (30) is given by B(P, t) = B(P, t0),
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as shown in Eq. (40) in the previous section 4. Then the equation (112)
shows that the three-state deviation vector is just Er(P, t) and hence one has
Er(P, t) = (δ
b
0(P, t), δ
b
+(P, t), δ
b
−(P, t))
T . Furthermore, the adiabatic condition
(116) and the equation (126) show that there are the relations:
||Er(x, r, t)|| = {
∑
P
|ρ(P )|2||Er(P, t)||2}1/2
≤ {
∑
P
|ρ(P )|2 exp[2(||M(P, t)||max)T ]× ||B(1)(P, t)||2max}1/2
≤ exp[(||Mˆ(P, t)||max)T ]× ||Bˆ(1)(P, t)||max, (128)
where the relation
∑
P |ρ(P )|2 = 1 is used and the truncation error has been ne-
glected for any momentum components outside the effective momentum region
[P ], and the maximum norms ||Mˆ(P, t)||max and ||Bˆ(1)(P, t)||2max are respectively
defined as
(||Mˆ(P, t)||max) = max
P∈[P ]
(||M(P, t)||max),
||Bˆ(1)(P, t)||max = max
P∈[P ]
||B(1)(P, t)||max.
The last inequality in (128) is a real adiabatic condition of the basic STIRAP
decelerating or accelerating process for a free atom in a wave-packet motional
state. It could be useful to design the basic STIRAP decelerating or accelerating
process.
At first the adiabatic condition (128) requires one to calculate the norm
(||M(P, t)||max) and the first-order approximation solution B(1)(P, t). It is easy
to calculate the first-order approximation solution to the basic differential equa-
tions (26). Actually, the first-order approximation solution may be obtained
from the equation (117). Here for convenience setting the global phases γ(t0) =
δ(t0) = 0 in the basic equations (26) and the phase-modulation functions of the
Raman laser light beams to be ϕ0(t) = 0 in Eq. (31) and ϕ1(t) = 0 in Eq. (32).
It should be pointed out that the following methods are available as well for the
phase-modulation Raman laser light beams. It follows from Eqs. (31) and (32)
that
d
dt
αp(P, t) =
∆P
M
k0,
d
dt
αs(P, t) = −∆P
M
k1.
By inserting these two equations into Eqs. (27a)–(27c) one obtains
Ω±(P, t) = Ω(t)±K0(t)∆P, (129a)
Θ(P, t) = −θ˙(t) + iK1(t)∆P, Γ(P, t) = k0
M
∆P −K2(t)∆P, (129b)
where
K0(t) =
1
4M
[(k0 − k1) + 3(k0 + k1) cos 2θ(t)],
K1(t) =
k0 + k1
2M
sin 2θ(t), K2(t) =
(k0 + k1)
M
cos2 θ(t).
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The initial condition for the basic equations (26) is given by (39). If the initial
mixing angle θ(t0) is very small (θ(t0) << 1) but not equal to zero, then the
initial condition (39) may be changed to the general form
b0(P, t0) = exp[
i
ℏ
(
(P + ℏk0)
2
2M
+ E0)t0] cos θ(t0), (130a)
b+(P, t0) = b−(P, t0) =
1√
2
exp[
i
ℏ
(
(P + ℏk0)
2
2M
+ E0)t0] sin θ(t0). (130b)
Then in the initial condition (130) the first-order approximation solution to the
basic equations (26) for the coefficient b0(P, t) may be written as, by integrating
by parts the integral (117),
b
(1)
0 (P, t) = b0(P, t) − b0(P, t0) = C(1)0 (P, t) + C(2)0T (P, t), (131a)
where the main term C
(1)
0 (P, t) that is proportional to Θ(P, t)
∗/Ω(t) is written
as
C
(1)
0 (P, t) =
√
2b+(P, t0)
Θ(P, t)∗
Ω(t)
exp[i∆P
∫ t
t0
dt′K0(t′)] sin[i
∫ t
t0
dt′Ω(t′)],
(131b)
and the secondary term C
(2)
0T (P, t) is given by
C
(2)
0T (P, t) = i
√
2b+(P, t0)
∫ t
t0
dt1{[i ∂
∂t1
(
Θ(P, t1)
∗
Ω(t1)
)− K0(t1)Θ(P, t1)
∗
Ω(t1)
∆P ]
× exp[i∆P
∫ t1
t0
dt′K0(t′)] sin[i
∫ t1
t0
dt′Ω(t′)]}. (131c)
The first-order solution for the coefficients b±(P, t) is given by
b
(1)
± (P, t) = b±(P, t)− b±(P, t0) = C(1)± (P, t)+C(2)±T (P, t)+F (1)± (P, t)+F (2)±T (P, t)
(132a)
where the main terms C
(1)
± (P, t) are given by
C
(1)
± (P, t) = ∓i
1√
2
b0(P, t0)
Θ(P, t)
Ω(t)
exp[−i∆P
∫ t
t0
dt′K0(t′)] exp[∓i
∫ t
t0
dt′Ω(t′)]
± i 1√
2
b0(P, t0)
Θ(P, t0)
Ω(t0)
, (132b)
and the secondary terms are
C
(2)
±T (P, t) = ±
1√
2
b0(P, t0)
∫ t
t0
dt1{[i ∂
∂t1
(
Θ(P, t1)
Ω(t1)
) +
K0(t1)Θ(P, t1)
Ω(t1)
∆P ]
× exp[−i∆P
∫ t1
t0
dt′K0(t′)] exp[∓i
∫ t1
t0
dt′Ω(t′)]}, (132c)
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F
(1)
± (P, t) = ±
1
4
b∓(P, t0)
Γ(P, t)
Ω(t)
exp[∓i
∫ t
t0
dt′2Ω(t′)]∓ 1
4
b∓(P, t0)
Γ(P, t0)
Ω(t0)
,
(132d)
F
(2)
±T (P, t) = ∓
1
4
b∓(P, t0)
∫ t
t0
dt1{[ ∂
∂t1
(
Γ(P, t1)
Ω(t1)
)] exp[∓i
∫ t1
t0
dt′2Ω(t′)]}.
(132e)
The dominating terms in the first-order approximation solution of (131a) and
(132a) are C
(1)
± (P, t), which are proportional to Θ(P, t)/Ω(t) and b0(P, t0). It can
turn out by integrating by parts the integral (132c) that the terms C
(2)
±T (P, t)
are proportional to Ω(t)−2. Thus, the terms C(2)±T (P, t) are secondary in the first-
order solution for a large Rabi frequency Ω(t). Similarly, it can turn out that
C
(2)
0T (P, t) ∝ b+(P, t0)Ω(t)
−2 and F (2)±T (P, t) ∝ b+(P, t0)Ω(t)
−2, by integrating by
parts the integrals (131c) and (132e), respectively. Thus, these terms C
(2)
0T (P, t)
and F
(2)
±T (P, t) are secondary with respect to the terms C
(1)
0 (P, t) and F
(1)
± (P, t),
respectively. On the other hand, the imperfection for the initial conditions
b+(P, t0) = b−(P, t0) 6= 0 could mainly affect C(1)0 (P, t) and F (1)± (P, t). Its mag-
nitude is approximately proportional to the factors |b±(P, t0)||Θ(P, t)|/Ω(t) or
|b±(P, t0)||Γ(P, t)|/Ω(t). Since |b±(P, t0)| << |b0(P, t0)|, these terms C(1)0 (P, t)
and F
(1)
± (P, t) are secondary with respect to the main terms C
(1)
± (P, t). Thus, the
error upper bound ||Bˆ(1)(P, t)||max in (128) may be determined from the main
terms C
(1)
± (P, t). Now by inserting b
(1)
0 (P, t) of (131a) and b
(1)
± (P, t) of (132a)
into (118) it can be found that the norm ||B(1)(P, t)|| is bounded by
||B(1)(P, t)|| ≤ |Θ(P, t)|
Ω(t)
+
|Θ(P, t0)|
Ω(t0)
=
√
θ˙(t)2 +K1(t)2|∆P |2
Ω(t)
+
√
θ˙(t0)2 +K1(t0)2|∆P |2
Ω(t0)
, (133)
where those secondary terms of the first-order approximation solution are ne-
glected and only the main terms C
(1)
± (P, t) of (132b) are used and |b0(P, t0)| ≤ 1
is also used. It is known that the initial mixing angle θ(t0)→ 0, as can be seen
in (35). Note that K1(t) = (k0+k1) sin 2θ(t)/(2M) and the time derivative θ˙(t)
of the mixing angle is given by
θ˙(t) =
Ω˙p(t) cos θ(t)− Ω˙s(t) sin θ(t)
Ω(t)
.
If the Rabi frequencies Ωp(t) and Ωs(t) are chosen suitably in experiment such
that at the initial and final times the mixing angle satisfies the relations:
tan θ(t0) = Ωp(t0)/Ωs(t0) ≈ Ω˙p(t0)/Ω˙s(t0)→ 0,
Ω˙p(t0 + T ) cos θ(t0 + T )− Ω˙s(t0 + T ) sin θ(t0 + T )→ 0,
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then the time derivative θ˙(t0) ≈ 0 and θ˙(t0 + T ) ≈ 0. On the other hand, the
momentum distribution satisfies |∆P | ≤ ∆PM/2 for a momentum wave-packet
state with an effective momentum bandwidth ∆PM . Therefore, at the initial
time |K1(t0)∆P | ≤ |K1(t0)|∆PM/2 = ∆PM (k0 + k1)| sin 2θ(t0)|/(4M) ≈ 0 if
the momentum wave-packet state has a finite wave-packet spread. Then in these
conditions the error upper bound ||Bˆ(1)(P, t)||max may be determined from, by
neglecting the second term on the rightest side of (133),
||B(1)(P, t)|| ≤ {
√
θ˙(t)2 + (∆PM )2(k0 + k1)2 sin
2 2θ(t)/(16M2)
Ω(t)
}max. (134)
Here the subscript ′max′ means that the function on the right-hand side of
(134) is taken as the maximum value in the time period t0 ≤ t ≤ t0 + T
of the STIRAP process. The first-order approximation adiabatic condition is
that the maximum value of the function on the right-hand side of (134) is
controlled to be smaller than some desired small value. (Notice that this first-
order adiabatic condition (134) is slightly different from that one (128a) in the
previous versions of this paper). As shown below, in the initial and final time
periods of the STIRAP process the adiabatic condition (134) still may be met
even if the Rabi frequency Ω(t) is small in these time periods. This is a global
adiabatic condition, since it is involved in the whole time period of the STIRAP
process. Here the global adiabatic condition has a different definition from the
conventional one in Ref. [4]. In the conventional STIRAP experiments [4, 15,
17, 18] the (local) adiabatic condition is defined as that at any instant of time
of the STIRAP process the population or probability in the two eigenstates
|g±(P, t)〉 that contain the excited internal state is much smaller unity. This
is approximately equivalent to the first inequality of (133) for the first-order
approximation, where the inequality symbol ′ ≤′ is replaced with ′ <<′ . On
the other hand, according to (119) the maximum matrix norm (||Mˆ(P, t)||max)
is determined from
||M(P, t)|| ≤ 1√
2
{2|Θ(P, t)|+ |Γ(P, t)|}
≤ 1√
2
{2
√
|θ˙(t)|2max + (k0 + k1)2(∆PM )2/(16M2) +
(∆PM )
2M
max(k0, k1)}
(135)
where |θ˙(t)|max is the maximum value of |θ˙(t)| in the whole STIRAP decelerating
or accelerating process. After the upper bound ||Bˆ(1)(P, t)||max and maximum
norm (||Mˆ(P, t)||max) are determined from (134) and (135), respectively, one
may determine the upper bound of the error term Er(x, r, t) from (128). It can
be seen from (134), (135), and (128) that the adiabatic condition (128) may
be better satisfied for a small time derivative θ˙(t), a short time period T , a
large Rabi frequency Ω(t), and a narrow momentum wave-packet state (∆PM is
small). If the time derivative θ˙(t) is smaller, then the time period T usually is
larger. Thus, there is a compromise between the settings of the time derivative
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θ˙(t) and the time period T in experiment. Obviously, one has the relation for
any basic STIRAP decelerating or accelerating process:
θ(t0 + T )− θ(t0) =
∫ t0+T
t0
dt′θ˙(t′) = π/2.
This relation may be used to determine the time period T if one knows the time
derivative θ˙(t) of the mixing angle.
It seems that the adiabatic conditions (116) and (128) could not be better
satisfied in the initial and final time periods, since the Rabi frequency Ω(t)
takes a smaller value in these time periods. It is well known that any STIRAP
experiment requires that at the initial and final time the mixing angle θ(t) satisfy
the constraint conditions:
θ(t0)→ 0, θ(t0 + T )→ π/2.
The two constraint conditions are compatible with the adiabatic conditions (116)
and (128). This can be seen from (134). At the initial time period the Rabi
frequency Ω(t) takes generally a smaller value, but at the same time the mixing
angle θ(t0) → 0 and its time derivative θ˙(t0) may be set to a value close to
zero, leading to that the value ||B(1)(P, t)|| may be kept at a smaller value at
the initial time period. At the final time the mixing angle θ(t0 + T )→ π/2 or
sin2 2θ(t0+T )→ 0 and the time derivative θ˙(t0+T ) also may be set to a value
close to zero. Then the value ||B(1)(P, t)|| still may be kept at a smaller value,
although the Rabi frequency Ω(t) takes a smaller value at the final time period.
These results show that in theory the adiabatic conditions (116) and (128) still
may be met in the initial and final time periods as long as the Raman laser
light beams of the STIRAP experiment are suitably designed. The adiabatic
conditions (116) and (128) could be better used for a conventional three-state
STIRAP experiment that uses a pair of copropagating Raman laser light beams
and those STIRAP-based decelerating and accelerating processes of the atomic
or molecular systems with a narrow momentum distribution.
The deviation Er(P, t) of (113) and its upper bound (116) are obtained for
a single basic STIRAP decelerating sequence (11). If a unitary decelerating
process consists of nd pairs of the basic STIRAP decelerating sequences (11)
and (63), then the total deviation generated in the unitary decelerating process
is bounded by
||Er(P, t)|| ≤ nd exp[(||Mˆk(P, t)||max)T ]× ||Bˆ(1)k (P, t)||max
+ nd exp[(||Mˆl(P, t)||max)T ]× ||Bˆ(1)l (P, t)||max, (136)
where the subscript k marks the basic STIRAP decelerating sequence (11) that
uses a pair of the Raman laser light beams with the Rabi frequency Ω(t), the
mixing angle θ(t), the wave numbers k1 and k2, and the carrier frequencies ω01
and ω02, while the subscript l denotes the basic STIRAP decelerating sequence
(63) that may use another pair of the Raman laser light beams with the Rabi
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frequency Ωl(t), the mixing angle θl(t), the wave numbers k
l
1 and k
l
2, and the
carrier frequencies ωl01 and ω
l
02. Both the basic STIRAP decelerating processes
have the same time period T . The upper bound of the total deviation Er(P, t)
on the right-hand side of the inequality (136) for the unitary decelerating or
accelerating process may be controlled by setting suitably the experimental
parameters of the Raman laser light beams, which include the Rabi frequencies
Ω(t) and Ωl(t), the mixing angles θ(t) and θl(t), and the time derivatives θ˙(t)
and θ˙l(t), and so on.
The basic STIRAP decelerating or accelerating process is a time-dependent
unitary quantum dynamical problem from the viewpoint of quantum mechan-
ics. The three-state basic STIRAP decelerating or accelerating process is a quite
simple unitary dynamical process, but it can describe completely the complex
STIRAP-based unitary decelerating and accelerating processes of a free atom.
It is relatively simple to solve approximately such a unitary dynamical problem
as the three-state basic STIRAP decelerating or accelerating process in quan-
tum mechanics, although this problem is time-dependent and it is difficult to
solve exactly the basic differential equations (26) except for some special cases
[39]. For example, one may use the conventional methods of successive approx-
imations [33] to solve these basic differential equations approximately when the
Rabi frequencies Ω(t) is large. As mentioned before, the Dyson series solution
(29) to the basic differential equations (26) or (28) may be used to calculate
the deviation of a real adiabatic condition from the ideal adiabatic condition.
The problem to be answered is that one needs to calculate how many leading
terms in the Dyson series (29) so that the result obtained is enough accurate.
The leading term number is dependent upon the desired error value and the
maximum norm of the matrix M(P, t) in (28). If one uses the first n terms
on the right-hand side of (113) to calculate the error term Er(P, t), then the
residual term may be given by
R(P, t) = {(1
i
)n+1
∫ t
t0
∫ t1
t0
...
∫ tn
t0
dt1dt2...dtn+1M(P, t1)M(P, t2)...M(P, tn+1)
+(
1
i
)n+2
∫ t
t0
∫ t1
t0
...
∫ tn+1
t0
dt1dt2...dtn+2M(P, t1)M(P, t2)...M(P, tn+2)
+ ......}B(P, t0). (137)
Then the residual term R(P, t) is bounded by
||R(P, t)|| ≤
∞∑
k=n+1
(t− t0)k
k!
(||Mˆ(P, t)||max)k
≤ (||Mˆ(P, t)||max(t− t0))
n+1
(n+ 1)!
exp[(||Mˆ(P, t)||max)(t− t0)] (138)
where ||B(P, t0)|| = 1 is used. Now (n+ 1)! ≈
√
2π(n+ 1)[(n+ 1)/e]n+1. Then
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the upper bound of the residual term is determined from
||R(P, t)|| ≤
{ ||Mˆ(P,t)||max(t−t0)(n+1)/e exp[ (||Mˆ(P,t)||max)(t−t0)n+1 ]}n+1√
2π(n+ 1)
. (139)
If (||Mˆ(P, t)||max)(t − t0) < (n + 1), then exp[ (||Mˆ(P,t)||max)(t−t0)n+1 ] < e. Thus,
if (n + 1)/e > ||Mˆ(P, t)||max(t − t0) exp[ (||Mˆ(P,t)||max)(t−t0)n+1 ], then the residual
term R(P, t) is exponentially small. Suppose that the upper bound of the error
term Er(P, t) is set to a given value εr : ||Er(P, t)|| ≤ εr. Then this requires the
residual term to satisfy ||R(P, t)|| << εr. The condition ||R(P, t)|| << εr can
be easily met by setting a minimum integer n such that
1√
2π(n+ 1)
{ ||Mˆ(P, t)||maxT
(n+ 1)/e
exp[
(||Mˆ(P, t)||max)T
n+ 1
]}n+1 << εr. (140)
Once the minimum integer n is determined, one may use the first n terms on
the right-hand side of (113) to calculate the error term Er(P, t) and its upper
bound, while the residual term R(P, t) does not affect significantly the final
result.
It can be seen from (133) that the first-order approximation solution shows
that the error upper bound ||B(1)(P, t)|| is mainly dependent upon the parame-
ter |Θ(P, t)|/Ω(t) and almost independent of the parameters Γ(P, t) and K0(t).
Actually, in the first-order approximation solution the parameter Γ(P, t) ap-
pears in the secondary terms F
(1)
± (P, t) and F
(2)
±T (P, t) and K0(t1) in the sec-
ondary terms C
(2)
±T (P, t) (these parameters may appear in the phase factors,
and if so, they do not make a contribution to the error upper bound). It is
known that the parameter Θ(P, t) = −θ˙(t) + i 12 (∆P/M)(k0 + k1) sin 2θ(t). If
the two Raman laser light beams are copropagating, then the wave-number sum
(k0+ k1) will be changed to the wave-number difference (k0− k1) in the param-
eter Θ(P, t). Then the effect of the momentum distribution on the error upper
bound ||B(1)(P, t)|| will be greatly weakened and the momentum distribution
will become a higher-order effect on the STIRAP state transfer. Therefore, in
this sense the copropagating Raman laser light beams used to construct the
STIRAP pulse sequence may be better than the counterpropagating ones to re-
alize the perfect STIRAP state transfer. Unlike the parameter Θ(P, t) these two
parameters Γ(P, t) and K0(t) are dependent on both the wave-number sum and
difference. That the momentum distribution affects the STIRAP state trans-
fer is mainly through the parameters Γ(P, t) and K0(t), which appear in the
higher-order terms in the Dyson series (29), if the copropagating Raman laser
light beams are used in the STIRAP state transfer. In fact, the maximum norm
(||Mˆ(P, t)||max) determined from (135) shows that it is proportional to |Γ(P, t)|.
These parameters make an important effect for the momentum distribution on
the STIRAP state transfer. Thus, that the conventional three-state STIRAP
experiments [4, 15] use the copropagating Raman laser light beams is favorable
for the perfect state transfer and may minimize the effect of the momentum
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distribution of the atomic and molecular systems under investigation on the
perfect state transfer. However, in the basic STIRAP decelerating or accel-
erating process the counterpropagating Raman laser light beams are generally
used so that the fast moving atom can be decelerated or accelerated more ef-
ficiently. On the other hand, the first-order solution (117) could not exactly
account for the momentum distribution in any case that either copropagating
or counterpropagating laser light beams is used in the STIRAP experiments.
The adiabatic conditions (116) and (128) are accurate, but due to that there is
an exponential correction factor in (116) and (128) they could not be met for a
broad momentum distribution. A broad momentum distribution is often met in
an atomic or molecular quantum ensemble. It is necessary to consider the effect
of the momentum distribution when these physical ensembles are decelerated
(or accelerated) by the STIRAP decelerating (or accelerating) pulse sequence.
Thus, it is necessary to find a more useful adiabatic condition that can account
for the effect of a broad momentum distribution on the STIRAP state transfer.
It is still complex to use the Dyson series solution (29) to calculate the error
term Er(P, t) of (113) and its upper bound. In the following an equivalent
transformation method based on the integration by parts to solve the basic
differential equations (26) is proposed so that the error term Er(P, t) of (113)
and its upper bound can be obtained conveniently in a high accuracy. On the
other hand, by solving the basic differential equations (26) to obtain an enough
accurate solution one may further use the solution to calculate conveniently
the time evolution process for the basic STIRAP decelerating and accelerating
processes for a free atom. Generally, it is quite inconvenient to calculate the time
evolution process of an atomic decelerating or accelerating process by directly
solving the Schro¨dinger equation. The present scheme is convenient to calculate
the time evolution process of the basic STIRAP decelerating or accelerating
process because it does not solve directly the original Schro¨dinger equation
but solves the three first-order differential equations (26) that are equivalent
to and much simpler than the original Schro¨dinger equation. The equivalent
transformation method to solve the basic equations (26) is based on the fact that
the Rabi frequency Ω(t) may be set to a large value in experiment. Though the
solution to the basic equations (26) obtained by this method is approximate, the
truncation error of the solution can be controlled as expected. The procedure
to solve the basic equations (26) with the equivalent transformation method
may be described below. By integrating the basic differential equations (26)
one obtains the equivalent integral equations:
b0(P, t)− b0(P, t0) = 1√
2
∫ t
t0
dt1{b+(P, t1)Θ(P, t1)∗
× exp[i∆P
∫ t1
t0
dt′K0(t′)] exp[i
∫ t1
t0
dt′Ω(t′)]}
+
1√
2
∫ t
t0
dt1{b−(P, t1)Θ(P, t1)∗ exp[i∆P
∫ t1
t0
dt′K0(t′)] exp[−i
∫ t1
t0
dt′Ω(t′)]},
(141a)
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b±(P, t)− b±(P, t0) = −i1
2
∫ t
t0
dt1{b∓(P, t1)Γ(P, t1) exp[∓i
∫ t1
t0
dt′2Ω(t′)]}
− 1√
2
∫ t
t0
dt1{b0(P, t1)Θ(P, t1) exp[−i∆P
∫ t1
t0
dt′K0(t′)] exp[∓i
∫ t1
t0
dt′Ω(t′)]}.
(141b)
Hereafter the initial condition (39) is used for convenience. The equivalent trans-
formation method is that by the integration by parts and another transformation
(see below) the integral equations (141) may be approximately reduced to the
three linear algebra equations. These three linear algebra equations are equiva-
lent to the original integral equations (141) if the initial condition (39) is taken
into account and when the truncation error can be neglected. At the first step
of the equivalent transformation method the integrals on the right-hand sides
of (141) are calculated by the integration by parts. Then the initial condition
(39) is used to simplify the calculated results If there are the time derivatives
of the variables b0(P, t) and b±(P, t) in the integrands after the integration by
parts, then one may use the basic differential equations (26) to replace these
time derivatives. As an example, by integrating by parts the equation (141b)
for the variable b+(P, t) and then using the basic differential equations (26) and
the initial condition (39), one can obtain the following equation:
b1+(P, t) ≡ b+(P, t) = b−(P, t)Γ−+1(P, t) exp[−i
∫ t
t0
dt′2Ω(t′)]
+ib0(P, t)Γ
0
+1(P, t) exp[−i∆P
∫ t
t0
dt′K0(t′)] exp[−i
∫ t
t0
dt′Ω(t′)]
−ib0(P, t0)Γ0+1(P, t0) + i
∫ t
t0
dt1{b+(P, t1)Γ+1 (P, t1)}
+i
∫ t
t0
dt1{b−(P, t1)Θ−+1(P, t1) exp[−i
∫ t1
t0
dt′2Ω(t′)]}
+
∫ t
t0
dt1{b0(P, t1)Θ0+1(P, t1) exp[−i∆P
∫ t1
t0
dt′K0(t′)] exp[−i
∫ t1
t0
dt′Ω(t′)]}
(142)
where the five amplitudes are given by
Γ−+1(P, t) =
1
4
Γ(P, t)
Ω(t)
, Γ0+1(P, t) = −
1√
2
Θ(P, t)
Ω(t)
,
Γ+1 (P, t) =
1
8
Γ(P, t)2 + 4|Θ(P, t)|2
Ω(t)
,
Θ−+1(P, t) =
1
2
{i1
2
∂
∂t
(
Γ(P, t)
Ω(t)
) +
|Θ(P, t)|2
Ω(t)
},
Θ0+1(P, t) =
1√
2
{i ∂
∂t
(
Θ(P, t)
Ω(t)
) +
1
4
Γ(P, t)Θ(P, t)
Ω(t)
+
K0(t)Θ(P, t)
Ω(t)
∆P}.
The equation (142) is almost completely equivalent to the original equation
(141b) for the variable b+(P, t). The unique difference between the two equa-
tions is that the equation (142) uses the initial condition (39), while the original
equation does not. The first four terms on the right-hand side of (142) may
be considered as the main terms, since these terms have a greater contribu-
tion to the solution b1+(P, t) of (142). On the other hand, each one of the
last two integrals on the right-hand side of (142) contains the integrands with
the largely oscillatory phase factor exp[−i ∫ t1t0 dt′Ω(t′)] or exp[−i ∫ t1t0 dt′2Ω(t′)].
These largely oscillatory phase factors make the two integrals secondary in the
solution (142). This can be seen by integrating by parts the two integrals once
again. If these two integrals are neglected, then one obtains the first-order ap-
proximation solution to the original equation (141b) for the variable b+(P, t),
since all the five amplitudes including Γ−+1(P, t), Γ
0
+1(P, t), etc., appearing in
the equation (142) are inversely proportional to the Rabi frequency Ω(t).
One may further obtain a better approximation solution than the first-order
one. This can be done by integrating by parts the last two integrals on the
right-hand side of (142) again. However, the fourth term (or the first integral)
contains the solution b+(P, t) itself on the right-hand side of (142). While one
may substitute the first-order approximation solution of b1+(P, t) into the integral
to obtain a better approximation, the calculation process becomes so complex
that one can only obtain a lower-order approximation solution. In order to
avoid this complex one may make a transformation on the solution b+(P, t)
to cancel the integral before integrating by parts the last two integrals. This
transformation is given by
bˆ1+(P, t) = b
1
+(P, t) exp[−i
∫ t
t0
dt1Γ
+
1 (P, t1)]. (143)
This transformation is the key point to the present equivalent transformation
method to solve the basic differential equations (26). By this transformation
and the initial condition (39) the transformed solution bˆ1+(P, t) may be written
as
bˆ1+(P, t) = b−(P, t)Γˆ
−
+1(P, t) exp[−i
∫ t
t0
dt′2Ω(t′)]
+ib0(P, t)Γˆ
0
+1(P, t) exp[−i∆P
∫ t
t0
dt′K0(t′)] exp[−i
∫ t
t0
dt′Ω(t′)]
−ib0(P, t0)Γˆ0+1(P, t0) + i
∫ t
t0
dt1{b−(P, t1)Θˆ−+1(P, t1) exp[−i
∫ t1
t0
dt′2Ω(t′)]}
+
∫ t
t0
dt1{b0(P, t1)Θˆ0+1(P, t1) exp[−i∆P
∫ t1
t0
dt′K0(t′)] exp[−i
∫ t1
t0
dt′Ω(t′)]}.
(144)
Now there is not any integral containing the solution b1+(P, t) itself on the right-
hand side of (144). The amplitudes of the solution bˆ1+(P, t) are related to those
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amplitudes of the solution b1+(P, t) of (142) by the recursive relations:
Γˆ−+1(P, t) = Γ
−
+1(P, t) exp[−i
∫ t
t0
dt1Γ
+
1 (P, t1)], (145a)
Γˆ0+1(P, t) = Γ
0
+1(P, t) exp[−i
∫ t
t0
dt1Γ
+
1 (P, t1)], (145b)
Θˆ−+1(P, t) = [Θ
−
+1(P, t) + Γ
−
+1(P, t)Γ
+
1 (P, t)] exp[−i
∫ t
t0
dt1Γ
+
1 (P, t1)], (145c)
Θˆ0+1(P, t) = [Θ
0
+1(P, t)− Γ0+1(P, t)Γ+1 (P, t)] exp[−i
∫ t
t0
dt1Γ
+
1 (P, t1)]. (145d)
The transformation (143) and the integration by parts may be called the equiv-
alent transformations as they does not generate any error term in these trans-
formation processes. The transformation (143) does not improve essentially the
first-order approximation solution, but it does simplify greatly the calculation
process to further obtain a higher-order approximation solution. Now by inte-
grating by parts the last two integrals on the right-hand side of (144) and using
the basic equations (26) and the initial condition (39) the solution bˆ1+(P, t) may
be written as
b2+(P, t) ≡ bˆ1+(P, t) = b−(P, t)Γ−+2(P, t) exp[−i
∫ t
t0
dt′2Ω(t′)]
+ib0(P, t)Γ
0
+2(P, t) exp[−i∆P
∫ t
t0
dt′K0(t′)] exp[−i
∫ t
t0
dt′Ω(t′)]
−ib0(P, t0)Γ0+2(P, t0) + i
∫ t
t0
dt1{b2+(P, t1)Γ+2 (P, t1)}
+i
∫ t
t0
dt1{b−(P, t1)Θ−+2(P, t1) exp[−i
∫ t1
t0
dt′2Ω(t′)]}
+
∫ t
t0
dt1{b0(P, t1)Θ0+2(P, t1) exp[−i∆P
∫ t1
t0
dt′K0(t′)] exp[−i
∫ t1
t0
dt′Ω(t′)]}
(146)
where the amplitudes satisfy the recursive relations:
Γ−+2(P, t) = Γˆ
−
+1(P, t)−
1
2
Θˆ−+1(P, t)
Ω(t)
, Γ0+2(P, t) = Γˆ
0
+1(P, t)+
Θˆ0+1(P, t)
Ω(t)
, (147a)
Γ+2 (P, t) = −[
1
4
Γ(P, t)Θˆ−+1(P, t)
Ω(t)
+
1√
2
Θ(P, t)∗Θˆ0+1(P, t)
Ω(t)
] exp[i
∫ t
t0
dt1Γ
+
1 (P, t1)],
(147b)
Θ−+2(P, t) = −i
1
2
∂
∂t
(
Θˆ−+1(P, t)
Ω(t)
)− 1√
2
Θ(P, t)∗Θˆ0+1(P, t)
Ω(t)
, (147c)
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Θ0+2(P, t) = −
1
2
√
2
Θ(P, t)Θˆ−+1(P, t)
Ω(t)
− i ∂
∂t
(
Θˆ0+1(P, t)
Ω(t)
)− K0(t)Θˆ
0
+1(P, t)
Ω(t)
∆P.
(147d)
The unique difference between the equation (146) and the original equation
(141b) for the variable b+(P, t) is that the initial condition (39) has been used
in (146), while it is not used in (141b). Now the amplitudes Γ+2 (P, t), Θ
−
+2(P, t),
and Θ0+2(P, t) of the last three integrals on the right-hand side of (146) are
inversely proportional to Ω(t)2. Thus, these three integrals are secondary with
respect to the first three terms on the right-hand side of (146). Moreover, the
last two integrals contain the integrands with the largely oscillatory phase factor
exp[−i ∫ t1
t0
dt′Ω(t′)] or exp[−i ∫ t1
t0
dt′2Ω(t′)]. Then the integration by parts shows
that these two integrals are secondary with respect to the other four terms on
the right-hand side of (146). Thus, by the integration by parts the last two
integrals becomes less important in the solution than before.
The above equivalent transformations can be repeated many times that the
solution bk+(P, t) (k = 1, 2, ...,) is transformed to the solution bˆ
k
+(P, t) by the
equivalent transformation similar to (143) and then the solution bˆk+(P, t) is
changed to the solution bk+1+ (P, t) by integrating by parts the last two inte-
grals of the solution bˆk+(P, t). The equivalent transformation from the solution
bk+(P, t) to the transformed solution bˆ
k
+(P, t) may be generally given by
bˆk+(P, t) = b
k
+(P, t) exp[−i
∫ t
t0
dt1Γ
+
k (P, t1)], k = 1, 2, .... (148)
The solutions bˆk+(P, t) and b
k
+(P, t) are called the k−order exact solutions to the
equation (141b) for the variable b+(P, t). From the solution b
k
+(P, t) to the trans-
formed solution bˆk+(P, t) the amplitudes {Γα+k(P, t), Θα+k(P, t)} (α = 0, −) of the
solution bk+(P, t) are transformed to the amplitudes {Γˆα+k(P, t), Θˆα+k(P, t)} of the
solution bˆk+(P, t) according to the recursive equations (145) if in the recursive
relations (145) one makes the following replacements: Γˆα+1(P, t) ↔ Γˆα+k(P, t),
Θˆα+1(P, t) ↔ Θˆα+k(P, t), Γα+1(P, t) ↔ Γα+k(P, t), Θα+1(P, t) ↔ Θα+k(P, t), for
α = 0,−, and Γ+1 (P, t)↔ Γ+k (P, t). On the other hand, from the solution bˆk+(P, t)
to the solution bk+1+ (P, t) the recursive relations for their amplitudes are still
given by (147) except the relation (147b), in which one needs to make the follow-
ing replacements: Γˆα+1(P, t) ↔ Γˆα+k(P, t), Θˆα+1(P, t) ↔ Θˆα+k(P, t), Γα+2(P, t) ↔
Γα+k+1(P, t), Θ
α
+2(P, t) ↔ Θα+k+1(P, t), for α = 0,−, and Γ+1 (P, t) ↔ Γ+k (P, t)
and Γ+2 (P, t)↔ Γ+k+1(P, t). The relation (147b) is modified to the form
Γ+k+1(P, t) = −[
1
4
Γ(P, t)Θˆ−+k(P, t)
Ω(t)
+
1√
2
Θ(P, t)∗Θˆ0+k(P, t)
Ω(t)
]
× exp[i
∫ t
t0
dt1Γ
+
k (P, t1)] exp[i
∫ t
t0
dt1Γ
+
k−1(P, t1)]... exp[i
∫ t
t0
dt1Γ
+
1 (P, t1)].
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It can be found that after integrating by parts the last two integrals of the
solution bˆk+(P, t) many times, the two integrals become less and less important
in the solution. Actually, it can turn out that the amplitudes Θˆ−+k(P, t) and
Θˆ0+k(P, t) of the solution bˆ
k
+(P, t) is inversely proportional to the k−th power of
the Rabi frequency Ω(t), that is, Θˆ−+k(P, t) ∝ Ω(t)
−k and Θˆ0+k(P, t) ∝ Ω(t)
−k.
Thus, by making only a few equivalent transformations of the integration by
parts one can obtain a highly accurate solution to the original equation (141b)
for the variable b+(P, t) even if the last two integrals are neglected.
Now it is easy to obtain the first-order approximation solution to the orig-
inal equation (141b) for the variable b+(P, t) from the equation (144) by ne-
glecting the last two integrals on the right-hand side of (144). The first-order
approximation solution is a linear algebra equation with the three variables
{b0(P, t) − b0(P, t0), b±(P, t)} and is given by
b+(P, t) ≡ b1+(P, t) = b−(P, t)Γ−+1(P, t) exp[−i
∫ t
t0
dt′2Ω(t′)]
+i(b0(P, t) − b0(P, t0))Γ0+1(P, t) exp[−i∆P
∫ t
t0
dt′K0(t′)] exp[−i
∫ t
t0
dt′Ω(t′)]
+ib0(P, t0)Γ
0
+1(P, t) exp[−i∆P
∫ t
t0
dt′K0(t′)] exp[−i
∫ t
t0
dt′Ω(t′)]
− ib0(P, t0)Γ0+1(P, t0) exp[i
∫ t
t0
dt1Γ
+
1 (P, t1)], (149)
while the truncation error is just the last two integrals:
E+r1(P, t) = exp[i
∫ t
t0
dt1Γ
+
1 (P, t1)]
×{i
∫ t
t0
dt1{b−(P, t1)Θˆ−+1(P, t1) exp[−i
∫ t1
t0
dt′2Ω(t′)]}
+
∫ t
t0
dt1{b0(P, t1)Θˆ0+1(P, t1) exp[−i∆P
∫ t1
t0
dt′K0(t′)] exp[−i
∫ t1
t0
dt′Ω(t′)]}}.
By the integration by parts it can turn out that the error term E+r1(P, t) is
bounded by
|E+r1(P, t)| ≤
1
2
|Θˆ−+1(P, t)|
Ω(t)
+
|Θˆ0+1(P, t)|
Ω(t)
+
|Θˆ0+1(P, t0)|
Ω(t0)
+
∫ t
t0
dt1{|Γ+2 (P, t1)|+ |Θ−+2(P, t1)|+ |Θ0+2(P, t1)|}. (150)
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It is clear that this error upper bound is inversely proportional to Ω(t)2. The
second-order approximation solution is given by
b2+(P, t) = b−(P, t)Γ
−
+2(P, t) exp[−i
∫ t
t0
dt′2Ω(t′)]
+i(b0(P, t) − b0(P, t0))Γ0+2(P, t) exp[−i∆P
∫ t
t0
dt′K0(t′)] exp[−i
∫ t
t0
dt′Ω(t′)]
+ib0(P, t0)Γ
0
+2(P, t) exp[−i∆P
∫ t
t0
dt′K0(t′)] exp[−i
∫ t
t0
dt′Ω(t′)]
− ib0(P, t0)Γ0+2(P, t0) exp[i
∫ t
t0
dt1Γ
+
2 (P, t1)] (151)
and the truncation error is bounded by
|E+r2(P, t)| ≤
1
2
|Θˆ−+2(P, t)|
Ω(t)
+
|Θˆ0+2(P, t)|
Ω(t)
+
|Θˆ0+2(P, t0)|
Ω(t0)
+
∫ t
t0
dt1{|Γ+3 (P, t1)|+ |Θ−+3(P, t1)|+ |Θ0+3(P, t1)|}. (152)
Obviously, this error upper bound is inversely proportional to Ω(t)3. The first-
and second-order approximation solutions may be used to set up the adiabatic
condition.
By using the similar equivalent transformations mentioned above one may
obtain the k−order exact solution bk−(P, t) (k = 1, 2, ...) from the equation
(141b) for the variable b−(P, t),
bk−(P, t) = b+(P, t)Γ
+
−k(P, t) exp[i
∫ t
t0
dt′2Ω(t′)]
+ib0(P, t)Γ
0
−k(P, t) exp[−i∆P
∫ t
t0
dt′K0(t′)] exp[i
∫ t
t0
dt′Ω(t′)]
−ib0(P, t0)Γ0−k(P, t0) + i
∫ t
t0
dt1{bk−(P, t1)Γ−k (P, t1)}
+i
∫ t
t0
dt1{b+(P, t1)Θ+−k(P, t1) exp[i
∫ t1
t0
dt′2Ω(t′)]}
+
∫ t
t0
dt1{b0(P, t1)Θ0−k(P, t1) exp[−i∆P
∫ t1
t0
dt′K0(t′)] exp[i
∫ t1
t0
dt′Ω(t′)]}.
(153)
The equation (153) is equivalent to the original equation (141b) for the variable
b−(P, t) if the initial condition (39) is taken into account. In particular, the
first-order exact solution b1−(P, t) ≡ b−(P, t) and its five amplitudes are given
by
Γ+−1(P, t) = −
1
4
Γ(P, t)
Ω(t)
, Γ0−1(P, t) =
1√
2
Θ(P, t)
Ω(t)
, (154a)
Γ−1 (P, t) = −
1
8
Γ(P, t)2 + 4|Θ(P, t)|2
Ω(t)
, (154b)
Θ+−1(P, t) = −
1
2
{i1
2
∂
∂t
(
Γ(P, t)
Ω(t)
) +
|Θ(P, t)|2
Ω(t)
}, (154c)
Θ0−1(P, t) =
1√
2
{i ∂
∂t
(
Θ(P, t)
Ω(t)
) +
1
4
Γ(P, t)Θ(P, t)
Ω(t)
+
K0(t)Θ(P, t)
Ω(t)
∆P}. (154d)
The equivalent transformation from the solution bk−(P, t) of (153) to the solution
bˆk−(P, t) is given by
bˆk−(P, t) = b
k
−(P, t) exp[−i
∫ t
t0
dt1Γ
−
k (P, t1)]. (155)
By the transformation (155) and the initial condition (39) the fourth term on
the right-hand side of (153) is cancelled and the solution bk−(P, t) is changed to
the transformed solution bˆk−(P, t):
bˆk−(P, t) = b+(P, t)Γˆ
+
−k(P, t) exp[i
∫ t
t0
dt′2Ω(t′)]
+ib0(P, t)Γˆ
0
−k(P, t) exp[−i∆P
∫ t
t0
dt′K0(t′)] exp[i
∫ t
t0
dt′Ω(t′)]
−ib0(P, t0)Γˆ0−k(P, t0) + i
∫ t
t0
dt1{b+(P, t1)Θˆ+−k(P, t1) exp[i
∫ t1
t0
dt′2Ω(t′)]}
+
∫ t
t0
dt1{b0(P, t1)Θˆ0−k(P, t1) exp[−i∆P
∫ t1
t0
dt′K0(t′)] exp[i
∫ t1
t0
dt′Ω(t′)]}.
(156)
The recursive relations for the amplitudes of both the solutions bˆk−(P, t) and
bk−(P, t) are given by
Γˆ+−k(P, t) = Γ
+
−k(P, t) exp[−i
∫ t
t0
dt1Γ
−
k (P, t1)], (157a)
Γˆ0−k(P, t) = Γ
0
−k(P, t) exp[−i
∫ t
t0
dt1Γ
−
k (P, t1)], (157b)
Θˆ+−k(P, t) = [Θ
+
−k(P, t) + Γ
+
−k(P, t)Γ
−
k (P, t)] exp[−i
∫ t
t0
dt1Γ
−
k (P, t1)], (157c)
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Θˆ0−k(P, t) = [Θ
0
−k(P, t) − Γ0−k(P, t)Γ−k (P, t)] exp[−i
∫ t
t0
dt1Γ
−
k (P, t1)]. (157d)
After making the integration by parts on the last two integrals on the right-
hand side of (156) the solution bˆk−(P, t) is changed to the (k + 1)−order exact
solution bk+1− (P, t) which is also given by (153). The recursive relations between
the amplitudes of both the solutions bˆk−(P, t) and b
k+1
− (P, t) are generally given
by
Γ+−(k+1)(P, t) = Γˆ
+
−k(P, t) +
1
2
Θˆ+−k(P, t)
Ω(t)
, (158a)
Γ0−(k+1)(P, t) = Γˆ
0
−k(P, t) −
Θˆ0−k(P, t)
Ω(t)
, (158b)
Γ−k+1(P, t) = [
1
4
Γ(P, t)Θˆ+−k(P, t)
Ω(t)
+
1√
2
Θ(P, t)∗Θˆ0−k(P, t)
Ω(t)
]
× exp[i
∫ t
t0
dt1Γ
+
k (P, t1)] exp[i
∫ t
t0
dt1Γ
+
k−1(P, t1)]... exp[i
∫ t
t0
dt1Γ
+
1 (P, t1)],
(158c)
Θ+−(k+1)(P, t) = i
1
2
∂
∂t
(
Θˆ+−k(P, t)
Ω(t)
) +
1√
2
Θ(P, t)∗Θˆ0−k(P, t)
Ω(t)
, (158d)
Θ0−(k+1)(P, t) =
1
2
√
2
Θ(P, t)Θˆ+−k(P, t)
Ω(t)
+ i
∂
∂t
(
Θˆ0−k(P, t)
Ω(t)
) +
K0(t)Θˆ
0
−k(P, t)
Ω(t)
∆P.
(158e)
The recursive relations (157c), (157d), (158d), and (158e) show that in the last
two integrals of the k−order exact solution bˆk−(P, t) of (156) the amplitudes
Θˆ+−k(P, t) and Θˆ
0
−k(P, t) are inversely proportional to the k−th power of the
Rabi frequency Ω(t), that is, Θˆ+−k(P, t) ∝ Ω(t)
−k and Θˆ0−k(P, t) ∝ Ω(t)
−k.
Thus, by making a few equivalent transformations one may obtain a high-order
approximation solution from the exact solution bk−(P, t) or bˆ
k
−(P, t). The first-
order approximation solution may be obtained from the exact solution bˆ1−(P, t)
by neglecting the last two integrals on the right-hand side of (156) (k = 1),
b−(P, t) ≡ b1−(P, t) = b+(P, t)Γ+−1(P, t) exp[i
∫ t
t0
dt′2Ω(t′)]
+i(b0(P, t) − b0(P, t0))Γ0−1(P, t) exp[−i∆P
∫ t
t0
dt′K0(t′)] exp[i
∫ t
t0
dt′Ω(t′)]
+ib0(P, t0)Γ
0
−1(P, t) exp[−i∆P
∫ t
t0
dt′K0(t′)] exp[i
∫ t
t0
dt′Ω(t′)]
− ib0(P, t0)Γ0−1(P, t0) exp[i
∫ t
t0
dt1Γ
−
1 (P, t1)], (159)
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and the truncation error is just given by these last two integrals neglected, and
by the integration by parts it can turn out that the truncation error is bounded
by
|E−r1(P, t)| ≤
1
2
|Θˆ+−1(P, t)|
Ω(t)
+
|Θˆ0−1(P, t)|
Ω(t)
+
|Θˆ0−1(P, t0)|
Ω(t0)
+
∫ t
t0
dt1{|Γ−2 (P, t1)|+ |Θ+−2(P, t1)|+ |Θ0−2(P, t1)|}. (160)
The error upper bound is proportional to Ω(t)−2. The second-order approxima-
tion solution is obtained from the exact solution bˆ2−(P, t) by neglecting the last
two integrals on the right-hand side of (156) (k = 2),
b2−(P, t) = b+(P, t)Γ
+
−2(P, t) exp[i
∫ t
t0
dt′2Ω(t′)]
+ib0(P, t)Γ
0
−2(P, t) exp[−i∆P
∫ t
t0
dt′K0(t′)] exp[i
∫ t
t0
dt′Ω(t′)]
− ib0(P, t0)Γ0−2(P, t0) exp[i
∫ t
t0
dt1Γ
−
2 (P, t1)] (161)
and the truncation error is bounded by
|E−r2(P, t)| ≤
1
2
|Θˆ+−2(P, t)|
Ω(t)
+
|Θˆ0−2(P, t)|
Ω(t)
+
|Θˆ0−2(P, t0)|
Ω(t0)
+
∫ t
t0
dt1{|Γ−3 (P, t1)|+ |Θ+−3(P, t1)|+ |Θ0−3(P, t1)|}. (162)
The error upper bound is proportional to Ω(t)−3. The first- and second-order
approximation solutions may be used to set up the adiabatic condition below.
With the help of the equivalent transformations similar to those used above
one may obtain the k−order exact solution for the variable b0(P, t) from the
equation (141a). At first the first-order exact solution may be given by
b0(P, t)− b0(P, t0) = ib+(P, t)Γ+01(P, t) exp[i∆P
∫ t
t0
dt′K0(t′)] exp[i
∫ t
t0
dt′Ω(t′)]
+ib−(P, t)Γ−01(P, t) exp[i∆P
∫ t
t0
dt′K0(t′)] exp[−i
∫ t
t0
dt′Ω(t′)]
+
∫ t
t0
dt1{b+(P, t1)Θ+01(P, t1) exp[i∆P
∫ t1
t0
dt′K0(t′)] exp[i
∫ t1
t0
dt′Ω(t′)]}
+
∫ t
t0
dt1{b−(P, t1)Θ−01(P, t1) exp[i∆P
∫ t1
t0
dt′K0(t′)] exp[−i
∫ t1
t0
dt′Ω(t′)]}
(163)
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where the four amplitudes are given by
Γ+01(P, t) = −Γ−01(P, t) = −
1√
2
Θ(P, t)∗
Ω(t)
,
Θ+01(P, t) = −Θ−01(P, t) = i
∂
∂t
(
Θ(P, t)∗
Ω(t)
)− 1
2
Γ(P, t)Θ(P, t)∗
Ω(t)
−K0(t)Θ(P, t)
∗
Ω(t)
∆P.
A special point in the first-order exact solution (163) is that there is not any
term containing the solution b0(P, t) itself on the right-hand side of (163). Thus,
one may make directly the integration by parts on the last two integrals on the
right-hand side of (163). Here still denote that δb0(P, t) = b0(P, t)−b0(P, t0) and
δb±(P, t) = b±(P, t) − b±(P, t0). Then the second-order exact solution δb20 (P, t)
may be expressed as
δb20 (P, t) ≡ δb0(P, t) = ib+(P, t)Γ+02(P, t) exp[i∆P
∫ t
t0
dt′K0(t′)] exp[i
∫ t
t0
dt′Ω(t′)]
+ib−(P, t)Γ−02(P, t) exp[i∆P
∫ t
t0
dt′K0(t′)] exp[−i
∫ t
t0
dt′Ω(t′)]
+ib0(P, t0)Γ
00
2 (P, t) + i
∫ t
t0
dt1{δb20 (P, t1)Γ02(P, t1)}
+
∫ t
t0
dt1{b+(P, t1)Θ+02(P, t1) exp[i∆P
∫ t1
t0
dt′K0(t′)] exp[i
∫ t1
t0
dt′Ω(t′)]}
+
∫ t
t0
dt1{b−(P, t1)Θ−02(P, t1) exp[i∆P
∫ t1
t0
dt′K0(t′)] exp[−i
∫ t1
t0
dt′Ω(t′)]}
(164)
where the amplitudes are given by
Γ+02(P, t) = Γ
+
01(P, t)−
Θ+01(P, t)
Ω(t)
, Γ−02(P, t) = Γ
−
01(P, t) +
Θ−01(P, t)
Ω(t)
,
Γ002 (P, t) =
∫ t
t0
dt1Γ
0
2(P, t1), Γ
0
2(P, t) = −
√
2
Θ(P, t)Θ+01(P, t)
Ω(t)
,
Θ+02(P, t) = −Θ−02(P, t) = i
∂
∂t
(
Θ+01(P, t)
Ω(t)
)
−K0(t)Θ
+
01(P, t)
Ω(t)
∆P − 1
2
Γ(P, t)Θ−01(P, t)
Ω(t)
.
Now the first-order approximation solution may be obtained from the first-order
exact solution (163) by neglecting the last two integrals on the right-hand side
of (163). It is given by
δb0(P, t) = ib+(P, t)Γ
+
01(P, t) exp[i∆P
∫ t
t0
dt′K0(t′)] exp[i
∫ t
t0
dt′Ω(t′)]
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+ ib−(P, t)Γ−01(P, t) exp[i∆P
∫ t
t0
dt′K0(t′)] exp[−i
∫ t
t0
dt′Ω(t′)] (165)
and the truncation error is just the last two integrals on the right-hand side of
(163), and it can turn out by the integration by parts that the truncation error
is bounded by
|E0r1(P, t)| ≤
2|Θ+01(P, t)|
Ω(t)
+
∫ t
t0
dt1{|Γ02(P, t1)|+ 2|Θ+02(P, t1)|}. (166)
This error upper bound is clearly proportional to Ω(t)−2. A higher-order ex-
act solution than the second-order one (164) may be obtained by integrating
by parts the last two integrals in (164), but it needs first to eliminate the
fourth term that contains the solution δb20 (P, t) itself on the right-hand side
of (164). This can be done by making an equivalent transformation on the so-
lution δb20 (P, t). In general, for the k−order exact solution δbk0 (P, t) (k = 2, 3, ...)
the equivalent transformation is written as
δˆ
bk
0 (P, t) = δ
bk
0 (P, t) exp[−i
∫ t
t0
dt1Γ
0
k(P, t1)]. (167)
Then the k−order transformed solution δˆbk0 (P, t) may be expressed as
δˆ
bk
0 (P, t) = ib+(P, t)Γˆ
+
0k(P, t) exp[i∆P
∫ t
t0
dt′K0(t′)] exp[i
∫ t
t0
dt′Ω(t′)]
+ib−(P, t)Γˆ−0k(P, t) exp[i∆P
∫ t
t0
dt′K0(t′)] exp[−i
∫ t
t0
dt′Ω(t′)]+ib0(P, t0)Γˆ00k (P, t)
+
∫ t
t0
dt1{b+(P, t1)Θˆ+0k(P, t1) exp[i∆P
∫ t1
t0
dt′K0(t′)] exp[i
∫ t1
t0
dt′Ω(t′)]}
+
∫ t
t0
dt1{b−(P, t1)Θˆ−0k(P, t1) exp[i∆P
∫ t1
t0
dt′K0(t′)] exp[−i
∫ t1
t0
dt′Ω(t′)]}
(168)
where the amplitudes satisfy the recursive relations:
Γˆ+0k(P, t) = Γ
+
0k(P, t) exp[−i
∫ t
t0
dt1Γ
0
k(P, t1)], (169a)
Γˆ−0k(P, t) = Γ
−
0k(P, t) exp[−i
∫ t
t0
dt1Γ
0
k(P, t1)], (169b)
Γˆ00k (P, t) =
∫ t
t0
dt1{[ ∂
∂t1
Γ00k (P, t1)] exp[−i
∫ t1
t0
dt′Γ0k(P, t
′)]}, (169c)
Θˆ+0k(P, t) = [Θ
+
0k(P, t)− Γ+0k(P, t)Γ0k(P, t)] exp[−i
∫ t
t0
dt1Γ
0
k(P, t1)], (169d)
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Θˆ−0k(P, t) = [Θ
−
0k(P, t) − Γ−0k(P, t)Γ0k(P, t)] exp[−i
∫ t
t0
dt1Γ
0
k(P, t1)]. (169e)
From the k−order transformed solution δˆbk0 (P, t) to the (k + 1)−order solution
δbk+10 (P, t) there is an equivalent transformation of the integration by parts. The
(k + 1)−order exact solution δbk+10 (P, t) is still given by (164) as long as one
makes the replacement: δb20 (P, t) ↔ δbk+10 (P, t) and the following replacements
for the amplitudes:
Γα02(P, t)↔ Γα0k+1(P, t), Θα02(P, t)↔ Θα0k+1(P, t), α = +,−;
Γ002 (P, t)↔ Γ00k+1(P, t), Γ02(P, t)↔ Γ0k+1(P, t).
The recursive relations for the amplitudes between the two solutions δˆ
bk
0 (P, t)
and δbk+10 (P, t) (k ≥ 2) are given by
Γ+0k+1(P, t) = Γˆ
+
0k(P, t)−
Θˆ+0k(P, t)
Ω(t)
, Γ−0k+1(P, t) = Γˆ
−
0k(P, t)+
Θˆ−0k(P, t)
Ω(t)
, (170a)
Γ00k+1(P, t) = Γˆ
00
k (P, t) +
1√
2
∫ t
t0
dt1{−Θ(P, t1)Θˆ
+
0k(P, t1)
Ω(t1)
+
Θ(P, t1)Θˆ
−
0k(P, t1)
Ω(t1)
},
(170b)
Γ0k+1(P, t) = [−
1√
2
Θ(P, t)Θˆ+0k(P, t)
Ω(t)
+
1√
2
Θ(P, t)Θˆ−0k(P, t)
Ω(t)
]
× exp[i
∫ t
t0
dt1Γ
0
k(P, t1)] exp[i
∫ t
t0
dt1Γ
0
k−1(P, t1)]... exp[i
∫ t
t0
dt1Γ
0
2(P, t1)],
(170c)
Θ+0k+1(P, t) = i
∂
∂t
(
Θˆ+0k(P, t)
Ω(t)
)−K0(t)Θˆ
+
0k(P, t)
Ω(t)
∆P− 1
2
Γ(P, t)Θˆ−0k(P, t)
Ω(t)
, (170d)
Θ−0k+1(P, t) = −i
∂
∂t
(
Θˆ−0k(P, t)
Ω(t)
) +
K0(t)Θˆ
−
0k(P, t)
Ω(t)
∆P +
1
2
Γ(P, t)Θˆ+0k(P, t)
Ω(t)
.
(170e)
It can turn out that the amplitudes Θ+0k(P, t) and Θ
−
0k(P, t) of the k−order exact
solution δbk0 (P, t) are inversely proportional to Ω(t)
−k. Thus, the last two inte-
grals of the k−order exact solution δbk0 (P, t) have a negligible contribution to
the solution if the Rabi frequency Ω(t) is large. Now the second-order approxi-
mation solution may be obtained from the second-order exact solution δˆ
b2
0 (P, t)
of (168),
δb20 (P, t) = ib+(P, t)Γ
+
02(P, t) exp[i∆P
∫ t
t0
dt′K0(t′)] exp[i
∫ t
t0
dt′Ω(t′)]
+ib−(P, t)Γ−02(P, t) exp[i∆P
∫ t
t0
dt′K0(t′)] exp[−i
∫ t
t0
dt′Ω(t′)]
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− b0(P, t0){1− exp[i
∫ t
t0
dt1Γ
0
2(P, t1)]}, (171)
while the truncation error is given by the last two integrals on the right-hand
side of (168), and the truncation error upper bound is determined from
|E0r2(P, t)| ≤
|Θˆ+02(P, t)|
Ω(t)
+
|Θˆ−02(P, t)|
Ω(t)
+
∫ t
t0
dt1{|Γ03(P, t)|+ |Θ+03(P, t)| + |Θ−03(P, t)|}. (172)
This error upper bound is clearly proportional to Ω(t)−3.
Now by solving the three first-order approximation solutions (149), (159),
and (165), which are all linear algebra equations, one may obtain the first-
order approximation solution to the basic equations (141). At first according
to the first-order approximation solutions (149), (159), and (165) and their
truncation errors the first-order exact solution to the equations (141) may be
formally written as, (this is really the first-order approximation solutions plus
their truncation errors),
b+(P, t) = α
+
−b−(P, t) + α
+
0 δ
b
0(P, t) + β
+
0 + E
+
r1(P, t), (173a)
b−(P, t) = α−+b+(P, t) + α
−
0 δ
b
0(P, t) + β
−
0 + E
−
r1(P, t), (173b)
δb0(P, t) = α
0
+b+(P, t) + α
0
−b−(P, t) + E
0
r1(P, t), (173c)
where the truncation errors E±r1(P, t) and E
0
r1(P, t) may be considered as small
parameters and any other parameters such as α+−, α
−
+, α
0
+, etc., can be obtained
directly from the first-order approximation solutions (149), (159), and (165).
These three equations are linear algebra equations as E±r1(P, t) and E
0
r1(P, t)
are considered as the small parameters. The exact solution to the three linear
algebra equations (173) may be written as
δb±(P, t) = δ±m(P, t) + E
±
rt(P, t), δ
b
0(P, t) = δ0m(P, t) + E
0
rt(P, t), (174)
where the main terms are written as
δ±m(P, t) = ∓i 1√
2
b0(P, t0)F (P, t)
×{Θ(P, t)
Ω(t)
exp[−i∆P
∫ t
t0
dt′K0(t′)] exp[∓i
∫ t
t0
dt′Ω(t′)]
− Θ(P, t0)
Ω(t0)
exp[±i1
8
∫ t
t0
dt1
Γ(P, t1)
2 + 4|Θ(P, t1)|2
Ω(t1)
]}, (175a)
δ0m(P, t) = 0. (175b)
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Here the factors F (P, t) and G±(P, t) are defined by
F (P, t) =
1 + 12
|Θ(P,t)|2
Ω(t)2
1 + 116
Γ(P,t)2
Ω(t)2 +
|Θ(P,t)|2
Ω(t)2
, G±(P, t) =
± 14 Γ(P,t)Ω(t) + 12 |Θ(P,t)|
2
Ω(t)2
1 + 116
Γ(P,t)2
Ω(t)2 +
|Θ(P,t)|2
Ω(t)2
.
The factors G±(P, t) appear in the error terms E±rt(P, t) and E
0
rt(P, t), as can
be seen below. Then the upper bound of the error term that is generated by
the main terms δ±m(P, t) and δ0m(P, t) is determined from
||E(1)r (P, t)|| =
√
|δ+m(P, t)|2 + |δ−m(P, t)|2 + |δ0m(P, t)|2
≤ F (P, t)[ |Θ(P, t)|
Ω(t)
+
|Θ(P, t0)|
Ω(t0)
]. (176)
It is clear that this upper bound is proportional to Ω(t)−1. Notice that the factor
F (P, t) is unity approximately if |Θ(P, t)|2/Ω(t)2 << 1 and Γ(P, t)2/Ω(t)2 << 1.
By comparing the inequality (176) with the inequality (133) one can find that
if the factor F (P, t) is unity, then the inequality (176) is really the inequality
(133) that leads to the first-order approximation adiabatic condition (134).
Now investigate the secondary error terms E±rt(P, t) and E
0
rt(P, t) in the
exact solution (174). These error terms contain the first-order truncation errors
E±r1(P, t) and E
0
r1(P, t) (See: (150), (160), and (166)). They may be written as
E±rt(P, t) = E
±2
rt (P, t) + E
±3
rt (P, t) + E
±4
rt (P, t), (177a)
E0rt(P, t) = E
02
rt (P, t) + E
03
rt (P, t) + E
04
rt (P, t) + E
05
rt (P, t), (177b)
where E±2rt (P, t), E
02
rt (P, t) ∝ Ω(t)
−2; E±3rt (P, t), E
03
rt (P, t) ∝ Ω(t)
−3; E±4rt (P, t),
E04rt (P, t) ∝ Ω(t)
−4; E05rt (P, t) ∝ Ω(t)
−5. It is not difficult to obtain the upper
bounds for all these error terms, but one needs only to consider the dominating
terms E±2rt (P, t) and E
02
rt (P, t) that are proportional to Ω(t)
−2, since the trun-
cation errors E±r1(P, t) and E
0
r1(P, t) are proportional to Ω(t)
−2 and the other
error terms E±krt (P, t) and E
0l
rt(P, t) (k = 3, 4; l = 3, 4, 5) are higher-order and
can be neglected with respect to the dominating terms E±2rt (P, t) and E
02
rt (P, t).
The dominating error terms are given by
E±2rt (P, t) = E
±
r1(P, t)F (P, t) ±
1√
2
G±(P, t) exp[∓i
∫ t
t0
dt′2Ω(t′)]
×{ib0(P, t0)Θ(P, t)
Ω(t)
exp[−i∆P
∫ t
t0
dt′K0(t′)] exp[±i
∫ t
t0
dt′Ω(t′)]
− ib0(P, t0)Θ(P, t0)
Ω(t0)
exp[∓i1
8
∫ t
t0
dt1
Γ(P, t1)
2 + 4|Θ(P, t1)|2
Ω(t1)
]}, (178a)
E02rt (P, t) = E
0
r1(P, t) − b0(P, t0)F (P, t)
|Θ(P, t)|2
Ω(t)2
83
+b0(P, t0)F (P, t)
Θ(P, t)∗
Ω(t)
Θ(P, t0)
Ω(t0)
exp[i∆P
∫ t
t0
dt′K0(t′)]
× cos{
∫ t
t0
dt1[Ω(t1) +
Γ(P, t1)
2 + 4|Θ(P, t1)|2
8Ω(t1)
]}. (178b)
The last term on the right-hand sides of (178) for each one of the error terms
E±2rt (P, t) and E
02
rt (P, t) is proportional to the value Θ(P, t0)/Ω(t0) at the initial
time t0 of the basic STIRAP decelerating or accelerating process. As discussed
before (See: (133) and (134)), the initial value |Θ(P, t0)|/Ω(t0) may be controlled
to be so small that it can be neglected. Then the norm for the error vector
(E02rt (P, t), E
+2
rt (P, t), E
−2
rt (P, t))
T is bounded by
||E(2)r (P, t)|| =
√
|E+2rt (P, t)|2 + |E−2rt (P, t)|2 + |E02rt (P, t)|2
≤
√
|E0r1(P, t)|2 + |F (P, t)|2(|E+r1(P, t)|2 + |E−r1(P, t)|2)
+
|Θ(P, t)|
Ω(t)
√
|F (P, t)|2 |Θ(P, t)|
2
Ω(t)2
+
1
2
|G+(P, t)|2 + 1
2
|G−(P, t)|2. (179)
This error upper bound is proportional to Ω(t)−2. Now it follows from (174)
and (177) and then the inequalities (176) and (179) that the total deviation of
a real STIRAP adiabatic process from the ideal one at any instant of time is
bounded by
||Er(P, t)|| =
√
|δb+(P, t)|2 + |δb−(P, t)|2 + |δb0(P, t)|2
≤ ||E(1)r (P, t)||+ ||E(2)r (P, t)||
≤ F (P, t) |Θ(P, t)|
Ω(t)
+
√
|E0r1(P, t)|2 + |F (P, t)|2(|E+r1(P, t)|2 + |E−r1(P, t)|2)
+
|Θ(P, t)|
Ω(t)
√√√√|F (P, t)|2 |Θ(P, t)|2
Ω(t)2
+
1
16
Γ(P,t)2
Ω(t)2 +
1
4
|Θ(P,t)|4
Ω(t)4
[1 + 116
Γ(P,t)2
Ω(t)2 +
|Θ(P,t)|2
Ω(t)2 ]
2
, (180)
where the upper bounds for the truncation errors |E+r1(P, t)|, |E−r1(P, t)|, and
|E0r1(P, t)| are obtained from (150), (160), and (166), respectively. In order to
obtain the global adiabatic condition one needs to limit the maximum value on
the rightest side of (180) not to be more than a desired small value over the
effective momentum region [P ] and in the whole time period t0 ≤ t ≤ t0 + T
of the STIRAP decelerating or accelerating process. Denote Ad(P, t) as the
function on the rightest side of (180). Then the global adiabatic condition may
be expressed as
||Er(P, t)|| ≤ Ad(P, t) ≤ max
P∈[P ], t0≤t≤t0+T
{Ad(P, t)} ≤ εr, (181)
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where εr is the desired value and εr << 1. Unlike the adiabatic condition
(128) there is not an exponential correction factor in the adiabatic condition
(180) and (181). The adiabatic condition (180) and (181) consists of the first-
order term that is proportional to Ω(t)−1 and the second-order terms that are
proportional to Ω(t)−2, while the adiabatic condition (128) is the first-order
term with the factor F (P, t) = 1 times the exponential correction factor. Thus,
the adiabatic condition (180) and (181) is much less severe than the adiabatic
condition (128), the latter is most severe for a quantum ensemble with a broad
momentum distribution. However, just like the adiabatic condition (128) the
adiabatic condition (180) and (181) is also strict and accurate (It is not difficult
to include the omitted secondary error terms of (177) in the adiabatic condition
(180) and (181)). Therefore, if any one of the two general adiabatic conditions
is met, then a better STIRAP pulse sequence is obtained and the perfect state
(or population) transfer may be realized by the STIRAP pulse sequence. The
adiabatic condition (180) and (181) may be more useful in practice to realize
the perfect STIRAP state (or population) transfer in an atomic or molecular
ensemble with a broad momentum distribution. It may also be used to realize
the STIRAP decelerating and accelerating processes in the laser cooling and
the quantum coherence interference experiments of a cold atomic or molecular
ensemble.
The adiabatic condition (180) and (181) is still slightly severe. This is be-
cause it is based on the first-order approximation solution to the basic equations
(141), leading to that the upper bounds for the truncation errors |E+r1(P, t)|,
|E−r1(P, t)|, and |E0r1(P, t)| are not the lowest ones. As known before, these trun-
cation errors are proportional to Ω(t)−2. A better adiabatic condition may be
set up on the basis of the second-order approximation solution to the basic equa-
tions (141), which are given by (151), (161), and (171), and the corresponding
truncation error upper bounds |E+r2(P, t)|, |E−r2(P, t)|, and |E0r2(P, t)| are given
by (152), (162), and (172), respectively. These upper bounds are proportional
to Ω(t)−3. Thus, they are the lower ones with respect to those truncation error
upper bounds of the first-order solution, leading to that the adiabatic condition
based on the second-order approximation solution is better one.
It is known that in the adiabatic condition (180) and (181) the truncation
errors |E+r1(P, t)|, |E−r1(P, t)|, and |E0r1(P, t)| are proportional to Ω(t)−2 and
the factor F (P, t) is a function of the ratio Γ(P, t)2/Ω(t)2. Then the parame-
ter Γ(P, t) appears only in those terms that are proportional to Ω(t)−2 on the
rightest side of (180). This is different from the case that the parameter Θ(P, t)
may appear in the first term on the rightest side of (180) that is proportional
to Ω(t)−1. Thus, the parameter Γ(P, t) has a smaller contribution to the adi-
abatic condition (180) and (181) than the parameter Θ(P, t). As pointed out
before, the effect of the momentum distribution is dependent upon whether the
Raman laser light beams of a STIRAP experiment are copropagating or coun-
terpropagating. Consider that the Raman laser light beams are copropagating.
Then the momentum distribution could have a relatively small effect, because
in this case the parameter Θ(P, t) has a smaller value. This is correct for the
first-order approximation adiabatic condition (134). However, it could not be
so simple for the inequality (180) in a quantum ensemble with a broad momen-
tum distribution. When the first term on the rightest side of (180) is smaller
due to a small parameter Θ(P, t), the second and third terms could become
more important and have a dominating contribution to the adiabatic condition
(180) and (181). Then in this case the parameters Γ(P, t) and K0(t) become
more important in the adiabatic condition (180) and (181), resulting in that the
momentum distribution has a large effect on the adiabatic condition. There-
fore, the momentum distribution needs to be considered explicitly even for a
conventional STIRAP state (or population) transfer experiment in a quantum
ensemble with a broad momentum distribution, which uses the copropagating
Raman laser light beams. Obviously, for the STIRAP decelerating and acceler-
ating processes in a quantum ensemble with a broad momentum distribution,
which use the counterpropagating Raman laser light beams, one needs to con-
sider generally the effect of the momentum distribution on the STIRAP state
(or population) transfer.
The present adiabatic theoretical methods including the equivalent trans-
formation method to solve the basic differential equations (26) not only can be
used to set up a general adiabatic condition for the basic STIRAP decelerating
and accelerating processes of a single atom or molecule or a quantum ensemble
of the atoms or molecules, but also they will have an extensive application in
other research fields such as the NMR spectroscopy (See: for example, Ref. [41])
and the magnetic resonance image (MRI).
8. Discussion
In the paper the standard three-state STIRAP population transfer theory
in the laser spectroscopy [4, 15, 16, 17, 18] has been developed to describe theo-
retically the STIRAP-based unitary decelerating and accelerating processes of a
single freely moving atom by combining the superposition principle in quantum
mechanics [25] and the energy, momentum, and angular momentum conserva-
tion laws for the atomic photon absorption and emission processes [5, 19]. There
are similar theoretical works or developments to describe the atomic laser cool-
ing process [5, 19, 20, 21] in a neutral atom ensemble and the atomic quantum
interference experiments [10, 12] in a cold atomic ensemble. There are also a
number of works to investigate the atomic decelerating and accelerating pro-
cesses by the laser light techniques [21, 23, 24]. However, the present work
is focused on the analytical and quantitative investigation how the momentum
distribution of a superposition of the momentum states of a pure-state quantum
system such as a single freely moving atom affects the state-transfer efficiency
in these STIRAP unitary decelerating and accelerating processes. It empha-
sizes the complete STIRAP state transfer and the unitarity of these processes.
This means that in the present work any decoherence effect of the atomic sys-
tem under study is not considered. A main purpose to investigate the effect of
the momentum distribution on the STIRAP state transfer is to build up bet-
ter STIRAP unitary decelerating and accelerating sequences, so that the time-
and space-compressing processes of the quantum control process to simulate
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the reversible and unitary state-insensitive halting protocol [22] can be realized
through these decelerating and accelerating processes. Thus, this is involved
in setting up a general adiabatic condition for the STIRAP unitary decelerat-
ing and accelerating processes. In the paper two general adiabatic conditions
have been obtained analytically, one based on the Dyson series solution to the
basic differential equations to govern the STIRAP processes, another based on
the equivalent transformation method to solve the basic differential equations.
Both the general adiabatic conditions may be used to set up a conventional
STIRAP experiment and also the STIRAP-based decelerating and accelerat-
ing processes. A complete STIRAP state transfer could be achieved only in
the ideal adiabatic condition. Generally, it is hard to achieve a complete state
transfer for the STIRAP processes when the atomic momentum superposition
state has a broad momentum distribution. However, in the ideal or nearly ideal
adiabatic condition an almost complete STIRAP state transfer may be realized
if the superposition of the momentum states has a small effective wave-packet
spreading or a narrow momentum distribution. When the initial motional state
of a freely moving atom is a Gaussian wave-packet state, the final motional state
of the atom is still a perfect or almost perfect Gaussian wave-packet state after
the atom undergoes the STIRAP unitary decelerating (or accelerating) process
in the ideal or nearly ideal adiabatic condition. Therefore, in the paper it is
shown that the time- and space-compressing processes of the quantum control
process [22] can be realized almost perfectly through the STIRAP decelerating
and accelerating processes in the ideal or nearly ideal adiabatic condition. This
is one of the important results in the paper.
The standard STIRAP population transfer theory is generally based on the
semiclassical theory of electromagnetic radiation. In the semiclassical theory the
externally applied electromagnetic fields such as the Raman laser light beams
are considered as the classical electromagnetic fields, while the atomic system
itself and the interaction between the atomic system and the external electro-
magnetic fields are treated quantum mechanically. It has been shown that the
semiclassical theory can describe almost perfectly the three-state STIRAP pop-
ulation transfer experiments of the atomic and molecular beams in the laser
spectroscopy [4, 15, 16, 17, 18]. On the other hand, the semiclassical theory
is also successful to describe the STIRAP-based laser cooling processes in a
neutral atomic ensemble [20, 21] and especially the atomic quantum interfer-
ence experiments in a cold neutral atom ensemble [10, 12, 13, 14]. In the paper
the semiclassical theory also is directly employed to describe the STIRAP-based
unitary decelerating and accelerating processes of a single atom. The semiclassi-
cal theory of electromagnetic radiation generally can not explain reasonably the
atomic spontaneous emission [1, 25, 26]. However, it is suited to describe these
STIRAP unitary decelerating and accelerating processes due to that these STI-
RAP processes can avoid the atomic spontaneous emission by setting suitably
the experimental parameters.
As far as the Hamiltonian of Eq. (4) to describe the three-state STIRAP
experiment of an atom system is concerned, there are three requirements: (i)
the three-state subspace for the atomic internal states is closed under the Hamil-
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tonian; (ii) the electric-dipole approximation is satisfied; and (iii) the rotating
wave approximation (RWA) is reasonable. The first requirement can be sat-
isfied if one chooses suitably the atom and its three internal states and the
experimental parameters of the Raman laser light beams. Since the size of an
atom is generally much less than the wave lengths of the Raman laser light
beams at the optical frequencies (∼ ω01 and ω02), the second requirement may
be met generally. If the Raman laser light beams are strong, it can turn out
that in the first approximation the strong laser light field may generate a Bloch-
Siegert shift to the transition frequency of the atomic internal energy levels [1].
When the Rabi frequencies (Ωp(t) and Ωs(t)) of the Raman laser light beams
are much less than the resonance frequencies (ω01 and ω02) of the atomic inter-
nal energy levels and the detunings for the Raman laser light beams are small,
the magnitude of the Bloch-Siegert shifts generated by the Raman laser light
beams at the optical frequencies is very small and may be negligible and hence
the rotating wave approximation is reasonable [1]. However, it is also conve-
nient to correct the Bloch-Siegert shifts in the STIRAP experiment because one
needs only to add the Bloch-Siegert shifts to the resonance frequencies (ω01
and ω02). A simple evaluation for the Bloch-Siegert shifts can be seen in Ref.
[1] and a general treatment may use the average Hamiltonian theory [34]. On
the other hand, it is also possible to apply an extra laser light field for each
one of the Raman laser light beams in the STIRAP experiment to compensate
the rotating-wave approximation. In fact, if each one of the two Raman laser
light beams in the STIRAP experiment is replaced with a pair of the laser light
beams with the orthogonal electric field vectors and the suitable phases [38],
one can eliminate the rotating-wave approximation. Similarly, one may also use
the circularly polarized lights to prepare the dipole interaction Hamiltonian (10)
without the rotating wave approximation [19, 38].
There is also another condition to be met that the electromagnetic field of
any Raman laser light beam is considered as an infinite plane-wave electromag-
netic field when calculating the time evolution process of a freely moving atom
under the STIRAP unitary decelerating and accelerating processes. Here the
infinite plane-wave electromagnetic field has spatially uniform amplitude and
phase. This condition can be met only when the electromagnetic field can en-
compass sufficiently the whole wave-packet motional state of the moving atom.
Note that the electromagnetic field of the Raman laser light beam propagates
along a direction parallel to the atomic moving direction in one-dimensional
space. Since the atom is in a Gaussian wave-packet motional state which has a
finite wave-packet spreading, then one can set suitably the experimental param-
eters for the Raman laser light beam such that the electromagnetic field in space
is much wider than the effective wave-packet spreading of the atomic motional
state during the whole decelerating or accelerating process. Then in this case
the electromagnetic field in space can be reasonably considered as an infinite
and uniform plane-wave electromagnetic field for the atomic wave-packet mo-
tional state. The condition may be satisfied more easily for a heavy atom as
the wave-packet motional state for such atom has a more narrow wave-packet
spreading. If the electromagnetic field in space has a finite bandwidth less than
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or comparable to the wave-packet spreading of an atomic motional state, then
it can not be considered as an infinite and uniform plane-wave electromagnetic
field and the electric dipole interaction of Eq. (10) with space-independent Rabi
frequencies is not suited to describe the STIRAP process, since in this case the
Rabi frequencies are dependent upon the spatial coordinate [35].
As an important result in the paper, it is shown that if a free atom is in
a Gaussian wave-packet motional state at the initial time, then it is still in a
Gaussian wave-packet motional state after it is decelerated (or accelerated) by
the STIRAP-based unitary decelerating (or accelerating) sequence in the ideal
or nearly ideal adiabatic condition. As far as a Gaussian wave-packet state is
concerned, there are two types of time- and space-dependent unitary evolution
processes that do not change the Gaussian wave-packet shape of the atomic
motional state. The first type is that the unitary evolution processes may ma-
nipulate and control the center-of-mass position and/or momentum of a Gaus-
sian wave-packet state but can not manipulate at will the complex linewidth
of a Gaussian wave-packet state. The second type is that the unitary evolu-
tion processes may manipulate and control the complex linewidth of a Gaussian
wave-packet state. The STIRAP-based unitary decelerating and accelerating
processes belong to the first type. This type of the unitary evolution processes
tend to have the property that in the unitary evolution process the imaginary
part of the complex linewidth of a Gaussian wave-packet state increases linearly
with the time period of the unitary evolution process, while the real part usually
keeps unchanged, i.e., the wave-packet spreading of the Gaussian wave-packet
state becomes larger and larger early or late as the time period increases. These
unitary evolution processes which have the property also include the free-particle
motion and the atomic bouncing process off a hard potential wall in the special
case. Thus, the free-particle motion and the atomic bouncing process may be
assigned to the first type. The Hamiltonians of the quantum systems to create
the first type of the time- and space-dependent unitary propagators usually can
not be singly used to generate their inverse unitary propagators without any
help of the interactions from outside the quantum systems. Therefore, this type
of unitary evolution processes do not have their own inverse unitary propaga-
tors in these quantum systems separated from the outside or their environment.
Obviously, these separate quantum systems also include the isolated quantum
systems in the quantum statistical physics and they are described completely
by the Hamiltonians of the quantum systems. These unitary evolution pro-
cesses could be considered to be self-irreversible in the sense that there do not
exist their own inverse unitary propagators in the same separate quantum sys-
tems, although these processes obey the unitary quantum dynamics and their
inverse unitary propagators could be generated with the help of the specific
interactions from outside the quantum systems. Take a free-particle motion as
a typical example. A free-particle motion can be described completely by the
unitary propagator U(t) = exp[−ip2t/(2mℏ)]. Of course, one may also choose
the unitary propagator U(t)+ = exp[ip2t/(2mℏ)] to describe the free-particle
motion. However, once one chooses one of the two unitary propagators to de-
scribe the free-particle motion, another is the inverse propagator of the chosen
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unitary propagator. The free particle may move toward the left or the right in
the coordinate axis and both the motions can be described by the same unitary
propagator U(t). Now the inverse free-particle motion is described by the uni-
tary propagator U(t)+. The Hamiltonian H = p2/2m of the free particle can
really generate only the unitary propagator U(t) (or U(t)+) but can not really
generate both the unitary propagator U(t) and its inverse propagator U(t)+
simultaneously by the Schro¨dinger equation iℏ∂U(t)/∂t = H(t)U(t). One may
take a hermite conjugate on the Schro¨dinger equation and then could obtain
U(t)+, but taking a Hermite conjugate is not a real physical process and hence
there does not exist the inverse propagator U(t)+ in the free-particle quantum
system. Then the inverse free-particle motion will never really take place if the
free particle is not acted on by any external interaction. In other words, one
may argue that the time reversal process (i.e., the inverse free-particle motion)
may be a real physical process [25, 30], but this process can not really take
place for the free particle without any help of the specific external interactions.
Then in this sense the free-particle motion is really self-irreversible, although
it is governed by the unitary propagator U(t). Of course, it is possible to con-
struct the inverse unitary propagator of the free particle if the specific external
interactions are applied to the free particle. How to construct these inverse
propagators of the type of time- and space-dependent unitary propagators men-
tioned above will be reported in next paper. As pointed out in the previous
papers [22, 36], such a situation that a quantum system that obeys the uni-
tary quantum dynamics can not really have both the unitary propagator and
its inverse propagator is often met in the quantum systems which are used to
implement a quantum computation. The spontaneously irreversible processes
of isolated quantum systems in the quantum statistical physics [40] could be
related to the situation. It has been stressed in the previous papers [22, 36, 37]
that these irreversible processes should be understood through the unitary quan-
tum dynamics instead of the stochastic process and probability statistics [40],
and they could be related to the difference between the unitary evolution pro-
cess and its inverse process. On the other hand, there also exist other quantum
systems that have both the unitary propagators and their inverse propagators,
where both the types of the unitary propagators can be generated by the same
Hamiltonians of the quantum systems. A conventional harmonic oscillator is
typically one of such quantum systems. In the quantum statistical physics such
quantum systems obey completely the Poincare´′s recurrence theorem.
There are the second type of time- and space-dependent unitary propagators
that can manipulate and control the complex linewidth of a Gaussian wave-
packet motional state. A general quadratic Hamiltonian can generate a time-
and space-dependent unitary propagator that can keep the Gaussian shape un-
changed for a Gaussian wave-packet motional state under the action of the
unitary propagator. Obviously, the Hamiltonian is different from those of the
STIRAP unitary decelerating and accelerating processes. One needs this type
of unitary propagators to manipulate and control the complex linewidth of a
Gaussian wave-packet motional state to build up the quantum circuit for the
reversible and unitary state-insensitive halting protocol and also needs their in-
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verse unitary propagators to realize the efficient quantum search process [22,
36]. How to construct these unitary propagators will be reported in next paper
(Arxiv: quant-ph/0708.2129).
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