Abstract. We study the problem of designing at minimum cost a two-connected network such that each edge belongs to a cycle using at most K edges. This problem is a particular case of the two-connected networks with bounded meshes problem studied by Fortz, Labb e and Ma oli 6].
Introduction. Telecommunication network planning has become in the last
decade an important problem area for developing and applying optimization models. Telephone companies have initiated extensive modeling and planning e orts to expand and upgrade their transmission facilities.
Recently, Fortz et al. 6 ] introduced a new model for the topological design of backbone telecommunication networks. The two-connected network with bounded rings (or meshes) problem (2CNBR) consists in designing a minimum cost network N with the following constraints:
1. N contains at least two node-disjoint paths between every pair of nodes (2-connectivity constraints), and 2. each edge of N must belong to at least one cycle whose length is bounded by a given constant K (ring constraints).
In the most common mathematical model for topological network design, a graph G = (V; E) is considered where V is the set of nodes that have to be connected and E is the set of edges, that is the set of potential links between nodes. Each edge e of E has a xed nonnegative cost c e and the objective is to nd the subset F of E of minimum total cost, such that the resulting network N = (V; F) satis es some survivability requirement. This requirement can be that the network be either k-edge connected or k-node-connected, which means that the removal of any (k ? 1) or fewer edges (respectively, nodes) leaves G connected.
In most cases, two-connected networks have been found to provide a su cient level of survivability. Hence, a considerable amount of research has focused on socalled low-connectivity constrained network design problems, i.e. problems for which each node j is characterized by a requirements r j 2 f0; 1; 2g and minfr v ; r w g nodedisjoint paths between every pair of distinct nodes v, w are required. Work on this kind of problem goes from the early contributions of Steiglitz et al. 11 ] to the more recent articles of Gr otschel and Monma 7], Boyd and Hao 2], Monma and Shallcross 10], Gr otschel et al. 8, 9] , and others. For in depth surveys in this area the reader is referred to Fortz 3] and Gr otschel et al. 9 ].
The minimum-cost two-connected network is often a Hamiltonian cycle. Therefore, any edge failure would require to reroute the ow that passed through that edge, using all the edges of the network, an obviously undesirable feature. Fortz et al. 6] propose to add ring constraints to limit the region of in uence of the tra c which is necessary to reroute if a connection is broken. They propose a rst branch-and-cut algorithm to solve the problem as well as several constructive heuristics. More recently, Fortz and Labb e 5] study the structure of the underlying polyhedra, deriving new classes of facet-de ning inequalities.
An important application of ring constraints appear in topologies using the emerging technology of self-healing rings. Self-healing rings are cycles in the network equipped in such a way that any link failure in the ring is automatically detected and the tra c rerouted by the alternative path in the cycle. It is natural to impose a limited length of these rings. This is equivalent to set a bound on the length of the shortest cycle including each edge. In practice, the length of the ring is computed as the number of hops, i.e. the number of nodes that compose the ring. This corresponds to the particular case of 2CNBR that arises when a unit length is given to each edge.
In this paper, we derive additional properties for this particular case. The next section introduces some notation and a mathematical formulation for our model. In Section 3, we compute a lower bound on the number of edges in any feasible solution.
This bound is used in Section 4 to show that the problem is NP-complete even for K xed, and is then extended to a new class of valid inequalities in Section 5.
2. Notation and model. As mentioned before, we represent the given set of nodes and possible cable connections by an undirected graph G = (V; E). Throughout this paper, n := jV j and m := jEj will denote the number of nodes and edges of G.
Given the graph G = (V; E) and W V , the edge set (W ) := ffi; jg 2 E j i 2 W; j 2 V nWg is called the cut induced by W. We write G (W ) to make clear | in case of possible ambiguities | with respect to which graph the cut induced by W is considered. The degree of a node v is the cardinality of (v). The set E(W) := ffi; jg 2 E j i 2 W; j 2 Wg is the set of edges having both end nodes in W. We denote by G(W) = (W; E(W)) the subgraph induced by edges having both end nodes in W. If E(W) is empty, W is an independent set. G=W is the graph obtained from G by contracting the nodes in W to a new node w (retaining parallel edges).
We denote by V ? z := V nfzg and E ? e := Enfeg the subsets obtained by removing one node or one edge from the set of nodes or edges, and G ? z denotes the graph (V ? z; En (fzg)), i.e. the graph obtained by removing a node z and its incident edges from G. This is extended to a subset Z V of nodes by the notation G ? Z := (V nZ; En( (Z) E(Z))).
Each edge e := fi; jg 2 E, has a xed cost c e := c ij representing the cost of establishing the direct link connection. The cost of a network N = (V; F) where F E is a subset of possible edges is denoted by c(F) := P e2F c e . The distance between two nodes i and j in this network is denoted by d F (i; j) and is given by the minimum number of edges in a path linking these two nodes in F.
A useful tool to analyze feasible solutions of 2CNBR is the restriction of a graph to bounded rings. Given a graph G = (V; E) and a constant K > 0, we de ne for each subset of edges F E its restriction to bounded rings F K as F K := e 2 F : e belongs to at least one cycle of length less than or equal to K in F :
The subgraph G K = (V; E K ) is the restriction of G to bounded rings. Remark that an edge e 2 EnE K will never belong to a feasible solution of 2CNBR.
In order to formulate the 2CNBR problem, we associate with every subset F E an incidence vector x F = (x F e ) e2E It is clear that the rank of the fundamental cycle matrix C is = m ? n + 1. With respect to scalars in f0; 1g and the addition modulo 2 (that we denote by ), the fundamental cycles are independent, and we can de ne a vector space for which the fundamental cycles form a basis. This vector space is called the cycle space, and all the other cycles in G can be obtained as a linear combination of rows representing the fundamental cycles in C. The dimension of the cycle space is also called the cyclomatic number of the graph.
More details about fundamental cycles and the cycle space can be found e.g. in Berge 1] .
We can now prove the rst important result of this section. Proof. Since G is two-edge-connected, each edge belongs to a cycle, which can be obtained by a linear combination of the elements of a basis of the cycle space. This means that each edge must belong to at least one cycle in a basis, or, in other words, Let C be a fundamental cycle matrix for G. If a subset of the fundamental cycles that use at most K nodes covers the edges, it forms the requested covering. Otherwise, we transform C in a cycle matrix C 0 of rank such that the subset of cycles of C 0 that use at most K nodes covers the network.
In order to obtain that transformation, we now show that a cycle matrix of rank , de ning r(r ) cycles using at most K nodes, and such that these r cycles do not cover the set of edges E, can be transformed into a cycle matrix of rank , de ning r + 1 cycles using at most K nodes. By applying this construction iteratively to the fundamental cycle matrix C, we create a sequence of matrices of rank , thus covering the edges of the network by independent cycles, and such that the number of cycles using at most K nodes is increased by one at each step. We stop when these cycles using at most K nodes cover the network, i.e. these form the requested covering.
This occurs in a nite number of steps, since in the worst case, we end with a matrix containing cycles, each using at most K nodes, and that cover all the edges.
Let C 1 be a m cycle matrix of rank and suppose there are r cycles using at most K nodes in C 1 . Without loss of generality, we can suppose these cycles form the r rst rows of C 1 , i.e. C 1 is of the form
where C r is a r m cycle matrix such that each cycle de ned by C r uses at most K nodes and C t is a ( ? r) m cycle matrix such that each cycle de ned by C t uses at least K + 1 nodes. Suppose cycles in C r do not cover the network, i.e. there exists an edge e 2 E which does not belong to any cycle in C r . This edge must belong to a cycle using at most K nodes. Since C 1 is of rank , can be obtained by a linear combination of its rows. Moreover, since no cycle in C r uses e, the linear combination uses at least one row of C t . Replacing this row of C t by the linear combination of rows de ning , we obtain a new cycle matrix C 2 of same rank and de ning r + 1 cycles using at most K nodes. The matrix C r of cycles using at most 3 nodes consists of the rst 3 rows of C. However, the column corresponding to e 4 in C r is null, meaning e 4 is not covered by C r . But e 4 2 = fe 4 ; e 5 ; e 9 g and is obtained by combining 4 corresponding sub-matrix is null, meaning 1 ; 2 ; 3 and form a covering of the network as requested in Theorem 3.1.
Theorem 3.1 is the key to establish the main result of this section. i.e. G contains at least M(n; K) edges.
Proof. From Theorem 3.1, there exists a covering of G by at most m ? n + 1 independent cycles using at most K nodes. We consider two disjoint cases :
1. There exists a covering satisfying Theorem 3.1 and using at most m?n cycles.
In this case, the sum of the number of edges used in each cycle is greater than or equal to m, since the cycles cover the network. Moreover, since each cycle uses at most K edges, we have m (m ? n)K;
and the integrality of m allows to conclude that m n + n K ? 1 :
2. All coverings satisfying Theorem 3.1 use exactly m ? n + 1 cycles.
It means that there exists such a covering which is also a basis of the cycle space. We rst show that each cycle in this covering shares at least one edge with the others. Suppose it is not the case for some cycle in the covering.
Since the network is two-connected, there exist two nodes u and v in the subset of the nodes of adjacent to nodes that do not belong to (the boundary of ) and that are linked by a path P with no edge in common with , as depicted in Figure 3 .3. Two other paths P 1 and P 2 between u and v form . Combining P with P 1 and P 2 respectively, we obtain two new cycles 1 = P P 1 and 2 = P P 2 . Since the covering de nes a basis, 1 and 2
can be obtained by a linear combination of the cycles in the covering. If we suppose the edges are ordered starting from those in P 1 then P 2 , and nally the remaining edges, the vector corresponding to has the form Since one of these two cases must occur, (3.2) or (3.3) is satis ed, thus the number of edges m satis es (3.1).
Theorem 3.2 provides a lower bound on the number of edges in a feasible solution. This bound is tight, as we will see in the proof of Theorem 5.2, and it is useful for showing that the problem is NP-complete, which is done in the next section. Moreover, a similar application of Theorem 3.1 leads to some classes of strong valid inequalities that are described in Section 5.
4. Complexity. In this section, we show that the recognition version of the 2CNBR problem is NP-complete for any xed value of the bound K. This problem is NP-complete and it can be transformed into R2CNBR in the following way.
If K n, nding a Hamiltonian cycle is equivalent to nding a two-connected network of cost less than or equal to n, for the same graph, with unit edge costs. But K n implies that R2CNBR is equivalent to the two-connected network problem, Since F is two-connected, the degree of each node in this solution is at least two. Moreover, for each v k i , i = 1; : : : ; n; k = 1; : : : ; K ? 3, there are only two possible edges, and these edges must belong to any feasible solution. There are (K ?2)n such edges that form n paths of length K ? 2 In this way, we get a subgraph (V 0 ; F) with Kn edges, with exactly n edges in F(V 0 ), corresponding to edges in E. We show that these edges form a Hamiltonian cycle in G. Since there are exactly n edges, it is su cient to show that these induce a two-connected subgraph of G, i.e. that F(V 0 ) is two-connected. Let x e M(n; K) = n + min n ? K K ? 2 ; n K ? 1 is a valid inequality for 2CNBR. In this section, we extend this result to new classes of valid inequalities for 2CNBR.
Our rst result is an extension of Theorem 3.2 to a partition of V .
Proposition 5.1. Let G = (V; E) be a graph with n = jV j nodes, K 3 a given constant, and W 1 ; W 2 ; : : : ; W p (p 2) a partition of V . Then
is a valid inequality for 2CNBR.
Proof. Let F be a feasible solution to the 2CNBR problem and letĜ denote the contracted graph (V; F)=W 1 = : : : =W p , andm the number of edges inĜ. We show thatm M(p; K).
It is easy to see thatĜ is two-edge-connected and that each edge inĜ belongs to a cycle using at most K edges.
IfĜ is two-connected, Theorem 3.2 holds forĜ, i.em M(p; k). Otherwise, G contains q 1 articulation points. Let z be one of these nodes, obtained after the contraction of a subset Z V of nodes in G ( Figure 5.1(a,b) ). Since F is twoconnected, the boundary of Z contains at least two nodes. Let u be one of these nodes. Replacing z by two nodes z 1 and z 2 , and replacing each edge incident to z by an edge connected to z 1 if the corresponding edge in G was connected to u, and by an edge connected to z 2 otherwise, we obtain a graph with one articulation point less, as illustrated in Figure 5 .1(c). However, it is possible that this new graph contains some edges not belonging to a cycle using at most K edges. In this case, let e be one of these edges. Before replacing z, e belonged to at least one feasible cycle. Each of these cycles has been replaced by a path from z 1 to z 2 . It is easy to see that one of these paths must contain at most K ? 1 edges, otherwise the corresponding edge in F cannot belong to a feasible cycle. Therefore, adding an edge linking z 1 and z 2 is su cient to create a feasible cycle containing e ( Figure 5.1(d) ). Repeating this construction for each articulation point, we obtain a two-connected graph G such that each edge in G belongs to a cycle using at most K edges. Since G has p + q nodes, it contains at least M(p + q; K) edges by Theorem 3.2, and by our construction, it contains at mostm + q edges. These constructions are illustrated in Figure 5 .2 for n = 12 and K = 4. It is easy to see that F 1 and F 2 de ne feasible solutions of 2CNBR, and that jF 1 j = jF 2 j = M(n; K). Therefore, the incidence vectors of F 1 and F 2 lie in F b . Since F 2 is obtained from F 1 by replacing edge fv i1 ; v i2 g by fv i2 ; v iK+1 g, x(E) M(n; k) in P G;K is contained in the facet F b induced by b T x . Our aim is to show that b e has the same value for all e 2 E. Consider a permutation fi 1 ; : : : ; i n g of f1; : : :; ng, and the two following sets 
