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Abstract 
/\n ndaptive tesscll<~tion variant of the CMAC architecture is introduced. Adaptive tessellation is 
an errm·~based scheme for distributing input representations. Simulations show th<lt the new network 
outperforms the original CMAC nt a vnriety of learning tasks, including leJrning the inverse kinematics of 
a two-link arm. 
1 Introduction 
The cerebellar model articulation controller (CMAC) is a supervised learning algorithm inspired by the 
architecture of the cerebellum [1, 2]. It has been successfully applied to a number of tasks which require a 
quick, computationally efficient algorithm. For example, Miller and others have used CMAC for various 
robotic control tasks [9, 10, 11]. 
CMAC is essentially a continuous valued perceptron: a general model of neural learning and performance 
[12]. A perceptron consists of three layers of neurons: sensory (S), association (A) and response (R). Nodes in 
each layer com.pute a weighted sum of their inputs. Sensory nodes (S-nodes) transduce input signals, which 
activate Association nodes (A-nodes) through a fixed n1apping. A-nodes activate response nodes through 
modifiable weights to generate output. Error signals drive weight modification between the A and E layers 
using the least-mean squares law or delta rule [16]. 
Since the perceptron calculates a linear transform of input to output, there are many mappings that 
cannot be represented by a given perceptron, in particular, those th0t are not linearly separable. Howevet~ 
it is possible to increase the utility of a perceptron by using specific S-A mappings given a-priori knowledge 
of the mapping. 
CMAC is an instance of a perceptron that implements a specific S-A mapping called expansion-recoding. 
In (~xpansion-recoding each input, repres(:;~nted as a pattern of activity over the S-nodes, activates a fixed 
subset of the A-nodes. These subsets are chosen so that an equal number of A-nodes are activated for every 
input (expansion) and so that nearby inputs activate overlapping subsets (generalisation). The number of 
A-nodes activoted by any particular input determines lhe granularity, or resolution of the mapping and 
the overlap b(~tween adjacent inputs detennines how snwothly this mapping changes and, therefore, the 
amount of generalisation. The choice of the S-A mapping instantiates a hypothesis: that the complexity or 
non-linearity of the target mapping is such that it can be adequately represented by the chosen expansion-
recoding. 
This paper will refer to the choice of particular S-A mapping as the choice of a tessellation scheme for the 
input space. Figure 1 shows schematkally possible tessellation schemes for a two-dimensional input space. 
2 Adaptive Tessellation 
The choice of an S-A mapping is critical for the performance of a perceptron. One might therefore ask 
whether such a mapping must be fixed or whether it can be altered during the course of learning. If the 
mapping can be selected automatically during training, the designer need not choose the input quantisation 
and generalisation. 
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Figure 1: Possible input space tessellations. Each circle represents a portion of the input space which activates 
an association node. The scheme on the left is appropriate for a mapping which changes rapidly and in which 
generalisation is not required, the middle scheme is appropriate for a more uniform mapping in which outputs can 
be generalised between adjacent areas of the input space and the adaptive scheme on the right demonstrates a 
non-uniform distribution appropriate for a non-uniform mapping. 
Use of a non-uniform mapping allows different resolutions to be utilised across the input space. A 
problem tnay require a very fine reprc~sentation in a particular region in which the mapping is highly non-
linear but a more coarse mapping may suffice for the rest of the input space in which the function is constant 
or linear. 
1b approximate such a function to a required level of accuracy, CMAC must allocate enough nodes to 
quantise the entire input space at the degree of granulority required by the most corn pi ex region. An adaptive 
tessellation algorithm is one in which the number of nodes and their position in input space varies during 
training. Such an algorithm can approximate a function more accur(ltely with less nodes by allocating thost~ 
nodes in accordance with the structure of the function. 
There are n1any ways to perform an adaptive tessellation and the scheme described here was chosen not 
for optimality but to show that a simple heuristic can be of use. In this scheme A-nodes Me allocated during 
training to regions in which the l.::rror is high. The network is initialised with a single node which represents 
the entire input space. Aftt~r some period of training this node is split into a number of sub-nodes. The 
sub-nodes are further broken down at n~gu!ar intervals during the training. Thus, the network operates on 
two time scales: a short time scale corresponding to the reguL:tr CMAC training schedule and delta rule, 
and a long time scale corresponding to the allocation of new input representotions. 
Figure 2: Functional approximations produced by two networks, CMAC (left) and and adaptive tessellation variant 
(right). The function to be approximated is a sinusoid in part of its domain and constant in other parts. Both networks 
utilise same number of A-nodes (1 00). The location of the A-nodes (in the input space or functional domain) are marked; 
note that in the adaptive network they are sparse in the uniform regions and more concentrated in the sinusoidal regions. 
Also, within each sinusoidal region, the distribution is biased by the gradient of the curve. 
The node to be split is chosen by considering the cKcunJ ulated error statistics over all nodes and locating 
the source of the highest error. The result of this process is a node distribution that is concentrated in regions 
where the error was highest during training. Figure 2 shows an exarnple of such a distribution for a function 
which is uniforn1 over part, but not all, of its domain. 
3 Simulation: Inverse Kinematics 
Learning the inverse kinematics of o two-link arm is a simple problem that illustrates some of the advantages 
and disadvantages of the new architecture in comparison to the original CMAC. Assume that an arm is 
moved randomly by assigning its two joint angles; the resultant position of its end-effector is used as input 
and the joint angles as target values for learning. Such a scheme has been postulated to form a part of motor 
learning [5, 8]. The problem itself is simple; of interest is the accuracy that can be achieved with a limited 
representation and without extensive domain knowledge. 
In order to compare performance parameters were selected thot produced reasonable performance from 
both networks/ although these parameters were not optimal for either. All parameters were kept constant 
and the same learning rates, number of nodes, number of trials and data were used for both networks. Three 
levels of generallsation were used for CMAC; no generalisation was performed in the adaptive tessellation 
network. Figure 3 shows the time course of network errors during training of both networks. It can be seen 
that the adaptive network reaches a lower average error than the conventional CMAC network ot any level 
of generalisation. 
The learning tosk in this simulotion was kept as simple as possiblt~ by restricting the movement of the 
arm in such a way that only a portion of the input space wos spanned. This subspace was chosen so as 
to avoid singularities associatc~d with a con1plete revolution of the arm and within it only o single arm 
configuration was associoted with each end-effector position. 
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Figure 3: Average (lett) and maximum (right) mean squared error from networks trained on the two-link arm inverse 
kinematics problem. Each graph compares pertormance of the adaptive tessellation network with CMAC networks 
utilising three different levels of generalisation. Each generalisation level specifies how many A-nodes are activated by 
each input. 
However, the mapping to be learned still involves some complexities. One is a singularity at tht~ origin 
of the arm, where multiple positions of the first joint correspond to a single locotion. Another is the increase 
in the effect of a joint angle change at extreme distances from the origin. Both of these factors influence 
the distribution of input representations in the adaptive network, as can be seen in Figure 4. Note that this 
distribution does not simply rdlect the input distribution·- it also takes into account the distribution of 
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Figure 4: Distribution of input vectors (left) and A-nodes (right) from the adaptive tessellation network trained on the 
inverse kinematics problem. Each input vector represents a point in the two dimensional space around the arm centre, 
assumed to be located at the origin. Since the arm links are each one unit long, the arm can reach any point lying 
within a two unit radius circle of the origin, but its motion is restricted by generating joint angles in the range zero to 1r. 
The input distribution shows the result of a uniform random selection of joint angles from this range. The distribution of 
A-nodes is influenced by the input distribution but is more heavily concentrated around the origin and the edges of the 
workspace, as these are the regions that generate high errors. The same number of points are shown in each plot. 
4 Discussion 
Adaptivt~ tessellation has been identified as an error based mt~chanism for varying the mapping between 
sensory and association units in a perceptron. Other models olso perform such variations, for exarnple, 
back-propagation [13]. If adaptive tessellation lies on a spectrum of flexibility in input mappings, at one 
end of which arr::: simp!Q pr:::rceptrons using fixed linear mappings and at the other end of which ai~e models 
such as back-propagation, which allow continuous modification of aU hidden unit (A-node) weights, then 
it should be located somewhere in the middle of this range. 
Like back-propagation, adaptive tessellation CMAC distributes its A-nodes (hidden layer units) in 
accordance~ with the (;;:~rror statistics. However~ in order to do so, it utilises a heuristic rather than the 
generalised delta rule. Similar heuristics have been found useful in conjunction with back-propagation, for 
example, the cascade correlation algorithm [4] is a back-propagation variant which allocates new (hidden) 
units while the error remains above a given threshold. 
The use of a heuristic implies applicability to particular classes of problems. Adaptive tessellation is 
particularly suited to the learning and representation of functions which contain regions of uniformity and 
regions of high variation. It is less well suited to functions which vary continuously. 
Self-organising feature maps (SOFM) [6, 7, 15] employ a heuristic which performs an adaptive tessellation 
using cool)erative- interClctions between nodes. However, this tessellation is based on the relative densities 
of inputs, rather than an error measure, resulting in greater concentration of nodes solely around areas 
in which inputs are frequently sampled. A variant of the SOFM algorithm uses error-based distribution 
of nodes and, like adaptive-tessellation CMAC, breaks down existing nodes when errors are high within 
the regions represented by those nodes (14]. This model uses a mixture of techniques: it follows the 
conventional SOFM algorithm to distribute nodes according to the input space densities, then replaces each 
node which performs at level worse than a fixed threshold by a new set of nodes. The system is used for 
classificMion and performance is measured by analysing the number of incorrect classifications made by a 
given node. 
Another system which utilises a heuristic similar to that employed by adaptive tessellation is ARTMAP 
[3]. ARTMAP allocates new categories specifically when no satisfactory category exists, i.e., when the 
existing classification scheme would incorrectly classify an input. The new category is placed at the location 
of the iltput vector which caused the error. 
So adaptive tessellation can be viewed as a particular heuristic technique for choosing an input repre-
sentation. It is more powerful and more complex than the fixed representation used in conventional CMAC 
but simpler and faster than techniques such as back-propagation. Although it sacrifices the easy array 
implementation that CMAC employs, it can be implemented in a computationally efficient manner (see 
Appendix). 
Performance of the adaptive tessellation network could be improved by implementing some form of 
generalisation. Linear generalisation, implemented by averaging in CMAC, would allow the network the 
approximate functions with linear regions. More complex curve fitting could be performed by using the 
nodes to represent points on o spline or other curve types. As always, the optin1al generalisation strategy 
will depend on the shape of the function; the best performance will always be achieved by selecting a 
generalisation strategy that is based on a priori knowledge of the function. The variotion in size of regions 
represented by A-nodes in the adaptive tessellation architecture would automatically restrict generalisation 
to small regions where errors are high and widen it where errors are low. 
Appendix: The Adaptive Tessellation Algorithm 
Input and Output: Input is a series of 1\11 -dimensional real valued vectors, L Output is anN-dimensional 
vector, 0. Input and output vectors used for troining are assumed to be drawn frorn a function to be 
approximated, f: M ~ N. 
Data Structure: Although the network architecture could be implemented in many different ways, all 
simulations described in this paper were implemented using a tree data structure. The tree is composed 
of two types of nodes: output nodes ond split nodes. Each output node stores an output vector J: and an 
accumulated error measurer. Each split node stores an input space weight vector 1/J. 
EV(~ry split node has 2M branches. Each branch represents a rectangular region of the input space one 
side of which is defined by the weight vector of the parent and the other sides of which are implicitly defined 
by neighbouring regions. Thus, a split node divides the input space into 2M hypercubes around the point 
represented by its weight vector. The split nodes define the distribution of input representntions. 
Output nodes are always found at the leaves of the tree, i.e., have no children. They correspond to th<:~ 
A-nodes of the network; their output vectors are the we·1ght vectors connect'mg the A layer to the R layer. 
Initialisation: The tree is initialised by constructing o single output node at the root which is initially 
responsible for the entire input space. Its output v<::dor is initialised !'i'lnclomly. 
Output: Each input is classified by traversing the tree, comparing the input vector to the \veight vectors 
of the split nodes. The oppropriate branch of the tree is followed and furthl~r comparisons mndt: if anotlwr 
split node is encountered. This process is continued until an output node (!eaf) is reoched, whereupon the 
associated output vector;;; becomes the network output. 
Training: The network is trained by presenting it with a series of input/output pairs, 1 and <5. Ench of these 
pairs is assumed to represent an instance of the mapping, ;.e., J(i.) = 6. The network output in response to 
l. is calculated as described above, call this 1:. The error measure, i5- i:, is used to update the output vector 
of the unit which responded to the input using the delta rule: 
;:' = x + ,1 (a- ;i) 
where 11 is a learning rnte. Tht~ summed square errot~ L:·~ 1 (6i- i:-i) 2, is ndded to the accumulated error 
associoted with the output node, c. 
After a certain time period, the tn~e is reorganised and new split and output nodes ;:1dded. E;:1ch such 
reorganisation allocates one new split node and 21'"' new output nodes at the place in the input space where 
error was maximal, i.e., the output node with the gree1test c. The new split node replaces this output node 
and has 21'.1 new output node children, each one of which inherits the output vector of the replaced output 
node. All error statistics are zeroed after this splitting process. 
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