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Abstract
A dominating set for a graph G = (V; E) is a subset of vertices D ⊆ V such that for all v∈V − D there exists some
u∈D adjacent to v. The domination number of G is the size of its smallest dominating set. A dominating set D is a
total dominating set if every vertex in D has a neighbor in D. We give a tight upper bound on the number of edges
that a connected graph with a given total domination number can have, and characterize the extremal graphs attaining the
bound. We do the same for the k-restricted domination number, which is the smallest number d, such that for any subset
U ⊆ V where |U |= k there exists a dominating set for G of size at most d, and containing all vertices in U .
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1. Introduction
A dominating set for a graph G = (V; E) is a subset of vertices D ⊆ V such that every v∈V − D is adjacent to
some vertex in D. The domination number of G, denoted by (G), is the size of its smallest dominating set. When G
is connected, we say D is a connected dominating set if the subgraph of G induced by D is connected. The connected
domination number of G is the size of its smallest connected dominating set, and is denoted by c(G) (see [1,6,8]). A
dominating set D is a total dominating set (see [2]) if every vertex in D has a neighbor in D. The total domination number
of G is the size of its smallest total dominating set, and is denoted by t(G). Clearly t(G)¿ 2 and (G)6 t(G)6 c(G)
as long as c(G)¿ 2.
In [13] Vizing showed that a graph with n vertices and domination number d¿ 2 can have at most (n−d)(n−d+2)=2
edges. The graphs attaining this bound are not connected when d¿ 3. In [9] it was shown that the maximum number
of edges in a connected graph G with n vertices and (G) = d¿ 3 is ( n−d+12 ). The extremal graphs attaining this bound
were also characterized. In [11] it was shown that the maximum number of edges in a connected graph G with n vertices
and c(G) = d¿ 3 is ( n−d+12 ) + (d− 1), and the extremal graphs were characterized.
In Section 3 of this paper we show that the upper bound on the number of edges of connected graphs having n vertices
and t(G)=d¿ 5 is ( n−d+12 )+ d=2, a quantity which lies almost exactly halfway between the bounds for arbitrary and
for connected domination for connected graphs as indicated in the previous paragraph.
A graph may have a total dominating set without being connected. Dankelmann et al. [3] have given sharp upper
bounds on the number of edges of an arbitrary graph with a given total domination number, as well as results concerning
independent domination and corresponding bounds for bipartite graphs. For related results see also [4,5].
For k¿ 1, the k-restricted domination number of G, denoted by k(G) (see [10]), is the smallest number d, such that
for any subset U ⊆ V where |U | = k there exists a dominating set for G of size at most d, and containing all vertices
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in U . In Section 4 we establish for d¿k a sharp upper bound on the number of edges for both arbitrary and connected
graphs with k(G) = d, namely ( n−d+k+12 )− k.
2. Some denitions and preliminary results
If v is a vertex of G=(V; E), N (v) denotes the set of neighbors of v. If U ⊆ V , N (U )=⋃v∈U N (v) and N [U ]=U∪N (U ).
We let 〈U 〉 denote the subgraph of G induced by U , and deg(v) the degree of vertex v.
Denition 2.1. Let G be a connected graph, let H be a connected subgraph of G, and let v∈V (H). Choose an arbitrary
ordering of the vertices of H , and denote by STH (v) the spanning tree of H formed by doing a breadth-Drst search
of H starting at vertex v. Let LH (v) denote the set of leaves of STH (v) (but not including v if V (H) = {v}), and let
STDH (v) = V (H)− LH (v). When H = G we will omit the subscript.
Note that STDH (v) is a connected dominating set for H .
Denition 2.2. Let G = (V; E) be a graph, H a connected subgraph of G, x∈V (H), y∈V − V (H), and assume that x
and y are adjacent. If |V (H)|= 1, deDne Tie(H; x; y) = {y}, otherwise deDne Tie(H; x; y) = STDH (x) ∪ {y}.
Note that 〈Tie(H; x; y)〉 is connected and |Tie(H; x; y)|6 |V (H)|. The following result is from [2].
Lemma 2.1 (Cockayne et al.). If G is connected and has n¿ 3 vertices, then t(G)6 2n=3.
The following mirror results already known for arbitrary domination and for connected domination.
Lemma 2.2. Let G = (V; E) be a connected graph of order n, and let t(G) = d¿ 3. Let U ⊆ V be such that 〈U 〉 is
connected. Then |N (U )− U |6 n− d.
Proof. If |U |¿d, the result is clear. Assume that |U |¡d, implying that N [U ] = V . Let H1; : : : ; Hl denote the components
of 〈V−N [U ]〉. Because G is connected, for each i, 16 i6 l, there exist yi ∈N (U ) and xi ∈V (Hi) such that xi and yi are
adjacent. Then X = (
⋃l
i=1 Tie(Hi; xi; yi)) ∪U is a total (in fact connected) dominating set for G. Hence d6 |X |6 |V | −
|N (U )− U |, implying that |N (U )− U |6 n− d.
Corollary 2.3. If G is connected and has n vertices, and t(G)=d¿ 3, then every vertex in G has degree at most n−d.
Corollary 2.4. Suppose G = (V; E) is connected and has n vertices, and let t(G) = d¿ 3. Let v be a vertex of degree
k6 n− d. If w is a neighbor of v, then w is adjacent to at most n− d− k + 1 vertices in V − N [v].
3. Total domination
This section is devoted to proving the following theorem:
Theorem 3.1. Let G be a connected graph with n vertices and t(G)=d¿ 5. Then the number of edges of G is at most
( n−d+12 ) + d=2. If G has this number of edges, then it has one of the following forms:
1. G consists of a clique of n − d vertices, and a graph K consisting of either a 1-factor (if d is even) or a 1-factor
plus an isolated vertex (if d is odd), such that each of the vertices in the (n − d)-clique is adjacent to exactly one
of the vertices in K , and each component of K has at least one vertex adjacent to a clique vertex.
2. For d= 5 and n¿ 9, G consists of a clique of n− 7 vertices, together with vertices x1; x2; x3; x4; x5; x6; x7 with edges
{x1; x3}; {x1; x6}; {x2; x4}; {x2; x7}; {x5; x7} such that every vertex in the (n− 7)-clique is adjacent to x4 and x5, and in
addition adjacent to one of x3; x6, and moreover each of x3; x6 has at least one clique vertex adjacent to it.
3. For d = 5 and n¿ 9, G consists of a clique of n − 6 vertices, together with vertices x1; x2; x3; x4; x5; x6 with edges
{x1; x2}, {x3; x4}, and {x5; x6}, such that each clique vertex is adjacent to exactly two vertices from {x1; x3; x5}, and
moreover each of x1; x3; x5 has at least one clique vertex adjacent to it.
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We Drst take care of the cases where t(G)¡ 5. The following lemma is obvious.
Lemma 3.2. If G is a connected graph with n vertices and t(G) = 2, then G has at most ( n2 ) edges, and this bound is
achieved by the complete graph on n vertices.
If t(G) = d¿ 3, d= t(G)6 c(G). Hence if d= 3 or 4, the number of edges of G is at most ( n−d+12 ) + (d− 1) =
( n−d+12 ) + d=2 + 1. If this bound is in fact achieved, then the graph must be of one of the forms given in [11], and
t(G) = c(G). These are thus also the only extremal graphs for total domination, and they are described in the statement
of the following lemma.
Lemma 3.3. If G is a connected graph with n vertices and t(G) = d=3 or 4, then G has at most ( n−d+12 ) + d=2+1
edges. If G has this number of edges, then it has one of the following forms.
1. G is the union of a clique of n− d vertices, and a path of d vertices, where each vertex in the clique is adjacent to
exactly one of the endpoints of the path, and each endpoint has at least one neighbor in the clique.
2. d=3, n¿ 7, and G has four distinct distinguished vertices r; s; t; u where u is adjacent to r, s, and t. The other n− 4
vertices of G form a clique. Each vertex in the clique is adjacent to exactly two out of the three vertices r; s; t. Also
each of r; s; t has at least one vertex in the clique which is not a neighbor.
3. d= 3 and n= 7 or n= 10; let v; x1; x2; : : : xn−4, and u1; u2; u3 be the vertices in G. The following edges are in G: v is
adjacent to x1; : : : ; xn−4; all vertices in {x1; x2; : : : ; xn−4} are adjacent to each other except that xi is not adjacent to
xi+1 for 16 i ¡ n− 4, and x1 is not adjacent to xn−4; u1; u2; u3 form a clique; x1 (and if n = 10, x4) is adjacent to
both u1 and u2; x2 (and if n = 10, x5) is adjacent to both u2 and u3; and x3 (and if n = 10, x6) is adjacent to both
u1 and u3.
The remainder of this section contains the proof of Theorem 3.1. Since d¿ 5 and d6 2n=3 by Lemma 2.1, we have
n¿ 8. If the maximum degree of G is 2, then G is a path or a cycle and has at most n edges. Note that since (n−d)¿ n=3,
(
n− d+ 1
2
)
+ d=2¿ (n− d+ 1)(n− d)=2 + d=2− 1=2 = (n− d)2=2 + n=2− 1=2¿ (n=3)
2
2
+ n=2− 1=2¿n
for n¿ 10. For 86 n6 9, the bound also holds, as can be checked by looking at the relevant paths and cycles. So we
may assume that the maximum degree is at least 3.
The proof is by induction on n, with base case n = 8. By Lemma 2.1, n = 8 implies that d = 5. By Corollary 2.3,
the maximum degree is at most n − d = 3. By the previous paragraph we may assume the maximum degree is in fact
n − d = 3. The result for the base case follows as a special case of the arguments employed in Section 3.1, and so the
proof will not be repeated here. Note that Section 3.1 does not use the induction hypothesis.
For the inductive case, let v be a vertex in G of maximum degree, and let U = V − N [v]. Let H = 〈U 〉. Let H1; : : : Hr
be the connected components of H . Let m′ be the number of edges in H , and let m′′ denote the number of edges incident
with vertices in N (v). Let m= m′ + m′′ be the number of edges of G.
Lemma 3.4. If deg(v) = n− d− l, where l¿ 0, then
1. m′′6 ( n−d−l+12 ) + (
n−d−l
2 ).
2. m′′6 ( n−d−l+12 ) + (n− d− l)(l+ 1)=2.
Proof. Each vertex in N (v) is adjacent to v. Let N (v) = {v1; : : : ; vs} where s = n − d − l. Let ei = |N (vi) ∩ U | and let
fi = |N (vi) ∩ N (v)|. By Corollary 2.4, ei6 l+ 1. Since v has maximum degree, 1 + ei + fi6 n− d− l and
m′′ = (n− d− l) +
s∑
i=1
ei +
(
s∑
i=1
fi
)/
26 (n− d− l) +
s∑
i=1
(n− d− l− 1− fi) +
(
s∑
i=1
fi
)/
2
= (n− d− l) + (n− d− l)(n− d− l− 1)−
(
s∑
i=1
fi
)/
26
(
n− d− l+ 1
2
)
+
(
n− d− l
2
)
:
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Also
(n− d− l) +
s∑
i=1
ei +
(
s∑
i=1
fi
)/
26 (n− d− l) +
s∑
i=1
ei +
(
s∑
i=1
(n− d− l− 1− ei)
)/
2
=(n− d− l) + (n− d− l)(n− d− l− 1)=2+
(
s∑
i=1
ei
)/
26
(
n− d− l+ 1
2
)
+(n−d−l)(l+1)=2:
We consider four cases, according to whether the maximum degree is n−d, n−d−1, n−d−2, or less than n−d−2.
3.1. Maximum degree n− d
Note that |U |= d− 1. Let v1; : : : ; vd−1 be the vertices in U .
Lemma 3.5. Each component of H has at most two vertices.
Proof. Because G is connected, for each Hi there exists xi ∈V (Hi) such that xi is adjacent to some vertex yi ∈N (v). If
|V (H1)|¿ 3, then by Lemma 2.1 H1 has a total dominating set D1 of size at most |V (H1)| − 2. Recall that for i¿ 2,
|Tie(Hi; xi; yi)|6 |V (Hi)|. Since |V (H)|= d− 1, {v; y1} ∪D1 ∪⋃ri=2 Tie(Hi; xi; yi) is a total dominating set for G of size
at most d − 1, contradiction. If |V (H1)| = 3 then H1 has a total dominating set D1 of size 2, and since d¿ 5, H must
have at least two components. Hence {v} ∪D1 ∪⋃ri=2 Tie(Hi; xi; yi) is a total dominating set for G of size at most d− 1,
again a contradiction. So |V (H1)|6 2. Since the choice of H1 was arbitrary, |V (Hi)|6 2 for all i.
Corollary 3.6. m′6 (d− 1)=2.
Let N1 consist of those vertices in N (v) which have no neighbors in U . Let N2 = N (v) − N1. By Corollary 2.4, each
vertex in N2 is adjacent to exactly one vertex in U . We may subdivide the vertices in N2 into r groups R1; : : : ; Rr such
that all vertices in Ri are adjacent to some vertex in Hi and to no other vertices in U . Because G is connected, Ri = ∅
for all i.
Denition 3.1. Let S = {u1; u2; : : : ; ur} where ui ∈Ri for 16 i6 r, and let xi be ui’s neighbor in Hi. If |V (Hi)| = 1, let
Di = {ui}, otherwise (|V (Hi)|= 2) let Di = {ui; xi}. DeDne D(S) =⋃ri=1 Di.
Let J denote the subgraph of HG induced by N (v).
Lemma 3.7. The number of edges of J is at least |N2| − 1. If H has no isolated vertices, then the number of edges of
J is at least |N2|.
Proof. Let S = {u1; u2; : : : ; ur} where ui ∈Ri for 16 i6 r. Since |D(S)|= d− 1, either 〈D(S)〉 has an isolated vertex or
there is some vertex in N (v) which is not adjacent to any of the ui vertices. In either case, this shows that u1; : : : ; ur are
in the same component of J . Since this holds for arbitrary ui ∈Ri, all vertices in N2 belong to the same component of J ,
and the Drst part of the lemma is proved.
If H has no isolated vertices, then 〈D(S)〉 has none. Since d¿ 5, r¿ 2. If each vertex in N2 is non-adjacent to some
vertex in N1, the result follows. Otherwise there is some set {u1; : : : ; ur} where ui ∈Ri, and a vertex w∈N2 which is
non-adjacent to each ui. Assume without loss of generality that w∈R1. Then there is some vertex y∈N (v) non-adjacent
to both w and u2, forming a triangle in J .
Proposition 3.8. m6 ( n−d+12 ) + d=2.
Proof. The vertex v has degree n − d, and by Corollary 3.6, H has at most (d − 1)=2 edges. The total number
of edges joining vertices in N (v) to vertices in U is |N2|. By Lemma 3.7, the number of edges within 〈N (v)〉 is at
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most ( n−d2 )− |N2|+ 1. So adding up,
m6 (n− d) + |N2|+
((
n− d
2
)
− |N2|+ 1
)
+ (d− 1)=2
=
(
n− d+ 1
2
)
+ (d− 1)=2+ 1:
If d is even, this quantity is equal to ( n−d+12 ) + d=2, as desired. If d is odd, we get ( n−d+12 ) + d=2+ 1. But either
H has isolated vertices, in which case m′¡ (d− 1)=2, or H has no isolated vertices and by Lemma 3.7 the number of
edges within 〈N (v)〉 is at most ( n2 )− |N2|. In either case the desired bound follows.
It follows from the proof of Lemma 3.7 that all vertices in N2 belong to the same component of J . Let C denote this
component.
Lemma 3.9. Let S = {u1; : : : ; ur} where ui ∈Ri and r¿ 3. If 〈D(S)〉 has no isolated vertices and J has |N2| − 1 edges,
then there exists a vertex w∈N2 which is not adjacent to any other vertices in N2. Moreover, if w∈Rk , then |V (Hk)|=1.
Proof. Because J has |N2| − 1 edges, C has no cycles and contains no vertices in N1. As seen in the proof of Lemma
3.7, there must exist a vertex w∈N2 which is not adjacent to any vertex in S. Since there can be no cycles in C, 〈S〉 is
a clique. Let w∈Rk , 16 k6 r, and let S′ = S − {uk} ∪ {w}. If |V (Hk)|= 2, then 〈D(S′)〉 still has no isolated vertices,
therefore there exists w′ ∈N2 non-adjacent to every vertex in S′. But since r¿ 3, this implies a cycle in C. So |V (Hk)|=1.
Let z ∈N2 − (S ∪ {w}). The vertex z must be adjacent to at least r − 1 of the vertices in S, otherwise C would have
a cycle. So if z ∈Ri, and S′′ = S −{ui} ∪ {z}, 〈D(S′′)〉 has no isolated vertices, and hence there exists w′′ ∈N2 which is
non-adjacent to every vertex in S′′. If w′′ = w, C has a cycle. So w = w′′ and z is not adjacent to w, as desired.
Proposition 3.10. If G has the maximum number of edges, then G must have one of the forms speci:ed in Theorem
3.1.
Proof. First assume that d is even. Then we may assume without loss of generality that |V (H1)|=1, and |V (Hi)|=2 for
i ¿ 1. The component of J containing all vertices in N2, which we denote by C, must have |N2| − 1 edges, and hence
no other vertices belong to this component, which also contains no cycles. Since d¿ 6, r¿ 3.
We claim that there is a vertex w∈R1 which is not adjacent to any other vertex in N2. From this claim it follows
immediately that G has the form given in part (1) of Theorem 3.1, with the clique vertices consisting of N [v] − {w},
and K being formed by the vertices in H together with w.
If |R1| = 1 and w∈R1 is not adjacent to any other vertex in N2 − R1, then the claim follows and the proposition is
proved. If |R1|¿ 1, and each vertex in R1 is non-adjacent to all vertices in N2 − R1, then since r¿ 3, C must have a
cycle, contradiction. So we may assume that there exists u1 ∈R1 adjacent to say u2 ∈R2. Choose ui ∈Ri for i¿ 3, and
let S = {u1; : : : ; ur}. Since 〈D(S)〉 has no isolated vertices, the result follows by Lemma 3.9.
Now assume that d is odd. Then either H has exactly two isolated vertices and J has |N2| − 1 edges, or else H has no
isolated vertices and J has |N2| edges. Consider the Drst case. We can assume that |V (H1)|= |V (H2)|=1 and |V (Hi)|=2
for i ¿ 2. Note that r¿ 3. If there is a set S = {u1; : : : ; ur}, ui ∈Ri such that 〈D(S)〉 has no isolated vertices, then by
Lemma 3.9 there exists a vertex w∈R1∪R2 which is not adjacent to any other vertices in R2, and the desired form for G
follows as above. Such a set S can clearly be found if there exist u1 ∈R1 and u2 ∈R2 such that u1 and u2 are neighbors.
If no such pair of vertices exist, then we can assume without loss of generality that |R1|= 1, since if both |R1|¿ 1 and
|R2|¿ 1 then C would have a cycle. If u1 ∈R1 has no neighbors in N2, again the result follows. So suppose that u1 is
adjacent to u3 ∈R3. If |R2|¿ 1, then there must exist u2 ∈R2 also adjacent to u3, otherwise C has a cycle, and hence
the desired set S can be found. So assume that |R1|= |R2|= 1. If u1 or u2 has no neighbors in N2, the result is proved.
Otherwise note that each of u1, u2 has at least one neighbor in N2 − (R1 ∪ R2) and that each vertex in N2 − (R1 ∪ R2)
must be adjacent to at least one of u1; u2 (otherwise C has a cycle). If r¿ 4, it is not hard to see that this implies that
there exist uj ∈Rj , uk ∈Rk with j; k ¿ 2, and such that if j= k then uj = uk , where u1 is adjacent to uj and u2 is adjacent
to uk . Thus we can form the set S as desired. Consider the case r = 3. If some vertex in R3 is adjacent to both u1 and
u2, the result is proved. But we also have that every vertex in R3 can be non-adjacent to at most one of u1, u2. Hence
if no vertex in R3 is adjacent to both u1 and u2, we have that each vertex in R3 is adjacent to exactly one of u1 and u2,
and G has the form given in part (3) of Theorem 3.1, with x1; x2 equal to u1 and its neighbor in H1, x3; x4 equal to u2
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and its neighbor in H2, and x5; x6 equal to the vertices in H3. Note however that for n = 8, the graph actually is of the
form described in (1).
Now consider the case where H has no isolated vertices and C has |N2| edges. We have r¿ 2. Following the same
types of arguments used in the proof of Proposition 3.8 in [12], it can be shown that d= 5 (and hence r = 2), and that
we must have either (a) |R1|=1 and |R2|¿ 3, or (b) |R1|=2 and |R2|¿ 1. In case (a) the vertex in R1 (call it y) must
be adjacent to all but two of the vertices in R2, (call them z1 and z2); and all vertices in R2−{z1; z2} form a clique, with
each such vertex adjacent to exactly one of z1; z2. In this case, however, y together with y’s neighbor in H1 and both
vertices in H2 constitute a total dominating set for G of size 4, which is a contradiction. In case (b) all vertices in R2
except one (call it z) are adjacent to each other and to the two vertices in R1 (call them y1; y2). If all vertices in R2 are
adjacent to the same vertex of H2, then this vertex together with z and the two vertices in H1 forms a total dominating
set for G, contradiction. Hence |R2|¿ 2. Similarly it can be seen that both vertices in R1 cannot be adjacent to the same
vertex of H1, and that no vertex in R2 other than z can be adjacent to z’s neighbor in H2. Thus G has the form given in
part (2) of Theorem 3.1 with {x1; x6}= V (H2), {x2; x7}= V (H1), x3 = z, x4 = y1, and x5 = y2.
3.2. Maximum degree n− d− 1
We have |U |= d¿ 5, and by Corollary 2.4, each vertex in N (v) is adjacent to at most 2 vertices in U . The following
Lemma follows from part (2) of Lemma 3.4.
Lemma 3.11. m′′6 ( n−d+12 )− 1.
Proposition 3.12. m6 ( n−d+12 ) + d=2 − 1.
Proof. It suJces to show that m′6 d=2 edges.
For each i, 16 i6 r, let Di be a total dominating set for Hi if |V (Hi)|¿ 1, and let Di consist of a neighbor of the
vertex in Hi if |V (Hi)| = 1. Let di = |Di|. Note that ⋃ri=1 Di together with v and one of its neighbors constitutes a total
dominating set for G. Hence d−∑ri=1 di6 2, and in particular, |V (Hi)| − di6 2 for each i. If |V (Hj)|= 1 for some j,
then d−∑ri=1 di6 1 and |V (Hi)| − di6 1 for all i, since ⋃ri=1 Di together with just v is a total dominating set for G.
For each i, 16 i6 r, let xi ∈V (Hi) and yi ∈N (v) be neighbors. Let Ei=Tie(Hi; xi; yi). If r ¿ 1, then D1∪(⋃ri=2 Ei)∪{v}
is a total dominating set for G. Hence |V (H1)| − d16 1. Since the choice of D1 was arbitrary, |V (Hi)| − di6 1 for each
i when r ¿ 1.
Also note that if Hi has a vertex of degree at least 3 then |V (Hi)| − di¿ 2, and if in addition |V (Hi)|¿ 4, |V (Hi)| −
di¿ 3. Finally, if Fi ⊆ V (Hi), 〈Fi〉 has no isolated vertices, and Fi dominates all vertices in V (Hi)−{xi}, then |V (Hi)|−
|Fi|6 2.
From these observations and similar arguments we can deduce the following:
1. There are no vertices of degree 3 or greater in H . So all components are paths or cycles.
2. H has no component of more than 6 vertices.
3. If H has one component, it consists of a path of 5 or 6 vertices.
4. If H has more than one component, each component has at most 3 vertices.
5. H can have at most two components with 3 vertices, and if there are 2 such components, there are no other components.
6. If there are two components with 3 vertices, they must be paths.
Thus we need only consider the following cases:
(a) H is a path of 5 or 6 vertices.
(b) H consists of two paths of 3 vertices.
(c) H consists of one component with 3 vertices, and other components of order 1 or 2.
(d) H has only components of order 1 or 2.
Consider case (a). It can be seen that no vertex in N (v) can be adjacent to an endpoint of the path in H , since otherwise
t(G)¡d. Hence if all vertices in N (v) have a neighbor in H , the non-endpoint vertices of H together with any vertex
in N (v) would dominate G, contradiction. Since m′ = d=2+2, if at least two vertices in N (v) have no neighbors in H ,
the desired bound on the number of edges in G follows from the proof of Lemma 3.4. So assume only w∈N (v) has no
neighbor in H . If w is isolated in N (v), the result again follows from the proof of Lemma 3.4. Otherwise, any neighbor
of w in N (v) together with the non-endpoints of H dominate G, contradiction.
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Consider case (b). Since m′ = d=2+ 1, the desired bound follows, by the proof of Lemma 3.4, if at least one vertex
in N (v) has at most one neighbor in H . So assume that all vertices in N (v) have two neighbors in H . Because t(G)=d,
it can be checked that no vertex in N (v) can be adjacent to two endpoints of the same path, or to a non-endpoint. It can
also be checked that it cannot be the case that one vertex in N (v) is adjacent to one endpoint in each path, and another
vertex in N (v) is adjacent to the other two endpoints. From this it can easily be seen that all vertices in N (v) are adjacent
to one particular endpoint vertex u∈U , but then u has degree n− d, which cannot be since the maximum degree of G
is n− d− 1.
Consider case (c). Assume Drst that H has two components, a triangle H1 and a path of 2 vertices H2. So d = 5 and
m′ = d=2 + 2. If a vertex in N (v) has a neighbor in H1 and a neighbor in H2, t(G) = 4, contradiction. Similarly, a
vertex in N (v) cannot be adjacent to both vertices in H2. Since G is connected, there exists a vertex w∈N (v) adjacent
to some vertex x∈H2 and to no other vertex in H . If there is another vertex in N (v) with no neighbors in H , or if
there are at least 3 vertices in N (v) with only one neighbor in H , the result follows from the proof of Lemma 3.4. If
all vertices in N (v) except for w have 2 neighbors in H (which must be in H1), then any two vertices in H1, together
with w and x constitute a total dominating set for G, contradiction. Thus we may assume that there is exactly one other
vertex w′ ∈N (v) with only one neighbor x′ in H . If x′ ∈H1, or if x′ = x, it again follows that t(G)6 4. So x; x′ are
the two vertices of H2. If w is adjacent to w′, then w; w′ together with any two vertices in H1 would constitute a total
dominating set for G. So w and w′ are not adjacent. If N (w) ∩ N (v) = N (v)− {w′}, or if N (w′) ∩ N (v) = ∅, the bound
is proved. Otherwise, w; x, together with y∈N (w′) ∩ N (v), and a neighbor of y in H1, constitutes a dominating set for
G of size 4, again a contradiction.
Suppose that H has two components where H1 is a path of 3 vertices and H2 is a path of 2 vertices. Since m′=d=2+1,
the bound is proved if not all vertices in N (v) have two neighbors in H . As before, if a vertex in N (v) is adjacent to
both vertices in H2, or to the middle vertex in H1 and some vertex in H2, or if one vertex in N (v) is adjacent to one
endpoint in each path, and another vertex in N (v) is adjacent to the other two endpoints, then t(G)6 4. Hence since
G is connected there exists w∈N (v) adjacent to an endpoint x1 in H1 and some vertex x2 in H2. Then w; x1; x2 together
with x1’s neighbor in H1 constitute a total dominating set for G, contradiction.
Other possibilities under case (c) are similar and are left to the reader.
The bound is obvious for graphs in case (d).
3.3. Maximum degree n− d− 2
We have |U | = d + 1, and by Corollary 2.4, each vertex in N (v) is adjacent to at most 3 vertices in U . Note that
n− d− 2¿ 3 implies that n− d¿ 5.
Lemma 3.13. m′′6 ( n−d+12 )− 5.
Proof. We use Lemma 3.4. From part (2) of this Lemma, with l= 2, we obtain
m′′6
(
n− d− 1
2
)
+ 3(n− d− 2)=2 =
(
n− d+ 1
2
)
− (n− d)=2− 26
(
n− d+ 1
2
)
− 5
if n− d¿ 6. The result follows for n− d= 5 as well, since m′′ must be an integer.
Proposition 3.14. The number of edges of G is at most ( n−d+12 ) + d=2 − 1.
Proof. By the previous lemma, it suJces in most cases to show that m′6 d=2 + 4. Assume that H1; H2; : : : ; Hr are
listed in non-increasing order of their vertex counts. For 16 i6 r, let ni = |V (Hi)| and mi be equal to the number of
edges in Hi. If ni¿ 2, let di= t(Hi), otherwise set di=1. We have di¿ ni−3 for all i since otherwise t(G)¡d. Since
also di6 2ni=3, ni6 9. Note also that if r ¿ 1, then di¿ ni − 2 for all i and hence ni6 6.
If n1 = 9, d1 = 6, r = 1, and d = 8. By the induction hypothesis applied to H , m′ = m16 9 = d=2 + 5. However,
equality cannot occur, since in this case H1 =H would be an extremal graph for total domination, implying that H is as
shown in Fig. 1. If there is a vertex in N (v) adjacent to any of the endpoints of H , or to any of the neighbors of the
endpoints, then t(G)¡d. If not every vertex in N (v) is adjacent to at least one vertex in H , then m′′6 ( n−d+12 ) − 6,
proving the result. Otherwise the three vertices constituting the triangle in H , plus each of their neighbors not on the
triangle, plus another vertex in N (v), constitute a total dominating set for G, contradiction.
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Fig. 1. Fig. 2.
Fig. 3. Fig. 4.
If n1 = 8, d1 = 5, r=1, d=7, and by the induction hypothesis, m′ =m16 8= d=2+5. Again, equality cannot occur
since in this case H = H1 would be an extremal graph for total domination and would have the form shown in Fig. 2.
The argument is similar to that for the preceding case, n1 = 9.
If n1 =7, then d1 =4, r=1, d=6, and by Lemma 3.3, m′=m16 9=d=2+6. However, if m′=9, then the graph H is
extremal and has the form given in Fig. 3. Moreover, some vertex of H must be adjacent to a vertex in N (v), and it can
be checked that this implies that t(H)¡d. Hence m′6 8 = d=2 + 5. Even this upper bound, however, cannot occur. If
no vertex in H has degree at least 3, then m′6 7. Also if n−d=5, then from part (1) of Lemma 3.4 m′′6 ( n−d+12 )−6.
So assuming n− d¿ 6 and H is not a cycle or path, there exists a connected (and hence total) dominating set D1 for H
of order at most 4. Choose D1 so that it has exactly 4 vertices. We may assume that each vertex in N (v) is adjacent to
3 vertices in H , otherwise the result follows from the proof of Lemma 3.4. If all vertices in N (v) are adjacent to some
vertex in D1, then D1 together with any vertex in N (v) is a total dominating set for G, contradiction. Otherwise, there
exists w∈N (v) adjacent to all vertices in H −D1. Let D2 be a total dominating set for D1 of order 3. Then D2 ∪ {v; w}
dominates G, contradiction.
If n1 = 6, then d1 = 3 or d1 = 4. If d1 = 3, then r = 1, d= 5, and by Lemma 3.3, m′6 8 = d=2+ 6. If m′ = 8, then
H = H1 is again an extremal graph for total domination and has the form shown in Fig. 4.
If any vertex in N (v) is adjacent to a vertex of H other than x or y (as shown in Fig. 4), then it can be shown that
t(H)¡ 5. If no vertex in N (v) is adjacent to both x and y, the bound follows. Otherwise, if w∈N (v) is adjacent to x
and y, {v; w; z1; z2} is a total dominating set for G, contradiction. So we can assume that m′6 7= d=2+5. If n−d=5,
by part (1) of Lemma 3.4, m′′6 ( n−d+12 )− 6, and the bound is proved. If n− d¿ 6, we can assume that all vertices in
N (v) are adjacent to 3 vertices in H , since otherwise the desired bound is proved. Either no vertex in H has degree at
least 3, implying that m′6 6, or H has a connected dominating set of size 3, and the argument is the same as that for
the previous case, n1 = 7.
If n1 = 6 and d1 = 4, then the maximum degree in H1 must be 2, and hence m16 6. But then ni − di6 1 for i¿ 2,
implying that ni6 3 for i¿ 2. Also H can have at most one component of size 3, and if there is such a component it
is a path and there are no smaller components. It follows that m′6 d=2+ 4.
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If n1 = 5, then 26d16 3. If d1 = 2, then r = 1 and d = 4, which cannot be since we are assuming that d¿ 5. If
d1 = 3, then the maximum degree of H1 must be 2, and hence m16 5. Using the same arguments as in the previous
paragraph we see that ni6 3 for i¿ 2, and that m′6 d=2+ 4.
If n1 = 4, then d1 = 2, and m16 6. But then ni6 3 for i¿ 2, H can have at most one component of 3 vertices, and if
it does have such a component it must be a path, and H can have no other components. However, if n2 = 3 and H1 is a
complete graph, t(G)¡d, so in fact m′6 d=2+4. Assume then that ni6 2 for i¿ 2. If at least one ni =1, it is clear
that m′6 d=2 + 4. So assume ni = 2 for i¿ 2. In this case it can be seen that no vertex in N (v) can be adjacent to
vertices in two diLerent components of H or to the two vertices in any component Hi for i¿ 2. Hence m′′6 ( n−d+12 )−6
and the result is proved.
If n1 = 3, there can be at most 3 components with 3 vertices. The reader may check all the possibilities to conclude
that in all cases m′6 d=2+ 4.
If n16 2, then clearly m′6 d=2.
3.4. Maximum degree smaller than n− d− 2
Let the maximum degree of G be n − d − l where l¿ 3. For each i, let xi ∈V (Hi) have a neighbor yi ∈N (v). Let
ni and mi be the number of vertices and edges of Hi, respectively. If ni ¿ 2, let Di be a total dominating set for Hi, if
ni = 1 let Di = {yi}, and if ni = 2, let Di = {xi; yi}. Let di = |Di|.
Lemma 3.15. m′6 ( l+22 ) + d=2.
Proof. In fact, in most cases we will be proving that m′¡ ( l+22 ) + d=2.
We divide the components of H into Dve groups, depending on the values of ni, mi, and di.
A: The components in this group have ni = di = 1, or ni = di = 2. Note that in both cases mi6 ( ni−di+12 ) + di=2 and
that ni − di = 0.
B: The components in this group have ni = 3 and di = 2. So mi6 ( ni−di+12 ) + (ni − di) + di=2 and ni − di = 1.
C: The components in this group have ni¿ 4 and di = 2. We have
mi6
(
ni
2
)
=
(
ni − di + 1
2
)
+ (ni − 1) =
(
ni − di + 1
2
)
+ (ni − di) + di=2:
Also ni − di¿ 2.
D: The components in this group have di = 3 or di = 4. So by Lemma 3.3
mi6
(
ni − di + 1
2
)
+ di=2+ 1¡
(
ni − di + 1
2
)
+ (ni − di) + di=2
and ni − di¿ 2.
E: The remaining components have di¿ 5. So by the induction hypothesis, mi6 ( ni−di+12 ) + di=2 and ni − di¿ 2.
Let n′ =
∑r
i=1 ni = l+ d− 1, and d′ =
∑r
i=1 di. Obviously m
′ =
∑r
i=1 mi.
Suppose Drst that group A is not empty. In this case d6d′+1. So
∑r
i=1(ni−di)= n′−d′6 (l+d− 1)− (d− 1)= l,
and
m′6
r∑
i=1
(
ni − di + 1
2
)
+ (ni − di) + di=2
=
(
n′ − d′ + 1
2
)
+ d′=2+ (n′ − d′)−
∑
16i¡j6r
(ni − di)(nj − dj)
6
(
n′ − d′ + 2
2
)
+ d′=2 − 1¡
(
l+ 2
2
)
+ d=2:
Now assume that there are no components in group A. In this case, we can at least say that d6d′+2. Let rB; rC ; rD; rE
be the number of components in each of the groups B; C; D; E. Assume that the components are ordered so that those in
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group B appear Drst, then those in group C, etc. Again we have that
m′6
r∑
i=1
(
ni − di + 1
2
)
+ di=2+
rB+rC∑
i=1
(ni − di) + rD
6
(
n′ − d′ + 1
2
)
−
∑
16i¡j6r
(ni − di)(nj − dj) +
rB+rC∑
i=1
(ni − di) + rD + d′=2
6
(
l+ 2
2
)
+ d=2 − 1 +
rB+rC∑
i=1
(ni − di) + rD −
∑
16i¡j6r
(ni − di)(nj − dj):
So it suJces to show that∑
16i¡j6r
(ni − di)(nj − dj)¿
rB+rC∑
i=1
(ni − di) + rD − 1:
Because ni − di¿ 2 for all components in group E, this inequality is certainly true if rE ¿ 0, and in fact in this case we
can get strict inequality. It is also not diJcult to see that the strict inequality remains true if H has at least 3 components
from groups B, C, and D, or at least 2 components from groups C and D, or if one component is in B and another in D.
It remains only to take care of the cases where there is only one component in group B, C, or D, or two components
in B, or one component in B and one in C. Note that since d¿ 5, we cannot have one component from group B or C.
If there is one component in group D, then we have equality.
If there are two components, at least one in B, then again we have equality. However, if the B component has less
than three edges, we get strict inequality for the result of the Lemma, and if the B component has 3 edges then in fact
d6d′ + 1 and the same argument as above can be followed to again obtain strict inequality.
Proposition 3.16. m¡ ( n−d+12 ) + d=2.
Proof. We Drst show that m6 ( n−d+12 ) + d=2. From Lemmas 3.15 and 3.4 part (2) we have
m6
(
l+ 2
2
)
+ d=2+
(
n− d− l+ 1
2
)
+ (n− d− l)(l+ 1)=2
=
(
l
2
)
+ 2l+ 1 + d=2+
(
n− d− l+ 1
2
)
+ (n− d− l)(l+ 1)=2
=
(
n− d+ 1
2
)
+ d=2 − l(n− d− l+ 1) + 2l+ (n− d− l)(l+ 1)=2 + 1
=
(
n− d+ 1
2
)
+ d=2 − (l− 1)(n− d− l)=2 + l+ 1:
So it is suJcient to show that
l+ 16 (l− 1)(n− d− l)=2:
It can be checked that this inequality holds if n − d − l¿ 4 and l¿ 3, or if n − d − l = 3 and l¿ 5. The case where
n − d − l = 3 and l = 3 or 4 can be derived using part (1) of Lemma 3.4, and in fact we get strict inequality in these
cases.
Finally, we show that equality cannot occur. By the above and by the proof of Lemma 3.15, we see that the only case
that needs to be considered is when H consists of one component, t(H)=d− 2= 3 or 4, and hence d=5 or d=6, and
also l= 3 and n− d− l= 4. In this case, if the maximum number of edges is attained, H must be one of the extremal
graphs described in Lemma 3.3. Note |V (H)| = d + l − 1, so |V (H)| is 7 (when d = 5) or 8 (when d = 6). Also the
maximum degree in G is n− d− l= 4.
Consider the graph H as described in part (1) of Lemma 3.3. In this case the number of vertices in the clique must
be 4, and each clique vertex has degree 4 in H ; hence no vertex in N (v) can be adjacent to a clique vertex in H . But
it is not hard to see that if any vertex in N (v) is adjacent to any of the non-clique vertices in H , then t(G)¡d. So G
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Fig. 5.
must be disconnected, a contradiction. Now consider parts (2) and (3) of Lemma 3.3, which actually describe the same
graph (shown in Fig. 5) when the number of vertices is 7. Again, a vertex in N (v) can only be adjacent to those vertices
in H which have degree less than 4, but if such an edge exists t(G)¡d. Thus we have shown that equality cannot
occur.
4. Restricted domination numbers
For G a complete graph, k(G) = k for all k. Hence when k(G) = k, the maximum number of edges is ( n2 ). The
following theorem gives the upper bound for the case k(G)¿k.
Theorem 4.1. Let k¿ 1. The maximum number of edges for a graph G = (V; E) with n vertices and k(G) = d¿k is
( n−d+k+12 ) − k. The graphs attaining the upper bound consist of a clique of n − d + k vertices and an independent set
of d− k vertices, with each of n− d vertices in the clique adjacent to exactly one vertex in the independent set.
Proof. If k(G)=d, there must exist a set U ⊆ V , U ={v1; : : : ; vk} such that the smallest dominating set for G containing
U has size d. Let p= |N (U )−U |, W = V −N [U ], and r= |W |= n− k −p. Note that r¿d− k and hence p6 n− d.
If d¿ k + 2, then given any y∈N (U )− U , y together with U and any d− k − 2 vertices in W cannot dominate G.
Hence y is non-adjacent to at least one of every r − d + k + 2 vertices in W . It follows that y is adjacent to at most
r − d+ k + 1 vertices in W . Clearly this statement is also true for d= k + 1.
Note that (〈W 〉)¿d − k, hence if d − k¿ 2, by Vizing’s theorem ([13]) the number of edges of W is at most
(r − d+ k)(r − d+ k + 2)=2. So the number of edges in G can be at most(
k + p
2
)
+ p(r − d+ k + 1) + (r − d+ k)(r − d+ k + 2)=2
=
(
k + p
2
)
+ p(n− p− d+ 1) + (n− p− d)(n− p− d+ 2)=2:
Taking the Drst derivative of this function with respect to p, one obtains k − 1=2 which is greater than 0 since k¿ 1.
Hence the maximum occurs when p = n − d (r = d − k) and is equal to ( n−d+k2 ) + n − d = ( n−d+k+12 ) − k. The reader
may check that the same bound is reached when d= k + 1.
It remains to check whether there are graphs achieving this bound. From the above, if the maximum number of edges
is achieved, then p = n− d, the vertices in N [U ] form a clique, those in W are independent, and each vertex in N (U )
is adjacent to exactly one vertex in W . It is easy to check that any such graph has k-restricted domination number equal
to d.
For completeness, consider the bound for restricted domination when applied to connected graphs. At least some of
the extremal graphs described in the above theorem are connected, as long as n− d¿d− k, or d6 (n+ k)=2. But this
inequality must always hold for connected graphs.
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Lemma 4.2. Let k¿ 1. If G = (V; E) is a connected graph with n vertices, then k(G)6 (n+ k)=2.
Proof. Let U ⊆ V , |U | = k, and let W consist of all vertices in V − U except for those vertices which are isolated in
〈V−U 〉. Any such vertex must be adjacent to some vertex in U , and by Ore’s theorem ([7]) (〈W 〉)6 |W |=26 (n−k)=2.
Hence k(G)6 k + (n− k)=2 = (n+ k)=2.
Corollary 4.3. Let k¿ 1. The maximum number of edges for a connected graph G=(V; E) with n vertices and k(G)=
d¿k is ( n−d+k+12 )− k. The graphs attaining the upper bound consist of a clique of n−d+ k edges and an independent
set of d − k vertices, with each of n − d vertices in the clique adjacent to exactly one vertex in the independent set,
and each vertex in the independent set having at least one neighbor in the clique.
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