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For independent non-negative random variables (S,, n z I) let L’, = sup E( X, +. + S,, 1. 
where the supremum extends over all stopping times r, <. . . < T,. It is shown that for each r 
there exists a (best) universal constant C,. I < C,S 2 with E sup,, S, Q C,c,. This extends the 
well-known “prophet” inequality in the case r = I, when C, = 2. Additional bounds for E sup,, S,, 
in terms of r, are given in the case when the random variables are bounded. 
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I. Introduction 
Let {X,,. n > I} denote a sequence of independent, non-negative random variables 
and let T denote the set of finite-valued stopping times with respect to the natural 
filtration of the sequence. The now well-known prophet inequality due to Krcngel, 
Sucheston and Garling (cf. [7,8]) gives 
E sup X” L 2 sup EX,. (1.1) 
,I ,c T 
This is referred to as a “prophet” inequality because the left-hand side is the expected 
gain to a prophet with complete foresight from choosing one of the sequence while 
IJ = sup,, r EX, is the maximal expected reward that a gambler may achieve using 
non-anticipative stopping rules. In recent years this inequality has been extended 
in several directions, principally by Hill and Kertz [I, 2,3,4,6]. In particular, they 
showed [3] that if the random variables are bounded, restricted to taking values in 
[a, b], then 
E supX,,-sup EX,s(b-a)/4 
” TC r 
which is a consequence of the result that if a = 0, b = 1 then 
E sup X,, s 2v - 0’. 
” 
(1.2) 
(1.3) 
In each case (l.l), (1.2) and (1.3). the inequality is the best possible. 
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One may ask how these inequalities extend if the prophet and/or the gambler 
are allowed to choose more than one in the sequence. Let M, denote the sth largest 
order statistic in the sequence, that is 
121, = sup min X,, 
IS,‘, 
where the supremum extends over all i,, . . . , i, with 1 s i, < . . . < i,. So M, = sup, X”. 
Also, let 
t’,=sup[E(X,,+...+x,,);r,<T~<...<T,,T,E7-]. (1.4) 
Then LJ = ~1,. Thus, if the prophet is allowed s choices from the sequence of random 
variables his expected gain is E( M, +. . . + M,) while if the gambler has r choices 
his maximal expected gain is ~1,. It is natural to look for inequalities linking these 
quantities which are analogous to (1.1)-( 1.3) (which correspond to the case r = s = 1). 
A start was made in [5] for the case of general s and r = 1 where it was established 
that for independent non-negative (S,,, n 2 I} 
and in [6] Kertz showed further that, if the random variables take values in [O, I 
then (I.31 extends for s > I to 
1 
I?( Iv, +. . .+*f,)ss-‘~’ i (I-v)-‘(-Itr(l-u))‘/(j!). (1.6 
, -I, , -0 
In this paper wc consider the case s = I and dcrivc incqualitics linking EM, and 
UI...., U, for general r. In principle, the method employed here should provide 
results for arbitrary s, but when s > 1 the argument of Section 3 gives rather intractable 
recursions which have proved unyielding to date. 
For each r> 1 dclinc a function F,:[O, r] -[O, I] recursively as follows, 
with F,,(s) = I. Also, detine constants C, by 
C,= sup [y{l+F,-,((I -v)lv)~l. 
I/r*-V=I 
(1.8) 
Later, it will be seen that C, is non-increasing in r and that C,+ I as r+03. We 
will prove the following generalization of (1.3). 
Theorem I. If (X,,, n 2 1) are independenr random variables raking cahtes in [0, I], 
then for each r 2 I, 
E sup X,, s F,(u,). 
n 
(1.9) 
where o, is given in (1.4). For each r 2 1, the ineyualil)~ is hesl pos.sihle. 
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The inequality (1.1) may be extended as follows. 
Theorem 2. If {X,, n 2 1) ore independent non-negative random variables, then for 
each rz 1, 
E sup X, G C,v,. 
” 
(1.10) 
For each r 2 1, the inequality is best possible. 
With u0 = 0, set u, = u, - v,_, , r = 1,. . . . Here, u, is the increment in the maximum 
expected reward for the gambler if he is allowed r choices rather than r - 1 from 
the sequence. It will be seen later that the u, are non-increasing in r. Theorems 1 
and 2 will be a consequence of the following result. 
Proposition. If {X”, n 2 l} are independent random variables taking values in [0, I], 
then for each r 2 1, 
EsupX,sl- t (u,_, 
” j-l 
where u,, = I. For each r 2 1, the inequalit_v is besr possible. 
(1.11) 
The functions F, and the constants C, are readily computed from ( I .7) and ( I .8), 
though it dots not seem possible to give a closed-form expression for F, for r> I. 
It should be noticed that F,(x) = I for I c x4 r and so the inequality (1.9) is 
non-trivial only in the case where II, < I. From (1.7) (and (4.6)) it will be seen that 
F,(x) is non-decreasing and continuous on [0, r] with F,(O) =O, and in Section 4 
it will be shown that it is dominated by ((r+ I)/r)x. It is conjectured that F, is 
strictly concave for 0s x g I. The constants C, converge to I very quickly; we have 
C, = 2 and it may be checked that CZ = 2(2 -J2) = 1.17 16; thus, in particular, from 
(1.10) we might note that for independent non-negative {X,, n 3 l}, 
E supX,<2(2-J2) sup E(X,,+X,.J. 
” r,cr: 
In Section 2 we consider some preliminary results and we give the proof of the 
Proposition in Section 3. Theorems 1 and 2 are deduced in Section 4. The approach 
that we will follow will be a constructive one modelied on the argument of Kertz [6]. 
2. Preliminaries 
We will assume until further notice that the random variables being considered 
take values in [0, I]. The argument will proceed by first dealing with the finite-horizon 
case, that is, by considering the situation when the horizon is IV, so that X, = 0 for 
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m > N, and then taking the limit as N + 00. To this end, let TV = (min(T, N); TE T} 
be the set of stopping times taking values in { 1,. . . , N}. For 1 < n s N-r+ 1, set 
cN =su~[E(X,,+...+X,);~~~,<...<T,;T,ET”]. r. ” (2.1) 
Take c& = 0. Here urn is the maximum expected reward for the gambler if he may 
choose r of the last N-n + 1 random variables when the horizon is N. Then it is 
clear that 
urn= E max(X,+u,“_,.,+,, L':"+,) (2.2, 
and lim s N_r u,,, = u,, for each r. Notice that ~1,:~ 2 u,y"+, and urn 2 0,” ,.“. For ! c n s 
N-r+ 1 define urn by uTN = EXS. u:TN = 1 and for II < N, 
tir”= E min[max(X,. u~~+,),u,Y,,,+,]. (2.3) 
We will take 11;:~ = I for all N, n and II,:” = 0 for n>N-rfl, rzl. Here, I(,“,,, 
denotes the expected value of the rth best choice for the gambler from the last 
N - n + I random variables when the horizon is N. It follows by backwards induction 
on n that urn,, G I(?” < u~,,~ for rs N - n + I. It is immediate that u,?,, may be 
expressed as 
N it,_ ,,“$, +Emax(S,,,u~“,,)-E rnax(X,,,t~,~ _,,,,,, ). (2.4) 
by forwards induction on r and backwards induction on r~ we see that, for r + II :Z 
N+ 1. 
(2.5) 
For if u:,, =x; u:,, for s < r, IPI > n and for s < r when m = u then from (2.2) 
r-l 
1’ =L u,yn+, + E max(X,, II:,,,,). (2.6) 
1-i 
Summing (2,4) gives 
which combined with (2.6) completes the induction. Now, notice from (2.5) that 
lim N N-x u,.I = u,, for each j. 
For the case when r = I the first step in the technique of Hill and Kertz is to 
replace the random variables X,, . . . , XN by two-valued random variables which 
yield the same returns to the gambler, but which are “better” for the prophet in the 
sense of increasing E milxls,cN X,. In the present context, we will first replace the 
random variables X,, . . . , X,., by random variables taking (at most) r+ 1 values 
but which leave the quantities uy,, unchanged, and then optimize over uiy,,. With 
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this in mind, suppose that X is a random variable taking values in [0, 11, and that 
OSa,S- * * 5 a, d a, = 1. Let Y be a random variable which takes the value a, with 
probability p,, i = 0, . . . , r, 1; p, = 1. Suppose further that the p, are chosen so that, 
for each i = I,. . . , r, 
E min[max(X, a,), a,-,]= E min[max( Y, a,),a,_,]. (2.7) 
If, for each i, we denote by b, the common value in (2.7), then it follows that, for 
lSi<r, 
p,=(5)-(2) (2.8) 
with po= (6, -a,)/(a,,-a,), pr =(a,_, - b,)/(a,+, -a,). Observing, as in (2.4), that 
6, =a,_,+ E max(X, a,)- E max(X, a,_,) 
we may see that, for 0~ i < r, 
with 
Pr=E[(~)L....r_‘i. ,,+I,\..,,]. (2.9) 
When i = 0, the first term in the expression for p, should bc taken to bc 0. Let us 
notc the following inequality. For real numbers s, z, a, h with b 5 x G a it is immediate 
from the convexity of max(x, t) in x that 
x-b 
max(b, z)+ - 
( ) a-b 
max( a, z) 2 max(x, 2). (2.10) 
The next result is crucial to the argument in Section 3. 
Lemma I. Suppose l/tar X and Y are as dejined above and hat Z is a random variable 
independrnt 0JX and Y. Then 
E max( Y, Z) 3 E max(X, Z, a,). (2.11) 
Proof. Firstly, E max( Y. Z) = CL p,E max( a,, Z), so by substituting for p, from (2.9). 
using the independence of X and Z and rearranging the summations we may see 
that the left-hand side of (2.11) equals 
+ E max(a,, Z)~,,V.,,,. 
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It follows from (2.10) that E max( Y, Z) is bounded below by 
E 1 i max(X, Z)I,rr,<S~p,.,)~max(o,, Z)k,y,,., , ,=I 1 
which in turn equals the right-hand side of (2.1 I), completing the proof. 
Lastly in this section, we need to note one more fact that will be needed later. 
For real numbers u, b, c, d, e with OS max(a, b) s c s d s e the function 
(2.12) 
is minimized over max( a, 6) s .V 5 c at .y = c. This may be checked by observing that 
c.\-[f(.r) -f(c)] may be expressed as 
c.~(e-d)(c-.\-)+c(c-_~)(.~-u)(x-b)+ab(d-c)(c-x)~O, 
for .V in the required range. 
3. Proof of the proposition 
Fix N 2 r, and suppose that Y,. . . , Y,V are independent random variables, 
independent of S,, . . . , XN, defined as follows. For 1 s n s N, the random variable 
Y, takes the value I~:Y,, with probability p,y,, i = 0, I,. . . r, where 
(3.1) 
for I<i<r, with P~n=([~CI,I-U~n,,)l(~~,~,,,I-~~~,,,,) and 
N 
p,.n = 
cur” ,.,a + I - 1’r.n “m::l.,,~l-~’ ,yn, ,). When either denominator in the expression on 
the right-hand side of (3.1) is 0 the corresponding ratio should bc interpreted as 0. 
In particular. if II 2 N - r + I then Y,, just takes the N - n + 2 values 0 = 14: ._,, , ,, +, S 
UC_ ,,.,, +,s--.su;~ ,,,, =I,ands~pf~=Ofori>N-n+l. 
If the quantity defined in (2.1) is denoted by uT,(Xn,. . . , XN) to signify its 
dependence on X,, . . . , X,, then it is a consequence of (2.3), (2.5). (2.7) and (2.8) 
that for Icns N-r+l, 
C,(X,,, . . . , x,)= (,,( y,,.. . . , YN); 
that is, the expected rewards for the gambler, ur,,, and the associated quantities, 
U r,,, defined for the random variables Y,, . . . , YN coincide with the expected rewards 
and the corresponding quantities defined for the random variables X,, . . . , XN. So 
the gambler is indifierent between the X-sequence and the Y-sequence, but we will 
see that the reward for the prophet is improved with the Y-sequence. From Lemma 
I we have that for each n < N 
E max(X,,.. . , Xl,-,, Y,, Y,+i.. .., YN) 
2 E max(X,. . . , X,, Y,,,,,. . . , YN, u:,,,,) 
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and 
E max( X, , . . . , X,_,, I’+,)2 E max(X,, . _. , X,), 
N smce u,~+, = 0, for rz= 1. Because urn . IS non-increasing in n, we may conclude that 
E max X,SE max Y,. 
ISisN ISiGN 
(3.2) 
Now suppose that A is a constant, 0 c A 6 1, we will establish by backwards 
induction on n that, for n < N - r + 1, 
E max(A, Y,, . . . , Y.,) 
s 1 - i [max(A, u:,.,) - 
J=I 
max(A, u:Jl i, (1 ---$-)I, (3.3) 
while, for nzN-r+l, 
E max(A, Y,, . . . , YN) 
N-n 
s I - c [max(A, u,!,.,)-max(A, u,yn)] n l- 
,‘I iI. ( 
-[max(A, uz-,.,)-A] [I “;=“,+I (I -$-). (3.4) 
If u,!,., = 0 the ratio uE/u,“,.. should be interpreted as I, and throughout this 
section empty sums are to be taken as 0 and empty products as I. 
Equality is attained in (3.3) and (3.4) if II& = u; for I < i < min(r, N-m + 1) = 
r(m), say, when n 5 m s N.,To check this, note that when these conditions hold, 
Y,,, just takes the value UC, (with probability I) if n c m < N - rf 1. while for 
N -r+ I < m s N, Y,,, takes the two values UC..,,, and 0 with probabilities 
N 
u~-~,,.~/u~-,,., and (1 --u~-~+~.~/u~-~,.~)~ respectively. We may then see that, 
for I Gj < r(n), 
P{max( Y,, . . . , Y,) = u:, i=(+),gl-$-), 
with P(max( Y,, . . . , YN) = u&} = uFn, and max( Y,, . . . , YN) takes either the value 
urn or 0 with the remaining probability r[:?,‘[ I - u~/ufi,.,], according as n < 
N - r+ 1 or n Z= N - r+ 1. Then, direct computation of the left-hand sides of (3.3) 
and (3.4) shows that they equal the respective right-hand sides. 
Let us turn to the induction to establish the inequalities (3.3) and (3.4) in general. 
Firstly, (3.4) holds trivially with equality for n = N. So assume that they hold for 
n = m + 1 for some m < N. We will give the inductive step in the case when m < N - r, 
but the argument is virtually identical in the case when m 2 N-r. Now, 
E max(A, Y, ,,..., YN) 
= kic,pkE max(A, UC,,,+,, Y, +,,. . . , YN). (3.5) 
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Using the inductive hypothesis we have that 1 - E max( A, I’,,,, . . . , 1;) is bounded 
below by 
I 
x PCm i ( ma.44 u&,+,, u;?,.,,,+,)-max(A, u&,+,, uF_+, 
k =O ,=I [ 
1) Ii (I_-&)] 
,=I . * 
Bearing in mind that UC,,+, = 1 and that UT,,+, is non-increasing in j. we may deduce 
that this expression equals 
f i pc”,[max(A, u,“_ ,,_, +,)-max(A,uN 
,=I h’, ,.m+,)l fl (1-e). (3.6) ,=I 
From (3.1) we note that for I s js r 
and so (3.6) is 
(3.7) 
Keeping 0 s II,:,, s . . . S II y,,, S u,:,,, = 1 fixed, we now minimize (3.7) in turn over 
MY,,,+ ,,.... II:,,,, with 11; ,,,,, ~1,; ,,,, SLUG,,, for j=l,..., r-l, and tISu,y,,+,~ 
I,,:,,. Using the observation at the end of Section 2, we will set that in each case 
the minimizing value of the variable ur,,,, , is at the top end of its range, viz. 
N 
ll,.“, + I = 1’ r,,. The argument will be an inductive one and we proceed by assuming 
that we have minimized the expression in (3.7) over uy,,, , ,, . . . , u,” ,.,,, , , and dcter- 
mined that for each of these variables the minimum occurs when II:,,,, , = u,:,,,, 
j=l,..., I - 1. Then the terms involving x = II,:,,, , in the minimized expression 
(3.7) up to the factor 
are, for 1 s r - 2, 
(u,“_,.,,, - ufl,,)[max(A, Us,.,,,) -madA, x)1 
+ ( 14 ,*i. I ,,a - x)[(x- uf: ,.,,, Hmax(A, xl-max(A, ~~,“,,.,,,+,)} 
+~(x-uf:,.,,,+,)l/.~, (3.8) 
where iI is 
i[[ 
madA, Ufl.I.,,,tI)-mnx(A, u,~,,,,)] 
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if r = r - 1 we get the expression in (3.8) with B replaced by 0 and if t = r, we just get 
(rLL--?Ll )[max(A, u:,.,) -max(A x)1. (3.9) 
Notice that B 2 0 and that 
B s, j+, [max(A uFl.m+l) -max(A, ~~i+,)l 
= max(A, u,?,.,,,+,) - max(A, u:~+,). (3.10) 
Clearly, (3.9) is minimized when x is maximized. If u:,,,,+, s xc A, then the 
expression in (3.8) does not depend on _r, since then B = 0, while if x 2 A, up to an 
additive constant not depending on x, (3.8) is of the same form as (2.12) with 
a=u x,.,,,, 6 = max(A, uzI.m+l) - Bu~,.~,+,/u~,.,,,, c = u&. d = Us,.,,,, e = 
urN-,.m + B( 1 - ~r:,.m+,l&.m ). Notice that 6 2 0 from (3.10). We conclude that the 
minimum occurs when x = c, i.e., when u,:,,,, = UC,; the case of t = r - 1 is dealt 
with in the same way (by taking B =O). 
This establishes the inductive step for t. The inductive step for m is completed 
when we observe that by setting each II:,,,,,., = ur,,, in (3.7) we obtain the lower 
bound for 1 -E max(A. Y ,,,, . . . , Y,) given by (3.3) with n = nt. 
Now, if we take n = I and A =0 in (3.3) we have shown that 
E max X, s E max Y, 
Taking the limit as N + cc in (3.11) completes the proof of the Proposition. 
(3.11) 
4. Proofs of Theorems I, 2 
For Osy,<. . *syyISyyo= 1, set 
_/xv,> * * .,Yr)=I-,i,(Y,-,-Y,) r’r 
,;I 
and for t-2 I, Osxcr, define 
E(x)=sup[/,(y I,..., y,);o~y,~~*~~y”=l,y,+*~*+y,=x]. (4.1) 
Since_L(y,, . . . , ,:) s 1, we see that for x 2 1, F,(x) = 1, by taking y, = 1. From (l.ll), 
for the case when the random variables {X,, n 2 1) take values in [0, 11, we have 
E sup X, c Fr( 0,). 
n 
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To complete the proof of Theorem 1 we must check that the definition in (4.1) of 
F,coincideswiththatof(1.7).ButifO~~,~...s~,=1,~,+...+~,=1andwe 
set =, = .v,+1 I)., 9 i=O,..., r- 1, then it follows that for r> 1, 
L(?‘, , . . .,.,.,)=~Jy+-(I-y,) i (y,_,-;) fr 
j=I t=: ( > 
I-$- 
I 
=y,+y,(l -l’,lfr-,(=,. . . f 1 zr_,), (4.2) 
withO~I,_,~...~=,=land=,+...+ zr_,=(.r-y,)/_v,. Theequivalenceof(4.1) 
and (1.7) is then immediate. That the inequality (1.9) is best possible comes from 
observing that the maximizing values of y,, . . . , y, are attained in (4.1) and the fact 
that (1.11) is best possible. 
Now suppose that {X”, n 2 1) are arbitrary independent non-negative random 
variables, and suppose that we truncate the random variables at hf 2 u, ~0, by 
replacing X, by min(X,, M), and let 0:’ be the corresponding quantity defined by 
(1.4) for the truncated sequence. Then II,!’ + L’, as M -t 00. The preceding arguments 
show that 
E max(sup X,, M)s MFr(o,h’/M) 
” 
and by (4.2) this 
hl I-r 
=u I SUP y+y(I -yu;‘/M)F,., A 
I,‘rcP-l ( )I ?’ 
G uf’c,. (4.3) 
where C: is given in (1.9). Taking the limit as M + U? gives ( I. IO). The observation 
that (1.10) is best possible for each r follows from the fact that equality may be 
attained in the inequality (4.3) for each fixed M. 
Now, for rz2, OSy,<*. *my,,= I, if we set 
&(?‘I I. . ..v,)=2y,- i (v-,-y,) (1 I--$ , 
J-1 [ I-2 ( ,)I (4.4) 
then it may be seen that 
C,=sup[gAy I,..., y,):O~y,~C-..~~y,~l,l’,+.‘.+l’r=l]. 
For, if we set :, = y,+ ,/y, , i = 0, . . . , r - I, then for r > I, 
(4.5) 
r-i 
grb Iv..., ):)=2y,-y, 1 (z,_,-z,) f[ 1-z’ 
I’1 [ t-1 ( >J T-I 
=y,{l -tL,(=,, . *. 9 &,I}. 
The equivalence of (4.5) and (1.8) now follows from (4.1). 
Replacing the condition y, +. . . +y, = 1 by y, +. . . +y, s 1 leaves (4.5) 
unchanged, so it may be deduced that C, 2 C,, , . It may also be noted from (1.7) 
that for xs I 
F,(x) =x sup [v+y(l -.xy)F,-,((I -?,)/Y)]. 
I/,..V%l 
(4.6) 
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Dividing by x and letting x+0 shows that C, = F:(O+). Now, if f(y) = 
y{l+ F,_,((l -y)/y)} thenf( 1) = 1 and (1.8) implies that C, 3 1. Furthermore, since 
f’( l-) = 1 -C,_, , it follows that C,_, > 1 implies that C, > 1, and since C, = 2, by 
induction on r, we conclude that C,> 1. for all r. 
Finally, to prove that C, + 1 as r + ~0, observe that for r 2 1, F,(x) s (r + 1)x/r, 
OS x c r. This is true by induction on r, for 0 C x G 1, since firstly F,(x) = 2x -x1, 
and if the inequality is true for r - 1, from (1.7) 
F,(x)sx sup [y+y(l-xy)~~-,((l-y)/~)l 
l/rs.vrl 
4x sup [y+r(l-y)l(r-l)l=(r+l)x/r, 
I/rlSSl 
with the result true trivially for x > 1. Then C, s (r + 1 )/r and so C, + 1 as r + 00. 
5. Remarks 
To emphasize the dependence on the sequence {X”, n 2 I}, let u,(X,, X2, . . .) 
denote the quantity defined in (1.4) and u,( X,, . . . , X,) the quantity L’:, delined 
in (2.1) for the sequence truncated at N. 
1. For fixed x, 0~ x< 1 and r> I, we note that independent random variables 
{X”, n 2 1) taking values in [0, l] which satisfy u,( X,, X2,. . .) = x and E(sup, X,,) = 
F,(x) can bc defined as follows. Let y, = y,(x), . . . , y, = y,(x) be chosen to satisfy 
OS),,<...< y,~y,,= I with y,+’ * *+y, =x and F,(x)=j,(y,, . . . ,y,). Define 
x,, X2,. . . to be independent random variables satisfying X, =yI; for j = 
2 . . 3 r + I, let X, = y, _, , , with probability y, ., , Jy, ., , , , and =O otherwise; and for 
j’i r-t-2, let X, ~0. Then F,(x) = E(sup,,X,,) and u,(X,, X,, . . .) =y,+* * .+y, for 
j=l,...,r. 
2. Theorem 1 shows that F,(x) is the supremum of E(sup, X,,) over all sequences 
of independent random variables {X,,, n 2 1) taking values in [0, I] and satisfying 
&(X,9 X2.. . .) =x. In fact the proof shows that the supremum is attained for finite 
sequences. That is, for each N 2 r+ I, F,(x) is the supremum of E(max,,,,N X,) 
over all sequences X,, . . . , XN of independent random variables taking values in 
[0, l] and satisfying u,(X,, . . . , X,) =x. 
3. We also note that the arguments presented here extend the prophet region 
results of Hill [l] in that the set {(?I, y): x/r s y s F,(x), 0 s x s r} is the set of points 
(x, y) such that x = 0,(X,, X2,. . .), y = E(sup,, X,) for some independent random 
variables X, , X2,. . . taking values in [0, 11. Moreover, this set is the same for each 
N~r+l as the set of points (x,y) with x=u,(X ,,..., X,), y=E(max,,,,,X,) 
for some independent X,, . . . , X, taking values in [0, 11. The upper boundary at 
(x, F,(x)) is attained by the X,, . . . , X, +, given in Remark 1 (for 1 C x G r take y, = 1 
and y>,... , y, so that )I, +a . * +yr = x). The lower boundary is attained at (x, x/r) 
by X,=. . .= X,=x/randX,,,=X,,z=*..=O. 
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