In these recent years, kernel methods have gained a considerable interest in many areas of machine learning. This work investigates the ability of kernel clustering methods to deal with one of the meaningful problem of computer vision namely image segmentation task. In this context, we propose a novel kernel method based on an Ellipsoidal Support Vector Data Description ESVDD. Experiments conducted on a selected synthetic data sets and on Berkeley image segmentation benchmark show that our approach significantly outperforms state-of-the-art kernel methods.
INTRODUCTION
Segmentation is a low-level task of image processing. It aims to partition an image into subsets called regions according to some homogeneity criteria. Several methods and techniques have been proposed for image segmentation (Singh, 2010) . However, the choice of an appropriate method stays an open research problem. In fact this depends on the nature of the image and the domain application of segmentation. Clustering methods like K-means and Fuzzy K-means can be considered as a powerful tool used in this context (Dehariya, 2010) . Whereas, these algorithms have been shown a good performance in classification of linear data, they are unable to generate non-linear boundaries. Kernels give the possibility to overcome this limitation.
The basic idea of kernel methods (Filippone, 2008) is to map data in the input space to a potentially high dimensional feature space where a linear separation of data can be achieved. This is done through the use of kernel function substituting the inner product in the re-description space (Scholkopf, 2002) . This is known as Kernel Trick according to Reproducing Kernel Hilbert Spaces RKHS and Mercer's Theorem (Mercer, 1909) . Among the most popular kernel clustering methods include kernel k-means (Tzortzis, 2009 ) and kernel FCM (Kannan, 2011) . Other class of kernel clustering method includes methods based on support vector data description SVDD (Tax, 2004) like Kernel Grower KG (Camastra, 2005) , scaled-up KG (Chang, 2008) and at last PSO-based kernel clustering method (Slimene, 2011) . The main qualities of referenced methods is their ability to extract arbitrarily shaped clusters and their robustness against noises and outliers.
In this paper, we propose a novel data description method called Ellipsoidal Support Vector Data Description ESVDD based on the construction of an hyper-ellipsoid around data instead of an hypersphere in SVDD. The application of the proposed method into a multi-class clustering context is also investigated. The outline of this paper is as follows. Section 2 reviews related work. Section 3 discusses the proposed data description method. Section 4 presents the experimental results. Finally, Section 5 concludes the paper.
KERNEL CLUSTERING METHODS

Kernels
A kernel is a similarity measure k between two points x i and x j of an input set X, satisfying:
where φ is a mapping function that transforms X into a high-dimensional feature space F (Mercer, 1909) . Kernels are employed to compute the dot product between data vectors in the feature space without explicitly using φ(x i ). So, any machine learning algorithm that requires only the inner product between data vectors, can be transformed into a kernel-based algorithm.
There are many kernels but the most used are:
• Polynomial kernel of degree d:
• RBF kernel (or Gaussian kernel):
2.2 Support Vector Data Description and Scaled-up SVDD
Support Vector Data Description
SVDD is a one-class clustering method which consist in constructing the optimal hyperplane with maximum margin separation between two classes. SVDD aims at defining, in a feature space, a spherical shaped description model (Tax, 2004 ) characterizing a closed boundary around data set. This leads to the formulation of a quadratic optimization problem defined as follows:
Where X = {x 1 , ..., x n } represents the set of data, a and R are respectively the center and the radius of the hyper-sphere, C is the trade off between margin and excessive distances of outliers, φ is the mapping function and ξ i are slack variables introducing in order to account for the excessive distance. The above problem can be solved by optimizing the following dual problem after introducing the Lagrange multipliers: 
T represents the dual variables's set. Generally, the Gaussian kernel is the most used kernel function. Depending on the value of α i , data points can be classified into targets (inside the sphere), outliers (outside the sphere) or support vectors (on the boundary of the sphere) (Figure 1 ). Only data points with non-zero α i are needed in the description of the hyper-sphere, therefore they are called support vectors. The SVDD has successfully employed in a large variety of real-world applications such as pattern denosing (Park, 2007) , face recognition (Lee, 2006) and anomaly detection (Banerjee, 2007) . The main drawback of SVDD is its computational complexity due to the solving of quadratic optimization problem.
Scaled-up SVDD
This method was proposed (Chu, 2004) to improve the scalability aspect of SVDD to deal with large scale applications. In fact, SVDD can be viewed as a MEB problem which is a geometric task that aims to find the raduis and the center of the Minimum Enclosing Ball of a set of objects in R d . Therefore, the scaled-up SVDD is based on an approximation MEB algorithm that employes the concept of core-sets (Kumar, 2003) . The scaled-up SVDD helps to reduce the optimization problem complexity required by SVDD. This makes SVDD problem handles large data sets with a linear complexity in the number of data compared to a cubic complexity in the original algorithm.
Kernel Grower and Scaled-up KG 2.3.1 Kernel Grower (KG)
Kernel Grower was proposed by Verri in 2005 (Camastra, 2005) . It is based on K-means algorithm in which the SVDD method is integrated. However, and instead of computing the centers of clusters, it computes the hyper-sphere enclosing the data by means of the SVDD method.
Given a data set X = {x 1 , ..., x n }, where x i ∈ R d . Let k be a Gaussian kernel function with the associated feature map φ, z i = φ(x i ) and {v 1 , ..., v c } ⊂ F is the set of prototypes with c << n.
We define the Voronoi set Π k of v k as:
Where ρ > 0 is fixed by a model selection technique (Bishop, 1995) . So, KG is given as follows:
4: stop if the Voronoi sets remain unchanged. 5: otherwise, return to step 2.
KG can generate nonlinear clustering boundaries, so it can give better classification results. But, once this algorithm is based on SVDD method, it suffers from his prohibitive O(n 3 ) complexity which stills expensive for use in applications requiring large data sets.
Scaled-up KG
To overcome this default, Chang et al proposed a new algorithm called scaled-up KG (Chang, 2008) . This method is a simple amelioration of KG which the SVDD was replaced by the scaled-up SVDD to train each Voronoi set. The main advantage of this improvement is the scalability to handle large data sets. Therefore, this algorithm is successfully applied in Berkely image segmentation and it gives interesting results as a first step to allow kernel grower methods to deal with large scale applications.
However, this method has two main problems: first, the hyper-sphere can not always cover all target data for all types of data sets, so it can include unnecessary data or space. Second, the important computational time that increases in terms of data number.
The Proposed Method
Ellipsoidal Support Vector Data Description
In order to achieve a more flexible decision boundary, we investigate to construct a description method based on an hyper-ellipsoid shape model instead of an hyper-sphere one. However this issue has been discussed in (Forghani, 2011) , where it's was assessed that an hyper-ellipsoid based SVDD can describe data better than an hyper-sphere based SVDD, the proposed method of forghani has two drawbacks. Firstly, the method fails to have a dual problem which is written only in terms of α i . Secondly, the method can't be applied to large scale problem since it's time consuming. To address these problems, we propose a mathematical formulation of the hyper-ellipsoid SVDD problem depending only of α i and which can be applied to large scale context. Let us consider c 1 and c 2 two distinct points in R d . We call ellipsoid with foci c 1 and c 2 , all points x satisfying the following property:
This means that the sum of distances from a point x to the foci of the ellipsoid is constant and counting the length of the major axis d. Therefore, the formulation of the hyper-ellipsoid of a data set X={x 1 ,...,x n } of n objects in a feature space can be written as:
To obtain a convex problem, we write it as:
The Lagrangian L of the problem is:
where α i ≥ 0 et β i ≥ 0 are the Lagrange multipliers. L must be minimized with respect to d, c 1 , c 2 et ξ i and maximized with respect to α i et β i .
Setting partial derivatives to 0 and taking account of new constraints, we obtain:
Replace the dot products by the kernel function, we get:
Solving the optimization problem described above, gives rise to a set of values of α i , ∀i = 1...n satisfying the following properties:
Indeed, the points value 0 ≤ α i ≤ C are the support vectors (SV ), but only points values 0 < α i < C are located on the border of the ellipse (SV <c ).
To judge an object z = φ(x) whether it is in the target class, its distance to the foci of ellipse is computed and compared with d, if satisfies Eq. (23), it will be accepted, and otherwise, rejected.
And since most of the α i are zero we find:
Finally, the value of the major axis d is given by:
where x k is a support vector (SV <c ).
Generalized Sequential Minimum Method GSMO
Since the formulation of an hyper-ellipsoid model is a quadratic programming optimization problem, then adopting algorithmic solutions to speed up the method are needed. Such solutions include sequential minimization optimization (SMO) (Platt, 1999) which is a special algorithm that was developed to solve quadratic optimization problems involved in SVM formulation. Later, a generalized version named GSMO (Keerthi, 2002) has been proposed to solve any quadratic optimization problem written in the form:
where T note the transposed matrix Q positive semidefinite matrix, a i ≤ b i et y i = 0 ∀i. The meaningful idea of this algorithm that is works in an iterative way is that at each iteration it optimizes the working set of four dual variables, keeps all other variables fixed and continues with the rest of the data.
Scaled-up ESVDD
Core-sets have played an important role to reduce the time requirement in scaled-up SVDD . So we asked the question whether the application of core-sets remains valid in the case of hyper-ellipsoid. A geometric problem known as MEE (Kumar, 2005) seeking the Minimum Ellipsoid Enclosing a number of points. Like the MEB problem, MEE is based on the idea of core-sets to achieve an optimal solution in terms of time. Therefore we have the idea to use the core-sets concept to build an algorithm that looks for a scaled-up Ellipsoidal Support Vector Data Description or scaled-up ESVDD: For a set S of N points, we fixed a random point x 0 of S. Therefore, we seeked the n 0 closest points from x 0 and calculated their ESVDD that we noted MEE 1 .
For ε > 0, scaled-up ESVDD works as follows: 1: initialize S 1 = x 0 , d 1 the major axis of MEE 1 and i = 1. 2: find the set of points P i that are located outside (ε + 1) MEE i . 3: stop if | P i |≤ µN, the expected number of rejected items. 4: otherwise, find z the closest point outside of (ε + 1) MEE i , S i+1 = S i + z. 
Proposed Clustering Algorithm
Similar to the KG algorithm, the proposed algorithm behaves as follows: 1: initialize c Voronoi sets Π k (ρ), k = 1, ..., c. 2: apply the scaled-up ESVDD for each Π k (ρ). 3: update each Π k (ρ). 4: stop if the Voronoi sets remain unchanged. 5: otherwise, return to step 2.
EXPERIMENTAL RESULTS
Synthetic and Real World Data Sets
In this section, we investigate the results of the proposed algorithm on several artificial and publicly available benchmark datasets, which are commonly used in testing machine learning algorithms. We choose as real world data set: Iris, Wisconsin and Spam (Frank, 2010) . Only Delta set (Mldata, 2009 ) is used as a synthetic data set. The performance of our algorithm is compared with previously presented algorithms (KG and Scaled-up KG) . We respect the same evaluation conditions and the same results found in (Chang, 2008) . The comparison is done in terms of CPU time and rate of correct classification.
In Table 1 , T 1 presents the CPU time of KG, T 2 is the CPU time of Scaled-up KG and T 4 is the CPU time of the proposed method. * means that the algorithm needs too long time. We note that T 3 presents the CPU of an interative algorithm similar to KG which we tried to include the ESVDD proposed by Forghani (Forghani, 2011) in a multi-class clustering problem. This algorithm has a huge computational time noted by (*) and hence can't be applied to large scale clustering problem. It can be seen that our method has the lowest run time compared to other methods. Although, it was noted that the number of iterations of the proposed algorithm is slightly higher compared to Scaled-up KG. Table 2 illustrates the comparison results on average correct ratios of classification between KG, scaled-up KG and our method. The results are satisfactory and show that the improved method is able to give a high clustering results on different types or size of data. Indeed, the ellipsoidal boundary is efficient and can generate non-linearly separable classes. So, it is obvious that the effect of outliers is reduced.
Berkeley Image Segmentation
In this subsection, we use the Berkeley Segmentation Data Set (Martin, 2001) to evaluate the performance of our approach when it's applied to a large scale context and especially into the field of image segmentation. Berkeley Segmentation Data Set contains 300 images of natural scenes with at least one detectable object in each image. The segmentation evaluation is based on the Probabilistic Rand Index (PRI) (Unnikrishnan, 2007) . This index aims to compare between a test segmentation and a multiple ground-truth images through a fraction of pairs of pixels whose labelling are consistent between the test segmentation and the ground truth. Thereafter, an average is com- Figure 5 : The two curves show the progressive appearance of CPU time for each algorithm according to the Delta set size which the evolution accelerates linearly when ε increases. Our algorithm always displays the lowest CPU value. puted across all ground truth to account for scale variation in human perception. Figure 6 shows examples of image segmentation obtained by the proposed method and the scaled-up KG. Also, we perform in Table 3 a comparison between these two algorithms in terms of PRI measurement. The results can attest again the efficiency and performance of our classification approach.
CONCLUSIONS
In this paper, we presented a novel kernel clustering method that is based on an ellipsoidal support vector data description. In addition, we have proposed to solve the optimizing problem with the GSMO algorithm. Our method outperforms when compared with other state-of-the art kernel clustering method. The results are very encouraging and the proposed method can be adapted to general clustering problems.
