Abstract. Recently, the problem of bounding the sup norms of L 2 -normalized cuspidal automorphic newforms φ on GL 2 in the level aspect has received much attention. However at the moment non-trivial upper bounds are only available either if the level is squarefree or the character χ of φ is not too highly ramified. In this paper, we establish a non-trivial upper bound in the level aspect for general χ. When χ is highly ramified, in the sense of [12], our estimate improves on the previous upper bounds obtained by Saha in [12] . If the level N is a square, our result reduces for any χ to φ ∞ ≪ N 1 4 +ǫ , at least under the Ramanujan Conjecture (which is known for holomorphic cusp forms). In particular, when χ has conductor N (i.e., χ is maximally ramified), this matches a lower bound due to Templier [16] and our result is essentially optimal in this case.
Introduction
Let φ be a cuspidal automorphic form on GL 2 with conductor N = p p np and central character χ. Assume in addition φ is a newform, in the sense that there exists either a Maaß or holomorphic cuspidal newform f of weight k for Γ 1 (N) such that for all g ∈ SL 2 (R) we have φ(g) = j(g, i)
−k f (g · i). In particular, φ is bounded and L 2 , hence one may be interested in asking how its L ∞ and its L 2 norm relate. In the level aspect, one traditionally asks for bounds for φ ∞ depending on N as φ 2 is fixed. Subsequent investigations have shown that it is relevant for this problem to also take into account the conductor C = p p cp of χ. Assuming that φ is L 2 -normalized, the "trivial bound" is
for any ǫ > 0. Here and below, the implied constant may depend on ǫ and on the archimedean parameters of φ. The upper bound in (1) does not appear to have been written down previously for general N and C, but it can be deduced from the main result of [12] for instance. For squarefree N, the first non-trivial upper bound is due to Blomer and Holowinsky [3] , and has been subject to several improvements by Harcos and Templier (and some unpublished work of Helfgott and Ricotta) culminating with the result of [6] which achieve the upper bound N 1 3 +ǫ . For non-squarefree N, the best result to date is due to Saha [12] , but it significantly improves on the trivial bound only when χ is not highly ramified (here and elsewhere we say χ is highly ramified if c p > ⌈ np 2 ⌉ for some prime p). Indeed, if χ is not highly ramified and N is a perfect square, then Saha's result [12] gives an upper bound of N 1 4 +ǫ . On the other hand, if N = C and if N is a perfect square, then Saha's result [12] reduces to the trivial bound (1) .
2010 Mathematics Subject Classification. 11F03, 11F70. 1 Templier was the first to provide evidence that the actual size of φ ∞ may depend on how ramified χ is. Namely, he proved in [16] that whenever N = C we have (2) φ ∞ ≫ N −ǫ
In particular, if N is a square, then
We shall prove the following comparable upper bound, which improves on [12] when χ is highly ramified.
Theorem 1. Let π be an unitary cuspidal automorphic representation of GL 2 (A Q ). Let N = p p np be the conductor of π. Let φ ∈ π be a L 2 -normalized newform. Then
where δ is any exponent towards Ramanujan Conjecture for π.
Theorem 1 provides for the first time non-trivial upper bounds for general N that do not get worse when the conductor C varies. As a point of comparison, the main result of [12] had an additional factor of p p max{0,cp−⌈ np 2 ⌉} , which is larger than one precisely when χ is highly ramified. Furthermore, for C = N, in view of the lower bound (2) and assuming Ramanujan Conjecture, our result is essentially optimal when N is a square. Note that Ramanujan Conjecture is known by work of Deligne and Serre for φ arising from a holomorphic cusp form, and otherwise δ = is admissible [9] . Remark 1. In [12] , the appeal to an exponent towards Ramanujan Conjecture is avoided by using Hölder inequality to estimate separately L 2 averages of the Whittaker newforms at ramified primes and moments of the coefficients λ π of the L-function attached to π. However, in our situation, we want to exploit the fact that the Whittaker coefficients are supported on arithmetic progressions of modulus K, say, as explained later. A similar technique as in [12] would thus lead us to estimate moments of λ π on these arithmetic progressions. If we were to bound them by positivity by the full moments, we would expect an over-estimate order K. Since estimates are known by Rankin-Selberg theory up to the 8-th moments, and, as we shall see, K ≤ cp> ⌋ , similarly as in Theorem 1.1 of [8] . However, for the sake of brevity, we do not carry out this argument.
The lower bound (2) has been generalized by Saha in [13] and subsequently by Assing in [2] . When χ is not maximally ramified, there is still a gap between the best known lower bound and the upper bound from Theorem 1. Finally, let us mention that the hybrid bounds over Q in [12] , which combines the Whittaker expansion with some amplification, still beats our result when χ is not highly ramified. For hybrid bounds over general number fields, we refer to the work of Assing [1] .
The proof proceeds by using Whittaker expansion to reduce the problem of bounding φ to that of understanding the local newforms attached to φ. By making use of the invariances of φ, we can restrict ourselves to evaluate these local newforms in the Whittaker model on some convenient cosets. This is done by using a "basic identity" deriving from the JacquetLanglands local functional equations which was first written down in [13] .
Actually, we are computing the Whittaker expansion of a certain translate of φ, the "balanced newform". The main feature is that it is supported on arithmetic progressions, which enables us to get some savings compensating the peaks of the local newforms. Though we are working adelically, this fact can also be seen classically by computing the Fourier expansion of the corresponding cusp form at cusps of large width. The situation is somewhat analogous to [8] , where the authors also get Whittaker expansions supported on arithmetic progressions.
Let us explain this analogy in the maximally ramified case -in which we get optimal upper bounds. As we shall see, in this case each local representation at ramified places is of the form χ 1 ⊞ χ 2 , where χ 1 has exponent of conductor n p and χ 2 is unramified. Then the local balanced newform for π is a twist of the local balanced newform for χ 1 χ −1 2 ⊞ 1. For representations of this type, the local balanced newform coincides with the p-adic microlocal lift as defined in [11] . Now as explained in [8] , the microlocal lift is the split analogue of the minimal vectors used there. Therefore the fact that we get optimal sup norm bounds in this case is the direct analogue of Theorem 1.1 of [8] which gives an optimal sup norm bound for automorphic forms of minimal type.
It is worth noticing that [8] , [14] as well as the present work provide instances of the seemingly general principle according to which when considering very localized vectors, one is able to establish very good and sometimes optimal upper bounds, even when, as in [14] , a Whittaker expansion is not available.
Computations of the local newforms are carried out in Section 2. The proof of Theorem 1 is given in Section 3. Section 4 is devoted to some technical computations that we wished not to include in Section 2.
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Local computations
In this section, F will denote a non-archimedean local field of characteristic zero and residue field F q . Let o denote the ring of integers of F and p its maximal ideal with uniformizer t p . The discrete valuation associated to F will be denoted by v p . We define U(0) = o × , and for k ≥ 1, U(k) = 1 + p k . We fix an additive unitary character ψ of F with conductor o. In the sequel, the ǫ-factors and Whittaker models given will be those with respect to ψ.
. For x ∈ F and y ∈ F × , consider the following elements
Then define the following subgroups
and, for a an ideal of o,
From [13, Lemma 2.13], for any integer n ≥ 0 we have the following double coset decomposition
where k n = min{k, n − k}, and
by Remark 2.1 of [12] , g is in the coset of g m,k,ν with k = min{v p (c), n} and m = v p (y) − 2k.
In particular, if g is already an element of GL 2 (o), then g is in a coset of the form g −2j,j, * 2.1.2. Characters and representations. For χ a character of F × , we denote by a(χ) the exponent of the conductor of χ, that is the least non-negative integer n such that χ is trivial on U(n). We denote byX the set of characters χ of F × such that χ(t p ) = 1, and byX(k) those character ofX having exponent of conductor at most k. We may use the following notation. Definition 1. For any character χ of F × , we define characters χ (u) and χ (r) (depending on the choice of the uniformizeer t p ) such that
For π an irreducible admissible representation of G, we also denote by a(π) the exponent of the conductor of π, that is the least non-negative integer n such that π has a K 1 (p n )-fixed vector. The central character of π will be denoted by ω π , and the normalized newform attached to π by W π .
Remark 3. Because W πχ = (χ • det)W π when χ is an unramified character, when studying the amplitude of W π , we may assume that ω π ∈X, and we henceforth shall do so.
2.1.3. ǫ-factors. We briefly review the properties of the ǫ-factors to be used. We begin with the case of ǫ-factors attached to unitary characters. The following facts can be found in [15] . For all unitary character χ and for all complex number s,
and in particular
If χ is unramified then ǫ(s, χ) = 1 whereas if χ is ramified then
Finally, if µ is an unramified character, then
The following result [13, Lemma 2.37] shall be useful.
we have
If χ(t p ) = 1 but all the other conditions are met, this lemma can be extended in the following way
The other ǫ-factors that shall be relevant for out purpose are those attached to an irreducible principal series representation π = χ 1 ⊞ χ 2 . As can be seen from Section 11.11 in [4] , these satisfy
Combining the previous propositions, we arrive at the following result, that we make a lemma since it will frequently be useful in our computations.
In particular, if χ 2 is unramified, then
2.1.4.
The local Whittaker newform. Fix π a generic irreducible admissible unitarizable representation of G. From now on, we fix n = a(π). For any fixed m ∈ Z and 0 ≤ k ≤ n the function on o × given by ν → W π (g m,k,ν ) only depends on ν mod (1 + p k ). Thus, by Fourier inversion, it can be expressed as
for some complex numbers c m,k (µ). Then, using Jacquet-Langlands local functional equation and explicit computation of some local zeta integral, one may establish the following "basic identity" (see [13, Proposition 2 .23]).
Proposition 1.
Suppose ω π ∈X. For any integer 0 ≤ k ≤ n = a(π) and µ ∈X(k) we have the following identity of rational fractions in the variables q
where
is the Gauss sum defined for any x ∈ F and µ ∈X.
The quantities G(x, µ) and W π (a(t m p )) appearing in the "basic identity" are well-known and are as follows.
, and for µ = 1,
We shall only need the values of the local Whittaker newform on the subgroup A and for
, where W * π is the normalized Whittaker conjugate-newform attached to the representationπ contragradient to π (see [13] ). These values correspond to those of the local newform in the Kirillov model ofπ, that are recorded in the table before section 3 of [15] . Sinceπ ∼ = χ −1
2 , the table gives
Remark 4. From Proposition 2.28 of [13] , denoting byπ the representation contragradient to π, for 0 ≤ k ≤ n we have |Wπ(g m,k,ν )| = |W π (g m+2k−n,n−k,−ν )|. Therefore for our purpose we can further reduce to the case 0
Let us quote Lemma 2.36 in [13] .
. Then π = χ 1 ⊞χ 2 , where χ 1 and χ 2 are unitary characters with respective exponents of conductors a 1 = a(ω π ) and a 2 = n − a(ω π ).
In the rest of this section, we shall only consider the case a(ω π ) > a(π) 2
, as the complementary case will eventually be tackled in a different way in the global application. Thus for our purpose, we only have to consider π = χ 1 ⊞ χ 2 with a 2 < n 2 < a 1 , where from now on we denote a 1 = a(χ 1 ) and a 2 = a(χ 2 ). We treat first the case a 2 = 0, which corresponds to a(ω π ) = a(π), in other words π having central character with maximal possible ramification. We then explain the modifications required in the remaining cases.
2.2.
Maximally ramified case. In this subsection, we are sticking to the case a 1 = n, a 2 = 0. Then the L-factors appearing in the "basic identity" are
and they are just 1 for µ ∈X(k), µ = 1. We subsequently divide the discussion in the two corresponding cases.
2.2.1. The case µ = 1. Since we are assuming k ≤ n 2 < n, for µ ∈X(k), µ = 1 we have a(µπ) = a(µχ 1 ) + a(µχ 2 ) = n + a(µ). Thus, using the explicit values of the Gauss sums (6) and of the local Whittaker newform (7) and identifying the coefficients of q
By Lemma 2, and since ω π ∈X, we can further rearrange the ǫ-factors so as to obtain
2.2.2.
The case µ = 1. For µ = 1, the "basic identity" becomes
By (5), the Gauss sum G(t
, and 1 otherwise. Let us first consider the case k = 0. Rearranging the summation order, we obtain
From this we may conclude
, χ 1 ,
Now let us deal with the case k > 1. Using that ζ F (1)q −1 + 1 = ζ F (1), the right hand side of the "basic identity" then becomes
from which follows that
c m,k (1) = 0.
2.2.3.
Computation of the values of the local Whittaker newform. We are now able to give the value of the local Whittaker newform on each coset.
Lemma 4. Let π be a generic irreducible admissible unitarizable representation of G with exponent of conductor a(π) = n > 1. Assume a(ω π ) = a(π). Then there exists ν 1 ∈ o × such that for all m ∈ Z and for 0 ≤ k ≤ n 2 , we have
and if k ∈ {0, n} and m
Proof. If k = 0, then only the trivial character contributes to the sum (4), so that in this case the claim just follows from equations (12) to (14) . Next, for k > 0, by equation (8), we have W π (g m,k,ν ) = 0 unless m = −k − n. Using (9) we obtain for all
Now the claim follows becauseX(k) identifies to the group of characters of the finite abelian group
2.3. Non maximally ramified principal series. From now on, we are considering the case 1 ≤ a 2 < n 2 < a 1 . When χ 1 and χ 2 are both ramified, by (7) the right hand side of the "basic identity" takes the simpler form
As in the maximally ramified case, we distinguish cases according to whether the local Lfactors are trivial or not. Since a 1 > n 2 ≥ k, the latter occurs only for µ ∈X(k) such that µχ 2 is unramified, which is equivalent to µ = χ −1 2 (r) .
2.3.1. The case µ = 1. In the case µ = 1, using equation (15) and the values of the Gauss sum (5) we get c m,k (1) = 0 if m = −n, and
The case µ = 1, µχ 2 ramified. If µ = 1 and µχ 2 is ramified, then since a(µπ) = a(µχ 1 ) + a(µχ 2 ) = a 1 + a(µχ 2 ), similarly as previous case but with the values of the Gauss sum given by equation (6) we get c m,k (µ) = 0 if m = −a 1 − a(µχ 2 ), and
, µπ) 
and for m ≥ −a 1 ,
2.3.4.
Computation of the values of the local Whittaker newform. Let us estimate the contribution from several cases.
• µ = 1 contributes only for k ∈ {0, 1} and m = −n. Its contribution is given by
• µ = χ −1 2 (r) contributes only for k = a 2 and m ≥ −a 1 − 1. Its contribution is given by
• Those µ = χ −1 2 (r) such that a(µ) > a 2 contribute only for k = a(µ) and m = −a 1 − a(µ). Hence by equation (18) for fixed k > a 2 their contribution is given by
By Lemma 2 the sum we have to evaluate becomes
otherwise
• The computation for those µ = 1 such that a(µ) < a 2 is similar with a slight modification due to the fact that in this case, a(µχ 2 ) = a 2 . In particular, we may not apply [13, Lemma 2.38 ]. Instead, we use a similar lemma.
Lemma 5. Let 0 < r < r ′ be integers, and let χ ∈X be a character with
The proof is given in Section 4. As a consequence, the characters µ such that a(µ) < a 2 actually do not contribute at all.
• Eventually, the case a(µ) = a 2 requires more attention as the character µ ′ = µχ 2 may have varying conductor. On one hand, the contribution of this case is given for 1 ≤ r = a(µχ 2 ) ≤ a 2 − 1, by
Changing variables and using Lemma 2, and the sum can be rewritten as
Decomposing µ ′ = µ ′(u) µ ′(r) the last sum can be rewritten so as to be handled by Lemma 5, hence the contribution of this case is zero. On the other hand, the remaining contribution is
But {µ ∈X : a(µ) = a(µχ 2 ) = a 2 } is stable by multiplication byX(r ′ ) for all r ′ < a 2 . Therefore it can be written as an union of cosets i µ iX (r ′ ). Hence the sum we are interested is
Applying Lemma 2 with µ i µ instead of µ, the inner sum can be rewritten as
We need the following new lemma.
⌉ be integers, and let η, χ inX such that a(η) = a(ηχ) = a(χ) = r. Then for any ν ∈ o × ,
The proof is given in Section 4. In particular, we can apply this lemma as long as a 2 > 1, and in this case we get a zero contribution again. Finally, we have to consider the case a 2 = 1. But this case is easy to understand, becauseX(1) identifies to the group of characters of F × q .
Lemma 7. Let χ ∈X with a(χ) = 1 For any
The proof is given in Section 4. Note that µ = 1 contributes to the sum S(χ, ν). Therefore to get the contribution of those µ with a(µ) = a 2 = 1 we should duly subtract the corresponding term ǫ 1 2 , χ . Thus if a 2 = 1, we also get a contribution
, for some ν 1 ∈ o × . Let us summarize the values of the local Whittaker newform. Lemma 8. Let π be a generic irreducible admissible unitarizable representation of G with exponent of conductor n > 1. Assume n 2 < a(ω π ) < n. Set a 1 = a(ω π ) and a 2 = n − a 1 . Then there exists ν 1 ∈ o × such that for a 2 < k ≤ n 2
For k = 0 we have |W π (g −n,0,ν )| = 1,
and
whereas if a 2 = 1,
and W π vanishes on every other coset indexed by 0 ≤ k ≤ n 2 .
Proof. Everything follows from the computations of the various contributions (21)-(24) in each case.
Archimedean case.
The local representation at the infinite place is a generic irreducible admissible unitary representation π of GL 2 (R). Let ψ be the additive character of R given by ψ(x) = e 2iπx . The lowest weight vector in the Whittaker model with respect to ψ is given by
where κ is determined by the form of the representation π. We shall use that for y ∈ R 
where K ν is the K-Bessel function. By [5, Proposition 7.2], we have the following estimate.
In particular, taking σ = (1 + sgn(y))e −2πy , and we see that it satisfies again the estimate (25).
Global computations
3.1. The Whittaker expansion. Let A Q denote the ring of adèles of Q and ψ be the unique additive character of A Q that is unramified at each finite place and equals x → e 2iπx at R. Let π = ⊗ p≤∞ π p be an unitary cuspidal automorphic representation of GL 2 (A Q ) with central character ω π . Let N = p p np be the conductor of π and C = p p cp be the conductor of ω π . In particular C | N. Let introduce some notation to denote respectively the set of primes for which Lemma 3 do or do not apply, namely
Then according to Lemma 3, π p is an irreducible principal series representation for each prime p ∈ H , and we have corresponding local exponents of conductors a 1 (p) = c p and
Define the global Whittaker newform on GL 2 (A Q ) by
It factors as
where W p are as defined in the first two sections, and c φ is a constant that satisfies
,
In turn, we have the Whittaker expansion
for any g ∈ GL 2 (A Q ). First, we give a bound for the constant c φ appearing here. By [7] have
For p ramified, we have
(see [13, Lemma 2.16] ). Consequently, |c φ | ≪ N ǫ . We shall also use that for any integer n coprime to N, we have
where λ π (n) is the n-th coefficient of the finite part of the L-function attached to π.
Generating domains.
Using invariances of automorphic forms, we can restrict their argument to lie in some convenient set of representatives. We first describe such generating domains. 
Proof. By the strong approximation theorem, any g ∈ GL 2 (A Q ) can be written as g ∞ γk with g ∞ ∈ GL + 2 (R), γ ∈ GL 2 (Q), and k ∈ K. Multiplying on the left by γ −1 and on the right by k −1 , we can first assume that g p = 1 for all finite p.
. After multiplying on the left by σ and on the right by p∤N σ −1 , we can instead assume that g p = 1 for all p ∤ N, g p ∈ GL 2 (Z p ) for p|N, and
. Finally, multiplying by an element of SO 2 (R), we can assume that g ∞ is of the form n(x)a(y) with y ≥
Instead of evaluating our newform φ on elements of our generating domain D N , we shall rather use it with a certain translate of φ, the "balanced newform".
By Lemma 11, we can restrict ourselves to evaluate |φ| on D N p a(p ep ), where the exponents e p may be conveniently chosen. Of course, this is equivalent to evaluate its left translate by p a(p ep ) on D N . Now, in addition of this global generating domain corresponding to a global double coset decomposition, we saw in Section 2 that we also have some explicit representatives corresponding to each local double coset decomposition. Our next task is to understand how they relate.
Lemma 12. Let I N be the set of g ∈ GL 2 (A Q ) such that
Proof. Choose e p = ⌊ np 2 ⌋ in Lemma 11. For each p | N we can restrict g p to lie in GL 2 (Z p )a(p ep ). We want to understand to which cosets of the local double coset decomposition (3) this corresponds. So let
. By Remark 2, it is then in the coset of some g −2j,j, * with 0 ≤ j ≤ n p . On the other hand,
so by Remark 2 a(p mp+ep )wn(p ep−kp ν p ) is in the coset of g mp+ep,0, * . So in this case, g −2j,j, * = g mp+ep,0, * thus m p = −e p and we are done. Otherwise a(p mp+ep )wn(p ep−kp ν p ) = g mp+ep,kp−ep,νp , therefore g −2j,j, * = g mp+ep,kp−ep,νp and we get m p + e p = −2(k p − e p ). According to Remark 4 we may replace g mp,kp,νp with g mp+2kp−np,np−kp,−νp = g −⌈ np 2 ⌉,np−kp,−νp and thus the lemma is established.
Next, in order to handle the terms appearing in the Whittaker expansion (26), we have to figure out what happens to double cosets when we left translate them. Let q = p qp u ∈ Q with u ∈ Z × p . Direct computation shows that a(q)g mp,kp,νp = g mp+qp,kp,νpu −1 1 u , Therefore, choosing g ∈ I N , the Whittaker expansion takes the form
where now according to Lemma 12,  
. Set ǫ ′ p = n p − ǫ p , and define the following integers
p , as well as the set of primes J = {p ∈ H : k p = a 2 (p)}, where a 2 (p) = n p − c p is the exponent of the conductor of the local character χ 2 (note that in the case where N = C, this coincides with the set of primes dividing N and not dividing K). Finally, for any set of primes P, define Ψ(P) to be the set of positive integers having all their prime divisors among P. We shall use the following obvious result.
We now compute the size of each term in the Whittaker expansion (28).
Proof. For q of this form, using (29) and (27), we have
and Lemma 4 gives
Combining Lemmas 14 and 15 the Whittaker expansion (28) is thus bounded above by
Using estimate (25), we first evaluate the j-sum as follows:
Altogether, using Lemma 13 we get
and N 2 K ≤ N. This establishes Theorem 1 when N = C because K ≤ N 3.4. Sup norms: general ramification. Finally, let us address the necessary modifications when we do not make any assumption about the conductor of χ. The analysis at the primes p ∈ H is similar, but with more cases to take into account. In particular, it still holds that for all p ∈ H we have π p = χ 1 ⊞ χ 2 , but the exponents a 2 (p) = n p − c p of the conductor of the local characters χ 2 may not all equal zero. On the other hand, for primes in L, we rather use strong L 2 -averages of the local newforms, in the spirit of [12] . Let us introduce relevant sets of primes:
Proof. For q of this form, by Lemmas 4 and 8 we have
where Π i is the product indexed respectively by those primes (1) in C, (2) such that k p = 0 < a 2 (p), (3) such that k p = 1 < a 2 (p), (4) in J . In addition,
|Π 4 | is more complicated because its general term depends on whether when q p > a 2 (p)−ǫ ′ p −1 or not. Consequently, let us write
The general term of the last product further depends on a congruence condition, but for our purpose, it suffices to bound it by 4, so that using (30) we have
Finally, the contribution of the unramified primes is similar as in Lemma 15, where we use (32) instead of (29).
In order to use L 2 -averages of the local newvectors at primes from L to bound the Whittaker expansion (28) we make first the following trivial lemma.
Lemma 18. Suppose (a n ), (b n ) are two sequences of positive numbers such that n∈Z a n b n converges, and a n is periodic with period T . Let M be such that Next, we express the Whittaker expansion so as to be tackled by previous lemma.
where a n is periodic with period K l and satisfies
Proof. The claim will follow from the Whittaker expansion (28) together with Lemmas 16 and 17 once we have shown that the sequence defined by a n = p∈L W p q u,s,n g −ǫp,kp,νp satisfies the desired properties. Now by [12, Remark 2.12] , for each p ∈ L and each fixed s ∈ Ψ(J ) and u ∈ Ψ(L), the map on Z × p given by
Hence by the Chinese remainders theorem, these give rise to a map on
By [12, Proposition 2.10], we then get
where φ is Euler totient. Finally, by Lemma 16, if a n = 0 then r = t s,u + n Kc Ac is coprime to N. Since K l | N, r is coprime to K l , and since Kc Ac is coprime to K l , each value of r modulo K l is attained once when n varies in an interval of length K l , so we are done.
Combining Lemmas 19 and 18, we get
Lemma 20. For all k ≥ 1 we have
and the same estimate holds for k ≤ −2 upon replacing k with −k − 1 in the right hand side. Finally,
Proof. For those intervals [kK l , (k + 1)K l ] not containing zero we use estimate (25) then we bound S k by the number of terms multiplied by the largest term. This gives, for k ≥ 1
For k = 0 we have
The analogous results for k < 0 follow by changing k to −k − 1 and t s,u to Kc Ac
By a similar argument as in § 3.3, Lemma 20 implies
Reporting this into (33) and using Lemma 13 we obtain
Remark 5. Assuming that we know the exponent of the conductors of the local characters at primes from H, the dependence in A c and A e in the above estimate gives some further savings.
Twisted sums of twisted ǫ-factors
In this section, we proceed to prove Lemmas 5, 6 and 7. We recall that ψ is our fixed additive character of the non-archimedean field F , with conductor o. The sum µ∈X(r) µ(xy −1 ν) is zero except if xy −1 ν ∈ 1 + p r , which is equivalent to x ∈ yν −1 + p r . Therefore We have v p (1 + ν −1 (1 + w)) = v p (1 + ν −1 ) = 0 except if ν ∈ −1 + p. In the latter case, the Gauss sum is zero. Otherwise we get 
