Abstract. We propose a new method to combine adaptive processes with a class of entropy estimators for the case of streams of data.
Introduction
Several situations in modern research and technological development have an essential time directionality, which arises from a sequential acquisition of the data while producing outputs and decisions at intermediate steps.
Concrete examples of this feature include the update of control parameters in dynamical systems (mobile phones, GPS), social networks, image analysis, psychotherapy processes, economic analysis (cryptocurrency), etc. These data may be characterized by
• large sample size (e.g., big data);
• unstructured data (e.g., audio/video, natural language);
• the need of a continued analysis in a streaming way (e.g., image analysis);
• the need to obtain a fast answer/output given a new input (e.g., submarine robot control).
These aspects lead to as many drawbacks in concrete applications: standard analyses on whole dataset
• are computationally expensive, since they require to run the whole algorithm at each new observation;
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• hide the relation between subsequent estimates at consecutive times n → n + 1 and, hence, the information acquisition and knowledge dynamics; • may be unfit to provide prompt responses, and have to be adapted to work in real time with online data.
Thus, in these situations, one cannot disregard the role of time flow. The process itself has to adapt during the evolution of the system.
In order to highlight this temporal structure of the data, we will make use of the Maximum Entropy Principle (MEP), whose defining characteristics allow extracting the essential information available in a set of observations with the least amount of additional assumptions. The MEP is a cornerstone in contemporary science due to its capacity to embed some quantitative or qualitative aspects of information within models for a variety of applications and, hence, connect several different frameworks: nowadays, applications of the MEP can be found in artificial intelligence (Solomonoff's universal inductive reasoning [28] ), complexity theory [21] , linguistic [3] , biology [16] etc.
A remarkable development of the MEP in statistical regression is given by the Generalized Maximum Entropy (GME) approach [17, 19, 20] , which is successfully employed to provide estimates of both parameters and errors in regression models. The extension to the multivariate analysis has been developed in the last decade [5, 6] . These techniques have proved useful in psychological and social studies on perception and satisfaction [7, 8] , also in combination with Structural Equation Models (SEM) [9] .
On the other hand, the implementation of the GME method involves the whole dataset and, hence, there is a permutation symmetry for the consistency constraints: in this perspective, the implications of the temporal dimension are lost.
The aim of the present work is to investigate the combinations of both the adaptive aspects during a streaming flow of data and the information theory based on the GME. This entails a natural distinction between the objects in the model under consideration: indeed, the parameters in the model represent the "recurrent" part of the set of observations, also called the signal in information processing, while errors represent the "accidental" part. The parameters are obtained from subsequent assessments following new data, while the errors are necessary to make the recurrent part consistent with different instances of the observed phenomenon. The difference between these two roles can be highlighted looking at their evolution during a stream of data.
In order to explore such a distinction, we consider an adaptive process to update the probability distributions associated with signal and errors and choose the cross entropy (or Kullback-Leibler divergence) as cost function to be minimized at each step, under the constraints given by the new data in the stream. The asymmetry between the signal and the error is represented by the different priors that are associated to each of them in the cross entropy. These two assumptions, i.e. adaptive evolution during a stream and entropy-based principle to combine prior information and new data, are the bases for the Streaming Generalized Cross Entropy (Stre-GCE) presented in this work.
The paper is organized as follows: in Section 2 we provide the basic preliminaries that are needed for the definition of our algorithm, briefly mentioning adaptive process and the standard GCE method in linear regression. The description of the Stre-GCE method, the regime where it is considered, its analogies and differences with respect to the GME and GCE techniques are discussed in Section 3. Section 4 is devoted to the formalization of the Stre-GCE algorithm. In order to compare the performance of Stre-GCE with respect to that of GME and GCE, we perform a set of simulations that are presented in Section 5. In particular, we focus on the comparison through root mean square errors, we extend Stre-GCE beyond the single-unit update to a stream of blocks of data, and we explore the effects of multicollinearity. The results of these simulations are discussed in detail in Section 6, and future perspectives and applications of Stre-GCE are suggested in Section 7.
Preliminaries
In this section, we provide the basic notions on the two main "ingredients" that are needed for the implementation of the Stre-GCE algorithm, namely, adaptive processes and the Generalized Cross Entropy method.
2.1. Adaptive processes. When a model evolves in time, it often happens that the role of all the agents have to be taken into account. This also includes the actions of the observer, e.g. decisions made consistently to the data available at previous time steps. The inclusion of a flow of information and sequence of control steps within the same framework leads to consider adaptive processes, which merge previous outputs and new data on the basis of a given criterion. Such a criterion is often quantified by a cost (or reward) function, which gives a measure of the discrepancy between the actual model and a "more favorable" one, in accordance with the new data. Applications include, but are not limited to, system and control theory [27] pattern recognition [29] , and reinforcement learning [31] .
A major example of adaptive processes is the Kalman Filter (KF), which is a fundamental tool in control theory [27] . The standard Kalman filter has the advantages that follows from specific requirements, namely, the linearity of the model and the Gaussian distribution for errors. Consequently, one can consider algebraic formulations based on least squares (LS) methods to provide exact formulas for optimal estimation. Further, this matches the need of efficient inclusion of new data in the model through the recursive least squares (RLS) algorithm.
However, the efficacy of this method is limited by the same assumptions mentioned before. Nonlinear models and multimodal distributions make the implementation of the standard Kalman filter ineffective [27, 32] . This has drastic consequences in decision theory, where non-trivial symmetries may relate different states or transitions, and the standard Kalman filter does not faithfully represent this ambiguity. Furthermore, an efficient application of the KF in relation to its optimality properties among linear estimators relies on the exact knowledge of covariance matrices for errors, and this condition is hardly fulfilled in concrete situations.
For these reasons, nonlinear extensions of the Kalman filter have been developed, e.g. extended KF, unscented KF, particle filters, as well as additional numerical methods (see e.g. [13] ). Each of these approaches returns some information on the required probability distribution in greater generality but, on the other hand, they are often computationally expensive, which make them unsuitable for real-time data, and they rely on recursive schemes for approximations [13, 32] .
Besides statistical assumptions, KF and several other methods in linear models need the fulfilment of algebraic hypotheses, which reflect on the observability of the system: these requirements are not matched in presence of multicollinearity, even when it is not exact but numerical approximations lead to rank reductions. Multicollinearity can be managed with other approaches, including the GME and GCE methods that are summarized in the following.
Generalized Cross Entropy (GCE).
The notion of entropy arose in early works by Boltzmann, Gibbs and Planck in statistical mechanics, where the equilibrium state in a macroscopic system is represented by the maximum entropy distribution compatible with macroscopic observables [25, 15] , and by Shannon in the analysis of optimal communication information theory (see e.g. [11] for a review). The key aspects of the MEP have been intensively explored by Khinchin [24] , Kullback and Leibler and Jaynes, in order to identify its characterizing features that do not rely on the specific physical system [14] and, hence, make it a fundamental principle for inference [23] . A number of distinctive features of the MEP can be drawn also in relation to other methods, such as maximum likelihood, empirical likelihood, Bayesian method of moments and (ordinary or weighted) least squares [18] .
For our purposes, a relevant role is played by the GME and GCE approaches for regression models [17, 19, 20] . In particular, we focus on linear regression
involving a set of n units
Through GME, one can express both the parameters β j , j ∈ {1, . . . , J} (and, possibly, the intercept α) and the errors ε i , i ∈ {1, . . . , n}, as expected values with respect to a certain probability distribution p β , p ε 1 , . . . , p ε n supported on a finite set. Specifically, K is the number of support points z β j,k : k ∈ {1, . . . , K} for β j and H is the number of support points z ε i,h : h ∈ {1, . . . , H} for ε i . So (2.2) can be restated as a set of n constraints
or, in matricial terms,
where diag(M a×a ) is the (a × 1)-dimensional matrix (a column vector) whose entries are the diagonal entries of M, and 1 a×b is the (a × b)-dimensional matrix with all entries equal to 1. The maximization of Shannon's entropy
subject to consistency (2.3) and normalization (2.4) constraints returns a highly accurate estimation of the parameter and the error terms. Note that one assumes independence properties among the components of the joint distribution (p β , p ε 1 , . . . , p ε n ), as can be seen from the form of Shannon's entropy (2.5). It is worth stressing that the errors ε i make the problem (2.3) under-conditioned for a generic choice of J and n, since the number of unknowns in the distribution is larger than the number of constraints. So a criterion (such as the maximization of the entropy) is needed to select a single probability distribution among the several ones that satisfy both consistency and normalization constraints.
In order to compare different models represented by two distributions q and p on a set Ω, a generalisation of Shannon's entropy can be worthwhile. This can be achieved introducing the cross entropy (or Kullback-Leibler divergence) from q to a dominated distribution p, which is defined by
assuming 0 · log 0 = 0. The cross entropy formalises a notion of "distance" of p from an initial distribution q. Whenever q is the uniform distribution u Ω over a fixed finite set Ω = {α 1 , . . . , α n }, one finds D KL (p||u Ω ) = n − H(p), so the minimization of D KL reduces to the maximum entropy approach. For our purposes, the distribution q can be regarded as a way to encode the prior information, and the cross entropy provides us the adequate tool to keep track of the dynamics of the model.
Using the cross entropy as the objective function to be minimized, one can extend the GME to the Generalized Cross Entropy (GCE) approach. This translates into the minimization of the following objective function
under the same constraints (2.3) and (2.4). Concrete applications of both GME and GCE methods could be hard to implement. In fact, the optimization procedure is a global approach and, even if some specific models can be solved within tolerable time limits, the analysis of the whole dataset can be computationally expensive in general. What is more, this approach becomes unfeasible in case of real-time data, since it requires to run the whole algorithm at each new observation. Further, on a conceptual ground, the relation between subsequent estimates at consecutive step and, more generally, time effects are lost in these "global" techniques.
Characteristics and range of application
Before moving to the definition of the algorithm and the analysis of its performance through simulations, we discuss the characteristics of the Stre-GCE method on the basis of the issues mentioned in previous sections.
First, we can preserve the consistency constraints while including a temporal dimension looking at a relaxation of the GME method. Specifically, the standard GCE with uniform prior involves the whole set of constraints (2.3), while a time-sensitive acquisition of information can follow from subsequent upgrades of the distribution p β via a step-bystep introduction of constraints: only the i th equation (2.2) is strictly satisfied at the i th step. However, constraints at previous steps affect the computation through the objective function: this leads us to choose the cross entropy to move from a prior distribution to a posterior one when new data arrive.
We also stress that, in contrast to the standard GCE method, our definition of the prior does not rely on information which is external to the dataset:
• we start from a uniform distribution on the supports of parameters and errors, and provide a first evaluation of the prior on the basis of a batch of initial data; • we update the model combining new information with the prior. This adaptive step involves the evolution of both the estimates and the prior.
Therefore, one can see that the prior does not encode knowledge outside the process, but it allows us to identify the temporal aspects of data acquisition. In this sense, Stre-GCE is sensitive to the direction of time, hence it can be used in cases where irreversibility plays a relevant role. Such a relaxation also leads to computational advantages, since one moves from a constrained problem with n consistency conditions to n problems with a single condition for each of them. This implies that the solutions to this new problem can be found also in cases when the original problem is computationally intractable with available software. This type of splitting can modified to get intermediate cases between Stre-GCE and standard GME/GCE: instead of individual observations, we can consider the data received within a given time frame. This means looking at partitions of the set of units {1, . . . , n} in pairwise disjoint subsets N 1 , . . . , N g , e.g. intervals, such that g =1 N = {1, . . . , n}, and inferring the parameters and errors through consecutive applications of GCE method within each individual time window. For g = 1 one has the original GCE problem with uniform prior, while at g = n one recovers the Stre-GCE. We will call such intermediate steps, which interpolate between these two extreme cases, "block Stre-GCE".
Looking at the dual (or compressed) problem, the difference between the two solutions for GCE with uniform prior and Stre-GCE can be identified in the values of the Lagrange multipliers that optimise the respective objective functions. These multipliers are related to the natural weights involved in empirical likelihood techniques (see e.g. [18] ), so the sequential inclusion of constraints changes the natural weights of observations. On the computational side, there are J of equations in the dual problem, each of which is associated with a parameter β j , j ∈ {1, . . . , J}. In several applications, J is smaller than the number of units n and, in any case, it is fixed for a given model. However, in order to recover a solution from the minimization of the dual function (that is the free energy or Legendre transform of the entropy), one has to evaluate all the Lagrange multipliers associated with the constraints (2.3). This task can still be difficult to accomplish, depending on the available methods for the evaluation and the number of parameters and observations. Moreover, such a formulation can not be applied exactly when one considers more general classes of optimization problems with nonlinear (and, in particular, non-convex) contributions, where the equivalence of the two formulations (strong duality) does not hold. Indeed, alternative methods and approximations are studied to overcome this problem and get (pseudo-)optimal solutions [4] . What is more, a non-simultaneous arrival of data in terms of consistency constraints (2.2) requires the whole algorithm to be run anew at each step. Since it involves a global optimization problem, this procedure can be highly expensive.
On the other hand, the Stre-GCE relaxation through subsequent updates of estimations of variables is manageable from both the primal and the dual perspectives. This methods fits within different cases where a stream of data is involved in time, so that one has to take advantages of fast computations and to take in account partial information at intermediate times. In this regard, an analogy with recursive least squares [27] and Kalman filter [27] can be drawn.
Finally, we remark a conceptual shift from GCE with uniform prior to Stre-GCE: we get an intrinsic method to assign different roles to signal and errors. Other approaches in this regard involve the introduction of an external parameter, whose evaluation is based on given optimization criteria [30] . On the contrary, Stre-GCE distinguishes the different entropic contributions for signal and error in terms of the different way they evolve in time, without adding additional variables: the prior for signal is sensitive to time evolution, the prior for errors is identically uniform. This also gives the opportunity to explore the evolution of information at intermediate times in terms of entropy production, which is a fundamental concept in nonequilibrium processes [22, 12] . We will focus on this issue in a separate work.
Stre-GCE algorithm
The previous discussion can be formalized in the scheme pictured in Figure 4 .1. This is the basis for the Stre-GCE algorithm, which is implemented in this section.
Initial step. We start from an initial situation where a number m of consistency constraints, with m < n, have been collected. This provides us with a batch from which the initial estimates can be obtained. Specifically, we can get through the GCE method with uniform prior. As already mentioned, this choice of the prior leads to the equivalence with the standard GME from the optimization point of view, so this approach selects the probability distribution
under the constraints
From the method of Lagrange multipliers associated with these linear constraints, one gets the weights of Gibbs' typê
where the multipliersλ i are chosen in order to get (2.2) and the normalizing factors Z β(m) j , Z ε i ensure that (2.4) holds.
Update step: i → i + 1. In the update process, the actual estimates for signal and error and the new observation are combined to produce a new estimate. This purpose is attained through the minimization of the cross entropy (or Kullback-Leibler divergence)
The asymmetry between signal and error is naturally expressed by different priors for p β and p ε : in fact, the evolution of p β from the i th to the (i + 1) th step depends on the priorp β(i) at time i, while p ε does not directly depends on previous steps and the associated prior u
H is the uniform distribution on the support z ε i+1,1 , . . . , z ε i+1,H . We stress this asymmetry denoting estimates obtained from the adaptive process byp, in contrast to the estimates that are not sensitive to these time effects, such as the uniform distributions u
Apart from a known constant term ln H, which does not affect the optimization step, the objective function can be expressed as
under the requirements
The relaxation mentioned in Section 3 is manifest as can be seen comparing (4.3) and (4.7). With regard to the dual problem, the analytic expression of the solutions of (4.6) is still in Gibbs' form, since at each step the priorp β(i) are in Gibbs' form and the constraints are linear.
It is worth remarking that the temporal effects are represented by the cross term − 
Simulation
In order to prove the efficiency of the method, we consider a set of simulations implemented in GAMS. We defined a set of simulations to compare the performance of the standard GCE method with uniform prior on the whole dataset, the GCE only on the batch, and the Stre-GCE. This is achieved through the root-mean-square error (rmse)
to quantify how large is the "distance" between the solutions for the standard GCE with uniform prior and the Stre-GCE.
To explore further the dependence of Stre-GCE on the dataset, we also checked the algorithm when the variables are standardized and when multicollinearity effects occur: we considered the performance both on the sampled independent variables, which give y via (2.1), and on their standardized version. The degree of multicollinearity is simulated considering variables
so one gets perfect multicollinearity at η = 1. We chose J = 3 and fixed the value of the intercept at α = 1, so α does not enter in the analysis of the performance of the method. Several tests were run at various sample sizes and batch dimensions: we considered samples of sizes n ∈ {60, 120, 240, 480, 960, 1920, 3840}, while we mainly focused on batches of dimensions and z
respectively. The sample standard deviation 2 was used in (5.4) in accordance to the 3-sigma rule [26, 17] , in order to make the scale of support compatible with s y .
Finally, on the basis of the observations in Section 3, we extended our algorithm in order to include the dimension g of blocks, specifically we look at g ∈ {2, 5, 10, 20, 40}.
First set of simulations: different sizes and batches.
The focus of this set of simulations is the comparison between GCE on the whole sample, GCE on the batch, and Stre-GCE starting from the estimate of the batch. Batch GCE (dataset) GCE (batch) Stre-GCE Stre-GCE(STD) Before moving to the next set of simulations, we point out the tendency to perform better on larger datasets. Note that this is the regime where hard computations occur for GME or GCE and, here, the quality of results of Stre-GCE is compatible with that of GME/GCE (see Fig. 5.1 ).
We also stress that the algorithm tends to perform better when the batch is small but a large stream makes the model "learn" the parameters more accurately (see e.g. Fig. 5.2) .
We talk about a tendency since the behavior of the performance of Stre-GCE is not monotonic with respect to the size of the dataset: this also holds for GME and GCE, as can be seen moving from n = 480 to n = 960. In Stre-GCE, these deviations are amplified by the time-dependence on the data during the stream, which gives different roles to units at different time steps, but they are suppressed by new data during the stream.
Second set of simulations: stream of blocks. The streaming blocks updates can be considered to soften these oscillations.
We chose the block dimensions g ∈ {5, 10, 20, 40}. The results are set out in Table 5 .2 for sample sizes n = 480 and n = 960.
Third set of simulations: multicollinearity. Different degrees of multicollinearity were simulated: we chose η ∈ {0.2, 0.4, 0.6, 0.8, 1} in order to move from situations where multicollinearity is absent (η = 0) to perfect multicollinearity (η = 1). The results are presented in Table 5 .3 for samples of sizes 240, 480, and 960. Table 5 .2. Root-mean square errors for block Stre-GCE at block dimension g ∈ {5, 10, 20, 40}, samples of sizes n ∈ {480, 960} and distinct batch dimensions. The comparison between GCE on the whole dataset and Stre-GCE is highlighted.
Discussion
We summarise some of the features that can be extracted from the previous observations and the set of simulations.
As already remarked, one can note that Stre-GCE is more sensitive to the dataset than standard GCE with uniform prior: this sensitivity does not only rely on the data, but also on their ordering within the stream. The order of observations for updates of cross entropy is irrelevant when the update involves all the information (standard GCE), whereas in Stre-GCE we are distinguishing between two sources of entropy. This also points out that, even if the consistency constraint are relaxed (as remarked in Section 3), we are considering addition information regarding the arrival time of (blocks of) data. On the other hand, new data suppress these deviations, which results in the tendency to perform better on larger datasets. This is the regime where hard computations occur for both GME and GCE and, there, the quality of results in this is compatible with standard GCE. Further, it is remarkable that the algorithm tends to perform better when the batch is small but a large stream makes the model learn the parameters more accurately.
We have explored two possible ways to improve the results, namely, choosing the best performance between standardized and non-standardized variables, or considering a "hybrid" approach through blocks, in order to interpolate between Stre-GCE (g = 1) and standard GME (g = n). Focusing on entropy production, it has been remarked that it is strictly related to nonequilibrium processes. In particular, we can consider the evolution for the model itself, which may vary during the stream of data. For instance, the parameters β may change, or nonlinearities could appear outside a given time scale. In these cases, one cannot rely on the approximate estimate provided by the application of the GCE method only on the batch, since new data may contain relevant information on the parameters and their evolution.
Indeed, the relation between GME and Stre-GCE can be seen as a specific application of the MEP methods at different time scales. In physical terms, the assumption (2.3), which replaces some variables with associated first moments, is valid under certain conditions that often involve the characteristic time scales of the model (e.g., thermalization time). Hence, blocks at g / ∈ {1, n} represent a new approach to deal with the notion of metastability also discussed in a different framework in [1, 2] .
We stress that, in applications, streaming blocks are not only an additional tool to refine the algorithm, but can characterize specific models where data are acquired in clusters arriving in a sequential way. In order to make the process monotonic, one could also insert a control step in the Stre-GCE algorithm when the data acquisition is terminating, namely, choose to update or not the distribution on the basis of the amount of entropy produced or on the root-mean-square error: we will consider this approach in a separate paper.
Finally, as can be expected from the broad scope of applicability of entropy-based methods, the results are not compromised by multicollinearity in contrast to other recursive approaches.
Conclusion and future perspectives
This work has been devoted to the introduction of the Stre-GCE method to combine an adaptive approach with generalized entropy methods. The qualitative discussion and the quantitative analysis that have been performed suggest several extensions and applications for future investigations, some of which have already been mentioned.
Following the observations in 6, the algorithm can be improved considering an "outputbatch" phase, namely, a closure procedure to refine the estimates when the flow of data is terminating. This involves a decision step on the update or the preservation of the actual distribution p β . From the previous discussion, it is natural to consider the root-meansquare error or the entropy production as possible criteria to implement the decision process. In this regard, we also remark that the comparison between Stre-GCE and standard GCE can be used a posteriori as an index to gain information on individual units within the whole dataset. In fact, the possibility to quantify the amount of entropy production for new (blocks of) data may serve as a criterion to group similar observations and to identify redundant units or outliers.
A characteristic of Stre-GCE is to make asymmetric the role of signal and error in an intrinsic way, namely, without the introduction of an additional parameter to be estimated. However, we can consider some recursive weights between the contributions of signal and error, that is a sequence γ i ∈ [0, 1], i ∈ {1, . . . , n}, a deformation of the objective function H ) and a given rule γ n+1 = f n (γ n ). Depending on the choices of f n , one can both reduce the dependence on the initial value γ 0 and describe different additional balancing between prior information and new data, which can be seen ad different ways of "learning".
Finally, applications to real systems will be considered in next investigations. The learning aspects, also including recursive weights, and the entropy production could be used in dynamical psychological frameworks and for reasoning under uncertainty in knowledgebased social networks: both of them provide natural settings where the sequential data acquisition, the evolution over different time scales, the combination of prior and new information and their quantification play a fundamental role.
