ABSTRACT A distributed single-input multiple-output (SIMO) sonar system makes use of a sound source and a distributed star receiver network to localize targets. Compared with the terrestrial target localization, there are more challenges for underwater target localization. The underwater sound speed varies with depth, temperature, and salinity. As a result, the propagation path of the acoustic signal is not a straight line. It makes existing straight-line based distance measurements less accurate. Furthermore, time synchronization, which is closely related to time-based localization, has to be carried out because of the absence of GPS and clock differences of underwater devices. In this paper, we take the sound speed variation and time synchronization into account and propose two underwater target localization algorithms, namely, the space-alternating generalized expectation maximization-based underwater target localization (SAGE-UTL) and the nonlinear weighted least squares based underwater target localization (NWLS-UTL), for the distributed SIMO sonar system. The SAGE-UTL algorithm is designed for the situation, where the central receiver of the star receiver network needs to remain silent for its own safety. On the other hand, the NWLS-UTL algorithm is designed for the other situation, where the silence of the central receiver is not required. We assume that all the receivers are not synchronized, and the speed variation can be approximately modeled by a depth-dependent sound speed profile. Our proposed algorithms can jointly achieve target localization and time synchronization. We evaluate the SAGE-UTL and the NWLS-UTL algorithms with several numerical simulations. The results show good performance of our proposed algorithms compared with the Cramér-Rao bound and the tailored benchmark algorithms, such as the approximate nonlinear least squares algorithm and the approximate space-alternating generalized expectation maximization based underwater target localization algorithm.
I. INTRODUCTION
As a fundamental function for sonar systems, target localization is always a research focus. A distributed single-input multiple-output (SIMO) sonar system, which consists of a sound source and a distributed star receiver network, can be used for underwater target localization. Various localization algorithms have been proposed for terrestrial SIMO or multiple-input multiple-output (MIMO) radar systems [1] - [6] . However, they cannot be applied to distributed sonar systems directly due to the special characteristics of underwater environments, such as time varying channels, and the depth-dependent sound speed profile (SSP). The variation of sound speed results in significant bend of underwater sound ray. The bend results in ranging errors thereby localization errors. Besides, time synchronization error is another main error source. Time synchronization of underwater devices is difficult due to the absence of global positioning system (GPS) signals underwater. Although accurate atomic clocks are available [7] , [8] , it is too expensive to equip every receiver with an atomic clock [9] . Various time synchronization algorithms have been proposed for underwater devices [10] - [12] . However, most of them require many signal transmissions which are energy intensive. Meanwhile, underwater environments make it difficult to replace batteries for underwater devices. Therefore, it is better to perform localization and time synchronization simultaneously.
MIMO sonar systems provide new perspectives for target localization [13] , [14] . Some localization algorithms have been proposed for MIMO sonar systems. In [15] , the authors propose a new space-time coding configuration for target detection and localization. It shows that the proposed configuration with spatially orthogonal signal transmission can provide higher performance in target localization, angular estimation, and angular resolution. The authors of [16] attempt to address the multistatic sonar localization problem with only time measurements or bearings. Parameter transformation and multistage processing are utilized to solve the nonlinear location estimation problem. In [17] , an algebraic closed-form solution for moving target localization is developed, and the Doppler effect is exploited to improve the performance of target localization in multi-static sonar systems. In [18] , the authors propose a passive source localization algorithm using acoustic sensor array networks. The scenario in [18] is equivalent to a passive SIMO sonar system. Three metrics, namely the angles of arrival, the gain ratios of arrival, and the time differences of arrival are combined to improve sound source localization. All the above underwater localization algorithms assume that the underwater sound speed is constant during the process of localization. The constant sound speed results in straight-line trajectory of the underwater sound ray. However, the underwater sound speed varies with depth, temperature, and salinity, etc. It can be modeled by a depth-dependent SSP approximately. Due to the variation of the sound speed, the trajectory of the underwater sound ray is a bend not a straight line. Therefore, the constant sound speed assumption is unrealistic and degrades the performance of underwater localization.
Actually, some researchers have noticed the localization error resulting from the bend of the underwater sound ray. The authors of [19] propose a localization algorithm which takes into account the bend of the underwater sound ray by solving the standard ray equations. It shows that the localization performance degrades if the straight-line model is used. In [20] , a ray tracing based underwater localization algorithm is proposed which applies the maximum likelihood estimation scheme. With the SSP as an input, a correction step for range measurement errors is applied to obtain accurate localization estimation. A stratification effect compensation algorithm is proposed to improve the performance of underwater ranging in [21] , where the authors assume that the SSP is only vertically stratified and the depth of the receiver is inaccurate. The Fermat's principle is applied to reconstruct the slanted path. The results reveal the superiority of their proposed algorithm. The authors of [22] also consider the problem of underwater ranging. The water medium is assumed to be consisted of multiple SSP layers, in each of which the sound speed is linearly related to the depth. In [23] , with the assumption that there is only an isogradient SSP, the authors propose algorithms to address the problems of fixed nodes localization and mobile target tracking, respectively. The Gauss-Newton algorithm is adopted to localize the fixed nodes, and the extended Kalman filter is utilized for the tracking of the mobile target. Although the bend of the underwater sound ray is considered in these paper, time synchronization is assumed to be achieved beforehand.
A joint time synchronization and localization (JSL) algorithm is proposed in [24] which compensates the stratification effect with an isogradient SSP. The JSL algorithm consists of four major phases: message exchange, synchronization, localization and iteration. A constant defined by the Snell's law is calculated for the estimation of propagation delay. However, the algorithm may calculate the constant with an ambiguity. Moreover, the algorithm requires plenty of message exchanges which result in much energy consumption.
In this work, we propose two underwater target localization algorithms, namely, the space-alternating generalized expectation maximization based underwater target localization (SAGE-UTL), and the nonlinear weighted least squares based underwater target localization (NWLS-UTL). With the consideration of sound ray bend and time synchronization, our proposed algorithms carry out target localization utilizing the information collected by a distributed star receiver network which is consisted of one central receiver and several normal receivers. The distributed star receiver network is assumed to be anchored in the sea bottom and an isogradient SSP is adopted in this work. The isogradient SSP assumption is reasonable for deep sea environments [26] as the salinity and temperature almost remain unchanged, thereby the depth is the only factor that affects the SSP in deep sea. With the isogradient SSP, we model the time delay as an explicit function with respect to (w.r.t.) the target position. As it is hard for all the underwater receivers to keep clocks synchronized, we assume all the receivers are not synchronized.
We take two situations into consideration. In the first situation where the central receiver has to remain silent for its own safety, the central receiver cannot broadcast a signal to initial the target localization process. The target localization process is triggered by the normal receivers. In this case, we assume that the clock skews of the normal receivers follow Gaussian distributions with known expectations and variances. The statistic properties are a priori information of the clock skews. With the statistic properties and the obtained time of arrivals (TOAs), we propose the SAGE-UTL algorithm to estimate the clock skew of the central receiver and the position of the target. In the second situation where the silence of the central receiver is not necessary, the central receiver starts the target localization process by broadcasting an initial signal to the normal receivers. In this case, we proposed the NWLS-UTL algorithm to estimate the clock skews of the receivers and the position of the target. Simulation results show good performance of our proposed algorithms compared to the Cramér-Rao bound (CRB) and the tailored benchmark algorithms, such as the approximate nonlinear least squares (ANLS) algorithm and the approximate space-alternating generalized expectation maximization based underwater target localization (ASAGE-UTL) algorithm. VOLUME 6, 2018 The rest of the paper is organized as follows. In Section II, we describe the system models which include the sound speed and time delay models, the clock model, and the measurement models. In Section III, the SAGE-UTL algorithm is elaborated. The NWLS-UTL algorithm is introduced in Section IV. We evaluate the performance of the proposed algorithms by comparing them with the CRB and the tailored benchmark algorithms in Section V through several simulations. Finally, we conclude this paper in Section VI. 
II. SYSTEM MODELS
We focus on the scenario where there is a distributed SIMO sonar system which utilizes a sound source and a distributed star receiver network to localize a target as shown in Fig. 1 . The distributed star receiver network consists of M normal receivers r i , i = 1, 2, · · · , M and one central receiver r h . Denote the set of the receivers as r = {r 1 , · · · , r M , r h }. The coordinates of the receivers r are known accurately as a priori and indicated as {x i , i = 1, 2, · · · , M , h}, where
T denotes the coordinates of the normal receiver r i , and x h = [x h , y h , z h ] T indicates the coordinates of the central receiver r h . We focus on the single target localization as there are approaches to relate the observed data with the corresponding target if multiple targets exist. The signal which departs from the sound source, reflected by the target and received by the receiver r i is termed the reflected signal s i . The signal which departs from the sound source and directly received by the receiver r i is termed the direct signal s d i . Denote the sets of the reflected signals and the direct signals as s = {s 1 
In the distributed SIMO sonar system, the receivers need to detect the direct signals and the reflected signals. The direct signals make it more difficult to detect the weaker reflected signals. There are quite some works investigating the detection problem [28] - [30] . In this work, we assume the detection of the reflected signals can be achieved with existing methods [28] - [30] , and put our focus on the target localization algorithm with the measured TOAs.
We aim at the estimation of the unknown coordinates x = [x, y, z] T of the target with the distributed SIMO system. In order to achieve this purpose, there are two aspects have to be considered. The first one is the bend of the underwater sound ray which is related to the underwater sound speed and the propagation delay. The second one is time synchronization. With the consideration of these two aspects, we employ three types of models: the sound speed and time delay models, the clock model, and the measurement models.
A. THE SOUND SPEED AND TIME DELAY MODELS
The first aspect relates to the bend of the underwater sound ray. As we know, the underwater sound speed is not constant but varies with temperature, salinity, pressure (depth), etc. The SSP can be approximated as a piece-wise linear function of the depth [31] . In our scenario, the assumption of the isogradient SSP is made for the sake of simplicity. Therefore, the SSP c(z) can be expressed as
where a is a constant, and b is the sound speed at the surface. Both of them are assumed to be known as a priori. The characteristic of the SSP results in the bend of the underwater sound ray according to the Snell's law [32] 
where θ S and θ R are the ray angles of incidence and arrival, respectively. The parameters z S and z R are the depths of the ray departs and arrives, respectively. The parameter θ is the ray angle at any point of the ray. The parameter k is a constant for a given ray.
FIGURE 2.
An example of the ray that departs form the source to the target and the one that leaves from the target to one of the receivers.
For a single ray such as the ray departs from the target to the ith normal receiver as shown in Fig 2, the time of flight (ToF) [23] can be expressed as a function of the corresponding incidence and arrival angles
where
The variable β i denotes the angle between the horizontal plane and the line, which links the target and the ith normal receiver. The variable α i denotes the angle between the tangent line of the ray at the point x and the line connecting the target and the ith normal receiver. The variables β i and α i follow the following equations:
According to (4a) and (4b), we have
where 2 denoting the distance between the ith normal receiver and the target. By substituting (5a) and (5b) into (3), the time delay τ i under the assumption of isogradient SSP with the gradient a, is rewritten in the form of an explicit expression w.r.t.
B. THE CLOCK MODEL
The second aspect is the time synchronization. Time synchronization, which is closely related to time-based localization, has to be carried out because of the absence of GPS and clock differences of underwater devices. In this research, we assume that all the normal receivers are fully asynchronous. There are not only clock offsets, but also clock skews among all the receivers.
where µ i and o i are the unknown clock skew and clock offset of the receiver r i , i = 1, 2, · · · , M , h, respectively. The symbol T i (t) stands for the timestamp from the clock of the receiver r i w.r.t. the standard time t. For simplicity, we stack all the clock skews and clock offsets into the vectors 
C. THE MEASUREMENT MODELS
A description of the signal time sequence is shown in Fig. 3 . In our scenario, the sound signal departs from the sound source at the time instant t 0 , reflected by the target as soon as it arrives at the target after the time delay τ s , then arrives at the receivers after the additional time delays
The receiver r i records its measurement timestamp as T is . Their relations are summarized as the following model
where 
The measurement noises of each receivers are assumed to be independent with each other. Therefore, the elements of the set {n is , n d is , i = 1, 2, · · · , M , h} are independent with each other.
As the target localization is performed in the central receiver, the first thing is to gather all the measurement information. In the situation where the central receiver need to remain silent for its own safety, the normal receivers transmit all the related information to the central receiver automatically. While in the situation where the silent of the central receiver is not necessary, the central receiver starts the information gathering process by broadcasting a signal at time t hb . The signal contains the recorded broadcasting VOLUME 6, 2018 time instant T hb . The signal arrives at the normal receiver r i at the time t ih = t hb + τ hi , i = 1, 2, · · · , M , where τ hi is the propagation delay between the central receiver r h and the normal receiver r i . The delay τ hi is a known quantity as the positions of the all the receivers and the sound speed are assumed to be known. The normal receiver r i records the signal arrival time and denotes it as T ih . The relationship between the real timestamps and the recorded timestamps can be stated as follows
where n ih ∼ N (0, σ 2 i ), i = 1, 2, · · · , M are independent Gaussian measurement noises. We assume that there is no measurement error of the transmitting time of the broadcast signal as we can merge them into the corresponding clock offset. After receiving the broadcast signal, the receiver r i transmits signals to the central receiver to send all the recorded timestamps and the depart timestamp T ib of the transmitted signals. The central receiver receives the signals and records the arrival time T hi . Denote the true time t ib and t hi corresponding to the timestamp T ib and T hi , respectively. We have
where n hi ∼ N (0, σ 2 h ), i = 1, 2, · · · , M are independent and identically distributed (IID) Gaussian measurement noises.
III. THE SAGE-BASED UNDERWATER TARGET LOCALIZATION ALGORITHM(SAGE-UTL)
The central receiver is a vital component in our scenario. It collects information and carries out target localization. The distributed SIMO sonar system could not work normally if the central receiver were damaged or run out of energy. In this section, we take the safety of the central receiver into consideration. In the process of target localization, we assume that the central receiver dose not transmit any signal to remain undetected and reduce energy consumption. Therefore, we need to localize the target with only the timestamps of the direct signals, the reflected signals and the signals depart from the normal receivers to the central receiver. However, the asynchronization between the clocks of the sound source and the receivers makes it a difficult task. Actually, the main difficulty of the problem is to deal with the clock skews as the clock offsets can be eliminated via subtraction. We deal with the clock skews by utilizing their statistic properties.
As the clock skews are designed to be 1 when the devices are produced, the clock skews of the receivers are around 1 with high probability. We describe the statistic properties with Gaussian distributions whose expectation is 1. To simplify the subsequent processing, we assume that 1/µ i , instead of µ i to be IID Gaussian random variables with mean 1 and variances
are known as a priori knowledge.
Firstly, we estimate the clock skew of the central receiver based on the measurements (9), (12) and (13) by combining the LS algorithm and the WLS algorithm. Subsequently, we perform target localization based on the measurements (8), (12) and (13) with the SAGE algorithm. The statistic properties of the clock skews are utilized to merge the clock skews of the normal receivers into the noise term. Therefore, we can focus on the estimation of the other parameters.
A. ESTIMATION OF THE CENTRAL RECEIVERS' SKEW
According to (9) , we represent the delay differences of the direct signals as follows
By combining (12) and (13), we have
The combination of (14) and (15) gives the following equation in the vector form
T is the observation vector, whose entries are of the form
Denote the covariance matrix of¯ as ¯ . Its components can be represented as
Note that the right hand of (16) is a linear function of µ h and the covariance matrix of the noise is relates to µ h . We combine the least squares (LS) algorithm and the weighted least squares (WLS) algorithm to estimate the clock skew µ h . We first apply the LS algorithm to obtain an initial value of µ h which is denoted as µ
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, where l is the iteration index. Sequentially, the WLS algorithm is applied to estimate µ
With the new estimated µ
h , we update the weight matrix and estimation the µ h again until |µ
where is the threshold of convergence.
B. TARGET LOCALIZATION BASED ON THE SAGE ALGORITHM
According to (8) , for each i ∈ {1, 2, · · · , M } we have
. (20) We assume that the clock skew of the central receiver has been estimated and denoted asμ h . Therefore we treat µ h as a known variable and replace it withμ h . Taking the statistic properties of 1/µ i into consideration, we combine (15) and (20) to obtain the following equations
denoting the aggregate noise. We treat n hs as a parameter and exclude it from the noise to make the noises i , i = 1, 2, · · · , M are independent with each other. We have assumed that 1/µ i − 1, i = 1, 2, · · · , M are IID Gaussian random variables with zero-mean and variances σ 2
. Although n is /µ i dose not follow the Gaussian distribution, we approximate its distribution through a Gaussian distribution with zero-mean and variance γ i σ 2
), where γ i is chosen to make the difference between the original distribution of n is /µ i and the approximated distribution small (see Appendix). With the approximation we assume that i , i = 1, 2, · · · , M are IID Gaussian random variables whose statistic properties can be stated as
The equation (21) can be rewritten in the vector form
All clock shews of the normal receivers are merged into the noise item , which means that they are not treated as unknown parameters but as Gaussian noise. This treatment renders the estimation of the clock skews of the normal receivers to be not necessary during the processing of target localization.
To simplify the estimation, the function g(ϑ) is linearized by the Taylor expansion as
whereθ is an initial point, the matrix ∇g(θ) is the gradient matrix of g(ϑ) atθ. We divide the nosie i into four independent Gaussian noise terms ω ij ∼ N (0, σ 2 ij ), j = 1, 2, 3, 4 which satisfy the following conditions
As i , i = 1, 2, · · · , M are independent with each other, all the random variables ω ij , i = 1, 2, · · · , M ; j = 1, 2, 3, 4 are independent with each other. Define the following variables
where ξ j is a constant and satisfies 
where the vector φ is called incomplete data. Obviously, this observation model is the summation of several Gaussian variables which can be solved via the SAGE [25] algorithm. The details will be introduced in the subsequent paragraphs. We aim to estimate the parameter vector ϑ by maximizing the logarithmic likelihood function log p(φ; ϑ). However, the observation model is the sum of four Gaussian random variables. It is hard to solve it directly as the object function is complicated. Secondly, we do not have the complete data set, but only the incomplete data with the knowledge of the posterior distribution of the latent variables. It is not suitable to employ maximization-likelihood (ML) estimation directly. The SAGE algorithm is a technique for inferring the complete data from the incomplete data and using this inferred data to find the ML estimate of ϑ. It is suitable for the sum of Gaussian random variable problem. We employ it to estimate the parameters of our problem by maximizing the expectation of the complete data logarithmic likelihood function under the posterior distribution of the latent variables. The process consists of two steps, namely the expectation step (E-step) and the maximization step (M-step). The purpose of the E-step is to estimate the complete data by calculating the conditional expectation. The M-step aims to estimate the parameters with the estimated complete data. They are explained as follows.
1) E-Step
This step is to estimate the complete data and formulate the objective function which can be stated as
where l is the index of iteration, and log p(S; ϑ) is the logarithmic likelihood function. Through the derivation (see Appendix -B) we rewrite the objective function as
where the items independent on the parameters ϑ are ignored. Taking use of the conditional expectation of jointly Gaussian random vectors, we have
Because E(s ij |φ, ϑ (l−1) ) can be regarded as an estimate of the s ij , we denote it asŝ ij . Substitutingŝ ij into (27), we represent the object function as follows
2) M-Step
The maximization step attempts to find an optimal ϑ which maximizes the objective function Q(ϑ, ϑ (l−1) ). There are two steps to achieve this purpose. Firstly, it is natural to divide the parameters into four groups. Each group consists of one unknown parameter according to (25) . The corresponding hidden data space of ϑ j , j = 1, 2, 3, 4 is s j . Based on the hidden data space, the subobjective functions are constructed. Secondly, we estimate one parameter each time and update it before the estimation of the next parameter.
As only the set {E(s ij ), i = 1, 2, · · · , M } comprises the parameter ϑ j for each j, the subobjective function of the parameter ϑ j can be written as
For the lth iteration, the estimated parameter set ϑ
Let the derivative of this sub-objective function to be zero, we obtain the estimators for the parameters ϑ j , j = 1, 2, 3, 4,
The vector ϑ (l−1) is updated after the estimation of each parameter in the SAGE-UTL algorithm. The details of the SAGE-UTL algorithm are stated in Algorithm 1.
Algorithm 1 The SAGE-UTL Algorithm
linearization of g(ϑ) atθ according to (23) 5:
while index 2 do 6:
for j = 1 to 4 do 8:
E-Step: 10: calculateŝ ij according to (28) with ϑ M-step(estimate ϑ (l) ): 13: calculate ϑ (l) j according to (29) 14:
end for 16: if |ϑ
else 19 :
end if 21: end while 22 :
if |ϑ In the SAGE-UTL algorithm, the initial values ϑ (0) are given in the following way. Firstly, set all the clock skews equal to 1. Letθ (0) 4 = 0. Secondly, take a linearization step to transform the right hand of (21) into a linear function w.r.t. x. Finally, the linear least squares algorithm is used to obtain an estimate value of x, denoted asx (0) . Therefore, the initial value ϑ
The constant δ is a threshold for iteration termination. The parameters L and N are the maximization iteration numbers of the internal ''while'' loop and the outer ''while'' loop.
IV. THE NWLS-BASED UNDERWATER TARGET LOCALIZATION ALGORITHM (NWLS-UTL)
In this section, we take the situation where the silence of the central receiver is not necessary into account. As shown in the measurement models (8)- (13), the measurement models are nonlinear w.r.t. the corresponding variables [x, µ, o] T . It is difficult to obtain an analytic solution. Therefore, we adopt an iterative algorithm to perform the target localization. The NLS [27] algorithm and it variations NWLS are classic algorithms for nonlinear optimization problem. Based on the NWLS algorithm, we propose the NWLS-UTL algorithm to solve our nonlinear problem. We first estimate the clock skews of the receivers. Sequentially, we perform the target localization with the estimated clock skews. The details are shown in the subsequent subsections.
A. ESTIMATION OF THE CLOCK SKEWS FOR THE RECEIVERS
Combining (10)- (13), we have
whereε i = n hi + µ h n ih /µ i denoting the noise. Combining (14) and (15), we have 
T hs T d hs T hb T hM T Ms T d Ms T Mh T Mb
The ith column of T is denoted as
T , we can rewrite (30) and (31) in the vector form
We combine (33) and (32) to estimate all the clock skews of the receivers. Denote
T as the combined observation, noise and parameter vector. The corresponding observation matrix Â is denoted as H s , which can be represented as
The combined model is of the form
The covariance matrix ofε is of the form
Note that the noiseε is related to . We combine the LS algorithm and the WLS algorithm to estimate the clock skews
is the weight matrix, the parameter l is the iterative index. Denote the estimate value asˆ , the clock skews can be obtained as followŝ
B. TARGET LOCALIZATION BASED ON NWLS ALGORITHM
Without the statistical assumption of 1/µ i , we rewrite (21) as
where ε i = µ h n is /µ i + n hi − n hs is the aggregate noise. Substituting the estimated valueμ i andμ h into (41) and rewriting the equation in the vector form, we have
The covariance matrix of ε is ε = εε . The corresponding optimization problem can be stated aŝ
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By utilizing the NWLS algorithm, the iterative process can be expressed aŝ
where the weight matrix W = −1 ε , the matrix H is the Jacobi matrix ofμ h [f (x) − f h (x)1 M ] w.r.t. x. For the lth iteration, the Jacobi matrix H (l−1) can be expressed as
.
The details of the NWLS-UTL algorithm are stated in Algorithm 2 .
Algorithm 2 The NWLS-UTL Algorithm
Require: a, b,
while index do 5: calculate H (l) according to (44) 6: calculatex (l) according to (43) 7: 
V. NUMERICAL SIMULATIONS
We evaluate our proposed SAGE-UTL and NWLS-UTL algorithms via several numerical simulations. We first illustrate the necessity of the consideration of the sound ray bend. Sequentially, we introduce the ASAGE-UTL algorithm which is the same as the SAGE-UTL except that the clock skews (µ i , i = 1, 2, · · · , M ) of the receivers are assumed to be 1 and the variance σ 2
to be 0. By comparing our proposed algorithms with the ASAGE-UTL and the ANLS (see Appendix) algorithms, we show the necessity of taking time synchronization into account. After that we compare the proposed SAGE-UTL algorithm with the proposed NWLS-UTL algorithm and the CRB to show the performance of our proposed algorithms. Finally, we show the estimation performance of the clock skews.
During the simulation we assume that σ 2
is from 10 −12
to 10 −8 , the range of σ 2 i is from 10 −12 to 10 −6 . The receivers are anchored at the bottom of the sea with depths around 3000 meters. The position of the target is a three-dimension random variable which is uniform distributed in the cube We run 4000 rounds Monte Carlo tests to evaluate the performance of our proposed algorithm.
We show the necessity of the consideration of the sound ray bend via Fig. 4 . With the propagation delay τ which is calculated according to (6), we compare the real distance d with the distanced = c(z)τ which are calculated according to the straight propagation model using the sound speed c(z). In the upper subplot of Fig. 4 , we use the surface sound speed c(z = 0) = b. While in the lower subplot we use the average sound speed c(z = z/2) over water depth . Fig. 4 shows the absolute difference |d − d|. It reveals that the difference is sensitive to the depth and horizontal distance. As it shows in the upper subplot of Fig. 4 , the difference increases quickly with the increasing of the depth with a fixed horizontal distance. Furthermore, the difference also increases with the increasing of the horizontal distance with a fixed depth. In the lower subplot of Fig. 4 , the difference increase mainly with the increasing of the horizontal distance with a fixed depth. That is because that the sound speed c(z/2) is used, which reduces the ranging error caused by the depth. However it can not reduce the ranging error caused by the horizontal distance. Generally, The farther the distance, the greater the difference. Therefore, for target localization in the SIMO sonar system, we have to take the sound ray bend into account.
The simulation results of target localization are shown in Figs. 5 and 6. We have the following remarks 1) It is necessary to take the time synchronization into consideration. As shown in Figs. 5 and 6, both the SAGE-UTL and the NWLS-UTL algorithms are better than the ASAGE-UTL and the ANLS algorithms.
As we have mentioned previously that the main differences between the SAGE-UTL algorithm and the ASAGE-UTL algorithm and between the NWLS-UTL algorithm and the ANLS algorithm are whether the clock skews µ i , i = 1, 2, · · · , M , h are assumed to be 1. Therefore, the time synchronization is the main reason of the performance superiority of the SAGE-UTL and the NWLS-UTL. Therefore, time synchronization is an indispensable factor for underwater localization. 2) Both the SAGE-UTL and the NWLS-UTL algorithms can achieve good localization performance. As shown in Figs. 5 and 6, the localization performance of both the SAGE-UTL algorithm and the NWLS-UTL algorithm are close to √ CRB, and almost achieve the √ CRB when the variance σ 2 i is small. Fig. 5 shows that the differences between performance of our proposed algorithms (the SAGE-UTL algorithm and the NWLS-UTL algorithm) and the √ CRB are small and almost remain unchanged when the variance σ 2 µ − i increases. As shown in Fig. 6 , the differences between our proposed algorithms and the √ CRB increase with the increasing of the variance σ 2 i . However, the differences still relative small when the variance σ 2 i is relatively big.
3) The performance of the NWLS-UTL algorithm is better than that of the SAGE-UTL algorithm, and the difference is small. As shown in Figs. 5 and 6, the NWLS-UTL algorithm is always better than the SAGE-UTL algorithm, and the difference between the NWLS-UTL algorithm and the SAGE-UTL algorithm increases with the increasing of the variance σ 2 i . That is because that there are more measurements in the NWLS-UTL algorithm, while the SAGE-UTL algorithm is only assisted with the statistic properties of the clock skews. For the situation where we can perform target localization without caring about the silence of the central receiver, the NWLS-UTL algorithm can provide a better localization performance. While, for the situation where the silence of the central receiver is important, the SAGE-UTL can provide a good localization service. increases. While as shown in Fig. 8 , the RMSEs of the estimate of µ h by both the SAGE-UTL algorithm and the NWLS-UTL algorithm increase with the increasing of the variance σ 2 i .
3) It also shows that the SAGE-UTL algorithm and the NWLS-UTL algorithm have almost the same RMSEs when the variance σ 2 i is small. However, the NWLS-UTL algorithm is superior to the SAGE-UTL algorithm with a relatively larger σ 2 i , and the difference increases with the increasing of the variance σ 2 i . The clock skews of the normal receivers have also been estimated via the NWLS-UTL algorithm. We evaluate the estimation performance of normal receivers' clock skews with a quantity named the average RMSE which is the average RMSEs of the clock skew estimations of all the normal receivers. We compare the RMSE the estimator of the NWLS-UTL algorithm with the RMSE of the assumed value 1. As shown in Fig. 9 , the average RMSEs of the NWLS-UTL algorithm under different σ 2
are almost the same. Unlike the estimation of µ h , the estimation performance of the clock skews µ i , i = 1, 2, · · · , M via the NWLS-UTL algorithm is almost always worse than the assumed value 1. It can be attributed to the shortage of measurements related to µ i
VI. CONCLUSION
In this work, we propose two underwater target localization algorithms with an isogradient SSP for the distributed SIMO sonar system. Two situations are considered. In the first situation, the central receiver need to remain undetected. While, in the second situation, the silence of the central receiver is not required. We propose the SAGE-UTL algorithm and the NWLS-UTL algorithm for the first and the second situations, respectively. In the SAGE-UTL algorithm, we assume that the clock skews of the receivers follow the Gaussian distribution with known means and variances. The assumed statistical properties are a priori knowledge of the receivers' clock skews in the SAGE-UTL algorithm. While in the NWLS-UTL algorithm, the central receiver starts the target localization process by broadcasting an initial signal. The normal receivers record the timestamps of the initial signal's arrival time. The timestamps contain the information of the receivers' clock skews.
We show the necessity of taking the sound ray bend into consideration by showing the ranging error caused by the straight line propagation model. By comparing the NWLS-UTL and the SAGE-UTL algorithms with the ANLS and the ASAGE-UTL algorithms, we reveal the necessity of taking time synchronization into consideration. The simulation results show that the NWLS-UTL and the SAGE-UTL algorithms are better than the ANLS and the ASAGE-UTL algorithms. Time synchronization is the main reason of the performance superiority of the NWLS-UTL and the SAGE-UTL algorithms. We compare our proposed algorithms with the CRB. The simulation results show that the differences between the RMSEs of the location estimation by our proposed algorithms and the √ CRB is small, which implies the good target localization performance of our proposed algorithms. The clock skews of the receivers are also estimated. For the estimation of the central receiver's clock skew, the NWLS-UTL algorithm is better than the SAGE-UTL algorithm. That can be attributed to more measurements related to the clock skew µ h have been utilized in the NWLS-UTL algorithm. 
A. APPROXIMATION OF N IS /µ i
We employ an example to show the rationality of approximating the distribution of n is /µ i with a Gaussian distribution. We can see from Fig. 10 that the difference between the histogram and our approximated probability distribution function (PDF) is very small. Therefore, the approach that using a Gaussian distribution to approximate the distribution of n is /µ i is reasonable.
The likelihood function log p(S; ϑ) can be expressed as log p(S; ϑ)
We have omitted the constant terms in (45) as it would not affect the estimation of the parameters. According to (26) we rewrite the objective function as
where the items independent with the parameter ϑ are ignored.
C. THE TAILORED ANLS
In this subsection an approximated nonlinear least squares (ANLS) [27] based target localization algorithm is introduced as a competitor for the proposed algorithms. It is natural to assume that all the clock skews of the receivers equal to 1 as all the clock skews are designed to be 1. Therefore, by replacing all the clock skews with 1 we can obtain the approximated observation equations
where˜ i = −n hs + n is + n hi . The measurements of the direct signals do not bear information on the position of the target. Therefore, it can be omitted in the ANLS algorithm. The orthogonal projection P onto the orthogonal complement of 1 M is employed to simplify (47). The equation (47) is transformed into the following vector form
where˜ is the noise vector, and ϕ = P(T 4 − τ h − T 8 + T 5 ). The corresponding optimization problem can be stated aŝ
This problem can be solved with the NLS algorithm, and the iteration process can be stated aŝ
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