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Preface
This thesis mainly talks about stochastic differential equations (abbreviated as SDEs)
with singular drifts and multiplicative noise. The following four aspects about SDEs are
considered.
• The well-posedness of SDEs driven by continuous multiplicative noise on R+ × Rd
in mixed norm space. We obtain the existence and uniqueness of a strong global
and continuous solution to SDE in mixed norm space.
• The well-posedness of SDEs driven by continuous multiplicative noise on a general
space time domain Q ⊂ R+ × Rd in mixed norm space. We prove the maximally
defined existence and uniqueness of strong solutions to SDEs driven by multiplicative
noise on general space-time domains Q ⊂ R+×Rd, which have continuous paths on
the one-point compactification Q∪ ∂ of Q where ∂ /∈ Q and Q∪ ∂ is equipped with
the Alexandrov topology.
• The non-explosion of the solutions to SDEs driven by continuous multiplicative noise
obtained on general space time domains Q ⊂ R+ × Rd in mixed norm space. We
prove that under some Lyapunov type conditions, the explosion time of the solution
to SDE with gradient type drift is infinite and its distribution has sub-Gaussian
tails.
• The well-posedness of SDEs driven by jump processes (α−stable like processes) with
distributional valued drifts. We show the well-posedness of nonlocal elliptic equation
with distributional-valued drift in Besov-Ho¨lder spaces first. Then we obtain the
existence and uniqueness for corresponding martingale problem, which is equivalent
to the existence and uniqueness of weak solution to SDE. Moreover, we prove that
the one dimensional distribution of the weak solution has a density in some Besov
space.
1
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1 Introduction
1.1 Background and Motivation
A stochastic differential equation (abbreviated as SDE) is used in engineering and physics
to describe how random factors (’noise’) can be incorporated into classical dynamical
equations. We consider the following equation on a complete filtered probability space
(Ω,F , (Ft)t>0, P ) on [0,∞)× Rd:
Xt = x+
∫ t
0
b(s,Xs)ds+
∫ t
0
σ(s,Xs)dWs
+
∫ t
0
∫
|z|<1
g(s,Xs−, z)N˜(ds, dz) +
∫ t
0
∫
|z|>1
g(s,Xs−, z)N(ds, dz), t > 0, (1.1)
with measurable coefficients b : [0,∞) × Rd → Rd and σ : [0,∞) × Rd → Rd × Rd,
g : [0,∞) × Rd × Rd → Rd, (0, x) is the starting point, and (Wt)t>0 is a d−dimensional
(Ft)−Brownian motion defined on this probability space, and N is an (Ft)−Poisson ran-
dom measure with intensity measure dtν(dz), where ν is a Le´vy measure on Rd, that
is ∫
Rd
(|z|2 ∧ 1)ν(dz) <∞, ν({0}) = 0,
and the compensated Poisson random measure N˜ is defined as
N˜(dt, dz) := N(dt, dz)− dtν(dz).
Usually we call
∫ t
0
b(s,Xs)ds the drift term,
∫ t
0
σ(s,Xs)dWs the continuous noise term,
and
∫ t
0
∫
Rd g(s,Xs−, z)N(ds, dz) the jump type noise term of the SDE (1.1). If σ ≡ 0 and
g ≡ 0, SDE (1.1) becomes an ordinary differential equation (abbreviated as ODE):
x′(t) = b(t, x(t)), x(0) = x. (1.2)
Thus, we can treat a stochastic differential equation as a generalization of an ordinary
differential equation by adding the effect of noise. An interesting phenomenon of (1.1) is
that the noise term plays some regularization effect such that the SDE (1.1) is well-posed
for quite singular drifts b. For instance, the ODE (1.2) does not have a unique solution
if b is merely Ho¨lder continuous (say d = 1, and b(x) := |x|α for some α ∈ (0, 1)), but if
we add a Brownian motion to (1.2), we can obtain the uniqueness of the solution almost
surely in probability. In the past decades, there is an increasing interest in the study of
the SDE (1.1). In this thesis, we mainly study the following aspects about SDEs, we give
each of them an introduction.
1.1.1 Well-posedness of SDEs
Firstly, we want to study the well-posedness of SDEs (i.e. existence and uniqueness of
the solutions to SDEs) with singular coefficients. With regard to whether the noise of
the SDE is continuous or allows jumps, we divide our introduction into the following two
parts.
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• SDE driven by continuous noise
We consider the following SDEs driven by continuous noise (i.e. g ≡ 0 in SDE (1.1)):
Xt = x+
∫ t
0
b(s+ r,Xr)dr +
∫ t
0
σ(s+ r,Xr)dWr, t > 0, (1.3)
in an open subset Q ⊂ Rd+1.
There are many known results on studying existence and uniqueness of strong solutions
to the SDE (1.3). In the seminal paper [62], Veretennikov proved that when Q = R+×Rd,
if the coefficient σ is Lipschitz continuous in the space variable x uniformly with respect
to the time variable t, σσ∗ is uniformly elliptic, and b is bounded and measurable, then
the SDE (1.3) admits a unique global strong solution (i.e. ξ = ∞ a.s. where ξ is the
lifetime of the solution (Xt)t>0). In [37], under the assumptions that: σ = Id×d (Id×d
denotes the unit matrix in Rd) and bIQn ∈ Lq(n)(R;Lp(n)(Rd)) for p(n), q(n) ∈ (2,∞)
and d/p(n) + 2/q(n) < 1, where Qn are open bounded subsets of Q with Qn ⊂ Qn+1
and Q = ∪nQn, Krylov and Ro¨ckner proved the existence of a unique maximal local
strong solution to the SDE (1.3) when Q is a subset of Rd+1, which says that there exists
a unique strong solution (s + t,Xt) solving the SDE (1.3) on [0, ξ) such that [0,∞) 3
t→ (s + t,Xt) ∈ Q′ := Q ∪ ∂ (Alexandrov compactification of Q) is continuous and this
process is defined to be in ∂ if t > ξ. To this end they applied the Girsanov transformation
to get existence of a weak solution firstly and then proved pathwise uniqueness of (1.3)
by Zvonkin’s transformation invented in [79]. Then, the well-known Yamada-Watanabe
theorem [71] yields existence and uniqueness of a maximal local strong solution. Assuming
that for b ∈ Lqloc(R+, Lp(Rd)) with p, q ∈ (1,∞) and d/p+ 2/q < 1 and σ = Id×d, Fedrizzi
and Flandoli [21] introduced a new method to prove existence and uniqueness of a global
strong solution to the SDE (1.3) by using regularizing properties of the heat equation.
This method was extended by von der Lu¨he to the multiplicative noise case in her work
[64]. Zhang in [73] proved existence and uniqueness of a strong solution to the SDE (1.3)
on Q = R+×Rd for t < τ , where τ is some stopping time, under the assumptions that σ is
bounded, uniformly elliptic and uniformly continuous in x locally uniformly with respect
to t, and |b|, |∇σ| ∈ Lq(n)loc (R+;Lp(n)(Bn)) (∇σ denotes the weak gradient of σ with respect
to x) with p(n), q(n) ∈ (2,∞) satisfying d/p(n) + 2/q(n) < 1, where Bn is the ball in
Rd with radius n ∈ N+ centering at zero. Zvonkin’s transformation plays a crucial role
in Zhang’s proof. In [63], [72], [70] and references therein the well-posedness of the SDE
(1.1) was also studied. The above results include the case where the coefficients of SDE
(1.1) are time dependent. For the time independent case, Wang [65] and Trutnau [41]
used generalized Dirichlet forms to get existence and uniqueness results of the SDE (1.3)
on Q = Rd.
However, the conditions imposed on the coefficients in the above mentioned results
concerning the strong well-posedness for SDE ([37],[73],[21]) are not unified when we
think an SDE in two ways: as a system (i.e. each component (X it)t>0, 1 6 i 6 d of the
vector (Xt)t>0 = (X
1
t , · · · , Xdt )t>0 ∈ Rd satisfies an SDE in R1) and as a whole SDE in
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Rd. Let us illustrate this by a simple example: consider the following SDE in R2:{
dX1t = b1(t,X
1
t )dt+ dW
1
t , X
1
0 = x1 ∈ R,
dX2t = b2(t,X
2
t )dt+ dW
2
t , X
2
0 = x2 ∈ R.
(1.4)
If we set x := (x1, x2) ∈ R2, Xt := (X1t , X2t ), Wt := (W 1t ,W 2t ), and define the vector field
b(t, x) :=
(
b1(t, x1)
b2(t, x2)
)
.
Then SDE (1.4) can be rewritten as
dXt = b(t,Xt)dt+ dWt, X0 = x ∈ R2, t > 0. (1.5)
According to the above mentioned criterion, we need to assume
b ∈ Lqloc(R+;Lp(R2)) with 2/p+ 2/q < 1
to ensure the well-posedness of SDE (1.5). This in particular means that we need
b1, b2 ∈ Lqloc(R+;Lp(R1)) with 2/p+ 2/q < 1. (1.6)
On the other hand, the two-dimensional SDE (1.4) can also be viewed as single equations
for (X1t )t>0 and (X
2
t )t>0 themselves, because (X
1
t )t>0 and (X
2
t )t>0 are not coupled in the
equation. From this point of view, the SDE (1.4) can be well-posed under the weaker
condition that
b1, b2 ∈ Lqloc(R+;Lp(R1)) with 1/p+ 2/q < 1,
which does not coincide with the obviously hence not optimal condition (1.6). The point
is that we might have a non-uniformly in integrability of our coefficients with respect
to the component of its variables which need to be taken into account to optimize our
conditions. We point out that such non-uniformity will always appear when we consider
multi-dimensional SDEs, and especially for the degenerate noise cases and multi-scale
models involving slow and fast phase variables, see e.g. [22, 68].
Hence, the one of aims of our work is to take into account the above non-uniformity
by studying SDEs with coefficients in general mixed-norm spaces. It turns out that the
appropriate condition is
1
p1
+ · · ·+ 1
pd
+
2
q
< 1,
where pi is the integrability of each component xi ∈ R of the drift b. The condition
1
p1
+ · · ·+ 1
pd
+ 2
q
< 1 shows explicitly how much contribution comes from the time variable
t in R+ and each component xi of the space variable x = (x1, · · · , xd) ∈ Rd. Therefore,
as a generalization of the classical Lebesgue space Lp(Rd), we will study the SDE (1.3) in
the mixed norm space Lp(Rd) := Lpd(R, Lpd−1(R, (· · · , Lp1(R)))) where p = (p1, · · · , pd).
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Besides, we are also interested in the existence and uniqueness of a maximally defined
local strong solution to (1.3) on Q ⊂ [0,∞)× Rd, especially when Q is not very regular,
say Q = R × (Rd\γρ), where γρ = {x ∈ Rd|dist(x, γ) 6 ρ}, ρ > 0, and γ is a countable
locally finite subset defined as γ = {xk|k ∈ N} ⊂ Rd, where none of the above results
mentioned can be applied, except for the one in [37]. However, [37] is restricted to the
case where the diffusion term is a Brownian motion. We want to obtain the existence and
uniqueness of a maximally defined local strong solution to (1.3) on Q ⊂ [0,∞) × Rd as
well in the case where the diffusion matrix σ is not constant. In the end we show that
if σ is bounded, uniformly elliptic and uniformly continuous in x, locally uniformly with
respect to t, and |bIQn|, |∇σIQn| ∈ Lq(n)(R+;Lp(n)(Rd)) with p(n), q(n) ∈ (2,∞) satisfying
d/p(n)+2/q(n) < 1, there exists a maximally defined local strong solution (s+t,Xt)t>0 to
(1.3) on Q such that [0,∞) 3 t→ (s+ t,Xt) ∈ Q′ := Q∪ ∂ (Alexandrov compactification
of Q) is continuous and this process is defined to be in ∂ if t > ξ.
• SDE driven by jump type noise
In recent years, SDEs on Rd driven by pure jump Le´vy processes and irregular drifts have
also a lot of attracted interest. For simplicity, we consider the following simplified form
of SDE (1.1)
Xt = x+
∫ t
0
g(Xs−)dLs +
∫ t
0
b(Xs)ds, t > 0, (1.7)
where Lt is an α-stable process in Rd, g is a d × d-matrix-valued measurable function
and b is the drift, which might be very singular. In [60] Tanaka, Tsuchiya and Watanabe
showed that if (Lt)t>0 is a symmetric α−stable process with α ∈ (0, 1), b is time indepen-
dent, bounded and β−Ho¨lder continuous with β < 1− α, g ≡ 1, the SDE (1.7) may not
have a unique strong solution. When α ∈ [1, 2), g ≡ 1 and b ∈ Cβb (Rd) with β > 1 − α2
Priola in [52] proved that there exists a unique strong solution to the SDE (1.7). Under
the same condition, Haadem and Proske [31] obtained the unique strong solution by using
the Malliavin calculus. Zhang [74] proved the pathwise uniqueness to the SDE (1.7) when
α ∈ (1, 2), b is bounded and in some fractional Sobolev space. Recently in [5] Athreya,
Butkovsky, and Mytnik obtained uniqueness and existence of strong solution to the SDE
(1.7) when d = 1, g ≡ 1 and b is just in a certain class of Schwartz distributions. See
also [13, 14, 12, 58, 69] for more results related to (1.1). Basicly these works showed
that the SDE (1.7) has a unique strong solution under the conditions that g is bounded,
uniformly nondegenerate and Lipschitz, Lt is an α-stable process, b ∈ Cβ (Ho¨lder space)
with β > 1− α
2
. We can find that (1.7) is a special case of (1.1) with σ ≡ 0.
Since the results in [5] considered the additive noise case, i.e. g ≡ 1 with d = 1 only.
A natural question is whether the well-posedeness still holds for the SDE (1.7) with mul-
tiplicative noise for d > 1. In order to answer this question, we study the existence and
uniqueness of the solution to (1.7) with distribution-valued drift in some class and multi-
plicative noise in multiple dimensions.
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1.1.2 Non-explosion of solutions to SDEs driven by continuous noise
We consider the following stochastic differential equation with continuous noise
Xt = x+
∫ t
0
b(s+ r,Xr)dr +
∫ t
0
σ(s+ r,Xr)dWr, t > 0, (1.8)
in an open subset Q ⊂ Rd+1 with measurable coefficients b : Q→ Rd and σ : Q→ Rd×Rd.
Here (s, x) ∈ Q is the starting point, and (Wt)t>0 is a d−dimensional (Ft)− Brownian
motion defined on some complete filtered probability space (Ω,F , (Ft)t>0, P ). Define
ξ := inf {t > 0 : (t+ s,Xt) /∈ Q} . (1.9)
ξ is called the explosion time (lifetime) of the process (t + s,Xt)t>0 in the domain Q. If
ξ <∞ a.s., we call the solution (t+ s,Xt)t>0 a local solution. If ξ =∞ a.s., it is called a
global solution. As we introduced already, we can show that there exists a maximal local
strong solution to (1.8). Then it is very natural to ask in which case this maximal local
solution is global.
When Q = R+ × Rd, there are several well-known results about non-explosion of the
solution to the SDE (1.8). In [62, 63, 79] the assumptions that b and σ are bounded and
Lipischitz continuous and σσ∗ is uniformly elliptic guarantee that the solution will not
blow up. Zhang in [72] obtained that under the conditions that σ is continuous, uniformly
nondegenerate and supt∈[0,T ] ‖∇σ‖L2(d+1)(Bn) <∞, |b| 6 C +F , for some constants C and
F ∈ Lp([0,∞)×Rd), p > d, the solution to (1.8) does not explode. Xie and Zhang in [70]
proved that if σ is locally uniformly continuous in x and locally uniformly with respect
to t ∈ [0,∞), and for some q > d+ 2, b ∈ Lqloc([0,∞)×Rd), ∇σ ∈ Lqloc([0,∞)×Rd), and
for some constants C1, γ1 > 0, α
′ ∈ [0, α), α > 0, and for all t > 0, x ∈ Rd, ξ ∈ Rd,
|σ(t, x)ξ| > |ξ|
(
Iα>0 exp{−C1(1 + |x|2)α′}+ Iα=0C1(1 + |x|2)−γ1
)
and
〈x, b(t, x)〉+ κ(1 + |x|2)α|σ(t, x)|2 6 C1(1 + |x|2),
there exists a unique global strong solution to the SDE (1.8). This non-explosion result was
obtained by directly applying Itoˆ’s formula to an exponential function exp{e−λt(1+|x|2)α}
for some positive constant λ. The above results are about the case where the coefficients
are time dependent. For the time independent case, Wang [65], Lee and Trutnau [41] used
generalized Dirichlet forms to get non-explosion results.
As mentioned in [37], there are several interesting situations arising from applications,
say diffusions in random media and particle systems, where the domain Q of (1.8) is
not the full space R × Rd but a subdomain (e.g. Q = R × (Rd\γρ), where γρ = {x ∈
Rd|dist(x, γ) 6 ρ}, ρ > 0, and γ is a locally finite subset of Rd), where none of the
results mentioned above can be applied to get global solutions, except for the one in [37].
Moreover, Krylov and Ro¨ckner in [37] did not only prove the existence and uniqueness
of a maximal local strong solution of equation on Q, but also they obtained that if
b ≡= −∇φ, where φ : [0,∞) × Rd → R is a nonnegative function, and if there exist a
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constant K ∈ [0,∞) and an integrable function h on Qn, with Qn as defined as above
such that the following Lyapunov conditions hold in the distributional sense
2Dtφ 6 Kφ, 2Dtφ+ ∆φ 6 heφ,  ∈ [0, 2), (1.10)
the strong solution does not blow up, which means ξ = ∞ a.s.. Here Dtφ denotes the
derivative of φ with respect to t. This result can be applied to diffusions in random
environment and also finite interacting particle systems to show that the process does not
exit from Q or goes to infinity in finite time.
However, [37] is restricted to the case where equation (1.8) is driven by additive noise,
that is, the diffusion term is a Brownian motion. Our interest is about the case when σ
is not only a constant-valued matrix. In this case, the key step is to find the appropriate
Lyapunov conditions generalizing (1.10).
1.1.3 Density of the solutions to SDEs driven by jump noise
Recently Debussche and Fourier in [15] proved that there exists a density of the solution
to the SDE
Xt = x+
∫ t
0
g(Xs−)dLs +
∫ t
0
b(Xs)ds, t > 0, (1.11)
where (Lt)t>0 is an α−stable process with α ∈ (0, 2), g and b are Ho¨lder continuous func-
tions, and the density lies in some Besov space. This work can be seen as a probabilistic
approach to the theory of regularity of solutions to non-local partial differential equations.
Indeed, the density of the solution of a stochastic equation satisfies a Fokker-Planck equa-
tion which is, in the jump case, non-local. There is a lot of research in this field in the
PDE community. In particular, some results are available in the case of coefficients with
low regularity. The typical result is that when the initial condition is continuous, the
viscosity solution is immediately Ho¨lder continuous, see Barles, Chasseigne and Imbert
[8] and references therein. Concerning the techniques used to prove the existence of the
density, based on Fourier transform and the Plancherel identity, there is one method intro-
duced in [27] to prove the existence of a density for the time-marginals of many stochastic
processes, which can be applied to study one-dimensional SDEs whose coefficients have
low regularity. This method has been refined and generalized in [28] such that it can deal
with multidimensional processes.
However, in [15], they did not show the existence and uniqueness of the solution to
(1.11)which we as indicated above establish the well-posedness to (1.11) in this work. As
a next step we want to study the existence and regularity of the density of the solution
that we obtained for (1.11) with distributional-valued drift and multiplicative jump noise.
1.2 Main results
Firstly we obtain the existence and uniqueness of a strong global solution to SDE driven by
continuous noise in mixed norm space Lp(Rd) := Lpd(R, Lpd−1(R, (· · · , Lp1(R)))) where
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p = (p1, · · · , pd). More precisely, in Theorem 3.1 (p.30) we show that if for some
p1, · · · , pd, q ∈ (1,∞] and every T > 0,
|b|, |∇σ| ∈ Lq([0, T ];Lp(Rd)) with 2
q
+
1
p1
+ · · ·+ 1
pd
< 1,
and for every n ∈ N, σ is uniformly continuous in x ∈ Rd uniformly with respect to
t ∈ [0, T ], and there exist positive constants δ1 and δ2 such that for all (t, x) ∈ [0, T ]×Rd,
δ1|ξ|2 6 |σ∗(t, x)ξ|2 6 δ2|ξ|2, ∀ξ ∈ Rd.
Then for any (Ft)−stopping time τ and x ∈ Rd, there exists a unique strong continuous
solution (Xt)t>0 such that
P
{
ω :
∫ T
0
|b(r,Xr(ω))|dr +
∫ T
0
|σ(r,Xr(ω))|2dr <∞,∀T ∈ [0, τ(ω))
}
= 1,
and
Xt = x+
∫ t
0
b(r,Xr)dr +
∫ t
0
σ(r,Xr)dWr, ∀t ∈ [0, τ), a.s..
The condition 1
p1
+ · · · + 1
pd
+ 2
q
< 1 shows the contributions on integrability of b and
∇σ with respect to time variable t in R+ and each component xi of the space variable
x = (x1, · · · , xd) in Rd.
Based on the existence and uniqueness of a global strong solution to (1.3) that we
obtained on [0,∞) × Rd in mixed-norm space, by applying a localization procedure, we
get the existence and uniqueness of a maximally defined local strong solution in Q′ = Q∪∂
(one-point compactification of Q) for Q ⊂ [0,∞)×Rd. Our results Theorem 4.1 (p.57)
show that if for any n ∈ N and some p(n) = (p1(n), · · · , pd(n)), q(n) ∈ (1,∞) satisfying
1/p1(n) + · · ·+ 1/pd(n) + 2/q(n) < 1,
|bIQn|, |∇σIQn| ∈ Lq(n)([0, T ];Lp(n)(Rd))
and for 1 6 i, j 6 d, σij(t, x) is uniformly continuous in x uniformly with respect to t for
(t, x) ∈ Qn, and there exists a positive constant δn such that for all (t, x) ∈ Qn,
|σ∗(t, x)λ|2 > δn|λ|2, ∀λ ∈ Rd,
then for any (s, x) ∈ Q, there exists a unique continuous Q′−valued function (zt)t>0 :=
(t,Xt)t>0 and a (Ft)−stopping time ξ =: inf {t > 0 : zt /∈ Q} such that (Xt)t>0 is the
unique strong solution to the following SDE
Xt = x+
∫ t
0
b(s+ r,Xr)dr +
∫ t
0
σ(s+ r,Xr)dWr, ∀t ∈ [0, ξ), a.s. (1.12)
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and for any t > 0, zt = ∂ on the set {ω : t > ξ(ω)} (a.s.).
As far as the non-explosion result is concerned, we have to take into account that having
non-constant σ instead of Id×d in front of the Brownian motion in (1.12) means that we
have to consider a different geometry on Rd, and that this effects the Lyapunov function
type condition which is to replace (1.10) and also the form of the equation. By comparing
the underlying Kolmogrov operators of the SDEs, in Theorem 5.2 (p.67) we get that
the following type setting SDE should be considered ((aij)16i,j6d = σσ
∗):
Xt = x+
∫ t
0
(−σσ∗∇φ)(s+ r,Xr)dr + 1
2
(
d∑
j=1
∫ t
0
∂jaij(s+ r,Xr)dr)16i6d
+
∫ t
0
σ(s+ r,Xr)dWr, t > 0 (1.13)
which is the ’geometrical’ analogue to the additive noise case
Xt = x+
∫ t
0
(−∇φ)(s+ r,Xr)dr +Wt, t > 0,
where φ is a non-negative continuous function on [0,∞)×Rd. To be more specific, since
the Kolmogrov operator L corresponding to (1.13) is given by
L = div(σσ∗∇)− 〈σ∗∇φ, σ∗∇〉 ,
where 〈·, ·〉 denotes the inner product in Rd. Recalling that div◦σ is the adjoint of the
’geometric’ gradient σ∗∇ (i.e. taking into account the geometry given to Rd through
σ). So, the Laplacian ∆ in (1.10) is to be replaced by the Laplace-Beltrami operator
div(σσ∗∇)(= ∑di,j=1 ∂j(aij∂i)) and the right Lyapunov type condition of non-explosion to
the SDE (1.13) is that there exists a constant K ∈ [0,∞) and an integrable function h on
Qn, defined as above, such that the following conditions hold in the distributional sense
2Dtφ 6 K1φ, 2Dtφ+
d∑
i,j=1
∂j(aij∂iφ) 6 heφ,
which then indeed turns out to be the correct analogue to (1.10). This leads to some
substantial changes in the proof of our non-explosion result in comparison with the one
in [37].
For the SDE driven by jump type noise, in Chapter 6 (p.95) we consider the following
SDE
Xt = X0 +
∫ t
0
∫
Rd
∫ ∞
0
z1[0,κ(Xs−,z))(r)N
(α)(dr, dz, ds) +
∫ t
0
b(Xs)ds, (1.14)
where κ is a nonnegative measurable function from Rd×Rd to [0,∞) and N(dr, dz, ds) is
a Poisson random measure on R+×Rd×R+ with intensity measure dr dz|z|d+α ds. We obtain
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the existence and uniqueness of a weak solution for very singular drift b which is maybe
even only a Schwartz distributions. This result essentially follows from the existence and
uniqueness of the solution to the following non-local partial differential equation
λu−L ακ u− b · ∇u = f. (1.15)
Here α ∈ (0, 2), b ∈ C β(Besov-Ho¨lder space, see Definition 6.7 below) with β ∈ R, and
L ακ f(x) :=
∫
Rd
(
f(x+ z)− f(x)−∇f(x) · z(α)) κ(x, z)|z|d+α dz,
where z(α) := z1{|z|<1}1α=1 + z1α∈(1,2). By applying the Littlewood-Paley theorem we
obtain the existence and uniqueness of the weak solution to (1.15). Then by Zvonkin’s
transformation (which will be introduced in details in Chapter 2.5.1), we get the existence
and uniqueness of a weak solution to SDE (1.14). Furthermore, by refining the method
from [15] (which will be introduced in Chapter 2.5.2) we obtain existence and regularity
estimates for the density of the weak solution to SDE (1.14) in Besov space.
1.3 Structure of this thesis
In order to make the thesis self-contained, in Chapter 2 we collect the basic concepts and
some fundamental results which we will use subsequently.
As the generalization of the classical Lebesgue Lp space, we will study the SDEs with
continuous noise in the mixed-norm space in Chapter 3.
Based on the results that we proved in Chapter 3 for Q = [0,∞) × Rd, we apply the
localization procedure to obtain the maximal local strong solution on general domains Q in
Chapter 4. That is to say, we prove existence and uniqueness of maximally defined strong
solutions to SDEs driven by multiplicative noise on general space-time domains Q in R+×
Rd in mixed norm sapce, which have continuous paths in the one-point compactification
Q ∪ ∂ of Q where ∂ /∈ Q and Q ∪ ∂ is equipped with the Alexandrov topology. Besides,
we give several examples for which we show well-posedness result in Q′ = Q ∪ ∂ by our
result.
In Chapter 5, our aim is to extend the non-explosion results in [37] to the multiplicative
noise case on a general domain Q. We also give two important applications from diffusions
in random media and particle systems respectively. Both are generalizations of examples
in [37, Section 9] to the case of multiplicative noise.
In Chapter 6 by applying Littlewood-Paley theory we first prove that there exists
a weak solution to the equation (1.15) when b is very irregular. Then the existence
and uniqueness of the weak solution (which is equivalent to the martingale solution) to
SDE (1.14) with possibly distributional valued drifts in the multi-dimension follows from
Zvonkin’s transformation. Which extends the result of [76] to jump type noise and [5]
to multiplicative noise. Based on the well-posedness results proved in the first part of
Chapter 6, by a similar argument as in [15], which is refined in our work by applying
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Littlewood-Paley theory, we obtain the existence and regularity of the density of the time
marginals of the solutions to the SDE (1.14) with possibly distributional valued drifts.
The Appendix contains technical lemmas used in the proofs of our main results.
1.4 Outlook
As it is shown in the following chapters, all of the studied stochastic differential equations
are assumed to have nondegenerate noise term, and until now it is not clear whether the ex-
istence and uniqueness of strong solution holds for the SDEs with possibly distributional-
valued drifts when d > 2. Noting that Littlewood Paley theory plays a powerful role
during dealing with partial differential equations with singular coefficients. Based on
these considerations, there are four main topics which I would like to study in future
work:
• the existence and uniqueness of strong solutions to the SDEs with distributional-
valued drifts when d > 2,
• the existence and uniqueness of strong solutions to the SDEs with degenerate noise,
• the existence and uniqueness of strong solutions to the SDEs with a mixture of
continuous noise (Brownian motion) and jump type noise (α−stable process),
• the properties (e.g. non-explosion, strong Feller, ergodicity) of solutions to SDEs.
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Throughout this thesis, we use the following convention: C with or without subscripts
will denote a positive constant, whose value may change from one appearance to another,
and whose dependence on parameters can be traced from calculations.
2.1 Mixed-norm Lebesgue spaces
For the convenience of reading and also in order to make the thesis self complete, we first
give a brief introduction about the mixed-norm Lebesgue spaces and collect the theorem
which will be used later, for more details we refer to [3] and the references therein.
Let p = (p1, ..., pd) ∈ [1,∞)d be a multi-index, we denote by Lp(Rd) the space of all
measurable functions on Rd with norm
‖f‖p :=
(∫
R
· · ·
(∫
R
|f(x1, ..., xd)|p1dx1
) p2
p1
dx2
) p3
p2 · · · dxd
) 1
pd
<∞.
Thus Lp(Rd) is a Banach space. The order is important when taking the integrals in the
expression above. If we permute the pis, then increasing the order of pi gives the smallest
norm, while by decreasing the order gives the largest norm. If we define the conjugate
exponent p′ = (p′1, · · · , p′d) to p = (p1, · · · , pd) with 1p1 + 1p′1 = 1, for i = 1, · · · , d, we
write as 1
p
+ 1
p′ = 1, then L
p′(Rd) is the dual of Lp(Rd) for p ∈ [1,∞)d. Without any
surprise, we have Ho¨lder’s inequality, Minkowski’s inequality for integrals and dominated
convergence theorem .
Lemma 2.1. ([3, Lemma 2])(Ho¨lder’s inequality). For any p ∈ [1,∞]d, f ∈ Lp(Rd) and
g ∈ Lp′(Rd), we have ∣∣∣ ∫
Rd
fgdx
∣∣∣ 6 ‖f‖Lp‖g‖Lp′ .
Lemma 2.2. ([3, Lemma 4])(Minkowski’s inequality). For any p ∈ [1,∞]d and a mea-
surable function f ∈ L(p,1,··· ,1)(Rd1+d2), we have∥∥∥∫
Rd2
f(·,y)dy
∥∥∥
Lp
6
∫
Rd2
‖f(·,y)‖Lpdy.
Lemma 2.3. ([3, Theorem 2])(Dominated convergence Theorem). Let (fn)n∈N be a se-
quence of measurable functions on Rd. If fn → f (a.e.) and if there is a dominating
function G ∈ Lp(Rd) such that |fn| 6 G (a.e.) for any n, then ‖fn − f‖Lp → 0.
Let S (Rd) be the Schwartz space of all rapidly decreasing functions, and S ′(Rd) the
dual space of S (Rd). Then from the argument in [3] we have
Lemma 2.4. ([3, Throrem 3]) The following inclusions hold
S (Rd) ↪→ Lp ↪→ S ′(Rd).
Furthermore, they are dense and continuous for p ∈ [1,∞).
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Given f ∈ S (Rd), let Ff = fˆ be the Fourier transform of f defined by
fˆ(ξ) := (2pi)−d/2
∫
Rd
e−iξ·xf(x)dx.
We know that the Fourier multiplier Tm is a linear operator that acts by multiplying the
Fourier transform fˆ by a function m, and then applying the inverse Fourier transform
F−1, which can be said that Tm reshapes the frequencies of f . For complex-valued
function f on Rd, we have
(Tmf)(x) := F
−1(mfˆ) =
∫
Rd
e2piix·ξm(ξ)fˆ(ξ)dξ. (2.1)
For p ∈ [1,∞)d, we denote by Mp the space of all bounded complex finctions m on Rd
such that the operator Tmf , which is initially defined for f ∈ S , can be extended to a
bounded operator on Lp(Rd), the norm is defined as
‖T‖Mp := ‖T‖L(Lp(Rd)).
ThenMp is a closed subspace of L(Lp(Rd)) and thus it is a Bananch space. The elements
of the spaceMp are called Lp Fourier multipliers. In the following we give the Ho¨rmander-
Mihlin theorem for mixed norm spaces proved in [3].
Theorem 2.5. ([3, Theorem 7]) Let m ∈ L∞(Rd\{0}) be such that for some A > 0 and
for any multi-index |α| 6 bd
2
c+ 1, it satisfies on of the following conditions
(a) Mihlin’s condition
|∂αξm(ξ)| 6 A|ξ|−|α|,
(b) Ho¨rmander’s condition
sup
R>0
R−d+2|α|
∫
R<|ξ|<2R
|∂αξm(ξ)|2dξ 6 A2 <∞.
Then, m lies in Mp for any p ∈ (1,∞), and we have the estimate
‖m‖Mp 6
d∑
k=1
ck
k−1∏
j=0
max{pd−j, (pd−j − 1)−1/pd−j}(A+ ‖m‖L∞)
6 c′
d−1∏
j=0
max{pd−j, (pd−j − 1)−1/pd−j}(A+ ‖m‖L∞),
where c and c′ are constants that depend only on d.
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2.2 Le´vy processes and non-local pseudo-differential operators
The aim of this section is to give a brief introduction about Le´vy processes and pseudo-
differential operators which are related to the knowledge that we will use in the later
chapters. We refer to [2] for more details.
Definition 2.6. For a random variable X defined on probability space (Ω,F , P ) and
taking values in Rd with distribution PX its characteristic function φX : Rd :→ C is
defined by
φX(ξ) = E(e
iξ·X) =
∫
Ω
eiξ·X(ω)P (dω) =
∫
Rd
eiξ·yPX(dy)
for each ξ ∈ Rd.
We wrote down the characteristic function φµ(ξ) =
∫
Rd e
iξ·yµ(dy) = eη(ξ) of distribution
µ, we call the map η : Rd → C a Le´vy symbol.
Definition 2.7. For a random variable X taking values in Rd, we say that X is infinitely
divisible if, for all n ∈ N, there exists i.i.d random variables Y (n)1 , · · · , Y (n)n such that
X
d
= Y
(n)
1 + · · ·+ Y (n)n .
Definition 2.8. Let X = (Xt)t>0 be a stochastic process defined on a probability space
(Ω,F , P ). We say that X is a Le´vy process if:
1. X0 = 0(a.s.);
2. X has independent and stationary increments, i.e. for each n ∈ N and each
0 6 t1 < t2 < · · · < tn+1 < ∞ the random variables (Xtj+1 − Xtj)16j6n are in-
dependent and each Xtj+1 −Xtj has the same distribution as Xtj+1−tj .
3. X is stochastic continuous, i.e. for all a > 0 and for all s > 0
lim
t→s
P (|Xt −Xs| > a) = 0.
If X is a Le´vy process, then Xt is infinitely divisible for each t > 0, and we can write
φXt(ξ) = e
η(t,ξ) for each t > 0, ξ ∈ Rd, where each η(t, ·) is a Le´vy symbol, and η(·) is
the Le´vy symbol of X1. Before we give the the Le´vy-Khintchine formula, which is the
cornerstone for much of what follows, we introduce Le´vy measure first:
Definition 2.9. For a Borel measure ν defined on Rd\{0} we say that it is a Le´vy measure
if ∫
Rd\{0}
(|y|2 ∧ 1)ν(dy) <∞.
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The result given below is usually called Le´vy-Khintchine formula with respect to an
infinitely divisible measure.
Theorem 2.10. (Le´vy-Khintchine) µ ∈ M1(Rd) is infinitely divisible if there exits a
vector b ∈ Rd, a positive definite symmetric d × d matrix A and a Le´vy measure ν on
Rd\{0} such that for all ξ ∈ Rd,
φµ(ξ) = exp
{
ib · ξ − 1
2
ξ · Aξ +
∫
Rd\{0}
[eiξ·y − 1− iξ · yχBˆ(y)]ν(dy)
}
, (2.2)
where Bˆ = B1(0).
Conversely, any mapping of the form (2.2) is the characteristic function of an infinitely
divisible probability measure on Rd.
Because of the equivalence between Le´vy process and infinitely indivisible distribution,
if X is a Le´vy process, we also have the Le´vy-Khintchine formula for X,
E(eiξ·Xt) = exp
(
t
{∫ t
0
ib · ξ − 1
2
ξ · Aξ +
∫
Rd\{0}
[eiξ·y − 1− iξ · yχBˆ(y)]ν(dy)
})
,
for each t > 0, ξ ∈ Rd, where (b, A, ν) are the characteristics of X1. There are several
typical examples of Le´vy processes which we can give the explicit characteristics.
Example 2.11. (The Poisson process, the compensated Poisson process) The Poisson
process of intensity λ > 0 is a Le´vy process N taking values in N ∪ {0} so that we have
P (N(t) = n) =
(λt)n
n!
e−λt
for each n = 0, 1, 2, · · · . In this case we have ENt = E[Nt]2 = λt for each t > 0, and
η(ξ) = λ(eiξ − 1).
For later work it is useful to introduce the compensated Poisson process N˜ = (N˜t)t>0
where each N˜t = Nt − λt. Note that E(N˜t) = 0 and E[N˜t]2 = λt for each t > 0.
Example 2.12. (Rotationally invariant stable Le´vy processes) A rotationally invariant
stable Le´vy process is a Le´vy process X where the Le´vy symbol is given by
η(ξ) = −σα|ξ|α,
here α ∈ (0, 2] is the index of stability and σ > 0. Observe that when α = 2, X is the
well-known Brownian motion.
Having these basic concepts in mind we are going to simply introduce the pseudo-
differential operators which are quite related the Le´vy processes introduced above. Actu-
ally there is a larger class of processes called Markov processes which usually are intro-
duced and shown to be determined by the associated generator, resolvent and semigroup.
Here we focus on Le´vy processes only and we introduce two key representations for the gen-
erator: first, as a pseudo-differential operator; second, in ’Le´vy-Khintchine form’, which
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is the sum of a second-order elliptic differential operator and a (compensated) integral of
difference operators.
Let X be a (Ft)-Le´vy process in a probability space (Ω,F , P ). For each t > 0, qt denote
the law of Xt and for each f ∈ Bb(Rd), x ∈ Rd, define
(Ttf)(x) =: E[f(Xt + x)] =
∫
Rd
f(x+ y)qt(dy),
then we can get that actually Tt is a Feller semigroup, i.e. Tt is a contracted semigroup
in Banach space C0(Rd). we have the following important theorem in the analytic study
of Le´vy processes.
Theorem 2.13. ([2, Theorem 3.3.3]) Let X be a Le´vy process with Le´vy symbol η and
characteristics (b, a, ν), let (Tt)t>0 be the associated Feller semigroup and A be its infinites-
imal generator.
1. For each t > 0, f ∈ S (Rd), x ∈ Rd,
(Ttf)(x) =
1
(2pi)−d/2
∫
Rd
eiξ·xetη(ξ)fˆ(ξ)dξ,
so that Tt is a pseudo-differential operator with symbol e
tη.
2. For each f ∈ S (Rd), x ∈ Rd,
(Af)(x) =
1
(2pi)−d/2
∫
Rd
eiξ·xη(ξ)fˆdξ,
so that A is a pseudo-differential operator with symbol η.
3. For each f ∈ S (Rd), x ∈ Rd,
(Af)(x) = b · ∇f(x) +
d∑
i,j=1
aij∂i∂jf(x)
+
∫
Rd\{0}
[f(x+ y)− f(x)− y · ∇f(x)χBˆ(y)]ν(dy). (2.3)
We will now give a number of examples of specific forms of (2.3) corresponding to
important examples of Le´vy processes.
Example 2.14. (Standard Brownian motion) Let X be a standard Brrownian motion in
Rd. Then X has characteristics (0, I, 0), and so we see from (2.3) that
A =
1
2
d∑
i=1
∂2i =
1
2
∆,
where ∆ is the usual Laplacian operator.
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Example 2.15. (Brownian motion with drift) Let X be a Brownian motion with drift in
Rd. Then X has characteristics (b, a, 0) and A is a diffusion operator of the form
A = b · ∇+
d∑
i,j=1
aij∂i∂j.
Example 2.16. (Rotationally invariant stable processes) Let X be a rotationally invariant
stable process of index α ∈ (0, 2). Its symbol is given by η(ξ) = −|ξ|α for all u ∈ Rd, then
A = −(−∆)α2 ,
i.e. the fractional Laplacian operator.
2.3 Strong solutions, weak solutions and martingale solutions to
SDEs
In order to make the definition of solutions to the SDEs clear, we recall some classical
terminology. Let (Ω,F , P ) be a probability space equipped with a filtration Ft that
satisfies the usual conditions. Let W be an d-dimensional standard Brownian motion and
N an independent Poisson random measure on R+×Rd\{0} with associated compensator
N˜ and intensity measure ν, where we assume that ν is a Le´vy measure. We always assume
that W and N are independent of F0. We consider the following SDE: for t > 0,
Xt = x+
∫ t
0
b(s,Xs−)ds+
∫ t
0
σ(s,Xs−)dWs +
∫ t
0
∫
|z|<1
g(s,Xs−, z)N˜(ds, dz)
+
∫ t
0
∫
|z|>1
g(s,Xs−, z)N(ds, dz), t > 0,
(2.4)
Here the mappings b : R+ × Rd → Rd, σ : R+ × Rd → Rd × Rd, g : R+ × Rd × Rd → Rd
are all assumed to be measurable. Then
1. weak existence holds for SDE (2.4) if one can construct a filtered probability space
(Ω,F , (Ft)t>0, P ), and an adapted Brownian motion W and an adapted Poisson
measure N and an adapted process X on this space which satisfies SDE (2.4).
2. Uniqueness in law holds if every solution X to (2.4), possibly on different probabil-
ity space, has the same law.
3. Strong existence means that one can find a solution to (2.4) on any given filtered
probability space equipped with any given adapted Brownian motion.
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4. pathwise uniqueness means that, on any given filtered probability space equipped
with any given Brownian motion and Poisson measure N , any two solutions to (2.4)
with the same given F0-measurable initial condition x coincide.
Notice that, in contrast to strong solutions, where the noise is prescribed in advance, for
weak solutions the construction of the noise is part of the problem. Finding weak solution
to SDE is intimately related to martingale problems. For linear operator Lt defined as
Ltf(x) := b(t, x) · ∇f(x) + 1
2
d∑
i,j=1,k=1
σik(t, x)σjk(t, x)∂i∂jf(x)
+
∫
|z|<1
(
f(x+ g(t, x, z))− f(x)− g(t, x, z) · ∇f(x)
)
ν(dz)
+
∫
|z|>1
(
f(x+ g(t, x, z)− f(x))
)
ν(dz). (2.5)
The definition about the martingale solution goes as following.
Definition 2.17. A probability measure P on (C[0,∞),B(C[0,∞)d)) which is ca´dla´g,
under which
M ft = f(w(t))− f(w(0))−
∫ t
0
(Lsf)(w)ds, 0 6 t <∞, (2.6)
is a continuous, local martingale for every f ∈ C2(Rd), is called a martingale solution to
the local martingale problem associated with Lt.
2.4 Estimates of the fundamental solutions to second order
parabolic equations
Because of the crucial role of the estimate of fundamental solution of parabolic equation
in Chapter 5, in this subsection we collect the results that we will use. For the detailed
discussion we refer to [40, IV] and [55].
First we consider the Cauchy problem with terminal data for equation in the domain
[0, T ]× Rd.
Let there be given in the domain QT := (0, T )×Rd a parabolic operator L(x, t, ∂∂x , ∂∂t)
defined as
L(x, t, ∂
∂x
,
∂
∂t
)u =
∂u
∂t
−
d∑
i,j=1
aiju(t, x)
∂2u
∂xi∂xj
+ b(x, t) · ∇u+ c(t, x)u
with coefficients (aij)16i,j6d, b and c belonging to the Ho¨lder space C1/2,1(QT ), where the
Ho¨lder space C1/2,1(QT ) is the Bananch space of functions u(t, x) that are continuous in
QT with a finite form
|u|C1/2,1(QT ) = 〈u〉QT + max(t,x)∈QT |u(t, x)|
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where
〈u〉QT = 〈u〉x,QT + 〈u〉t,QT ,
〈u〉x,QT = sup
(x,t),(x′,t)∈QT
x 6=x′
|u(t, x)− u(t, x′)|
|x− x′| ,
〈u〉t,QT = sup
(x,t),(x′,t)∈QT
t6=t′
|u(t, x)− u(t, x′)|
|t− t′|1/2 .
We assume that this operator is uniformly elliptic, i.e. there exist two positive numbers
δ1 and δ2 such that for all (t, x) ∈ QT
δ1ξ
2 6
d∑
i,j=1
aij(t, x)ξiξj 6 δ2ξ2, ∀ξ = (ξ1, · · · , ξd) ∈ Rd.
We consider the following Cauchy problem on QTL(x, t,
∂
∂x
,
∂
∂t
)u(t, x) = 0,
u(0, x) = φ(x).
(2.7)
[40, Theorem 5.1] implies that (2.7) has a unique solution u ∈ C1,2(QT ) (actually u can
be smoother but more lengthy and such regularity is enough for use), i.e. u(t, x) is
1−order differentiable with respect to t ∈ [0, T ] with |∂u
∂t
| bounded on QT and is 2−orders
differentiable with respect to x ∈ Rd with | ∂u
∂xi
|, 1 6 i 6 d, and | ∂2u
∂xi∂xj
|, 1 6 i 6 j 6 d,
bounded on QT , and these bounds are controlled by supx∈Rd |φ(x)|.
We call function Z(t, x; s, y) : QT × QT → R a fundamental solution if Z satisfies the
equation
L(x, t, ∂
∂x
,
∂
∂t
)Z(t, x; s, y) = δ(x− y)δ(t− s)
and is bounded for |x| → ∞. The function Z plays the same important role for the operator
L as the function g(t, x; s, y) = 1
(4pi|t−s|)d/2 exp(
|x−y|2
4|t−s| ) for the heat operator H = ∂∂t −∆.
If φ is continuous, [40, 14.1] says the solution to (2.7) can be written in the form of a
potential with kernel Z:
u(t, x) =
∫
Rd
Z(t, x; 0, y)φ(y)dy. (2.8)
Besides, the following estimates of Z were obtained in [40, 13.1,13.2], which says: for
2m+ n 6 2, t > s
|Dmt DnxZ(t, x; s, y)| 6 C(t− s)−
d+2m+n
2 exp
(
− C |x− y|
2
t− s
)
, (2.9)
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for 2m+ n = 2(i.e.m = 0, n = 2 and m = 1, n = 0), 0 6 γ 6 1, 0 6 β 6 1, t > s,
|Dmt DnxZ(t, x; s, y)−Dmt DnxZ(t, x′; s, y)|
6 C
[
|x− x′|γ(t− s)− d+2+γ2 + |x− x′|β(t− s)− d+2−1+β2
]
exp
(
− |x− y|
2
t− s
)
, (2.10)
and for 2m+ n = 1, 2 and t > t′ > s,
|Dmt DnxZ(t, x; s, y)−Dmt DnxZ(t′, x; s, y)|
6 C
[
(t− t′)(t− s)− d+2m+s+22 + (t− t′) 2−2r−s+α2 (t′ − s)− d+22
]
exp
(
− |x− y|
2
t− s
)
. (2.11)
For fixed time T ∈ [0,∞), if we denote v(T − t, x) = u(t, x), then v solves the following
backward equation L′(x, t,
∂
∂x
,
∂
∂t
)v(t, x) = 0,
v(T, x) = φ(x).
(2.12)
Where L′ is defined as
L′(x, t, ∂
∂x
,
∂
∂t
)v =
∂v
∂t
+
d∑
i,j=1
aij(t, x)
∂2v
∂xi∂xj
+ b(x, t) · ∇v + c(t, x)v.
Corresponding to (2.8), the solution v to the backward equation (2.12) can be represented
as
v(t, x) =
∫
Rd
Z(T, y; t, x)φ(y)dy.
In this case the estimates (2.9), (2.10) and (2.11) still holds for the equation (2.12) with
the similar form, i.e. for 2m+ n 6 2, t < T
|Dmt DnxZ(T, y; t, x)| 6 C(T − t)−
d+2m+n
2 exp
(
− C |x− y|
2
T − t
)
,
for 2m+ n = 2 (i.e. m = 0, n = 2 and m = 1, n = 0), 0 6 γ 6 1, 0 6 β 6 1, t < T ,
|Dmt DnxZ(T, y; t, x)−Dmt DnxZ(T, y; t, x′)|
6 C
[
|x− x′|γ(T − t)− d+2+γ2 + |x− x′|β(T − t)− d+2−1+β2
]
exp
(
− |x− y|
2
T − t
)
,
and for 2m+ n = 1, 2 and T > t > t′,
|Dmt DnxZ(T, y; t, x)−Dmt DnxZ(T, y; t′, x)|
6 C
[
(t− t′)(T − t)− d+2m+s+22 + (t− t′) 2−2r−s+α2 (T − t′)− d+22
]
exp
(
− |x− y|
2
T − t
)
.
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As the second part of this subsection, we consider the first boundary problem to
the following parabolic equation on the cylindrical domain Qr2,r with surface ∂Qr
2,r :=
((0, r2) × ∂Br) ∪ ({r2} × Br) for r ∈ (0, 1] assuming that f is a continuous function on
∂Qr
2,r:
Lu(t, x) = Dtu(t, x) + 1
2
d∑
i,j=1
∂i(aij(t, x)∂ju(t, x)) = 0 on Q
r2,r,
u(t, x) = f(t, x) on ∂Qr
2,r,
(2.13)
where (aij)16i,j6d is assumed to be real, symmetric and uniformly elliptic, i.e. for some
µ > 1, for all (t, x) ∈ Qr2,r and all ξ ∈ Rd, 1/µξ2 6 ∑di,j=1 aij(t, x)ξiξj 6 µξ2, with
µ-Lipschitz coefficients with respect to the parabolic distance, i.e. for all 1 6 i, j 6 d
|aij(t, x)− aij(s, y)| 6 µ(|x− y| ∨ |t− s|1/2).
[55, Corollary 3.2] says there exists a Possion kernel p(t, x; s, y) : Qr
2,r × ∂Qr2,r → R+
such that the potential
u(t, x) =
∫
∂Qr2,r
p(t, x; s, y)f(s, y)dS(s, y)
represents the solution to (2.13), where dS denotes the surface measure on ∂Qr
2,r. And
[55, Theorem 3.1] says that this Possion kernel p satisfies the following estimates: there
exists a constant k > 0 depending only on d, µ, Qr
2,r such that
1
k
|t− s|− d+12 exp(C |x− y|
2
|t− s| ) 6 p(t, x; s, y) 6 k|t− s|
− d+1
2 exp(C
|x− y|2
|t− s| ),
for all (t, x) ∈ Qr2,r and (s, y) ∈ ∂Qr2,r.
2.5 Main methods
We are going to introduce the main methods applied in this thesis.
2.5.1 Zvonkin’s transformation
Originally invented in the paper [79], Zvonkin’s transformation is one of the main tool
to prove existence and uniqueness of the solution in most of the papers mentioned above
and it also plays a crucial role in our work. We now give the introduction about the idea
behind. Let L σ2 be the second order differential operator related to diffusion coefficients
σ which is defined as
L σ2 f(t, x) :=
1
2
d∑
i,j=1,k=1
σik(t, x)σjk(t, x)∂i∂jf(t, x), f ∈ C∞c (Rd+1),
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let L b1 be the first order differential operator related to drift coefficients b as
L b1 f(t, x) = b(t, x) · ∇f(t, x), f ∈ C∞c (Rd+1),
and let L gν be the nonlocal operator associated with the jump coefficient g whereas
L gν f(t, x) :=
∫
|z|<1
(
f(t, x+ g(t, x, z))− f(t, x)− g(t, x, z) · ∇f(t, x)
)
ν(dz)
+
∫
|z|>1
(
f(t, x+ g(t, x, z)− f(t, x))
)
ν(dz).
(2.14)
Consider the following equation
∂tu+ (L
σ
2 +L
b
1 +L
g
ν )u = 0, u(T, x) = 0 ∈ Rd, (2.15)
if this equation has a regular enough solution u such that for each t ∈ [0, T ], the map
Φ(x) := x + u(x) forms a C2−diffeomorphism on Rd, then by applying Itoˆ’s formula to
the solution (Xt)t>0 to (1.1)
Φ(Xt) = Φ(X0) +
∫ t
0
∇Φ(Xs)σ(s,Xs)dWs
+
∫ t
0
∫
|z|<1
(Φ(Xs− + g(s,Xs−, z))− Φ(Xs−))N˜(ds, dz)
+
∫ t
0
∫
|z|>1
(Φ(Xs− + g(s,Xs−, z))− Φ(Xs−))N(ds, dz).
If we denote Yt := Φ(Xt), t > 0 and
σˆ(t, y) := (∇Φ · σ(t, ·)) ◦ Φ−1(y), gˆ(t, y, z) := Φ(Φ−1(y) + g(t,Φ−1(y)z))− y,
then Yt satisfies the following new SDE without irregular drift:
Yt = Φ(x) +
∫ t
0
σˆ(s, Ys)dWs +
∫ t
0
∫
|z|<1
gˆ(s, Ys−, z)N˜(ds, dz)
+
∫ t
0
∫
|z|>1
gˆ(s, Ys−, z)N(ds, dz), t > 0. (2.16)
Hence it is equivalent to solve SDE (1.1) via solving SDE (2.16) instead, which has
no irregular drift term and the coefficients of the noise term could be a bit continuous
because of the second order regularization effect of equation (2.15). Then the main task
is to solve equation (2.15) such that Φ has the desired properties. To this purpose a key
step is to show the following Krylov’s estimate: for any solution Y , and any T > 0 and
f ∈ Lqloc([0,∞);Lp(Rd)),
E
(∫ T
0
|f(t, Yt)|dt
)
6 c
(∫ T
0
(∫
Rd
|f(t, x)|pdx
)q/p
dt
)1/q
. (2.17)
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When g = 0, such estimate was established in [37] by Krylov and Ro¨ckner when σ = Id
and d
p
+ 2
q
< 2. Zhang and other authors showed it for the case when σ is nonconstant
matrix-valued functions in [73, 70, 76, 77] and references therein. In [69, 58, 5] they ob-
tained the estimate for the SDE with jump noise.
2.5.2 Density of the solution to SDE driven by Le´vy noise
The idea is from [15] to prove the existence and regularity of density to jump type SDEs
in our work. The method therein is to apply the following crucial lemma:
Define, for f : Rd → R, for x, h ∈ Rd and n > 1,
(∆1hf)(x) = f(x+ h)− f(x), (∆nhf)(x) = ∆1h(∆n−1h f)(x),
M(Rd) denotes the set of probability measures on Rd. The lemma says
Lemma 2.18. ([15, Lemma 2.1]) Let ρ ∈M(Rd). Assume that there are 0 < η < a < 1,
n > 1 and a constant K such that for all φ ∈ Cη(Rd), all h ∈ Rd with |h| 6 1,
‖
∫
Rd
∆nhφ(x)ρ(dx)‖ 6 K‖φ‖Cη |h|a.
Then ρ has a density in Ba−η1,∞ (Rd) (Besov space) and ‖ρ‖Ba−η1,∞ 6 ρ(R
d) + Cd,a,η,nK.
Then the strategy to apply this lemma to jump type SDE
Xt = x+
∫ t
0
g(Xs−)dLs +
∫ t
0
b(Xs)ds, t > 0,
is the following:
• For  ∈ (0, t), consider
Xt = Xt− + b(Xt−) + g(Xt−)(Lt − Lt−).
• Study the error E[|Xt−Xt |η] for η > 0. We get something like E[|Xt−Xt |η] 6 Cγ
with γ depending on η, α, and on the Ho¨lder regularity of the coefficients g and b.
• Conditionally on Xt−, Xt has an infinitely divisible distribution, for which many
known results are available. We can get the bound of any derivatives of the density
fXt in L
1(Rd), which will explodes when  → 0 but the rate of the growth is
controlled precisely: we obtain that ‖DnfXt ‖L1(Rd) 6 −n/α.
• Use the discrete integration by part:
E(∆nhφ(X

t )) =
∫
Rd
∆nhφ(x)fXt (x)dx =
∫
Rd
φ(x)∆n−hfXt (x)dx.
To obtain
|E(∆nhφ(Xt ))| 6 ‖φ‖L∞‖DnfXt ‖L1(Rd)|h|n 6 ‖φ‖L∞−n/α|h|n.
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• Last step is to write
|E(∆nhφ(Xt))| 6 |E(∆nhφ(Xt ))|+ |E(∆nhφ(Xt))− E(∆nhφ(Xt ))|
6 C‖φ‖L∞−n/α|h|n + C‖φ‖CηE|Xt −Xt |η.
For each h, choose  suitable enough to end the results like
‖
∫
Rd
∆nhφ(x)fXt(x)dx‖ = |E(∆nhφ(Xt))| 6 ‖φ‖Cη |h|δ,
for some δ depending on α, on the Ho¨lder regularity of the coefficients g and b, and
n, η, about which η is suitable enough to guarantee that the above lemma could be
applied.
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3 Existence and Uniqueness of a global strong solution
to an SDE driven by continuous noise in mixed-norm
Lebesgue spaces on Q = [0,∞)× Rd
3.1 Preliminaries and main results
Consider the following SDE in Rd:
dXt = b(t,Xt)dt+ dWt, X0 = x, (3.1)
where d > 1, b : R+×Rd → Rd is a Borel measurable function, and (Wt)t>0 is a standard
Brownian motion defined on some probability space (Ω,F , (Ft)t>0,P). The remarkable
result from N. V. Krylov and M. Ro¨ckner [37] shows that if
b ∈ Lqloc(R+;Lploc(Rd)) with p, q ∈ (2,∞) and d/p+ 2/q < 1, (3.2)
then for each x ∈ Rd, there exists a unique strong solution (Xt)t>0 for SDE (3.1) up to the
explosion time. Later, X. Zhang [73] extend this result to SDEs driven by multiplicative
noise
dXt = b(t,Xt)dt+ σ(t,Xt)dWt, X0 = x (3.3)
under the assumptions that σ is a bounded, uniformly elliptic matrix-valued function
which is uniformly continuous in x locally uniformly with respect to t, and
|b|, |∇σ| ∈ Lqloc(R+;Lploc(Rd))
with p, q ∈ (1,∞) satisfying (3.2). Here and below, ∇ denotes the weak derivative with
respect to x variable. Note that when σ ≡ 0 in (3.3), the corresponding deterministic
ordinary differential equation is far from being well-posed under the above condition on
the drift coefficient. This is known as the regularization effect of noises, we refer to [28]
for a comprehensive overview. From then on, there are increasing interests of studying
the strong well-posedness as well as properties of the unique strong solution for SDE (3.3)
with singular coefficients, see e.g. [21, 49, 65, 69, 75] and references therein.
However, there seems to be one non-uniform place in the above mentioned results
concerning the strong well-posedness for SDE (3.1) and (3.3): the conditions imposed
on the coefficients will not be consistent. Let us specify this by the following example:
consider the following SDE in R2:{
dX1t = b1(t,X
1
t )dt+ dW
1
t , X
1
0 = x1 ∈ R,
dX2t = b2(t,X
2
t )dt+ dW
2
t , X
2
0 = x2 ∈ R.
(3.4)
If we denote x := (x1, x2)
∗ ∈ R2, Xt := (X1t , X2t )∗, Wt := (W 1t ,W 2t )∗, and define the
vector field
b(t, x) :=
(
b1(t, x1)
b2(t, x2)
)
.
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Then SDE (3.4) can be rewritten as
dXt = b(t,Xt)dt+ dWt, X0 = x ∈ R2. (3.5)
According to the above mentioned results, we need to assume
b ∈ Lqloc(R+;Lploc(R2)) with 2/p+ 2/q < 1
to ensure the well-posedness of SDE (3.5). This in particular means that we need
b1, b2 ∈ Lqloc(R+;Lploc(R1)) with 2/p+ 2/q < 1. (3.6)
On the other hand, the two-dimensional SDE (3.4) can also be viewed as single equations
for X1t and X
2
t their-self, because X
1
t and X
2
t are not involved together in the equation.
From this point of view, SDE (3.4) can be well-posed under the condition that
b1, b2 ∈ Lqloc(R+;Lploc(R1)) with 1/p+ 2/q < 1, (3.7)
which do not coincides with (3.6). We point out that such ununify will always appear
when we consider SDEs in multi-dimensional, and especially for degenerate noise cases
and multi-scales models involving at least slow and fast phase variables, see e.g. [22, 68].
The results of this chapter is based on the joint work [44] from author and X. Long.
The main aim of this work is to get rid of the above unreasonableness by studying SDE
(3.3) with coefficients in general mixed-norm spaces (cf. [44]). To this end, let p =
(p1, · · · , pd) ∈ [1,∞)d be a multi-index, we denote by Lp(Rd) the space of all measurable
functions on Rd with norm
‖f‖Lp :=
(∫
R
· · ·
(∫
R
|f(x1, ..., xd)|p1dx1
) p2
p1
dx2
) p3
p2 · · · dxd
) 1
pd
<∞.
When pi = ∞ for some i = 1, · · · , d, the norm is taken as supreme with respect to the
corresponding variable. Notice that the order is important when we take above integrals.
If we permute the pis, then increasing the order of pi gives the smallest norm, while by
decreasing the order gives the largest norm.
Our main result in this chapter is as follows.
Theorem 3.1. Assume that for some p1, · · · , pd, q ∈ (2,∞) and every T > 0,
|b|, |∇σ| ∈ Lq([0, T ];Lp(Rd)) with 2
q
+
1
p1
+ · · ·+ 1
pd
< 1, (3.8)
and σ is uniformly continuous in x ∈ Rd uniformly with respect to t ∈ [0, T ], and there
exist positive constants δ1 and δ2 such that for all (t, x) ∈ [0, T ]× Rd,
δ1|ξ|2 6 |σ∗(t, x)ξ|2 6 δ2|ξ|2, ∀ξ ∈ Rd.
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Then for any (Ft)−stopping time τ and x ∈ Rd, there exists a unique (Ft)−adapted
continuous solution (Xt)t>0 such that
P
{
ω :
∫ T
0
|b(r,Xr(ω))|dr +
∫ T
0
|σ(r,Xr(ω))|2dr <∞,∀T ∈ [0, τ(ω))
}
= 1, (3.9)
and
Xt = x+
∫ t
0
b(r,Xr)dr +
∫ t
0
σ(r,Xr)dWr, ∀t ∈ [0, τ), a.s. (3.10)
which means that if there is another (Ft)−adapted continuous stochastic process (Yt)t>0
also satisfying (3.9) and (3.10), then
P {ω : Xt(ω) = Yt(ω),∀t ∈ [0, τ)} = 1.
Moreover, for almost all ω and all t > 0, x → Xt(ω, x) is a homeomorphism on Rd and
for any t > 0 and bounded measurable function ψ, x, y ∈ Rd,
|Eψ(Xt(x))− Eψ(Xt(y))| 6 Ct‖ψ‖∞|x− y|, (3.11)
where Ct > 0 satisfies limt→0Ct = +∞.
Remark 3.2. i) The advantage of (3.8) lies in the flexible for integrability of the coeffi-
cients in different directions. More precisely, it allows the integrability of the coefficients
to be small in some directions by taking the integrability index large for the other direc-
tions. With this condition, the problem of the tricky example mentioned before will not
appear since we can take another index to be ∞. To be more specific, according to The-
orem 3.1 there exits a unique (Ft)−adapted solution to the SDE (3.4) if b = (b1, b2) ∈
Lq([0, T ], Lp(R2)) with 2/q + 1/p1 + 1/p2 < 1. That is to say, b1, b2 ∈ Lq([0, T ], Lp(R2))
with 2/q + 1/p1 + 1/p2 < 1, by the definition of the mixed-norm Lebesgue space, for
b1 ∈ Lq([0, T ], Lp(R2)) we can take (p1, p2) = (p1,∞) since b1 is only defined on R, the
same with b2. Hence the integrability conditions of b1 and b2 are 2/q + 1/p1 < 1 and
2/q + 1/p2 < 1 respectively, which coincides with (3.7).
ii) As mentioned in [35], the necessity of mixed-norm spaces arises when the physi-
cal processes have different behavior in each component. In view of (3.8), it reflects the
classical fact that the integrability of time variable and space variable have the ratio 1:2.
Meanwhile, the integrability of space variables in each direction is the same, which is nat-
ural because the noise is non-degenerate. Such mixed-norm spaces will be more important
when studying SDEs with degenerate noise. This will be our future works.
Remark 3.3. In above theorem the condition p1, · · · , pd, q ∈ (2,∞) is automatically ful-
filled when d > 2 since we also assume 1/p + · · · + 1/pd + 2/q < 1. When d = 1, we can
refer to the result from Engelbert and Schmidt [18] to obtain the existence and uniqueness
of a strong solution to homogeneous SDE on Rd. It proved that if σ(x) 6= 0 for all x ∈ R
and b/σ2 ∈ L1loc(R), and there exists a constant C > 0 such that
|σ(x)− σ(y)| 6 C
√
|x− y|, x, y ∈ R,
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|b(x)|+ |σ(x)| 6 C(1 + |x|),
then there exists a unique (Ft)− adapted process (Xt)t>0 such that the following SDE hold:
dXt = b(Xt)dt+ σ(Xt)dWt, X0 = x ∈ Rd.
Now, let us specify the proof briefly. The key tool to prove our main result is the Lqp-
maximal regularity estimate for the following second order parabolic PDEs on [0, T ]×Rd:
∂tu(t, x) = L
a
2 u(t, x) +L
b
1 u(t, x) + f(t, x), u(T, x) = 0, (3.12)
where L a2 +L
b
1 is the infinitesimal operator of process (Xt)t>0, i.e.,
L a2 u(t, x) :=
1
2
aij(t, x)∂iju(t, x), L
b
1 u(t, x) := b
i(t, x)∂iu(t, x)
with a(t, x) = (aij(t, x)) := σσ∗(t, x), and ∂i denotes the i-th partial derivative respect
to x. Here we use Einstein’s convention that the repeated indices in a product will be
summed automatically. More precisely, for any q ∈ (1,∞) and p ∈ (1,∞)d, we want to
establish the following estimate:
‖∂2u‖Lqp(T ) 6 C‖f‖Lqp(T ), (3.13)
see Section 3.2 for the precise definition of Lqp(T ). Notice that when p1 = · · · = pd = q, it
is a standard procedure to prove (3.13) by the classical freezing coefficient argument (cf.
[75]). While for general q ∈ (1,∞) and p ∈ (1,∞)d, it seems to be non-trivial. When
aij is independent of x and p1 = · · · = pd, (3.13) was first proved by Krylov in [35]. In
the spatial dependent case, Kim [38] showed (3.13) only for p1 = · · · = pd 6 q. This
was recently generalized to general p1 = · · · = pd > 1 and q > 1 in [67] by a duality
method. We shall further develop the dual argument used in [67], and combing with the
interpolation technique, to prove (3.13) for mixed-norms even in the space variable. The
main result is provide by Theorem 3.4, which should be of independent interest in the
theory of PDEs.
This chapter is organized as follows: In section 3.2, we study the maximal regularity
estimate for second order parabolic equations. In section 3.3, we prove the Krylov’s
estimate. The existence and uniqueness of the global strong solution to SDE are shown
in section 3.4.
3.2 Regularity estimates for parabolic type partial differential
equations
Fix T > 0 and let Rd+1T := [0, T ] × Rd. This section is devoted to study the parabolic
equation (3.12) on Rd+1T in general mixed-norm spaces. Let us first introduce some spaces
and notations.
For p = (p1, ..., pd) ∈ [1,∞)d, let W 2p(Rd) be the second order Sobolev space which
consists of functions f ∈ Lp(Rd) such that the second order weak derivative ∇2f ∈
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Lp(Rd). For q ∈ [1,∞) and any S < T , denote by Lqp(S, T ) := Lq([S, T ];Lp(Rd)). For
simplicity, we will write Lqp(T ) := Lqp(0, T ), and L∞(T ) consists of functions satisfying
‖f‖L∞(T ) := sup
t∈[0,T ]
sup
x∈Rd
|f(t, x)| < +∞.
We also introduce
Wq2,p(T ) := Lq
(
[0, T ];W 2p(Rd)
)
,
and the space W q2,p(T ) consisting of functions u = u(t) on [0, T ] with values in the space
of distributions on Rd such that u ∈ Wq2,p(T ) and ∂tu ∈ Lqp(T ). Besides, for γ > 0, let
Hγp := (1−∆)−γ/2(Lp(Rd)) be the usual Bessel potential space with norm
‖f‖Hγp := ‖(1−∆)γ/2f‖Lp(Rd),
and (1−∆)−γ/2f is defined through Fourier transform
(1−∆)γ/2f := F−1((1 + | · |2)γ/2Ff).
Let Hqγ,p = Lq(R, Hγp), and Hqγ,p(T ) = Lq((0, T ), Hγp), and the space H qα,p(T ) consists of
the functions u = u(t) on [0, T ] with values in the space of distributions on Rd such that
u ∈ Hqα,p(T ) and ∂tu ∈ Lqp(T ).
Throughout this section, we always assume that
(Ha): a(t, x) is uniformly continuous in x ∈ Rd locally uniformly with respect to t ∈ R+,
and there exists a constant K > 1 such that for all ξ ∈ Rd,
K−1|ξ|2 6 |a(t, x)ξ|2 6 K|ξ|2, ∀x ∈ Rd.
The main result of this section is as follows.
Theorem 3.4. Assume that (Ha) holds and p ∈ (1,∞)d and q ∈ (1,∞). Then for every
f ∈ Lqp(T ), if b ∈ Lq˜p˜(T ) with p˜, q˜ satisfying 2/q˜ + 1/p˜1 + · · ·+ 1/p˜d < 1 and p˜i ∈ [pi,∞),
q˜ ∈ [q,∞) for 1 6 i 6 d, there exists a unique solution u ∈ W q2,p(T ) to the equation
( (3.12)). Moreover, we have the following estimates:
(i) there exists a constant C1 = C(d,p, q) > 0 such that
‖∂tu‖Lqp(T ) + ‖u‖Wq2,p(T ) 6 C1‖f‖Lqp(T ); (3.14)
(ii) there is a constant CT = C(d,p, q, T ) satisfying limT→0CT = 0 such that
‖u‖L∞(T ) 6 CT‖f‖Lqp(T ), if 2/q + 1/p1 + · · ·+ 1/pd < 2, (3.15)
and
‖∇u‖L∞(T ) 6 CT‖f‖Lqp(T ), if 2/q + 1/p1 + · · ·+ 1/pd < 1. (3.16)
We shall provide the proof of above result in the following subsections.
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3.2.1 Constant diffusion coefficients.
Let us first assume that a(t, x) ≡ a(t) > Id×d is independent of x variable and b(t, x) ≡ 0,
where I is the unit d× d matrix, i.e., consider the following PDE:
∂tu(t, x)− aij(t)∂iju(t, x)− f(t, x) = 0, u(0, x) = 0. (3.17)
Below, a function f(t, x) defined on Rd+1T will always be extended to the whole space Rd+1
automatically by setting f(t, x) ≡ 0 when t < 0 or t > T . Denote by fˆ(ξ0, ξ) the Fourier
transform of f with respect to the variables t and x, i.e.,
fˆ(ξ0, ξ) =
1
(2pi)
d+1
2
∫
Rd
e−ix·ξdx
∫ ∞
−∞
e−itξ0f(t, x)dt.
The following result extends [35, Theorem 2.1] to the general mixed-norm cases. The key
tool that we use here is the Ho¨rmander-Mihlin theorem for mixed-norm spaces. We give
the detailed proof for completeness.
Lemma 3.5. Let p ∈ (1,∞)d and q ∈ (1,∞). Then for any f ∈ Lqp(T ), there exists a
unique strong solution u ∈ W q2,p(T ) to equation (3.17). Moreover, estimates (3.14)-(3.16)
hold true.
Proof. (i) It suffices to prove the conclusions when aij = Id×d, the unit matrix in Rd. Then
the general case follows by [35, Theorem 2.2], which says that whatever estimate is true
for the heat equation in translation invariant spaces is also true with the same constant
for (3.17) with the coefficients depending only on t provided (aij(t)) > Id×d. In this case,
it is well known that the solution u admits the following representation:
u(t, x) =
∫ t
0
∫
Rd
g(t− s, x− y)f(s, y)dyds,
where g is the Gaussian function given by g(t, x) = 2pit−d/2e−
x2
2t . Define the operator A
by
Af := ∇2xu(t, x) :=
∫ T
t
∫
Rd
∇2xg(s− t, x− y)f(s, y)dyds.
Then we have
Âf(ξ0, ξ) = − ξ
2
iξ0 + ξ2
fˆ(ξ0, ξ).
One can check that the function m(ξ0, ξ) =
−ξ2
iξ0+ξ2
satisfies the condition∣∣∣ξi1 · · · ξik ∂km∂ξi1 · · · ∂ξik
∣∣∣ 6 C
for k = 1, · · · , d+ 1, ij = 0, · · · , d and im 6= ij(m 6= j), where C > 0 is a constant. Thus,
according to [3, Theorem 7], A is a Fourier multiplier mapping from the mixed-norm
Lebesgue space Lqp into itself, which in turn yields (3.14).
34
3 Existence and Uniqueness of a global strong solution to an SDE driven by continuous
noise in mixed-norm Lebesgue spaces on Q = [0,∞)× Rd
(ii) Let p′ = (p′1, · · · , p′d) be the conjugate exponent to p, i.e., 1/q + 1/q′ = 1 and
1/pi + 1/p
′
i = 1, for i = 1, · · · , d. By simple computation, we have
‖g(t, ·)‖Lp′ (Rd) 6 Ct
1
2p′1
+···+ 1
2p′
d
− d
2 ,
and
‖∇g(t, ·)‖Lp′ (Rd) 6 Ct
1
2p′1
+···+ 1
2p′
d
− d
2
− d
2 = Ct
1
2p′1
+···+ 1
2p′
d
−d
.
Then, by applying Ho¨lder’s inequality for mixed-norm space (see [3, Lemma 2]), we
find that for any p ∈ (1,∞)d, q ∈ (1,∞) satisfying
1
2p1
+ · · ·+ 1
2pd
+
1
q
< 1
it holds
|u(t, x)| 6 C2t1−
1
q
−( 1
2p1
+···+ 1
2pd
)‖f‖Lqp(T ),
and for p ∈ (1,∞)d, q ∈ (1,∞) satisfying
1
2p1
+ · · ·+ 1
2pd
+
1
q
<
1
2
,
it holds
|∇u(t, x)| 6 C3t
1
2
− 1
q
−( 1
2p1
+···+ 1
2pd
)‖f‖Lqp(T ),
therefore we get (3.15) and (3.16). The proof is finished.
3.2.2 Variable diffusion coefficients.
In this subsection, we consider PDE (3.12) with b ≡ 0, i.e.,
∂tu(t, x)−L a2 u(t, x)− f(t, x) = 0, u(s, x) = φ(x), (3.18)
where s 6 t and φ ∈ C∞0 (Rd). We shall assume that a is smooth enough, i.e., a satisfies
(Ha) and for all m ∈ N,
‖∇maij(t, ·)‖∞ <∞.
Motivated by [67], we also need to consider the dual equation for (3.18) as following:
∂sw(s, x) + ∂ij
(
(aij(s, x)w(s, x)
)
+ f(s, x) = 0, w(t, x) = ψ(x), (3.19)
where s > t and ψ ∈ C∞0 (Rd). For given φ, ψ ∈ C∞0 (Rd) and s > t, let u(t) and w(s) be
the unique solution of (3.18) and (3.19) respectively. We shall simply write
Tt,sφ := u(t), T ∗t,sψ := w(s).
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In other words, we have
∂tTt,sφ = aij∂ijTt,sφ, ∂sT ∗s,tψ = −∂ij(aijT ∗t,sψ).
By the chain rule and above equations, it is easy to see that
〈Tt,sφ, ψ〉 − 〈φ, T ∗t,sψ〉 =
∫ t
s
dr〈Tr,sφ, T ∗t,rψ〉 = 0.
That is to say
〈Tt,sφ, ψ〉 = 〈φ, T ∗t,sψ〉. (3.20)
Fix T > 0. For f ∈ L∞([0, T ], C∞0 (Rd)), define
u(t, x) :=
∫ T
t
Ts,Tf(s, x)ds, w(s, x) :=
∫ s
0
T ∗0,tf(t, x)dt.
Then u solves the following forward equation
∂tu = a
ij∂iju+ f, u(t)|t60 = 0, (3.21)
and w solves the following backward equation
∂sw = −∂ij(aijw)− f, w(s)|s>T = 0. (3.22)
We proceed to show the following a priori estimates.
Lemma 3.6. For any p ∈ (1,∞)d and q ∈ (1,∞), there is a constant C > 0 only
depending on d,p, q and the continuity modulus of a such that for every f ∈ C∞0 ([0, T ]×
Rd),
‖∇2u‖Lqp(T ) 6 C‖f‖Lqp(T ), ‖w‖Lqp(T ) 6 C‖f‖Hq−2,p(T ), (3.23)
where u and w are solutions of (3.18) and (3.19) respectively. Moreover, for any α ∈
[0, 2− 2
q
),
‖u‖H∞α,p(T ) 6 C‖f‖Lqp(T ), ‖w‖H∞α−2,p(T ) 6 C‖f‖Hq−2,p(T ). (3.24)
Before giving the proof of the above theorem, following the argument in [36, Lemma 1.6]
we first give the following freezing lemma and Sobolev embedding theorem in Mixed-norm
Lebesgue space (see proof in Appendix A.6) for later use.
Lemma 3.7. ([76, Lemma 4.1]) Let φ be a nonzero smooth function with compact support.
Define φz(x) := φ(x − z). For any α ∈ R and p ∈ (1,∞), there exists a constant C > 1
depending only on α, p, φ such that for all f ∈ Hα,p,
1
C
‖f‖Hαp 6
(∫
Rd
‖φzf‖pHαp dz
)1/p
6 C‖f‖Hαp .
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Lemma 3.8. For p ∈ [1,∞)d,
‖|f |‖L∞(T ) 6 C‖|f |‖H∞α,p(T ), α >
1
p1
+ · · ·+ 1
pd
(3.25)
where ‖|f |‖Hqα,p(T ) := supz∈Rd ‖χzrf‖Hqα,p(T ), ‖|f |‖Lqp(T ) := supz∈Rd ‖χzrf‖Lqp(T ). Here χ ∈
C∞c (Rd) with χ(x) = 1 for |x| 6 1 and χ(x) = 0 for |x| > 2, χr(x) := r−dχ(x/r),
χzr(x) := χr(x− z) for r > 0 and z ∈ Rd.
Lemma 3.9. ([36, Lemma 1.5]) Let a : R → Rd ⊗ Rd be a measurable and symmetric
matrix-valued function and there exists a constant δ > 1 such that for all t ∈ [0,∞)
δ−1|ξ|2 6 aij(t)ξiξj 6 δ|ξ|2, ∀ξ ∈ Rd.
Let T 6∞, p ∈ (1,∞), and let u ∈ Lp((0, T )×Rd) = Lpp(T ) be a solution of the equation
∂tu = a
ij∂iju+ f, u(0, x) = 0
with f ∈ Lpp(T ). Then
‖u‖Lpp(T ) 6 N(d, p)‖f‖Lpp(T ).
Lemma 3.10. Let T ∈ [0,∞), p ∈ (1,∞), n ∈ N. For k = 1, · · · , n, let ak : R→ Rd⊗Rd
be measurable and there exists a constant δ > 1 such that for all t ∈ [0,∞)
δ−1|ξ|2 6 aijk (t)ξiξj 6 δ|ξ|2, ∀ξ ∈ Rd.
Let λk ∈ (0,∞), γk ∈ R, and uk ∈ Hpγk+2,p(T ) be the solution to the equation
∂tu
k = aijk ∂iju
k + fk, uk(0, x) = 0
with f ∈ Hpγk,p(T ). Denote Λk = (λk −∆)γk/2, then for i = 2, ..., d, we have∫ T
0
∫
R
· · ·
∫
R
n∏
k=1
‖Λk∆uk(t, ·, xi, · · · , xd)‖pLp(Ri−1)dxi · · · dxddt
6 N
n∑
k=1
∫ T
0
∫
R
· · ·
∫
R
‖Λkfk(t, ·, xi, · · · , xd)‖pLp(Ri−1)∏
j 6=k
‖Λj∆uj(t, ·, xi, · · · , xd)‖pLp(Ri−1)dxi · · · dxddt. (3.26)
Proof. Without loss of generality we may assume γk = 0. Define v
k = ∆uk. For fixed i =
{2, ..., d}, take X = (x1, · · · , xn) ∈ Rnd with xj ∈ Rd and xji = xi ∈ R, xji+1 = xi+1 ∈ R,
· · · , xjd = xd ∈ R for 1 6 j 6 n, hence actually X ∈ Rd+(n−1)(i−1). For such X, we define
V (t,X) = v1(t, x1) · ... · vn(t, xn).
37
3 Existence and Uniqueness of a global strong solution to an SDE driven by continuous
noise in mixed-norm Lebesgue spaces on Q = [0,∞)× Rd
then by the fact that a is independent of space variable and
∂tv
k(t, xk) = aijk ∂ij∆xku
k(t, xk) + ∆xkf
k(t, xk), k = 1, · · · , n,
we get
∂tV (t,X) = PV (t,X) + F (t,X),
where
PV = aijk
∂2V
∂xki ∂x
k
j
,
F (t,X) = ∆xkG
k(t,X), Gk(t,X) = fk(t, xk)
∏
j 6=k
vj(t, xj).
By classical result, i.e. Lemma 3.9, we have
‖V ‖Lp((0,T )×Rd+(n−1)(i−1)) 6 N
∑
j
‖Gj‖Lp((0,T )×Rd+(n−1)(i−1) ,
which is exactly (3.26). The lemma is proved.
According to [67], we have the following estimate about equations (3.21) and (3.31).
Lemma 3.11. ([67, Theorem 3.2]) For any p ∈ (1,∞)d and q ∈ (1,∞), there is a
constant C > 0 depending only on d,p, q, T and the continuity modulus of a such that for
every f ∈ C∞0 ([0, T ]× Rd),
‖∇2u‖Lqp(T ) 6 C‖f‖Lqp(T ), ‖w‖Lqp(T ) 6 C‖f‖Hq−2,p(T ), (3.27)
where u and w are solutions of (3.18) and (3.19) respectively. Moreover, for any α ∈
[0, 2− 2
q
), we have
‖u‖H∞α,p(T ) 6 CT‖f‖Lqp(T ), ‖w‖H∞α−2,p(T ) 6 CT‖f‖Hq−2,p(T ). (3.28)
where CT > 0 is a constant satisfying limT→0CT = 0.
With the above preparation, we can give:
Proof of Lemma 3.6. Let p = (p1, p2, · · · , pd) ∈ (1,∞)d and q ∈ (1,∞). We divide the
proof into five steps: we first prove estimate (3.27) in step 1-4, and in the fifth step we
show estimate (3.28).
Step 1. [Case p1 = · · · = pd ∈ (1,∞) and q ∈ (1,∞)]. In this case, the estimate (3.27)
was proved by [67, Theorem 3.3].
Step 2. [Case p1 = · · · = pd−1 ∈ (1,∞) and pd = q ∈ (1,∞)]. We only prove the estimate
for w since the estimate for u is similar and easier. By duality and the same argument
as in the proof of [67, Theorem 3.3], it is sufficient to prove the desired estimate when
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q = pd = npd−1 = · · · = np1 =: np for n ∈ N+ and p ∈ (1,∞). That is to say, we shall
prove:
‖w‖Lnp([0,T ]×R,Lp(Rd−1)) 6 C‖f‖npHnp−2,p(T ), p = (p, · · · , p, np).
Take a non-negative smooth function φ supported in the ball Br :=
{
x ∈ Rd : |x| < r} and∫
Rd |φ|pdx = 1, where r is a small constant which will be determined below. For x, z ∈ Rd,
s ∈ R+, define φz(x) := φ(x − z), wz(s, x) := w(s, x)φz(x), fz(s, x) := f(s, x)φz(x) and
az(s) := a(s, z). Then we can write
∂twz + ∂ij(a
ij
z wz) + gz = 0, wz(T, x) = 0, (3.29)
where
gz = fz + ∂ij(a
ijw)φz − ∂ij(aijz wφz).
Below, for any γ ∈ R and fixed xd ∈ R, we denote by ‖f(·, xd)‖Hγp (Rd−1) := ‖((1 −
∆)γ/2f)(·, xd)‖Lp(Rd−1), and drop the time variable for simplicity. Notice that
gz = fφz − 2∂j(aijw)∂iφz − aijw∂i∂jφz + ∂i∂j((aij − aijz )wz).
By the continuity of a, we have(∫
Rd
‖gz(·, xd)‖pH−2p (Rd−1)dz
)1/p
6 C‖f(·, xd)‖H−2p (Rd−1)
+ Cr
∑
i,j
‖(aijw)(·, xd)‖H−1p (Rd−1)
+ Cr
∑
i,j
‖aijw(·, xd)‖H−2p (Rd−1) + cr‖w(·, xd)‖Lp(Rd−1),
where Cr > 0 and limr→0 cr = 0. Let ρn be a family of standard mollifiers and an(t, x) :=
a(t, ·) ∗ ρn(x) be the mollifying approximation of a. For every ε > 0, we can take n large
enough such that∑
i,j
‖(aijw)(·, xd)‖H−1p (Rd−1) +
∑
i,j
‖aijw(·, xd)‖H−2p (Rd−1)
6C‖(aw)(·, xd)‖H−1p (Rd−1)
6C‖(anw)(·, xd)‖H−1p (Rd−1) + C‖((a− an)w)(·, xd)‖H−1p (Rd−1)
6Cn‖w(·, xd)‖H−1p (Rd−1) + c1/n‖w(·, xd)‖Lp(Rd−1)
6Cn‖w(·, xd)‖H−2p (Rd−1) + ε‖w(·, xd)‖Lp(Rd−1),
where the last step is due to the interpolation and Young’s inequalities. Hence, we get(∫
Rd
‖gz(·, xd)‖pH−2p (Rd−1)dz
)1/p
6C‖f(·, xd)‖H−2p (Rd−1)
+ Cr‖w(·, xd)‖H−2p (Rd−1) + cr‖w(·, xd)‖Lp(Rd−1). (3.30)
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Observe that
‖w‖np
Lnp([0,T ]×R,Lp(Rd−1)) =
∫ T
0
∫
R
(∫
Rd
‖w(t, ·, xd)φz‖pLp(Rd−1)dz
)n
dxddt
=
∫ T
0
∫
R
∫
Rnd
n∏
k=1
‖wzk(t, ·, xd)‖pLp(Rd−1)dz1 · · · dzndxddt. (3.31)
Using Lemma 3.10, we can deduce that∫ T
0
∫
R
n∏
k=1
‖wzk(t, ·, xd)‖pLp(Rd−1)dxddt
6 N
n∑
k=1
∫ T
0
∫
R
‖gzk(t, ·, xd)‖pH−2p (Rd−1)
∏
l 6=k
‖wzl(t, ·, xd)‖pLp(Rd−1)dxddt,
which together with (3.30) and (3.31) implies
‖w‖np
Lnp([0,T ]×R,Lp(Rd−1)) 6 C0
n∑
k=1
∫ T
0
∫
R
∫
Rnd
‖gzk(t, ·, xd)‖pH−2p (Rd−1)
×
∏
l 6=k
‖wzl(t, ·, xd)‖pLp(Rd−1)dz1 · · · dzndxddt
= C0n
∫ T
0
∫
R
(∫
Rd
‖gz(t, ·, xd)‖pH−2p (Rd−1)dz
)
×
(∫
Rd
‖wz(t, ·, xd)‖pLp(Rd−1)dz
)n−1
dxddt
6 C
∫ T
0
∫
R
(∫
Rd
‖gz(t, ·, xd)‖pH−2p (Rd−1)dz
)
× ‖w(t, ·, xd)‖(n−1)pLp(Rd−1)dxddt
6 C
∫ T
0
∫
R
‖f(t, ·, xd)‖npH−2p (Rd−1)dxddt
+ Cr
∫ T
0
∫
R
‖w(t, ·, xd)‖npH−2p (Rd−1)dxddt
+ cr‖w‖npLnp([0,T ]×R,Lp(Rd−1)),
where the last inequality follows from Ho¨lder’s inequality and Young’s inequality for
product. Let r be small enough so that cr < 1, we can get that
‖w‖np
Lnp([0,T ]×R,Lp(Rd−1)) 6 C
(∫ T
0
∫
R
‖f(t, ·, xd)‖npH−2p (Rd−1)dxddt
+
∫ T
0
∫
R
‖w(t, ·, xd)‖npH−2p (Rd−1)dxddt
)
. (3.32)
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It remains to control the last term on the right hand side of the above inequality. To this
end, let κzs,t :=
∫ t
s
az(u)du and
P zs,t(x, x− y) :=
1√
(2pi)d det(κzs,t)
e−
(κzs,t)
−1|x−y|2
2(t−s) .
Then the solution of equation (3.29) is given by
wz(t, x) =
∫ T
t
∫
Rd
P zt,u(x, x− y)gz(u, y)dydu.
By (Ha) and a standard interpolation technique, we get that for any α ∈ [0, 2),
‖wz(t, ·, xd)‖Hα−2p (Rd−1) 6 C
∫ T
t
(u− t)−α2 ‖gz(u, ·, xd)‖H−2p (Rd−1)du.
Thus by Minkowski’s inequality we have
‖w(t, ·, xd)‖Hα−2p (Rd−1) 6
(∫
Rd
‖wz(t, ·, xd)‖pHα−2p (Rd−1)dz
)1/p
6
∫ T
t
(u− t)−α2
(∫
Rd
‖gz(u, ·, xd)‖pH−2p (Rd−1)dz
)1/p
du.
Using (3.30) and the similar argument as in the proof of (3.32), we further have
‖w(t, ·, xd)‖Hα−2p (Rd−1) 6 C
∫ T
t
(u− t)−α2
(
‖f(u, ·, xd)‖H−2p (Rd−1)
+ ‖w(u, ·, xd)‖H−2p (Rd−1)
)
du.
Let 1
q′ +
1
np
= 1, then for any α ∈ [0, 2− 2
np
), we get by Ho¨lder’s inequality that
‖w(t, ·, xd)‖npHα−2p (Rd−1) 6 C
(∫ T
t
(u− t)− q
′α
2 du
)np/q′ ∫ T
t
(
‖f(u, ·, xd)‖H−2p (Rd−1)
+ ‖w(u, ·, xd)‖H−2p (Rd−1)
)np
du
6 CT
∫ T
t
(
‖f(u, ·, xd)‖npH−2p (Rd−1) + ‖w(u, ·, xd)‖
np
H−2p (Rd−1)
)
du, (3.33)
where CT > 0 satisfying limT→0CT = 0. Then by taking α = 0 and Gronwall’s inequality
we can obtain
sup
s∈[0,T ]
‖w(s, ·, xd)‖npH−2p (Rd−1) 6 CT
∫ T
t
‖f(u, ·, xd)‖npH−2p (Rd−1)du, (3.34)
which in particular implies that
‖w‖npH∞−2,p 6 CT‖f‖
np
Hnp−2,p
.
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Taken this back into (3.32) yields that
‖w‖Lnp([0,T ]×R,Lp(Rd−1)) 6 C‖f‖npHnp−2,p(T ), p = (p, · · · , p, np).
Step 3. [Case p1 = · · · = pd−j ∈ (1,∞) and pd−j+1 = · · · = pd = q ∈ (1,∞) with any
1 6 j 6 d − 1]. This can be proved by following exactly the same arguments as in the
proof of step 2, except that we need to use Lemma 3.10 (3.26) with i = d− j+ 1, we omit
the details.
Step 4. [Interpolation] We develop an interpolation scheme to show the following claim:
for every 1 6 j 6 d− 1, (3.27) holds with p1 = · · · = pd−j ∈ (1,∞)
and pd−j+1, pd−j+2, · · · , pd, q ∈ (1,∞). (3.35)
In particular, when j = d− 1, we get the desired result.
Interpolate the results in step 1 and step 2, we can get that (3.27) holds when p1 =
· · · = pd−1 ∈ (1,∞) and pd, q ∈ (1,∞). Thus, assertion (3.35) holds for j = 1. Assume
that (3.35) holds for some j = n − 1 6 d − 2, we proceed to show that (3.35) is true
for n. For this, we first interpolate p1 = · · · = pd ∈ (1,∞) and q ∈ (1,∞) with p1 =
· · · = pd−j ∈ (1,∞) and pd−j+1 = · · · = pd = q ∈ (1,∞) (both of which hold according
to step 3) to get that the (3.27) holds for p1 = · · · = pd−j ∈ (1,∞) and pd−j+1 =
pd−j+2 = · · · = pd, q ∈ (1,∞). Then we interpolate p1 = · · · = pd−j ∈ (1,∞) and
pd−j+1 = pd−j+2 = · · · = pd, q ∈ (1,∞) with p1 = · · · = pd−1 ∈ (1,∞) and pd, q ∈ (1,∞)
(which holds by induction assumption for j = 1) to get that (3.27) holds for p1 = · · · =
pd−j ∈ (1,∞) and pd−j+1 = · · · = pd−1, pd, q ∈ (1,∞). Again we interpolate p1 = · · · =
pd−j ∈ (1,∞) and pd−j+1 = · · · = pd−1, pd, q ∈ (1,∞) with p1 = · · · = pd−2 ∈ (1,∞) and
pd−1, pd, q ∈ (1,∞) (which holds by induction assumption for j = 2) to get that (3.27)
holds for p1 = · · · = pd−j ∈ (1,∞) and pd−j+1 = · · · = pd−2, pd−1, pd, q ∈ (1,∞). Keep
interpolating with induction assumption for j = 3, · · · , n−1, we can get that (3.27) holds
for p1 = · · · = pd−j ∈ (1,∞) and pd−j+1, pd−j+2, · · · , pd, q ∈ (1,∞).
Step 5. Finally, we proceed to prove estimate (3.28). With the same argument as in the
previous 4 steps, it is sufficient to prove the following estimate:
‖w‖npH∞α−2,p 6 CT‖f‖
np
Hnp−2,p
, p = (p, · · · , p, np), α ∈ [0, 2− 2
np
),
where limT→0CT = 0. In fact, by (3.33) and (3.34), we get for any α ∈ [0, 2− 2np),
sup
s∈[0,T ]
∫
R
‖w(s, ·, xd)‖npHα−2p (Rd−1)dxd 6
∫
R
sup
s∈[0,T ]
‖w(s, ·, xd)‖npHα−2p (Rd−1)dxd
6 CT‖f‖npHnp−2,p .
The whole proof can be finished.
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3.2.3 Proof of Theorem 3.4
Now, we can give:
Proof of Theorem 3.4. By standard continuity method, it suffices to establish the a priori
estimates (3.14)-(3.16). We divide the proof into two steps.
(i) (Case b ≡ 0) For T > 0 and p, q ∈ (1,∞), let u ∈ W q2,p(T ) and f ∈ Lqp(T ) satisfy
(3.18). Let ρn be a family of mollifiers. Define
un(t, x) := u(t, ·) ∗ ρn(x), an(t, x) := a(t, ·) ∗ ρn(x), fn(t, x) := f(t, ·) ∗ ρn(x).
It is easy to see that un satisfies
∂tun = a
ij
n ∂ijun + gn, un(0) = 0,
where
gn := fn + (a
ij∂iju) ∗ ρn − aijn ∂ijun.
Then by (3.27), we have
‖∇2un‖Lqp(T ) . ‖fn‖Lqp(T ) + ‖(aij∂iju) ∗ ρn − aijn ∂ijun‖Lqp(T ),
and by Sobolev embedding theorem (Lemma A.6) and (3.28), for 1
p1
+ · · · + 1
pd
+ 2
q
< 2,
for small  ∈ (0, 2− 2/q), we have
‖un‖L∞(T ) 6 C‖un‖H∞
2−2/q−,p(T ) 6 C‖fn‖Lqp(T ) + ‖(aij∂iju) ∗ ρn − aijn ∂ijun‖Lqp(T ),
for 1
p1
+ · · ·+ 1
pd
+ 2
q
< 1, for small  ∈ (0, 1− 2/q)
‖∇un‖L∞(T ) 6 C‖∇un‖H∞
1−2/q−,p(T ) 6 C‖fn‖Lqp(T ) + ‖(aij∂iju) ∗ ρn − aijn ∂ijun‖Lqp(T ).
Letting n→∞, we obtain
‖∇2u‖Lqp(T ) 6 C‖f‖Lqp(T ), ‖u‖H∞2−2/q−,p(T ) 6 C‖f‖Lqp(T ), (3.36)
‖∇u‖L∞(T ) 6 C‖f‖Lqp(T ), if
1
p1
+ · · ·+ 1
pd
+
2
q
< 1, (3.37)
‖u‖L∞(T ) 6 C‖f‖Lqp(T ), if
1
p1
+ · · ·+ 1
pd
+
2
q
< 2. (3.38)
(ii) Let 1
pi
= 1
p˜i
+ 1
pˆi
and 1
q
= 1
q˜
+ 1
qˆ
, by Ho¨lder’s inequality and Sobolev embedding theory
(Lemma A.6), we get
‖b · ∇u‖Lqp(T ) 6 C‖b‖Lq˜p˜(T )‖∇u‖Lqˆpˆ(T ) 6 CT‖b‖Lq˜p˜(T )‖u‖Hqˆ1+θ,p(T )
6 CT‖b‖Lq˜p˜(T )‖u‖H∞1+θ,p(T ). (3.39)
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where θ ∈ ( 1
p˜1
+ · · ·+ 1
p˜d
, 1− 2
q
) ⊂ ( 1
p˜1
+ · · ·+ 1
p˜d
, 1− 2
q˜
). We have by the result of the first
step (3.36) that
‖u‖H∞1+θ,p(T ) 6 CT
(
‖f‖Lqp(T ) + ‖b · ∇u‖Lqp(T )
)
6 CT
(
‖f‖Lqp(T ) + ‖b‖Lq˜p˜(T )‖u‖H∞1+θ,p(T )
)
,
By choosing T small enough so that CT‖b‖Lq˜p˜(T ) < 1, we have
‖u‖H∞1+θ,p(T ) 6 C(d,p, q)‖f‖Lqp(T ).
Then
‖∇2u‖Lqp(T ) 6 CT
(
‖f‖Lqp(T ) + ‖b · ∇u‖Lqp(T )
)
6 CT
(
‖f‖Lqp(T ) + ‖b‖Lq˜p˜(T )‖u‖H∞1+θ,p(T )
)
6 C(d,p, q)‖f‖Lqp(T ).
Which implies
‖∂tu‖Lqp(T ) + ‖u‖Wq2,p(T ) 6 C(d,p, q)‖f‖Lqp(T )
With the similar argument, combining (3.38) and (3.39) we get estimates (3.15) hold,
combing (3.37) and (3.39) we get (3.16).
3.3 Krylov estimates and existence of weak solutions
We first give the existence result for weak solutions and Krylov’s estimate, which will play
an important role below.
Theorem 3.12. Assume (Ha) holds and b ∈ Lqp(T ) q, p1, · · · , pd ∈ (2,∞) and 2/q +
1/p1 + · · · + 1/pd < 1. Then there exists a weak solution (Xt)t>0 to solution to SDE
(3.3). Moreover, for any non-negative function f ∈ Lqˆpˆ(T ) with qˆ, pˆ1, · · · , pˆd ∈ (1,∞) and
2/qˆ + 1/pˆ1 + · · ·+ 1/pˆd < 2, we have
E
(∫ t
0
|f(s,Xs)|ds
)
6 C‖f‖Lqˆpˆ(T ), (3.40)
where C = C(d, pˆ, qˆ, ‖b‖Lqp(T )) is a positive constant.
Proof. Firstly, since we already establish the estimates (3.14), (3.15) and (3.16), by fol-
lowing the same argument as in [73, Theorem 2.1], we can show that (3.40) holds when
b ≡ 0. More precisely, for any 0 < S < T and non-negative function f ∈ Lqˆpˆ(S, T ) with
2/qˆ + 1/pˆ1 + · · ·+ 1/pˆd < 2, there exists a constant C(d,p, q) > 0 such that
E
(∫ T
S
|f(t, Yt)|dt
)
6 C‖f‖Lqˆpˆ(S,T ), (3.41)
where Yt solves the following SDE without drift
dYt = σ(t, Yt)dWt, Y0 = x.
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In order to make our thesis self-complete, we give more details of getting (3.41). By
Theorem 3.4, there exists a unique solution u to the following backward equation on
[0, T ]
∂tu+ a
ij∂iju = f, u(T, x) = 0
for f ∈ Lqˆpˆ(T ) with qˆ, pˆ1, · · · , pˆd ∈ (1,∞) and 2/qˆ + 1/pˆ1 + · · · + 1/pˆd < 2. Furthermore
by (3.15) we have
sup
(t,x)∈[0,T ]×Rd
|u(t, x)| 6 ‖f‖Lqˆpˆ(T ).
Along the same lines of the proof of Theorem 3.4, the above statement also holds for
f ∈ Ld+1d+1(T ) ∩ Lqˆpˆ(T ). Since Ld+1d+1(T ) ∩ Lqˆpˆ(T ) is dense in Lqˆpˆ(T ), so its enough to prove
(3.41) holds for f ∈ Ld+1d+1(T ) ∩ Lqˆpˆ(T ). We take a nonnegative smooth function ρ defined
on Rd+1 with support in {x ∈ Rd+1 : |x| < 1} and ∫Rd+1 ρ(t, x)dtdx = 1. Set ρn(t, x) :=
nd+1ρ(nt, nx) and extend u(s) on s ∈ R by setting u(s, ·) = 0 for s > T and u(s, ·) = u(0, ·)
for s 6 0. Define
un(t, x) := u ? ρn(t, x)
and
fn := ∂tun − aij∂ijun.
Then we have
‖f − fn‖Ld+1d+1(T ) 6 ‖∂t(un − u)‖LLd+1d+1(T ) +K‖∂ij(un − u)‖LLd+1d+1(T )
6 ‖∂t(un − u)‖Ld+1d+1(T ) +K‖un − u‖Hd+12,d+1(T ) → 0 as n→∞.
So, by classical Krylov’s estiamte (cf. [34, Lemma 5.1]), we have
lim
n→∞
E
(∫ T
0
|fn(s, Ys)− f(s, Ys)|ds
)
6 lim
n→∞
‖fn − f‖Ld+1d+1(T ) = 0. (3.42)
Now we use Itoˆ’s formula,
un(t, Yt) = un(0, Y0) +
∫ t
0
fn(s, Ys)ds+
∫ t
0
∂iun(s, Ys)σ
ik(s, Ys)dW
k
s , ∀t ∈ [0, T ].
In view of
sup
(s,x)∈[0,∞)×Rd
|∂iun(s, x)| 6 Cn,
by Doob’s optional theorem, we have
E
[ ∫ T
S
∂iun(s, Ys)σ
ik(s, Ys)dW
k
s
]
= 0.
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Hence
E
(∫ T
S
|fn(s, Ys)|ds
)
= E
(
|un(T, YT )− un(S, YS)|
)
6 2 sup
(t,x)∈[S,T ]×Rd
|un(t, x)|
6 2 sup
(t,x)∈[S,T ]×Rd
|u(t, x)|
6 ‖f‖Lqˆpˆ(T ).
By (3.42) and letting n→∞, we get (3.41).
Now by applying (3.41) to f = b2, we can get
E
(∫ T
S
|b(t, Yt)|2dt
)
6 C‖b2‖Lq/2
p/2
(S,T )
= C‖b‖2Lqp(S,T ).
Then, Khasminskii’s lemma shows that for any constant κ > 0,
E exp
{
κ
∫ T
0
b2(s, Ys)ds
}
6 C(κ, d,p, q)‖b‖2Lqp(T ) <∞. (3.43)
As a result, we have
EρT := E exp
{
−
∫ T
0
[
bTσ−1
]
(s, Ys)dWs − 1
2
∫ T
0
[
b∗(σσ∗)−1b
]
(s, Ys)ds
}
= 1.
The existence of a weak solution Xt to SDE (3.3) follows by Girsanov’s theorem. Fur-
thermore,
E
(∫ T
0
f(s,Xs)ds
)
= E
(
ρT
∫ T
0
f(t, Yt)dt
)
6 (E
∫ T
0
ραTdt)
1/α(E
∫ T
S
fβ(t, Yt)dt)
1/β,
where α, β > 1 satisfying 1/α + 1/β = 1. Since
EραT = E
[(
exp(−2α
∫ T
0
bT (σT )−1(s, Ys)dWs − 2α2
∫ T
0
(bT (σσT )−1b)(s, Ys)ds)
)1/2
(
exp((4α2 − α)
∫ T
0
(bT (σσT )−1b)(t, Yt)2dt)
)1/2]
,
by Ho¨lder inequality and the fact that exponential martingale is a supermartingale and
(3.43), we get EραT 6 C. Then
E
∫ T
0
f(t,Xt)dt 6 C(T )(E
∫ T
0
fβ(t, Yt)dt)
1/β
6 C(d, p¯, q¯, ‖b‖Lqp(T ))‖fβ‖1/βLq¯p¯(T )
= C(d, p¯, q¯, ‖b‖Lqp(T ))‖f‖Lβq¯βp¯(T )
= C(d, pˆ, qˆ, ‖b‖Lqp(T ))‖f‖Lqˆpˆ(T )
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holds by choosing β close enough to 1 such that 2/qˆ + 1/pˆ1 + · · ·+ 1/pˆd < 2/β and take
p¯ = pˆ/β, q¯ = qˆ/β. Thus the above estimate implies (3.40).
3.4 Itoˆ’s formula for functions in Sobolve spaces with mixed-norm
In this section, we will formulate Itoˆ’s formula for the function u ∈ W q2,p(T ) to the equation
(3.12), T ∈ [0,∞].
Theorem 3.13. Assume (Ha) holds and b ∈ Lqp(T ) with q, p1, · · · , pd ∈ (2,∞) and
2/q + 1/p1 + · · · + 1/pd < 1. (Xt)t>0 is the solution to the SDE (3.3). Then there exists
a version of u such that for 0 6 s < t 6 T we have
u(t,Xt) =u(s,Xs)
+
∫ t
s
∂tu(r,Xr)dr +
∫ t
s
∇u(r,Xr) · b(r,Xr)dr
+
∫ t
s
∇u(r,Xr) · σ(r,Xr)dWr
+
1
2
d∑
i,j,l=1
∫ t
s
∂iju(r,Xr)σil(r,Xr)σjl(r,Xr)dr a.s. (3.44)
Proof. Let (ρn)n∈N be an sequence of mollifiers, define un := u ? ρn, then by (3.14), (3.15)
and (3.16), we have un, ∇un ∈ L∞(T ), further we have
‖∂tun − ∂tu‖Lqp(T ), ‖un − u‖W q2,p(T ) → 0 as n→∞,
and
‖un − u‖L∞(T ) → 0 as n→∞.
By classical Itoˆ’s formula for C2 function, we have for each n ∈ N,
un(t,Xt) =un(s,Xs)
+
∫ t
s
∂tun(r,Xr)dr +
∫ t
s
∇un(r,Xr) · b(r,Xr)dr
+
∫ t
s
∇un(r,Xr) · σ(r,Xr)dWr
+
1
2
d∑
i,j,l=1
∫ t
s
∂ijun(r,Xr)σil(r,Xr)σjl(r,Xr)dr, a.s..
Firstly we have
E|un(t,Xt)− u(t,Xt)| 6 C‖un − u‖L∞(T ) → 0 as n→∞, (3.45)
it also yields
E|un(s,Xs)− u(s,Xs)| → 0 as n→∞. (3.46)
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Krylov’s estimate (3.40) yields
E|
∫ t
s
(∂tun − ∂tu)(r,Xr)dr| 6 C‖∂tun − ∂tu‖Lqp(T ) → 0 as n→∞. (3.47)
And
E|
∫ t
s
(∇un −∇u)(r,Xr) · b(r,Xr)dr| 6 C sup
(t,x)∈[0,∞)×Rd
|∇un(t, x)−∇u(t, x)|‖b‖Lqp(T )
→ 0 as n→∞.
(3.48)
Since σ is bounded, we get
E|1
2
d∑
i,j,l=1
∫ t
s
(∂ijun − ∂iju)(r,Xr)σil(r,Xr)σjl(r,Xr)dr|
6 CE
∫ t
s
(∂ijun − ∂iju)(r,Xr)dr
6 C‖∂ijun − ∂iju‖Lqp(T ) → 0 as n→∞. (3.49)
By the martingale property, we have
E|
∫ t
s
∇(un − u)(r,Xr) · σ(r,Xr)dWr| = 0. (3.50)
Then (3.45), (3.46), (3.47), (3.48), (3.49) and (3.50) imply
Eu(t,Xt) =Eu(s,Xs)
+ E
∫ t
s
∂tu(r,Xr)dr + E
∫ t
s
∇u(r,Xr) · b(r,Xr)dr
+ E
∫ t
s
∇u(r,Xr) · σ(r,Xr)dWr
+
1
2
d∑
i,j,l=1
E
∫ t
s
∂iju(r,Xr)σil(r,Xr)σjl(r,Xr)dr. (3.51)
Therefore there exits a subsequence {nk}k∈N such that
unk(t,Xt)→ u(t,Xt) a.s.
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and
unk(s,Xs)
+
∫ t
s
∂tunk(r,Xr)dr +
∫ t
s
∇unk(r,Xr) · b(r,Xr)dr
+
∫ t
s
∇unk(r,Xr) · σ(r,Xr)dWr
+
1
2
d∑
i,j,l=1
∫ t
s
∂ijunk(r,Xr)σil(r,Xr)σjl(r,Xr)dr
n→∞−→
u(s,Xs)
+
∫ t
s
∂tu(r,Xr)dr +
∫ t
s
∇u(r,Xr) · b(r,Xr)dr
+
∫ t
s
∇u(r,Xr) · σ(r,Xr)dWr
+
1
2
d∑
i,j,l=1
∫ t
s
∂iju(r,Xr)σil(r,Xr)σjl(r,Xr)dr a.s.,
which implies that (3.44) holds for u ∈ W q2,p(T ).
3.5 Pathwise uniqueness of strong solutions
Recall that the Hardy-Littlewood maximal operator M is defined by
Mf(x) := sup
r∈(0,∞)d
1
|Br|
∫
Br
f(x+ y)dy, f ∈ L1loc(Rd),
where for r = (r1, r2, ···, rd), Br :=
{
x ∈ Rd : |x1| < r1, |x2| < r2, · · ·, |xd| < rd
}
. For every
f ∈ C∞0 (Rd), it is known that there exists a constant Cd > 0 such that for all x, y ∈ Rd
(see [67, Lemma 2.1]),
|f(x)− f(y)| 6 Cd|x− y|
(M|∇f |(x) +M|∇f |(y)), (3.52)
and the following Lp(Rd)-boundness for p ∈ (1,∞)d holds (see [32, Theorem 4.1]):
‖Mf‖Lp 6 Cd‖f‖Lp . (3.53)
Now, we are in the position to give the uniqueness of the solution, i.e. the proof of our
main theorem:
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Proof of Theorem 3.1. We only need to show the pathwise uniqueness of solutions to SDE
(3.3). To this end, we first assume that (Ha) holds, and for q ∈ (2,∞] and p ∈ (2,∞]d,
|b|, |∇σ| ∈ Lq([0, T ];Lp(Rd)) with 2
q
+
1
p1
+ · · ·+ 1
pd
< 1.
By Theorem 3.4, there exists a function u ∈ Hq2,p solves
∂tu(t, x) +L
a
2 u(t, x) +L
b
1 u(t, x) + b(t, x) = 0, u(T, x) = 0.
Define Φ(t, x) := x+ u(t, x). In view of (3.16), we can choose T small such that
1/2 < ‖∇Φ−1‖L∞(T ) 6 2. (3.54)
Assume that SDE (3.3) admits two solutions X1t and X
2
t . By the Krylov’s estimate (3.40),
we can use Itoˆ’s formula to get that the process Y it := Φ(t,X
i
t) satisfies
dY it = σ(t,X
i
t)∇Φ(t,X it)dWt =: Ψ(t,X it)dWt, i = 1, 2.
Let Zt := X
1
t −X2t , we have by (3.54) that
E|Zt|2 6 2E|Y 1t − Y 2t |2 6 2E
(∫ t
0
|Zs|2dAs
)
,
where
At :=
∫ t
0
|Ψ(s,X1s )−Ψ(s,X2s )|2
|Zs|2 ds.
Let ρn be a family of mollifiers on Rd, define Ψn(t, x) := Ψ(s, ·) ∗ ρn(x). Then we can
write
EAt 6 lim
↓0
E
(∫ t
0
|Ψ(s,X1s )−Ψ(s,X2s )|2
|Zs|2 · 1{|Zs|>}ds
)
6 3
(
lim
↓0
lim
n→∞
E
(∫ t
0
|Ψn(s,X1s )−Ψ(s,X1s )|2
|Zs|2 · 1{|Zs|>}ds
)
+ lim
↓0
lim
n→∞
E
(∫ t
0
|Ψn(s,X2s )−Ψ(s,X2s )|2
|Zs|2 · 1{|Zs|>}ds
)
+ lim
↓0
sup
n∈N
E
(∫ t
0
|Ψn(s,X1s )−Ψn(s,X2s )|2
|Zs|2 · 1{|Zs|>}ds
)
=: 3
(I1(t) + I2(t) + I3(t)).
By the property of mollification, it is easy to see that
I1(t) + I2(t) 6 lim
↓0
−2 lim
n→∞
C‖Ψn −Ψ‖2L∞(T ) = 0.
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As for the third term, we can use (3.52), the Krylov’s estimate (3.40) and (3.53) to get
that
I3(t) 6 C sup
n∈N
E
(∫ t
0
[M|∇Ψn|(s,X1s ) +M|∇Ψn|(s,X2s )|]2ds)
6 C sup
n∈N
∥∥M|∇Ψn|∥∥2Lqp(T ) 6 C‖∇Ψ‖2Lqp(T ) <∞.
Hence, as a result of the stochastic Gronwall’s inequality [69, Lemma 3.7], we can get
E|Zt|2 = 0. The pathwise uniqueness is obtained.
Now we are going to prove (3.11), i.e. the strong Feller property. The argument follows
from [74, Theorem 1.1]. It is sufficient to consider the strong Feller property of the process
(Yt)t>0, since Xt := Φ
−1(t, Yt), (3.54). We also have that
dYt = Ψ(t, Yt)dWt, Y0 = Φ(x) = x+ u(x),
where Ψ(t, Yt) = (∇Φ · σ)(Φ−1(t, Yt)). By the fact that σ is bounded and estimate (3.16),
we get the boundedness of Ψ as well. We give our proof into the following steps.
Step 1. To prove
For any T > 0, γ ∈ R and all x 6= y ∈ Rd, we have
sup
t∈[0,T ]
E
(
|Yt(x)− Yt(y)|2γ
)
6 C|x− y|2γ
where C = C(K, δ,p, q, d, γ, T ).
For x 6= y and  ∈ (0, |x− y|), define
τ := inf{t > 0 : |Yt(x)− Yt(y)| 6 }.
Set Zt := Yt∧τ(x)− Yt∧τ(y). For any γ ∈ R, by Itoˆ’s formula, we have
|Zt |2γ =|x− y|2γ + 2γ
∫ t∧τ
0
|Zs|2(γ−1)〈Zs, [Ψ(s, Ys(x))−Ψ(s, Ys(y))]dWs〉
+ 2γ
∫ t∧τ
0
|Zs|2(γ−1)‖Ψ(s, Ys(x))−Ψ(s, Ys(y))‖2ds
+ 2γ(γ − 1)
∫ t∧τ
0
|Zs|2(γ−2)|[Ψ(s, Ys(x))−Ψ(s, Ys(y))]∗Zs|2ds
=: |x− y|2γ +
∫ t∧τ
0
|Zs|2γ
(
α(s)dWs + β(s)ds
)
,
where
α(s) :=
2γ[Ψ(s, Ys(x))−Ψ(s, Ys(y))]∗Zs
|Zs|2
and
β(s) :=
2γ‖Ψ(s, Ys(x))−Ψ(s, Ys(y))‖
|Zs|2
+
2γ(γ − 1)|[Ψ(s, Ys(x))−Ψ(s, Ys(y))]∗Zs|2
|Zs|4
.
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By the Dole´ans-Dade’s exponential (cf.[54]), we have
|Zs|2γ = |x− y|2γ exp{
∫ t∧τ
0
α(s)dWs − 1
2
∫ t∧τ
0
|α(s)|2ds+
∫ t∧τ
0
β(s)ds}.
Fix T > 0 below. Using (3.40) and as in the proof of pathwise uniqueness, we have for
any 0 6 s < t 6 T ,
E
(∫ t
s
|β(r ∧ τ)dr|Fs
)
6 C‖∇Ψ‖2Lqp(s, t),
where C = C(K, δ,p, q, d, γ, T ). Thus, by Lemma A.1, we get for any λ > 0,
E exp
(
λ
∫ t∧τ
0
|β(s)|ds
)
6 E exp
(
λ
∫ T
0
|β(s ∧ τ)ds|
)
< +∞.
Similarly we have
E
(
exp
(
λ
∫ t∧τ
0
|α(s)|2ds
)
<∞, ∀λ > 0.
By Novikov’s criterion,
t→ exp{2
∫ t∧τ
0
α(s)dWs − 2
∫ t∧τ
0
|α(s)|2ds} =: M t
is a continuus expential martingale. Hence by Ho¨lder inequality, we have
E|Zt |2γ 6 |x− y|2γ(EM t )
1
2
(
E exp{
∫ t∧τ
0
|α(s)|2ds+ 2
∫ t∧τ
0
β(s)ds}
) 1
2 6 C|x− y|2γ,
where C is independent of  and x and y. Noticing that
lim
↓0
τ = τ := inf{t > 0 : Yt(x) = Yt(y)},
by Fatou’s lemma, we obtain
E|Yt∧τ (x)− Yt∧τ (y)|2γ = lim
↓0
|Zt |2γ 6 C|x− y|2γ.
Letting γ = −1 yields that
τ > t, a.s.
then we get the desired result in the begining of this step.
Step 2. To prove
For any T > 0, γ ∈ R and all x ∈ Rd, we have
E
(
sup
t∈[0,T ]
(1 + |Yt(x)|2)γ
)
6 C1(1 + |x|2)γ, (3.55)
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where C1 = C1(K, γ, T ) and for any γ 6 1 and t, s > 0,
sup
x∈Rd
E|Ys(x)− Yt(x)|2γ 6 C2|t− s|γ (3.56)
where C2 = C2(K, γ).
Since σ is bounded, we can obtain (3.55) by Itoˆ’s formula. For (3.56), by Burkholder-
Davis-Gundy inequality and the fact that σ is bounded, we have for γ ∈ [1,∞),
sup
x∈Rd
E|Ys(x)− Yt(x)|2γ 6 sup
x∈Rd
E|
∫ t
s
σ(u, Yu(x))dWs|2γ 6 C2|t− s|γ.
Step 3. To prove
For all t > 0,
y → Yt(y)
is a homemorphism on Rd.
For x 6= y ∈ Rd, define
Ht(x, y) =: |Yt(x)− Yt(y)|−1.
For any x, y, x′, y′ ∈ Rd with x 6= x′, and y 6= y′, s 6= t, it is easy to see that
|Ht(x, y)−Hs(x′, y′)| 6 Ht(x, y) · Hs(x′, y′)[|Yt(x)− Ys(x′)|+ |Yt(y)− Ys(y′)|].
By Step 1 and Step 2, for any γ > 1 and s, t ∈ [0, T ], we have
E|Ht(x, y)−Hs(x′, y′)|γ 6 C|x− y|−γ|x′ − y′|−γ(|t− s|γ/2 + |x− x′|γ + |x− y′|γ).
Choosing γ > 4(d + 1), by Kolmogrov’s continuity criterion, there exists a continuous
version to the mapping (t, x, y) → Ht(x, y) on {(t, x, y) ∈ [0,∞) × Rd × Rd : x 6= y}. In
particular, this proves that for almost all ω, the mapping x → Yt(ω, x) is one-to-one for
all t > 0.
As for the onto property, let us define
φt(x, y) =
{
(1 + |Yt(x|x|−2)|)−1, x = 0,
0, x 6= 0.
As above, using the results from Step 2 and Step 1, one can show that (t, x) → φt(x)
admits a continuous version. Thus, (t, x)→ Yt(ω, x) can be extended to a continuous map
from [0,∞)×Rd∪{∞} to Rd∪{∞}, where Rd∪{∞} is the one point compactification of
Rd. Hence Yt(ω, ·) : Rd ∪ {∞} → Rd ∪ {∞} is homotopic to the identity mapping Y0(ω, ·)
so that it is an onto map by the well known fact in homotopic theory. In particular, for
almost ω, x → Yt(ω, x) is a homeomorphism on Rd ∪ {∞} for all t > 0. Clearly, the
restriction of Rd is still a homeomorphism since Yt(ω,∞) =∞.
Step 4. To prove
For any bounded measurable function φ, T > 0 and x, y ∈ Rd,
|E(φ(Yt(x)))− E(φ(Yt(y))) 6 CT√
t
‖φ‖∞|x− y|, ∀t ∈ (0, T ].
53
3 Existence and Uniqueness of a global strong solution to an SDE driven by continuous
noise in mixed-norm Lebesgue spaces on Q = [0,∞)× Rd
We define Ψn(t, x) := Ψ(t, ·) ? ρn(x), where ρn is a mollifier in Rd, then we have for all
(t, x) ∈ [0,∞)× Rd,
δ|λ|2 6 |Ψ∗n(t, x)λ|2 6 K|λ|2, ∀λ ∈ Rd.
Let Y nt (x) be the unique strong solution to SDE dY
n
t = Ψn(t, Y
n
t )dWt, Y
n
0 = Y0. By
monotone class theorem, it suffices to prove (3.11) for any bounded Lipschitz continuous
function φ. First of all, by Bismut-Elworthy-Li’s formula (cf.[19]), for any h ∈ Rd, we
have
∇hEφ(Y nt (x)) =
1
t
E
[
φ(Y nt (x))
∫ t
0
[Ψn(s, Y
n
s (x))]
−1∇hY ns (x)dWs
]
, (3.57)
where for a smooth function f , we denote ∇hf := 〈∇f, h〉. Noting that
∇hY nt (x) = h+
∫ t
0
∇Ψn(s, Y ns (x)) · ∇hY ns (x)dWs,
by Itoˆ’s formula, we have
|∇hY nt (x)|2 =|h|2 + 2
∫ t
0
〈∇hY nt (x),∇Ψn(s, Y ns (x)) · ∇hY ns (x)dWs〉
+
∫ t
0
‖∇Ψn(s, Y ns (x)) · ∇hY ns (x)‖2ds
= : |h|2 +
∫ t
0
|∇hY nt (x)|2
(
αnh(s)dWs + β
n
h (s)ds
)
,
where
αnh(s) :=
(∇hY nt (x))∗∇Ψn(s, Y ns (x)) · ∇hY ns (x)
|∇hY nt (x)|2
and
βnh (s) :=
‖∇Ψn(s, Y ns (x)) · ∇hY ns (x)‖2
|∇hY nt (x)|2
.
By the Dole´ans-Dade’s exponential again, we have
|∇hY nt (x)|2 = |h|2 exp{
∫ t
0
αnh(s)dWs −
1
2
∫ t
0
|αnh(s)|2ds+
∫ t
0
βnh (s)ds.}
Fix T > 0. By (3.40), we have for any 0 6 s < t 6 T ,
E
(∫ t
s
|βnh (s)|Fs
)
6 C‖∇Ψn‖2Lqp(s,t) 6 C‖∇Ψ‖2Lqp(s,t),
where C = C(K, δ, p, q, d, T ) is independent of n, x and h. Thus by Lemma A.1 we get
for any λ > 0,
sup
n
sup
h∈Rd
E exp
(
λ
∫ T
0
|βnh (s)|ds
)
<∞.
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With the same argument we get
sup
n
sup
h∈Rd
E exp
(
λ
∫ T
0
|αnh(s)|ds
)
<∞.
Hence,
sup
n
sup
t∈[0,T ]
sup
x∈Rd
E|∇hY ns (x)|2 6 C|h|2, ∀h ∈ Rd,
and by boundedness of Ψ and (3.57),
|∇hEφ(Y ns (x))| 6
‖φ‖∞
t
(
E
∫ t
0
|[Ψn(s, Y ns (x))]−1∇hY ns (x)|2ds
) 1
2
6 CT‖φ‖∞
t
(
E
∫ t
0
|∇hY ns (x)|2ds
) 1
2
6 CT‖φ‖∞|h|√
t
,
which implies that for all t ∈ [0, T ] and x, y ∈ Rd,
|E(φ(Y nt (x)))− E(φ(Y nt (y))) 6
CT√
t
‖φ‖∞|x− y|, (3.58)
where CT is independent of n.
Now for the completeness of our proof, we only need to take limit for (3.58) by proving
that for any x ∈ Rd,
lim
n→∞
E|Y nt (x)− Yt(x)| = 0. (3.59)
Set
Znt (x) := Y
n
t (x)− Yt(x)
and
ηn(s) :=
(
M|∇Ψn|(s, Y ns (x)) +M|∇Ψn|(s, Ys(x))
)
.
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For any λ > 0, by Itoˆ’s formula, we have
E|Znt (x)|2 exp(−λ
∫ t
0
ηn(s)ds)
=E
∫ t
0
‖Ψn(s, Y ns (x))−Ψ(s, Ys(x))‖2 exp(−λ
∫ s
0
ηn(r)dr)
− λE
∫ t
0
ηn(s)|Zns (x)|2 exp(−λ
∫ s
0
ηn(r)dr)
6E
∫ t
0
‖Ψn(s, Y ns (x))−Ψn(s, Ys(x))‖2 exp(−λ
∫ s
0
ηn(r)dr)
+ E
∫ t
0
‖Ψn(s, Ys(x))−Ψ(s, Ys(x))‖2 exp(−λ
∫ s
0
ηn(r)dr)
− λE
∫ t
0
ηn(s)|Zns (x)|2 exp(−λ
∫ s
0
ηn(r)dr)
6(Cd − λ)E
∫ t
0
ηn(s)|Zns (x)|2 exp(−λ
∫ s
0
ηn(r)dr)
+ E
∫ t
0
‖Ψn(s, Y ns (x))−Ψn(s, Ys(x))‖2ds.
Then by (3.40), we obtain that for any λ > Cd,
lim
n→∞
E|Znt (x)|2 exp(−λ
∫ t
0
ηn(s)ds 6 lim
n→∞
‖Ψn −Ψ‖Lqp(T ) = 0.
Furthermore, by (3.40), (3.53) and Lemma A.1, we have
sup
n
E exp
(
λ
∫ T
0
ηn(s)ds
)
<∞, ∀λ, T > 0.
Hence by Ho¨lder’s inequality,
lim
n→∞
E|Znt (x)| 6
[(
E exp
(
λ
∫ T
0
ηn(s)ds
)) 1
2
(
E|Znt (x)|2 exp(−λ
∫ t
0
ηn(s)ds)
) 1
2
]
= 0,
which yields (3.11). Now we proved all of the desired results.
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There are several interesting situations arising from diffusions in random media and par-
ticle systems (see [37] and references therein) that the studied domain Q of equation is
not the full space R+×Rd but a subdomain (e.g. Q = Rd+1\{x ∈ Rd+1 : |x| 6 ρ}, ρ > 0).
In order to deal with this kind of situation in applications, it is important to extend the
obtained result in Chapter 3 to the case where the studied domain Q is not necessary the
whole space but just a subset of R+ × Rd.
4.1 Preliminaries and main results
Let Q be an open subset of R+ × Rd and Qn, n > 1, be bounded open subsets of Q
such that Qn ⊂ Qn+1 and ∪nQn = Q. We add an object ∂ /∈ Q to Q and define the
neighborhoods of ∂ as the complements in Q of closed bounded subsets. Then Q′ = Q∪∂
becomes a compact topological space, which is just the Alexandrov compactification of
Q. For p = (p1, · · · , pd) ∈ [0,∞)d, q ∈ [0,∞) and 0 6 S < T < ∞, we denote Lqp(S, T )
the space of all real Boreal measurable functions on [S, T ]× Rd with the norm
‖f‖Lqp(S,T ) =:
(∫ T
S
(∫
R
· · ·
(∫
R
|f(t, x1, ..., xd)|p1dx1
) p2
p1
dx2
) p3
p2 · · · dxd
) 1
pd
dt
)1/q
< +∞.
For simplicity, we write
Lqp = Lqp(0,∞), Lqp(T ) = Lqp(0, T ), Lq,locp = Llocq (R+, Lp(Rd)).
The following theorem is the main result that we want to prove.
Theorem 4.1. Assume that for any n ∈ N and some p(n) = (p1(n), · · · , pd(n)), q(n) ∈
(2,∞) satisfying 1/p1(n) + · · ·+ 1/pd(n) + 2/q(n) < 1,
(i)|bIQn|, |∇σIQn| ∈ Lq(n)p(n),
(ii)σij(t, x) is uniformly continuous in x uniformly with respect to t for (t, x) ∈ Qn, and
there exist positive constants δn such that for all (t, x) ∈ Qn,
|σ(t, x)∗λ|2 > δn|λ|2, ∀λ ∈ Rd.
Then for any (s, x) ∈ Q, there exists a unique continuous Q′−valued function zt =:
(t,Xt) and a Ft−stopping time ξ =: inf {t > 0 : zt /∈ Q} such that Xt is the unique strong
solution to the following SDE
Xt = x+
∫ t
0
b(s+ r,Xr)dr +
∫ t
0
σ(s+ r,Xr)dWr, ∀t ∈ [0, ξ), a.s. (4.1)
and for any t > 0, zt = ∂ on the set {ω : t > ξ(ω)} (a.s.).
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4.2 Proof of Theorem 4.1
Now we are going to prove the local well-posedness result on an arbitrary domain Q ⊂
R+ × Rd by applying the localization technique, which is a modification of the proof of
Theorem 1.3 in [73]. Furthermore we will give a precise description about the continuity
of the solution on the domain Q, especially around the boundary ∂Q.
Proof. By Lemma A.4, for each n ∈ N, we could find a nonnegative smooth function
χn(t, x) ∈ [0, 1] in Rd+1 such that χn(t, x) = 1 for all (t, x) ∈ Qn and χn(t, x) = 0 for all
(t, x) /∈ Qn+1. Let
bns (t, x) =: χn(t+ s, x)b(t+ s, x)
and
σns (t, x) =: χn+1(t+ s, x)σ(t+ s, x) + (1− χn(t+ s, x))(1 + sup
(t+s,x)∈Qn+2
|σ(t+ s, x)|)Id×d.
By Theorem 3.1 there exists a unique strong continuous solution Xnt satisfying
Xnt = x+
∫ t
0
bn(r,Xnr )dr +
∫ t
0
σn(r,Xnr )dWr, ∀t ∈ [0,∞), a.s. (4.2)
More precisely, for conditions in Theorem 3.1, for any (t, x) ∈ Rd,
|bns (t, x)| 6 |(bIQn+2)(s+ t, x)|,
|∇σns (t, x)| 6 |(∇χn+1σ)(t+ s, x)|+ |(χn+1∇σ)(t+ s, x)|+ c|∇χn(t+ s, x)|
6 |(∇χn+1σIQn+2)(t+ s, x)|+ |(∇σIQn+2)(t+ s, x)|+ c|∇χn(t+ s, x)|,
which means we can take p =: pn+2, q =: qn+2. For condition (ii), σ(t, x) is uniformly
continuous in x uniformly with respect to t for (t, x) ∈ Qn+3, then (χn+1σ)(s + t, x) is
uniformly continuous in x ∈ Rd locally uniformly with respect to t ∈ R, and σn as well.
Further there exist constants K(n) and δ(n) such that for all (t, x) ∈ Rd+1, and ∀λ ∈ Rd,
|σns (t, x)λ|2 6 |(σIQn+2 + (1 + sup
(s+t,x)∈Qn+2
|σ(s+ t, x)|)Id×d)(s+ t, x)λ|2 6 K(n)|λ|2,
and
|σns (t, x)λ|2 >|(σIQn+1 + I(Qn+1)c∩Qn+2 + I(Qn+2)c(1
+ sup
(s+t,x)∈Qn+2
|σ(s+ t, x)|)Id×d)(s+ t, x)λ|2
>(δ(n) ∧ 1)|λ|2.
Thus conditions in Theorem 3.1 are fulfilled. For n > k, define
τn,k =: inf
{
t > 0 : znt =: (s+ t,Xnt ) /∈ Qk
}
,
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then it is easy to see Xnt , X
k
t satisfy
Xt∧τn,k =x+
∫ t∧τn,k
0
bks(r,Xr)dr +
∫ t∧τn,k
0
σks (r,Xr)dWr, a.s.
By the local uniqueness of the solution in Theorem 3.1, we have
P
{
ω : Xnt (ω) = X
k
t (ω),∀t ∈ [0, τn,k(ω))
}
= 1,
which implies τk,k 6 τn,k 6 τn,n a.s.. Thus if we take ξk =: τk,k, then ξk is an increasing
sequence of stopping times, and
P
{
ω : Xnt (ω) = X
k
t (ω), ∀t ∈ [0, ξk(ω))
}
= 1.
Now for each k ∈ N, the definitions
Xt(ω) =: X
k
t (ω) for t < ξk, ξ =: lim
k→∞
ξk,
and
zt = (t,Xt), t < ξ, zt = ∂, ξ 6 t <∞
make sense almost surely. We may throw the set of ω where the above definitions do not
make sense and work only on the remaining part of Ω. Then Xt satisfies SDE (4.1) and
ξ is the related explosion time.
The next thing is to prove that zt is continuous on Q
′. Since zt coincides with (t,Xnt )
on any Qn before ξn, the continuity on any Q
n of zt follows from the continuity of (t,X
n
t ),
which can be obtained by Theorem 3.1. So we only need to show that zt is left continuous
at ξ (a.s.). The argument essentially follows from [37]. we first need to prove the following
lemma in order to show that (zt)t>0 has the strong Markov property. In the following we
use P ns,x to denote the distribution of process (z
n
t )t>0 = (z
n
t (s, x))t>0 := (s+ t,X
n
t (0, x))t>0
on C([0,∞),Rd+1), where (Xnt (0, x))t>0 means the process (Xnt )t>0 defined above with
initial point (0, x) ∈ Rd+1. Ens,x denotes the expectation corresponding to P ns,x.
The following argument is based on Proposition 4.3.3 of [46].
Define the space W0 :=
{
w ∈ C(R+,Rd)|w(0) = 0
}
equipped with the supremum norm
and Borel σ−algebra B(W0), the class E collects all the maps F : Rd ×W0 → C(R+,Rd)
such that for every probability measure µ on (Rd,B(Rd)) there exists a B(Rd)× B(W0)µ×P
W
/B(Rd) measurable map Fµ : Rd×W0 → C(R+,Rd) such that for µ− a.e.x ∈ Rd we have
F (x,w) = Fµ(x,w) for P
W − a.e. w ∈W0. Here B(Rd)× B(W0)µ×P
W
means the comple-
tion of B(Rd)× B(W0) with respect to µ× PW , and PW denotes the distribution of the
standard d-dimensional Wiener process (Wt)t>0 on (W0,B(W0)). For each n ∈ N, since
we already have the pathwise uniqueness and existence of strong solution (Xnt )t>0 to (4.2),
by applying Theorem E.8 in [46], we obtain that there exists a map F ∈ E such that for
u 6 t we have Xnt (s, (0, x))(ω) = FP◦(Xnu (s,(0,x)))−1(Xnu (s, (0, x))(ω), (W· −Wu)(ω))(t) for
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P − a.e. ω ∈ Ω. Then for every bounded measurable function f and all u, t ∈ [0,∞) with
u 6 t we have for P − a.e. ω ∈ Ω
E[f(Xnt (s, (0, x)))|Fu](ω) = E[f(FP◦(Xnu (s,(0,x)))−1(Xnu (s, (0, x))(ω),W· −Wu)(t))]
= E[f(FδXnu (s,(0,x))(ω)(X
n
u (s, (0, x))(ω),W· −Wu)(t))]
= E[f(Xnt (s, (u,X
n
u (s, (0, x))))(ω))], (4.3)
which shows the Markov property of the process (Xnt )t>0. Here X
n
t (s, (u,X
n
u (s, (0, x))))
means the solution (Xnt )t>0 to (4.2) with starting point (u,X
n
u (s, (0, x))) ∈ Rd+1. Com-
bining with the Feller property of (Xnt )t>0 yielding from the second statement of Theorem
3.1 and well known results about Markov processes (see e.g. [11, Theorem 16.21]), we get
that (Xnt )t>0 is a strong Markov process.
Now we are going to prove that (znt )t>0 is a strong Markov process. Observing that for
u > 0, (Wˆt)t>0 := (Wt+u −Wu)t>0 is still a Brownian motion. For any (s, x) ∈ Q, and for
any Borel bounded function f on Rd+1, by (4.3), we have for any u, t > 0, P − a.e.
Xnt+u(s, (u,X
n
u (s, (0, x))))
= Xnu (s, (0, x)) +
∫ u+t
u
σns (r,X
n
r (s, (0, x)))d(Wr −Wu)
+
∫ u+t
u
bns (r,X
n
r (s, (0, x)))dr
= Xnu (s, (0, x)) +
∫ t
0
σns (r + u,X
n
u+r(s, (0, x)))dWˆr
+
∫ t
0
bns (r + u,X
n
r+u(s, (0, x)))dr,
and
Xnt (s+ u, (0, X
n
u (s, (0, x))))
= Xnu (s, (0, x)) +
∫ t
0
σns (u+ r,X
n
r (u+ s, (0, X
n
u (s, (0, x)))))dWˆr
+
∫ t
0
bns (u+ r,X
n
r (u+ s, (0, X
n
u (s, (0, x)))))dr
= Xnu (s, (0, x)) +
∫ t
0
σns+u(r,X
n
r (u+ s, (0, X
n
u (s, (0, x)))))dWˆr
+
∫ t
0
bns+u(r,X
n
r (u+ s, (0, X
n
u (s, (0, x)))))dr.
Since σns (u + r, ·) = σns+u(r, ·), and bns (u + r, ·) = bns+u(r, ·), by the pathwise uniqueness of
the the following equation
dXt = σ
n
s+u(t,Xt)dWˆt + b
n
s+u(t,Xt)dt, X0 = X
n
u (s, (0, x)),
60
4 Existence and uniqueness of a maximally defined local strong solution to an SDE
driven by continuous noise in mixed-norm Lebesgue spaces on a general space time
domain Q ⊂ [0,∞)× Rd
we have for arbitrary Borel bounded function h on Rd, Eh(Xnt+u(s, (u,Xnu (s, (0, x))))) =
Eh(Xnt (s+ u, (0, X
n
u (s, (0, x))))). Hence for P − a.e. ω ∈ Ω,
E[f(znt+u(s, x))|Fu](ω) = E[f(s+ t+ u,Xnt+u(s, (0, x)))|Fu](ω)
= E[f(s+ t+ u,Xnt+u(s, (u,X
n
u (s, (0, x))))(ω))]
= E[f(s+ t+ u,Xnt (s+ u, (0, X
n
u (s, (0, x)))))(ω))]
= Enznu (s,x)(ω)f(z
n
t ).
So (znt )t>0 is a Markov process. Furthermore, for any (s, x) ∈ Q, by applying Ito’s formula
to process Xnr (s, (0, x)), we get that u
n
s (t, x) = Ef(X
n
t (s, (0, x))) is the solution to the
following equation
Dru
n
s (r, x) =
1
2
d∑
i,j=1
ans,ij(r, x)∂i∂ju
n
s (r, x) + b
n
s (r, x) · ∇uns (r, x) on (0,∞)× Rd,
uns (0, x) = f(x),
(4.4)
with (ans,ij)16i,j6d = σ
n
s · (σns )∗, and Borel bounded continuous function f on Rd. Let
un(t, x) be the solution to the following equation
Dru
n(r, x) =
1
2
d∑
i,j=1
anij(r, x)∂i∂ju
n(r, x) + bn(r, x) · ∇un(r, x) on (s,∞)× Rd,
un(s, x) = f(x),
(4.5)
with (anij)16i,j6d = σ
n · (σn)∗, and σn and bn are defined as following
bn(r, x) := bn0 (r, x), σ
n(r, x) := σn0 (r, x).
Then it is easy to see that un(s + t, x) also satisfies (4.4), which by using uniqueness of
solution to (4.4) implies uns (t, x) = u
n(s+ t, x) = Ef(Xnt (s, (0, x))). By Remark 10.4 [37]
(or see Theorem 3.1 [67]),we know that the unique solution un(t, x) to the above equation
(4.5) has a version un∗ (t, x) which is continuous on t ∈ [0,∞). Then for any s ∈ [0,∞), we
have un∗ (s + t, x) = Eh(X
n
t (s, (0, x))) a.e. on (t, x) ∈ [0,∞) × Rd. Combining with the
Feller property of (Xnt )t>0 yielding from the second statement of Theorem 3.1, we obtain
that for a.e. t ∈ [0,∞), un∗ (s + t, x) = Eh(Xnt (s, (0, x))) holds for all x ∈ Rd. Following
from the fact that Eh(Xnt (s, (0, x))) is continuous with respect to t ∈ [0,∞), then we get
that un∗ (s + t, x) = Eh(X
n
t (s, (0, x))) holds for all (t, x) ∈ [0,∞) × Rd, which yields the
continuity of Eh(Xnt (s, (0, x))) with respect to (s, x) ∈ [0,∞) × Rd from un∗ . Combining
dominated convergence theorem we get that for any Borel bounded continuous function
g on Rd+1, and for any (s, x) ∈ [0,∞)× Rd
lim
(u,y)→(s,x)
Enu,yg(z
n
t ) = lim
(u,y)→(s,x)
Eg(u+ t,Xnt (u, (0, y)))
= lim
(u,y)→(s,x)
Eg(s+ t,Xnt (u, (0, y)))
+ lim
(u,y)→(s,x)
(
Eg(u+ t,Xnt (u, (0, y)))− Eg(s+ t,Xnt (u, (0, y)))
)
= Eg(t+ s,Xnt (s, (0, x))).
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It shows that (znt )t>0 also has Feller property, hence (z
n
t )t>0 is a strong Markov process.
Then for any (s, x) ∈ Q, for any (Ft)-adapted stopping time η and for any Borel bounded
function f on Rd+1,
Es,xf(zη+t) = f(∂) + Es,x(f(zη+t)− f(∂))Iξ>η+t. (4.6)
Since
Es,xf(zη+t)Iξ>η+t = lim
n→∞
Es,xf(zη+t)Iξn>η+t
= lim
n→∞
Ens,xf(z
n
η+t)Iξn>η+tIξn>η
= lim
n→∞
Ens,xf(η + t,X
n
η+t)Iξn>η+tIξn>η,
and {ξn > η} ⊂ Fη, by the strong Markov property of (znt )t>0, we get
lim
n→∞
Ens,xIξn>ηE
n
(η,Xnη )
f(t,Xnt )Iξn>η = lim
n→∞
Ens,xIξn>ηE
n
znη
f(znt )Iξn>η
=Es,xIξ>ηE(η,Xη)f(t,Xt)Iξ>η.
=Es,xIξ>ηEzηf(zt)Iξ>η
Then (4.6) yields
Es,xf(zη+t) = Es,xEzηf(zt). (4.7)
We can find that (4.7) also holds if we replace (s, x) with ∂. Hence we get the strong
Markov property of the process (zt)t>0.
In the following we will prove another two auxiliary lemmas in order to show that our
solution does not bounce back deep into the interior of Q from near ∂Q too often on
any finite interval of time. The proof of the following two lemmas follow from a similar
argument as [37]. By shifting the origin in Rd+1, without losing generality, we assume
(s, x) = (0, 0).
Lemma 4.2. For arbitrary n > 0, define ν0 = 0,
µk = inf
{
t > νk : (t,Xt) /∈ Qn+1
}
, νk+1 = inf
{
t > µk : (t,Xt) ∈ Qn
}
. (4.8)
Then for any S ∈ (0,∞) there exists a constant N , depending only on d, p, q, S,
‖bIQn+1‖Lqp, sup(t,x)∈Qn+1 |σ(t, x)|, and the diameter of Qn+1, such that
∞∑
k=0
(E|XS∧µk −XS∧νk |2)2 6 N,
∞∑
k=0
(E|S ∧ µk − S ∧ νk|2)2 6 S4.
Proof. We have E|XS∧µk −Xs∧νk |2 6 2Ik + 2Jk, where
Ik := E|
∫ S∧µk
S∧νk
σ(s,Xs)dWs|2, Jk := E|
∫ S∧µk
S∧νk
b(s,Xs)ds|2.
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Observe that on the set {S ∧ νk < S ∧ µk} we have S∧νk = νk and (νk, Xνk) ∈ Qn ⊂ Qn+1.
Furthermore, (t,Xt) ∈ Qn+1 for S ∧ νk < t < S ∧ µk, and we have
E|
∫ S∧µk
S∧νk
σ(s,Xs)dWs|2 =
d∑
i,j=1
E|
∫ S∧µk
S∧νk
σ2(s,Xs)ds| 6 Cd2E|S ∧ µk − S ∧ νk|,
I2k 6 Cd4E|S ∧ µk − S ∧ νk|2 := Cd4I¯k 6 Cd4SE|S ∧ µk − S ∧ νk|,
∞∑
k=0
(E|
∫ S∧µk
S∧νk
σ(s,Xs)dWs|2)2 6 Cd4S2,
∞∑
k=0
(I¯k)
2 6 (
∞∑
k=0
I¯k)
2 6 S4.
Moreover, by Ho¨lder’s inequality we have
Jk 6 E|S ∧ µk − S ∧ νk|
∫ S∧µk
S∧νk
|b(s,Xs)|2ds, J2k 6 I¯kJ¯k,
where
J¯k := E(
∫ S∧µk
S∧νk
|b(s,Xs)|2ds)2.
Let τn =: inf {t > 0 : zt /∈ Qn}. By the strong Markov property of zt on Q it follows that
J¯k 6 sup
(s,x)∈Qn+1
Es,x(
∫ S∧τn+1
0
|b(s+ t,Xt)|2dt)2,
Since before τn+1, Xt = X
n+1
t , we see that the latter expression will not change if we
change arbitrarily b outside of Qn+1 only preserving the property that new b belongs to
Lqp. We choose to let b be zero outside of Qn+1 and then get the desired estimate from
(3.40). The lemma is proved.
Lemma 4.3. We say that on the time interval [νk, µk] the trajectory (t,Xt) makes a run
from Q¯n to (Qn+1)c provided that µk < ∞. Denote by ν(S) the number of runs which
(t,Xt) makes from Qn to Q
n+1 before time S. Then for any α ∈ [0, 1/2), Eνα(S) is domi-
nated by a constant N , which depends only on α, d, p, q, S, ‖bIQn+1‖Lqp, sup(t,x)∈Qn+1 |σ(t, x)|,
the diameter of Qn+1, and the distance between the boundaries of Qn and Qn+1.
Proof. For any integer k > 1
kP 2(µk−1 6 S) 6 P 2(µ0 6 S) + ...+ P 2(µk−1 6 S) + ... (4.9)
Since
E
{|XS∧µk −XS∧νk |2 + |S ∧ µk − S ∧ νk|2}
> E
{|XS∧µk −XS∧νk |2 + |µk − νk|2} Iµk6S > dist2(∂Qn, ∂Qn+1)P (µk 6 S).
From Lemma 4.2 we see that series in (4.9) converges and its sum is bounded by a
constant with proper dependence on the data. After that it only remains to note that
P (ν(S) > k) = P (µk−1 6 S).
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Now we go back to prove that zt is left continuous at ξ (a.s.). We denote νk(S) is the
number of runs of zt from Q¯
k to (Qk+1)c before S ∧ ξ. For n > k+ 1 obviously, νk(S ∧ ξn)
is also the number of runs that (t,Xnt ) makes from Q
k to (Qk+1)c before S ∧ ξn, which
increase if we increase the time interval to S. By Lemma 4.3 Eν
1/4
k (S ∧ ξn) is bounded
by a constant independent of n. By Fatou’s theorem Eν
1/4
k (S ∧ ξ) is finite. In particular,
on the set {ω : ξ(ω) <∞} (a.s.) we have νk(ξ) < ∞. The latter also holds on the set
{ω : ξ(ω) =∞} because zt is continuous on [0, ξ) and Qk is bounded. Thus νk(ξ) < ∞
(a.s.) for any k. Since (ξn, Xnξn) ∈ ∂Qn we conclude that (a.s.) there can exist only
finitely n such that zt visits Qk after exiting from Q
n. This is the same as to say that
zt → ∂ as t ↑ ξ (a.s.).
About the uniqueness, if there is another continuous Q′−valued solution z′t = (s+t,X ′t)
to equation (4.1) with explosion time ξ′, furthermore for t < ξ′ it is Q−valued. Then for
any n > 1
τn(X ′· ) = inf {t > 0 : (s+ t,X ′t) /∈ Qn} < ξ′ (4.10)
and
ξ¯ := lim
n→∞
τn(X ′· ) = ξ
′ (a.s.). (4.11)
Precisely ξ¯ 6 ξ′ by (4.10). On the other hand, on the set where ξ¯ < ξ′, we have z ′¯
ξ
∈ Q
since ξ¯ < ξ′, we also have z ′¯
ξ
= ∂ since z ′¯
ξ
is the limit of points getting outside of any Qn.
Observe that before τn(X ′· ), X
′
t also satisfies SDE (4.2), from local strong uniqueness of
equation (4.2) proved by Theorem 3.1, we get Xnt = X
′
t for t 6 τn(X ′· ), so τn(X ′· ) = τn,n
and by (4.11) we see that
ξ′ = ξ¯ = lim
n→∞
τn(X ′· ) = lim
n→∞
τn,n = ξ (a.s.),
which implies that for t 6 ξ = ξ′, and z′t coincides with zt from our above construction in
the existence part.
4.3 Examples
Example 4.4. Consider the equation (1.1) when d = 1, b(t, x) = −x−1, σ(t, x) = (1 +
x2)−1/2019, Q = R+ × (0,∞), and Qn = (0, n)× {x : 1/n < x < n}.
For any (s, x) ∈ Q, for any n ∈ N, if we take q(n) = ∞ and p(n) ∈ (2,∞), then
1/p(n) + 2/q(n) < 1. We can also easily check that ‖bIQn‖L∞
p(n)
<∞, and ‖∇σIQn‖L∞
p(n)
<
∞. Furthermore, σ(t, x) is uniformly continuous in x uniformly with respect to t for
(t, x) ∈ Qn, and there exist positive constants δn(= (1 + n2)−1/2019) such that for all
(t, x) ∈ Qn,
|σ∗(t, x)λ|2 > δn|λ|2, ∀λ ∈ Rd.
Hence by Theorem 4.1 there exists a unique local strong solution to the following equation
Xt = x−
∫ t
0
1
Xr
dr +
∫ t
0
(1 +X2r )
− 1
2019dWr.
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Example 4.5. If d = 2 ,we consider SDE in Q = R+ × R2\
{
x(1) = 0
}
with b(t, x) =
x ln |x(1)| = (x(1) ln |x(1)|, x(2) ln |x(1)|) and σ(t, x) = I2 · ln(2 + |x|2) in Q, Qn = (0, n) ×{
x ∈ R2 : 1/n < |x(1)| < n, |x(2)| < n}, where x(i) denotes the i−th exponent of the vector
x ∈ Rd and I2 is the identity matrix in R2. Then by Theorem 4.1 there exists a unique
local strong solution to the following SDE for (s, x) ∈ Q
X
(1)
t = x
(1) +
∫ t
0
X(1)r ln |X(1)r |dr +
∫ t
0
ln(2 + |Xr|2)dW (1)r ,
X
(2)
t = x
(2) +
∫ t
0
X(2)r ln |X(1)r |dr +
∫ t
0
ln(2 + |Xr|2)dW (2)r ,
which can be rewrite as
Xt = x+
∫ t
0
Xr ln |X(1)r |dr +
∫ t
0
I2 ln(2 +X
2
r )dWr.
More precisely, for n ∈ N, we can take p(n) = (p1(n), p1(n)) ∈ (2,∞)2 and q(n) = ∞,
then ‖bIQn‖L∞
p(n)
<∞, and ‖∇σIQn‖L∞
p(n)
<∞. Put 0 < δn < ln(2 + 2n2), then condition
(ii) in Theorem 4.1 also is fulfilled.
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Our aim in this Section is to extend the non-explosion results in [37] to the multiplicative
noise case on general space-time domains Q in mixed-norm Lebesgue spaces. Besides, we
also give two applications to diffusions in random media and particle systems. Both are
generalizations of the examples in [37, Section 9] with multiplicative noises.
5.1 Preliminaries and main result
Let Q be an open subset of R+ × Rd and Qn, n > 1, be bounded open subsets of Q
such that Qn ⊂ Qn+1 and ∪nQn = Q. We add an object ∂ /∈ Q to Q and define the
neighborhoods of ∂ as the complements in Q of closed bounded subsets. Then Q′ = Q∪∂
becomes a compact topological space, which is just the Alexandrov compactification of Q.
For p = (p1, · · · , pd) ∈ [0,∞)d, q ∈ [0,∞) and 0 6 S < T < ∞, we denote by Lqp(S, T )
the space of all real Borel measurable functions on [S, T ]× Rd with the norm
‖f‖Lqp(S,T ) =:
(∫ T
S
(∫
R
· · ·
(∫
R
|f(t, x1, ..., xd)|p1dx1
) p2
p1
dx2
) p3
p2 · · · dxd
) 1
pd
dt
)1/q
< +∞.
For simplicity, we write
Lqp = Lqp(0,∞), Lqp(T ) = Lqp(0, T ), Lq,locp = Llocq (R+, Lp(Rd)).
Let C([0,∞),Rd) denote the space of all continuous Rd-valued functions defined on [0,∞),
by C([0,∞), Q′) we denote all continuous Q′−valued paths, Cnb (Rd) denotes the set of all
bounded n times continuously differentiable functions on Rd with bounded derivatives
of all orders. Set (aij)16i,j6d := σσ
∗, where σ∗ denotes the transpose of σ. For f ∈
L1loc(Rd) we define ∂jf(x) :=
∂f
∂xj
(x) and ∇f := (∂if)16i6d denotes the gradient of f .
Here the derivatives are meant in the sense of distributions. For a real valued function
g ∈ C1([0,∞)), Dtg denotes the derivative of g with respect to t. L(Rd) denotes all d× d
real valued matrices.
As mentioned in [37], there are several interesting situations arising from applications,
say diffusions in random media and particle systems, where the domain Q of SDE is
not the full space R × Rd but a subdomain (e.g. Q = R × (Rd\γρ), where γρ = {x ∈
Rd|dist(x, γ) 6 ρ}, ρ > 0, and γ is a locally finite subset of Rd), where none of the
above results mentioned can be applied to get global solutions, except for the one in [37].
Moreover, Krylov and Ro¨ckner in [37] not only proved the existence and uniqueness of
a maximal local strong solution of the equation on Q, but also they obtained that if
b = −∇φ, i.e., b is minus the gradient in space of a nonnegative function φ and if there
exist a constant K ∈ [0,∞) and an integrable function h on Q defined as above such that
the following Lyapunov conditions hold in the distributional sense
2Dtφ 6 Kφ, 2Dtφ+ ∆φ 6 heφ,  ∈ [0, 2), (5.1)
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the strong solution does not blow up, which means ξ = ∞ a.s.. Here Dtφ denotes the
derivative of φ with respect to t. This result can be applied to diffusions in random envi-
ronment and also finite interacting particle systems to show that if the above Lyapunov
conditions hold, the process does not exit from Q or go to infinity in finite time. However,
[37] is restricted to the case where the equation is driven by additive noise, that is, the
diffusion term is a Brownian motion.
As far as the non-explosion result is concerned, we have to take into account that hav-
ing non-constant σ instead of Id×d in front of the Brownian motion means that we have
to consider a different geometry on Rd, and that this effects the Lyapunov function type
conditions which are to replace (5.1) and also the form of the equation. In Remark 5.7 by
comparing the underlying Kolmogrov operators, we explain why the SDE (5.5) should be
considered and why (5.3) states the right Lyapunov type conditions which are analog to
the ones in (5.1). This leads to some substantial changes in the proof of our non-explosion
result in comparison with the one in [37].
Below we will give the non-explosion result of the solution in a special form of (4.1) on
domain Q ⊂ R+ × Rd under the following assumptions.
Assumption 1. (i)The function φ(t, x) is a nonnegative continuous function defined on
Q.
(ii) For each n there exist p = p(n), q = q(n) satisfying
p1(n), · · · , pd(n), q(n) ∈ (2,∞), and 1/p1(n) + · · ·+ 1/pd(n) + 2/q(n) < 1, (5.2)
such that |bIQn|, |∇σIQn| ∈ Lqp.
(iii) For each 1 6 i, j 6 d, σij(t, x) is uniformly continuous in x ∈ Rd locally uniformly
with respect to t ∈ R+, and there exists a positive constant K such that for all (t, x) ∈ Q,
1
K
|λ|2 6 |σ∗(t, x)λ|2 6 K|λ|2, ∀λ ∈ Rd.
(iv) For some constants K1 ∈ [0,∞) and  ∈ [0, 2) in the sense of distributions on Q we
have
2Dtφ 6 K1φ, 2Dtφ+
d∑
i,j=1
∂j(aij∂iφ) 6 heφ. (5.3)
where h is a continuous nonnegative function on Q satisfying the following condition:
(H) For any a > 0 and T ∈ (0,∞) there is an r = r(T, a) ∈ (1,∞) such that
H(T, a, r) := HQ(T, a, r) :=
∫
Q
hr(t, x)I(0,T )(t)e
−a|x|2dtdx <∞.
(v) For all 1 6 i, j 6 d, for all (t, x), (s, y) ∈ [0,∞)× Rd,
|aij(t, x)− aij(s, y)| 6 K(|x− y| ∨ |t− s|1/2), (5.4)
and for all n ∈ N, for (t, x), (s, y) ∈ Qn, there exists Cn ∈ [0,∞) such that
|∂jaij(t, x)− ∂jaij(s, y)| 6 Cn(|x− y| ∨ |t− s|1/2).
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(vi) The function φ blows up near the parabolic boundary of Q, that is for any (s, x) ∈
Q, τ ∈ (0,∞), and continuous bounded Rd−valued function xt defined on [0, τ) and such
that (s+ t, xt) ∈ Q for all t ∈ [0, τ) and
lim inf
t↑τ
dist((s+ t, xt), ∂Q) = 0,
we have
lim sup
t↑τ
φ(s+ t, xt) =∞.
Remark 5.1. Observe that H(T, a, r) <∞ if h is just a constant. Moreover, Assumption
1 (iii) shows that σ(t, x) is uniformly bounded for (t, x) ∈ Q, invertible on Q, and the
inverse σ−1(t, x) is also bounded in (t, x) ∈ Q.
Theorem 5.2. Let Assumption 1 be satisfied and let (Wt)t>0 be a d-dimensional Wiener
process defined on a complete probability space (Ω,F , (Ft)t>0, P ). Then for any (s, x) ∈ Q
there exists a continuous Rd-valued and (Ft)-adapted random process (Xt)t>0 such that
almost surely for all t > 0, (s+ t,Xt) ∈ Q,
Xt = x+
∫ t
0
σ(s+r,Xr)dWr+
∫ t
0
(−σσ∗∇φ)(s+r,Xr)dr+1
2
(
d∑
j=1
∫ t
0
∂jaij(s+r,Xr)dr)16i6d.
(5.5)
Furthermore, for each T ∈ (0,∞) and m > 1 there exists a constant N , depending
only on K, K1, d, p(m + 1), q(m + 1), , T , ‖∇φIQm+1‖Lq(m+1)
p(m+1)
, dist(∂Qm, ∂Qm+1),
supQm+1 {φ+ h}, and the function H, such that for (s, x) ∈ Qm, t 6 T we have
E sup
t6T
exp(µφ(s+ t,Xt) + µν|Xt|2) 6 N,
where
µ = (δ/2)e−TK1/(2δ), δ = 1/2− /4, ν = µ/(12KT ). (5.6)
Remark 5.3. Obviously, the Kolmogrov operator L corresponding to (5.5) is given by
L = div(σσ∗∇)− 〈σ∗∇φ, σ∗∇〉, (5.7)
where 〈·, ·〉 denotes the inner product in Rd. Recalling that div◦σ is the adjoint of the
’geometric’ gradient (i.e. taking into account the geometry given to Rd through σ) σ∗∇,
we see that (5.5) is the geometrically correct analog of the SDE
dXt = −∇φ(Xt)dt+ dWt
studied in [37]. So, the Laplacian ∆ in [37] is replaced by the Laplace-Beltrami operator
div(σσ∗∇)(= ∑di,j=1 ∂j(aij∂i)) and the Euclidean gradient ∇ in [37] is replaced by the
’geometric’ gradient σ∗∇. Also condition (5.3) is then the exact analog of condition (5.1)
above, which was assumed in [37].
In order to show that under certain conditions our solutions will not blow up, we need
certain auxiliary proofs and we will show it in the later several sections.
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5.2 Probabilistic representation of solutions to parabolic partial
differential equations
In this subsection, we first give an implicit representation of the solution to the following
backward parabolic partial differential equation with a potential term V (t, x) : [0, T ] ×
Rd → R, {
Dtu(t, x) + Lu(t, x) + V (t, x)u(t, x) = 0, 0 6 t 6 T,
u(T, x) = f(x).
(5.8)
Here T ∈ (0,∞) and
Lf(t, x) := 1
2
d∑
i,j=1
aij(t, x)
∂2f
∂xi∂xj
(t, x) + b(t, x) · ∇f(t, x), u ∈ C2b (Rd+1),
where (aij)16i,j6d = σσ
∗. We first give the assumptions which make the representation
formula hold.
Assumption 2. (i) σ ∈ C([0, T ]× Rd),
(ii) there exist positive constants K and δ such that for all (t, x) ∈ [0, T ]× Rd,
δ|λ|2 6 |σ∗(t, x)λ|2 6 K|λ|2, ∀λ ∈ Rd,
(iii) b, V ∈ Cb([0, T ]× Rd),
(iv) for all (t, x), (s, y) ∈ [0, T ]× Rd, there exists constants C1, C2 and C3 such that
|aij(t, x)− aij(s, y)| 6 C1(|x− y| ∨ |t− s|1/2),
|b(t, x)− b(s, y)| 6 C2(|x− y| ∨ |t− s|1/2),
|V (t, x)− V (s, y)| 6 C3(|x− y| ∨ |t− s|1/2).
(v) f ∈ C2c (Rd).
Theorem 5.4. If Assumption 2 holds, then there exists a unique solution u(t, x) to equa-
tion (5.8) and it can be represented by the following formula
u(t, x) = E
[
f(X(T, t, x))e
∫ T
t V (u,X(u,t,x))du
]
, (t, x) ∈ [0, T ]× Rd, (5.9)
where X(T, t, x) is the solution to the following SDE
Xs = x+
∫ t
0
b(t+ r,Xr)dr +
∫ s
0
σ(t+ r,Xr)dWr, s > 0, (5.10)
with initial point (t, x). Furthermore, for t ∈ [0, T ) we have
u(t, ·), Dtu(t, ·), ∇u(t, ·), ∇2u(t, ·) ∈ L1(Rd). (5.11)
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Proof. On one hand by classical results from partial differential equation, we know that
under our assumption there exists a unique solution u(t, x) ∈ C1,2([0, T ],Rd) to equation
(5.8) (see [40, Theorem 5.1]), which can be written in the form of a potential with kernel
k (see [40, (14.2)]):
u(t, x) =
∫
Rd
k(T, y; t, x)f(y)dy, (t, x) ∈ [0, T ]× Rd
satisfying
lim
t→T
u(x, t) = lim
t→T
∫
Rd
k(T, y; t, x)f(y)dy = f(x),
and for s = 0, 1, 2 there exists a constant C such that for 0 6 t < T (see [40, (13.1)])
∂sxk(T, y; t, x) 6 C(T − t)−
d+s
2 exp
(
− C |y − x|
2
T − t
)
.
Then for s = 0, 1, 2, for t ∈ [0, T ) we have∫
Rd
|∂sxu(t, x)|dx 6
∫
Rd
∫
Rd
|f(y)∂sxk(T, y; t, x)|dydx
=
∫
Rd
|f(y)|
∫
Rd
|∂sxk(T, y; t, x)|dxdy
6 C(T − t)− s2
∫
Rd
|f(y)|dy <∞,
which implies that for t ∈ [0, T )
u(t, ·), ∇u(t, ·), ∇2u(t, ·) ∈ L1(Rd). (5.12)
Since b is bounded, we get Dtu(t, ·) ∈ L1(Rd) easily following from the equation (5.8) and
(5.12). On another hand, since b and σ are bounded and continuous, by a known result
(eg. see [33, IV Theorem 2.2]) we get the existence and uniqueness of the global solution
X, then by [50, Theorem 8.2.1] we get that (5.9) solves equation (5.8). Hence combining
these two sides we get the desired result and also (5.11) holds.
5.3 Some auxiliary proofs
In order to show that under certain conditions our solutions will not blow up, we need
some auxiliary proofs which we collect in this subsection. We fix a T ∈ (0,∞), t ∈ [0, T ]
define
QT := (0, T )× Rd, Qt,r := [0, t)×Br.
Consider the SDE (5.10) in Rd. First we recall two results from [73], which are corre-
sponding to Theorems 3.1 and 3.12 in mixed-norm Lebesgue space.
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Lemma 5.5. ([73, Theorem 1.1]) Assume that p, q ∈ (0,∞) satisfying d/p+ 2/q < 1,
(i) |b|, |∇σ| ∈ Lq,locp ,
(ii) for all 1 6 i, j 6 d, σij(t, x) is uniformly continuous in x ∈ Rd locally uniformly
with respect to t ∈ R+, and there exist positive constants K and δ such that for all
(t, x) ∈ R+ × Rd,
δ|λ|2 6 |σ∗(t, x)λ|2 6 K|λ|2, ∀λ ∈ Rd. (5.13)
Then for any Ft−stopping time τ and x ∈ Rd, there exists a unique strong continuous
solution Xt such that
P
{
ω :
∫ T
0
|b(r,Xr(ω))|dr +
∫ T
0
|σ(r,Xr(ω))|2dr <∞,∀T ∈ [0, τ(ω))
}
= 1, (5.14)
and
Xt = x+
∫ t
0
b(r,Xr)dr +
∫ t
0
σ(r,Xr)dWr, ∀t ∈ [0, τ), a.s. (5.15)
which means that if there is another continuous stochastic process Yt also satisfying (5.14)
and (5.15), then
P {ω : Xt(ω) = Yt(ω),∀t ∈ [0, τ)} = 1.
Moreover, for almost all ω and all t > 0, x → Xt(ω, x) is a homeomorphism on Rd and
for any t > 0 and bounded measurable function ψ, x, y ∈ Rd,
|Eψ(Xt(x))− Eψ(Xt(y))| 6 Ct‖ψ‖∞|x− y|,
where Ct > 0 satisfies limt→0Ct = +∞.
Krylov’s estimate plays a crucial role in the well-posedness proof and also our later
work.
Lemma 5.6. ([73, Theorem 2.1, Theorem 2.2]) Suppose σ satisfies the condition in
Lemma 5.12 and continuous process Xt satisfies (5.14) and (5.15). Fix an Ft−stopping
time τ , T0 > 0,
(1) if b is bounded measurable, for p, q ∈ (1,∞) with
d
p
+
2
q
< 2,
there exists a positive constant N = N(K, d, p, q, T0, ‖b‖∞) such that for all f ∈ Lqp(T0)
and 0 6 S < T 6 T0,
E
(∫ T∧τ
S∧τ
f(s,Xs)ds
∣∣∣∣FS) 6 N‖f‖Lqp(S,T ). (5.16)
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(2) if b ∈ Lqp provided with
d
p
+
2
q
< 1, (5.17)
there exists a positive constant N = N(K, d, p, q, T0, ‖b‖Lqp(T0)) such that for all f ∈ Lqp(T0)
and 0 6 S < T 6 T0,
E
(∫ T∧τ
S∧τ
f(s,Xs)ds
∣∣∣∣FS) 6 N‖f‖Lqp(S,T ).
We note that actually condition f ∈ Lqp(T0) with p, q ∈ (1,∞) and dp + 2q < 1 in the
above Lemma 5.6 can be improved to f ∈ Lq′p′(T0) with p′ ∈ (1,∞)d, q′ ∈ (1,∞) and
1
p′1
+ · · · 1
p′d
+ 2
q′ < 2 without assuming that b is bounded in Lemma 5.7 below, which we
shall prove in the following lemma. Let K0 and T0 be some positive constants and we
give the following assumption.
Assumption 3. (i) For all 1 6 i, j 6 d, [0,∞)×Rd 3 (t, x)→ σij(t, x) ∈ R is uniformly
continuous in x locally uniformly with respect to t ∈ [0,∞), and there exist positive
constants K and δ such that for all (t, x) ∈ [0,∞)× Rd
δ|λ|2 6 |σ∗(t, x)λ|2 6 K|λ|2, ∀λ ∈ Rd. (5.18)
And |∇σ| ∈ Lq,locp with p ∈ (1,∞)d, q ∈ (1,∞) satisfying 1p1 + · · · 1pd + 2q < 2.
(ii) b(t, x) is Borel measurable with ‖b‖Lqp 6 K0 and b(t, x) = 0 for t > T0.
Lemma 5.7. Let Assumption 3 hold. Let (Xt)t>0 be a continuous (Ft)-adapted process
such that (5.14) and (5.15) are satisfied. Then for any Borel function f ∈ Lq′p′(S, T ) with
p′ ∈ (1,∞)d, q′ ∈ (1,∞) and 1
p′1
+ · · · 1
p′d
+ 2
q′ < 2, and for 0 6 S < T 6 T0, we have
E
∫ T
S
|f(t,Xt)|dt 6 N(d, p′, q′, K, ‖b‖Lqp(T0))‖f‖Lq′
p′ (S,T )
. (5.19)
Furthermore, for any constant κ > 0 and g ∈ Lqp(T0),
E exp(κ
∫ T0
0
|g(t,Xt)|2dt) <∞. (5.20)
Proof. By Lemma 5.5 we obtain that there exists a unique (Ft)-adapted Rd-valued process
(Mt)t>0 such that Mt = x +
∫ t
0
σ(s,Ms)dWs, t > 0. By (3.40) we have for any p1 =
(p11, · · · , p1d) ∈ (1,∞)d, q1 ∈ (1,∞) satisfying
1
p11
+ · · ·+ 1
p1d
+
2
q1
< 2,
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for 0 < S < T 6 T0, and f ∈ Lq1p1(S, T )
E
(∫ T
S
|f(t,Mt)|dt
∣∣∣∣FS) 6 N‖f‖Lq1p1 (S,T ), (5.21)
where N depends only on d, K, p1, q1, T0. Applying (5.21) to f = |g|2 we get
E
(∫ T
S
|g(t,Mt)|2dt
∣∣∣∣FS) 6 N‖g2‖Lq/2
p/2
(S,T )
= N‖g‖2Lqp(S,T ).
By Lemma A.1, for any κ ∈ [0,∞) we have
E exp(κ
∫ T0
0
|g(t,Mt)|2dt) 6 N(κ,K, d,p, q, T0, ‖g‖Lqp(T0)),
then
E exp(κ
∫ T0
0
|g(t,Mt)|2dt) 6 N(κ,K, d,p, q, T0, ‖g‖Lqp(T0)). (5.22)
And also
E exp(κ
∫ T0
0
|b(t,Mt)|2dt) 6 N(κ,K,K0, d,p, q, T0). (5.23)
The integral over (0, T0) in (5.23) can be replaced with the one over (0,∞) since b(t, x) = 0
for t > T0. Thus for any κ ∈ [0,∞)
E exp(κ
∫ ∞
0
|b(t,Mt)|2dt) <∞, (5.24)
which and (5.18) implies that for any c ∈ [0,∞)
E exp(c
∫ ∞
0
(b∗(σσ∗)−1b)(t,Mt)dt) 6 E exp(
c
δ
∫ ∞
0
|b(t,Mt)|2dt) <∞. (5.25)
For f ∈ Lq′p′(S, T ) with p′ ∈ (1,∞)d, q′ ∈ (1,∞), we can choose β > 1 sufficiently close to
1 such that
1
p′1
+ · · ·+ 1
p′d
+
2
q′
<
2
β
.
By Theorem 3.12 we obtain the existence of process (Xt)t>0 which satisfies (5.14) and
(5.15). By Lemma A.3, we have
E
∫ T
S
|f(t,Xt)|dt = E
∫ T
S
ρ|f(t,Mt)|dt 6 (E
∫ T
S
ραdt)1/α(E
∫ T
S
|f(t,Mt)|βdt)1/β
6 (E
∫ T0
0
ραdt)1/α(E
∫ T
S
|f(t,Mt)|βdt)1/β,
(5.26)
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where α, β > 1 satisfying 1/α + 1/β = 1, and
ρ := exp(−
∫ ∞
0
b∗(σ∗)−1(s,Ms)dWs − 1
2
∫ ∞
0
(b∗(σσ∗)−1b)(s,Ms)ds).
Since
Eρα = E
[(
exp(−2α
∫ ∞
0
b∗(σ∗)−1(s,Ms)dWs − 2α2
∫ ∞
0
(b∗(σσ∗)−1b)(s,Ms)ds)
)1/2
(
exp((2α2 − α)
∫ ∞
0
(b∗(σσ∗)−1b)(s,Ms)ds)
)1/2]
, (5.27)
by Ho¨lder’s inequality and the fact that exponential martingale is a supermartingale and
(5.25), we get
Eρα 6 N. (5.28)
Then
E
∫ T
S
|f(t,Xt)|dt 6 N(T0)(E
∫ T
S
|f(t,Mt)|βdt)1/β
6 N(d,p1, q1, K, ‖b‖Lqp(T0))‖fβ‖1/βLq1p1 (S,T )
= N(d,p1, q1, K, ‖b‖Lqp(T0))‖f‖Lβq1βp1 (S,T )
for 1/p11 + · · · + 1/p1d + 2/q1 < 2, where p1 = p′/β, q1 = q′/β. Thus the above estimate
implies (5.19).
Furthermore, according to Lemma A.3 and (5.22),
E exp(κ
∫ T0
0
|g(t,Xt)|2dt) =E(ρ exp(κ
∫ T0
0
|g(t,Mt)|2dt))
6(Eρ2)1/2(E exp(2κ
∫ T0
0
|g(t,Mt)|2dt))1/2 <∞.
Lemma 5.8. Let b(i)(t, x), i = 1, 2 satisfy Assumption 3 and let |b(1)(t, x) − b(2)(t, x)| 6
b(t, x), where b ∈ Lqp. Let (X(i)t ,W (i)t ) satisfy:
X
(i)
t = x+
∫ t
0
b(i)(s,X(i)s )ds+
∫ t
0
σ(s,X(i)s )dW
(i)
s .
Then for any bounded Borel functions f (i)(x), i = 1, 2 given on C := C([0,∞),Rd) we
have
|Ef (1)(X(1)· )− Ef (2)(X(2)· )| 6 N(E|f (1)(M·)− f (2)(M·)|2)1/2 +N supC |f
(1)|‖b‖Lqp (5.29)
where Mt =
∫ t
0
σ(s,Ms)dWs and N is a constant independent of f .
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Proof. According to Lemma A.3 and (5.20), we know that
Ef (2)(X(2)· ) = Ef
(2)(X(1)· )ρ∞,
where ∆b(t,X
(1)
t ) := b
(2)(t,X
(1)
t )− b(1)(t,X(1)t ) and
ρt := exp(
∫ t
0
∆b∗(σ∗)−1(s,X(1)s )dW
(1)
s −
1
2
∫ t
0
(∆b∗(σσ∗)−1∆b)(s,X(1)s )ds),
also Eρt = 1 by a similar argument as the proof of Lemma 3.4. Hence the left-hand side
of (5.29) is less than
E|f (1) − f (2)|(X(1)· )ρ∞ + supC |f
(1)|E|ρ∞ − 1| := I1 + I2 sup
C
|f (1)|.
Since all moments of the exponential martingale ρt are finite by a similar argument as the
proof in Lemma 3.4, we get
I
3/2
1 6 NE|f (1) − f (2)|3/2(X(1)· )
and the latter is controled by the first term on the right hand side of (5.29) by a similar
argument as the proof of Lemma 3.4. To estimate I2 we use Itoˆ’s formula to get
ρT = 1 +
∫ T
0
(∆b∗(σ∗)−1)(s,X(1)s )ρsdW
(1)
s .
It follows that for any β > 1
I22 6E|ρT0 − 1|2 6 E
∫ T0
0
(∆b∗(σσ∗)−1∆b)(s,X(1)s )ρ
2
sds (5.30)
6N(
∫ T0
0
Eρ2β/(β−1)s ds)
1−1/β(E
∫ T0
0
b
2β
(s,X(1)s )ds)
1/β. (5.31)
To estimate the second factor we use Lemma 5.7 with β > 1 close to 1 such that 2/q +
1/p1 + · · · + 1/pd < 1/β. The first factor is controlled by means of Eρ2β/(β−1)T0 . Thus the
result follows.
Assumption 4. (i) ψ is a positive function on Rd+1 such that ψ ∈ C∞b (Rd+1),
(ii) |∇ψ| ∈ Lq,locp with p and q satisfying (5.2),
(iii) σ satisfies the conditions in Lemma 5.5,
(iv) for all (t, x), (s, y) ∈ [0, T ]× Rd, there exists constant K0, K ∈ [0,∞) such that
|aij(t, x)− aij(s, y)| 6 K(|x− y| ∨ |t− s|1/2),
|∂jaij(t, x)− ∂jaij(s, y)| 6 K0(|x− y| ∨ |t− s|1/2).
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Let Wt be a d−dimensional Wiener process on a given complete probability space (Ω,F ,
(Ft)t>0, P ), denote (aij)16i,j6d = σσ∗. We introduce the process Y (t, s, x) satisfying
Y (t, s, x) = x+
∫ t
s
σ(r, Y (r, s, x))dWr + (
1
2
d∑
j=1
∫ t
s
∂jaij(r, Y (r, s, x))dr)16i6d, (5.32)
and process X(t, s, x) satisfying
X(t, s, x) = x+
∫ t
s
σ(r,X(r, s, x))dWr+(
1
2
d∑
j=1
∫ t
s
∂jaij(r,X(r, s, x))dr)16i6d
−
∫ t
s
(σσ∗∇ψ)(r,X(r, s, x))dr.
Since for 1 6 i 6 d, ∂jaij =
∑d
k=1 σik(∂jσjk) +
∑d
k=1(∂jσik)σjk, and |∂σ| ∈ Lq,locp from
Assumption 4 (iii), we get
∑d
j=1 |∂jaij| ∈ Lq,locp . Then Lemma 5.5 can be applied here to
guarantee the existence and uniqueness of global strong solutions Yt and Xt to this two
corresponding SDEs under Assumption 4.
Lemma 5.9. Let Assumption 4 be satisfied. Take a nonnegative Borel function f on
Rd+1. For t ∈ [0, T ] introduce
βT (t, x) = exp(−
∫ T
t
∇ψ∗σ(s, Y (s, t, x))dWs − 1
2
∫ T
t
|∇ψ∗σσ∗∇ψ|(s, Y (s, t, x))ds
− 2
∫ T
t
Dtψ(s, Y (s, t, x)ds),
vT (t, x) = EβT (t, x)f(T, Y (T, t, x)), c(t) =
∫
Rd
e−2ψ(t,x)vT (t, x)dx.
Then c(t) is a constant for t ∈ [0, T ].
Proof. Using a standard approximation argument it suffices to prove the result for f ∈
C∞c (Rd+1). First observe that by Assumption 4 (i) and (iii), we have
E exp(
1
2
∫ T
t
|∇ψ∗σσ∗∇ψ|(s, Y (s, t, x))ds) <∞.
Girsanov transformation yields
vT (t, x) = E exp(−
∫ T
t
2Dtψ(s,X(s, t, x))ds)f(T,X(T, t, x)).
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Observe that from the Assumption 4 (i), (iii) and (iv), (1
2
∑d
j=1 ∂jaij)16i6d and −σσ∗∇ψ
is bounded and also satisfy condition (iv) in Assumption 2. By Theorem 5.4, vT (t, x) is
the solution to the following Kolmogrov equation with a potential term −2Dtψ:
DtvT (t, x) +
1
2
d∑
i,j=1
∂j(aij∂ivT (t, x))− ((σσ∗∇ψ)∗∇vT )(t, x)
− vT (t, x)2Dtψ(t, x) = 0,
vT (T, x) = f(T, x).
(5.33)
And Theorem 5.4 shows that vT (t, ·), DtvT (t, ·), ∇vT (t, ·), ∇2vT (t, ·) ∈ L1(Rd). Also there
exists a kernel k(T, y; t, x) such that
vT (t, x) =
∫
Rd
k(T, y; t, x)f(T, y)dy
where satisfying that there exists a constant C such that for 0 6 t < T ([40, 13.1])
Dtk(T, y; t, x) 6 C(T − t)− d+22 exp
(
− C |y − x|
2
T − t
)
.
Then by mean value theorem for h ∈ R with t + h ∈ (0, T ) there exists θ ∈ (0, 1) such
that
|k(T, y; t+ h, x)− k(T, y; t, x)|
h
= Dtk(T, y; t+ θh, x)
6 C(T − t− θh)− d+22 exp
(
− C |y − x|
2
T − t− θh
)
,
then∣∣∣vT (t+ h, x)− vT (t, x)
h
∣∣∣ 6 ∫
Rd
∣∣∣k(T, y; t+ h, x)− k(T, y; t, x)
h
∣∣∣f(T, y)dy
6 C(T − t− θh)− d+22
∫
Rd
exp
(
− C |y − x|
2
T − t− θh
)
f(T, y)dy
6 C ′(T − t)− d+22
∫
Rd
exp
(
− C |y − x|
2
T − t
)
f(T, y)dy (5.34)
for small h. Denote g(t, x) = e−2ψ(t,x)vT (t, x), we have for t ∈ [0, T ), t+ h ∈ (0, T ),∣∣∣g(t+ h, x)− g(t, x)
h
∣∣∣
=
∣∣∣e−ψ(t+h,x)(vT (t+ h, x)− vT (t, x))
h
+
vT (t, x)(e
−ψ(t+h,x) − e−ψ(t,x))
h
∣∣∣
6
∣∣∣vT (t+ h, x)− vT (t, x)
h
∣∣∣+ ∣∣∣vT (t, x)(e−ψ(t+h,x) − e−ψ(t,x))
h
∣∣∣
6 C ′(T − t)− d+22
∫
Rd
exp
(
− C |y − x|
2
T − t
)
f(T, y)dy + C ′′vT (t, x)
=: GT (t, x),
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the last inequality holds because of (5.34) and mean value theorem. Since vT (t, ·) ∈ L1(Rd)
and∫
Rd
(T − t)− d+22
∫
Rd
exp
(
− C |y − x|
2
T − t
)
f(T, y)dydx 6 C(T − t)−1
∫
Rd
f(T, y)dy <∞,
it yields that GT (t, ·) ∈ L1(Rd), then by dominated convergence theorem, we have
lim
h→0
∫
Rd g(t+ h, x)− g(t, x)dx
h
= lim
h→0
∫
Rd
g(t+ h, x)− g(t, x)
h
dx =
∫
Rd
Dtg(t, x)dx.
That is to say
Dt
∫
Rd
e−2ψ(t,x)vT (t, x)dx =
∫
Rd
Dt(e
−2ψvT )(t, x)dx. (5.35)
Besides, we can write the first equation in (5.33) in an equivalent form as
Dt(e
−2ψvT ) +
1
2
d∑
i,j=1
∂i(e
−2ψaij∂jvT ) = 0. (5.36)
Now we are going to prove∫
Rd
div(F )(t, x)dx :=
∫
Rd
d∑
i,j=1
∂i(e
−2ψaij∂jvT )(t, x)dx = 0, t ∈ [0, T ).
Since ψ is positive, ∂ψ and aij are bounded for 1 6 i, j 6 d, then there exists constants
C1 and C2 such that
Fi =
d∑
j=1
e−2ψaij∂jvT 6 C1
d∑
j=1
|∂jvT |,
and
div(F ) =
d∑
i,j=1
∂i(e
−2ψaij∂jvT )
=
d∑
i,j=1
(−2∂iψe−2ψaij∂jvT + ∂iaije−2ψ∂jvT + e−2ψaij∂i∂jvT )
6 C2
d∑
i,j=1
(|∂jvT |+ |∂i∂jvT |).
Following from (5.11) we know that F (t, ·) and divF (t, ·) are L1−integrable on Rd for
any t ∈ [0, T ). For n ∈ N, take smooth function χn on Rd such that χn(x) = 1 when
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|x| 6 n and χn(x) = 0 when |x| > n + 2. Then by dominated convergence theorem and
integration by parts formula for t ∈ [0, T )∫
Rd
div(F )(t, x)dx = lim
n→∞
∫
Rd
χn(x)div(F )(t, x)dx = − lim
n→∞
∫
Rd
∇χn(x) · F (t, x)dx = 0.
Hence from (5.36) and (5.35) we get
Dt
∫
Rd
e−2ψ(t,x)vT (t, x)dx = 0.
This yields that c(t) is a constant for t ∈ [0, T ). Since c(t) is continuous for t ∈ [0, T ], it
shows that c(t) is a constant for t ∈ [0, T ].
The Theorem 5.4 talks about Cauchy problem with terminal data for equation (5.8) in
the domain [0, T ]× Rd. In the cylindrical domain Qr2,r with surface ∂Qr2,r for r ∈ (0, 1],
we consider the first boundary problem to the following parabolic equation on Qr2,r with
assuming that f is a continuous function on ∂Qr
2,r:
Lu(t, x) = Dtu(t, x) + 1
2
d∑
i,j=1
∂i(aij(t, x)∂ju(t, x)) = 0 on Q
r2,r,
u(t, x) = f(t, x) on ∂Qr
2,r,
where (aij) = σσ
∗ . If Assumption 4 (iii) and (iv) hold, from [55, Theorem 3.1] and [55,
Corollary 3.2] the solution u(t, x) has a representation as following:
u(t, x) =
∫
∂Qr2,r
f(s, y)p(s, y; t, x)dS(s, y),
where dS denotes the surface measure on ∂Qr
2,r := ((0, r2) × ∂Br) ∪ ({r2} × Br), and
p(s, y; t, x) is the Poisson kernel on Qr
2,r corresponding to the above partial differential
equation, which has the following upper bound estimation on Qr
2,r ([55]) with a constant
k independent of f
p(s, y; t, x) 6 k
exp(−c |y−x|2
s−t )
(s− t)(1+d)/2 (5.37)
for all (t, x) ∈ Qr2,r, (s, y) ∈ ∂Qr2,r, 0 6 t < s.
On the other hand, we can solve the above equation in a probabilitical way. Let
τr := inf
{
s > 0 : (s, Y (s, t, x)) /∈ Qr2,r
}
,
applying Itoˆ’s formula to u(s, Y (s, t, x)) and taking expectation, we have for (t, x) ∈ Qr2,r,
u(t, x) = E(t,x)[u(τr, Y (τr, t, x))]−E(t,x)[
∫ τr
t
Lu(s, Y (s, t, x))ds] = E(t,x)[f(τr, Y (τr, t, x))].
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Hence
E(t,x)[f(τr, Y (τr, t, x))] =
∫
∂Qr2,r
f(s, y)p(s, y; t, x)dS(s, y).
We take (0, 0) as the start point of the process (s, Y (s, t, x)), then denote Ys =: Y (s, 0, 0)
and E[f(τr, Yτr)] =
∫
∂Qr2,r
f(s, y)p(s, y; 0, 0)dS(s, y).
Lemma 5.10. If Assumption 4 (iii) and (iv) hold, then on an extension of the probability
space there is a stopping time γ such that the distribution of (γ, Yγ) has a bounded density
concentrated on Q1,1.
Proof. Let n = d+3. On an extension of our probability space there exists a random vari-
able ρ with values in [0, 1] and density function h(r) = nrn−1 such that ρ is independent
of all Ft. Then ρ is also independent to Yt, since Yt is adapted to Ft. Let Fˆt = Ft ∨ σ(ρ),
and define γ as the first exit time of (t, Yt) from Q
ρ2,ρ. Then γ is a bounded Fˆt stopping
time. We claim that γ is a random variable of the type that we are looking for.
Actually, according to independence and the above potential knowledge, for a nonneg-
ative continuous function f(t, x) on [0,∞)× Rd we have
Ef(γ, Yγ) =E[Ef(τr, Yτr)
∣∣∣∣
ρ=r
] = E[
∫
∂Qr2,r
f(s, y)p(s, y; 0, 0)dS(s, y)
∣∣∣∣
ρ=r
]
=
∫ 1
0
h(r)dr
∫
∂Qr2,r
f(s, y)p(s, y; 0, 0)dS(s, y)
=
∫ 1
0
h(r)dr
∫
(0,r2)×∂Br
f(s, y)p(s, y; 0, 0)dS(s, y)
+
∫ 1
0
h(r)dr
∫
Br
f(r2, y)p(r2, y; 0, 0)dy =: I1 + I2.
Then (5.37), and the fact that exp(−c |y|2
s
)s−(d+1)/2 is bounded by Nr−d−1 on (0, r2)×∂Br
yield
I1 6 k
∫ 1
0
h(r)dr
∫ r2
0
∫
∂Br
f(s, y)
exp(−c |y|2
s
)
s(d+1)/2
dS(s, y)
6 N
∫ 1
0
h(r)r−d−1dr
∫ r2
0
∫
∂Br
f(s, y)dS(s, y)
6 N
∫ 1
0
∫ r2
0
∫
∂B1
r−d−1f(s, ry)h(r)rd−1d(∂B1)dsdr
6 N
∫ 1
0
∫ 1
0
∫
∂B1
f(s, ry)rdd(∂B1)dsdr 6 N
∫
Q1,1
f(s, y)dsdy,
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and
I2 6 k
∫ 1
0
∫
Br
f(r2, y)h(r)
exp(−c |y|2
r
)
rd+1
dydr
6 N
∫ 1
0
∫
Br
f(r2, y)h(r)r−d−1dydr
= N
∫ 1
0
∫
Br
f(r2, y)rn−2−ddydr 6 N
∫
Q1,1
f(s, y)dsdy.
Hence
Ef(γ, Yγ) 6 N
∫
Q1,1
f(t, x)dxdt
and N is independent of f .
For arbitrary nonnegative function fIQ1,1 ∈ L11, we can use a standard method to
approximate f via continuous functions. The conclusion is proved.
Lemma 5.11. Let Assumption 4 hold. Let K2 ∈ [0,∞) be a constant. Assume that for
some p, q satisfying (5.2) we have
ψIQ1,1 6 K2, ‖∇ψIQ1,1‖Lqp 6 K2.
Take an r ∈ (1,∞) and a nonnegative Borel function f = f(t, x) on (0,∞) × Rd such
that f(t, x) = 0 for t > T . For 0 6 s 6 t 6 T and x ∈ Rd introduce
ρt(s, x) = exp(−
∫ t
s
∇ψ∗σ(u, Y (u, s, x))dWs − 1
2
∫ t
s
|∇ψ∗σσ∗∇ψ|(u, Y (u, s, x))du),
αt(s, x) = exp(−2
∫ t
s
(Dtψ)+(u, Y (u, s, x))du),
ut(s, x) = Eρt(s, x)αt(s, x)f(t, Y (t, s, x)).
Then there is a constant N , depending only on K, r, p, q, K2 and T , such that∫ T
0
ut(0, 0)dt 6 N(
∫
(0,∞)×Rd
f re−2ψdtdx)1/r +N(
∫
Q1,1
fd+3dtdx)1/(d+3). (5.38)
Proof. By the strong Markov property of Y , which can be obtained by the same argument
as in the proof of Theorem 4.1 which was derived from the strong Feller property of Yt to
SDE (5.32), for any stopping time τ we have
EIτ6tρt(0, 0)αt(0, 0)f(t, Yt) = EIτ6tρτ (0, 0)ατ (0, 0)ut(τ, Yτ ).
Therefore, upon assuming without losing generality that T > 1, for γ from Lemma 5.10,∫ T
0
ut(0, 0)dt = E
∫ γ
0
ρt(0, 0)αt(0, 0)f(t, Yt)dt+Eργ(0, 0)αγ(0, 0)
∫ T
γ
ut(γ, Yγ)dt =: I1+I2.
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Observe that αt 6 1 and for t 6 γ we have (t, Yt) ∈ Q1,1 so that, in particular, in
the formula defining ρt(0, 0) we can replace ∇ψ with ∇ψIQ1,1 and hence all moments of
ρt(0, 0)It6γ and ργ(0, 0) are finite and uniformly bounded in t. Since by (5.19) we have
E[exp(
1
2
∫ t
s
|∇ψ∗σσ∗∇ψ|IQ1,1(u, Y (u, s, x))du)] 6 C(‖∇ψIQ1,1‖Lqp , K) <∞
for all t ∈ [0, T ]. For the moments of ρt(0, 0)It6γ and ργ(0, 0), by using the same way of
treating (5.27) we get the desired results. With the same argument we can also replace
(1
2
∑d
j=1
∫ t
s
∂jaij(r, Y (r, s, x))dr)16i6d by (
1
2
∑d
j=1
∫ t∧γ
s
∂jaij(r, Y (r, s, x))dr))16i6d in SDE
(5.32), it follows by Ho¨lder’s inequality and (5.20) that for any v ∈ (1,∞)
I1 6 N(E
∫ T
0
f v(t, Yt)IQ1,1(t, Yt)dt)
1/v 6 N‖f vIQ1,1‖1/vLd+5/2 .
We can choose v so that v(d+ 5/2) = d+ 3, and get that I1 is less than the second term
on the right in (5.38).
In what concerns I2 we again use αγ(0, 0) 6 1 and the finiteness of all moments of
ργ(0, 0). Then we find
I2 6 N(
∫ 1
0
∫ T
s
(
∫
B1
urt (s, x)dx)dtds)
1/r. (5.39)
To estimate the interior integral with respect to x we insert there exp(−2ψ(s, x)) and
again use Ho¨lder’s inequality and the fact that Eρt(s, x) 6 1. This yields
I2(s, t) :=
∫
B1
urt (s, x)dx 6 e2K2
∫
Rd
e−2ψ(s,x)vˆt(s, x)dx
where
vˆt(s, x) = Eρt(s, x)αt(s, x)f
r(t, Y (t, s, x)) 6 Eβt(s, x)f r(t, Y (t, s, x)).
Hence by Lemma 5.9,
I2(s, t) 6 e2K2
∫
Rd
e−2ψ(t,x)f r(t, x)dx,
which shows that I2 is less than the first term on the right in (5.38). The Lemma is
proved.
Lemma 5.12. Let the assumptions of Lemma 5.11 be satisfied and let  ∈ [0, 2) be a
constant and h a nonnegative Borel function on bounded domain Q ⊂ Rd+1 such that on
Q,
2Dtψ +
d∑
i,j=1
∂j(aij∂iψ) 6 heψ. (5.40)
83
5 Non-explosion of the solutions to SDEs driven by continuous noise in mixed-norm
Lebesgue spaces
Then for any δ ∈ [0, 2 − ), r ∈ (1, 2/(δ + )], there exists a constant N , depending only
on K, T , p, q, K2, , δ and r (but not Q) such that for any stopping time τ 6 τQ(Y·) we
have
EΦτ 6 N +N(
∫
Q
hre−(2−rη)ψdtdx)1/r +N sup
Q1,1
h, (5.41)
where η = δ +  so that rη 6 2 and
Φt := exp(−
∫ t
0
(∇ψ∗σ)(s, Ys)dWs − 1
2
∫ t
0
|∇ψ∗σσ∗∇ψ|(s, Ys)ds
− 2
∫ t
0
(Dtψ)+(s, Ys)ds+ δψ(t, Yt)).
Proof. By Itoˆ’s formula,
Φτ =Φ0 +mτ +
∫ τ
0
Φt[δDtψ +
δ
2
d∑
i,j=1
∂j(aij∂iψ)− 2(Dtψ)+
+
1
2
(|δ − 1|2 − 1)|∇ψ∗σσ∗∇ψ|](t, Yt)dt
where mt is a local martingale starting at zero. By using (5.40), and the inequality
|δ − 1| 6 1 we obtain
Φτ 6 Φ0 + δ
∫ τ
0
Φth(t, Yt) exp(ψ(t, Yt))dt+mτ . (5.42)
Since Φt > 0 we take the expectations of both sides and drop Emτ . More precisely,
we introduce τn := inf {t > 0 : |mt| > n} and substitute τ ∧ τn in place of τ in (5.42).
After that we take expectations, use the fact that Emτ∧τn = 0, let n → ∞, and finally
use Fatou’s Lemma with monotone convergence theorem. Furthermore, we denote f =
IQh exp(ηψ) and notice that τ 6 T . Then in the notation of Lemma 5.11, we find that
EΦτ 6 N +NE
∫ τ
0
ρt(0, 0)αt(0, 0)f(t, Yt)dt
6 N +N
∫ T
0
Eρt(0, 0)αt(0, 0)f(t, Yt)dt = N +N
∫ T
0
ut(0, 0)dt.
It only remains to note that the first term in the right-hand side of (5.38) is just the
second one on the right in (5.41) and the second integral on the right in (5.38) is less than
volQ1,1 supQ1,1 h
d+3 exp[ηK2(d+ 3)]. The Lemma is proved.
Theorem 5.13. Let Assumption 4 hold. Let K1, K2 ∈ [0,∞) and  ∈ [0, 2) be some
constants and let Q be a bounded subdomain of QT and h be a nonnegative Borel function
on Q. Assume that for some p, q satisfying (5.2) we have
hIQ1,1 6 K2, ψIQ1,1 6 K2, ‖∇ψIQ1,1‖Lqp 6 K2.
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Also assume that on Q
ψ > 0, 2Dtψ 6 K1ψ,
2Dtψ +
d∑
i,j=1
∂j(aij∂iψ) 6 heψ.
Denote by Xt, t ∈ [0, T ], the solution of
Xt =
∫ t
0
σ(s,Xs)dWs +
∫ t
0
(−σσ∗∇ψ)(s,Xs)ds+ (1
2
d∑
j=1
∫ t
0
∂jaij(s,Xs)ds)16i6d.
Then for any r ∈ (1, 4/(2 + )] there exists a constants N , depending only on K, K1, K2,
r, d, T , p, q, and , such that
E sup
t6τQ(X·)
exp[µ(ψ(t,Xt) + ν|Xt|2)] 6 N +NHQ(T, a, r) (5.43)
where HQ is introduced in Assumption 1, a = (2− rη)ν, η = 2δ+ , µ, ν and δ are taken
from (5.6). Here τQ(X·) := inf {t > 0 : (t,Xt) /∈ Q}.
Proof. Define ψˆ = ψ + ν|x|2,
Mt = exp(δψˆ(t,Xt)− K1
2
∫ t
0
ψˆ(s,Xs)ds), M∗ = sup
t6τQ(X·)
Mt.
Then for t 6 τQ(X·),
ψˆ(t,Xt) 6 lnM1/δ∗ +
K1
2δ
∫ t
0
ψˆ(s,Xs)ds
and hence by Gronwall’s inequality
ψˆ(t,Xt) 6 etK1/(2δ) lnM1/δ∗ 6 eTK1/(2δ) lnM1/δ∗ .
Take µ = δ
2
e−TK1/(2δ), then
exp(µψˆ(t,Xt)) 6
√
M∗. (5.44)
Therefore, to prove (5.43), it suffices to prove that E
√
M∗ 6 N . It turns by a well known
result on transformations of stochastic inequalities (see Lemma 3.2 in [30]), if EMτ 6 N1
for all stopping times τ 6 τQ(X·). Then E
√
M∗ 6 3N1. Thus, it suffices to estimate
EMτ .
On a probability space carrying a d−dimensional Wiener process Wˆt introduce Xˆt as
the solution of the equation
Xˆt =
∫ t
0
σ(s, Xˆs)dWˆs−
∫ t∧τQ(Xˆ·)
0
σσ∗∇ψˆ(s, Xˆs)ds+(
∫ t∧τQ(Xˆ·)
0
1
2
d∑
j=1
∂jaij)(s, Xˆs)ds)16i6d.
(5.45)
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Also set
Mˆt = exp(2δψˆ(t, Xˆt)− 2
∫ t
0
(Dtψˆ)+(s, Xˆs)ds).
Write Eˆ for the expectation sign on the new probability space and observe that on Q
2Dtψˆ +
d∑
i,j=1
∂j(aij∂iψˆ) = 2Dtψ +
d∑
i,j=1
∂j(aij∂iψ) + 2ν
d∑
i,j=1
xi∂jaij + 2ν
d∑
i,j=1
∂jaij
6 (h+ C)eψˆ. (5.46)
Here 2ν
∑d
i,j=1 xi∂jaij + 2ν
∑d
i,j=1 ∂jaij 6 (h + C)eψˆ holds because of Assumption 4,
which means |∂jaij| is bounded. Then after an obvious change of measure (cf. Lemma
A.3 ) inequality (5.41) with 2δ, Eˆ, ψˆ, and Wˆt in place of δ, E, ψ, and Wt, respectively,
η = 2δ + , and r ∈ (1, 4/(2 + )] ⊂ (1, 2/(2δ + )] is written as
EˆMˆτ 6 N +N(
∫
Q
hrI(0,T )e
−(2−rη)ψˆdtdx)1/r
and since ψˆ > ν|x|2 on Q, we obtain
EˆMˆτ 6 N +N(
∫
Q
hrI(0,T )e
−(2−rη)ν|x|2dtdx)1/r = N +NH1/rQ (T, (2− rη)ν, r) =: N0
for all stopping times τ 6 τQ(Xˆ·), which yields
Eˆ
√
Mˆ∗ 6 3N0.
Combining this with the inequality
exp(2δψˆ(t, Xˆt)−K1
∫ t
0
ψˆ(x, Xˆs)ds) 6 Mˆt, t 6 τQ(Xˆ·),
the left-hand side of which is quite similar to Mt but with 2ψˆ in place of ψˆ, the above
argument deduce
Eˆ sup
t6τQ(Xˆ·)
exp(2µν|Xˆt|2) 6 Eˆ sup
t6τQ(Xˆ·)
exp(2µψˆ(t, Xˆt)) 6 NN0. (5.47)
We now estimate EMτ through EˆMˆτ by using Girsanov’s theorem and Ho¨lder’s inequality.
We use a certain freedom in choosing Xˆt and Wˆt and on the probability space where Wt
and Xt are given we introduce a new measure by the formula:
Pˆ (dω) = exp(−2ν
∫ ∞
0
X∗t σ(t,Xt)It<τQ(X·)dWt−2ν2
∫ ∞
0
X∗t (σσ
∗)(t,Xt)XtIt<τQ(X·)dt)P (dω).
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Since Q is a bounded domain, then we have
E exp
(
2ν2
∫ ∞
0
X∗t (σσ
∗)(t,Xt)XtIt<τQ(X·)dt
)
6 E exp
(
2ν2K
∫ T
0
X∗tXtIt<τQ(X·)dt
)
<∞,
which implies that Pˆ is a probability measure. Furthermore, as is easy to see, for t 6
τQ(X·)
Xˆt := XtIt<τQ(X·) + (
∫ t
0
σ(s,Xs)dWs −
∫ τQ(X·)
0
σ(s,Xs)dWs +XτQ(X·))It>τQ(X·)
coincides with Xt and satisfies (5.45) for t 6 τQ(X·) with
Wˆt = Wt + 2ν
∫ t∧τQ(X·)
0
σ∗(s,Xs)Xsds
which is a Wiener process with respect to Pˆ . In this situation for τ 6 τQ(X·) = τQ(Xˆ·)
EMτ 6 EˆMˆ1/2τ exp(2ν
∫ ∞
0
Xˆ∗t σ(t, Xˆt)It<τQ(Xˆ·)dWˆt − 2ν2
∫ ∞
0
Xˆ∗t (σσ
∗)(t, Xˆt)XˆtIt<τQ(Xˆ·)dt)
6 (EˆMˆτ )1/2(Eˆρ1/2 exp(12v2
∫ ∞
0
Xˆ∗t (σσ
∗)(t, Xˆt)XˆtIt<τQ(Xˆ·)dt))
1/2
where
ρ = exp(8ν
∫ ∞
0
Xˆ∗t σ(t, Xˆt)It<τQ(Xˆ·)dWˆt − 32ν2
∫ ∞
0
Xˆ∗t (σσ
∗)(t, Xˆt)XˆtIt<τQ(Xˆ·)dt).
Observe that Eˆρ = 1 and EˆMˆτ 6 N0. Therefore,
EMτ 6 N1/20 (Eˆ exp(24ν2
∫ τQ(X·)
0
(Xˆ∗t (σσ
∗)(t, Xˆt)Xˆt)dt))1/4.
It only remains to refer to (5.47) after noticing that
24ν2
∫ τQ(X·)
0
(Xˆ∗t (σσ
∗)(t, Xˆt)Xˆt)dt 6 24ν2KT sup
t6τQ(X·)
|Xt|2 = 2µν sup
t6τQ(X·)
|Xt|2
and use the inequality ια 6 1 + ι if ι > 0, 0 6 α 6 1, where ν = µ/(12KT ). The theorem
is proved.
5.4 Proof of Theorem 5.2
By Theorem 4.1 the strong solution Xt to (5.5) is defined at least until the time ξ when
(s + t,Xt) exits from all Q
n. We claim that in order to prove ξ = ∞ (a.s.) and also to
prove the second assertions of the theorem, it suffices to prove that for each T ∈ (0,∞)
and m > 1 there exists a constant N , depending only on K, K1, d, p(m+ 1), q(m+ 1), ,
87
5 Non-explosion of the solutions to SDEs driven by continuous noise in mixed-norm
Lebesgue spaces
T , ‖∇φIQm+1‖Lq(m+1)
p(m+1)
, dist(∂Qm, ∂Qm+1), supQm+1 {φ+ h}, M and the function H, such
that for (s, x) ∈ Qm we have
E sup
t<ξ∧T
exp(µφ(s+ t,Xt) + µν|Xt|2) 6 N. (5.48)
To prove the claim notice that (5.48) implies
sup
t<ξ∧T
(φ(s+ t,Xt) + |Xt|2) <∞ (a.s.). (5.49)
It follows that (a.s.) there exists an n > 1 such that up to time ξ ∧ T the trajectory
Zt = (s + t,Xt) lies in Q
n. Indeed, on the set of all ω where this is wrong, for the exit
time ξn of Zt from Q
n we have ξn < T for all n. However owing to (5.49), the sequence
Xξn should be bounded, then the sequence Zξn has limit points on the boundary ∂Q.
According to the Assumption 1 (vi), it only happens with probability zero. Hence, (a.s.)
there is n > 1 such that T 6 ξn. Since this happens for any T and ξn < ξ we conclude
that ξ =∞ (a.s.), which proves our intermediate claim.
Since dist(∂Qm, ∂Qm+1) > 0 we can find κ ∈ (0, 1] sufficiently small so that (s, x) +
Qκ
2,κ ⊂ Qm+1 for all (s, x) ∈ Qm. Therefore, by translation and dilation, without losing
generality, we may assume that s = 0, x = 0 and Q1,1 ⊂ Qm.
Next we notice that obviously, to prove (5.48) it suffices to prove that with N of the
same kind as in (5.48) for any n > m+ 2,
E sup
t<ξn∧T
exp(µφ(t,Xt) + µν|Xt|2) 6 N. (5.50)
Fix an n > m+2. By virtue of Theorem 4.1, notice that the left-hand side of (5.50) will
not change if we change −σσ∗∇φ+ (1
2
∑d
j=1 ∂jaij)16i6d outside of Q
n. Therefore we may
replace φ with φη and replace 1
2
∑d
j=1 ∂jaij with
1
2
∑d
j=1 ∂jaijη for each 1 6 i 6 d, where
η is an infinitely differentiable function equal 1 on a neighborhood of Qn and equals 0
outside of Qn+1. To simplify the notation we just assume that φ and 1
2
∑d
j=1 ∂jaij vanishes
outside of Qn+1 and (5.3) holds in a neighborhood of Qn. This is harmless as long as we
prove that N depends appropriately on the data.
Now we mollify φ by convolving it with a δ−like nonnegative smooth function ζγ(t, x) =
γ−d−1ζ(t/γ, x/γ), ζ has compact support in Q1. Denote by φ(γ) the result of the convo-
lution and use an analogous notation for the convolution of ζγ(t, x) with other functions.
Also denote by Xγt the solution of the following SDE
Xγt =
∫ t
0
σ(s,Xγs )dWs +
∫ t
0
(−σσ∗∇φ(γ))(s,Xγs )ds+ (
1
2
d∑
j=1
∫ t
0
∂jaij(s,X
γ
s )ds)16i6d.
For x· ∈ C([0,∞),Rd) we define ξn(x·) := inf {t > 0 : (t, xt) 6∈ Qn}. Consider the bounded
function f on C([0,∞),Rd) given by the formula
f(x·) = sup
t6ξn(x·)∧T
exp(µφ(t, xt) + µν|xt|2),
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and let fγ be defined by the same formula with φ(γ) in place of φ. Since σσ∗ is bounded,
by using Lemma 5.8 we conclude that the left-hand side of (5.50) is equal to the limit as
γ ↓ 0 of
Efγ(Xγ· ) = E sup
t<ξn(Xγ· )∧T
exp(µφ(γ)(t,Xγt ) + µν|Xγt |2). (5.51)
In fact, if we denote Mt =
∫ t
0
σ(s,Ms)dWs, according to Lemma 5.8
|Ef(X·)− Efγ(Xγ· )| 6 N ′(E|f(M·)− fγ(M·)|2)1/2 +N ′‖f‖∞‖σσ∗(∇φ−∇φ(γ))IQn‖Lqp
6 N ′(E|f(M·)− fγ(M·)|2)1/2 +KN ′‖(∇φ−∇φ(γ))IQn‖Lqp ,
which of course tends to 0 when γ → 0, since φ is continuous and bounded on Qn,
∇φIQn ∈ Lqp, then fγ → f and ∇φ(γ)IQn → ∇φIQn in Lqp as γ → 0.
In the light of the fact that (5.3) holds in a neighborhood of Qn we have that on Qn
for sufficiently small γ
2Dtφ
(γ) +
d∑
i,j=1
∂j(aij∂iφ
(γ)) 6 ((heφ)(γ)e−φ(γ) +
d∑
i,j=1
|∂j(aij∂iφ(γ))− (∂j(aij∂iφ))(γ)|)eφ(γ)
=: hγeφ
(γ)
. (5.52)
Since h is continuous, then (heφ)(γ)e−φ
(γ) → h uniformly onQn. Besides∑di,j=1 |∂j(aij∂iφ(γ))−
(∂j(aij∂iφ))
(γ)|)→ 0 pointwise. Hence if we denote
HγQn(T, (2− rη)ν, r) :=
∫
Qn
(hγ)r(t, x)I(0,T )(t)e
−(2−rη)ν|x|2dtdx,
we have
lim
γ→0
HγQn(T, (2− rη)ν, r) 6 HQn(T, (2− rη)ν, r).
Furthermore, the conditions 2Dtφ
(γ) 6 K1φ(γ) also hold in a neighborhood of Qn for
sufficiently small γ.
We now apply Theorem 5.13 for Qn ∩QT in place of Q to conclude that
E sup
t<ξn∧T
exp(µφ(t,Xt) + µν|Xt|2) = lim
γ↓0
E sup
t<ξn(Xγ· )∧T
exp(µφ(γ) + µν|Xγt |2)
6 lim
γ↓0
(N +NHγQn(T, (2− rη)ν, r))
6 N +NHQn(T, (2− rη)ν, r)
6 N +NHQ(T, (2− rη)ν, r),
where the values of all the parameters are specified in 5.13 and the constants N depend
only on r, d, p(m+ 1), q(m+ 1), , T , K, K1, ‖∇φIQm+1‖Lq(m+1)
p(m+1)
, and supQm+1 {φ+ h} .
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We finally use condition (H) from Assumption 1 . Fix any r0 ∈ (1, 2/(2δ + )), set
a = (2− r0η)ν (> 0) and take r = r(T, a) from condition (H). Ho¨lder’s inequality shows
that if condition (H) is satisfied with r = r′ where r′ > 1, then it is also satisfied with
any r ∈ (1, r′]. Hence without losing generality we may assume that r = r(T, a) ∈ (1, r0].
Then (2 − rη)ν > a and HQ(T, (2 − rη)ν, r) 6 HQ(T, a, r(T, a)) < ∞. Thus, Theorem
5.13 yields (5.50). The theorem is proved.

Remark 5.14. We can add another drift term to (5.5), it does not have to be the
gradient of a function. Under Assumption 1 take a Borel measurable locally bounded Rd
valued function b(t, x) defined on Rd+1 satisfying the condition |b(t, x)| 6 c(1+ |x|), where
c is a finite positive constant, then it turns out that the first assertion of Theorem 5.2
still holds with the equation
Xt = x+
∫ t
0
σ(s+ r,Xr)dWr +
∫ t
0
(−σσ∗∇φ)(s+ r,Xr)dr +
∫ t
0
b(s+ r,Xr)dr
+ (
∫ t
0
1
2
d∑
j=1
∂jaij(s+ r,Xr)dr)16i6d (5.53)
in place of (5.5). To prove this we follow the proof in [37] Remark 8.2. The only needed
material is the Markov property of solution to equation (5.5), which we already get from
the proof of Theorem 4.1. By applying Girsanov theorem we get the non-explosion result
for the equation (5.53).
Further we can carry our results in Theorem 5.2 to the cases in which φ is not necessarily
nonnegative but φ > −C(1 + |x|2), C > 0. Since the equation (5.5) is equivalent to the
following
Xt = x+
∫ t
0
σ(s+ r,Xr)dWr + (
1
2
∫ t
0
d∑
j=1
∂jaij(s+ r,Xr)dr)16i6d
+
∫ t
0
2Cσσ∗(s+ r,Xr)Xrdr −
∫ t
0
σσ∗∇[C(1 + |x|2) + φ](s+ r,Xr)dr,
obviously |σσ∗(t, x)x| 6 K(1 + |x|). We conclude that SDE (5.5) has a unique solution
defined for all times if (s, x) ∈ Q provided that φ + C(1 + |x|2) rather than φ satisfies
Assumption 1.
5.5 Diffusions in random media
We apply our results to a particle which performs a random motion in Rd, d > 2, inter-
acting with impurities which are randomly distributed according to a Gibbs measure of
Ruelle type. So, the impurities form a locally finite subset γ = {xk|k ∈ N} ⊂ Rd. The
interaction is given by a pair potential V and diffusion coefficient σ to be specified below
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defined on
{
x ∈ Rd : |x| > ρ}, where ρ > 0 is a given constant. The stochastic dynamics
of the particle is then determined by a stochastic equation type (5.5) as in Theorem 5.2
above with
Q := R+ × (Rd\γρ), φ(t, x) :=
∑
y∈γ
V (x− y), (t, x) ∈ Q, (5.54)
where γρ is the closed ρ−neighborhood of the set γ, i.e., the random path Xt of the
particle should be the strong solution of
Xt = x+
∫ t
0
σ(Xs)dWs + (
1
2
d∑
j=1
∫ t
0
∂jaij(Xs)ds)16i6d −
∑
w∈γ
∫ t
0
(σσ∗)(Xs)∇V (Xs − w)ds.
(5.55)
Below we shall give conditions on the pair potential V and diffusion coefficient σ which
imply that this is indeed the case, i.e. that Theorem 5.2 above applies, for all γ outside a
set of measure zero for the Gibbs measure. Here the original case is from [37] section 9.1,
we generalize it to the multiplicative noise case. Similarly the set of admissible impurities
γ we can treat is
Γad :=
{
γ ⊂ Rd|∀r > 0∃c(γ, r) > 0 : |γ ∩Br(x)| 6 c(γ, r) log(1 + |x|),∀x ∈ Rd
}
, (5.56)
where Br(x) denotes the open ball with center x and radius r, |A| denotes the cardinality of
a set A. From [37] we know that for essentially all classes of Gibbs measure in equilibrium
statistical mechanics of interacting infinite particle systems in Rd the set Γad has measure
one, this is also true for Ruelle measures.
We fix a γ ∈ Γad. The necessary conditions on the pair potential V and diffusion
coefficient σ go as follows (the typical case when ρ = 0 is also included):
(V1) The function V is positive and once continuously differentiable in Rd ∩ {|x| > ρ},
lim|x|↓ρ V (x) =∞.
(V2) There exist finite constants α > d/2, C > 0,  ∈ [1, 2) such that with U(x) =:
C(1 + |x|2)−α we have
|V (x)|+ |∇V (x)| 6 U(x) for |x| > ρ, (5.57)
and for any |y| > ρ
d∑
i,j=1
(∂jaij(x)∂iV (y) + aij(x)∂i∂jV (y)) 6 C(e(V+U)(y) − 1) (5.58)
in the sense of distributions on
{
x ∈ Rd : |x| > ρ} where σ(x) = (σij(x))16i,j6d : Rd →
Rd × Rd satisfies the following conditions:
(σ1) There exists a positive constant K such that for all x ∈ Rd
1
K
|λ|2 6 〈(σσ∗)(x)λ, λ〉 6 K|λ|2, ∀λ ∈ Rd. (5.59)
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(σ2) For 1 6 i, j 6 d, σij ∈ C2b (Rd).
We emphasize that above conditions are fulfilled for essentially all potentials of interests
in statistical physics.
Introduce V¯ (x) = V (x) + 2U(x), |x| > ρ, and for (t, x) ∈ Q let
φ¯(t, x) :=
∑
y∈γ
V¯ (x− y), (aij)16i,j6d := σσ∗,
b(t, x) := 2
∑
w∈γ
(σσ∗)(x)∇U(x− w).
Owing to (5.57), (5.59) and the fact that γ ∈ Γad, the function φ is continuously differ-
entiable in Q and |b(t, x)| 6 NK log(2 + |x|), where N is independent of (t, x) (See [37]
Section 9.1). Meanwhile for appropriate constants N on Q we have for |y| > ρ
2
d∑
i,j=1
(∂jaij(x)∂iU(y) + aij(x)∂j∂iU(y)) 6 N(eU(y) − 1)
because of conditions (σ1) and (σ2). Combing this with the fact that V +U is positive and∑
(eak − 1) 6 e∑ ak − 1, ak > 0, we find that there exists a constant N ′ > 0 independent
of (t, x) such that
d∑
i,j=1
∂j(aij∂iφ¯)(x) =
d∑
i,j=1
∑
w∈γ
∂j(aij(x)∂i(V (x− w) + 2U(x− w)))
6 N
∑
w∈γ
(
(e(V (x−w)+2U(x−w)) − 1) + (eU(x−w) − 1)
)
6 N ′(eφ¯(x) − 1).
It shows that all conditions on φ¯ and σ in Theorem 5.2 are fulfilled and therefore by
Remark 5.14 the equation
Xt = x+
∫ t
0
σ(Xs)dWs −
∫ t
0
(σσ∗∇φ¯)(Xs)ds+ (1
2
d∑
j=1
∫ t
0
∂jaij(Xs)ds)16i6d +
∫ t
0
b(Xs)ds
(5.60)
has a unique strong solution defined for all times if x ∈ Rd\γρ. Since equation (5.60)
coincides with SDE (5.55), we get the desired conclusion.
5.6 M-particle systems with gradient dynamics
In this subsection we consider a model of M particles in Rd interacting via a pair potential
V and diffusion coefficient σ satisfying the following conditions:
(V1) The function V is once continuously differentiable in Rd\ {0}, lim|x|→0 V (x) = ∞,
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and on Rd\ {0} we assume that V > −U , where U(x) := C(1 + |x|2), C is a constant.
(V2) There exists a constant  ∈ [1, 2) such that for arbitrary x, y ∈ Rd\ {0},
d∑
i,j=1
(∂jai,j(x)∂iV (y) + ai,j(x)∂i∂jV (y)) 6 Ce(V+U)(y) (5.61)
in the sense of distributions.
Here (ai,j)16i,j6d := σσ
∗ and σ(x) = (σi,j(x))16i,j6d : Rd → Rd × Rd is the diffusion
coefficient satisfying:
(σ1) There exists a positive constant K such that for all x ∈ Rd
1
K
|λ|2 6 〈(σσ∗)(x)λ, λ〉 6 K|λ|2, ∀λ ∈ Rd,
(σ2) For 1 6 i, j 6 d, σi,j ∈ C2b (Rd).
Introduce V¯ := V + 2U ,
Q := R+ ×
(
RMd\ ∪16k<j6M
{
x = (x(1), ..., x(M)) ∈ RMd : x(k) = x(j)}) ,
Qn := (0, n)× {x = (x(1), ..., x(M)) ∈ RMd : |x| < n, x(k) 6= x(j) for 1 6 k < j 6M} ,
and let the function φ, φ¯, σ¯, a¯ and b be defined on Q by
φ(t, x) :=
∑
16k<j6M
V (x(k) − x(j)), φ¯(t, x) :=
∑
16k<j6M
V¯ (x(k) − x(j)),
σ¯(t, x) :=

σ(x(1)) 0 0
0 σ(x(2)) 0
· · · · · · · · ·
0 0 σ(x(M))
 , a¯(t, x) :=

(σσ∗)(x(1)) 0 0
0 (σσ∗)(x(2)) 0
· · · · · · · · ·
0 0 (σσ∗)(x(M))
 ,
b := (b(1), ..., b(M)), b(k)(t, x) := 4C(σσ∗)(x(k))
∑
16j 6=k6M
(x(k) − x(j)), k = 1, · · · ,M.
Observe that for arbitrary y, x ∈ Rd\ {0},
2
d∑
i,j=1
(∂jai,j(x)∂iU(y) + ai,j(x)∂j∂iU(y)) 6 NeU(y)
for an appropriate constant N which is independent of y, x. Besides φ and φ¯ are con-
tinuously differentiable on Q. If we use the notation ∂kr f(x) := ∂
k
r f((x
(1), · · · , x(M))) :=
∂f((x(1),··· ,x(M)))
∂x
(k)
r
for k = 1, · · · ,M and r = 1, · · · , d, then for x ∈ RMd,
a¯i,j(t, x) =
M∑
k=1
ai−(k−1)d,j−(k−1)d(x(k))I(k−1)d<i,j6kd, (5.62)
∂kr a¯i,j(t, x) = ∂
k
r ai−(k−1)d,j−(k−1)d(x
(k))I(k−1)d<i,j6kd = ∂rai−(k−1)d,j−(k−1)d(x(k))I(k−1)d<i,j6kd,
(5.63)
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where 1 6 i, j 6Md, and
∂kr φ¯(t, x) =
∑
16q 6=k6M
∂rV ((x
(k) − x(q))sign(q − k))sign(q − k) + 4C
∑
16q 6=k6M
(x(k)r − x(q)r ),
furthermore,
∂mn ∂
k
r φ¯(t, x) =
∑
16q 6=k6M
(
Im=k∂n∂rV ((x
(k) − x(q))sign(q − k))
− Im=q∂n∂rV ((x(k) − x(q))sign(q − k))
)
+ 4C(Im=k,n=r − Im 6=k,n=r).
Combining the above equalities with our assumptions of V and σ, by algebraic calculation
we get that on Q there exists a large number CM,d depending on Md and a constant
C ′ ∈ (0,∞) such that
2Dtφ¯(t, x) +
Md∑
i,j=1
∂j(a¯i,j∂iφ¯)(t, x)
=
d∑
i,j=1
M∑
k=1
(
∂kj ai,j(x
(k))∂ki φ¯(t, x) + ai,j(x
(k))∂kj ∂
k
i φ¯(t, x)
)
=
d∑
i,j=1
M∑
k=1
∑
16q 6=k6M
(
∂jai,j(x
(k))[∂iV ((x
(k) − x(q))sign(q − k))sign(q − k)
+ 4C(x
(k)
i − x(q)i )]
+ ai,j(x
(k))[∂j∂iV ((x
(k) − x(q))sign(q − k))]
)
+
d∑
i,j=1
M∑
k=1
ai,j(x
(k))4CIi=j
6CM,d
∑
16q<g6M
(Ce(V (x
(q)−x(g))+U(x(q)−x(g))) +Ne(U(x
(q)−x(g)))) 6 C ′eφ¯(t,x).
The continuity of a¯i,j(t, x) on Q and ∂
k
j a¯i,j(t, x) on Q
n can be easily checked from (5.62)
and (5.63) and conditions about σ. In order to reduce the lengthy algebraic computa-
tion, we only show the part for a¯i,j(t, x), similarly we can get the desired continuity for
∂kj a¯i,j(t, x) on Q
n. For any (t, x) and (s, y) ∈ Q, by (5.62) we have for 1 6 i, j 6Md,
|a¯i,j(t, x)− a¯i,j(s, y)|
6 CMd
M∑
k=1
|ai−(k−1)d,j−(k−1)d(x(k))− ai−(k−1)d,j−(k−1)d(y(k))|I(k−1)d<i,j6kd
6 CMd
M∑
k=1
|x(k) − y(k)|
6 C ′′|x− y|.
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We can adjust constants C ′′ and K such that there is still a positive constant such con-
dition (σ1) satisfied.
It follows that all conditions on φ¯ and σ¯ in Theorem 5.2 are fulfilled and therefore by
Remark 5.14 the corresponding stochastic equation for a process Xt = (X
(1)
t , ..., X
(M)
t )
has a unique strong solution defined for all times whenever for the initial condition x we
have (0, x) ∈ Q. The corresponding equation is the following system
X
(k)
t = x
(k) +
∫ t
0
σ(X(k)s )dW
(k)
s −
∫ t
0
(σσ∗)(X(k)s )∂kφ¯(s,Xs)ds
+ (
1
2
d∑
j=1
∫ t
0
∂jai,j(X
(k)
s )ds)16i6d +
∫ t
0
b(k)(s,Xs)ds.
We rewrite it as following with k = 1, ...,M
X
(k)
t = x
(k)+
∫ t
0
σ(X(k)s )dW
(k)
s
−
∫ t
0
(σσ∗)(X(k)s )
M∑
j=1,j 6=k
∇V ((X(k)s −X(j)s )sign(j − k))sign(j − k)ds
+(
1
2
d∑
j=1
∫ t
0
∂jai,j(X
(k)
s )ds)16j6d,
which has a unique strong solution defined for all times whenever (0, (x(1), ..., x(M))) ∈ Q.
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6 Existence and uniqueness of weak solutions to SDEs
with distributional valued drifts and jump type noise
In this chapter, the well-posedness of nonlocal elliptic equation with singular drift is
investigated in Besov-Ho¨lder spaces. In the end, we show the existence and uniqueness
for corresponding martingale problem, which is equivalent to show the existence and
uniqueness for corresponding weak solution. Moreover, we prove that the one-dimensional
distribution of the weak solution has a density in some Besov space.
6.1 Preliminaries and main results
We consider the following nonlocal elliptic equation in Rd:
λu−L ακ u− b · ∇u = f. (6.1)
Here α ∈ (0, 2), b ∈ C β(Besov-Ho¨lder space, see Definition 6.7 below) with β ∈ R, κ is a
nonnegative measurable function from Rd × Rd to [0,∞) and
L ακ f(x) :=
∫
Rd
(
f(x+ z)− f(x)−∇f(x) · z(α)) κ(x, z)|z|d+α dz,
where z(α) := z1{|z|<1}1α=1 + z1α∈(1,2).
The first aim of our work is to establish a Schauder’s type estimate for the solution
to (6.1) with irregular coefficients. There are many literatures studied this problem in
different settings. When α ∈ (1, 2), b is a Ho¨lder continuous function and L ακ is some
α-stable type operator, Priola in [52] and [53] studied the a priori estimate by using
classic perturbation argument. Similarly, Athreya, Butkovsky and Mytnik in [5] showed
the global estimate for L ακ = ∆
α/2 with α ∈ (1, 2) and b ∈ C β with β > 1−α
2
. Indeed,
the analytic result in [5] also holds for any non degenerate α-stable operators. For α > 1,
in [48], Mikulevicius and Pragarauskas also studied the nonlocal Cauchy problem with
first order term in Ho¨lder space. And recently, in [17], Dong, Jin and Zhang studied the
Dini and Schauder estimate for nonlocal fully nonlinear equations. However, when α < 1,
both [48] and [17] must assume b ≡ 0. To our best knowledge, when α ∈ (0, 1), the
interior estimate for the solution to (6.1) with non divergence free drift was first obtained
by Silvestre in [57]. He used the extension method for L ακ = ∆
α/2 when α ∈ (0, 1) and
b ∈ C β with β > 1−α to reduce the nonlocal problem to the local case. Recently, similar
result was extended for stable-like operators in [78] by using Littlewood-Paley theory. Let
us also mention that there are much more works for nonlocal equation without first order
term, for instance [6], [16] and the references therein.
In this work, we will show the global estimates in more general setting. Our assumption
on κ is:
Assumption 5. There are constants r0,Λ1,Λ2,Λ3 > 0, ϑ ∈ (0, 1) such that∫
Br
κ(x, z) dz > Λ1rd, x ∈ Rd, r ∈ (0, r0]; (H1)
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κ(x, z) 6 Λ2, x, z ∈ Rd; 1α=1
∫
{r<|z|<R}
z · κ(x, z)dz = 0, 0 < r < R <∞; (H2)
|κ(x, z)− κ(y, z)| 6 Λ3|x− y|ϑ, x, y ∈ Rd, ϑ ∈ (0, 1). (H3)
The following is our first main result:
Theorem 6.1. Suppose κ(x, z) satisfies (H1)-(H3) and max{0, (1− α)} < ϑ < 1.
1. If α ∈ (0, 1], β ∈ (1−α, ϑ) and b ∈ C β, then there are constants λ0, C > 0 such that
for any λ > λ0 and f ∈ C β, equation (6.1) has a unique solution in C α+β satisfying
(λ− λ0)‖u‖C β + ‖u‖Cα+β 6 C‖f‖C β , (6.2)
where λ0, C only depend on d, α, β, ϑ, r0,Λ1,Λ2,Λ3, ‖b‖C β .
2. If α ∈ (1, 2), β ∈ (−(α−1
2
∧ ϑ), ϑ) and b ∈ C β, then the above conclusions also hold.
Notice that our condition (H1) is much weaker than the usual lower bounded assumption
κ(x, z) > λ > 0 and also weaker than Assumption A(i) in [48]. A typical example is take
κ(x, z) = 1V (x)(z).
Here V (x) ∈ Rd is a conical set of the form V (x) = {z ∈ Rd : |〈z/|z|, ξ(x)〉| > δ} with
measurable ξ : Rd → Sd−1, and δ > 0 is fixed.
Like in [78], our approach of getting the Schauder type estimate is based on Littlewood-
Paley theory. For the first case in Theorem 6.1, the key step is to establish a frequency
localized maximum inequality(see Lemma 6.11 below). This kind of maximum principle
appeared in [66] for κ ≡ 1. We extend their result for any κ(x, z) = κ(z) satisfying (H4)
below. When α > 1 and β ∈ (−(α−1
2
∧ ϑ), 0], the main problem is how to prove the
boundedness of L ακ : C
α+β → C β, where the Bony’s decomposition plays a crucial rule
in our proof.
As one of the motivations of considering the regularity estimate for (6.1), we want to
investigate the well-posedness of the following SDE in Rd:
Xt = X0 +
∫ t
0
σ(Xs−)dZs +
∫ t
0
b(Xs)ds (6.3)
in weak sense. Here Zt is an α-stable process in Rd, σ is a d × d-matrix-valued measur-
able function and b is the drift, which might be very singular. Suppose Zt is rotational
symmetric, Lασ + b · ∇ is the generator of Xt, for any σ satisfies (6.5) below, we have
Lασf(x) + b · ∇f(x) =
∫
Rd
(f(x+ σ(x)z)− f(x)−∇f(x) · σ(x)z(α)) dz|z|d+α + b · ∇f(x)
=
∫
Rd
(f(x+ z) + f(x)−∇f(x) · z(α)) dz| detσ(x)| · |σ−1(x)z|d+α
+ b · ∇f(x) = L ακ,bf(x),
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where
κ(x, z) :=
|z|d+α
| detσ(x)| · |σ−1(x)z|d+α . (6.4)
Since the well-posedness of the resolvent equations or backward Kolmogorov equations
associated with Lασ+b·∇ are closely related to the weak solutions(or martingale solutions)
of (6.3), our analytic result Theorem 6.1 has direct applications to SDE driven by α-stable
process.
On the other hand, pathwise uniqueness and strong existence for (6.3) with irregular
coefficients have already been studied in a large number of literatures, see [60] for one
dimensional case and [52], [73], [53], [12], [14], etc for more general Le´vy noises in Rd.
Roughly speaking, these works showed that the SDE (6.3) has a unique strong solution
under the conditions that σ is bounded, uniformly nondegenerate and Lipschitz, Zt is a
non degenerated α-stable process, b ∈ C β with β > 1− α
2
. However, when we consider the
existence and uniqueness of weak solutions to (6.3) or the well-posedness of corresponding
martingale problem, the regularity assumptions on the coefficients can be released. In
[76], the authors considered (6.3) driven by Brownian motion, they showed that if σ = I,
b ∈ H−
1
2
p with p > 2d one can still give a natural meaning of “
∫ t
0
b(Xs)ds”(see also
[77]). The drift term may not be a process with finite variation any more but an additive
functional of X with zero energy. In [5], they considered the similar SDEs driven by one
dimensional additive α-stable noise with singular drifts in Besov-Ho¨lder space. The above
works are motivated by Bass and Chen’s earlier works [9], [10].
In this chapter, we will study the martingale problem associated withL ακ,b := L
α
κ +b·∇.
When α 6 1, since we assume b ∈ C β with β > 0, there is no issue about the definition
of martingale or weak solution. However, when α > 1 and b ∈ C β with β 6 0, like
in [76], [5], we need to give an appropriate definition of solutions to (6.3)(see Definition
6.22). Combining Theorem 6.1 and some standard techniques in probability theory, we
can obtain the following result. We distribute the proof in Lemma 6.23 and Lemma 6.24.
Corollary 6.2. Suppose max{0, (1− α)} < ϑ < 1, κ(x, z) satisfies (H1)-(H3), and b ∈
C β, where β ∈ (1 − α, ϑ) if α ∈ (0, 1] and β ∈ (−(α−1
2
∧ ϑ), 0] if α ∈ (1, 2). Then,
for each x ∈ Rd, there is a unique probability measure Px with starting point x on the
Skorokhod space D, which solves the martingale problem associated with L ακ,b and satisfies
the Krylov’s type estimate(see Definition 6.20).
Our corollary above implies:
Proposition 6.3. Suppose Zt is a rotational symmetric α-stable process, σ satisfies
Λ−1|z| 6 |σ(x)z| 6 Λ|z|, Λ > 0, z ∈ Rd. (6.5)
then
(i) If α ∈ (0, 1], β ∈ (1− α, 1). σ, b ∈ C β, there is a unique weak solution to (6.3).
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(ii) If α ∈ (1, 2), β ∈ (1−α
2
, 0], ε > 0. σ ∈ C −β+ε, b ∈ C β, there is a unique weak
solution to (6.3).
Another interesting problem we attempt to study in this chapter is the regularity es-
timates for the one dimensional distribution of the solutions to martingale problem as-
sociated with L ακ,b. Debussche and Fournier in [15] proved that the law of the solution
to (6.3) has a density in some Besov space, under some non-degeneracy condition on the
driving Le´vy process and some Ho¨lder-continuity assumptions on the coefficients. We
following the arguments in [15], but instead of using the crucial Lemma 2.1 therein, we
use the Littlewood-Paley description of Besov spaces to simplify the proof and get a bit
more general result(see Lemma 6.30).
Theorem 6.4. Under the same conditions in Corollary 6.2 for each x ∈ Rd, suppose Px
is the unique solution in Corollary 6.2. Then, for each t > 0 the distribution of canonical
process ωt under Px has a density in Besov space Bγq,∞ with γ and q satisfying
0 < γ < α(α + β − 1), 1 6 q < d
d+ γ − α(α + β − 1)
if α ∈ (0, 1] and
0 < γ < (α + β − 1) ∧ ϑ
α
, 1 6 q < d
d+ γ − (α + β − 1) ∧ ϑ
α
if α ∈ (1, 2).
Let P(Rd) be the collection of all probability measures on Rd. Combining Corollary
6.2 and Theorem 6.4, we obtain the following interesting corollary:
Corollary 6.5. Under the same conditions in Corollary 6.2 for any x ∈ Rd, the following
nonlocal Fokker-Planck equation:
〈%t, φ〉 = φ(x) +
∫ t
0
〈%s,L ακ,bφ〉ds, ∀φ ∈ C∞c (6.6)
has a unique solution {%t} ⊆ P(Rd). Moreover, for each t > 0, %t ∈ Bγq,∞ with γ
and q satisfying 0 < γ < α(α + β − 1), 1 6 q < d
d+γ−α(α+β−1) if α ∈ (0, 1] and
0 < γ < (α + β − 1) ∧ ϑ
α
, 1 6 q < d
d+γ−(α+β−1)∧ ϑ
α
if α ∈ (1, 2).
Remark 6.6. The above result can also be seen as a probabilistic approach to the theory
of regularity of solutions to non-local partial differential equations. We give a probabilistic
proof for the well-posedness as well as regularity estimates for linear Fokker-Plank equation
with singular coefficients and initial data.
This chapter is organized as follows: In Section 6.2, we recall some basic knowledge from
Littlewood-Paley theory for later use. We establish apriori estimates for (6.1) in Ho¨lder-
Besov spaces in Section 6.3. In Section 6.4, we prove the well-posedness of martingale
problem associated with L ακ,b. In Section 6.5, we show the one dimensional distribution
of the martingale solution has a density in some Besov space. For the completeness of the
paper we add the equivalence between martingale solution and weak solution in Appendix.
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6.2 Preparations
In this section, we recall some basic concepts and properties of Littlewood-Paley decom-
position that will be used later.
Let S (Rd) be the Schwartz space of all rapidly decreasing functions, and S ′(Rd) the
dual space of S (Rd). Given f ∈ S (Rd), let Ff = fˆ be the Fourier transform of f
defined by
fˆ(ξ) := (2pi)−d/2
∫
Rd
e−iξ·xf(x)dx.
Let χ : Rd → [0, 1] be a smooth radial function with
χ(ξ) = 1, |ξ| 6 1, χ(ξ) = 0, |ξ| > 3/2.
Define
C := B3/2\B1/2 = {x ∈ Rd : 1/2 < |x| < 3/2}; ϕ(ξ) := χ(ξ)− χ(2ξ).
It is easy to see that ϕ > 0 and supp ϕ ⊂ C and
χ(2ξ) +
k∑
j=0
ϕ(2−jξ) = χ(2−kξ) k→∞→ 1. (6.7)
In particular, if |j − j′| > 2, then
suppϕ(2−j·) ∩ suppϕ(2−j′·) = ∅.
In this paper we shall fix such χ and ϕ and also introduce another nonnegative function
ϕ˜ ∈ C∞c (Rd) supported on B2\B1/4 and ϕ˜ = 1 on C for later use.
We introduce the definition of Besov space below.
Definition 6.7. The dyadic block operator ∆j is defined by
∆jf :=
{
F−1(χ(2·)Ff), j = −1,
F−1(ϕ(2−j·)Ff), j > 0.
For s ∈ R and p, q ∈ [1,∞], the Besov space Bsp,q is defined as the set of all f ∈ S ′(Rd)
with
‖f‖Bsp,q :=
(∑
j>−1
2jsq‖∆jf‖qp
)1/q
<∞;
If p = q =∞, we denote C s := Bs∞,∞.
Let
h := F−1ϕ, h˜ := F−1ϕ˜, h−1 := F−1χ(2·);
hj := F
−1ϕ(2−j·) = 2jdh(2j·), j > 0.
By definition it is easy to see that
∆jf(x) = (hj ∗ f)(x) =
∫
Rd
hj(x− y)f(y)dy, j > −1. (6.8)
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Definition 6.8. The low-frequency cut-off operator Sj is defined by
Sjf :=
∑
j′6j−1
∆j′f.
The paraproduct of f and g is defined by
Tfg :=
∑
j>−1
Sj−1f∆jg.
The remainder of f and g is defined by
R(f, g) =
∑
|k−j|61
∆kf∆jg.
The following two Lemmas can be found in [61].
Lemma 6.9. If s > 0, s /∈ N, then
C s := Bs∞,∞  Cs,
where Cs is the usual Ho¨lder space.
Lemma 6.10 (Bernstein’s inequalities). For any 1 6 p 6 q 6∞ and j > 0, we have
‖∇k∆jf‖q 6 Cp2(k+d(
1
p
− 1
q
))j‖∆jf‖p, k = 0, 1, · · · , (6.9)
and
‖(−∆)s/2∆jf‖q 6 Cp2(s+d(
1
p
− 1
q
))j‖∆jf‖p, s > 0. (6.10)
6.3 Schauder estimates for (6.1)
In this section, we establish the Schauder type estimate for (6.1) and its well-posedness
in Besov-Ho¨lder space.
6.3.1 The case κ(x, z) = κ(z)
The following assumptions will be needed in this subsection.
Assumption 6. There are constants r0, δ0,Λ,Λ2 > 0 such that
|{z : κ(z) > Λ} ∩Br| > δ0rd, r ∈ (0, r0]; (H4)
κ(z) 6 Λ2, z ∈ Rd; 1α=1
∫
{r<|z|<R}
z · κ(z)dz = 0, 0 < r < R <∞. (H5)
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Recalling that C := {x ∈ Rd : 1/2 < |x| < 3/2}. Define
B =
{
u ∈ S (Rd) : supp uˆ ∈ C
}
, J(u) =
{
x ∈ Rd : |u(x)| = ‖u‖∞
}
.
We have the following important frequency localized maximum principle.
Lemma 6.11. There exists a number c = c(d, α, r0, δ0) > 0 such that for any κ satisfying
(H4), the following maximal inequality holds:
inf
u∈B
inf
x∈J(u)
{
sgn(u(x)) · (−L ακ u(x))
}
> c · Λ‖u‖∞. (6.11)
The following simple lemma is needed in the proof of Lemma 6.11.
Lemma 6.12. Suppose f is a real analytic function on Rd, if f vanishes on a measurable
subset of Rd whose Lebesgue measure is positive, then f ≡ 0 on Rd.
Proof. We prove the lemma by induction. Let mk be the Lebesgue measure on Rk.
• If d = 1, then f is analytic with f |E ≡ 0 and m1(E) > 0, which implies zero points
of f must have an accumulation point on the line, by identity theorem, f ≡ 0.
• Assume the claim holds for d − 1. If md(E) > 0, then by Fubini theorem, there is
a set E1 ⊂ R with m1(E1) > 0, such that for any x1 ∈ E1,
md−1(E ∩ {x1} × Rd−1) > 0.
By induction hypothesis, for each x1 ∈ E1, function z 7→ f(x1, z) vanishes identi-
cally. Since m1(E1) > 0, we can find x
n
1 ∈ E1, xn1 → a. Now for each z ∈ Rd−1,
function x1 7→ f(x1, z) is real analytic, its zero points has an accumulation point a.
By the conclusion for 1 dimensional case, we get f(x1, z) ≡ 0.
Proof of Lemma 6.11. Without loss of generality, we can assume Λ = 1. Define
A (r0, δ0) := {κ : κ satisfies (H4) with Λ = 1} ,
c := inf
κ∈A (r0,δ0)
inf
u∈B
inf
x∈J(u)
{
sgn(u(x)) · (−L ακ u(x))
}
/‖u‖∞.
We emphasize that the constant c only depends on d, α, r0, δ0. By the definition of c, there
exists a sequence of smooth functions wn ∈ S (Rd) satisfying supp wˆn ⊂ C, xn ∈ J(wn)
and κn(z) ∈ A (r0, δ0) such that
wn(xn) = max
x∈Rd
|wn| = 1, lim
n→∞
[−L ακnwn(xn)] = c.
Let un(x) := wn(xn + x), it’s easy to see that un ∈ B and
un(0) = max
x∈Rd
|un|(x) = 1, lim
n→∞
[−L ακnun(0)] = c. (6.12)
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Notice that
un(x) =
∫
Rd
h˜(x− y)un(y)dy,
where h˜ is defined in section 2. For any k ∈ N,
‖∇kun‖∞ = ‖∇kh˜ ∗ un‖∞ 6 ‖∇kh˜‖1‖un‖∞ 6 Ck.
By Ascoli-Azela’s lemma and diagonal argument, there is a subsequence of {un}(still
denoted by un for simple) and u ∈ C∞b such that ∇kun converges to ∇ku uniformly on
any compact set. Let χR(·) = χ(·/R), where χ is the same function in section 2. For any
φ ∈ S (Rd), ∣∣∣∣∫ φ(un − u)∣∣∣∣ 6∫ |φχR · (un − u)|+ ∫ |φ(1− χR)(un − u)|
6‖φ‖L1‖un − u‖L∞(B3R/2) + 2 sup|x|>R |φ(x)|.
Let n→∞ and then R→∞, we get
〈φ, un〉 → 〈φ, u〉, ∀φ ∈ S (Rd).
i.e. un → u in S ′(Rd) and consequently, uˆn → uˆ in S ′(Rd). For any φ ∈ S (Rd)
supported on Rd\C, we have
〈φ, uˆ〉 = lim
n→∞
〈φ, uˆn〉 = 0,
which means u is also supported on C. Thus the complex-valued function
U : z 7→ (2pi)−d〈ei〈z,ξ〉, uˆ〉
is a holomorphic function on Cd and u = U |Rd . This implies u is a real analytic function.
Now assume c = 0, for any λ ∈ (0, 1), by (6.12) and the fact that ∇un(0) = 0, we have
−L ακnun(0) =
∫
Br0
(un(0)− un(z)) κn(z)|z|d+αdz
>
∫
Br0∩{un6λ}∩{κn>1}
(1− un(z)) dz|r0|d+α
>(1− λ)r−d−α0 |Br0 ∩ {un 6 λ} ∩ {κn > 1}|.
This yields
lim sup
n→∞
|Br0 ∩ {un 6 λ} ∩ {κn > 1}| 6 (1− λ)−1rd+α0 lim
n→∞
[−L ακnun(0)] = 0.
Combining the above estimate and our assumption (H4), we get
lim inf
n→∞
|Br0 ∩ {un > λ} ∩ {κn > 1}|
= lim inf
n→∞
|Br0 ∩ {κn > 1}| − lim sup
n→∞
|Br0 ∩ {un 6 λ} ∩ {κn > 1}| > δ0rd0.
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One the other hand, un → u uniformly in Br0 implies
|Br0 ∩ {u > λ}| = lim
n→∞
|Br0 ∩ {un > λ}|
> lim inf
n→∞
|Br0 ∩ {un > λ} ∩ {κn > 1}| > δ0rd0.
Notice that u 6 1, let λ ↑ 1 in the first term above, we obtain |{x ∈ Br0 : u(x) =
1}| > δ0rd0 > 0. Using Lemma 6.12, we obtain u ≡ 1 on Rd i.e. uˆ = δ0, the Dirac
measure. However, as we see before, uˆ must be supported on C, this contradiction implies
c = c(d, α, r0, δ0) > 0.
Corollary 6.13. Let R > 1. Suppose κ satisfies (H4) and supp uˆ ⊂ RC := {x : x/R ∈
C}, then there is a positive constant c = c(d, α, r0, δ0) such that
inf
x∈J(u)
{
sgn(u(x)) · (−L ακ u(x))
}
> cΛRα‖u‖∞, (6.13)
where J(u) = {x : |u(x)| = ‖u‖∞}.
Proof. Suppose x0 ∈ J(u), define ux0R (x) := u(x0 + x/R), κR(z) := Rακ(z/R). By our
assumption on u, one can see that supp ûx0R ⊂ C and κR satisfies (H4) with constant Λ
replaced by ΛRα. Notice that
L ακRu
x0
R (0) =
∫
Rd
(u(x0 + z/R)− u(x0)) κ(z/R)|z/R|d+αd(z/R)
=
∫
Rd
(u(x0 + z)− u(x0)) κ(z)|z|d+αdz = L
α
κ u(x0),
by Lemma 6.11, we obtain that
−sgn(u(x0)) ·L ακ u(x0) =− sgn(ux0R (0)) ·L ακRux0R (0)
>cΛRα‖ux0R ‖∞ = cΛRα‖u‖∞.
So we complete our proof.
We need the following simple commutator estimate.
Lemma 6.14. For any j > −1, β ∈ (0, 1),
‖[∆j, b · ∇]u‖∞ 6 C2−βj‖b‖C β‖∇u‖L∞ , (6.14)
where C = C(d, β).
Proof. By (6.8), we have
[∆j, b · ∇]u(x) =
∫
Rd
hj(y)(b(x− y)− b(x)) · ∇u(x− y)dy,
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hence for any β ∈ (0, 1),
‖[∆j, b · ∇]u‖∞ 6
∫
Rd
hj(y)‖b(· − y)− b(·)‖∞‖∇u‖L∞dy
6 C‖b‖C β‖∇u‖L∞
∫
Rd
|hj(y)| |y|βdy
= C‖b‖C β‖∇u‖L∞2−βj
∫
Rd
|2h(2y)− h(y)| |y|βdy
6 C2−βj‖b‖C β‖∇u‖L∞ .
(6.15)
Theorem 6.15. Suppose κ satisfies (H4), if α ∈ (0, 1] and b ∈ C β with β ∈ (1 − α, 1);
or α ∈ (1, 2) and b ∈ C β with β ∈ (−α−1
2
, 1). Then there a constant λ0 such that for any
λ > λ0 and f ∈ C β (6.1) has a unique solution in C α+β. Moreover, we have the following
apriori estimate
(λ− λ0)‖u‖C β + ‖u‖Cα+β 6 C‖f‖C β , (6.16)
here C = C(d, α, β, r0, δ0,Λ, ‖b‖C β) > 0, λ0 = λ0(d, α, β, r0, δ0,Λ, ‖b‖C β) > 0.
Proof. For α ∈ (0, 1], we frist assume u ∈ S (Rd). Notice that ∆jL ακ = L ακ ∆j, we have
λ∆ju−L ακ ∆ju− b · ∇∆ju = ∆jf + [∆j, b · ∇]u.
For j = −1, then
λ∆−1u−L ακ ∆−1u− b · ∇∆−1u = ∆−1f + [∆−1, b · ∇]u.
Suppose ∆−1u(x−1) = ‖∆−1u‖∞, noticing L ακ ∆−1u(x−1) 6 0 and ∇u(x−1) = 0, we get
λ‖∆−1u‖∞ 6λ∆−1u(x−1)−L ακ ∆−1u(x−1)
6‖∆−1f‖∞ + ‖[∆−1, b · ∇]u‖∞
6‖∆−1f‖∞ + C‖b‖C β‖u‖B1∞,1 .
For j > 0, assume sgn(∆ju(xj)) ·∆ju(xj) = ‖∆ju‖∞, by Lemma 6.11
(λ+ c2αj))‖∆ju‖∞ =sgn(∆ju(xj)) · [λ∆ju(xj) + c2αj∆ju(xj)]
6‖λ∆ju−L ακ ∆ju− b · ∇∆ju‖∞
6‖∆jf‖∞ + ‖[∆j, b · ∇]u‖∞
6‖∆jf‖∞ + C2−βj‖b‖C β‖u‖B1∞,1 .
Combining the above inequalities and using interpolation,(
λ2βj + c2(α+β)j
)‖∆ju‖∞ 6 2βj‖∆jf‖∞ + ‖b‖C β(ε‖u‖Cα+β + Cε‖u‖C β),
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hence,
(λ− Cε)‖u‖C β + (c− εC‖b‖C β)‖u‖Cα+β 6 ‖f‖C β .
Choosing ε0 sufficiently small, such that (c−ε0‖b‖C β) > c2 , letting λ0 = Cε0 , we get (6.16)
for u ∈ S (Rd). Now if u ∈ C α+β, let un := ndη(n·) ∗
(
χ( ·
n
)u
) ∈ S (Rd), where χ is the
same function in section 2 and η ∈ C∞c (B1),
∫
η = 1. fn := λun −L ακ un − b · ∇un. So
(λ− λ0)‖un‖C β + ‖un‖Cα+β 6 C‖fn‖C β ,
by this, we obtain
(λ− λ0)‖u‖C β + ‖u‖Cα+β 6 lim sup
n→∞
[
(λ− λ0)‖un‖C β + ‖un‖Cα+β
]
6C lim sup
n→∞
‖fn‖C β 6 C‖f‖C β .
For α ∈ (1, 2), we only prove the case β 6 0 here. By choosing γ ∈ (−β, α−1
2
), and
Bony’s decomposition, we have
‖∆j(b · ∇u)‖∞
= ‖∆j(Tb∇u) + ∆j(T∇ub) + ∆j(R(b,∇u))‖∞
6
∑
k6l−2;
|j−l|63
‖∆kb‖∞‖∆l∇u‖∞ +
∑
l6k−2;
|j−k|63
‖∆kb‖∞‖∆l∇u‖∞ +
∑
|k−l|61;
k,l>j−2
‖∆kb‖∞‖∆l∇u‖∞
6Cγ‖∇u‖C γ‖b‖C β
(
j2−βj · 2−γj + 2−βj + 2−(β+γ)j)
6Cγ‖u‖C 1+γ‖b‖C β2−βj.
Notice that,
λ∆ju−L ακ ∆ju = −∆j(b · ∇u) + ∆jf.
Like before, we have
(λ+ c2αj))‖∆ju‖∞ =sgn(∆ju(xj)) · [λ∆ju(xj) + c2αj∆ju(xj)]
6‖λ∆ju−L ακ ∆ju‖∞
6‖∆jf‖∞ + ‖∆j(b · ∇u)‖∞
6C2−βj(‖f‖C β + ‖b‖C β‖u‖C 1+γ ).
Noticing that 1 + γ < α + β, by interpolation, we get (6.16).
The next lemma will be used later.
Lemma 6.16. Suppose κ(z) satisfies (H5), then there is a constant C = C(α, d) > 0
such that for all β ∈ R and u ∈ C α+β,
‖L ακ u‖C β 6 CΛ2‖f‖Cα+β .
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Proof. Recall that ϕ˜ is a smooth function supported in B2\B1/4 with ϕ˜ = 1 on B3/2\B1/2
and h˜ := F−1(ϕ˜). Since h˜ ∈ S , it is easy to see that for some c = c(α, d) > 0,
‖L ακ h˜‖1 6 CΛ2 <∞.
Let h˜j := F−1(ϕ˜(2−j·)) for j = 0, 1, 2, · · · . By scaling, we have
‖L ακ h˜j‖1 6 CΛ22αj, j = 0, 1, 2, · · · .
Since ∆̂jf = ϕ(2
−j·)fˆ = ϕ˜(2−j·)ϕ(2−j·)fˆ , we have ∆jf = h˜j ∗∆jf and
‖∆jL ακ f‖∞ = ‖L ακ (h˜j ∗ (∆jf))‖∞ 6 ‖L ακ h˜j‖1‖∆jf‖∞ 6 CΛ22αj‖∆jf‖∞.
Similarly, one can show
‖∆−1L ακ f‖∞ 6 CΛ2‖∆−1f‖∞.
Hence,
‖L ακ f‖C β = sup
j>−1
2βj‖∆jL ακ f‖∞ 6 CΛ2 sup
j>−1
2βj2αj‖∆jf‖∞ = CΛ2‖f‖Cα+β .
The proof is complete.
6.3.2 The general case
Denote
δzf(x) := f(x+ z)− f(x), δαz f(x) :=f(x+ z)− f(x)− z(α) · ∇f(x).
We need the following lemma.
Lemma 6.17. Suppose α ∈ (0, 2) and κ(x, z) satisfies (H2) and (H3), then
1. for any β ∈ (0, ϑ], we have
‖L ακ u‖C β 6 CΛ2‖u‖Cα+β + CθΛ3‖u‖Cα+θ , (6.17)
where θ ∈ (0, β).
2. for any β ∈ (−(α ∧ ϑ), 0], we have
‖L ακ u‖C β 6 C(Λ2 + Λ3)‖u‖Cα+β . (6.18)
Proof. (1). Suppose α ∈ (0, 1] and β ∈ (0, ϑ]. For any x0 ∈ Rd, define
L α0 u(x) =
∫
Rd
δαz u(x)
κ(x0, z)
|z|d+α dz.
Notice that |L ακ u(x0)| = |L α0 u(x0)|, by Lemma 6.16, we get
‖L α0 u‖L∞ 6 CΛ2‖u‖Cα+β .
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For any x ∈ B1(x0) and θ ∈ (0, β), by definition
|L ακ u(x)−L α0 u(x)| 6
∣∣∣∣∫
Rd
δαz u(x)
(κ(x, z)− κ(x0, z))
|z|d+α dz
∣∣∣∣
6Λ3|x− x0|β
∫
Rd
|δαz u(x)|
dz
|z|d+α
6CθΛ3|x− x0|β‖u‖Cα+θ .
Since
|L ακ u(x)−L ακ u(x0)| 6 |L ακ u(x)−L α0 u(x)|+ |L α0 u(x)−L α0 u(x0)|,
by the Lemma 6.16, if β ∈ (0, ϑ],
|L α0 u(x)−L ακ u(x0)| 6 |L α0 u(x)−L α0 u(x0)| 6 CΛ2‖u‖Cα+β |x− x0|β.
Combining the above inequalities, we get (6.17).
(2). We only prove the case α ∈ (1, 2) and β ∈ (−ϑ, 0], which is harder and the only
case that will be used below. Denote κz(y) := κ(y, z), by definite we have
∆jL
α
κ u(x) =
∫
Rd
hj(x− y) dy
∫
Rd
δαz u(y)
κ(y, z)
|z|d+α dz
=
∫
Rd
(∫
Rd
[
δαz u(y)κz(y)
]
hj(x− y) dy
)
dz
|z|d+α .
(6.19)
Denote
Ij(x, z) =
∫
Rd
[
δαz u(y)κz(y)
]
hj(x− y) dy,
We drop the index x below for simple. By Bony’s decomposition,
|Ij(z)| =
∣∣∣∣∣∆j ∑
k,l>−1
[
(δαz ∆ku) ·∆lκz
]∣∣∣∣∣
=
∣∣∣∣∣∣∆j
∑
k6l−2
δαz ∆ku ·∆lκz +
∑
l6k−2
δαz ∆ku ·∆lκz +
∑
|k−l|61
δαz ∆ku ·∆lκz
∣∣∣∣∣∣
6
∑
k6l−2;
|l−j|63
∣∣δαz ∆ku ·∆lκz∣∣+ ∑
l6k−2;
|k−j|63
∣∣δαz ∆ku ·∆lκz∣∣+ ∑
k,l>j−2;
|k−l|61
∣∣δαz ∆ku ·∆lκz∣∣
=: I
(1)
j (z) + I
(2)
j (z) + I
(3)
j (z).
Roughly speaking, the first inequality above holds because the Fourier transforms of∑
k:k6l−2 ∆kf∆lg and 1|k−l|61∆kf∆lg are supported around 2
lC and 2lB1 respectively.
Noticing that by Bernstein’s inequality
|δαz ∆ku(y)| =
∣∣∣∣∫ 1
0
z · [∇∆ku(y + tz)−∇∆ku(y)]dt∣∣∣∣
62|z|‖∇∆ku‖∞ 6 C‖u‖C γ |z|2(1−γ)k,
(6.20)
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and
|δαz ∆ku(y)| 6 |z|2‖∇2∆ku‖∞ 6 C‖u‖C γ |z|22(2−γ)k, (6.21)
where γ := α + β. Next we estimate each I
(i)
j (z), we only need to care about the case
when j is large, say j > 10.
• If |z| < 2−j: for I(1)j (z), by (6.21) and noticing that 2− γ > 0, we have
I
(1)
j (z) =
∑
k6l−2;
|l−j|63
∣∣δαz ∆ku ·∆lκz∣∣
6C‖u‖C γ‖κz‖C ϑ
∑
k.j
|z|22(2−γ)k2−ϑj
6C‖u‖C γ‖κz‖Cϑ |z|22(2−γ−ϑ)j.
(6.22)
Similarly, for I
(2)
j (z), by (6.21) and noticing that ϑ > 0, we have
I
(2)
j (z) 6C‖u‖C γ‖κz‖C ϑ
∑
l.j
|z|22(2−γ)j2−ϑl
6C‖u‖C γ‖κz‖C ϑ |z|22(2−γ)j.
(6.23)
For I
(3)
j (z), we choose ε0 ∈ (0, (β+ϑ)∧ (2−α)), by (6.20), (6.21) and noticing that
1− γ − ϑ < 0 and 2− α− ε0 > 0 ∨ (2− γ − ϑ), we have
I
(3)
j (z) 6
∑
|k−l|61;
k,l>− log2 |z|−2
∣∣δαz ∆ku ·∆lκz∣∣+ ∑
|k−l|61;
j−36k,l6− log2 |z|
∣∣δαz ∆ku ·∆lκz∣∣
6C‖κz‖Cϑ‖u‖C γ
( ∑
k>− log2 |z|
|z|2(1−γ)k2−ϑk +
∑
j−26k6− log2 |z|
|z|22(2−γ)k2−ϑk
)
6C‖u‖C γ‖κz‖C ϑ
|z|γ+ϑ + |z|2 ∑
k6− log2 |z|
2(2−α−ε0)k

6C‖u‖C γ‖κz‖C ϑ|z|α+ε0 .
(6.24)
• |z| > 2−j: for I(1)j (z), notice that γ < 2 and 1− γ − ϑ < 0, we have
I
(1)
j (z) 6 C‖u‖C γ‖κz‖C ϑ
( ∑
−(1∧log2 |z|)6k6j
|z|2(1−γ)k2−ϑj
+
∑
−16k<−(1∧log2 |z|)
|z|22(2−γ)k2−ϑj
)
6C‖u‖C γ‖κz‖C ϑ
(
1γ>1|z|γ2−ϑj
+ 1γ=1|z|j2−ϑj + 1γ<1|z|2(1−γ−ϑ)j + |z|γ2−ϑj
)
6C‖u‖C γ‖κz‖Cϑ(|z|γ + 1γ<1|z|2(1−γ−ϑ)j). (6.25)
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For I
(2)
j (z), by (6.20) noticing that ϑ > 0, we have
I
(2)
j (z) 6
∑
l6k−2;
|k−j|63
∣∣(δαz ∆ku ·∆lκz)∣∣
6C‖u‖C γ‖κz‖C ϑ
∑
l.j
|z|2(1−γ)j2−ϑl
6C‖u‖C γ‖κz‖C ϑ|z|2(1−γ)j.
(6.26)
For I
(3)
j (z), by (6.21), and notice that 1− γ − ϑ < 0, we have
I
(3)
j (z) 6C‖u‖C γ‖κz‖C ϑ
∑
k,l>j−2;
|k−l|62
|z|2(1−γ)k2−ϑl
6C‖u‖C γ‖κz‖C ϑ |z|2(1−γ−ϑ)j.
(6.27)
Combining (6.22)-(6.27) and recalling that γ = α + β, we obtain that for each x ∈ Rd,
|∆jL ακ u(x)| =
∣∣∣∣∫
Rd
Ij(x, z)
dz
|z|d+α
∣∣∣∣
6C‖u‖C γ sup
z∈Rd
‖κz‖C ϑ
(
2(2−γ)j
∫
|z|<2−j
|z|2−d−αdz +
∫
|z|<2−j
|z|ε0−ddz
+
∫
|z|>2−j
|z|γ−d−αdz + 2(1−γ)j
∫
|z|>2−j
|z|1−d−αdz
)
=C‖u‖C γ sup
z∈Rd
‖κz‖Cϑ
(
2−βj + 1 + 2−βj
)
6C‖u‖C γ sup
z∈Rd
‖κz‖Cϑ2−βj.
(6.28)
i.e.
‖L ακ u‖C β = sup
j>−1
2−βj‖∆jL ακ u‖∞ 6 C‖u‖Cα+β sup
z∈Rd
‖κz‖C ϑ .
So we complete our proof.
Before we proving our main results, let us give a brief discussion about our assumptions
on κ(x, z): letΛ = Λ1/(2cd), where cd is the volume of unity ball in Rd. By our assumptions
(H1) and (H2), we can see that for any r ∈ (0, r0], x ∈ Rd,
|Br ∩ {κ(x, ·) > Λ}| > Λ−12
∫
Br∩{κ(x,·)>Λ}
κ(x, z)dz
=Λ−12
∫
Br
κ(x, z)dz − Λ−12
∫
Br∩{κ(x,·)<Λ}
κ(x, z)dz
>Λ−12 (Λ1rd − Λ|Br|) >
Λ1
2Λ2
rd.
Thus, for each x ∈ Rd, κ(x, ·) satisfies (H4) with Λ = Λ1/(2cd) and δ0 = Λ1/(2Λ2).
Now we give the proof for Theorem 6.1.
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Proof of Theorem 6.1. (1) Define
L α0 u(x) =
∫
Rd
δαz f(x)
κ(x0, z)
|z|d+α dz.
Choose η be a smooth function with compact support in B1 and η(x) = 1, if x ∈ B 1
2
.
Fixed x0 ∈ Rd, define
ηx0ε (x) := η
(x− x0
ε
)
; κx0ε (x, z) := [κ(x, z)− κ(x0, z)]ηε(x).
We omit the supscript x0 below for simple. Define v = uηε, then we have
λv −L α0 v − b · ∇v
=[ηεf − ub · ∇ηε + uL ακ ηε] + ηε(L ακ u−L α0 u) + [ηεL α0 u−L α0 (ηεu)− uL ακ ηε].
(6.29)
Obviously,
‖ηεf − ub · ∇ηε + uL ακ ηε‖C β 6 Cε(‖f‖C β + ‖u‖C β). (6.30)
Denote
w˜ε(x) := ηε(x)(L
α
κ u(x)−L α0 u(x)) =
∫
Rd
δαz u
κε(x, z)
|z|d+α dz.
By (6.17), for any θ ∈ (0, β)
‖w˜ε‖C β 6C sup
z
‖κε(·, z)‖L∞‖u‖Cα+β + Cθ sup
z
[κε(·, z)]ϑ‖u‖Cα+θ
6Cεβ‖u‖Cα+β + Cθ,ε‖u‖Cα+θ .
(6.31)
Denote
wε(x) := [ηεL
α
0 u−L α0 (ηεu)− uL α0 ηε](x)
and δzf(x) = (f(x+ z)− f(x)), by definition, we have
wε(x) =
∫
Rd
δzηε(x) δzu(x)
κ(x0, z)
|z|d+α dz, (6.32)
and
wε(x)− wε(y) =
∫
Rd
δzηε(x)
[
δzu(x)− δzu(y)
]κ(x0, z)
|z|d+α dz
+
∫
Rd
[
δzηε(x)− δzηε(y)
]
δzu(y)
κ(x0, z)
|z|d+α dz.
(6.33)
In order to estimate the C β norm of wε, for different cases we have to deal it separately.
(i)For α ∈ (0, 1), by (6.32),∣∣wε(x)| 6∫
|z|61
‖∇ηε‖L∞‖u‖L∞|z|κ(x0, z)|z|d+α dz + 2
∫
|z|>1
‖ηε‖L∞‖u‖L∞ κ(x0, z)|z|d+α dz
6Cε‖u‖L∞ .
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And by (6.33),∣∣wε(x)− wε(y)∣∣
6C|x− y|β
(
‖u‖Cβ‖∇ηε‖L∞
∫
|z|61
dz
|z|d+α−1 + ‖u‖Cβ‖ηε‖L∞
∫
|z|>1
dz
|z|d+α
)
+ C|x− y|β
(
‖ηε‖C 1+β‖u‖L∞
∫
|z|61
dz
|z|d+α−1 + ‖ηε‖Cβ‖u‖L∞
∫
|z|>1
dz
|z|d+α
)
6Cε|x− y|β‖u‖C β .
Hence, we have
‖wε‖C β 6 Cε‖u‖C β . (6.34)
Let λ′0 be the constant λ0 in Theorem 6.15, by (6.29), (6.30), (6.31), (6.34), Theorem
6.15, interpolation theorem and the discussion before this proof, we have
‖u‖Cα+β(Bε/2(x0)) + (λ− λ′0)‖uηx0ε ‖C β
6C‖v‖Cα+β + (λ− λ′0)‖v‖C β
6Cεβ‖u‖Cα+β + Cθ,ε‖u‖Cα+θ + C‖f‖C β
6Cεβ‖u‖Cα+β + Cθ,ε‖u‖C β + C‖f‖C β
6Cεβ sup
x0∈Rd
‖u‖Cα+β(Bε/2(x0)) + Cθ,ε‖u‖C β + C‖f‖C β .
We can fixed ε0 sufficiently small, such that Cε
β
0 6 1/2, so we have
sup
x0∈Rd
(
‖u‖Cα+β(Bε0/2(x0)) + (λ− λ
′
0)‖uηx0ε ‖C β
)
6 Cε0(‖f‖C β + ‖u‖C β).
This yields
‖u‖Cα+β 6 Cε0 sup
x0∈Rd
‖u‖Cα+β(Bε0/2(x0)) 6 Cε0 (‖u‖C β + ‖f‖C β) ,
and
Cε0(‖f‖C β + ‖u‖C β) > (λ− λ′0) sup
x0∈Rd
‖uηx0ε0 ‖C β > cε0(λ− λ′0)‖u‖C β ,
where cε0 is a constant larger than 0. Thus,
‖u‖Cα+β + (λ− λ′0)‖u‖C β 6 C0(‖f‖C β + ‖u‖C β).
Letting λ0 = λ
′
0 + Cε0 , we obtain (6.2).
(ii)For α = 1, by (6.32) and (6.33), we have
‖wε‖L∞ 6 Cε‖u‖C1 ,
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and
|wε(x)− wε(y)|
6
∣∣∣∣∫|z|6δ δzηε(x)
[
δzu(x)− δzu(y)
]κ(x0, z)
|z|d+α dz
∣∣∣∣+ ∣∣∣∣∫|z|>δ δzηε(x)
[
δzu(x)− δzu(y)
]κ(x0, z)
|z|d+α dz
∣∣∣∣
+
∣∣∣∣∫|z|6δ δzu(y)
[
δzηε(x)− δzηε(y)
]κ(x0, z)
|z|d+α dz
∣∣∣∣+ ∣∣∣∣∫|z|>δ δzu(y)
[
δzηε(x)− δzηε(y)
]κ(x0, z)
|z|d+α dz
∣∣∣∣
6Cε−1|x− y|β‖u‖C 1+β
∫
|z|6δ
dz
|z|d+α−2 + C|x− y|
β‖u‖Cβ
∫
|z|>δ
dz
|z|d+α
+ Cε−1−β|x− y|β‖∇u‖L∞
∫
|z|6δ
dz
|z|d+α−2 dz + Cε
−β|x− y|β‖u‖L∞
∫
|z|>δ
dz
|z|d+α
6
(
Cε−2δ2−α‖u‖C 1+β + C(ε, δ)‖u‖C β
)
|x− y|β.
(6.35)
Hence,
‖wε‖C β 6 Cε−2δ2−α‖u‖C 1+β + C(ε, δ)‖u‖C β .
Choosing δ = ε
2+β
2−α , by Theorem 6.15, interpolation and above inequality, we get
‖u‖C 1+β(Bε/2(x0)) + (λ− λ′0)‖u‖C β(Bε/2(x0))
6Cεβ‖u‖Cα+β + Cθ,ε‖u‖C 1+θ + Cε−2δ2−α‖u‖C 1+β + C(ε, δ)‖u‖C β + C‖f‖C β
6Cεβ‖u‖C 1+β + Cε‖u‖C β + C‖f‖C β .
Like the above case, we get (6.2).
(2) For α ∈ (1, 2), we only give the proof for β 6 0 here. Like the previous cases, we
have (6.29). Moreover, notice that β ∈ (−(α−1
2
∧ ϑ), 0], it is easy to see that
‖ηεf − ub · ∇ηε + uL ακ ηε‖C β 6 Cε(‖f‖C β + ‖u‖Cϑ),
and
‖wε‖C β 6 C‖wε‖L∞ 6 C‖u‖C1 .
For w˜ε, fixing γ ∈ (−β, ϑ), then for any z ∈ Rd,
‖κε(·, z)‖C γ =‖[κ(·, z)− κ(x0, z)]ηε(·)‖C γ
6C(εϑ[ηε]γ + [κ(·, z)]Cγ(Bε(x0)))
6Cεϑ−γ.
Using Lemma 6.17 (2)(replace ϑ with γ) and above inequality, we obtain
‖w˜ε‖C β :=‖ηε(L ακ u−L α0 u)‖C β =
∥∥∥∥∫
Rd
δzu(·)κε(·, z)|z|d+α dz
∥∥∥∥
C β
6Cεϑ−γ‖u‖Cα+β .
Now by the similar argument as in the previous case, we get (6.2).
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6.4 Martingale solutions and weak solutions
Before going to the definition of martingale problem associated with L ακ,b, let us briefly
introduce the corresponding SDE.
Let (Ω,P,F) be a probability space and N(dr, dz, ds) be a Poisson random measure
on R+ × Rd × R+ with intensity measure is dr dz|z|d+α ds. Define
N (α)(dr, dz, ds) =

N(dr, dz, ds) α ∈ (0, 1)
N(dr, dz, ds)− dr1B1(z)dz|z|d+α ds α = 1
N(dr, dz, ds)− dr dz|z|d+αds α ∈ (1, 2)
(6.36)
Consider the following SDE driven by Poisson random measure N :
Xt = X0 +
∫ t
0
∫
Rd
∫ ∞
0
z1[0,κ(Xs−,z))(r)N
(α)(dr, dz, ds) +
∫ t
0
b(Xs)ds. (6.37)
As mentioned before, when b is just a distribution, the drift term “
∫ ·
0
b(Xs)ds” may
not be a process with finite variation any more but an additive functional of X with zero
energy, which means X may not be a semimartingale but a Dirichlet process. We give
the precious definitions of Dirichlet processes and process of zero energy first.
Definition 6.18. We say that a continuous adapted process (At)t∈[0,T ] is a process of zero
energy if A0 = 0 and
lim
δ→0
sup
|piT |<δ
E
( ∑
ti∈piT
|Ati+1 − Ati |2
)
= 0
where piT denotes a finite partition of [0, T ] and |piT | denotes the mesh size of the partition.
Definition 6.19. We say that an adapted process (Xt)t∈[0,T ] is a Dirichlet process if
Xt = Mt + At (6.38)
where M is a square-integrable martingale and A is an adapted process of zero energy.
Suppose κ(·, z), b is smooth and bounded, then the above equation has a unique solution.
By Itoˆ’s formula(see [2, Theorem 4.4.7]), for any f ∈ C2b , we have
f(Xt)− f(X0)
=
∫ t
0
∫
Rd
∫ ∞
0
[f(Xs− + z1[0,κ(Xs−,z))(r))− f(Xs−)]N˜(dr, dz, ds) +
∫ t
0
b · ∇f(Xs)ds
+
∫ t
0
∫
Rd
∫ ∞
0
[f(Xs− + z1[0,κ(Xs−,z))(r))− f(Xs−)− z1[0,κ(Xs−,z))(r)]dr
dz
|z|d+αds
=M ft +
∫ t
0
L ακ f(Xs)ds+
∫ t
0
b · ∇f(Xs)ds,
(6.39)
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where
M ft :=
∫ t
0
∫
Rd
∫ ∞
0
[f(Xs− + z1[0,κ(Xs−,z))(r))− f(Xs−)]N˜(dr, dz, ds).
Thus, (6.37) is the SDE associated with operator L ακ,b at least when the coefficients are
regular. However, when b ∈ C β with β 6 0, we must face up to the problem of how to
define the term “
∫ t
0
b(Xs)ds” in (6.37) and “
∫ t
0
b · ∇f(Xs)ds” in (6.39). Inspired by [76],
when considering the martingale problem associated with L ακ,b, if b ∈ C β with β 6 0, we
need restrict ourselves to some probability measures on D := D(R+;Rd) satisfying the
following Krylov’s type estimate:
Definition 6.20. (Krylov’s type estimate) We call a probability measure P ∈P(D) satisfy
Krylov’s estimate with indices µ if for any T > 0, there are positive constants CT and γ
such that for all f ∈ C∞, 0 6 t0 < t1 6 T ,
E
∣∣∣∣∫ t1
t0
f(ws)ds
∣∣∣∣2 6 CT |t1 − t0|1+γ‖f‖2C µ , (6.40)
where the expectation E is taken with respect to P. All the probability measure P with
property (6.40) is denoted by K µ(D).
We should point out that for arbitrary f ∈ C β, there is no good smooth approximation
sequence in space C β. However, the modifying approximation sequence fn := f ∗ ηn
converges to f in C µ, for any µ < β. So given f ∈ C β with β 6 0, in order to give a
natural definition of
∫ t
0
f(ωs)ds under some suitable probability measure P, we have to
restrict ourselves to P ∈ K µ(D) with µ < β.
Proposition 6.21. Let µ < β 6 0, P ∈ K µ(D), for any f ∈ C β, there is a continuous
Bt(D)-adapted process Aft with zero energy and such that for any T > 0,
lim
n→∞
E
(
sup
t∈[0,T ]
∣∣∣∣∫ t
0
fn(ws)ds− Aft
∣∣∣∣
)
= 0, (6.41)
where C∞b 3 fn C
µ−→ f . Moreover, the mapping C µ 3 f 7→ Af· ∈ L2(D,P;C([0, T ])) is a
bounded linear operator and for all 0 6 t0 < t1 6 T ,
E
∣∣∣Aft1 − Aft0∣∣∣2 6 CT (t1 − t0)1+γ‖f‖2C µ , (6.42)
where the constants CT and γ are the same as in (6.40).
Since the proof for this proposition is just the same with Proposition 3.2 in [76], we
omit the details here.
Now we are on the position to give the definition of martingale problem.
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Definition 6.22 (Martingale Problem). 1. If b ∈ Bb(Rd), we call a probability mea-
sure P ∈ P(D) a martingale solution associated with L ακ,b starting from x ∈ Rd if
for any f ∈ C∞b ,
M ft := f(ωt)− f(x)−
∫ t
0
L ακ,bf(ωs)ds (6.43)
is a continuous Bt(D)-martingale with M f0 = 0 under P. The set of the martingale
solutions with starting point x is denoted by Mκ,b(x).
2. If µ < β 6 0, b ∈ C β with β 6 0, we call a probability measure P ∈ K µ(D) a
martingale solution associated with L ακ,b starting from x ∈ Rd if for any f ∈ C∞b ,
M ft := f(wt)− f(x)−
∫ t
0
L ακ f(ws)ds− Ab·∇ft (6.44)
is a continuous Bt(D)-martingale with M f0 = 0 under P. The set of the martingale
solutions P ∈ K µ(D) and starting point x is denoted by M µκ,b(x).
By Theorem 6.1 (1), immediately, we have
Lemma 6.23. Suppose α ∈ (0, 1], κ(x, z) satisfies (H1)-(H3) with
max{0, (1− α)} < ϑ < 1, and b ∈ C β with β ∈ (0, ϑ), then for any x ∈ Rd, there is a
unique element in Mκ,b(x).
Proof. The Existence of martingale solution to (6.43) is trivial, since the coefficients are
globally Ho¨lder continuous. We only give the proof for uniqueness. Suppose Px ∈Mκ,b(x).
For any f ∈ C∞b and λ > λ0, where λ0 is the constant in Theorem 6.1, let u be the solution
to (6.1) and un := u ∗ ηn = ndu ∗ η(n·). By the definition of Px and Itoˆ’s formula, we have
e−λtun(ωt)− un(ω0) =
∫ t
0
e−λs[−λun(ωs) +L ακ,bun(ωs)]ds+
∫ t
0
e−λsdMuns ,
which implies
un(x) = Ex
(∫ ∞
0
e−λt[(λun −L ακ,bun)(ωt)]ds
)
= Ex
(∫ ∞
0
e−λtgn(ωt)dt
)
, (6.45)
where
gn = f ∗ ηn + [(L ακ u) ∗ ηn −L ακ (u ∗ ηn)] + [(b · ∇u) ∗ ηn − b · ∇(u ∗ ηn)]. (6.46)
Noticing that u ∈ C α+β with β > 0, we have
[(L ακ u) ∗ ηn −L ακ (u ∗ ηn)](x)
=
∫
Rd
ηn(x− y)dy
∫
Rd
δαz u(y)
(κ(y, z)− κ(x, z))
|z|d+α dz
6Λ3
∫
Rd
ηn(x− y)|x− y|ϑdy
∫
Rd
|δαz u(y)|
|z|d+α dz 6 Cn
−ϑ‖u‖Cα+β → 0 (n→∞).
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And also [(b · ∇u) ∗ ηn − b · ∇(u ∗ ηn)] → 0 uniformly in n. Hence, {gn} is uniformly
bounded and converges to f . Taking limit in both side of (6.45), we obtain
u(x) = Ex
(∫ ∞
0
e−λtf(ωt)dt
)
,
which implies the one dimensional distribution of Px is unique and thus the uniqueness
of Px follows(see [20] for details).
Next we consider the case when α ∈ (1, 2) and b is just a distribution.
Lemma 6.24. Suppose α ∈ (1, 2), κ(x, z) satisfies (H1)-(H3) and b ∈ C β with β ∈
(−(α−1
2
∧ϑ), 0]. Then for each x ∈ Rd, there is a unique probability measure Px ∈M µκ,b(x),
for some µ < β.
Proof. Uniqueness: The proof is similar with the one of Lemma 6.23. Suppose −ϑ <
µ < β, Px ∈ M µκ,b(x), thanks to the fact Px ∈ K µ(D), we only need to show gn → f in
C µ, where gn is defined in (6.46). Notice that L ακ u ∈ C β, u ∗ ηn C
α+µ−→ u and by Lemma
6.17 L ακ : C
α+µ → C µ is bounded, we get
‖(L ακ u) ∗ ηn −L ακ (u ∗ ηn)‖C µ
6‖(L ακ u) ∗ ηn −L ακ u‖C µ + ‖L ακ (u ∗ ηn)−L ακ u‖C µ → 0, (n→∞).
Similarly, we have
‖(b · ∇u) ∗ ηn − b · ∇(u ∗ ηn)‖C µ → 0, (n→∞).
Thus we get limn→∞ ‖gn − f‖C µ = ‖f ∗ ηn − f‖C µ = 0.
Existence: Let bn = b ∗ ηn, κn(·, z) = (κ(·, z) ∗ ηn)(·). Let Xnt be the unique solution
to the following SDE:
Xnt = x+
∫ t
0
∫
Rd
∫ ∞
0
z1[0,κn(Xns−,z))N˜(dr, dz, ds) +
∫ t
0
bn(X
n
s )ds,
where N and N˜ = Nα are defined at the beginning of this section. Then the probability
measure Pnx = P ◦ (Xnt )−1 on D is an element in Mκn,bn(x). For any f ∈ C∞b , let uλn be
the solution to
λuλn −L ακn,bnuλn = f.
By Itoˆ’s formula, for any stopping times τ1 6 τ2,
uλn(X
n
τ2
)− uλn(Xnτ1)
=
∫ τ2
τ1
∫
Rd
∫ κn(Xs−,z)
0
[uλn(X
n
s− + z)− uλn(Xns−)]N˜(dr, dz, ds)
+ λ
∫ τ2
τ1
uλn(X
n
s )ds−
∫ τ2
τ1
f(Xns )ds.
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Hence,
∫ τ2
τ1
f(Xns )ds =
∫ τ2
τ1
∫
Rd
∫ κn(Xns−,z)
0
[uλn(X
n
s− + z)− uλn(Xns−)]N˜(dr, dz, ds)
+ uλn(X
n
τ1
)− uλn(Xnτ2) + λ
∫ τ2
τ1
uλn(X
n
s )ds.
Denote
Mnt :=
∫ t
0
∫
Rd
∫ ∞
0
1{r<κn(Xns−,z)}[u
λ
n(X
n
s− + z)− uλn(Xns−)]N˜(dr, dz, ds).
By Burkholder-Davis-Gundy’s inequality, we get that for any δ > 0, m ∈ N+ and bounded
stopping time τ ,
E
∣∣∣∣∫ τ+δ
τ
f(Xns )ds
∣∣∣∣2
6Cm
{
E([Mn]τ+δ − [Mn]τ ) + ‖uλn‖2∞ + (λδ‖uλn‖∞)2
}
6Cm
{
E([Mn]τ+δ − [Mn]τ ) + [1 + (λδ)2]‖uλn‖2∞
}
.
(6.47)
On the other hand,
[Mn]τ+δ − [Mn]τ
=
∫ τ+δ
τ
∫
Rd
∫ ∞
0
1{r<κn(Xns−,z)}[u
λ
n(X
n
s− + z)− uλn(Xns−)]2N(dr, dz, ds)
6C
∫ τ+δ
τ
∫
Rd
∫ Λ2
0
(|z|2‖∇uλn‖2∞ ∧ ‖uλn‖2∞)N(dr, dz, ds)
=C
∫ τ+δ
τ
∫
Rd
∫ Λ2
0
gλn(z)N˜(dr, dz; ds) + C
∫ τ+δ
τ
∫
Rd
∫ Λ2
0
gλn(z)dr
dz
|z|d+αds,
(6.48)
where
gλn(z) := |z|2‖∇uλn‖2∞ ∧ ‖uλn‖2∞.
By Theorem 6.1 and interpolation, we have
‖uλn‖∞ . λ−θ‖f‖C µ , ‖∇uλn‖∞ . λ
1
α
−θ‖f‖C µ , ∀µ ∈ (−(α−12 ∧ ϑ), β], θ ∈ (0, 1 + µα).
(6.49)
This yields
|gλn(z)| . ‖f‖2C µ(|z|2λ−2θ+
2
α ∧ λ−2θ), ∀µ ∈ (−(α−1
2
∧ ϑ), β], θ ∈ (0, 1 + µ
α
). (6.50)
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For any δ 6 λ−10 , choosing λ = δ−1 and combining (6.47)-(6.50), we get
E
∣∣∣∣∫ τ+δ
τ
f(Xns )ds
∣∣∣∣2
6Cδ
∫
Rd
gλn(z)
dz
|z|d+α + C‖u
λ
n‖2∞
6C‖f‖2C µ
(
δλ−2θ+
2
α
∫
|z|<λ−1/α
|z|2−d−αdz + δλ−2θ
∫
|z|>λ−1/α
|z|−d−αdzC + λ−2θ
)
6C‖f‖2C µδλ1−2θ = C‖f‖2C µδ2θ,
(6.51)
here C is independent with n. Let Ant :=
∫ t
0
bn(X
n
s (x))ds and T be the collection of all
bounded stopping time. The above estimate and Burkholder-Davis-Gundy’s inequality
yield
sup
τ∈T
E|Xnτ+δ −Xnτ |
6 sup
τ∈T
E
(
|Anτ+δ − Anτ |+
∣∣∣∣∣
∫ τ+δ
τ
∫
Rd
∫ κn(Xns−,z)
0
zN˜(dr, dz, ds)
∣∣∣∣∣
)
6 sup
τ∈T
(
E
∣∣∣∣∫ τ+δ
τ
bn(X
n
s )ds
∣∣∣∣2
) 1
2
+ C sup
τ∈T
E
(∫ τ+δ
τ
∫
Rd
∫ Λ2
0
|z|2N(dr, dz, ds)
) 1
2
6C‖b‖C βδθ + C sup
τ∈T
E
[∫
|z|61
|z|2N δτ (dz)
] 1
2
+ C sup
τ∈T
E
[∫
|z|>1
|z|2N δτ (dz)
] 1
2
.
where
N δτ (dz) :=
∫ τ+δ
τ
∫ Λ2
0
N(dr, dz, ds),
it is not hard to see that N δτ is a Poisson random measure on Rd with intensity measure
δΛ2
dz
|z|d+α . Notice that for fixed ω ∈ Ω, N δτ is a counting measure, by the elementary
inequality: (
∑
k |ak|p)1/p 6 (
∑
k |ak|q)1/q, ∀ p > q > 0 and {ak} ⊂ R, we also have(∫
|z|>1
|z|2N δτ (dz)
) 1
2
6
∫
|z|>1
|z|N δτ (dz).
Thus, for small δ 6 λ−10 we have
sup
τ∈T
E|Xnτ+δ −Xnτ |
6C‖b‖C βδθ + C sup
τ∈T
[
E
∫
|z|61
|z|2N δτ (dz)
] 1
2
+ C sup
τ∈T
E
∫
|z|>1
|z|N δτ (dz)
6C(‖b‖C βδθ + δ
1
2 + δ) . δ 12 ,
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and consequently
lim
δ↓0
E sup
τ∈T
|Xnτ+δ −Xnτ | = 0.
By Aldous tightness criterion, we obtain that {Pnx := P ◦ (Xnt )−1}n∈N is tight. So, upon
taking a subsequence, still denote by n, we can assume that Pnx ⇒ Px. By (6.51), we also
have
Ex
∣∣∣∣∫ t1
t0
f(ωs)ds
∣∣∣∣2 = limn→∞Enx
∣∣∣∣∫ t1
t0
f(ωs)ds
∣∣∣∣2 6 C‖f‖2C µ|t1 − t0|2θ,
where µ ∈ (−(α−1
2
∧ ϑ), β] and θ ∈ (0, 1 + µ
α
), i.e. Px ∈ K µ(D). Hence, by Proposition
6.21, for any f ∈ C∞b , we can define
Ab·∇ft (ω) := lim
n→∞
∫ t
0
bn · ∇f(ωs)ds, Px − a.s..
Next we verify that Px ∈ M µκ,b(x) with µ ∈ (−(α−12 ∧ ϑ), β). Let B0t := σ({ωs : ω ∈
D, s 6 t}), Bt = ∩s>tB0s , B = σ(∪t∈R+Bt), DPx := {t > 0 : Px(ωt = ωt−) < 1}. For any
s, si, t ∈ DPx , 0 6 s1 6 s2 6 · · · 6 sk 6 s 6 t, f ∈ C∞b and h1, h2, · · · , hk ∈ Cb(Rd),
denote H := Πki=1hi(ωsi) ∈ Bs, then
|Ex[(M ft −M fs )Πki=1hi(ωsi)]
6
∣∣∣∣(Ex − Enx) [f(ωt)− f(ωs)− ∫ t
s
(L ακmf + bm · ∇f)(ωr)dr
]
H
∣∣∣∣
+
∣∣∣∣Ex [∫ t
s
(L ακm −L ακ )f(ωr)dr +
∫ t
s
bm · ∇f(ωr)dr − (Ab·∇ft − Ab·∇fs )
]
H
∣∣∣∣
+
∣∣∣∣Enx [f(ωt)− f(ωs)− ∫ t
s
(L ακnf + bn · ∇f)(ωr)dr
]
H
∣∣∣∣
+
∣∣∣∣Enx [∫ t
s
[(L ακn −L ακm)f + (bn − bm) · ∇f ](ωr)dr
]
H
∣∣∣∣ .
(6.52)
Notice that for any m, the first term on the right side of (6.52) goes to 0 as n goes to 0.
Since Px ∈ K µ(D), by the definition of Ab·∇ft , we have
lim
m→∞
∣∣∣∣Ex [∫ t
s
(L ακm −L ακ )f(ωr)dr +
∫ t
s
bm · ∇f(ωr)dr − (Ab·∇ft − Ab·∇fs )
]
H
∣∣∣∣
6Πki=1‖hi‖∞ lim
m→∞
( ∣∣∣∣Ex ∫ t
s
(L ακm −L ακ )f(ωr)dr
∣∣∣∣
+ Ex
∣∣∣∣∫ t
s
bm · ∇f(ωr)dr − (Ab·∇ft − Ab·∇fs )
∣∣∣∣ )
=0.
Similarly, the fourth term goes to 0 uniformly in n as m goes to 0. And by definition, the
third term on the right side of (6.52) is zero. Thus, letting first n→∞ and then m→∞
on the right side of (6.52), we get
Ex[(M ft −M fs )Πki=1hi(ωsi)] = 0, ∀s, si, t ∈ DPx , si 6 s 6 t.
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By [20, Lemma 7.7 of Chapter 3], DPx is at most countable, noticing that M
f
t is ca`dla`g
under Px, we obtain
Ex[(M ft −M fs )Πki=1hi(ωsi)] = 0, ∀s, si, t ∈ [0,∞), si 6 s 6 t.
We close this section by giving the definition of weak solution.
Definition 6.25 (Weak solution). Let β ∈ R, α ∈ (0, 2). We say that (Ω,F ,Ft,P, X,N,A)
is a weak solution to
Xt = x+
∫ t
0
∫
Rd
∫ κ(Xs−,z)
0
zN (α)(dr, dz, ds) +
∫ t
0
b(Xs)ds, (6.53)
if
1. (Ω,F ,Ft,P) is a complete filtered probability space and Xt, At are ca`dla`g pro-
cesses adapted with Ft. N is a Poisson random measure and for any compact
set B ⊆ R+ × Rd\{0}, N(B; t) is a Ft adapted Poisson process with intensity∫
Rd
∫∞
0
1B(r, z)dr
dz
|z|d+α ;
2.
Xt = x+
∫ t
0
∫
Rd
∫ ∞
0
z1[0,κ(Xs−,z))N
(α)(dr, dz, ds) + At,
and for any bn ∈ C∞b and bn C
β−→ b, we have∫ t
0
bn(Xs)ds−→At
in probability P uniformly over bounded time intervals;
3. there are constant γ, C > 0 such that
E |At − As|2 6 C|t− s|1+γ, s, t ∈ [0, T ].
Thanks to the martingale representation theorem for Poisson noise(see II.1.c on p.74 of
[42]), following the argument in [42, Theorem II10] and [76, Proposition 3.13 ], we have
the equivalence between martingale solution and weak solution without any surprise. In
order to make thesis complete, we show the equivalence in Appendix.
Theorem 6.26. Let P ∈P(D),
1. if α ∈ (0, 1], b ∈ C β with β > 0, then P ∈ Mκ,b(x) if and only if there is a weak
solution (Ω,F ,Ft,P, X,N,A) so that P ◦X−1 = P;
2. if α ∈ (1, 2), b ∈ C β with β 6 0, then P ∈ M µκ,b(x) for some µ < β if and only if
there is a weak solution (Ω,F ,Ft,P, X,N,A) so that P ◦X−1 = P ∈ K µ(D).
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6.5 Regularity of densities of weak solutions
Thanks to Theorem 6.26, it is equivalent to consider the weak solution of (6.53) and
martingale solution associated with L ακ,b. We are going to prove that the law of the weak
solution of (6.53) has a density in some Besov space under some mild assumptions. Most
results in this section are inspired by Debussche and Fournier’s work [15].
Through out this section, we assume ν satisfies the following assumption for some
α ∈ (0, 2):
Assumption 7. (i)
∫
|z|>1 |z|pν(dz) <∞, ∀p ∈ [0, α),
(ii) there exists C > 0 such that
∫
|z|6a |z|2ν(dz) 6 Ca2−α, ∀a ∈ (0, 1],
(iii) there exists c > 0 such that
∫
|z|6a |〈ξ, z〉|2ν(dz) > ca2−α, ∀ξ ∈ Sd−1, a ∈ (0, 1].
Define
N (α)(dr, dz, ds) :=

N(dr, dz, ds) α ∈ (0, 1)
N(dr, dz, ds)− dr1B1(z)ν(dz)ds α = 1
N(dr, dz, ds)− drν(dz)ds α ∈ (1, 2),
whereN is a a Poisson random measure on R+×Rd×R+ with intensity measure drν(dz)ds.
We also assume Yt solves the following equation:
Yt = Y0 +
∫ t
0
a(Ys)ds+
∫ t
0
∫
Rd
∫ ∞
0
g(Ys−, z)1[0,k(Ys−,z)](r)N
(α)(dr, dz, ds), (6.54)
where a, g, k are bounded measurable functions.
Lemma 6.27. Assume
|a(y)| 6 c0, |g(y, z)| 6 c2|z|, |k(y, z)| 6 λ2
and Y solves (6.54). Then for all p ∈ (0, α) and 0 6 s 6 t 6 s+ 1 we have
E sup
v∈[s,t]
|Yv − Ys|p + E sup
v∈[s,t]
|Yv− − Ys|p 6 C(p, c0, c2, λ2)|t− s|
p
α∨1 . (6.55)
Furthermore, if α ∈ (0, 1) and p ∈ [α, 1), then for all 0 6 s 6 t 6 s+ 1 we have
E
(
sup
v∈[s,t]
|Yv − Ys|p ∧ 1
)
6 C(p, c0, c2, λ2)|t− s|p. (6.56)
Proof. For all 0 < p < α and 0 6 s 6 t 6 s+ 1, we have: if α ∈ (1, 2)
E
∣∣∣∣∫ t
s
a(Yu)du
∣∣∣∣p 6 C|t− s|p 6 C|t− s| pα , (6.57)
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and if α ∈ (0, 1]
E
∣∣∣∣∫ t
s
a(Yu)du
∣∣∣∣p 6 C|t− s|p. (6.58)
Then the inequality (6.55) is a simple consequence of (6.57) and (6.58) and the following
inequality:
E
[
sup
v∈[s,t]
∣∣∣∣∫ v
s
∫
Rd
∫ ∞
0
1[0,k(Yu−,z)](r)g(Yu−, z)N
(α)(dr, dz, du)
∣∣∣∣p
]
6C(p, c2, λ2)|t− s|p/α, (6.59)
for all p ∈ (0, α) and 0 6 s 6 t 6 s+ 1. Actually, if α ∈ (1, 2), write∫ v
s
∫
Rd
∫ ∞
0
1[0,k(Yu−,z)](r)g(Yu−, z)N
(α)(dr, dz; du)
=I1(v) + I2(v) :=
∫ v
s
∫
|z|6|t−s|1/α
∫ k(Yu−,z)
0
g(Yu−, z)N (α)(dr, dz, du)
+
∫ v
s
∫
|z|>|t−s|1/α
∫ k(Yu−,z)
0
g(Yu−, z)N (α)(dr, dz, du),
For I1, notice that
p
2
< 1, by Burkholder-Davis-Gundy’s inequality,
E
[
sup
v∈[s,t]
|I1(v)|p
]
6CpE
∣∣∣∣∣
∫ t
s
∫
|z|6|t−s|1/α
∫ k(Yu−,z)
0
|g(Yu−, z)|2N(dr, dz; du)
∣∣∣∣∣
p
2

6Cp
[
E
∫ t
s
∫
|z|6|t−s|1/α
∫ k(Yu−,z)
0
|g(Yu−, z)|2N(dr, dz; du)
] p
2
6Cpλ2
[
c22|t− s|
∫
|z|6|t−s|1/α
|z|2ν(dz)
] p
2
6 C(p, c2, λ2)|t− s|p/α.
(6.60)
For I2, similarly, we have
c2E
[
sup
v∈[s,t]
|I2(v)|p
]
6CpE
∣∣∣∣∣
∫ t
s
∫
|z|>|t−s|1/α
∫ k(Yu−,z)
0
|g(Yu−, z)|2N(dr, dz; du)
∣∣∣∣∣
p
2

6Cpc22E
[∣∣∣∣∫ t
s
∫
|z|>|t−s|1/α
∫ λ2
0
|z|2N(dr, dz; du)
∣∣∣∣
p
2
]
.
Let Ns,t(dz) =
∫ t
s
∫ λ2
0
N(dr, dz; du), then Ns,t is a Poisson random measure with intensity
λ2|t − s|ν(dz). Notice that Ns,t is a counting measure, by the elementary inequality:
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(
∑
k |ak|p)1/p 6 (
∑
k |ak|q)1/q, ∀ p > q > 0, {ak} ⊂ R and Lemma A.1 of [15], we obtain
E
[
sup
v∈[s,t]
|I2(v)|p
]
6Cpcp2E
[∣∣∣∣∫|z|>|t−s|1/α |z|2Ns,t(dz)
∣∣∣∣ p2
]
6Cpcp2E
∫
|z|>|t−s|1/α
|z|pNs,t(dz)
6Cpcp2λ2|t− s|
∫
|z|>|t−s|1/α
|z|pν(dz) 6 C(p, c2, λ2)|t− s|p/α.
(6.61)
Combining (6.60) and (6.61), we get the desired result for α ∈ (1, 2). By the similar
argument we get that for 0 < p < α 6 1 and 0 6 s 6 t 6 s+ 1
E
[
sup
v∈[s,t]
∣∣∣∣∫ v
s
∫
Rd
∫ ∞
0
1[0,k(Yu−,z)](r)g(Yu−, z)N
(α)(dr, dz, du)
∣∣∣∣p
]
6C(p, c2, λ2)|t− s|p/α.
Now we only need to show that for p ∈ [α, 1) and 0 6 s 6 t 6 s + 1, (6.56) holds. Since
αp < p, we have
|Yt − Ys|p ∧ 1
6
∣∣∣∣∫ t
s
a(Yu)du
∣∣∣∣p + ∣∣∣∣∫ t
s
∫
Rd
∫ ∞
0
1[0,k(Yu−,z)](r)g(Yu−, z)N
(α)(dr, dz, du)
∣∣∣∣p ∧ 1
6C|t− s|p +
∣∣∣∣∫ t
s
∫
Rd
∫ ∞
0
1[0,k(Yu−,z)](r)g(Yu−, z)N
(α)(dr, dz, du)
∣∣∣∣αp .
(6.62)
By (6.59), we get (6.56).
Lemma 6.28. Suppose θi ∈ (0, 1), i = 1, 2, 3 and cj > 0, j = 0, 1, 2, 3,
|a(y)| 6 c0, |a(y1)− a(y2)| 6 c1|y1 − y2|θ1 ,
|g(y, z)| 6 c2|z|, |g(y1, z)− g(y2, z)| 6 c3|y1 − y2|θ2 |z|,
(6.63)
k satisfies (H2), (H3) with Λi and ϑ replaced by λi and θ3, respectively. For any  ∈
(0, t ∧ 1), we can find a Ft−-measurable variable V t such that for all p ∈ (0, α)
E|Yt − Y t |p 6 Cθ0p, (6.64)
where
Y t = V

t +
∫ t
t−
∫
Rd
∫ ∞
0
1[0,k(Yt−,z)](r)g(Yt−, z)N
α(dr, dz, ds),
and if α ∈ [1, 2),
θ0 =
1
α
[
(α + θ1) ∧ (1 + θ2) ∧ (1 + θ3α )
]
,
if α ∈ (0, 1)
θ0 =
1
1− θ1 ∧
1
α
[
(α + θ1) ∧ (1 + θ2) ∧ (1 + θ3)
]
,
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Proof. We first prove the case when α ∈ (1, 2). Take
V t := Yt− + a(Yt−),
then
Yt − Y t =It, + Jt, :=
∫ t
t−
[a(Ys)− a(Yt−)]ds
+
∫ t
t−
∫
Rd
∫ ∞
0
[
g(Ys−, z)1[0,k(Ys−,z)](r)− g(Yt−, z)1[0,k(Yt−,z)](r)
]
Nα(dr, dz, ds).
For all p ∈ (0, 1], by Jensen’s inequality,
E[|It,|p] 6 ‖a‖pCθ1 E
(∫ t
t−
|Ys − Yt−|θ1ds
)p
6 ‖a‖p
Cθ1
(∫ t
t−
E|Ys − Yt−|θ1ds
)p (6.55)
6 Cp(1+
θ1
α
).
If p ∈ (1, α), by Ho¨lder’s inequality,
E[|It,|p] 6 ‖a‖pCθ1 E
[∣∣∣∣∫ t
t−
|Ys − Yt−|θ1ds
∣∣∣∣p]
6 ‖a‖p
Cθ1
p−1E
∫ t
t−
|Ys − Yt−|pθ1ds
(6.55)
6 Cp(1+
θ1
α
).
To sum up, for each p ∈ (0, α),
E[|It,|p] 6 Cp(1+
θ1
α
). (6.65)
For Jt,,
Jt, =
∫ t
t−
∫
Rd
∫ k(Yt−,z)
0
[
g(Ys−, z)− g(Yt−, z)
]
Nα(dr, dz, ds)
+
∫ t
t−
∫
Rd
∫ k(Ys−,z)
k(Yt−,z)
g(Ys−, z)Nα(dr, dz, ds) =: J1t, + J
2
t,,
(6.66)
where we abuse the notation
∫ v
u
= − ∫ u
v
when u > v. Notice that p ∈ (0, α), like the proof
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of Lemma 6.27, one can see that
E[|J1t,|p] 6CE
[∣∣∣∣∫ t
t−
∫
Rd
∫ λ2
0
∣∣g(Ys−, z)− g(Yt−, z)∣∣2N(dr, dz, ds)∣∣∣∣
p
2
]
6CE
[∣∣∣∣∫ t
t−
∫
Rd
∫ λ2
0
∣∣Ys− − Yt−∣∣2θ2 |z|2N(dr, dz, ds)∣∣∣∣
p
2
]
6CE
[∣∣∣∣∫ t
t−
∫
|z|6 1α
∫ λ2
0
∣∣Ys− − Yt−∣∣2θ2|z|2N(dr, dz, ds)∣∣∣∣
p
2
]
+ CE
[∣∣∣∣∫ t
t−
∫
|z|> 1α
∫ λ2
0
∣∣Ys− − Yt−∣∣2θ2|z|2N(dr, dz, ds)∣∣∣∣
p
2
]
6CE
[
sup
s∈[t−,t]
|Ys− − Yt−|pθ2
(∫ t
t−
∫
|z|6 1α
∫ λ2
0
|z|2N(dr, dz, ds)
) p
2
]
+ CE
(∫ t
t−
∫
|z|> 1α
∫ λ2
0
∣∣Ys− − Yt−∣∣pθ2|z|pN(dr, dz, ds))
6C
[
E sup
s∈[t−,t]
|Ys− − Yt−|αθ2
] p
α
[
E
(∫ t
t−
∫
|z|6 1α
∫ λ2
0
|z|2N(dr, dz, ds)
) αp
2(α−p)
]1− p
α
+ C
∫ t
t−
∫
|z|> 1α
∫ λ2
0
E|Ys− − Yt−|pθ2|z|pdrν(dz)du
(6.55)
6 C pα (1+θ2).
Similarly, we have
E[|J2t,|p] 6CE
∣∣∣∣∣
∫ t
t−
∫
Rd
∫ k(Ys−,z)
k(Yt−,z)
|z|2N(dr, dz, ds)
∣∣∣∣∣
p
2

6C
∣∣∣∣∣E
∫ t
t−
∫
|z|6 1α (1+
θ3
α )
∫ k(Ys−,z)
k(Yt−,z)
|z|2N(dr, dz, ds)
∣∣∣∣∣
p
2
+ CE
∫ t
t−
∫
|z|> 1α (1+
θ3
α )
∫ k(Ys−,z)
k(Yt−,z)
|z|pN(dr, dz, ds)
6C
[∫ t
t−
∫
|z|6 1α (1+
θ3
α )
E|k(Ys−, z)− k(Yt−, z)||z|2ν(dz)ds
] p
2
+ C
∫ t
t−
∫
|z|> 1α (1+
θ3
α )
E|k(Ys−, z)− k(Yt−, z)||z|pν(dz)ds
6C
[∫ t
t−
∫
|z|6 1α (1+
θ3
α )
E|Ys− − Yt−|θ3 |z|2ν(dz)ds
] p
2
+ C
∫ t
t−
∫
|z|> 1α (1+
θ3
α )
E|Ys− − Yt−|θ3|z|pν(dz)ds
(6.55)
6 C pα (1+
θ3
α
).
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Combing the above inequalities, we get
E[|Jt,|p] 6 C
p
α
(1+θ2∧ θ3α ). (6.67)
Thus we get (6.64) for α ∈ (1, 2).
For α ∈ (0, 1), let δ = 1/(1−θ1), s ∈ [t− , t], sδ = t− + δ b(s− (t− ))/δc, here bac is
the max integer less than or equal to a. Consider the solution to
V u = Yt− +
∫ u
t−
b(V sδ)ds, u ∈ [t− , t].
One can see that V t is well defined and Ft− measurable. Writing
V u = Yt− +
∫ u
t−
b(V s )ds+
∫ u
t−
(b(V sδ)− b(V s ))ds.
Then for u ∈ [t− , t],
|Yu − V u | 6
∫ u
t−
|b(Ys)− b(V s )|ds+
∫ u
t−
|b(V sδ)− b(V s )|ds
+
∫ t
t−
∫
Rd
∫ k(Ys−,z)
0
g(Ys−, z)N(dr, dz, ds)
6c1 sup
s∈[t−,u]
|Ys − V s |θ1 + c1 sup
s∈[t−,u]
|V sδ − V s |θ1
+ c2
∫ t
t−
∫
Rd
∫ λ2
0
|z|N(dr, dz, ds).
We can get
E[Rt,|p] := E
[∣∣∣∣∫ t
t−
∫
Rd
∫ λ2
0
|z|N(dr, dz, ds)
∣∣∣∣p
]
6 Cp/α
with the similar argument proving (6.59). Setting St, = sups∈[t−,t] |Ys − V s | and using
that b ∈ Cθ1(Rd) and that |V s − V sδ | 6 Cδ, we see that
St, 6 C(Sθ1t, + δθ1 +Rt,) = C(Sθ1t, + 
1
1−θ1 +Rt,).
Choosing  sufficient small and using the Young inequality, we have St, 6 C
1
1−θ1 + θ1
2
St,+
CRt,. Thus,
St, 6 CRt, + C
1
1−θ1 . (6.68)
We finally recall that Y t = V

t +
∫ t
t−
∫
Rd
∫ k(Yt−,z)
0
g(Yt−, z)N(dr, dz, ds) = Yt−+
∫ t
t− b(V

s )ds+
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∫ t
t−(b(V

sδ
)− b(V s ))ds+
∫ t
t−
∫
Rd
∫ k(Yt−,z)
0
g(Yt−, z)N(dr, dz, ds) so that
|Yt − Y t | 6
∫ t
t−
|b(Ys)− b(V s )|ds
+
∣∣∣ ∫ t
t−
∫
Rd
∫ ∞
0
|1[0,k(Ys−,z)](r)g(Ys−, z)− 1[0,k(Yt−,z)](r)g(Yt−, z)|N(dr, dz, ds)
∣∣∣
+
∫ t
t−
|b(V sδ)− b(V s )|ds =: It, + Jt, +Kt,.
First, by (6.68)
It, 6 C
∫ t
t−
|Ys − V s |θ1ds 6 C(Rθ1t, + 
1
1−θ1 ),
thanks to the fact E|Rt,|p 6 Cp/α,
E[|It,|p] 6 C[
p
1−θ1 + pE(Rpθ1t, )] 6 C[
p
1−θ1 + p(1+
θ1
α
)].
Next for Jt,, by the same way of dealing with (6.66), we have
E[|Jt,|p] 6CE
[∣∣∣∣∫ t
t−
∫
|z|6 1α
∫ λ2
0
∣∣Ys− − Yt−∣∣2θ2|z|2N(dr, dz, ds)∣∣∣∣
p
2
]
+ CE
(∫ t
t−
∫
|z|> 1α
∫ λ2
0
∣∣Ys− − Yt−∣∣pθ2 |z|pN(dr, dz, ds))
+ C
∣∣∣∣∣E
∫ t
t−
∫
|z|6 1α (1+θ3)
∫ k(Ys−,z)
k(Yt−,z)
|z|2N(dr, dz, ds)
∣∣∣∣∣
p
2
+ CE
(∫ t
t−
∫
|z|> 1α (1+θ3)
∫ k(Ys−,z)
k(Yt−,z)
|z|pN(dr, dz, ds)
)
6CE
[
sup
s∈[t−,t]
|Ys− − Yt−|pθ2
(∫ t
t−
∫
|z|6 1α
∫ λ2
0
|z|2N(dr, dz, ds)
) p
2
]
+ C
(∫ t
t−
∫
|z|> 1α
E
∣∣Ys− − Yt−∣∣pθ2|z|pν(dz)ds)
+ C
∣∣∣∣∫ t
t−
∫
|z|6
1+θ3
α
(E |Ys− − Yt−|θ3 ∧ 1)|z|2ν(dz)ds
∣∣∣∣
p
2
+ C
(∫ t
t−
∫
|z|>
1+θ3
α
E(|Ys− − Yt−|θ3 ∧ 1)|z|pν(dz)ds
)
(6.55),(6.56)
6 C pα (1+θ2) + C pα (1+θ3).
Finally, since b ∈ Cθ1(Rd) and since |V s − V sδ | 6 Cδ, we have Kt, 6 Cδθ1 = C
1
1−θ1 a.s.,
whence E[|Kt,|p] 6 C
p
1−θ1 . Thus, we get (6.64) for α ∈ (0, 1). The proof for α = 1 is
similar, so we omit it here.
129
6 Existence and uniqueness of weak solutions to SDEs with distributional valued drifts
and jump type noise
Now we are going to prove the regularity of the density of the process Yt defined as in
(6.54). We first give the following lemma about the regularity of Le´vy processes.
Lemma 6.29. Suppose Zt is a Le´vy process with Le´vy measure ν, ν satisfies Assumption
7. Let pZt denote the density of Zt, then for any s > 0, q ∈ [1,∞] and t ∈ (0, 1),
‖pZt ‖Bsq,∞ 6 Ct−(s+d/q
′)/α, (6.69)
where C = C(s, d, α), 1
q′ = 1− 1q .
Proof. Notice that
‖f‖Bsq,∞ = sup
j>−1
2js‖∆jf‖q 6
∥∥∥∥∥(∑
j>−1
|∆jf |2)1/2
∥∥∥∥∥
q
 ‖f‖Hsq ,
where Hsq is the Bessel potential space. By interpolation theorem, we only need to prove
sup
|α|=k
‖∂αpt‖q 6 C(k, d, α)t−(k+d/q′)/α, k ∈ N,
and the above inequality is a simple consequence of [56, Proposition 2.3] and [15, Lemma
1.3 and Lemma 3.3]. So we complete our proof.
Lemma 6.30. Suppose a, g satisfy (6.63), θ1 > 1−α if α ∈ (0, 1) and |g(y, z)| > c′2|z| for
some c′2 > 0, k satisfies Assumption 5 with Λi and ϑ replaced by λi and θ3, respectively.
Then Yt has a density p
Y
t and p
Y
t ∈ Bγq,∞ with γ, q satisfying
0 < γ < (1 ∧ α)(αθ0 − 1), 1 6 q < d
d+ γ − (1 ∧ α)(αθ0 − 1) , (6.70)
where θ0 is the same number in Lemma 6.28.
Proof. Recalling that CR = R · C, for γ > 0 and q ∈ [1,∞] define
S−γq,j :=
{
ϕ ∈ S (Rd) : ϕˆ ∈ C2j , ‖ϕ‖q 6 2γj
}
.
Choose ϕ ∈ S−γq′,j, take the constructed process V t , Y t from Lemma 6.28,
Y t = V

t +
∫ t
t−
∫
Rd
∫ ∞
0
1[0,k(Yt−,z)](r)g(Yt−, z)N
(α)(dr, dz, ds).
By trangale inequality,
|Eϕ(Yt)| 6 |Eϕ(Y t )|+ |Eϕ(Yt)− Eϕ(Y t )| =: I1(ϕ) + I2(ϕ).
Define
Zyt :=
∫ t
0
∫
Rd
∫ ∞
0
1[0,k(y,z)](r)g(y, z)N
(α)(dr, dz, ds), y ∈ Rd.
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Then Zyt is a Le´vy process with Le´vy measure νy = ν ◦ [k(y, ·)g(y, ·)]−1. Under our
assumptions, one can easily check that νy satisfies Assumpiton 7. For I

1(ϕ), recall that
V t ∈ Ft−, we get
I1(ϕ) =|E [(E ϕ(Y t )|Ft−)]|
=
∣∣∣∣E [E(ϕ(V t + ∫ t
t−
∫
Rd
∫ ∞
0
1[0,k(Yt−,z)](r)g(Yt−, z)N
(α)(dr, dz, ds)
) ∣∣∣Ft−)]∣∣∣∣
=
∣∣∣∣E [E(ϕ(u+ ∫ t
t−
∫
Rd
∫ ∞
0
1[0,k(y,z)](r)g(y, z)N
(α)(dr, dz, ds)
) ∣∣∣
u=V t ,y=Yt−
)]∣∣∣∣ .
Define τuϕ(·) := ϕ(· + u) for u ∈ Rd. By Lemma 6.29 and Bernstein’s inequality, for
q′ = q
q−1 and s > γ
I1(ϕ) 6 sup
u∈Rd
Eϕ
(
u+
∫ t
t−
∫
Rd
∫ ∞
0
1[0,k(y,z)](r)g(y, z)N
(α)(dr, dz, ds)
)
= sup
u∈Rd
Eτuϕ(Z
y
 ) 6 C‖ϕ‖B−s
q′,1
‖pZy ‖Bsq,∞
6C2(γ−s)j−
1
α
(s+ d
q′ ).
(6.71)
Choose p ∈ (0, 1 ∧ α), by Bernstein’s inequality and Lemma 6.28,
I2(ϕ) 6‖ϕ‖CpE|Y t − Yt|p 6 C2(p+
d
q′ )j‖ϕ‖q′ θ0p
6C2(p+γ+
d
q′ )jθ0p.
(6.72)
where θ0 keeps the same as in (6.64). Notice that under our assumptions, αθ0 > 1, for
any
p ∈ (0, 1 ∧ α), 0 < γ < (αθ0 − 1)p,
we can choose s, q,  such that
q <
d
d+ γ − (αθ0 − 1)p, s =
αθ0pγ + d(p+ γ + d/q
′)/q′
αθ0p− p− γ − d/q′ ,  = 2
α(γ−s)j
s+d/q′ . (6.73)
Then combine (6.71), (6.72) and (6.73), we get
|Eϕ(Yt)| 6 I1(ϕ) + I2(ϕ) 6 C, (6.74)
where C only depends on d, α, θi, λi, ci, γ, p, q. When α ∈ [1, 2), notice that p can infinitely
approach 1, so we have
0 < γ < (αθ0 − 1), 1 6 q < d
d+ 1 + γ − αθ0 .
When α ∈ (0, 1), p can infinitely approach α, so
0 < γ < α(αθ0 − 1), 1 6 q < d
d+ α + γ − α2θ0 .
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For any ϕ ∈ B−γq′,1 and j > −1, define ϕj = ∆jϕ2γj‖∆jϕ‖q′ . Notice that ϕj ∈ S
−γ
q′,j, by (6.74),
we obtain
|Eϕ(Yt)| 6
∑
j>−1
|E∆jϕ(Yt)| 6
∑
j>−1
|Eϕj(Yt)| · 2γj‖∆jϕ‖q′ 6 C‖ϕ‖B−γ
q′,1
.
By duality, pYt ∈ Bγq,∞.
Now suppose κ(x, z) satisfies (H1)-(H3) and max{0, (1− α)} < ϑ < 1, β ∈ (1 − α, ϑ)
when α ∈ (0, 1], β ∈ (−(α−1
2
∧ϑ), 0] when α ∈ (1, 2), and b ∈ C β. By Theorem 6.1, we can
fix λ sufficient large such that u ∈ C α+β is the unique solution to the following resolvent
equation in the distribution sense
λu−L ακ,bu = b,
and
‖∇u‖L∞(Rd) 6
1
2
.
Define Φ(x) =: u(x) + x, then Φ is a diffeomorphism.
Proposition 6.31. Under the same conditions as in Corollary 6.2, the process Yt :=
Φ(Xt) satisfies the following SDE
Yt = Y0 +
∫ t
0
a(Ys)ds+
∫ t
0
∫
Rd
∫ ∞
0
g(Ys−, z)1[0,k(Ys−,z)](r)N
(α)(dr, dz, ds),
where Xt is the weak solution to (6.53),
a(y) := λu(Φ−1(y)), k(y, z) := κ(Φ−1(y), z) (6.75)
and
g(y, z) = Φ(Φ−1(y) + z)− y = u(Φ−1(y) + z) + z − u(Φ−1(y)). (6.76)
Furthermore, we have a ∈ C α+β,
c−12 |z| 6 |g(y, z)| 6 c2|z|, |g(y1, z)− g(y2, z)| 6 c3|y1 − y2|α+β−1|z| (6.77)
and k satisfies (H1)-(H3) with the same ϑ as κ.
Proof. With the similar argument showed in [5, Proposition 2.7], applying Itoˆ’s formula
to Φ(x) = u(x) + x with respect to the process Xt, we get the desired conclusion.
Now we are in the position of proving Theorem 6.4.
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Proof of Theorem 6.4. For α ∈ (0, 1], letting a = b, g(y, z) = z, k = κ, we have θ1 = β,
θ2 can infinitely approach 1, θ3 = ϑ. By Lemma 6.30, we have αθ0 = α+β and p
X
t ∈ Bγq,∞
with
0 < γ < α(α + β − 1), 1 6 q < d
d+ γ − α(α + β − 1) .
For α ∈ (1, 2), by Proposition 6.31, Yt = Φ(Xt) satisfies (6.54) and in this case the index
θ1 can be taken infinitely approach 1, θ1 = α + β − 1 and θ3 = ϑ. Therefore, by Lemma
6.30, pYt ∈ Bγq,∞ with
0 < γ < (α + β − 1) ∧ ϑ
α
, 1 6 q < d
d+ γ − (α + β − 1) ∧ ϑ
α
.
This implies that there also exists a density pXt of the distribution of Xt such that p
X
t =
pYt ◦ Φ · det(∇Φ) and pXt ∈ Bγq,∞. Since the martingale solution P corresponding to SDE
(6.53) can be denoted by P = P ◦X, we get the desired result.
Last we point out that Corollary 6.5 is a consequence of Corollary 6.2, Theorem 6.4
and Proposition 4.9.19 of [20].
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A.1 Khasminskii’s lemma
Lemma A.1. ([51, P. 1 Lemma 1.1.]) Let {β(t)}t∈[0,T ] be a nonnegative measurable
{Ft}−adapted process. Assume that for all 0 6 s 6 t 6 T ,
E
(∫ t
s
β(r)dr
∣∣∣∣
Fs
)
6 Γ(s, t),
where Γ(s, t) is a nonrandom interval function satisfying the following conditions:
(i)Γ(t1, t2) 6 Γ(ts, t4) if (t1, t2) ⊂ (t3, t4);
(ii)limh↓0 sup06s<t6T,|t−s|6h Γ(s, t) = λ, λ > 0. Then for any arbitrary real κ < λ−1 ( if
λ = 0, then λ−1 =∞),
Eexp
{
κ
∫ T
0
β(r)dr
}
6 C = C(κ,Γ, T ) <∞.
A.2 Non-explosion lemma
Lemma A.2. Xt is a processes in (Ω,F , (Ft)t>0, P ), τ =: inf {t > 0 : |Xt| =∞}. Process
Xt is non-explosive (i.e. τ =∞ a.s.) if for any t > 0 one of the following conditions holds:
(i) E|Xt∧τ | 6 C(t).
(ii) E|Xt| 6 C(t).
Proof. Ω =: {ω : τ(ω) =∞}, Ωn =: {ω : τ(ω) > n}. Then Ω = ∩∞n=1Ωn, and Ωn ={
ω : |Xn∧τ(ω)(ω)| <∞
}
= {ω : |Xn(ω)| <∞}. Since T is arbitrary in (0,∞), for any
N ∈ N, n ∈ [0, N ], from condition (i) we get E|Xn∧τ | 6 C(N), it implies |Xn∧τ | < ∞
a.s., i.e. P (Ωn) = 1. Hence P (Ω) = 1, which implies τ =∞ a.s.. (i) is proved.
For the second one, from condition (ii) we get E|Xn| 6 C(N), so |Xn| < ∞ a.s., then
P (Ωn) = 1, P (Ω) = 1, τ =∞ a.s..
A.3 Girsanov transformation
Lemma A.3. Let σ and b(i), i = 1, 2 satisfy the requirements in the beginning of subsection
3.2 and let |b(1)−b(2)| 6 b, where b ∈ Lqp with p, q satisfying (5.2). Let (X(i)t ,W (i)t ) satisfy:
X
(i)
t =
∫ t
0
b(i)(s,X(i)s )ds+
∫ t
0
σ(s,X(i)s )dW
(i)
s .
Then for any bounded Borel functions f(x), given on C =: C([0,∞),Rd) we have
Ef(X(2)· ) = Ef(X
(1)
· )ρ∞
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if
E exp
(1
2
∫ ∞
0
(∆b∗(σσ∗)−1∆b)(s,X(1)s )ds
)
<∞, (7.1)
where ∆b(t,X
(1)
t ) =: b
(2)(t,X
(1)
t )− b(1)(t,X(1)t ) and
ρt =: exp(
∫ t
0
∆b∗(σ∗)−1(s,X(1)s )dW
(1)
s −
1
2
∫ t
0
(∆b∗(σσ∗)−1∆b)(s,X(1)s )ds).
Proof. Theorem 6.1 in [47] says if (7.1) (Novikov condition) holds, then (ρt)t>0 is a (Ft)t>0
martingale. Let Pˆ = ρ∞P , then Pˆ is also a probability on (Ω,F). By Theorem 4.1 in
[33],
Wˆ (t) = W (1)(t)−
∫ t
0
σ−1(s,X(1)s )∆b(s,X
(1)
s )ds
is a Ft Brownian motion on the probability space (Ω,F , Pˆ ). So we can wirte
X
(1)
t =
∫ t
0
b(1)(s,X(1)s )ds+
∫ t
0
σ(s,X(1)s )dWˆs +
∫ t
0
σ(s,X(1)s )σ
−1(s,X(1)s )∆b(s,X
(1)
s )ds
=
∫ t
0
b(1)(s,X(1)s )ds+
∫ t
0
σ(s,X(1)s )dWˆs +
∫ t
0
∆b(s,X(1)s )ds
=
∫ t
0
b(2)(s,X(1)s )ds+
∫ t
0
σ(s,X(1)s )dWˆs.
This implies that (X
(1)
t , Wˆ (t)) is a solution on the probability space (Ω,F ,Ft, Pˆ ) to the
SDE
X
(2)
t =
∫ t
0
b(2)(s,X(2)s )ds+
∫ t
0
σ(s,X(2)s )dW
(2)
s . (7.2)
From Lemma 5.5 we know that the solution to SDE (7.2) is unique, hence for any bounded
Borel functions f(x), given on C =: C([0,∞),Rd) we have
Ef(X(2)· ) = Eˆf(X
(1)
· ) = Eρ∞f(X
(1)
· ).
A.4 Urysohn Lemma
For the convenience of reading, we put the C∞ Urysohn Lemma here.
Lemma A.4. ([24, 8.18] ) If K ⊂ Rn is compact and U is an open set containing K,
there exists smooth function f such that 0 6 f 6 1, f = 1 on K, and supp(f) ⊂ U .
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A.5 Equivalence between martingale solutions and weak solutions
Consider the following SDE:
dXt =
∫
Rd
∫ ∞
0
z1[0,κ(Xt−,z))(r)N
(α)(dr, dz; dt) + b(Xt)dt, X0 = x ∈ Rd. (7.3)
Where N (α)(dr, dz; dt) is defined in (6.36). b ∈ C β(Rd) with β ∈ R.
Recall the definition in 6.25, we could not get that the solution X is a semimartingale.
Since condition 3 shows the quadratic variation of A is 0, but A may not be of finite
variation. In order to handle with this case, we introduce a more general class of processes
called Dirichlet processes. We begin with the definition of the processes of zero energy
from [25]
Definition A.5. We say that a continuous adapted process (At)t∈[0,T ] is a process of zero
energy if A0 = 0 and
lim
δ→0
sup
|piT |<δ
E
( ∑
ti∈piT
|Ati+1 − Ati |2
)
= 0
where piT denotes a finite partition of [0, T ] and |piT | denotes the mesh size of the partition.
Definition A.6 ([25]). We say that an adapted process (Xt)t∈[0,T ] is a Dirichlet process
if
Xt = Mt + At (7.4)
where M is a square-integrable martingale and A is an adapted process of zero energy.
Let p > 1 and β > 0. For a stochastic process (Xt)t∈[0,T ] and T > 0, we define
Hr,pT (X) := ‖X0‖Lp(Ω) + sup
s 6=t,s,t∈[0,T ]
‖Xt −Xs‖Lp(Ω)
|t− s|r .
Lemma A.7 ([78], Lemma 3.12, [5], Lemma 3.10). Let f : Rd → Rd be a bounded
continuous function with a bounded continuous derivative. Let X be a Dirichlet process
with decomposition (7.4). Let p, q, r ∈ [1,∞) with 1
r
= 1
p
+ 1
q
. Suppose that for any T > 0,
there are γ, η ∈ (0, 1] with γ + η > 1 such that
Hη,pT (f(X)) <∞, Hγ,qT (A) <∞.
For n ∈ Z+, for t ∈ [0, T ], tkn := k2−nt, the sequence of partial sums In :=
∑2n−1
i=0 f(Xtin)
(Ati+1n − Atin) converges in Lr(Ω) and the limit is
∫ t
0
f(Xs)dAs. Moreover, there is a
constant C > 0 depending only on η, γ and T such that for all t ∈ [0, T ],
‖In −
∫ t
0
f(Xs)dAs‖Lr(Ω) 6 CHη,pT (f(X))Hγ,qT (A)2−n(γ+η−1), (7.5)
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and for all 0 6 t′ < t 6 T ,
‖
∫ t
t′
f(Xs)dAs‖Lr(Ω) 6 CHη,pT (f(X))Hγ,qT (A)(t− t′)γ. (7.6)
Further, let (fn)n∈N be a sequence of functions on Rd that a uniformly bounded, continuous,
and have a bounded continuous derivative such that Hη,pT (fn(X)) <∞ for all n ∈ N. Let
(bn)n∈N be a sequence of bounded continuous functions. Define Abnt :=
∫ t
0
bn(Xs)ds for
t ∈ [0, T ]. If Hγ,qT (Abn) <∞, and if Abnt converges in probability to At for each t ∈ [0, T ],
then for any t ∈ [0, T ] we have∫ t
0
fn(Xs)dAs −
∫ t
0
fn(Xs)bn(Xs)ds→ 0, in probability as n→∞. (7.7)
Now we are going to show the equivalence.
Theorem A.8. Suppose
1. α ∈ (0, 1], κ(x, z) satisfies (H1)-(H3) with max{0, (1− α)} < ϑ < 1, and b ∈ C β
with β ∈ (0, ϑ)
2. α ∈ (1, 2), κ(x, z) satisfies (H1)-(H3) and b ∈ C β with β ∈ (−(α−12 ∧ ϑ), 0].
Let P ∈ P(D), then P ∈Mβk,b(x) if and only if there is a weak solution (Ω,F ,Ft,P, X,N,A)
so that P ◦X−1 = P ∈ Kβ(D).
Proof. We only show the case when α ∈ (1, 2). With the similar argument we get the
result for α ∈ (0, 1].
If (Ω,F ,Ft,P, X,N,A) is a weak solution of SDE (7.3) satisfying P◦X−1 = P ∈ Kβ(D),
then from Definition 7.4 we know that X is a Dirichlet process. For any f ∈ C∞, by
applying Itoˆ’s formula for the Dirichlet process X we get
f(Xt) = f(x) +
∫ t
0
Lαkf(Xs)ds+
∫ t
0
∇f(Xs)dAs
+
∫ t
0
∫
Rd
∫ ∞
0
(
f(Xs− + 1[0,k(Xs−,z)](r)z)− f(Xs)
)
N˜(dr, dz; ds)
where the term
∫ t
0
∇f(Xs)dAs is in the sense of Lemma A.7. In order to show P ◦X−1 ∈
Mβk,b(x), by Proposition 4.2 we only need to prove that for any t > 0∫ t
0
∇f(Xs)dAs = Ab·∇ft , P− a.s., (7.8)
where Abnt :=
∫ t
0
bn(Xs)ds and
Ab·∇ft = lim
n→∞
∫ t
0
∇f(Xs)dAbns = lim
n→∞
∫ t
0
(bn · ∇f)(Xs)ds in probability.
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Here bn := b ∗ ρn. Since we have Abn → Ab in the sense of u.c.p., by (7.7) we have∫ t
0
bn · ∇f(Xs)ds→
∫ t
0
∇f(Xs)dAs in probability as n→∞,
which yields (7.8).
Now we are going to prove the another way. Suppose that P ∈Mβk,b(x) satisfies (6.44),
if we take Xt(ω) = ω(t), At = A
b
t , then
E|Abt − Abs|2 6 C|t− s|1+γ,
which shows that the condition (ii) in Definition 6.25 is fulfilled. Then by [39, Theorem
2.3], we get the desired result.
A.6 The Sobolev embedding theorem in mixed-norm spaces
In order to show Sobolev embedding theorem in Mixed-norm space, we first prove the
following lemma.
Lemma A.9. Let C be an annulus and B a ball. A constant C exists such that for any
nonnegative integer k, any couple (p,q) ∈ [1,∞]2d with qi > pi > 1, 1 6 i 6 d, and any
function u of Lp, we have
Supp(uˆ) ⊂ λB ⇒ ‖Dku‖Lq def= sup
|α|=k
‖∂αu‖Lq 6 Ck+1λk+(
1
p1
+···+ 1
pd
)−( 1
q1
+···+ 1
qd
)‖u‖Lp ,
Supp(uˆ) ⊂ λC ⇒ C−k−1λk‖u‖Lp 6 ‖Dku‖Lp 6 Ck+1λk‖u‖Lp .
Proof. Using a dilation of size λ, we can assume throughout the proof that λ = 1. Let φ
be a smooth function defined on Rd with value 1 near B. As uˆ(ξ) = φ(ξ)uˆ(ξ), we have
∂αu = ∂αg ∗ u with g = F−1φ.
Applying Young’s inequality we get
‖∂αg ∗ u‖Lq 6 ‖∂αg‖Lr‖u‖Lp with r = (r1, · · · , rd), 1
ri
def
= − 1
pi
+
1
qi
+ 1, 1 6 i 6 d.
And the first assertion follow via
‖∂αg‖Lr 6 ‖∂αg‖L∞ + ‖∂αg‖L1
6 C‖(1 + | · |2)d∂αg‖L∞
6 C‖(Id×d −∆)d((·)αφ)‖L1
6 Ck+1.
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To prove the second assertion, consider a function φ˜ ∈ S(Rd\{0}) with value 1 on a
neighborhood of C. By the fact that there exists a family of integers (Aα)α ∈ Nd such
that for ξ ∈ Rd,
|ξ|2k =
∑
16j1,··· ,jk6d
ξ2j1 · · · ξ2jk =
∑
|α|=k
Aα(iξ)
α(−iξ)α,
we get that
uˆ(ξ) =
∑
|α|=k
(iξ)αvα(ξ) with vα(ξ)
def
= Aα
(−iξ)α
|ξ|2k uˆ(ξ).
Since uˆ = φ˜uˆ, we deduce
u =
∑
|α|=k
gα ∗ ∂αu with gα def= AαF−1(−iξ)α|ξ|−2kφ˜(ξ),
and the result follows.
Lemma A.10. For p,q ∈ [1,∞]d with p1 6 q1, · · · , pd 6 qd. Then for any real numbers
s > ( 1
p1
+ · · ·+ 1
pd
)− ( 1
q1
+ · · ·+ 1
qd
) and r ∈ [1,∞],
‖f‖
B
s−[( 1p1 +···+
1
pd
)−( 1q1 +···+
1
qd
)]
q,r
6 C‖f‖Bsp,r .
Proof. According to Littlewood-Paley theorem which is introduced in Section 6.2, it suf-
fices to prove
‖∆0f‖Lq 6 C‖∆0f‖Lp (7.9)
and
‖∆jf‖Lq 6 C2j[(
1
p1
+···+ 1
pd
)−( 1
q1
+···+ 1
qd
)]‖∆jf‖Lp (7.10)
for all j ∈ N, which can be obtained by applying the above Lemma A.9.
Lemma A.11. Let α > 0 and p ∈ (1,∞)d. Then
(1) Hαp (Rd) ↪→ Lq for all q ∈ [p,p∗], ( 1p∗1 + · · · +
1
p∗d
) = ( 1
p1
+ · · · + 1
pd
) − α, when
( 1
p1
+ · · ·+ 1
pd
) > α.
(2) Hαp (Rd) ↪→ C(Rd), when ( 1p1 + · · · + 1pd ) < α. Here C(Rd) is equipped with the
supremum norm.
Proof. From [1, (1.2.29)], the Bessel potential space Hαp (Rd) can also be defined by
Hαp (Rd) = {f : f = Gα ∗ g, g ∈ Lp(Rd)}, α ∈ R,
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and
‖f‖Hαp = ‖g‖Lp ,
where Gα(x) =
1
(2pi)d
∫
Rd
ei(x,ξ)
(1+|ξ|2)α/2dξ and g := G−αf = (I −∆)α/2f := G−α ∗ f . For α > 0,
by [1, (1.2.11)],
Gα(x) =
1
(4pi)α/2Γ(α/2)
∫ ∞
0
t
α−d
2 e−
pi|x|2
t
− t
4pi
dt
t
.
Then by Ho¨lder’s inequality,
|Gα ∗ g| 6 ‖Gα‖p′‖g‖p
if ( 1
p1
+ · · ·+ 1
pd
) < α since in this case Gα ∈ Lp′ where 1p1 + 1p′1 = 1, · · · ,
1
pd
+ 1
p′d
= 1. To
be more precisely,
‖Gα‖p′ =
(∫
R
· · ·
(∫
R
|Gα(x)|p′1dx1
) p′2
p′1 · · · dxd
) 1
p′
d
=
1
(4pi)α/2Γ(α/2)
(∫
R
· · ·
(∫
R
|
∫ ∞
0
t
α−d
2 e−
pi|x|2
t
− t
4pi
dt
t
|p′1dx1
) p′2
p′1 · · · dxd
) 1
p′
d
6 1
(4pi)α/2Γ(α/2)
∫ ∞
0
(
e−
t
4pi t
1
2
( 1
p′1
+···+ 1
p′
d
−d+α))dt
t
=1
if 1
p′1
+ · · ·+ 1
p′d
− d+α > 0, i.e. ( 1
p1
+ · · ·+ 1
pd
) < α. The continuity of Gα ∗ g follows from
the continuity of translation in the Lp norm. Then (2) is proved.
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