Abstract. This paper applies local Fourier analysis to multigrid methods on hexagonal grids. Using oblique coordinates to express the grids and a dual basis for the Fourier modes, the analysis proceeds essentially the same as for rectangular grids. The framework for one-and two-grid analyses is given and then applied to analyze the performance of multigrid methods for the Poisson problem on a hexagonal grid. Numerical results confirm the analysis. Uniform hexagonal grids provide an approximation to spherical geodesic grids; numerical results for the latter show similar performance. While the analysis is similar to that for rectangular grids, the results differ somewhat: full weighting is superior to injection for restriction, Jacobi relaxation performs about as well as Gauss-Seidel relaxation, and underrelaxation is not required for good performance. Also, coarse-fine or four-color ordering (both analogues of red-black ordering on the rectangular grid) improves the performance of Jacobi relaxation, with the latter achieving a smoothing factor of approximately 0.25. An especially simple compact fourth-order discretization works well, and the full multigrid algorithm produces the solution to the level of truncation error in work proportional to the number of unknowns.
1. Introduction. Discretizations of partial differential equations are often based on structured grids. In two spatial dimensions the most common and natural approach is to use rectangular grids. However, hexagonal grids offer some advantages. In particular, hexagonal grids are more nearly isotropic: each grid cell adjacent to a given cell is located across a cell wall and the same distance away (cf. Figure 2 .1 below), in contrast to the rectangular case where neighboring cells share either a wall or a vertex. Consequently, discrete operators may be simpler and truncation errors smaller and more isotropic [6, 7] . Hexagonal grids also play an important role as approximations to the spherical geodesic grids being used increasingly often for numerical modeling in spherical coordinates, e.g., for global climate modeling [4, 5] .
Many applications require solving discretized elliptic problems (e.g., the Poisson and modified Helmholtz problems), which can be accomplished efficiently by multigrid methods [3] . These methods combine discretizations on several grids of different mesh size, each covering the whole computational domain; relaxation reduces error components on the scale of each grid, with smooth error components reduced by corrections computed on coarser grids. Introduced in the 1970s by Brandt [1] and others, multigrid methods have become a standard approach on rectangular grids. Heikes and Randall [4] introduced a multigrid method for the Poisson equation on a spherical geodesic grid; this application provided one motivation for the present study.
Local Fourier analysis (LFA) is a key tool for studying multigrid methods, providing estimates of convergence rates which can help guide the design of algorithms and verify that they are implemented correctly. This analysis measures the effect of the multigrid components on discrete Fourier components of the error (or combina-tions of components which are coupled). Since LFA ignores boundary conditions and assumes constant-coefficient operators, it does not provide rigorous global bounds on errors. However, in many cases it predicts convergence rates correctly, since reducing nonsmooth error components by relaxation is fundamentally a local task.
The goal of this paper is to use LFA to analyze the performance of multigrid methods on uniform hexagonal grids. While spherical geodesic grids are not perfectly regular and thus not amenable to LFA, they can be closely approximated by uniform hexagonal grids on a plane. Therefore, the results obtained here should be useful in designing multigrid methods for geodesic grids. In particular, Heikes and Randall [4] did not report convergence results for their method; our analysis provides estimates of the theoretical performance of their method and leads to several improvements.
Much of the analysis presented here follows closely that for rectangular grids, once we recognize that hexagonal grids are logically rectangular in oblique coordinates. Therefore, with minor changes we follow the notation and development in [10] . Section 2 introduces notation for operators and Fourier modes on hexagonal grids. Smoothing analysis is presented in section 3 for smoothing operators for which the Fourier modes are eigenfunctions. The corresponding two-grid analysis is given in section 4, including the extension to three-grid analysis. Section 5 considers the case of smoothing operators which couple several Fourier modes and introduces two relaxation schemes which attempt to mimic the properties of red-black ordering on a rectangular grid. Numerical results are given in section 6 which verify the analytical results. Included here are results for the Poisson and modified Helmholtz problems on a hexagonal grid (with various relaxation schemes and grid transfers and using second-and fourth-order discretizations) and sample results from a spherical geodesic grid confirming that the hexagonal-grid analysis gives useful guidance. Section 7 summarizes our conclusions.
Hexagonal grids and operators. A uniform hexagonal grid is a collection of grid points
2 which are the centers of hexagonal grid cells as shown in Figure 2 .1, where
are unit vectors defining the oblique coordinate system and h is the mesh size (distance between cell centers). This indexing is equivalent to that used in [6] . For LFA the grid G h is considered to be infinite. We assume standard coarsening: the next coarser grid is G 2h with grid points Figure 2 .2, and still coarser grids G 4h , G 8h , . . . are defined similarly.
LFA considers the effects of multigrid processing on the functions ϕ h (θ, x) := exp(iθ · x/h), where θ ∈ R 2 is the Fourier wave number relative to G h . We will use the term "mode" to refer to either the function ϕ h (θ, x) or its associated wave number θ. On the hexagonal grid it is convenient to write θ = θ 1 b 1 + θ 2 b 2 , where {b 1 , b 2 } is the dual basis corresponding to {a 1 , a 2 }, i.e., x) for all x ∈ G h if and only if θ 1 = θ 1 mod 2π and θ 2 = θ 2 mod 2π, we see that the Fourier modes ϕ h (θ, x) are distinguishable on the .2)), and the unit vectors a 1 and a 2 define the oblique coordinate system.
Fig. 2.2. Relation between fine grid (dots and thin lines) and coarse grid (circles and thick lines).
grid G h only for θ ∈ Θ := [−π, π) 2 , which we refer to as the modes visible on the grid. Note that for points on grid
j ); i.e., a mode with wave number θ relative to G h has wave number 2θ relative to G 2h . Thus, we can partition the set Θ of modes visible on a grid G h into the set Θ low := [−π/2, π/2) 2 of low modes, which are visible on the next coarser grid G 2h , and the set Θ high := Θ\Θ low of high modes, which are not.
The discrete operators considered here are assumed to be linear with constant coefficients. Such an operator L h corresponds to a stencil
where the coefficients s k may depend on h (but not on j) and K ⊂ Z 2 is a finite index set. For such operators the following lemma holds. 
where the eigenvalue L h (θ) := k∈K s k e i(k1θ1+k2θ2) is called the symbol of L h . For example, the (negative) Laplacian operator −∇ 2 can be discretized using seven points as
where for convenience we have used different indexing: the subscripts 0 and 1-6 denote the central point and its six nearest neighbors, respectively, as shown in Figure 2 .1. Expressing these points in the oblique coordinate gives the stencil
It can be shown that this discretization is second-order accurate.
Smoothing analysis.
The performance of a multigrid method depends in large part on the effectiveness of the relaxation scheme which smoothes the error on each grid. In this section we analyze relaxation schemes for which the Fourier modes are eigenfunctions of the corresponding smoothing operators. If we express the hexagonal grid using oblique coordinates and Fourier modes using the dual basis, the analysis proceeds essentially the same as for rectangular grids (cf. [10, section 4.3] ).
Consider a discretized partial differential equation L h u h = f h , and assume that a relaxation scheme can be written via an operator splitting 
where 
where the symbol of the smoothing operator, given by
The effectiveness of relaxation as a smoother is then measured by the multigrid smoothing factor
which quantifies how well relaxation reduces the high-mode error components. Assuming that the low-mode error components are eliminated by corrections computed on the coarse grids, the smoothing factor gives an estimate of the overall efficiency of the multigrid method. For example, consider the Poisson equation −∇ 2 u = f with the discretization (2.2). Weighted Jacobi (WJ) relaxation (as used in [4] ) can be formulated as
where ω is a relaxation parameter to allow for under-or overrelaxation. The corresponding smoothing operator is
For smoothing ω must be positive, and it can be shown that the smoothing factor is
with the first and second values corresponding to extrema on the inner boundary and interior of the high-mode region Θ high , respectively. The optimum smoothing is obtained with ω = 12/(15 − 2 √ 2) ≈ 0.9859, for which the smoothing factor is approximately 0.4789. Also, the simpler unweighted Jacobi scheme (i.e., with ω = 1) gives the smoothing factor 0.5, which is nearly as good; this differs from the situation on a rectangular grid in which underrelaxation (ω < 1) is required.
Similarly, for (weighted) Gauss-Seidel (GS) relaxation-with lexicographic ordering in the oblique coordinate-we obtain the symbol
where ω is again the relaxation parameter. For 0 < ω < 2 the maximum in (3.2) is obtained on the inner boundary of the high-mode region Θ high . The resulting smoothing factor for unweighted Gauss-Seidel (ω = 1) is approximately 0.5399, only marginally higher than the optimum value 0.5396 obtained at ω = 1.02. This result is slightly worse than for Jacobi relaxation; this is the opposite of the situation for the standard five-point discretization on the rectangular grid but similar to that for some nine-point discretizations [13] .
Two-grid analysis.
Two-grid analysis improves upon smoothing analysis by including the effects of grid transfers in addition to the smoothing by relaxation. In a two-grid cycle, the coarse-grid correction is computed by calculating the residual on the fine grid G h , transferring it to the coarse grid G 2h , solving the residual equation there, and transferring the resulting correction back to the fine grid. The effect on the fine-grid error is represented by the coarse-grid correction operator
where I 2h h is the restriction operator, I h 2h is the prolongation (interpolation) operator, I h is the identity operator on grid G h , and we have assumed that the coarse-grid operator L 2h is invertible. A two-grid cycle consisting of ν 1 and ν 2 relaxation sweeps on the fine grid before and after the coarse-grid correction, respectively, can be represented by the two-grid operator
This two-grid cycle is an approximation to a multigrid V(ν 1 , ν 2 ) cycle, which is obtained by recursively solving the coarse-grid problem by the same approach (i.e., ν 1 and ν 2 relaxation sweeps before and after a coarse-grid correction).
Two-grid analysis measures the effect of M 2h
h on the fine-grid errors; it is more complicated than smoothing analysis since the grid transfers couple the high and low modes. Again, if we express the hexagonal grid using the oblique coordinate and Fourier modes using the dual basis, the analysis proceeds essentially the same as for rectangular grids (cf. 
where
Precisely one of these four modes is a low mode; while the following development holds for any θ ∈ Θ, we can for concreteness assume that θ (0) = θ ∈ Θ low as in Figure 4 .1. These four modes coincide on the coarse-grid points
Since they are linearly independent, they form a basis for the space of harmonics
Since e iθ = −e iθ , we can also write where Ψ h has the four-color pattern 
Since the matrix in (4.6) is invertible, the two representations 
Discrete operators. Given that the fine-grid operator
.
Note that while the discrete operator should be invertible on a finite grid (with boundary conditions) often it is not on an infinite grid (e.g., the Laplacian of a nonzero constant is zero). The two-grid analysis assumes the coarse-grid equation is solved exactly, so we omit the null space of L 2h , i.e.,
For example, for the discrete Laplacian (2.2) with symbol given by (2.3), the null space Θ 0 contains only the single mode θ = (0, 0).
Smoothing. If the space E
θ h is invariant under the smoothing operator S h , then S h can be represented by a 4 × 4 matrix S h (θ). In the special case where all Fourier modes are eigenfunctions of S h as in Lemma 3.1, this matrix takes the simple form
For example, with WJ or GS relaxation the matrix takes this form using (3.3) or (3.4), respectively. If the Fourier modes are not eigenfunctions of S h , then the matrix S h (θ) is not diagonal and must be computed directly; examples are given in section 5.
Restriction. We assume that the restriction operator I 
Such a restriction satisfies the following lemma.
where I 2h h (θ) := k∈KRt k e ik·θ is the symbol of the restriction operator.
Thus, the restriction I 2h
h is represented by the 1 × 4 matrix on the right side of (4.9), which we denote by I 
k∈KP t k e −ik·θ is the symbol of the prolongation operator.
Thus, the prolongation I 
The effectiveness of the two-grid cycle is then measured by the asymptotic convergence factor
where ρ(·) denotes the spectral radius. For comparison with the (one-grid) smoothing analysis it is convenient to calculate the corresponding two-grid smoothing factor (4.14)
which estimates the convergence per fine-grid relaxation sweep. Values of μ 2 will be compared with the numerical results in section 6. Finally, two-grid analysis can be extended recursively to three (or more) grids as described in [11, 12] . In some cases this analysis may be needed, e.g., when using different discretizations on different grids or different numbers of presmoothing and postsmoothing sweeps. Although we do not consider such cases here, the three-grid analysis is a simple extension of the two-grid analysis, so we mention it here for completeness. A three-grid cycle with γ coarse-grid corrections per level (e.g., γ = 1 for a V-cycle, γ = 2 for a W-cycle, etc.) is represented by the three-grid operator
where M 4h 2h is defined by (4.2) with h replaced by 2h, i.e.,
Thus, the three-grid operator M 
Since each of the four harmonics for the grid G 2h is coupled to four harmonics on grid G h , the operator M 4h h couples harmonics in a 16-dimensional space and thus is represented by a 16 × 16 matrix M 4h h . The details are the same as for rectangular grids (see [12] ) and thus will not be presented here. The effectiveness of the three-grid cycle is then measured by the asymptotic convergence factor
where in this context Θ low = [−π/4, π/4) 2 and Θ 0 is the null space of L 4h . The corresponding three-grid smoothing factor
estimates the convergence per fine-grid relaxation sweep.
Smoothing analysis revisited.
The smoothing analysis in section 3 assumes that all Fourier modes ϕ h (θ, ·) are eigenfunctions of the smoothing operator S h . However, some smoothers do not satisfy this assumption but instead couple the high and low modes. For such smoothers the notation of the previous section allows us to extend the (one-grid) smoothing analysis, exactly as in the case of rectangular grids (cf. [10, section 4.5]). Specifically, if the spaces E θ h are invariant under the smoothing operator S h , we can generalize the definition (3.2) of the smoothing factor to read
where the diagonal matrix Q 2h h represents the perfect coarse-grid correction, with 1, 1, 1 ). An important example of such a smoother on a rectangular grid is Gauss-Seidel relaxation with red-black ordering (RB), which achieves superior performance. While this has no direct analogue on the hexagonal grid, two orderings for weighted Jacobi relaxation retain some features of RB relaxation and thus merit investigation.
Coarse-fine ordering.
On a rectangular grid, RB relaxation has the property that only one of the two partial sweeps changes values at points corresponding to the coarse grid. This can be achieved on the hexagonal grid by weighted Jacobi relaxation with coarse-fine (CF) ordering, which is often used in algebraic multigrid methods [2, 8] . One CF sweep consists of two partial sweeps of (weighted) Jacobi relaxation at points x 
. Similarly, for the fine sweep we obtain
Four-color ordering.
For the Laplacian operator on a rectangular grid, RB relaxation also has the property that each partial sweep operates on points which are decoupled. This can be achieved on the hexagonal grid by weighted Jacobi relaxation with four-color (4C) ordering (suggested by Ross Heikes). One 4C sweep consists of four partial sweeps of (weighted) Jacobi relaxation at points x 
and
As before, a different relaxation parameter ω could be used for each of the four sweeps. Both of the above schemes offer potential advantages: the CF scheme preserves the symmetry of the hexagonal grid, and the 4C scheme requires less storage. Values of the smoothing factors for these schemes are given in the following section.
Comparison with numerical results.
The canonical model problem for elliptic equations is the Poisson problem. Here we consider
with periodic boundary conditions in x and y. The true solution is specified as u(x, y) = cos(πx) sin(2πy/ √ 3), and the corresponding forcing f is computed analytically using (6.1). Unless otherwise specified, this problem is discretized using the second-order discretization (2.2) on a uniform hexagonal grid with mesh size h = 1/32 (i.e., 64 grid points in each of the oblique coordinates) and the restriction operator is full weighting. Coarser grids have mesh sizes successively doubled, with h = 1 on the coarsest grid. We also consider (briefly) a fourth-order discretization, the related modified Helmholtz problem, and spherical geodesic grids below.
For an algorithm consisting of repeated V(ν 1 , ν 2 ) cycles, the observed residual reduction per fine-grid relaxation sweep is measured by the factor
wherer h := f h − L hũh is the residual before one V-cycle andr h is the corresponding residual after the cycle, and the norm is defined as r h : factor μ N should closely approximate the one-and two-grid smoothing factors μ 1 and μ 2 ; values reported here are the asymptotic values observed during 10 cycles. Figure 6 .1 shows the performance (analysis and actual) of the four relaxation schemes considered above, using multigrid V(1, 1) cycles. The curves plot the smoothing factors per sweep (μ 1 , μ 2 , or μ N ) as functions of the relaxation parameter ω; for the CF and 4C schemes the same value of ω was used for each partial sweep. In each case the numerical results agree well with the analytical results (especially the twogrid analysis), and the optimal relaxation parameter is close enough to ω = 1 that using the simpler unweighted relaxation would perform nearly as well. Very similar results are obtained for V(1, 2) cycles (see Figure 6. 2), and the three-grid analysis provides similar estimates for this problem as expected (see Figure 6. 3).
The above results were all produced using full weighting as the restriction operator. Using injection instead degrades the performance, as shown in Figure 6 .4 for the WJ and GS schemes.
1 Also, using injection with WJ relaxation requires underrelaxation (ω < 1) for optimum performance, which is not required with full weighting. The difference between the analytical and numerical results may be related to the fact that injection (unlike full weighting) does not preserve the integral of the residual it transfers, which means that the right-hand side of the coarse-grid problem (in the periodic case considered here) no longer satisfies the compatibility condition. Indeed, numerical results (not shown) for the corresponding Dirichlet problem-which does not have a compatibility condition-show better agreement with the analysis. Since using injection leads to larger smoothing factors than does full weighting (in the cases where it works at all), it will not be considered further here.
The coarse-fine and four-color schemes analyzed in section 5 permit using a different relaxation parameter for each partial sweep. For the coarse-fine scheme the dependence on the two relaxation parameters (ω 1 and ω 2 for the coarse and fine sweeps, respectively) is shown in Figure 6 .5, which gives the smoothing factors μ 2 and μ N for V(1, 1) cycles; the agreement between the analytical and numerical results is good. However, the numerical values summarized in Table 6 .1 show there is not a large difference between the smoothing with optimal relaxation parameters and the simpler unweighted scheme (ω 1 = ω 2 = 1). In view of this result a similar optimization was not explored for the four-color scheme (which already achieves excellent performance without weighting). Table 6 .2 summarizes the smoothing factors (analytical and numerical) for the four relaxation schemes considered here (all unweighted, i.e., with ω = 1). In each case the analysis predicts the actual performance with reasonable accuracy, with the two-grid analysis faring slightly better. All schemes exhibit smoothing factors which are nearly independent of the mesh size. Numerical smoothing factors for V(2, 1) cycles (not shown) are close to those for V(1, 2) cycles but typically slightly larger. The best performance is achieved by the four-color (4C) scheme and is comparable to the RB scheme on a rectangular grid.
A remarkable feature of the hexagonal grid is that it provides an especially simple fourth-order discretization of the Poisson problem. In the appendix it is shown that the discretization
has fourth-order accuracy. This is the hexagonal-grid analogue of the so-called "Mehrstellen Verfahren" discretization [9] , but it is markedly simpler: it involves only seven points, and the weights at all surrounding points are the same-both for the solution and the forcing. Furthermore, the operator on the left is identical to that in the second- order discretization (2.2), so only the right-hand side of the second-order discretization needs to be modified to obtain fourth-order accuracy (in the multigrid context this must be done only on the finest grid). The analytical smoothing factors for the two discretizations are identical; numerical smoothing factors for the fourth-order scheme (not shown) match those shown in Table 6 .2 for the second-order scheme quite closely.
A slight generalization of the Poisson equation is the modified Helmholtz equation
where λ is a positive constant. Using the second-order discretization (2.2) for the Laplacian leads to the discretization
The symbol for weighted Jacobi relaxation is
where ω is the relaxation parameter. Smoothing factors (μ 1 , μ 2 , and μ N ) for this problem (with ω = 1) are shown in Figure 6 .6 as functions of λ, with the numerical results computed for the same domain, grid, and analytical solution as used above. As expected, the convergence improves as λ increases; again, the agreement between the analytical and numerical results is substantial. The methods examined above can also be incorporated into the full multigrid (FMG) algorithm [1] . This quasi-direct algorithm combines nested iteration with a fixed number of multigrid cycles to solve the problem on each successive grid from coarsest to finest. Properly designed, this should solve the problem to the level of truncation error with work proportional to the number of unknowns on the finest grid. Here we consider the following two algorithms for the Poisson problem, both using the (unweighted) four-color scheme and the same grids used above:
• FMG2. uses second-order discretization, one V(1, 1) cycle per level, and fourth-order initial interpolation; • FMG4. uses fourth-order discretization on currently finest level, two V(1, 1) cycles per level, and sixth-order initial interpolation. Tables 6.3 and 6 .4 summarize the results from the algorithms FMG2 and FMG4, respectively. In both cases the truncation error τ h and discretization error ε h decrease with h at the proper rates, and the problem is solved to or below the level of truncation error, i.e., r h τ h and v h < ε h . Finally, while our analysis is for uniform hexagonal grids, it also provides useful estimates for spherical geodesic grids, which consist of many quasi-uniform hexagonal cells together with twelve pentagonal cells. Heikes and Randall [4] introduced a multigrid method for the Poisson problem on such grids which uses weighted Jacobi relaxation and injection. As shown in Figure 6 .7 (top left panel), the hexagonal-grid analysis accurately predicts the performance of this method, and underrelaxation (ω < 1) is required for best performance. As before, better agreement with analysis (and better performance without weighting) is obtained using full weighting (Figure 6.7 (top right panel) ), which on the geodesic grid takes the form [cf. (4.8) ]
Here, the subscripts 0 and i index the coarse-grid point and the n surrounding finegrid points (n = 5 or 6) and A 0 and A i denote the areas of the corresponding fine-grid cells. As suggested by the hexagonal-grid analysis, the CF and 4C schemes perform well on the geodesic grid ( Figure 6 .7 (bottom two panels)), with the (unweighted) 4C scheme achieving a smoothing factor of about 0.30, again comparable to the RB scheme on a rectangular grid. 
Summary and conclusions.
Local Fourier analysis of multigrid methods on hexagonal grids closely parallels that on rectangular grids, provided we express hexagonal grids using oblique coordinates and Fourier modes using a dual basis. Applying this framework to the Poisson problem we have obtained analytical smoothing factors (using one-grid and two-grid analyses) for several relaxation schemes and grid transfers and verified these with numerical calculations. In particular, we find that (i) using full weighting, each relaxation scheme tested does not require underor overrelaxation for nearly optimal performance;
(ii) Jacobi relaxation (which is parallelizable and preserves the symmetry of the grid) performs nearly as well as Gauss-Seidel relaxation (which is not parallelizable and does not preserve symmetry); (iii) Jacobi relaxation with four-color ordering has a smoothing factor of approximately 0.25 for V(1, 1) cycles, making it comparable to Gauss-Seidel relaxation with red-black ordering on the rectangular grid;
(iv) an especially simple compact fourth-order discretization exists for the Poisson equation on a uniform hexagonal grid;
(v) second-and fourth-order FMG algorithms on the hexagonal grid solve the Poisson problem to the level of truncation error in work proportional to the number of unknowns;
(vi) the hexagonal-grid analysis gives quantitatively correct guidance for developing multigrid solvers for spherical geodesic grids.
