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Abstract
The breaking of the N=20 shell gap in neutron-rich nuclei is investigated by studying
the single-particle structure of 27Ne via neutron transfer onto a 26Ne beam. The obser-
vation of low-lying negative parity states in 27Ne above the 3/2+ ground state is further
evidence of the raising of the νd3/2 orbital that is seen in other neutron-rich nuclei in
the N=20 region. The previously unseen 7/2− state has been identified as unbound by
331 keV and lies above the already known 3/2− level. The measurements of the present
work contradict SDPF-M Monte-Carlo Shell Model predictions, but are in good agreement
with WBP shell model calculations in which the single-particle energies of the pf shell
are artificially lowered by 1 MeV. This modification was made to mimic the closing of the
N = 20 shell gap in neutron-rich nuclei. The predictions of the modified WBP calculations
are also in agreement with experimental measurements in the adjacent nuclei of 25Ne and
29Mg. The calculations show that core-excited configurations play a significant role in
both the 3/2+ ground state and the 7/2− intruder state in 27Ne.
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Note on Amendments
Since this thesis was produced, an error in the analysis was noted that has an effect
on some of the results. This does not change any conclusions regarding unbound states.
For the bound states in 27Ne, it does not change any conclusions regarding the best fits
to angular distributions, but does change the deduced spectroscopic factors. The effect
of the discrepancy on the spectroscopic factors was of the order 20%, compared to the
quoted errors that are themselves between 50% and 80%. The nature of the discrepancy
and the associated modifications are described in the Erratum section at the end of the
thesis.
Chapter 1
Introduction
1.1 Background
1.1.1 Magic Numbers - The Dawn of a New Era
The idea that there are special numbers of protons and neutrons in a nucleus that corre-
spond to a particularly stable nuclear configuration was first suggested by J. Bartlett in
1932 [1]. He postulated that stable configurations in 4He and 16O are the result of the nu-
cleons being ordered into shells analogous to those observed for electrons in atomic physics.
This idea was extended to include heavier nuclei in 1934 when W. Elsasser presented ev-
idence for shell closures at neutron or proton number 50, 82 and 126 [2]. However, with
only limited experimental data available at the time to support the theory, the nuclear
shell model was strongly rejected by many for several years.
In 1948 the shell model was propelled back into the forefront of nuclear physics research
when M. Mayer gave convincing evidence using measurements of nuclear binding energies
and isotopic abundances for closed shells at neutron or proton number 20, 50, 82 and
126 [3]. Initially, although the shell model was able to reproduce some of the lower shell
closures, the higher levels did not fit well with calculations using simple potential wells.
The problem was finally solved in 1949 when Mayer [4] and Haxel, Suess and Jensen [5]
independently showed that the observed shell gaps could be reproduced with the inclusion
of a spin-orbit term to the potential, which takes into account the orientation of the
intrinsic spin of the nucleon relative to its orbital angular momentum. The number of
neutrons or protons indicating shell closures, known as the magic numbers are 2, 8, 20,
1
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50, 82 and 126. The success of 1949 represented the dawn of a new era in nuclear physics
as the shell model was used to reproduce many of the known properties of nuclei and also
became the cornerstone to further advances in studies of nuclear structure. The magic
numbers are thus among the fundamental observables in nuclear physics.
1.1.2 Shell Gap Migration in Exotic Nuclei
Until fairly recently, it was generally assumed that the magic numbers are a fixed quantity
of nature. But the advent of Radioactive Ion Beam (RIB) facilities has enabled the study
of exotic nuclei far from stability in recent years [6], with some intriguing observations.
The familiar magic numbers have been seen to disappear and new ones take their place
as one moves from the line of stability to the drip lines. The focus of this work will be on
the region of N = 20.
The first evidence for the disappearance of the N = 20 magic number was in mass
measurements of neutron-rich sodium and magnesium isotopes [7, 8]. The masses of
the N = 20 isotones 31Na and 32Mg suggest that they are more tightly bound than
is expected from theoretical predictions. This is attributed to particle-hole excitations
across the N = 20 shell gap giving rise to deformation in the ground state wavefunctions
of these nuclei. Furthermore, the low excitation energy of the first 2+ state in 32Mg [9, 10]
can only be reproduced with two neutrons coupled in the pf shell in the ground state
configuration, indicating that 32Mg is deformed and that the N = 20 magicicity breaks
down. More evidence is obtained in the oxygen isotopes. In the standard shell model, one
would expect 28O (Z = 8, N = 20) to be doubly magic and the extra stability that this
implies might ensure that this nucleus is particle bound. This is not the case, however;
the N = 20 shell gap is not strong enough to bind 28O. Recent experiments have indicated
the existence of a new shell closure at N = 16 [11, 12], leading to the identification of 24O
as a doubly magic nucleus [13]. In fact, 24O is the most neutron rich isotope of oxygen
that is particle bound.
The changing shell structure in neutron-rich nuclei has been attributed in part to
tensor force effects in the nucleon-nucleon interaction [14, 15]. For the case of nuclei in
the N = 20 region, it is proposed that the monopole component of the tensor force is
strongly attractive between the πd5/2 and νd3/2 levels. Removing protons from the d5/2
orbital results in a weakening of this interaction thereby causing the d3/2 neutron shell
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to rise in energy. Shell model calculations with modifications to the effective interaction
[16] to incorporate these tensor effects have been developed for sd-shell nuclei. It is of
interest to compare their predictions for the level structure in exotic nuclei to experimental
measurements in order to test their validity.
1.1.3 Systematics of the Negative Parity States in N = 17 Nuclei
The study of single-particle states in the N = 17 isotones is well suited to investigating
the spacing between the d3/2 subshell and the pf -shell. To a first approximation, the
N = 17 isotones can be considered as an N = 16 isotone with an additional neutron in
the d3/2 orbital. Single-particle excitations where the d3/2 neutron is promoted to the
pf -shell produce negative parity excited states. Thus, measurements of the energy of the
negative parity states provide a good indication of the gap between the (raised) d3/2 level
and the bottom of the pf -shell. Of course, pure single-particle states do not exist in reality
and so the excitation energies are only guides to the energy spacing of the single-particle
orbitals. It is therefore important to measure other features of the states, for instance the
single-particle strength (spectroscopic factors) of the populated states.
Figure 1.1 shows the systematics of the negative parity states for the N = 17 isotones
from 27Ne to 35Ar. The most bound isotones have high lying negative parity states at
around 3 MeV in excitation energy [17, 18, 19], but this dramatically changes when going
from 31Si to 29Mg, where the gap between the d3/2 and the pf shell drops to about
1 MeV as a result of removing two protons from the d5/2 orbital [20]. In addition to this
suppression of the N = 20 shell gap, the 3/2− level is observed lower in energy than the
7/2− for 29Mg, contrary to the ordering in the pf shell at stability. Similar systematics are
observed for the N = 15 isotones, with shell gap reduction and a reversal of the ordering
of the negative parity states observed in 25Ne [21] and 27Mg [22]. In the present work, the
single-particle structure in 27Ne is investigated to shed further light on the changing shell
structure in this region.
1.1.4 Current Knowledge on 27Ne
Conventional shell model calculations with a model space limited to the the sd-space such
as the Universal SD (USD) interaction [23] can only calculate positive parity states. For
27Ne, they predict one bound excited state in addition to the 3/2+ ground state (see
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Figure 1.1: Systematics of negative parity states in the N = 17 isotones. The N = 20 shell gap
is dramatically reduced as a result of removing two protons from the d5/2 orbital. The ordering
of the p3/2 and f7/2 levels appears to be reversed for
29Mg in comparison to the nuclei closer to
β-stability.
Figure 1.2). On the other hand, Monte-Carlo Shell Model calculations with a model
space extended to the pf shell and an effective interaction modified to incorporate the
monopole tensor effects, known as the SDPF-M interaction [16], can also predict negative
parity levels. This gives negative parity states in 27Ne that are almost degenerate with the
ground state [24]. The flip in the ordering of the 3/2− and 7/2− states that is observed
in Figure 1.1 for the isotone 29Mg is not predicted in this calculation for 27Ne.
Recent experiments have identified two bound states in 27Ne above the 3/2+ ground
state. A 765 keV level with a spin-parity of either 1/2− or 3/2− exhibiting significant
single-particle strength was reported by Obertelli et al in a γ-ray spectroscopy measure-
ment via d(26Ne,27Ne)p at 9.7 MeV per nucleon, together with a 1/2+ hole state at 885 keV
[25]. This was confirmed in a 9Be(28Ne,27Ne)X one-neutron knockout experiment by Terry
et al [24], and the 765 keV state was assigned as a 3/2− level. Both excited states were
also observed in a p(28Ne,27Ne)d measurement by Dombra´di et al [26]. These measure-
ments are consistent with the SDPF-M shell model predictions. The observation of the
low-lying 3/2− state is strong evidence of the closing of the N = 20 shell gap. Further-
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Figure 1.2: Energy level scheme for 27Ne prior to this work. USD calculations limited to the
sd shell predict only one bound excited state, of positive parity. SDPF-M calculations predict
negative parity intruder states nearly degenerate with the 3/2+ ground state. The measured levels
were obtained from References [24] and [25].
more, the fact that an appreciable yield of the 3/2− state was measured in the knockout
experiments suggests that intruder configurations play an important role in the ground
state wave function of 28Ne.
None of the experiments were able to identify the 7/2− intruder state. It was noted
though that a direct transition from the 7/2− level to the 3/2+ ground state would most
likely proceed via an M2 transition, which would have a half life of at least 10 ns according
to Weisskopf estimates [25]. This corresponds to a flight path of about 30 cm for a
beam velocity of β=10% and thus the nucleus would be expected to de-excite beyond
the range of the γ-ray detectors in all three experiments. This would result in these
events being wrongly assigned to the ground state. Terry et al acknowledged that their
“ground state” momentum distribution could include counts from an isomeric 7/2− state
and compared that data with SDPF-M predictions. The statistical uncertainties in the
measured momentum distribution meant that it was impossible to decide whether or not
the isomeric state exists.
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1.2 Experimental Overview
Single-nucleon transfer reactions are an excellent tool for studying low-lying shell model
states [27, 28]. Because only one valence nucleon is transferred between the beam and
target nuclei, the residual core is largely unaffected meaning that states with significant
single-particle strength can be selected. In this work, states in 27Ne were populated via
the reaction 26Ne(d,p)27Ne in inverse kinematics [29, 30]. The key improvement of this
experiment over previous 27Ne measurements is that the light ejectiles were detected as
well as the heavy residual nuclei, thereby facilitating the determination of ejectile angular
distributions for ℓ-value assignment of the states populated in the residual nucleus. The γ-
rays were also measured to compensate for the relatively poor excitation energy resolution
achievable when measuring charged particles.
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Figure 1.3: Angular distribution predictions for states in 27Ne produced in neutron transfer on
26Ne. The calculations were made using the ADWA method [31], discussed in Section 2.3.2, and
assume pure single-particle states.
The principle focus of this work is to discover and identify the predicted 7/2− intruder
state in 27Ne and measure its excitation energy and single-particle strength. As is illus-
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trated in Figure 1.3, one would expect the proton angular distributions to give a clear
indication of the presence of the 7/2− state characterised by a rather substantial increase
in the yield between laboratory angles of 100◦ - 120◦ due to the dominance of the ℓ = 3
cross section in this region. Measurements for the known states will also be compared with
the results in the previous transfer measurement [25] and with shell model predictions.
This thesis is structured as follows: Chapter 2 provides a more detailed discussion of
relevant theory, including the shell model, magic number migration in low-mass neutron-
rich nuclei and single-nucleon transfer reactions. The details of the experimental set up are
explained in Chapter 3. This includes an overview of the radioactive beam production pro-
cess, descriptions of each individual detector of importance in this work and a summary of
the key features of the electronics and data acquisition system. GEANT4 simulations that
were used for a number of aspects of the analysis and also part of the experimental design
will also be presented. The general data analysis applicable to all reaction channels such
as calibrations, γ-ray efficiency measurements and corrections to energy measurements is
described in Chapter 4. The detailed analysis of the reaction data and discussion of the
results are then presented in Chapter 5. These results are summarised and concluding
remarks are made in Chapter 6.
Chapter 2
Theory
2.1 The Nuclear Shell Model
2.1.1 The Mean-Field Model
In a simple approximation, the quantised energy levels of a single nucleon in a nucleus
can be calculated by solving the Schro¨dinger equation for a particle, represented by the
wavefunction ψ(r), moving in a mean field generated by the motion of all other nucleons
in the nucleus: [
− ~
2
2m
∇2 + V (r)
]
ψ(r) = Eψ(r) (2.1)
wherem is the mass of the nucleon, V is the mean field potential, E is the energy eigenvalue
and r is the distance of the nucleon from the centre of the potential. The key physical
term in the Hamiltonian of Equation 2.1 is V (r). The nature of the potential governs
the nuclear interactions and thus the solutions of the Schro¨dinger equation. The most
commonly used form for the mean field potential is the Woods-Saxon potential [32], the
shape of which describes the charge distribution measured over a wide range of nuclei.
The form of the Woods-Saxon potential is illustrated in Figure 2.1 and written as
V (r) =
−V0
1 + exp[(r −R)/a] (2.2)
The three parameters in Equation 2.2 are as follows: V0 is the potential depth, R is
the mean nuclear radius which has the form R = r0A
1/3 fm and a is the diffuseness,
which defines the shape of the potential. The parameter V0 is adjusted to give the correct
8
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separation energies corresponding to experimental measurements and is typically of the
order 50 MeV. The radius and diffuseness parameters are generally of the order 1.25 fm
and 0.5 fm respectively [33].
r
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1+e
−V
2
−V
−V0
0
0
Figure 2.1: Schematic diagram of a Woods-Saxon potential. V0 is the potential depth. The
diffuseness parameter a defines the shape of the potential.
The Woods-Saxon potential alone yields solutions to the Schro¨dinger equation that
correspond to the first few magic numbers only. The spin-orbit term Vs.o.(r)L · S, which
takes into account the intrinsic spin of the nucleon relative to its orbital angular momen-
tum, is also required in order to predict all the shell closures consistent with experimental
observation. The magnitude of the intrinsic spin of a single nucleon is 12~, and thus the
possible values for the total angular momentum quantum number j for a given energy
level are j = ℓ+ 12 or j = ℓ− 12 . The energy eigenvalues for ℓ+ 12 are lower than for ℓ− 12
and this produces the so-called spin-orbit splitting of the energy levels. Figure 2.2 [34]
shows the resulting energy levels and shell closures using various potentials applied to the
Schro¨dinger equation.
In the simplest application of the shell model, the angular momenta of constituent
nucleons in degenerate shells couple to a total angular momentum of zero and the ground
state wavefunction is governed solely by the valence nucleons. An example of this is to
consider adding a nucleon to a closed shell nucleus like the doubly magic 16O, where the 0s
and 0p shells are filled for both protons and neutrons to form a 0+ ground state. Adding
a neutron into the νd5/2 subshell creates
17O with a ground state of 5/2+ and in general
the wavefunction for a given state in 17O is defined by the single-particle excitations of
the valence neutron outside the 16O core.
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Figure 2.2: The energy levels in the shell model calculated using various potentials. The circled
numbers are the magic numbers indicating shell closures. On the left, the potential is the simple
harmonic oscillator. The middle plot shows the levels for the Woods-Saxon potential without the
spin-orbit component. The right hand side plot shows the levels using a Woods-Saxon potential
with a spin-orbit component.
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2.1.2 Residual Interactions
This simple mean field model however is a crude oversimplification, particularly when
applied to nuclei in which there are many valence nucleons outside the closed shell. A
residual interaction is required to take into account interactions between the individual
valence nucleons. This residual interaction acts as a perturbation of the mean field and
results in physical eigenstates which consist of multiple single-particle configurations in a
phenomenon known as configuration mixing. The wavefunction for a state of spin J can
be written
ψJ(i) = aψ1 + bψ2 + cψ3 + ... (2.3)
where a, b and c are the probability amplitudes of the states defining the contribution
of each individual component to the total wavefunction. Due to configuration mixing,
the single-particle strength is spread across various states which, due to conservation of
angular momentum, all have the same Jπ. The overlap of the wavefunction to that of a
hypothetical pure single-particle state where the only contribution in Equation 2.3 is the
core plus valence nucleon component is called the spectroscopic factor. For example, the
spectroscopic factor of a state with spin and parity 3/2− in 27Ne is a measurement of the
overlap of the wavefunction of the 3/2− state in 27Ne, with the ground state wavefunction
of 26Ne coupled to a neutron in the p3/2 orbital:
C2S =| 〈27Ne3/2+ |26 Neg.s. ⊗ νp3/2〉 |2 (2.4)
where C is the isospin Clebsch-Gordan coefficient [35]. The energy of the single-particle
level is weighted by the spectroscopic factors of the various states and thus measuring the
excitation energies and spectroscopic factors of the various states enables one to determine
the single-particle energy of the orbital [35].
Due to computational limitations, shell model calculations are forced to use approxi-
mations. One of these approximations is the assumption of an inert core, which is generally
considered to be the next doubly-magic system below the Fermi-surface. In addition to
this, the shell model space is truncated whereby the valence particles are limited to a
subset of single-particle states. In reality the core is not completely inert and the higher
single-particle orbitals may contribute to the wavefunction. Corrections are therefore made
to the residual interactions to fit with experimental observables. The residual interaction
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that is optimised for a particular shell model space is often referred to as an effective
interaction.
Even with these approximations, the shell model has had much success in reproduc-
ing the physical properties of stable nuclei [36]. For example, conventional shell model
calculations with a model space limited to the sd-space such as the Universal SD (USD)
interaction [23] have proved to be very powerful in studies of light nuclei [37]. In these
calculations, the matrix elements for the effective interaction are fitted to reproduce ex-
perimental observables in the relevant mass region. Interestingly though, frailties in the
shell model have emerged over the past few decades since experimental studies of nuclei
further from the line of stability have become available [38]. So called intruder configura-
tions from the pf shell that are high in excitation energy for nuclei near stability begin
to play a major role in the structure of the ground states and low-lying excited states in
exotic nuclei [39]. This is interpreted as a breakdown of the N = 20 shell gap and its effect
is highlighted in the region of N > 20 and Z < 12, known as the ‘island of inversion’ [40]
in which the pf configurations actually dominate the ground state wavefunctions.
2.2 Changing Shell Structure in Neutron-Rich Nuclei
2.2.1 Overview
The changing shell structure in nuclei far from stability has been attributed to a number
of factors. Firstly, the effective interaction between nucleons in different orbits are depen-
dent on the radial distribution, angular momentum and spin orientations of their orbits.
Changes in the occupancies of these orbitals have a direct influence on the mean field
and therefore the single-particle levels [14, 15]. Secondly, many-body correlations such as
pairing can become important for loosely bound systems which weaken the robustness of
spherical shell gaps [41]. Thirdly, interactions between bound states, resonances and scat-
tering states may have a significant effect on the spectroscopic properties of weakly bound
nuclei [42, 43]. In addition to this, it is observed that the neutron density becomes very
diffuse close to the neutron drip-line and therefore the neutron potential is of a different
shape to that of β-stable nuclei, which has a direct effect on the single-particle energies.
[43]. Furthermore, a weakening of the spin-orbit interaction is predicted to reduce the en-
ergy gap between spin-orbit partners in neutron-rich nuclei [44]. This was investigated by
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measuring the excitation energies and spectroscopic factors of the 7/2+ and 11/2− states
produced in (α, t) reactions on a wide range of Sn isotopes, which showed an broadening of
the energy gap between the g7/2 and h11/2 orbitals for increasing neutron excess [45]. The
focus in this section will be on the first of these factors, namely the tensor force effects on
the single-particle levels. A detailed review of magic number migration far from stability
is given in Reference [41].
2.2.2 Spin-Isospin Properties of the N-N Interaction
In order to understand the migration of the shell gaps it is important to identify the
properties of the nucleon-nucleon interaction that can account for the observed changes of
the single-particle orbitals. This can be achieved by studying the Effective Single-Particle
Energies (ESPEs), which represent the mean effect of all other nucleons on the energy of
a nucleon in a specified orbit. The ESPE of an occupied orbit is simply defined as the
separation energy of the orbit, with opposite sign. For an unoccupied orbit, the ESPE is
the gain in binding energy as a result of adding a proton or neutron into the orbit, with
opposite sign [14]. In this way, one can study the effects on the energy levels whether they
are occupied or not.
Otsuka [14, 15] showed that the ESPEs for the N = 16 isotones in the region 8 <
Z < 14 are dramatically changed as protons are removed from the d5/2 orbital due to the
so-called monopole interaction [46, 47]. The two-body matrix element of the monopole
Hamiltonian is [14]
V Tj1j2 =
ΣJ(2J + 1)〈j1j2 | V | j1j2〉JT
ΣJ(2J + 1)
(2.5)
where J is the angular momentum coupled by two interacting nucleons in orbits j1 and j2,
T is the isospin of the coupled nucleons, and 〈j1j2 | V | j1j2〉JT are the matrix elements
for a two-body interaction, V . In the following description, only spin-orbit partners with
j> = ℓ + 1/2 and j< = ℓ − 1/2 will be considered. Although the monopole interaction
does contribute for nucleons with different ℓ values, the effect is strongly suppressed due
to the much reduced overlap of the radial wavefunctions.
As is discussed in Reference [14], the matrix elements in the monopole interaction
are strongly isospin dependent, whereby the T = 0 component is significantly stronger
than the T = 1 part. For the spin operator of V , j> and j′< orbits (and vise versa) are
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more strongly coupled than j> to j′> or j< to j′<. As a result of these two properties,
the monopole part of the N −N interaction produces large matrix elements for spin-flip,
isospin-flip processes. Furthermore, as is discussed in [15], the tensor force is attractive
for j> orbits coupled to j′< orbits (and vise versa), whereas j> - j′> (or j< - j′<) orbits
repel each other.
Figure 2.3 shows the effect of the monopole interaction for the N = 16 isotones as the
occupancy of the πd5/2 is varied. The Hamiltonian and the single-particle model space
was that of the SDPF-M interaction developed by Utsuno [16], in which the monopole
interaction was adjusted to reproduce the drip line of the oxygen isotopes. The nucleus
30Si (Z = 14, N = 16) is β-stable and has six protons fully occupying the π0d5/2 subshell.
The ν0d3/2 subshell has an ESPE close to that of the ν1s1/2 subshell, and there is a
significant shell gap to the pf shell resulting in a magic number of N = 20 (Figure 2.3a).
If these six protons are removed from the π0d5/2 subshell, then the ν0d3/2 level has a
higher ESPE and appears closer to the pf shell, thereby closing the gap at N = 20 and
forming a new magic number at N = 16, as is shown in Figure 2.3b.
Figure 2.3: Neutron ESPEs for (a) 30Si and (b) 24O. The energy of the νd3/2 orbital in the sd
shell rises towards the pf shell as protons are removed from the πd5/2 shell.
This systematic shift in the ESPEs as the π0d5/2 occupancy is varied is primarily due
to the strongly attractive monopole interaction between a proton in the 0d5/2 level and a
neutron in the 0d3/2 orbital. For a nucleus lying on or near the β-stability line, the number
of neutrons and protons are roughly the same, so both the T = 0 and T = 1 monopole
interactions contribute to a comparable extent. As a result, the j< neutron orbit is lowered
2.3. Single-Nucleon Transfer Reactions 15
by the j> proton orbit as is seen in Figure 2.3a. For exotic nuclei, the T = 1 component
becomes more dominant over the T = 0 part due to the neutron excess, and therefore
the (strongly) attractive interaction from the T = 0 component is suppressed. Thus, an
enhanced spin-orbit splitting causes a reduction in the gap to the next major shell and the
magic number of N = 20 obtained by conventional shell model calculations disappears, as
is seen in Figure 2.3b.
2.3 Single-Nucleon Transfer Reactions
Single-nucleon transfer reactions are an ideal experimental probe for studying single-
particle structure in nuclei [27, 28]. In stripping reactions such as (d,p), the neutron
is transferred from the deuteron to occupy a certain orbital in the target nucleus. The
cross section for such a reaction is a function of the overlap of the A and A+ n systems.
Spectroscopic factors are thus determined by scaling the measured partial cross sections of
populated states to pure single-particle cross sections obtained from reaction calculations
using explicit shell model wavefunctions for the final states. The cross section for a given
J state is given by [48]
σ = C2S σs.p. (2.6)
where C2S is the spectroscopic factor and σs.p. is the cross section assuming pure single-
particle wavefunctions. The measured yield in stripping reactions may be suppressed by
blocking of single-particle orbitals in the ground state wavefunction of the target due to
mixing in addition to differences in the overlap between the A and (A+1) wavefunctions.
It follows that in addition to providing an insight into the single-particle structure of the
residual nucleus, spectroscopic factors implicitly give information on the structure of the
ground state wavefunction in the target nucleus. Similarly, the spectroscopic factors from
pickup reactions such as (p,d) and (d,t) provide direct information about level occupan-
cies in the ground state wavefunction in the target nucleus. It is therefore important
to measure spectroscopic factors from both stripping and pickup reactions and use them
simultaneously to develop a more complete picture of the shell structure in the nuclei of
interest.
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2.3.1 Angular Distributions of Emitted Particles
The angular distributions of the ejectile in stripping reactions are a fingerprint of the
angular momentum transfer between the beam and target and thus the final shell model
state of the heavy residual nucleus. This is demonstrated as follows in a semi-classical
treatment with the application of angular momentum conservation. For the (d,p) stripping
reaction illustrated in Figure 2.4, if pi is the momentum of the incoming deuteron and
pe is the momentum of the ejectile proton, then the momentum p of the residual nucleus
(target + neutron) is
p = pi − pe (2.7)
The momentum vectors are related by the cosine law as follows:
p2 = p2i + p
2
e − 2pipecosθ (2.8)
If δ = pi - pe is the momentum lost by the incident particle as a result of the reaction,
then
p2 = 2p2i (1− cosθ)
(
1− δ
pi
)
+ δ2 (2.9)
Using the small-angle Taylor expansion for cos θ with only the first term retained, the
solution for θ2 is
θ2 =
p2 − δ2
p2i (1− δ/pi)
(2.10)
The quantised orbital angular momentum transferred in the reaction is ~
√
lt(lt + 1), where
ℓt is the number of units of angular momentum transferred. Due to conservation of angular
momentum, this must have a maximum value equal to Rp, where R is the radius at which
most of the angular momentum transfer takes place. Applying this condition, the minimum
value for θ2 is
θ2 ≥ ~
2ℓt(ℓt + 1)− δ2
R2p2i (1− δ/pi)
(2.11)
Equation 2.11 shows that the minimum scattering angle increases with ℓ. The general
proton yield will tend to be focused towards the forward direction where the particles are
most weakly deviated in the centre of mass frame. Therefore in a semi-classical approach,
the intensity would be expected to peak at the minimum angle allowed by conservation
of angular momentum. Due to the wave nature of particles, interference between waves
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Figure 2.4: Geometry of stripping reactions occurring primarily on the nuclear surface. Inter-
ference from scattering over all parts of the nuclear surface results in maxima and minima in the
angular distributions of the ejectile.
emanating from all parts of the nuclear surface produce maxima and minima in the angular
distributions. The precise shape of the angular distribution depends on several factors
including the beam energy, polarisation of the beam or target and nuclear structure effects.
But the angular momentum conservation requirement of Equation 2.11 limits the yield
at the most forward angle for higher ℓ meaning that the first maximum in the angular
distribution provides a strong indication of the angular momentum transfer between the
beam and the target. This is seen in the calculations in Figure 1.3 where transfers of
ℓ = 0,1,2 and 3 are presented. Fitting experimentally measured angular distributions
to theoretical calculations such as those described in the following section enable the
determination of the ℓ-transfer of the reaction. Spin-orbit effects are usually too small to
provide j assignments purely on the basis of the angular distributions, but the shell model
can be used to determine the most likely assignment given a choice between spin-orbit
partners.
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2.3.2 Theoretical Analysis of Transfer Reactions
The Distorted Wave Born Approximation
Theoretical reaction cross sections are calculated by evaluating the matrix element for the
transition between the initial and final states. In the reaction a(A,B)b, where the a+A
and b+B partitions are labelled α and β respectively, the scattering amplitude for the
transition from the initial state of the system Ψα to a final state ψβ by a potential Vβ is
given by the T -matrix element [49]
Tβα = 〈ψβ | Vβ | Ψα〉 (2.12)
The cross section dσdΩ is proportional to | Tβα |2. The initial state contains the information
of the whole system for transitions to all open channels in all possible partitions. This
is very complex and unknown meaning that approximations must be made to compute
the matrix elements. For the (d,p) reaction, the simplest approximation is to treat the
deuteron and the proton wavefunctions as plane waves describing their relative motion with
the target, where the phase shift of the outgoing proton is produced by the interaction
Vnp. This is known as the Plane-Wave-Born-Approximation (PWBA) [28, 49]. Although
this method is successful in predicting general shapes of the angular distributions, it fails
to reproduce the cross sections because it does not take into account other effects of the
nuclear and Coulomb potentials that lead to scattering or absorption of particles into other
partitions. A more realistic approximation is to treat the deuteron and proton as waves
that are distorted by an optical potential that represents the interactions with the target
nucleus. This is known as the Distorted Wave Born Approximation (DWBA) [27, 28, 50].
The optical potential that defines the distorted waves consists of a real term V (r), an
imaginary component U(r), a spin-orbit term Vs.o. and a Coulomb term VC . The real
term V (r) is usually of the Woods-Saxon form. The imaginary term gives rise to the
absorption from the elastic scattering channel. Because single-nucleon transfer reactions
are surface reactions, it is common to use a potential that is peaked at the nuclear surface
by using the derivative of the Woods-Saxon form. The optical potential parameters are
generally fitted to elastic scattering data in the mass and energy region of interest. The
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DWBA T -matrix for (d,p) is of the form
TDWBA = 〈ψ−(p)φnℓj(n) | Vnp | ψ+(p, n)〉 (2.13)
where ψ−(p) is the proton distorted wave, ψ+(p, n) is the distorted wave of the deuteron
and Vnp is the neutron-proton interaction. The term φnℓj(n) is the form factor [35] which
describes the bound state wavefunction of the transferred neutron. The potential for the
neutron bound state is typically of the Woods-Saxon form. In the DWBA, the deuteron
distorted wave is obtained by fitting to elastic scattering data and thus ψ+(p, n) is
ψ+(p, n) = φ0(r)χ0(R) (2.14)
where φ0(r) is the deuteron ground state wavefunction and χ0(R) describes elastic deuteron
scattering. In this notation, r denotes the relative coordinates of the neutron and the pro-
ton and R is the distance between the deuteron and the target, as illustrated in Figure
2.5.
p
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Figure 2.5: Three body model of a d + A reaction.
Adiabatic Distorted Wave Approximation
The binding energy of the deuteron is only 2.2 MeV [51] and therefore it would be rea-
sonable to suggest that the breakup effects may have a significant contribution to the
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wavefunction of the deuteron + target system. These three-body interactions are not
taken into account in the DWBA and the resulting spectroscopic factors obtained from
direct scaling to the experimental data can vary by as much as a factor of 5 [52]. The
effects of the deuteron breakup channel are taken into account in the Adiabatic Distorted
Wave Approximation (ADWA) developed by Johnson and Soper [31].
In the ADWA, the three-body problem can be simplified to a two-body problem by
assuming that the relative motion of the neutron and the proton is slow compared to
the centre of mass motion of the deuteron. The neutron and proton are thus considered
“frozen” relative to each other meaning that the effective interaction Ve(n, p) between the
n-p system and the target can be evaluated by treating the neutron-target and proton-
target systems separately. The VnA and VpA are taken from optical potentials fitted to
elastic scattering data at half the deuteron energy.
Since the evaluation of the matrix elements is only required when r is within the range
of Vnp, applying the zero-range (ZR) approximation (i.e. r=0) has the consequence that
only the components of ψ+(p, n) in which the neutron and proton are in a relative S state
give a contribution to the stripping matrix element. Furthermore, assuming that the spin-
dependent terms in the Ve(n, p) are symmetric in neutron and proton spin coordinates,
since the initial state of the deuteron is symmetric (ℓ=0, s=1), then only the triplet states
(s=1) can contribute to ψ+(p, n). Thus, for the ADWA, the “deuteron” distorted wave is
χ¯ = φ0(0)χ0(R) +
∫
dkφ
+(ǫk,0)χ(ǫk,R) (2.15)
where φ+(ǫk, 0) represents the deuteron scattering states. The stripping matrix element
is multiplied by a constant to correct for finite range effects [53]. Note that the numerical
method as far as the evaluation of the matrix elements is concerned differs little in the
ADWA from the standard DWBA calculations. The key difference is that the distorted
wave of the n-p system has a different interpretation in the ADWA. Whereas the incident
channel optical potential for the DWBA generates elastic deuteron scattering, the distorted
wave in the ADWA contains outgoing waves associated with breakup into low-energy 3S
states as well as elastic scattering.
2.3. Single-Nucleon Transfer Reactions 21
Choice of Potential Parameters
Lee et al [54] showed that the absolute values of spectroscopic factors could be produced in
agreement with shell model predictions consistently over a wide range of low mass nuclei
using the ADWA method. The Chapel-Hill phenomenological nucleon-nucleus optical
potentials [55] were used for the adiabatic potential in the incident channel and also for
the proton in the exit channel. The geometry of the bound state neutron potential used
was that of a Woods-Saxon form with radius and diffuseness parameters of 1.25 fm and
0.65 fm respectively. The depth of the potential well is adjusted within the reaction model
code TWOFNR [56] to reproduce the experimental binding energy of the residual nucleus.
It was found in Reference [57] that the surface properties of the neutron bound-state wave
function are dominated by the central potential. Tsang et al [58] showed that the effect
on the magnitudes of the spectroscopic factors of neglecting the spin-orbit interaction in
constructing the neutron wave function is of the order 10% or less. Thus, for simplicity
the spin-orbit term was neglected for the valence neutron in the systematic studies of
spectroscopic factors by Lee. All calculations employed the zero-range approximation
with standard finite-range correction parameters [59]. Non-locality corrections with range
parameters of 0.85 fm and 0.54 fm for the proton and deuteron channels respectively were
implemented [60].
Given the consistency of the results obtained by Lee, the same approach was used for
transfer reactions to bound states in this work, except that the bound state spin-orbit term
was included with the same geometry as the central term with a depth parameter of 6 MeV,
as suggested in the TWOFNR program. This was included because although neglect of
spin-orbit effects may not have a very significant effect on the spectroscopic factors [58],
the absolute spectroscopic factors are certainly influenced to some extent by the neutron
spin-orbit term. The actual sensitivity to the inclusion of the spin-orbit term, as well
as the sensitivity to other parameters of the neutron bound state, have been calculated
for the reaction 26Ne(d,p)27Ne are the results are shown in Table 2.1. The calculations
listed are for the states that are of interest in the present work. Note that given that
there is inherently some uncertainty in which values to choose for these parameters, there
are always associated uncertainties for any spectroscopic factor calculation. It is widely
accepted that the uncertainty in an absolute spectroscopic factor measurement due to the
bound state parameters is about 20% [35, 58], and this is supported by Table 2.1.
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Jπ r0 ± 5% a± 5% Vs.o.=0
1/2+ ±6 ±4 0
3/2− ±7 ±5 -1
3/2+ ±12 ±7 +13
7/2− ±16 ±7 -8
Table 2.1: Sensitivity of the calculated cross section to a change in the neutron bound state
parameters for the final states of interest in this work. All quantities listed are a percentage
change from the standard parameters used in the present work of r0=1.25 fm, a=0.65 fm and
Vs.o.=6 MeV.
Stripping to Unbound States
In the case where the neutron is transferred to an unbound state, a resonant state is formed.
The energy of this resonance lies in the target + p + n continuum region, along with the
background due to deuteron breakup. Importantly, the wavefunction of the neutron differs
from the case of a neutron transferred to a bound state. As is illustrated in Figure 2.6, the
radial integral for a bound state has the form of a fast converging exponential decay. For
loosely bound states, the lack of binding permits the neutron to extend to larger radii. In
the case where the neutron is unbound, the form factor is similar to that of a bound state
within the range of the nuclear force, but outside this region it exhibits large oscillations
in sign and the fall off in magnitude is very slow [28].
R
Strongly bound neutron  Unbound neutronWeakly bound neutron
R Rr r r
U(r) U(r) U(r)
Figure 2.6: Illustration of the effects on the radial integrals of the form factor for various neutron
binding energies. The wavefunction outside R in the unbound case is a (decaying) oscillating
sinusoid.
These large positive and negative contributions to the form factor over an extended
radius cause difficulties in the numerical integration. Many approaches regarding this
problem in the framework of the DWBA have been investigated, including that of Huby
and Mines [61] where a convergence factor e−αr is introduced to “dampen” the oscillations.
However this method still requires the evaluation of the integral to very large distances
over which there are a number of positive and negative contributions. The cancellation
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of positive and negative contributions may reduce the accuracy of the calculation. This
difficulty is overcome in the approach of Vincent and Fortune [62] in which a contour
integration in the complex radius plane is used. The integral extends along the real axis
up to a point well beyond the range of the nuclear potential. Beyond this radius, the
integral is evaluated in the imaginary axis where there is a rapid exponential convergence.
In this formalism, the differential cross section dσdΩ can be calculated and is found to have
a strength that is proportional to the width Γ of the final state. The value of Γ for a pure
single-particle state at a given energy and with a given (ℓ, j) can also be calculated. An
expression for Γs.p. is given in Equation 2.9 of Reference [63]
†. The Vincent and Fortune
method has been incorporated into the reaction code DWUCK4 [64] with the resonant
form factor normalised using the calculated single-particle width. This means that simply
scaling the calculated cross section to reaction data directly yields the spectroscopic factor
in exact analogy to Equation 2.6 for the bound states [63]. Thus, for unbound states, the
width of the state can be calculated using the equation
Γ = C2S Γs.p. (2.16)
2.3.3 Single-Nucleon Transfer Reactions in Inverse Kinematics
Transfer reactions initiated by light ions such as protons or deuterons have been very
successful in studies of single-particle structure in nuclei [65]. They are however limited
to studies of stable nuclei because radioactive targets cannot be used due to their short
lifetimes. In order to investigate single-particle structure in exotic nuclei, experiments
must be performed in inverse kinematics using a radioactive ion beam (RIB) with the light
particle as the target [30]. The key difference when using radioactive beams compared to
conventional light ion beams (aside from the much reduced beam intensities) is that the
kinematics are inverted, which has a significant impact on experimental design.
† 2
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where m∗a is the reduced mass and ~ka
is the momentum of the neutron and the core in the rest frame of the residual nucleus. Gl is the free
neutron, spherical Bessel function and ψ0a is the renormalised wavefunction.
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Kinematics of the Ejectile and Recoil Particles
For the reaction illustrated in Figure 2.7, it can be shown that the centre of mass velocity
before (v˜cm) and after (vcm) the reaction are related by the following equation:
v˜cm =
m1 +m2
m3 +m4
vcm (2.17)
By making the approximation that the binding energies have a negligible effect on the
atomic masses, the centre of mass velocity before and after the reaction is unchanged.
Furthermore, since the target is stationary before the reaction, this velocity is equal in
magnitude to the centre of mass velocity of the target nucleus, v2′.
m
2
m
1
m
3
m
4
v
cm
m
1
m
2
m
4
m
3
 
 


 
 


 
 


 
 
 



  
  


 
 


 
 
 



  
  


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 














































         
Centre of Mass FrameLaboratory Frame
Figure 2.7: Reaction kinematics in the laboratory and centre of mass frames.
For elastic scattering, the target and ejectile massesm2 andm3 are equal, and therefore
their centre of mass velocities v2′ and v3′ are equal in magnitude. The highest yield of
elastic scattering corresponds to where the particles are most weakly deviated in the centre
of mass frame. From Figure 2.8a, this corresponds to angles close to 90◦ in the laboratory
frame. Note that because the magnitude of v3′ is not greater than the magnitude of vcm,
only trajectories forward of 90◦ are allowed for the light ejectile. For reactions where
the ejectile is heavier than the target, for example in (d,t), the magnitude of v3′ is less
than that of vcm due to conservation of momentum and the ejectile trajectory is therefore
constrained to a cone focused towards forward angles as in Figure 2.8b. Each angle in
the laboratory frame has two solutions in the centre of mass frame and so the laboratory
kinematics for such reactions are double-valued. For reactions where the ejectile is lighter
than the target, for example in (d,p), the magnitude of v3′ is greater than that of vcm. As
a result, all laboratory angles are allowed, although the ejectiles are focused mainly into
2.3. Single-Nucleon Transfer Reactions 25
the backwards hemisphere as this is where the deviation in the centre of mass frame is the
smallest. This is illustrated in Figure 2.8c.
In general, the magnitudes of v3′ and vcm are related by the equation (from Reference
[66])
v3′
vcm
=
√
qf
m4
m1
m3 +m4
m1 +m2
(2.18)
where f = m2m3 and q = 1 +
Qtot
Ecm
, with Qtot = (Qgs − Ex) being the Q value for a state at
energy Ex in the recoil, and Ecm is the collision energy in the centre of mass frame. If
m1 ≈ m4, and assuming (m3+m4)(m1+m2) ≈ 1, then
v3′
vcm
≈
√
qf (2.19)
Typically, the value of q differs from unity by less than 10% and approaches unity as
the beam energy per nucleon is increased [66]. Thus, the kinematical focusing depends
principally on the target and ejectile masses, and only residually on the projectile mass
and the reaction Q-value. So the characteristics of the kinematics discussed above can be
taken as a general rule for any beam and target.
The velocity of the beam is largely unaffected in transfer reactions due to the peripheral
nature of the interaction. As a result, the residual nucleus is focused to a narrow cone
at forward angles which becomes more confined as the mass and energy of the beam
is increased. This has the benefit of having high detection efficiency with the use of a
high resolution magnetic spectrometer, but equally is limited by the resolution of the
spectrometer and beam focusing. For a more detailed discussion on the kinematics of
transfer reactions with radioactive beams, the reader is referred to Reference [67].
Excitation Energy Calculation in the Recoil Nucleus
The excitation energy of the recoil nucleus can be calculated from the measured kinetic
energy T3 and angle θ3 of the ejectile using conservation of energy and momentum. The
excitation energy of a nucleus is given by the difference between the mass energy in the
excited state and the rest mass energy. Thus, for the recoil,
Ex =
√
E24 − p24 −m4 (2.20)
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Figure 2.8: Velocity vector diagrams for ejectiles in inverse kinematics. The allowed angles
of the light ejectile are dependent on its mass relative to the mass of the target (see text).
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where E4 is the total (mass + kinetic) energy of the recoil and p4 is the momentum. The
energy of the beam + target system is
Etot = E1 +m2 (2.21)
where E1 includes the mass and kinetic energy of the beam and m2 is at rest. Due to
energy conservation before and after the reaction, Etot must be conserved and so
E4 = Etot − E3 (2.22)
The momentum of the recoil p4 is obtained using the cosine rule for the beam, ejectile and
recoil momenta
p4 =
√
p21 + p
2
3 − 2p1p3cosθ3 (2.23)
With knowledge of the beam energy and measurements of the ejectile energy and angle,
the excitation energy of the recoil nucleus is thus obtained by substituting Equations 2.22
and 2.23 into Equation 2.20.
2.4 Gamma-Ray Angular Distributions
In cases where particles in the exit channel of a reaction decay from an excited state via the
emission of a γ-ray, the angular momentum carried away by the γ-ray must be correlated
to the angular momenta of the particles. As a result there is a characteristic γ-ray angular
distribution associated with the angular momentum transfer between the initial and final
states. The angular components of the solutions to the Schro¨dinger equation are the
spherical harmonics YLM (θ, φ) which are of course dependent of the angular momentum
L and its projection M . The γ-ray angular distributions are therefore dependent on the
population of the initial and final magnetic substates. A full discussion on γ-ray angular
distributions is given in Reference [68]. The following text is a brief summary of this
review highlighting the key details relevant to the analysis in this work.
For a transition between the states | J1M1〉 and | J2M2〉 of definite parity, the γ-ray
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angular distribution is given by
W (θ) =
∑
K even
BK(J1)RK(J1J2)PK(cosθ) (2.24)
where the BK(J1) are coefficients that describe the nuclear alignment (weighted by the
probability of population of a substate M1), the RK(J1J2) coefficients depend on quan-
tities which characterise the nuclear transition and the PK are the Legendre polynomial
coefficients. The normalisation is such that the P0 coefficient is unity and thus the W (θ)
are relative to an isotropic angular distribution. The maximum value of K is 2L, where L
is the multipolarity. Equation 2.24 can be simplified by assuming that only the lowest two
multipoles contribute to the transition. In a more complete calculation, the sum would
extend over all multipolarites and parities allowed by angular momentum and parity selec-
tion rules. For practical purposes though it is reasonable to exclude the higher multipoles
as they are generally relatively very weak.
The alignment parameters BK(J1) are given by
BK(J1) =
M1=J1∑
M1=0 or 1/2
w(M1)ρK(J1M1) (2.25)
where w(M1) is the probability of the population of a substateM1, which can be obtained
from reaction codes such as TWOFNR and ρk(J1M1) are the alignment coefficients, which
can be looked up in tables. Equation 2.25 assumes that the angle θ is relative to the
z-axis that is used to define the angular momentum projections M (for example the
beam axis) and that there is no polarisation in the initial and final states. In this case
w(M1) = w(−M1) and so it is only necessary to sum the positiveM values (the factor of 2
taking into account the negativeM values is included in the ρK(J1M1)). The normalisation
of the population parameters w(M1) is
M1=J1∑
M1=−J1
w(M1) = 1 (2.26)
The RK(J1J2) parameters are given by
RK(J1J2) =
RK(L¯L¯J1J2) + 2δRK(LL¯J1J2) + δ
2RK(LLJ1J2)
(1 + δ2)
(2.27)
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The RK(L¯L¯J1J2), RK(LL¯J1J2) and RK(LLJ1J2) are angular distribution coefficients
where the notation L¯ and L correspond to the lowest order multipoles in ascending order,
respectively. These depend only on the relative J ’s and multipolarities and can be looked
up in tables. The parameter δ is the ratio of the reduced matrix elements for the lowest
two multipoles, known as the mixing ratio and is written as
δ =
〈J1 || T〈π〉L || J2〉/(2L + 1)1/2
〈J1 || T〈π¯〉L¯ || J2〉/(2L¯ + 1)1/2
(2.28)
where T
〈π〉
L and T
〈π¯〉
L¯
are the interaction multipole operators. The reduced matrix elements
contain the nuclear information describing the interaction between the nuclei and the
photon in the electromagnetic field. Clearly, the reduced matrix elements and therefore
the value of δ are dependent on the wavefunctions of the initial and final states and
measurements of δ therefore provide useful information on nuclear structure. The values
for δ can be estimated from measurements in nuclei of similar mass to the one of interest,
or calculated using the shell model.
Chapter 3
Experimental Details
3.1 Experimental Overview
In this experiment, states in 27Ne were populated by bombarding a 1.20 mgcm−2 thick
deuterated polyethylene (CD2) target with a 9.8 MeV per nucleon
26Ne beam produced by
the SPIRAL facility at GANIL. The beam intensity was only 2500 pps, which is between
one and two orders of magnitude less than the generally accepted feasible beam rates
for transfer reactions. To compensate for this, a high efficiency silicon detector array,
TIARA [69], was used to detect the light ejectiles at intermediate and backward laboratory
angles. The main purpose of the TIARA detectors was to measure the energy and angle
of the ejectiles from (d,p) reactions, particularly at the backward laboratory angles, from
which excitation energy and angular distribution measurements could be made. The
normalisation of the cross section was determined using the measurements of the elastic
scattering ejectiles in TIARA at laboratory angles forward of 90◦. The newly developed
MUST2 [70] high efficiency Si(Li)-CsI array was utilised to detect the forward-focused
ejectiles from (d,t) and (p,d) reactions. The analysis of this data is presented elsewhere
[71]. The kinematics for reactions of interest and the coverage of the TIARA and MUST2
arrays are shown in Figure 3.1.
Four highly-segmented germanium EXOGAM [72] detectors surrounded the target to
detect the γ-rays resulting from the population of excited states in the heavy residual
nucleus. Particle identification was achieved by measuring the trajectory, energy loss and
time of flight of the beam-like reaction products using the VAMOS magnetic spectrometer
[73, 74] downstream of the target position. All four detector systems were merged to form
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triple coincidences on an event by event basis. A schematic diagram of the experimental
set up in the target hall is shown in Figure 3.2.
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Figure 3.1: Ejectile kinematics for reaction channels of interest. The angular range covered by
TIARA and MUST2 is also shown.
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Figure 3.2: A schematic diagram of the detector set up. The Barrel and Hyball detectors consti-
tute the TIARA silicon array. The 26Ne beam passed through the centre of the Hyball array and
bombarded the target, which was surrounded by the Barrel.
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3.2 Production of the 26Ne Beam
The 26Ne beam was produced by the ISOL (Isotope Separation On-Line) method [75] using
the SPIRAL facility at GANIL [76]. In the ISOL method, the primary beam is stopped in
a thick target and the radioactive fragments are subsequently accelerated to a moderate
energy (between 1.7 and 25 MeV per nucleon for the SPIRAL facility), thereby enabling the
study of nuclear reactions with radioactive beams around and slightly above the Coulomb
barrier. This is not possible using the in-flight method [77] where the radioactive fragments
generally have a similar energy to the primary beam. Figure 3.3 [76] shows the layout of
the SPIRAL facility at GANIL.
Figure 3.3: The SPIRAL accelerator facility at GANIL. C01 and C02 are the injector cyclotrons.
CSS1 and CSS2 are the separated K = 400 cyclotrons. TIS is the target ion source for SPIRAL,
consisting of the thick carbon target and the ECR source. CIME is the K = 265 cyclotron for the
radioactive beam. The RIBs are delivered after selection by the α-shaped spectrometer.
3.2.1 Primary Beam Production
In the present work, radioactive nuclei were produced by bombarding a 36S primary beam
onto a thick 12C target. The 36S beam was produced by passing SF6 gas through an ECRIS
(Electron Cyclotron Resonance Ion Source) where the atoms were ionised and accelerated.
The ECR source makes use of the electron cyclotron resonance phenomenon whereby an
electron within a static and uniform magnetic field will exhibit circular motion due to the
Lorentz force. The centripetal force provided by the magnetic field B is
mv2
r
= Bqv (3.1)
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where m is the mass of the electron, v is its velocity, q (= e) is its charge and r is the
radius of the circular path. The angular frequency ω is then
ω = 2πf =
v
r
=
eB
m
(3.2)
By injecting microwaves of the frequency corresponding to the electron cyclotron resonance
defined in Equation 3.2, the electrons were liberated from their atomic orbits as they passed
through the electromagnetic field of the microwaves. The ions from the plasma were then
accelerated first by a K = 25 injector cyclotron, and subsequently by two K = 400
cyclotrons in series to an energy of 77.5 MeV per nucleon and directed towards a target
for production of the radioactive nuclei (see Figure 3.3).
3.2.2 Production and Acceleration of the Radioactive Beam
The 36S beam was stopped by a thick 12C target to produce various radioactive nuclei. The
reaction mechanism of most importance in this case is projectile fragmentation, whereby
the overlap region between the 36S beam and the target nucleus is “sheared off” to produce
smaller fragments. The target was heated to a temperature of around 2000 K to facilitate
the diffusion of the radioactive atoms to the surface. The radioactive atoms then effused
via a cold transfer tube into an 10 GHz ECR ion source where they were ionised and
subsequently accelerated in the same manner as for the primary beam. After extraction of
the nuclear cocktail from the ECRIS, the low energy RIB was selected by a low-resolution
separator and injected into the K = 265 compact cyclotron CIME [78] where it was
accelerated to an energy of 9.8 MeV per nucleon. After acceleration, the RIB was selected
for magnetic rigidity by the α-shaped spectrometer for optimum purity and directed to
the experimental area.
3.3 Charged Particle Detection
3.3.1 Energy Loss of Charged Particles in Matter
Positively charged ions interact with matter primarily through Coulomb exchange with
the orbital electrons of the atoms in the material through which they are traversing. The
charged particles interact simultaneously with electrons from many atoms in the medium,
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continuously transferring their kinetic energy as they do so, until they are either stopped
or have passed through the medium. The energy loss per unit distance, known as the
stopping power, of an energetic charged particle is given by the Bethe formula:
dE
dx
= −4πe
4z2NZ
m0v2
[
ln
2m0v
2
I
− ln
(
1− v
2
c2
)
− v
2
c2
]
(3.3)
where v and z are the velocity and atomic number of the charged particle, Z and N are
the atomic number and number density of the atoms in the absorbing material, m0 is the
electron rest mass and e is the electronic charge. The parameter I represents the average
excitation and ionisation potential of the absorbing material, and is usually determined
through experiment. For non-relativistic charged particles, only the first term in the square
brackets is significant.
When a charged particle passes through a detector its kinetic energy is transferred to
the electrons of the atoms in the detector material through these Coulomb exchanges. In
a gas-filled detector, this energy is transferred via ionisation of electrons from the atoms
in the active detector volume. In a semiconductor material, the energy is transferred by
promoting electrons to the conduction band to create electron-hole pairs. In both cases,
the number of electrons liberated / electron-hole pairs created is proportional to the energy
deposited, and the charge can be measured by applying an electric field across the active
detector volume.
3.3.2 Semiconductor Diode Detectors
The current produced in a detector from ionising radiation is very small (≈ 10µA) and
so a large electric field is required to increase the drift velocity of the charge carriers
in order to minimise the probability of losses due to recombination or trapping [79]. In
normal semiconductor materials, the voltages required to produce such a strong electric
field would give rise to leakage currents that would “drown out” the pulses from good
ionising events. In order for the material to be useful as a detector, the key feature of
the material must be that the charge carriers produced from ionising events are collected
quickly and efficiently, with minimal noise.
Semiconductor diode detectors are based on the beneficial properties created near the
junction between n- and p-type semiconductor materials. Electrons and holes drift to
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opposite sides of the p-n junction, causing a build up of space charge which creates an
electric field across the junction that opposes further diffusion. When an equilibrium is
reached, a small depletion region is left which is devoid of charge carriers and therefore
has a high resistivity. This is illustrated in Figure 3.4. Applying a reverse bias across the
junction acts to increase the width of the depletion region and therefore the active volume
of the detector. In this situation, it is the minority carriers (holes on the n side, electrons
on the p-side) that are attracted across the junction. Because their relative concentration
is relatively low, the reverse current across the diode is small.
+ −
−+
+ −
−+
hole
diffusion
electron
diffusion
region
depletion
p−typen−type
E−Field
Figure 3.4: The p-n junction. The depletion region is formed by recombination of electrons and
holes with acceptors and donors as they diffuse across the junction.
Dead Layer
The silicon strips in TIARA and MUST2 consist of a sheet of high purity silicon that is
residually n-type, with a thin layer of heavily doped p+ silicon created on one face by ion
implantation. Because the concentration of donors in the n-type region is much smaller
the concentration of acceptors on the p-side of the junction, the depletion region extends
further into the n-side as the bias voltage is increased until it reaches the back face of the
detector. Much of the p+ layer remains outside the depletion region and is therefore not
part of the active area of the detector. This layer is known as the dead layer, through which
the charged particles must pass before entering the depletion region where the deposited
charge is collected. Equation 3.3 shows that the energy losses in the dead layer become
more significant for particles of lower energy and higher Z.
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Silicon Strip Detectors (SSDs)
In experiments where accurate energy and angle measurements of charged particles are
required over a wide range of angles, it is common to use large area multi-strip position-
sensitive detectors [80, 81]. The large active area of silicon strip detectors (SSDs) makes
them particularly useful for experiments involving low intensity beams where it is impor-
tant to cover a large solid angle in order to maximise statistics. Furthermore, the active
area of the detectors are divided into electronically independent strips to improve position
resolution and allow the processing of high multiplicity events.
In a double-sided silicon strip detector (DSSSD) [80], the strips on the front face are
perpendicular to those on the back face of the wafer, thereby dividing the detector into
small pixels. The position of the hit is determined by which strip on the front and back
produced a pulse. In a position-sensitive silicon strip detector (PSSSD) [80], the p side
strips act as a resistive layer, and two anode connections on each strip provide a signal
readout at either end. The fraction of the total charge collected at one end of the strip
is a function of the resistive division at the position r along the strip at which the charge
was deposited. This is illustrated in Figure 3.5.
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Figure 3.5: Schematic diagram of a PSSSD. R0 is the resistance across the strip, R1 and R2 are
offset resistors (see text) and R is the total resistance. ai and bi are the charges measured at either
end of the strip from a charge Q deposited at a distance r on the strip.
For a total charge Q deposited at the position r on a strip i, the charges ai and bi
collected at either end of the strip are [82]:
ai ∝ Q
[
(1− r)R0 +R2
R
]
(3.4)
bi ∝ Q
(
rR0 +R1
R
)
(3.5)
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whereR0 is the resistance across strip i, R1 and R2 are resistors that connect the individual
strips to charge-sensitive preamplifiers, and the total resistance R is the sum of R0, R1
and R2. The purpose of the “offset” resistors R1 and R2 is to ensure that for hits at the
extreme ends of the strip, there is enough resistance at the end at which the hit occurred so
that there is a measurable charge at the opposite end. Good events can then be identified
as coincidence signals at ai and bi.
The total energy deposited in the silicon Ei is given by the sum of the gain-matched
signals at either end of the strip, and the position of the hit on the strip pi is determined
from the difference of the gain-matched amplitudes.
Ei = Gaai +Gbbi = Esum (3.6)
pi =
Gaai −Gbbi
Gaai +Gbbi
=
Ediff
Esum
(3.7)
sum 1
E E
sum 2
E
sum
E
diff
E
diff
∆
Figure 3.6: The uncertainty in the position measurement in a resistive strip detector resulting
from a fixed uncertainty in Ediff . The position uncertainty is the gradient of the graph, which is
an inverse function of Esum.
The method of the position calculation in Equation 3.7 has an energy dependent effect
on the position resolution. A fixed uncertainty on the charge measured at each end of
a strip gives rise to a fixed uncertainty in the value of Ediff . Figure 3.6 shows that the
uncertainty in the fraction
Ediff
Esum
is given by
∆p ≈ ∆Ediff
Esum
(3.8)
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Since ∆Ediff is a constant, then the position resolution is inversely proportional to the
energy deposited in the strip.
3.3.3 Ballistic Deficit
The amplitude of the signal and therefore the measured energy of the incident radiation
is not only affected by energy losses of the particles, but also depends on the charge
collection process. The shaping time of the amplifier is limited by a number of factors
including dead time and pile-up effects. In cases where the rise time of the preamplifier,
which corresponds to the charge collection time, is relatively long, some of the amplitude
of the shaped pulse can be lost where not all the charge is preserved through the shaping
process. This is not too much of a problem where the charge collection time is constant as
it merely requires an additional gain to correct for. But there are cases where the charge
collection time is not constant for all events.
One such case is in resistive strip detectors, whereby the ballistic deficit is dependent
on the position along the strip at which the charge was deposited. For a hit near the end
of a strip, almost all the charge would be collected within the shaping time for the signal
at the hit end. Since this accounts for most of the charge deposited in the silicon the
overall ballistic deficit would be small. On the other hand, for hits near the centre of a
strip, the signal at both ends would be produced from charge that needs to travel across
half the length of the strip. The longer collection time for both these signals results in a
greater fraction of total charge losses near the centre of the strip. This treatment of this
effect is demonstrated in Section 4.7.2.
3.3.4 The TIARA Array
The TIARA array is a highly efficient silicon array designed specifically for transfer re-
actions with radioactive beams. In the configuration for this experiment the geometrical
coverage of TIARA was 76% of 4π, spanning laboratory angles in θ from 36◦ to 169◦. This
is key in the TIARA design philosophy for two reasons. Firstly, in any transfer reaction
experiment it is ideal to cover the largest angular range in θ as possible, since the spin-
parity of the states is determined by the angular distributions of the reaction ejectiles.
Secondly, the beam intensity for exotic beams is usually very low, thereby requiring high
efficiency in order to obtain acceptable statistics. With nearly full φ coverage over a wide
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range of θ, the TIARA array meets both these criteria.
The TIARA array consists of two parts. The central target region is surrounded by
eight PSSSDs mounted in an octagonal barrel array. The angular coverage in θlab for
the Barrel is 36◦-144◦. The Barrel detectors each consist of four resistive strips, position-
sensitive along the beam direction. Each detector has a wafer size of 96.8 × 24.6 mm2
and an active area of 94.8 × 22.6 mm2, with strips 5.65 mm wide. The thickness of the
Inner Barrel detectors is 400 µm. The expected position resolution is 1.0 mm (FWHM)
for 5.5 MeV α-particles [83], and somewhat poorer for smaller deposited energies due to
the 1/E proportionality described in Section 3.3.2. The expected energy resolution for
5.5 MeV α-particles is 140 keV (FWHM) [83].
Figure 3.7: The TIARA array mounted in the target hall at GANIL. The target is held in position
in the centre of the Barrel array by a mechanical arm which can be operated externally.
The Barrel array was upgraded for the present campaign of experiments with the
introduction of an outer layer of detectors so that events where the particles penetrated
the inner layer of silicon could be tagged. Each of the eight detectors in the Outer Barrel
is segmented into four strips in the same way as the Inner Barrel. The Outer Barrel
detectors are not position sensitive though, since this information is already obtained
in the Inner Barrel. The Outer Barrel detectors are 20% wider than the Inner Barrel
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detectors and are the same length. The thickness of the outer layer of silicon is 700 µm.
The energy resolution was measured prior to the campaign using a triple-α source to be
40 keV (FWHM). The double-barrel array is only 80 mm in diameter. This compact design
allowed for the four γ-ray detectors of EXOGAM to be mounted as close to the target
as possible in order to achieve maximum γ-ray detection efficiency. Figure 3.7 shows a
photograph of the double-barrel array mounted during the experimental campaign.
The most backward laboratory angles were covered by an annular array of six wedge-
shaped DSSSDs, called the Hyball. The front side is divided up into 16 annular rings
for each wedge, and the back side of the wedges are segmented into 8 sectors. In this
arrangement the detector is divided into 2◦ bins. The thickness of the Hyball silicon is
400 µm, and the energy resolution is 60 keV. The Hyball covers an angle range from the
end of the Barrel to 169◦ in θ. Figure 3.8 shows a photograph of the Hyball array.
Figure 3.8: The Hyball annular array. The 16 rings on the front face of the detector are visible
in the photograph.
3.3.5 The MUST2 Array
MUST2 is an array of four Si(Li)-CsI telescope detectors, which, like TIARA, is dedicated
to the study of reactions with radioactive beams. The first layer consists of 128 vertical
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Si strips 300 µm thick. A further 128 horizontal, 5 mm thick Si(Li) strips constitute
the second layer, to form a pixellated array of 16,384 bins within a surface area of only
10 × 10 cm2. Figure 3.9 shows a photograph of the MUST2 array mounted during the
experimental campaign. The two silicon layers can be used for E - ∆E measurements
to assist with identification of the ejectile particles. Particle identification can also be
achieved using the timing signal from MUST2, from which the ejectile time of flight can
be measured to distinguish between different particle masses. The back layer is a 4 × 4
array of 4 cm thick CsI, allowing a maximum energy deposition for protons of 150 MeV.
The key innovation with MUST2 is the electronics, which is based on ASIC chips [84].
The data are multiplexed and coded with VXI ADCs mounted onto the back of the
detectors to almost eliminate noise and enhance the energy resolution. The resolution of
the horizontal and vertical strips for 5 MeV α particles is 35 keV [70]. The geometrical
efficiency of MUST2 is up to 70% for angles up to 45◦, which is important for experiments
with low beam intensities. MUST2 covered a laboratory angular range of 8◦ to 37◦ in θ
in the setup for this experiment.
Figure 3.9: The MUST2 detectors mounted at GANIL.
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3.3.6 The VAMOS Spectrometer
The origin of the events in the TIARA and MUST2 arrays was determined by particle
identification of the beam-like nuclei using the VAriable MOde Spectrometer, VAMOS.
The spectrometer uses a combination of detectors to measure position, energy loss and
time of flight parameters. A schematic diagram of VAMOS is shown in Figure 3.10.
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Figure 3.10: A schematic diagram of the VAMOS image plane detector. The focal plane detectors
at the right hand side of the diagram are explained in detail in the text.
The spectrometer consists of two large aperture quadrupole magnets at the entrance
followed by a large magnetic dipole. The first quadrupole focuses in the vertical plane while
the second quadrupole focuses in the horizontal plane. The first quadrupole is located
40 cm from the target to maximise the angular acceptance. The momentum dispersion
at the detection plane can be varied according to the selected deflection angle (between
0◦ and 60◦) of the dipole magnet. The focal plane detectors are housed in a vacuum
chamber which can be mounted at different orientations corresponding to the deflection
angle setting of the dipole magnet. Furthermore, the whole spectrometer platform can be
rotated around the target between 0◦ and 60◦. In the present work the spectrometer was
operated in dispersive mode, whereby the reaction products are dispersed at the detection
plane by the dipole magnet according to their Bρ. The deflection angle of the dipole
magnet was set to 45◦.
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Drift Chambers
The horizontal (x) and transverse (y) positions of the beam-like particles were measured
using two identical drift chambers separated by 1 m along the beam axis. A drift chamber
consists of a drift region and an amplification region, as illustrated in Figure 3.11. The
drift region has a cathode at -500 V potential and a Frisch wire grid at ground potential
that separates the drift region from the amplification region. The amplification region has
a proportional counter consisting of a wire plane electrode of 10 gold plated, 20 µm thick
tungsten wires spaced 10 mm apart, fixed between the Frisch grid and the anode of the
chamber. The amplification wires are operated at a voltage of +450 V and the anode is at
ground potential. The anode of the drift chamber consists of two symmetrical planes, each
divided into 64 separate pads of 6 mm wide gold plated strips, with each pad separated
by 6.5 mm along the dispersive direction. The rows of pads are offset from each other
by half a pad to reduce the non-linearity of the signal in between the strips. The drift
chamber is filled with isobutane gas at 13 mbar pressure, and the chamber is isolated from
the high vacuum region using 0.9 µm thick Mylar windows at the entrance and exit to the
chamber.
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Figure 3.11: A schematic diagram of a VAMOS Drift Chamber. The beam-like particles ionise
atoms in the drift region and the liberated electrons are drawn to the amplification region. The
charge induced on the wires and pads provide measurements for the x and y positions of the
trajectory respectively.
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When a particle passes through the drift chamber, electrons produced from ionisation
in the gas drift towards the positively charged amplification wires where they are multiplied
and collected. The fast signal from the wire provides the time of arrival of the electrons,
from which the y position of the trajectory can be calculated. An external timing signal
is used as a reference for the time measurement. At the same time the avalanche induces
a signal on nearby pads, and the charge from each pad is read out individually. The x
position of the trajectory is then determined by the charge distribution across the pads.
The position resolution for the drift chambers is 0.3 mm and 1 mm (FWHM) for x and y
respectively.
Ionisation Chamber
As is shown in Equation 3.3, the energy loss of charged particles passing through a medium
is proportional to the square of the atomic number of the particle and therefore energy loss
measurements are a useful method to identify different isotopes. The Ionisation Chamber
in VAMOS was used to measure the energy loss of the beam-like particles through a volume
of gas. The Ionisation Chamber consists of a cathode, a Frisch grid and a segmented
anode. The anode is divided into three segments (rows) along the beam axis, and each
row is further segmented into 7 pads across the focal plane. Each pad has its individual
signal readout. The segmentation of the rows into individual pads enables the processing
of simultaneous events whose trajectories pass over different pads into different amplifiers.
The chamber is filled with isobutane gas at a pressure of 40 mbar, and the gas is contained
in the chamber by a 0.9 µm Mylar window on the upstream end while the exit port is
directly coupled to a plastic scintillator.
The beam-like particles pass through the Ionisation Chamber in the region between
the cathode and the Frisch grid, and the electrons liberated from ionisation of the gas
particles drift towards the anode. The amplitude of the signal collected by the pads in a
row is proportional to the energy loss of the particle passing through it.
Plastic Scintillator
The beam was stopped by a plastic scintillator which is coupled to a photomultiplier
tube (PMT) at either end. The plastic scintillator can be used for E-∆E correlation
using the energy loss measurements in the Ionisation Chamber, and also to give timing
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measurements with 300 ps (FWHM) resolution. In the present work, the fast signal from
the beam-left PMT, referred to as “Plastique Gauche” (PLG), was used as a start trigger
for a Time-Amplitude-Converter (TAC) which was stopped by the delayed fast signal of
a Beam-Tracking Detector (BTD) located 489 mm upstream of the target to measure the
time-of-flight of the beam-like particles. The PLG was used as the start to ensure that
the TAC was only started when there was an event in VAMOS, rather than for all events
that triggered the BTD, some of which may not fall on the spectrometer image plane.
3.3.7 The Beam Tracking Detector (BTD)
The BTD is a low pressure multiwire proportional counter (MWPC) designed to track
secondary beams produced by the in-flight method which often exhibit a broad angular
spread. Proportional counters are designed on the basis that electrons liberated in a
gas within a large electric field are accelerated to an energy that is sufficient to ionise
other molecules in the gas, from which those electrons go on to cause further ionisation,
triggering a cascade known as Townsend avalanche. The good timing resolution in low
pressure MWPCs obtained from the fast collection time of electrons on the anode means
that the BTD is particularly useful as a time reference for time of flight measurements.
The BTD consists of an anode located between two cathodes. The anode is a plane of
71 golden tungsten wires, 10µm in diameter with a 1 mm spacing. The anode wires are
connected in parallel with an operating voltage of 600-800V. Each cathode consists of 28
gold strips that are evaporated onto a 1.5µm Mylar foil that is stretched and glued onto
an epoxy frame. The cathode strips are 2.54 mm wide with a 0.2 mm inter-strip width.
The anode is separated by each cathode by 3.2 mm and the active area of the detector is
70×70 mm. Two additional Mylar windows of thickness 1.5 µm close the gas volume. The
low thickness of the four Mylar windows ensure maximum transparency of the detector
to minimise energy losses and straggling of the beam. The detector was filled with pure
isobutane (C4H10) gas at a pressure of 10 mbar. For more information on the BTD, the
reader is referred to [85].
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3.4 Gamma-Ray Detection
3.4.1 Interactions of Gamma-Rays in Matter
There are several processes by which γ-rays interact with matter, three of which play
a major role in their detection and measurement: photoelectric absorption, Compton
scattering and pair production. Reference [79] is a useful source for a detailed description
on these processes. Pair production is not a significant interaction mechanism for the
energy range of interest in the present work and so is omitted in the following descriptions.
Photoelectric Absorption
In photoelectric absorption, a γ-ray is absorbed by an atom in the material and the
energy transferred releases a photoelectron from one of the bound shells in the atom. The
resultant kinetic energy of the photoelectron is
Ee− = hν − EB (3.9)
where ν is the frequency of the absorbed γ-ray and EB is the binding energy of the
photoelectron in its original shell. In a semiconductor material, the photoelectron deposits
its kinetic energy by promoting valence electrons into the conduction band. The binding
energy is released in the form of characteristic X-rays or an Auger electron from electron
rearrangement resulting from the vacancy left by the photoelectron. The X-rays that are
emitted are quickly absorbed by surrounding atoms resulting in further photoelectrons,
and this process continues until all the initial γ-ray energy is exhausted. Assuming nothing
escapes from the material volume, the sum of the kinetic energy of the electrons that are
produced corresponds to the incident γ-ray energy.
Compton Scattering
Compton scattering is the dominant interaction mechanism for the γ-rays of interest in
this experiment [79]. In this process, a γ-ray scatters from an electron at an angle θ with
respect to its initial trajectory and a fraction of its energy is transferred to the electron,
which is assumed to be initially at rest. Because all scattering angles are possible, the
energy transferred to the electron for a single Compton interaction ranges from nearly zero
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for scattering at a grazing angle to a maximum value where the γ-ray is back-scattered.
From conservation of energy and momentum, the remaining energy of the photon hν′ is
related to the scattering angle by the following equation:
hν′ = hν
1 + hνm0c2 (1− cosθ)
(3.10)
where m0c
2 is the rest-mass energy of the electron. The maximum energy transferred in
a single Compton event is thus the solution where θ = π:
EC = hν − hν
1 + 2 hν
m0c2
(3.11)
The remaining photon energy can be deposited via multiple Compton interactions and/or
photoelectric absorption. Assuming nothing escapes, the charge deposited within a de-
tector corresponds to the full incident energy of the γ-ray and forms a photopeak in the
energy spectrum of the detector. However, since detectors are of a finite volume, some-
times Compton-scattered γ-rays do escape meaning that the full energy is not measured in
the detector. This results in a Compton continuum in the spectrum below the photopeak
energy. The Compton continuum constitutes the energy spectrum in the range from near
zero for grazing angle interactions to the maximum single Compton energy EC , known as
the Compton edge, given by Equation 3.11. Beyond the Compton edge there is a sharp
fall off in the yield which, convoluted with the experimental resolution, can often give the
illusion of a real photopeak. Care must therefore be taken when assigning peaks in a γ-ray
spectrum.
3.4.2 Germanium Detectors
The measurement of γ rays in a semiconductor detector requires a thick depletion region
to maximise the photopeak efficiency due to their large mean free path. The depth of
the depletion region is related to the voltage across the detector by the following equation
[79]:
d =
(
2ǫV
ρ
)1/2
(3.12)
where ρ is the charge density caused by the impurities in the depletion region, and ǫ is the
dielectric constant. Equation 3.12 shows that a thicker depletion region can be achieved by
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using high purity materials. For this reason, High-Purity-Germanium (HPGe) crystals are
a common choice of material for γ-ray detectors for which high resolution measurements
are required.
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Figure 3.12: Schematic diagram of a coaxial geometry Ge detector. a) The electrodes are con-
nected to the inner and outer surfaces to maximise the depletion volume. b) A cross-section
perpendicular to the cylindrical axis for an n-type detector.
The active volume of the detector can be maximised by using a coaxial configuration, as
illustrated in Figure 3.12 [86]. In this arrangement, one electrode is attached to the outer
surface of a long germanium cylindrical crystal. The other surface contact is provided by
removing the core of the cylinder and placing an electrode on the inner surface. As a result,
the depth of the crystal is no longer limited to the depletion depth, but to the length of
the crystal cylinder. Because the cylinders can be made long in the axial direction, much
larger active volumes can be achieved using the coaxial configuration compared to a planar
configuration similar to that of the silicon detectors discussed in Section 3.3.2.
3.4.3 Doppler Effects
Energy measurements of γ-rays must be corrected for the observed Doppler shift caused
by the relative velocity of the nucleus that emits the γ-ray with respect to the detector.
For a source moving at a speed β relative to a detector at an angle θ (illustrated in Figure
3.13) that emits a photon of energy E0 = hν0, the energy of the photon measured in the
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detector is
Eobs =
E0
γ(1− βcosθ) (3.13)
Equation 3.13 shows that a photon that is emitted upstream of a detector (i.e. moving
towards the detector) will be blue-shifted, whereas there will be a red-shift for photons
emitted downstream of the detector. The Doppler shift will be minimised at θ = 90◦.
Because detectors cover a range of angles due to their finite size, the Doppler shift, and
therefore the energy measurement, is smeared out in a phenomenon known as Doppler-
broadening. Many γ-ray detectors are therefore electrically segmented in order determine
the location of the interaction more precisely to reduce the effect of Doppler-broadening.
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Figure 3.13: Doppler broadening in γ-ray detection. The photons are blue-shifted for hits on the
downstream side of the detector, whereas there is a red-shift for photons detected on the upstream
side.
3.4.4 The EXOGAM Array
EXOGAM is a high efficiency, highly segmented germanium clover array purpose-built for
γ-ray spectroscopy with radioactive beams at the SPIRAL facility. Each germanium clover
consists of four coaxial n-type germanium crystals of 60 mm diameter and 90 mm depth.
The crystals are arranged into a four-leaf clover configuration as illustrated in Figure 3.14
and are housed in the same cryostat. The high intrinsic resolution of the EXOGAM detec-
tors (≤2.3 keV FWHM for 1.3 MeV γ-rays [72]) enables a clearer separation of states than
is possible with charged particle measurements in silicon detectors. The experimentally
achievable energy resolution in EXOGAM for reaction data is however somewhat poorer
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than that quoted above due to Doppler-broadening.
Each individual crystal in a clover is electronically segmented into four regions on the
outer surface of the crystal to reduce Doppler broadening. This segmentation is illustrated
in Figure 3.14. In this arrangement, the energy is determined by the central contact signals,
and the position of the hit is determined from the segmented outer contact signals. The
total photopeak efficiency can be increased somewhat by summing the signals between
adjacent crystals to include events where the photon scatters between crystals. This
technique is known as addback. Given the position of the hit from the outer contact with
the highest gain-matched signal amplitude and the recoil velocity and trajectory taken
from VAMOS, the appropriate Doppler correction can be made to the central contact
energy signal. In the current set up, four EXOGAM clovers were arranged at an angle of
90◦ with respect to the beam direction, with azimuthal angles of 45◦, 135◦, 225◦ and 315◦.
The front faces of the detectors were 54 mm from the target and covered an angle range
from 45◦-135◦ in the laboratory frame.
Figure 3.14: A schematic diagram of an EXOGAM clover. The clover is divided into four crystals,
each of which is electronically divided into four segments.
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3.5 Electronics
3.5.1 Data Acquisition System Coupling
The signals from the four detector systems of TIARA, MUST2, EXOGAM and VAMOS
were processed using the GANIL data acquisition system which was set up to run in
master-slave configuration recording events from all systems within a common dead time
[87]. In this configuration, all detector systems have their standalone electronics and data
acquisition systems (DAQs), but their triggers must be validated by a Fast Acquisition
Gate (FAG) which is provided by the GANIL Master Trigger (GMT). The master trigger
was provided by the OR of the TIARA and MUST2 triggers. The triggers of each individ-
ual detection system cannot be validated without the FAG, which indicates an accepted
event in the GMT. The acceptance of triggers in the GMT was vetoed during the pro-
cessing of an event using a common dead time signal formed by the OR of the individual
dead time signals returned by each of the DAQs.
The four DAQs were merged using a hardware VXI CENTRUM (Clock and Event
Number Transmitter Receiver Universal Module) for each system, which generates an event
number for the event. The CENTRUMs for the TIARA, VAMOS and EXOGAM systems
were controlled by a Master CENTRUM located in the MUST2 crate. The software
program MERGER was used to build the events with the corresponding event number.
An oﬄine software program was then used to convert the raw data into a format for
analysis in ROOT [88].
3.5.2 TIARA Signal Processing
The signals from the TIARA detectors were fed into charge sensitive preamplifiers mounted
next to the target chamber. These preamplified signals were sent to CAEN N568B spec-
troscopy amplifiers where the pulse was shaped. The amplifier outputs were sent to ADCs
(Analogue to Digital Converters) which, given a trigger, digitised the pulse amplitude to
an electronics channel number to be read by the DAQ. For the Barrel, Silena S9418 ADCs
were used, and were controlled by a Silena Acquisition Control (SAC) module. GANIL
XDC3214 ADCs were used for the Hyball and were controlled by external logic. The
fast outputs of the amplifiers were passed to CAEN V895 leading-edge discriminators to
generate the trigger. The back signals were used for the trigger for the Barrel, whereas the
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rings were used for the Hyball trigger. The thresholds for the discriminators were remotely
controlled to be as close to the noise as possible using the software package MIDAS [89].
The OR of all fast outputs from the TIARA discriminator channels was selected using a
LeCroy 429 coincidence unit from which two copies were made. One of the signals was
sent to the GMT to trigger the FAG, and the other was delayed by 150 ns to coincide
with the FAG in a LeCroy 622 coincidence unit. The AND of these signals was used as
the validated trigger. A schematic diagram of the TIARA electronics is shown in Figure
3.15.
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Figure 3.15: A schematic diagram of the TIARA electronics. Triggers in TIARA must be validated
by a Fast Acquisition Gate (FAG), which is produced by the GANIL Master Trigger (GMT), to
be accepted by the data acquisition system.
3.6 GEANT4 Simulations
A GEANT4 code was written to simulate the detector response of the TIARA, MUST2 and
EXOGAM detectors arranged in the same geometry as in the experiment. The simulations
were used in this experiment for several purposes including efficiency calculations and
estimations of achievable energy resolutions. This section will outline the method of the
code, show some simulations for the TIARA array and discuss the implications of the
simulation results on the experiment. For a more detailed discussion on the GEANT4
package itself, the reader is referred to References [90] and [91].
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3.6.1 Overview of the GEANT4 Geometry
In GEANT4, the model space is divided into volumes. The “World Volume” is the total
model space. Within the World Volume, other volumes can be implemented to represent
the physical layout of the detectors, targets, and all other relevant materials in the exper-
imental area. Any volume can either be “sensitive” or “insensitive”. A sensitive volume is
one in which measurements are required. Thus, all active detector volumes are sensitive
volumes. Detector dead layers and the target were also written as sensitive volumes in
this work for the purposes of analysing energy losses of the particles from the reaction
point to the active detector volume. The rest of the geometry, for example PCB boards,
the vacuum vessel and the target frame are insensitive volumes. Figure 3.16 shows the
detector geometry from the GEANT4 code. All detector geometries are written to match
the dimensions of the real set up.
Figure 3.16: The detector set up in GEANT4. The TIARA Barrel array is shown in the centre.
The four EXOGAM clovers, with the four crystals represented in red, blue, green and grey colours,
surround the Barrel. The Hyball array is shown at the backward angles on the right, and the
MUST2 array at forward angles on the left of the figure is drawn in white. The aluminium vacuum
vessel is outlined in light blue.
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3.6.2 Simulation Procedure
The events were simulated from the moment of interaction between the beam and the
target. One reaction channel at a time was simulated and where necessary the data from
each simulation was combined onto the same plot to produce a spectrum one would expect
to observe in a real reaction run. The general input parameters required for a particular
reaction were the beam, target, ejectile and recoil particles, the beam energy and the
excitation energy of the recoil nucleus. If, for instance, the program was simulating a (d,p)
reaction, protons would be generated at random trajectories and energies weighted on the
angular distributions and kinematics taken from physical models. The initial coordinates
of the ejectile was chosen by a random distribution with a volume defined by a cross-
sectional area equal to that of the beam spot, and a thickness equivalent to the target
thickness. The angular distribution of the ejectile trajectories was obtained from ADWA
calculations using the TWOFNR code. The differential cross sections obtained from these
calculations were converted to a cumulative probability P normalised between 0 and 1.
The centre of mass angle θcm was then selected for each event by generating a random
number between 0 and 1 and interpolating from the cumulative probability function as
illustrated in Figure 3.17. The kinetic energy of the ejectile was subsequently selected
from the angle of trajectory using kinematics calculations.
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Figure 3.17: A cumulative probability distribution for the 3/2− state in 27Ne produced via neutron
transfer onto a 26Ne beam, obtained from an ADWA calculation. The regions of θcm where the
cross section is high correspond to a shallow gradient in the probability distribution curve. The
θcm for the proton trajectory is interpolated from the curve in b), where the cumulative probability
p is selected by a random number generator.
With the initial energy and angle of trajectory set, the ejectile was tracked through
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its path in a series of infinitesimal steps until either all its energy was lost or it passed
beyond the World Volume. The Cartesian coordinates were averaged and the energy loss
was summed over all steps where the particle was inside a sensitive volume. The simulated
energy measurement in an active volume of a detector was smeared using a random Gaus-
sian distribution with a standard deviation corresponding to the intrinsic energy resolution
of the detector. For the Inner Barrel resistive strips, the position coordinate along the
beam direction was smeared using a position resolution that varies as a function of 1/E.
The normalisation of the position resolution was in the first instance set to 1 mm for an
energy measurement of 5.5 MeV in correspondence with the quoted value [83]. The θ and
φ angles of detector hits were then calculated from the averaged and smeared Cartesian
coordinates. All simulated measurements within sensitive volumes were stored for analysis
in ROOT.
3.6.3 Simulations for Measurements in TIARA
Characteristics of the Measured Kinematics in TIARA
Figure 3.18 shows a plot of the simulated energy deposited in the Inner Barrel of TIARA
as a function of θ for the proton ejectiles in the reaction d(26Ne,27Ne)p. The CD2 target
thickness used was 1.20 mgcm−2 corresponding to the target used in the real experiment.
The beam spot size for these simulations was 1.0 mm (FWHM). The states in 27Ne included
in the simulation are the 3/2+ ground state, the 3/2− intruder state at 765 keV excitation
energy and the 1/2+ state at 885 keV. These are the states that were observed in the
previous 27Ne measurements [24, 25, 26]. Also included is the 7/2− intruder state at an
excitation energy of 200 keV as predicted in a shell model calculation using the SDPF-M
interaction [24].
The measured kinematics in the simulation are consistent with the calculated (d,p)
kinematics plotted in Figure 3.1 for angles backwards of about 95◦. This is the point at
which the protons just penetrate the silicon and deposit the maximum energy. In the
remainder of this thesis, events where a particle penetrates the Inner Barrel detector are
referred to as punchthrough events. At angles forward of the punchthrough threshold,
the measured kinematics fold back on themselves as the energy deposited in the silicon
decreases for increasing proton energy. This is a characteristic of the Bethe formula (Equa-
tion 3.3), whereby the stopping power is inversely proportional to the kinetic energy of
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Figure 3.18: GEANT4 simulation of the measured proton energy E vs θ in TIARA with a target
thickness of 1.20 mgcm−2. The states in 27 simulated were the 3/2+ ground state, the 3/2− state
at 765 keV, the 1/2+ state at 885 keV and the predicted 7/2− state at 200 keV.
the particle. The region 85◦ < θ < 95◦ is shadowed by the aluminium target frame and
so these angles are not considered in the analysis.
Energy Resolution in TIARA
As Figure 3.18 shows, the four states in 27Ne that were expected to be measured are not
immediately resolvable. Figure 3.19a and b shows the simulated excitation energy spectra
for the ground state events in the backward laboratory angles for the Barrel and the
Hyball using a target thickness of 1.20 mgcm−2. The simulated FWHM excitation energy
resolution for the Barrel was measured with a Gaussian fit in Figure 3.19a. For the Hyball
(Figure 3.19b), the shape of the peak does not resemble a Gaussian and so the σ was
taken from the value calculated in ROOT, labelled by convention as the ‘RMS’, although
it in fact represents the standard deviation. Table 3.1 shows that with a 1.20 mgcm−2
target, the resolution of the Barrel is barely worse than it is in the Hyball, even though
the intrinsic energy resolution of the Hyball is more than twice as good as it is for the
Barrel (c.f. Section 3.3.4).
The energy loss of the protons in the target for this simulation is shown in Figure
3.20a. The energy straggling in a 1.20 mgcm−2 target for the low energy protons in the
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backward angles is about 200 keV, which corresponds to 600 keV in excitation energy.
(Note that although the proton energy is smallest at the most backward angles suggesting
that the energy straggling should be worse in this region, the effective target thickness is
smaller than it is nearer 90◦. These two effects roughly balance each other and the proton
energy losses in the target are therefore fairly constant across the backward angles for this
reaction.) Since the intrinsic energy resolution of both detectors is less than 200 keV, the
excitation energy resolution is dominated by target effects, particularly in the case of the
Hyball. This explains why the FWHM excitation energy resolution is consistent at about
600 keV for both the Barrel and Hyball (see Figure 3.19a and b).
(a) Barrel; 1.20 mgcm−2 target (b) Hyball; 1.20 mgcm−2 target
(c) Barrel; 0.59 mgcm−2 target (d) Hyball; 0.59 mgcm−2 target
Figure 3.19: Simulated excitation energy spectra in TIARA for the ground state of 27Ne. A
1.20 mgcm−2 target is used in a) and b). A 0.59 mgcm−2 target is used in c) and d). All data
corresponds to protons detected at the backward angles where there is no punchthrough.
The poor excitation energy resolution across the entire angular region covered by
TIARA due to the significant target effects would lead one to question whether it would
be beneficial to sacrifice statistics for improved resolution with the use of a thinner target.
As is seen in Figure 3.20b, the energy loss and straggling of the protons is much reduced
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Target thickness Barrel FWHM Hyball FWHM
(mgcm−2) (keV) (keV)
1.20 634 624
0.59 519 359
Table 3.1: Excitation energy resolution in the Barrel and Hyball with different target thicknesses,
obtained from the simulations in Figure 3.19.
when the target thickness is reduced by a factor of two. The energy straggling in a
0.59 mgcm−2 target is about 100 keV, which gives rise to a 300 keV spread in excitation
energy. But as Figure 3.19c and d shows, although the excitation energy resolution is
improved in the Hyball, little is gained in the Barrel by using a thinner target. Table
3.1 shows that the FWHM resolution in the Hyball is reduced by 42% with the thinner
target, but the resolution for the Barrel is only improved by 18%. This is because the
target effects are no longer dominant in determining the resolution. For the Barrel, the
intrinsic energy resolution of 150 keV combined with the position resolution are the factors
that determine the excitation energy resolution when a thinner target is used.
(a) 1.20 mgcm−2 CD2 target. (b) 0.59 mgcm
−2 CD2 target.
Figure 3.20: Simulated energy loss as a function of θ a) for a 1.20 mgcm−2 CD2 target, b) for a
0.59 mgcm−2 CD2 target.
The main goal of this experiment was to identify the 7/2− state in 27Ne, which was
expected to be characterised by a dominance in the yield over the angle range 100◦ < θ <
120◦ (see Figure 1.3). The simulations show that the state would not be resolvable in this
region regardless of the choice of target thickness due to the intrinsic energy and position
resolution of the Barrel resistive strips. It was therefore decided that since there is little
to gain from using a thinner target as far as energy resolution is concerned, the thicker
target was the best choice in order to maximise the statistics.
The poor excitation energy resolution that is observed in the TIARA detectors means
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that the measurement of the γ-rays from the high resolution EXOGAM detectors was
crucial to the success of this experiment. It would be ideal to use a very thin target
and a detector array that is highly segmented and does not have the energy resolution
limitations associated with resistive strips. However, due to the low beam intensity, a thick
target and a detector with large solid angle coverage must be used to enhance statistics. A
DSSSD detector with the same coverage as the Barrel would require hundreds of electronics
channels which significantly increases the cost of the detector array. The poor resolution
is thus the price we pay for the low intensity achievable for such a neutron-rich beam.
In this sense, this experiment is pushing the very limits of what is achievable with the
currently available technology.
Fine-tuning of Inner Barrel Resolution Parameters
The simulations presented previously were performed before the running of the experiment
to decide on the target thickness to be used. The energy and position resolution parameters
were those published in Reference [83]. However due to the effects of noise and other
reasons that will be discussed in Section 4.10, the resolution parameters for the Inner
Barrel were found to be somewhat poorer than this.
Figure 3.21 shows the excitation energy spectra for non-punchthrough events for the
765 keV state in 27Ne and the 351 keV state in 21Ne. The 21Ne data were obtained from
test runs with a 20Ne beam before the running with the 26Ne beam. The 765 keV state was
selected by gating on the γ-rays for this state as is described in Section 5.2. The 351 keV
state was chosen because it is the only other kinematics locus out of all reaction runs in
the campaign that could be separated from other states in the Barrel. The excitation
energy resolution, defined by the standard deviation of the data points, for the 765 keV
state in 27Ne and the 351 keV state in 21Ne were 377 keV and 307 keV respectively. This
difference is partly due to the thinner target used in the 20Ne run (0.59 mgcm−2) and also
because the proton energy is higher in the 21Ne data.
A series of simulations was used to investigate how the excitation energy resolution
varied as a function of the energy and position resolution of the Inner Barrel strips. The
position resolution parameter ranged from 1.0 - 1.5 mm (FWHM) at E = 5.5 MeV. The
energy resolution parameter was varied for each position resolution parameter and the
resulting excitation energy resolution was estimated using the standard deviation for the
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(b) 765 keV state in 27Ne
Figure 3.21: Excitation energy spectra for separable states in the Barrel from real reaction runs.
All events correspond to angles backwards of the punchthrough threshold for the given reaction.
simulated data. Note that a more accurate estimate of the beam spot size of 7.5 mm
(FWHM), determined from the analysis in Section 4.3, was used for these simulations.
Figure 3.22 shows the results of this investigation for both states that were examined.
The position resolution has a greater effect on the excitation energy resolution for 27Ne
as one may expect given that the proton energy is lower and the 1/E dependence of the
position resolution. The energy resolution for each position resolution that gave the correct
excitation energy resolution corresponding to the experimental value was interpolated from
these plots. These position and energy resolutions were then plotted against each other to
determine the energy and position resolution parameters that gave the simulated excitation
energy resolution matching with the data for both states. This is shown in Figure 3.23.
The corresponding resolution parameters that are used in all simulations for the analysis
in the latter part of this thesis were 1.24 mm at 5.5 MeV for position and 218 keV for
energy. Note that the analysis did not require resolution measurements for the Hyball and
so this investigation has been omitted for these detectors.
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Figure 3.22: Simulated excitation energy resolution as a function of position (p) and energy (E)
resolution parameters in GEANT4. The horizontal line represents the experimentally measured
excitation energy resolution.
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Figure 3.23: A plot of the position and energy resolution parameters that give the experimentally
measured excitation energy resolution in simulations for the separable states in 21Ne and 27Ne.
The best fit parameters correspond to the intersection of the two functions.
Chapter 4
Data Analysis
4.1 Identification of the beam-like particles using VAMOS
The origin of events in the silicon arrays was identified by measuring the trajectory, energy
loss (∆E) and time of flight (TOF ) of the beam-like particles in the VAMOS spectrom-
eter positioned downstream of the target. The trajectory was determined from position
measurements in the Drift Chambers and then used to calculate the Bρ of the beam-like
nuclei. The energy loss was measured from the charge deposited in the Ionisation Cham-
ber and the time of flight was obtained from the relative timings of the fast signals from
the BTD and the Plastic Scintillator in VAMOS. The mass-to-charge ratio was then cal-
culated using the Bρ and TOF measurements and combined with the ∆E measurement
for a clear distinction between different particle types.
4.1.1 Reconstruction of the Beam-Like Particle Trajectories
For a full analysis of the trajectory of a particle along the spectrometer, a standard optics
formalism [92] was used in which each particle is described by a six parameter vector
(x,θ,y,φ,l,δ) relative to a reference trajectory whose magnetic rigidity Bρ0 is used to set
the magnetic field strengths. The parameters are taken at the image plane, the centre
of which was located 490 mm in front of the first drift chamber. For a given trajectory,
the parameters are defined as follows: The x and y positions correspond to two transverse
distances from the reference trajectory, θ is the angle between the z axis and the projection
of the velocity vector on the xz plane, φ is the angle between the velocity vector and its
projection on the xz plane, l is the path length of the trajectory from the origin to the
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image plane and δ = (Bρ - Bρ0)/Bρ0 is the fractional Bρ deviation from the reference
Bρ. Figure 4.1 shows a schematic diagram of the image plane detector set up.
Reference
Trajectory
Reco
il
Trajec
tory
yx
X
Y
Z
φ
θ
Image Plane Drift Chamber 1 Drift Chamber 2 Ionisation Chamber
Plastic Scintillator
Figure 4.1: The VAMOS image plane detector set up showing the coordinates system used in the
analysis.
Determination of Particle Coordinates on the Image Plane
The four rows of pads in the two Drift Chambers in VAMOS give an accurate measurement
of the x position of the recoil at four different points along its trajectory. The amount
of charge induced on each pad depends on the position along the dispersive plane of the
particle trajectory. For each event, the charge profile was fitted using a hyperbolic secant
squared (SECHS) algorithm [93] to find the centroid position along the rows of pads. The
y position in a drift chamber was determined from the drift time t for the electrons to
travel from the point of interaction to the drift chamber wires. This was measured as
the time difference between the fast signal from the wires and that of a reference time
t0, which was taken from the fast signal of the plastic scintillator. Given that the drift
velocity of the electrons in the gas is vdrift, the y co-ordinate is equal to
y = vdrift (t− t0) (4.1)
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Using the four x positions and two y positions obtained above, the coordinates were
projected onto the image plane with linear least squares fits, giving xi, yi and zi, where
the subscript i refers to the image plane coordinates. The θi and φi were deduced from
the xi, yi and zi positions on the image plane.
Each of the x and y drift chamber coordinates have offsets associated with them so
that all coordinates are relative to the reference trajectory. These offsets were determined
in a calibration run with a 24 MeV per nucleon 36S beam with both the target and
BTD removed so that there was no energy loss to the beam. The magnetic field in the
spectrometer was set such that the Bρ setting of the spectrometer was equal to that of
the beam, so that the beam was centred on the image plane. The offsets were adjusted
so that the x and y drift chamber coordinates and therefore the xi, yi, θi, and φi image
plane coordinates were at zero for the reference trajectory. The coordinates of any other
trajectory are thus relative to the reference trajectory determined by the magnetic field
settings in the spectrometer.
Trajectory Reconstruction
Given the deduced parameters xi, θi, yi and φi and assuming that the target is the origin of
the coordinates system (xt = yt = 0), the trajectory of the particle between the target and
the image plane was reconstructed to determine the unknown parameters θt, φt, δ and l
(where the subscript t corresponds to the target position parameters). This was done using
a pre-written simulation code that traces the trajectories of particles through VAMOS from
the target position to the focal plane as follows. A set of 20000 particles were simulated
starting at the target position xt = yt = 0. The particle trajectories were assigned initial
phase space parameters for the angle (θt,φt) and momentum deviation (δ) at the target
position, which together define a vector corresponding to a unique trajectory. The 20000
vectors fill the maximum angular and momentum acceptance of the spectrometer with the
range ∆θ,∆φ = ±160 mrad and δ = ±10 %. The trajectories of the particles through
the spectrometer were simulated using the ion optical ray-tracing code ZGOUBI [94] to
calculate the final coordinates (xi,yi,θi,φi) and path length l at the image plane. Realistic
field descriptions were considered in each magnetic element of VAMOS by incorporating
3D field maps into the calculation using the electromagnetic computation code TOSCA
[95]. Given the input parameters at the target position (θt, φt, δ) and final parameters
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at the image plane (xi,yi,θi,φi), the reverse map was calculated numerically by expressing
the initial parameters (and the path length l) as a multivariate polynomial function of the
final parameters:
δ = F1(xi, yi, θi, φi) (4.2)
θt = F2(xi, yi, θi, φi) (4.3)
φt = F3(xi, yi, θi, φi) (4.4)
l = F4(xi, yi, θi, φi) (4.5)
The non-linear mapping functions Fn can be expressed as 7
th-order polynomial functions
of the four final variables xi, θi, yi and φi. For example, the expression for δ is:
δ =
j+k+l+m=7∑
j,k,l,m=0
Cjklm x
j
i θ
k
i y
l
iφ
m
i (4.6)
where Cjklm are the coefficients of the polynomial defining the inverse map of the system.
Writing Equation 4.6 for each trajectory gives a set 20000 linear equations with 350 Cjklm
solutions. The 350 coefficients were determined numerically by fitting the polynomial
expressions to the set of trajectories calculated by ZGOUBI and written to a file. The
coefficients for θ, φ and l were also determined using this procedure. Note that due to
symmetry in the xz plane, many of the coefficients in Equation 4.6 are zero. For example,
δ is unaffected when the trajectory is reflected in the xz plane:
δ = F (xi, θi, yi, φi) = F (xi, θi,−yi,−φi) (4.7)
This symmetry condition can only be true when the sum of the powers of y and φ is even.
Thus, the coefficients must be zero for all odd values of l+m. A similar argument is made
for the parameter φt.
The coefficients were read from files into a reconstruction code for analysis of the data
from VAMOS. Given the image plane coordinates measured by the drift chambers, the
δ, θt, φt and l were mapped using the coefficients in the appropriate equation similar to
Equation 4.6 on an event by event basis.
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4.1.2 Determination of M
q
The magnetic rigidity Bρ was determined for each event from the reconstructed value of
δ using the reference Bρ determined by the magnetic field strength of the dipole magnet
in VAMOS. For relativistic particles, the magnetic rigidity is given by
Bρ =
γmv
q
(4.8)
where m is the mass of the particle (in MeV/c2), v is its velocity in the laboratory frame,
q is the charge state and γ = 1√
1−β2
, where β = vc . If v is given in terms of β and c is in
mmns−1, the ratio of atomic mass M to charge state of the particle is
M
q
=
Bρ
3.107γβ
(4.9)
where the constant on the denominator takes into account the change of units of the mass
and velocity terms. Equation 4.9 shows that the ratio of atomic mass to charge state can
be expressed in terms of the measured Bρ and the velocity of the particle. The velocity
was determined from the total path length L and the measured TOF between the target
and the VAMOS Plastic. The total path length is given by Equations 4.10 and 4.11 as
the sum of the reconstructed path length from the target to the image plane (l) and the
length D of the trajectory from the image plane to the Plastic, as illustrated in Figure
4.2.
L = l +D (4.10)
D =
d
cos θ cosφ
(4.11)
The time of flight was measured between the BTD upstream of the target and the
Plastic in VAMOS. The time TTAC was measured by a TAC which was started by the
fast signal of the beam-left side PMT of the Plastic and stopped by a delayed fast signal
from the BTD. Therefore particles with a longer time of flight would produce a later start
signal for the TAC and thus a shorter TAC measurement. Since the TAC measurement
corresponds to the TOF from the BTD to the Plastic, a time offset t was added to take
into account the flight time of the 26Ne beam from the BTD to the target. The time offset
also includes the delay of the BTD signal and other delays associated with the electronics.
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Figure 4.2: Geometry between the image plane and the Plastic scintillator in VAMOS used in
Equations 4.10 and 4.11. The length of the particle trajectory from the image plane to the plastic
is given by the distance D.
The time of flight T of the residual nucleus from the target to the Plastic is thus given by
T = t− TTAC (4.12)
The time offset was determined in a calibration run with no target in place by fitting the
measured Mq of a fully stripped
26Ne beam to the value of 2.6000481 u, corresponding to
the atomic mass of 26Ne with a charge state of 10+. However, as is seen in Figure 4.3a,
the measured Mq for the 9
+ charge state of 26Ne using this offset is slightly too high. A
correct solution for both charge states cannot be obtained simply by adjusting t because
this correction would produce a translational shift of the measured Mq .
The problem was solved by including a dispersion-dependent time correction. The
dispersion dependence arises from the way in which the time of flight was measured. Since
the start for the TAC was taken from the output signal of the beam-left side PMT of the
VAMOS Plastic, events of higher magnetic rigidity that hit the plastic nearer the beam-
right side had an inherent delay for the start of the TAC due to the finite time taken for
the light to travel from the interaction point in the plastic to the PMTs. This resulted in
a longer flight time measurement leading to an overestimate of the Mq . Figure 4.4 shows
the necessary time correction ∆t for the correct Mq to be obtained plotted against the
x-coordinate in the plastic for three different trajectories in the beam calibration runs.
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(a) Mq calibration before TOF correction (b)
M
q calibration after TOF correction
Figure 4.3: Mq calibration before and after the TOF correction.
Note that the position on the plastic was determined from the relative timing of the
PMT signals on the beam-left and right sides. The data were fitted with a first-order
polynomial function and the corresponding time correction was applied for each event
given the position of the hit on the plastic. Figure 4.3b shows the Mq measurement with
the time correction applied for a beam calibration run where both the 9+ and 10+ charge
states in 26Ne are incident the focal plane.
Figure 4.4: A fit of the time correction ∆t as a function of the hit position on the Plastic to
determine the dispersion dependent TOF correction in VAMOS.
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4.1.3 Particle Identification
The previous analysis enables the separation of particles with different mass-to-charge
ratios. This alone is insufficient because nuclei of different mass and charge state can
still have mass-to-charge ratios that coincide within experimental resolution. For a full
separation of different particle types, the energy loss ∆E in the Ionisation Chamber was
also measured to distinguish nuclei of different Z. This separation is possible due to the
quadratic dependence on Z of the stopping power for a charged particle in Equation 3.3.
Figure 4.5 shows a plot of ∆E vs Mq for all reaction runs with the
26Ne beam. The three
Ne isotones produced in single-neutron pickup, removal and elastic scattering reactions
are clearly distinguishable in the plot. Also present are 24Ne from (p,t) and 23F from
(p,α) resulting from proton contamination in the target. The analysis of the ejectile
measurements in TIARA for 26Ne and 27Ne coincidences in VAMOS will be presented
in the forthcoming sections. The analysis of the (d,t) and (p,d) single-neutron removal
channels producing states in 25Ne is presented elsewhere [71].
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Figure 4.5: Particle identification in VAMOS for coincidences with good events in the silicon
detectors. The term “good” implies that there was a signal on both sets of strips in Hyball or
MUST2, or on both ends of an Inner Barrel strip.
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4.2 Measurement of the Target Thickness
An accurate measurement of the target thickness was required both for the measurement
of the beam energy at the centre of the target, which is a variable in the excitation energy
calculation, and also for the reconstruction of the ejectile energy for losses in the target.
The target thickness was determined by measuring the Bρ of the beam in VAMOS and
calculating the thickness of CD2 target required to slow the beam from the initial energy
to the measured Bρ using the computer program LISE++ [96].
The beam was delivered to the target hall in a 5+ charge state with a Bρ of 2.3648 Tm
(9.9241 MeV/u). The energy of the beam after the BTD was calculated using LISE++
to be 9.8055 MeV/u, most of which was in a charge state of 10+. The Bρ of the beam
after the target was measured by fitting the Bρ peak in VAMOS with a Gaussian for
reaction run events gated on 26Ne. The measured Bρ corresponded to a beam energy of
9.608(20) MeV. The target thickness required to slow the beam from the energy before the
target to the measured energy in VAMOS was calculated to be 1.20(12) mgcm−2. This
gives a beam energy at the centre of the target of 9.707(10) MeV/u. The uncertainties
in the target thickness and central beam energy were obtained by calculations using the
upper and lower bounds of uncertainly in the Bρ measurement. The uncertainty in the
Bρ measurement was taken from the standard deviation of the Gaussian fit.
4.3 Measurement of the Beam Spot Size
Although information on the size of the beam spot is not directly used in the analysis, a
good estimate was required for the simulations to reduce the uncertainties on the resolution
estimates. The size of the 26Ne beam spot after the target was estimated by measuring the
width of the peak for the x coordinate on the image plane for reaction run events gated
on 26Ne. Figure 4.6 shows that the FWHM is 12.3 mm. Unfortunately, no measurement
was made without the target in place and so one must estimate the contribution due to
the target by analogy with the observed effects for the 20Ne test beam, with appropriate
scaling.
Figure 4.7 shows the beam spot measurements in VAMOS for a 20Ne test beam with
and without the target. The beam energy before the target for this run was 13.713 MeV/u
and the target thickness was 0.59 mgcm−2. A comparison of the two Gaussians shows
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that the target causes a 23% increase in the image width for the 20Ne beam. The angular
straggling was simulated using the computer program TRIM [97] for both the 20Ne and
26Ne beams with the corresponding beam energy and target thickness in order to compare
the target straggling. The simulations showed that the spread of the 26Ne beam due to the
target was 3.5 times larger than for the 20Ne beam. Also, the energy losses in the targets
were calculated using LISE++ to be 5.6 MeV (in 1.20 mgcm−2) for the 26Ne beam and
2.2 MeV (in 0.59 mgcm−2) for the 20Ne beam. If one assumes that the target contribution
to the image width scales according to the angular scattering or the energy loss of the
beam, then the measured FWHM after the target in Figure 4.6 of 12.3 mm implies a
beam spot size before the target for the 26Ne run in the range 5-10 mm (FWHM).
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Figure 4.6: Measurement of the 26Ne beam spot size after the target from the standard deviation
of the image plane x-coordinate measured in VAMOS.
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Figure 4.7: 20Ne beam spot measurements with and without the 0.59 mgcm−2 target.
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4.4 Energy Calibration for EXOGAM
The EXOGAM germanium detectors were calibrated with a 152Eu source placed at the
target position. This source is particularly useful for the energy calibration of γ-ray
detectors because the spectrum has several peaks spread over a wide energy range. The
centroid ADC channel numbers for 11 known peaks were determined from Gaussian fits.
A first-order polynomial function was included in the fit to account for the background.
The gain for each of the 16 segments and 4 central contacts in each clover was obtained
by fitting a second-order polynomial to the energy vs ADC channel plots obtained from
the fits. A 152Eu spectrum for one of the central contacts is shown in Figure 4.8a. Table
4.1 shows the energy and intensity of each of the peaks used in the calibration. A fit to
the 779 keV peak in 152Eu, shown in Figure 4.8b, determined that the intrinsic energy
resolution for this energy region was about 2.1 keV.
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(b) Fit to the 779 keV peak in 152Eu.
Figure 4.8: Calibration of the EXOGAM crystals with a 152Eu source. a) shows the total spec-
trum. b) shows the 779 keV peak fitted with a Gaussian and flat background for determination of
the photopeak energy resolution.
4.5 Photopeak Efficiency Determination for EXOGAM
4.5.1 Photopeak Efficiency for a Stationary Source
The intrinsic photopeak efficiency was determined using the data from the 152Eu spectrum
combined with data obtained using a 60Co source. The energy and intensity of the peaks
measured in 60Co are shown in Table 4.2. The peak energies and intensities for both
sources were obtained from the ENSDF database [51]. The intrinsic photopeak efficiency
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ǫi for a given peak was calculated using the equation
ǫi =
N
A t T I
(4.13)
where N is the number of counts under the peak, A is the source activity, t is the source
exposure time, T is the fractional DAQ live-time and I is the intensity of the peak.
The uncertainty in ǫi was determined by propagation of the statistical error and the
uncertainty in I. Figure 4.9 shows the photopeak efficiency curve for the EXOGAM array
in this experiment. The efficiency curve was fitted using the function commonly used for
germanium detectors in this energy range shown below [79]
ǫi = e
a0+a1ln
E
E0
+a2
“
ln E
E0
”2
(4.14)
The intrinsic photopeak efficiency was thus obtained for a given γ-ray energy using Equa-
tion 4.14.
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Figure 4.9: Intrinsic photopeak efficiency curve for EXOGAM obtained using 152Eu and 60Co
gamma-ray sources at the target position.
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Eγ (keV) Intensity (%)
1408.006 (13) 21.07 (10)
1112.069 (3) 13.69 (7)
1085.869 (24) 10.24 (5)
964.079 (18) 14.65 (7)
867.373 (3) 4.26 (3)
778.9040 (18) 12.96 (14)
443.965 (3) 2.830 (23)
411.1163 (11) 2.237 (25)
344.2785 (12) 26.6 (5)
244.6975 (8) 7.61 (4)
121.7817 (3) 28.67 (15)
Table 4.1: Energies and intensities (as
a percentage per decay) of peaks from
a 152Eu source.
Eγ (keV) Intensity (%)
1173.228 (3) 99.85 (3)
1132.492 (4) 99.9826 (6)
Table 4.2: Energies and intensities (as
a percentage per decay) of peaks from
a 60Co source.
4.5.2 Lorentz-Boosted Photopeak Efficiency
In a reaction run, the laboratory angular distribution of the γ-rays is distorted by the
Lorentz boost due to the motion of the reaction products relative to the detectors. This
has an effect on the photopeak efficiency because the centre of mass angles transform to
more forward focused laboratory angles. The effect of the Lorentz boost was calculated
using GEANT4 by simulating an isotropic centre of mass distribution both as a stationary
source and with a Lorentz boost of β = 0.14, corresponding to the measured energy of the
26Ne beam at the centre of the target. The Lorentz efficiency factor is simply the boosted
photopeak efficiency as a fraction of the stationary case.
FLorentz =
ǫ(β = 0.14)
ǫ(β = 0)
(4.15)
The Lorentz efficiency factor was calculated to be 0.98, meaning that there is a 2% loss
in the photopeak efficiency due to the Lorentz boost. Taking the fraction relative to the
GEANT4 stationary source photopeak efficiency rather than the measured value from the
efficiency curve ensures that discrepancies from the simulation itself are cancelled out and
the factor is purely due to the Lorentz boost. The observed photopeak efficiency in a
reaction run is given by the product of the Lorentz efficiency factor and the measured
stationary source efficiency obtained from the efficiency curve.
ǫObs,Eγ = 0.98 ǫEγ (4.16)
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where ǫEγ is the photopeak efficiency for a γ-ray with energy Eγ .
4.6 Doppler Correction for EXOGAM
The Doppler correction for γ-rays measured in reaction runs was applied using Equation
3.13, where β corresponds to the recoil velocity measured in VAMOS. The spherical polar
angle of the hit in EXOGAM relative to the beam axis θE was given by the segment with
the highest gain matched energy signal. The angle of the recoil emitting the γ-ray with
respect to the beam axis θV was given by the measured angle in VAMOS (the coordinate
system is shown in Figure 4.1). The vectors for the ejected γ-ray and the recoil are defined
in Equation 4.17 and thus the angle α of the γ-ray relative to the recoil is given by Equation
4.18.
~γ =


sinθE cosφE
sinθE sinφE
cosθE

 ~Recoil =


sinθV cosφV
sinφV
cosθV cosφV

 (4.17)
cosα = sinθE cosφE sinθV cosφV + sinθE sinφE sinφV + cosθE cosθV cosφV (4.18)
4.7 Calibration of the TIARA Detectors
The calibration of the TIARA detectors will be presented in this section. Note that an
absolute energy measurement was not required for the Outer Barrel and so it was deemed
unnecessary to calibrate these detectors. Also, the MUST2 array is not used in the analysis
of the reaction channels investigated in this work and is therefore omitted in all discussions.
4.7.1 Pulser Calibrations
A pulser calibration was used to correct for any offsets and non-linearities inherent in
the electronics chain from the preamplifiers to the ADCs for both the Inner Barrel and
the Hyball. Even small offsets in the signals from the amplifiers or ADCs can have a
significant effect on the energy and particularly the position measurement in the case of
the Barrel. A pulser signal was fed into a ‘test’ input of the preamplifiers to simulate a
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signal from each strip of the detector (or each end for the Inner Barrel strips). A range
of signal amplitudes was selected using different attenuation settings for the output signal
of the pulser and these were amplified and digitised to produce a “matchstick” spectrum
for each channel similar to that of Figure 4.10a. Fitting the centroids of these peaks and
plotting the measured ADC channel number against the known input voltage for each
peak enabled the response of the electronics chain to be determined. Figure 4.10b shows
one of these plots for one end of a typical Inner Barrel strip. There is no non-linearity
for the Inner Barrel strips and so the offsets could be obtained using linear least squares
fits. The offset for the corresponding channel was subtracted from the raw signal for each
event in the sort code.
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(a) “Matchstick” spectrum for one end of an Inner Barrel strip. Each
peak represents a different output voltage from the pulser.
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(b) Response function for an Inner Barrel strip
end.
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(c) Response function for a ring in the Hyball.
Figure 4.10: Pulser calibrations for the TIARA detectors. The Inner Barrel response is linear
across all voltages, but there is low-energy non-linearity in the Hyball.
4.7. Calibration of the TIARA Detectors 77
For the Hyball, unfortunately the pulser calibration was performed only for the rings of
one of the wedges. Figure 4.10c shows the ADC channel number vs pulser amplitude plot
for one of the rings. It is clear that there is non-linearity in the electronics for the rings.
The ADCs were the only components in the electronics that were different for the Hyball
compared to the Barrel and so this is the most likely source of the non-linearity. The
non-linearity for this wedge is noticeable below voltages corresponding to about 2.5 MeV
in measured energy. Much effort was made to determine the low-energy response function
for the other four functional wedges where no pulser information was available. This
included using known kinematics calculations from reactions in other beam runs during
the campaign of experiments to build a plot similar to Figure 4.10c, but with real reaction
data as reference points rather than pulser data. However in all cases either the statistics
of a single state in a single ring/sector were too poor to use as a reliable calibration
point or the points were at energies above the non-linearity region. As a result the low
energy measurements in the Hyball can not be considered reliable. The kinematics for
d(26Ne,27Ne)p are such that the highest proton energy in the Hyball region is only about
1.5 MeV and so all (d,p) reaction data with the 26Ne beam in the Hyball are affected by
the non-linearities. Therefore the energy measurements in the Hyball are not used in the
analysis, although the angle information is used for cross section measurements in section
5.2.
4.7.2 Inner Barrel Energy and Position Calibration
The energy and position calibrations for the Inner Barrel were done using a triple-α source
mounted at the target position. The energies of the most prominent decay branches of
the α peaks are 5.157 MeV for the 239Pu decay, 5.486 MeV for 241Am and 5.805 MeV for
244Cm [51]. All three peaks have other decays associated with them with smaller branching
ratios that are not resolvable in the Barrel detectors and so a weighted average of the decay
energies was taken for each of the three peaks. The weighted average energies for the 239Pu,
241Am and 244Cm peaks were 5.148 MeV, 5.480 MeV and 5.795 MeV respectively.
Gain Matching
For the gain matching, the deposited α-particle energy was calculated at either end of the
strip by subtracting the dead layer energy losses. The dead layer losses were calculated
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using SRIM energy loss tables [97] assuming a nominal dead layer thickness 1 µm, quoted
by the detector manufacturer Micron [98]. The dead layer corrected α-particle energies at
the strip ends were 4.903 MeV, 5.245 MeV and 5.567 MeV for the 239Pu, 241Am and 244Cm
peaks respectively. After subtraction of the offsets obtained in the pulser calibration, a
plot of the raw downstream vs upstream signals was made for each strip to show the
relative signals for the three α-lines. This is shown for one of the strips in Figure 4.11.
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Figure 4.11: Downstream vs upstream signals for a strip in the Inner Barrel of TIARA with the
triple-α source.
If xup/dwn and yup/dwn are the upstream and downstream channel numbers on the
upstream/downstream end of the detector, then the energy for an α-particle at the ends
of the detector is given by
Eα = Gxxup +Gyyup (4.19)
Eα = Gxxdwn +Gyydwn (4.20)
where Gx and Gy are the gains for the upstream and downstream ends of the strip respec-
tively. The solutions for this pair of simultaneous equations yields the gains for each end
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of the resistive strip:
Gx =
Eα(ydwn − yup)
xupydwn − xdwnyup (4.21)
Gy =
Eα(xup − xdwn)
xupydwn − xdwnyup
(4.22)
Position Calibration
The position of the hit was determined by the relative charge collected at either end of
the strip due to resistive division. In a simple approximation, the fraction along the beam
axis from the centre of the strip at which the charge was deposited is equal to:
F =
Gyy −Gxx
Gyy +Gxx
(4.23)
where F = -1 for a hit on the upstream endpoint and F = +1 for an extreme downstream
end hit. This is not exactly true in reality because the offset resistors prevent near zero
signals on the opposite end to the hit. The effect of the offset resistors was taken into
account by introducing position coefficients pup and pdwn that define the value of F at the
endpoints of the strip. The position coefficients are given by
pup =
Gyyup −Gxxup
Gyyup +Gxxup
(4.24)
pdwn =
Gyydwn −Gxxdwn
Gyydwn +Gxxdwn
(4.25)
Thus for a given event at any point along the strip, the position p in units from zero at
the upstream end to 1 at the downstream end is
p =
F − pup
pdwn − pup
(4.26)
The position coefficients are sensitive to both gain coefficients, which themselves are
dependent on the measurement of the endpoint channel numbers in Figure 4.11. To reduce
the uncertainty in the gain and position coefficients, the endpoint channel numbers were
measured for all three α-lines to give three sets of gain and position coefficients from which
an average was taken. It is estimated from error propagation of Equations 4.21-4.26 that
the uncertainty in the endpoint channel numbers gives rise to a 1.5% uncertainty in the
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position of a hit on the detector. Figure 4.12 shows a plot of the gain-matched energy vs
position for an Inner Barrel strip in the α calibration run.
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Figure 4.12: Energy vs position plot for a strip in the Inner Barrel of TIARA with the triple-α
source.
Ballistic Deficit Correction
The bowing on the energy vs position plot in Figure 4.12 is in part because the ballistic
deficit on each end of the strip varies as a function of the hit position, as was described
in section 3.3.3. The ballistic deficit was corrected for by fitting a quadratic function to
the middle α-line for each strip to determine a position dependent energy function which
was normalised to the α-particle energy at the end of the strip. For each event, the gain
matched energy was divided by this function. Figure 4.13 shows the energy vs position
plot for the same strip as in Figure 4.12 with a ballistic deficit correction applied to the
energy measurement.
Note that in reality the α-lines in Figure 4.13 should not be horizontal due to the
varying dead layer thickness across the strip. SRIM calculations show that 5.5 MeV α-
particles that hit the centre of a strip will lose about 100 keV less energy in the dead layer
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Figure 4.13: Ballistic deficit corrected energy vs position plot for a strip in the Inner Barrel of
TIARA with the triple-α source. The various features of this plot are described in the text.
than those that hit the strip ends. This effect can be incorporated into the ballistic deficit
correction using a defined position-dependent function for the dead layer losses, rather
than a constant energy. However there are additional factors that will affect the measured
α-particle energy across the strip that cannot be known accurately. For instance, the
varying effective thickness of the α-source as a function of angle would have an opposite,
but in all likelihood not equal, effect to the dead layer losses. A second-order correction
to the energy calibration as a function of hit position was therefore required to ensure
consistent gain-matching across the length of the strip. This is discussed in section 4.10.
Figure 4.14 shows the three α-peaks in Figure 4.13 projected onto the energy axis.
Note that the energy of the α-peaks correspond to the deposited energy at the ends of the
strip after subtraction of dead layer losses, as was discussed above. The FWHM resolution
for the three peaks in a typical strip was measured to be 150 keV.
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Figure 4.14: Calibrated energy spectrum for a strip in the TIARA Barrel using the triple-α
source.
Features of the Inner Barrel Energy vs Position Plot
The energy vs position plot in Figure 4.13 shows some other features in addition to the
three α-lines. The gap in the centre of the α-lines is due to the shadow of the target frame.
The inverse proportionality of the position resolution as a function of energy discussed in
section 3.3.2 is also clearly seen. The intense region of counts below 1 MeV are noise
events. The trigger thresholds for the discriminators were set as close as possible to the
noise in order to measure the largest possible range of excitation energies. The majority
of the noise events were removed with the requirement of a coincidence on the image plane
in VAMOS. In cases where the multiplicity in TIARA was greater than 1, for example
events where there was a real hit in coincidence with noise on another strip, the events
were sorted in order of descending gain-matched energy and the highest energy signal was
assumed to be the real event.
The cluster of counts at low energy on the downstream end of the strip are due to
cross-talk. As is illustrated in Figure 4.15, the wires for the downstream signal are traced
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along the sides of the PCB board. A particle hitting one of these wires will produce a
signal in the downstream end. If this signal is in coincidence with low-level noise on the
upstream end then the event is registered as a hit on the extreme downstream end due to
the relative magnitude of the downstream and upstream signals. As Figure 4.13 shows, the
cross-talk contribution is less than the good events by more than an order of magnitude
as should be expected given the relative surface area of a strip compared to the wires.
The effect of cross talk is even less significant in the analysis of this work as most of the
interesting data is at backward angles in the Barrel, which corresponds to the upstream
end of the strip. The effect of cross-talk at the upstream end is negligible because the
tracing of the wires only travel a short distance on the PCB board (see Figure 4.15).
downstream upstream
Figure 4.15: Schematic diagram of an Inner Barrel strip detector to illustrate the origin of cross-
talk. A hit on one of the wires that are traced round the PCB board from the downstream end in
coincidence with a noise signal on the upstream end would result in an event that is reconstructed
with the wrong energy and a position near the downstream end.
Geometry Calculations for the Inner Barrel
Given the position of the hit along the strip, and assuming that the target is the origin
at the centre of the Barrel, the z-coordinate of the hit (directed along the beam axis) is
given by
z = pL− L
2
(4.27)
where L is the length of the Barrel strips. The x and y positions (orthogonal to the beam
axis) at the centre of each strip were calculated geometrically given the width and spacing
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of each strip on the detectors. The polar angle θ of the hit is then given by
θ = acos
(
z√
x2 + y2 + z2
)
(4.28)
4.8 Charged Particle Energy Loss Corrections
In the reaction data, the excitation energy of states populated in the recoil nucleus was
calculated from the measured energy and angle of the light ejectiles in TIARA. The initial
energy of the ejectile required for the calculation was determined using energy loss tables
from SRIM for the CD2 target and the silicon. For particles that stopped in the detector,
the losses in the target and the detector dead layer were included in the reconstruction.
For punchthrough events, the losses in the target and the total detector thickness were
considered. Punchthrough events were tagged by a hit in the Outer Barrel detector that
was mounted behind the Inner Barrel strip that had the highest gain-matched energy
signal. The discriminator thresholds for the Outer Barrel strips were set to about 1 MeV
to prevent events wrongly being tagged as punchthrough events due to noise on the Outer
Barrel. Of the functional Inner Barrel strips, 24% of them were backed by a dead Outer
Barrel strip. This introduced a 76% punchthrough identification efficiency factor that
needed to be taken into account in the analysis of punchthrough events.
The effective thickness of the target/silicon was calculated on an event by event basis
from the measured angle of the hit. The nominal dead layer thickness was assumed to be
1 µm. For the target, a nominal thickness of 0.60 mgcm−2 was used, corresponding to
half the measured thickness assuming that the ejectiles were on average emitted from the
centre of the target. Note that for the majority of the analysis the particles in TIARA
are protons and thus the proton SRIM tables were used. For the analysis of the elastic
scattering of deuterons, the same method was processed with energy loss tables for the
deuteron.
4.8.1 Energy Loss Corrections in the Target and the Dead Layer
For particles that stopped in the Inner Barrel, the initial kinetic energy is given by the sum
of the measured energy and the total energy lost in the target and the detector dead layer.
The measured energy was first reconstructed for losses in the dead layer using the SRIM
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tables for silicon to give the energy of the particle before the dead layer. This energy was
then reconstructed for losses in the target using the CD2 SRIM tables to give the initial
energy of the particle. This is illustrated in Figure 4.16.
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Figure 4.16: Energy loss reconstruction in the dead layer and target for events where the particle
was stopped in the silicon. The schematic graphs show energy (E) plotted against range (R). T4
is the measured energy. The energy of the particle before the dead layer T3 (=T2) was calculated
from the silicon energy loss tables with an effective dead layer thickness of ∆RSi. The initial energy
T1 was calculated from the target energy loss tables with an effective target thickness of ∆Rtar.
4.8.2 Energy Loss Corrections for Punchthrough Events
For punchthrough events, the residual particle energy after penetrating the silicon can
estimated by interpolating the silicon energy loss function illustrated in Figure 4.16 in
the opposite direction. The target losses are relatively small for punchthrough events due
to the higher particle energy and can be neglected in a first approximation. The energy
deposited in the silicon is given by
∆TSi = T3 − T4 (4.29)
The relationship between the initial and measured energy was determined by projecting
a set of 50 bins from the range axis onto the T axis from the silicon energy loss curve. The
bin widths were fixed to the effective thickness of silicon corresponding to the measured
angle. The window size on the T -axis, ∆TSi, determines the energy deposited in the silicon
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Figure 4.17: Estimation of initial proton energy Tinit from a measured energy Tmeas for
punchthrough events. a) Projections of bins of fixed range onto the T axis to generate a set
of Tinit and energy deposited in the silicon ∆TSi. b) An illustration of the shape of the function
determined from a). The first guess for Tinit is interpolated from the measured energy Tmeas.
for the corresponding range bin, and the upper energy corresponds to the initial energy
Tinit. Plotting Tinit as a function of ∆TSi thereby provides a first guess for the initial
energy for a given measured energy. This is illustrated in Figure 4.17. The first guess of
the initial energy was processed through the energy loss plots in Figure 4.16 to determine
the corresponding measured energy ∆TSi and this was compared to the actual measured
energy Tmeas. The initial energy was then obtained by an iterative procedure until the
calculated ∆TSi converged with the real measured energy Tmeas.
4.9 Corrections for Beam and Target Offsets in TIARA
Figure 4.18 shows the energy of the light ejectile as a function of θ measured in the Barrel
for 26Ne and 27Ne coincidences. The red and green lines show kinematics calculations for
reaction channels expected in the respective gates in VAMOS. Note that the kinks in the
kinematics lines at 90◦ are due to the solution for the effective target thickness blowing
up for the 90◦ point. For events gated on 26Ne, elastic scattering of protons is observed
in addition to the (d,d) yield due to proton contamination in the target. It is clear from
these plots that the angle measurements are wrong. The main source of the shift is that
the target was positioned slightly downstream of the centre of the Barrel, meaning that
each position coordinate that is measured translates to a z-coordinate that is shifted to
more forward angles in Equation 4.27.
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(a) 26Ne coincidences. (b) 27Ne coincidences.
Figure 4.18: Measured kinematics in the Barrel for 26Ne and 27Ne coincidences before angle
corrections. The red and green lines are kinematics calculations for reaction channels expected in
the data.
In addition to the Barrel as a whole measuring angles that were shifted downstream,
analysis of the kinematics for individual elements of the eight Barrel detectors showed that
the measured angle was not consistent between them. Assuming the x and y coordinates of
each strip of the Barrel are well known, the uncertainty in θ due to the position uncertainty
in the α calibration is estimated from Equation 4.28 to range from 0.7◦ at the ends of the
Barrel to 2.6◦ at the centre. The angle discrepancies seen in Figure 4.18 are considerably
larger than this and so the source of the problem must lie elsewhere. The most likely cause
is due to the beam focusing on the target. If the beam spot was off-centre on the target,
then the same hit position on opposite sides of the Barrel would correspond to a different
angle θ. This is illustrated in Figure 4.19.
The effects of the beam spot shift and target translation were corrected for by perform-
ing a least squares fit of the elastic scattering data to the calculated kinematics in Figure
4.18a. The elastic scattering data were particularly useful for this because the gradient of
the kinematics in Figure 4.18a means that the data is very sensitive to a small change in
the coordinates thereby enabling an accurate measurements of the shifts to be obtained.
Furthermore, the fact that the majority of the elastic yield is near to 90◦ in the laboratory
also adds to the sensitivity of the angle measurement from a change of coordinates of the
point of interaction. The necessary shifts required to correct the angles for the elastic
scattering data were +4 mm in x, +1.3 mm in y (beam spot shifted beam-left and down)
and -5.5 mm in z (target shifted downstream). Figure 4.20 shows the measured energy as
a function of angle for 26Ne and 27Ne events after the geometry corrections.
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Figure 4.19: The effect of a target shift and off-axis beam spot on angle measurements. For the
case where the target is shifted by ∆z and the beam spot is off axis by ∆x, the angle of trajectory
for a hit at position zhit is θr0 and θr4 for opposite detectors 0 and 4 respectively. The measured
angle for this hit position is θm in both detectors.
(a) 26Ne coincidences. (b) 27Ne coincidences.
Figure 4.20: Measured kinematics in the Barrel after angle corrections. The red and green lines
are kinematics calculations for reaction channels expected in the data.
4.10 Second-Order Energy Corrections in the Barrel
In the calibration of the Inner Barrel strips, the ballistic deficit correction assumed a
constant α-particle energy across the length of the strip. This is not the case in reality
due to other factors mentioned in Section 4.7.2. It is not possible to immediately compare
the reaction data to known kinematics due to the poor resolution. However, plotting the
excitation energy as a function of θ for events gated on the γ-rays from the known 765 keV
state in 27Ne provides a consistency check for the measured kinematics across a wide range
of angles. This is shown in Figure 4.21.
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(b) Excitation energy vs θ for 765 keV γ-ray
coincidences.
Figure 4.21: Testing of the gain matching consistency across the length of the strip. a) The
765 keV events were selected by gating on the peak in the EXOGAM spectrum. b) The excitation
energy as a function of θ for the 765 keV gamma-gated events in the backward hemisphere of the
Barrel. The horizontal line marks 765 keV excitation energy.
As the Figure shows, the excitation energy measured is not a consistent across all
angles due to the inconsistent gain-matching across the strip. A position-dependent energy
correction was applied to the Barrel signals by performing a least squares fit for the
measured proton energy to kinematics calculations for events gated on the 765 keV γ-rays
in 27Ne. Both target and dead layer losses were taken into account. The fitting was
limited to angles backwards of 100◦ in the laboratory to neglect punchthrough and target
frame effects. Figure 4.22 shows the ratio of measured to calculated proton energies as a
function of position along the Barrel strips. Since the α-particle energies used in the gain
matching corresponded to the energy losses at the ends of the Barrel, one would expect
the measured energies to be most reliable at the ends. This is exactly what is seen in
Figure 4.22. The data were fitted to a straight line of the form
Emeas
Ekin
= 0.109 pos+ 1.01 (4.30)
For every event, the measured energy was divided by this function to give a position
dependent corrected energy. The function was mirrored about the centre of the strip
to account for identical behaviour on the downstream end. Figure 4.22 shows that the
punchthrough data points at the forward angles agree well with this reflected function.
The sacrifice of the global energy correction is degradation in energy resolution. One
may expect some discrepancies in the gain between strips if the α-source was not positioned
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Figure 4.22: Measured proton energy as a fraction of the calculated energy for 765 keV gamma-
gated events in the Barrel, plotted as a function of the hit position along the strip. The data were
fitted to Equation 4.30 to give a global position dependent energy correction.
exactly in the centre of the Barrel array due to variations in the effective dead layer. In
such a case, the energy resolution obtained by fitting the α-peaks from the calibration
run would be misleading as all strips are calibrated to one α-peak energy assuming the
losses are the same for all strips. Indeed, the energy resolution parameter obtained in
the GEANT4 investigation in Section 3.6.3 was 218 keV, which is 58 keV worse than
that measured in the α-calibration. SRIM calculations showed that the α-source would
only need to be shifted by up to 5 mm off-axis to result in a sufficient variation in the
α-particle energy losses between opposite strips to produce this degradation in energy
resolution. Furthermore, there would also be variations in the effective source thickness if
the α-source were tilted off the beam axis. Both these scenarios are certainly reasonable
possibilities.
It would have been ideal to have determined a position dependent correction on a strip
by strip basis to correct for such effects. However, as Figure 4.22 shows, the statistics are
very limited (note that the photopeak efficiency for a 765 keV γ-ray is about 8%). Even
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when looking at data in test runs from this campaign which had higher beam currents of
different nuclei, either there were no isolated states or the statistics were still not sufficient
to obtain a strip by strip energy correction. It is however reasonable to say that this global
position dependent energy correction for the Barrel strips is justified given that all strips
have been calibrated in exactly the same way. Also, one would expect the general trend
of the α-particle energy losses to be roughly the same between the strips, even though the
magnitude of the losses may vary.
Chapter 5
Results and Discussion
5.1 Analysis of 26Ne(d,d) and 26Ne(p,p) Data
5.1.1 Separation of Elastic Scattering from 27Ne Three-Body Yield
Figure 5.1 shows the measured kinematics in the Barrel for 26Ne coincidences with the
energy correction, beam spot displacement and target shifts taken into account. In ad-
dition to the elastic scattering events forward of 90◦ in the laboratory, there are (d,p)
kinematics in the 26Ne cut resulting from the population of unbound states in 27Ne, which
subsequently decay into 26Ne plus a neutron. These different reaction processes can be
separated by analysing the momentum of the measured particles. For elastic scattering
events, the total momentum of the ejectile in the Barrel ~p3 and the recoil in VAMOS ~p4
must sum to the beam particle momentum before the reaction ~p1. For the unbound (d,p)
events, a neutron would be ejected at a velocity close to that of the beam velocity mean-
ing that it would carry a considerable amount of momentum that would be undetected by
either the silicon arrays or the spectrometer. The resultant missing momentum ~pmiss that
was carried away by the neutron is given by the equation
~pmiss = ~p1 − ~p3 − ~p4 (5.1)
The transverse momenta for the ejectile and recoil were calculated using their measured
spherical polar angles θ3 and θ4. Note that θ3 is simply the measured θ in the Barrel,
whereas θ4 is rotated from the coordinate system used in the optics code described in
section 4.1. The transverse beam momentum was directly obtained from the beam energy
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Figure 5.1: Measured kinematics in the Barrel for 26Ne coincidences in VAMOS. The red line
shows the calculated kinematics for (d,d). The black line represents the (p,p) calculation.
assuming no off-axis deviation. The missing momentum is thus
pmiss = p1 − p3cosθ3 − p4cosθ4 (5.2)
The missing momentum spectrum for all events gated on 26Ne is shown in Figure 5.2.
Note that an energy cut was made of proton energy E > 0.5 MeV in this plot remove the
low-level noise. Cuts were made on four different features of the Barrel kinematics plot to
identify the different regions in the missing momentum spectrum, as is shown in Figure
5.3. The green cut takes all non-punchthrough elastic scattering data (both for protons
and deuterons). Also included in this will be the background from any (d,p) to unbound
states in 27Ne and a continuum background due to deuteron breakup. The red and yellow
cuts individually sample the non-punchthrough (d,d) and (p,p) events where the two are
resolved, although again one may expect some level of background from the (d,p) and
deuteron breakup channels. The blue cut, which was sampled as all events backwards
of 75◦ that were not inside the green elastics cut, represents events that are either (d,p)
reactions to resonance states or deuteron breakup.
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Figure 5.2: Missing momentum spectrum for 26Ne coincidences, determined from the measure-
ments in TIARA and VAMOS using Equation 5.2.
Figure 5.3 shows that the larger peak with a missing momentum of near zero represents
the elastic scattering and the broader peak with a higher pmiss is associated with unbound
(d,p) and deuteron breakup events, as one would expect from Equation 5.2. The peak
associated with continuum states in 27Ne is broader than the peak for elastic scattering due
to the random angle at which the neutron is ejected in the decay to 26Ne. Close inspection
revealed that the elastic scattering peak falls to zero at pmiss = 40 MeV/c, and the (d,p)
events start at pmiss > 50 MeV/c. Note that the reconstruction for energy losses of the
ejectile energy measurement in the Barrel was done assuming the ejectile was a proton.
As a result, the deuterons from (d,d) are reconstructed to a lower momentum than they
should be, which results in a higher measurement of the missing momentum in comparison
with the (p,p) peak. This is not a problem for the elastic scattering measurement because
the missing momentum is still resolvable from the resonant data for non-punchthrough
events.
The punchthrough (d,d) and (p,p), which mainly occur at the forward angles outside
all the cuts in Figure 5.3a, can be separated using the Outer Barrel signals. Figure 5.4a
shows a dE vs E spectrum using the Inner and Outer Barrel energy measurements for
5.1. Analysis of 26Ne(d,d) and 26Ne(p,p) Data 95
labθ
40 60 80 100 120 140
In
ne
r B
ar
re
l E
ne
rg
y 
(M
eV
)
0
2
4
6
8
10
12
1
2
3
4
5
6
7
8
(a) Regions of interest in the Barrel kinematics plot for events gated on 26Ne
(see text).
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(b) Missing momentum spectrum for regions selected in a). The peak at
pmiss = 0 corresponds to elastic scattering. The peak at a higher pmiss repre-
sents (d,p) to unbound states in 27Ne and deuteron breakup, where the neutron
carries away some undetected momentum.
Figure 5.3: Identification of regions in the missing momentum spectrum.
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26Ne gated events. The punchthrough protons and deuterons are clearly resolvable for
most energies, although the deuterons merge into the proton cut for Inner Barrel energies
below about 4 MeV where they have penetrated the Outer Barrel also. The missing
momentum spectrum with these cuts is shown in Figure 5.4b. The Figure shows that the
punchthrough deuterons, represented by the red line, cover a missing momentum range
from about 0 - 100 MeV/c. This offset from the rest of the (d,d) events is because the
energy reconstruction from losses in the Inner Barrel silicon are insufficient, which is
compounded by the insufficient correction for target losses. The silicon is thicker and of a
higher Z than the target, so the energy loss discrepancy is rather large for punchthrough
events compared to those where the deuterons are stopped in the inner layer of silicon.
The key observation for the missing momentum gated on the protons is that the
punchthrough protons from (p,p) scattering fall within a well defined peak with a similar
pmiss measurement as for the non-punchthrough (p,p) events. This means that the energy
for the protons is reconstructed consistently between punchthrough and non-punchthrough
events. This enables one to be confident that the protons associated with unbound states
in 27Ne are also reconstructed consistently and they will therefore fall in the same missing
momentum range as those unbound (d,p) events at the backward angles. Following this
argument, the events in the blue line in Figure 5.4b at the high end of the missing mo-
mentum spectrum can be designated as punchthrough (d,p) events (and protons due to
deuteron breakup).
The events gated on the protons that are in the range 0 < pmiss < 50 MeV/c all
fall in the region of the dE vs E plot where the deuterons merge with the protons af-
ter penetrating the Outer Barrel (see Figure 5.4a). It is therefore likely that these are
punchthrough deuterons that have been mis-identified as protons. By adding the yields
of the punchthrough deuterons in the red and blue lines in the intermediate region and
factoring in the Outer Barrel efficiency of 0.76, and then accounting for the fall off of the
(d,p) peak, the intermediate region of the missing momentum spectrum can be attributed
to punchthrough (d,d) events. The separation of the deuterons that contaminate the (d,p)
missing momentum region is discussed in section 5.3.
Given the observations described above, the elastic scattering events were analysed
with the condition pmiss < 40 MeV/c, thereby neglecting the three-body reaction channels.
The kinematics plot for this data is shown in Figure 5.5.
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(a) Measured Inner Barrel energy vs Outer Barrel channel number for 26Ne
gated events. The blue and red cuts represent the protons and deuterons
respectively.
(b) Missing momentum spectrum where the red and blue data represent
punchthrough events gated on the deuterons and protons respectively in a).
Figure 5.4: Missing momentum spectrum for punchthrough events. The well defined proton peak
with a similar missing momentum to that in Figure 5.3b shows that punchthrough protons are
well corrected for energy losses. Many of the blue events in the intermediate region are actually
deuterons that have penetrated the Outer Barrel also (see text).
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Figure 5.5: Measured kinematics in the Barrel for elastic scattering events. The requirement of a
missing momentum pmiss < 40 MeV/c was implemented to neglect three-body reaction channels.
5.1.2 Cross Section Normalisation
The normalisation of the measured cross sections was obtained by measuring the elastic
scattering yield in the Barrel. The differential cross section for I beam particles incident
on a target with n particles per cm−2 is
dσ
dΩ
=
N
ǫ dΩ I n
(5.3)
where N is the measured yield in the solid angle range dΩ and ǫ is the detection efficiency.
Fitting the angular distribution of the elastic data for protons and deuterons using Equa-
tion 5.3 enables the normalisation factors Ind and Inp to be determined independently.
These normalisation factors are simply the product of the integrated beam current and the
number density of deuterons/protons in the target. The differential cross section within
an angular bin dσdΩ for (d,p) events is then obtained using Equation 5.3 with the deduced
normalisation factor Ind. Since I is the same for deuterons and protons, the ratio of
deuterons to protons in the target is given by the ratio of Ind and Inp.
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The angular distributions for the non-punchthrough (d,d) and (p,p) data were mea-
sured simultaneously by taking cuts in fixed energy bins from Figure 5.5 and projecting
the counts onto the θlab axis. A condition of no hit in the Outer Barrel was required for
the projections to minimise the contribution from punchthrough events. This only has
an effect near the punchthrough threshold, where the kinematics fold back just after the
punchthrough. An example of one of the projections is shown in Figure 5.6. An energy
bin width of 400 keV was chosen to obtain sufficient statistics whilst minimising the an-
gle coverage. The data were sampled from the punchthrough limit down to the point
at which the two peaks could no longer be resolved. This corresponded to 14 bins from
3.8 - 9.0 MeV for (d,d), and 9 bins from 3.8 - 7.0 MeV for (p,p) (central energy of the
bin). The laboratory angle for (d,d) and (p,p) corresponding to the bin central energy
was calculated for each bin, taking target and dead layer energy losses into account. The
projected peaks were then fitted with Gaussian functions with the centroid parameter
fixed to the appropriate laboratory angle. Fitting errors calculated for the area under the
Gaussian ranged from 8% to 15%, depending on the separation of the two peaks.
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Figure 5.6: An example projection of Figure 5.5 onto the measured θ spectrum for (d,d) and
(p,p). This particular spectrum is for the measured energy range 6.0 - 6.4 MeV.
The laboratory solid angle was calculated using the equation
dΩ = 2π(cosθb − cosθa) (5.4)
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where θa and θb are the upper and lower bounds for the angle of each bin, which were
calculated in the same way as the central laboratory angle using the lower and upper
energy for the bin. Inserting this solid angle into Equation 5.3 would give the differential
cross section in the laboratory frame. To convert to the centre of mass frame, a Jacobian
is required due to the difference in solid angle between reference frames:
dσ
dΩ′ =
dσ
dΩ
· dΩ
dΩ′ (5.5)
Given that the integral of the laboratory and centre of mass differential cross sections
must be equal, and by applying a Lorentz boost to the laboratory angles, it can be shown
that the Jacobian to transform from the laboratory to the centre of mass frame is
dΩ
dΩ′ =
γp′(p− βEcosθ)
p2
(5.6)
where E and p are the energy and momentum of the proton/deuteron in the laboratory
frame and p′ is the momentum in the centre of mass frame. The Jacobian and centre
of mass angles for each bin were calculated by applying a Lorentz boost of β = 0.14
corresponding to the measured beam energy. The Inner Barrel efficiency taking into
account the angle coverage in φ and dead strips on the detectors was calculated using a
GEANT4 simulation with an isotropic proton source to be 67%.
The angular distributions for the (d,d) and (p,p) data were fitted to optical model
calculations obtained using the reaction code DWUCK4. The Chapel Hill [55] parameter
set was used for (p,p), whereas the parameters of Lohr-Haeberli [99] gave the best fit
for (d,d). The cross section normalisation is relatively insensitive to the choice of optical
potentials. It was found that the deviation from Rutherford scattering varied by less than
10% when different optical potentials were used. From the fraction of the deduced nor-
malisation factors Ind and Inp, the deuteron-proton fraction in the target was calculated
to be 83(3)%. The angular distributions with the superimposed fits are shown in Figure
5.7.
The fit is generally very good, although there are some exceptions. The data points at
the highest centre of mass angles correspond to the bins near the punchthrough thresholds.
In the case of (p,p), it is possible that there is some contamination from the punchthrough
yield that was not tagged by the Outer Barrel. Some of this may be due to dead strips, but
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Figure 5.7: Angular distributions for (p,p) and (d,d) in the centre of mass frame. The data from
this work were fitted to optical model calculations referenced in the text to obtain a normalisation
factor for the differential cross section.
the majority will be protons that only just penetrated the inner layer of silicon and had
insufficient energy to produce a signal above the discriminator thresholds in the Outer
Barrel. The Outer Barrel discriminator thresholds were set fairly high (∼1 MeV) to
eliminate noise events which would wrongly tag an event as a punchthrough. This effect
will also be present in the case for (d,d), but to a much lesser extent due to the sharper
fall off of the cross section in this angle range. There are also some irregularities for lowest
few centre of mass angle points. This is the region where the (d,d) and (p,p) kinematics
have merged into one another meaning there are greater uncertainties in the fits. This is
taken into account to some extent in the error bars. But the uncertainties in the Gaussian
amplitudes obtained from ROOT seem to be underestimated somewhat, particularly as
they do not seem to be much different in the regions where the peaks are fairly well isolated.
The fact that the third-lowest angle point is too low for the protons and too high for the
deuterons suggests that some of the (p,p) counts have wrongly been assigned to the (d,d)
peak. The main purpose of the elastic angular distributions is to obtain a normalisation
for the cross section. Despite the minor irregularities with some of the points in the plot,
as a whole the angular distribution fits very well to the data, such that the cross section
normalisation parameters can be used with good confidence.
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5.1.3 Inelastic Scattering of 26Ne
Figure 5.8 shows the EXOGAM spectrum for 26Ne coincidences in VAMOS. Transitions at
energies of 1499(36) keV and 2033(32) keV are clearly visible. The 2033 keV transition was
reported in a number of experiments including fragmentation of 36S[100], β-decay of 26F
[101] and Coulomb excitation of 26Ne on a lead target [102] and represents the direct decay
to the ground state of the first 2+ level in 26Ne. The 1499 keV transition was observed in
coincidence with the first 2+ decay in the fragmentation experiment and was thus assigned
to a state feeding the 2+ level. It was not possible to confirm this in the present work
with γ-γ analysis due to poor statistics. Note that the 1499 keV transition was not seen in
the Coulex or β-decay measurements. A 1671 keV transition was also observed as feeding
the first 2+ level in the fragmentation, β-decay and Coulex experiments, and most likely
arises from decay of the second excited 2+ state [102]. It is possible that this γ-ray is also
observed in Figure 5.8, but there is considerable background from the Compton edge of
the 2033 keV peak.
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Figure 5.8: Gamma ray spectrum from EXOGAM for 26Ne events in VAMOS.
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5.2 Analysis of 26Ne(d,p)27Ne data
Figure 5.9a shows the proton spectrum in TIARA for the 27Ne coincidences in VAMOS.
Superimposed onto the data are calculated kinematics loci for the ground state and the
intruder state at 765 keV excitation energy with target and dead layer energy losses taken
into account. The gap in the yield around the 90◦ region is due to shadowing by the
target frame. The region between 85◦ and 95◦ will be ignored in the subsequent analysis
due to interference of the target frame. Figure 5.9b shows the excitation energy spectrum
obtained from the energy and angle information of the protons in the Barrel in the angle
range 100◦ < θ < 140◦. It is clear from both plots that individual states are not
resolvable, as was predicted in the GEANT4 simulations.
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(a) Measured proton kinematics.
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(b) Excitation energy.
Figure 5.9: a) Measured proton kinematics in the Barrel for 27Ne coincidences. The red and
green lines represent kinematics calculations for ground state and 765 keV state respectively. b)
Excitation energy spectrum for events backward of 100◦ calculated from the measured proton
energy and angle.
5.2.1 Measurements of Gamma-Gated States in 27Ne
The γ-ray spectrum gives a much clearer picture of the bound states populated in 27Ne, as
is seen in Figure 5.10. The most intense peak is the known 3/2− state at 765 keV. A small
contribution of the previously measured 1/2+ hole state at 885 keV can also be seen. The
peak-like structure just below 600 keV is actually the Compton edge of the 765 keV peak.
The large angle coverage of EXOGAM (θ = 45◦-135◦) produces a Doppler broadening of
54 keV either side of the real Compton edge at 573 keV.
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Figure 5.10: Gamma-ray spectrum from EXOGAM for 27Ne coincidences.
Proton Angular Distributions for an Isotropic γ-ray Distribution
The angular distribution of the protons in TIARA was measured for events gated on each
of the γ-ray peaks from 35◦ - 165◦ in the laboratory. For the 765 keV peak, nine bins of
10◦ width were sampled in the Barrel plus three 5◦ bins in the Hyball. Larger bins were
required for the 885 keV peak due to poor statistics. For this data, four bins between 20
and 25◦ width in the Barrel and one spanning 15◦ in the Hyball were used for the angular
distributions. The laboratory differential cross section for the data points was calculated
as follows
dσ
dΩ
=
N
dΩ I nd ǫSi ǫγ
(5.7)
where dΩ is the solid angle, I × nd is the product of the number beam particles and the
number of target deuterons per cm2, obtained from the cross section normalisation, ǫSi
is the geometric efficiency over φ angles of TIARA and ǫγ is the photopeak efficiency
of EXOGAM for γ-rays of the given energy. The value of ǫSi after taking into account
inactive regions and dead strips was calculated using a GEANT4 simulation to be 67%
in the Barrel and 69% for the Hyball. The stationary source photopeak efficiency was
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taken from the efficiency curve in Figure 4.9 to be 10.3(13)% for 765 keV and 885 keV
γ-rays. Assuming an isotropic γ-ray distribution, the photopeak efficiency corrected for
the Lorentz boost using Equation 4.16 is 10.1(13)%.
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Figure 5.11: Angular distribution for events gated on 765 keV γ-rays in 27Ne. The EXOGAM
photopeak efficiency assumes an isotropic γ-ray distribution. Superimposed are ADWA calculations
for various final states in 27Ne that have been scaled to the data by χ2 fits. The Jpi of the states
shown are a) 1/2+ (ℓ=0), b) 3/2− (ℓ=1), c) 3/2+ (ℓ=2) and d) 7/2− (ℓ=3).
The spectroscopic factors of the two gamma-gated states were determined by scaling
theoretical cross sections to the data to give the best χ2 value. The theoretical cross
sections were calculated from the code TWOFNR using the ADWA method with the
standard parameters described in Section 2.3.2. The CH89 phenomenological nucleon-
nucleus optical potentials [55] were used for the n+p system in the incident channel and
the proton in the exit channel. Calculations using the reaction model code DWUCK4
with the same input parameters gave results that were almost identical to those provided
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Figure 5.12: Angular distribution for events gated on 885 keV γ-rays in 27Ne. The EXOGAM
photopeak efficiency assumes an isotropic γ-ray distribution. Superimposed are ADWA calculations
for various final states in 27Ne that have been scaled to the data by χ2 fits. The Jpi of the states
shown are a) 1/2+ (ℓ=0), b) 3/2− (ℓ=1), c) 3/2+ (ℓ=2) and d) 7/2− (ℓ=3).
by TWOFNR. Figures 5.11 and 5.12 show the ADWA calculations for ℓ =0,1,2 and 3
transfers scaled and fitted to the data gated on the 765 keV and 885 keV γ-ray peaks
respectively. The Jπ presented are those that are consistent with shell model predictions.
The spectroscopic factors obtained and the χ2 parameters for the fits are listed in Table
5.1. Note that the listed χ2 values in the remainder of this thesis are per degree of freedom
(d.o.f.). The parameter χ2dist is the one-tailed probability of the χ
2 distribution.
The figures and Table 5.1 show that the 3/2− calculation gives the best fit to the
765 keV state. The 3/2+ fits reasonably well, but fails to reproduce the shape of the
angular distribution in the 95◦-135◦ region. Furthermore, the three points measured in
the Hyball suggest that the cross section is rising for the most backward laboratory angles,
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765 keV 885 keV
Jπ C2S χ2/ndf χ2dist C
2S χ2/ndf χ2dist
1/2+ 1.35(72) 2.01 0.03 0.17(14) 0.08 0.97
3/2− 0.63(28) 0.57 0.84 0.05(4) 0.29 0.83
3/2+ 0.65(31) 1.26 0.25 0.05(5) 0.45 0.71
7/2− 0.34(16) 1.47 0.14 0.03(3) 0.37 0.77
Table 5.1: Fitted spectroscopic factors for the 765 keV and 885 keV states assuming an isotropic
γ-ray distribution.
whereas the 3/2+ distribution predicts a fall in the cross section. In fact, due to the
problems with ADC non-linearities in the Hyball, it is possible that some counts may be
cut off by the electronic thresholds. This would set a lower limit on the measured cross
section in the Hyball, which would further point towards an ℓ = 1 transfer as opposed
to ℓ = 2. The spin-parity assignment of 3/2− and spectroscopic factor of 0.63(28) is in
agreement with the value of 0.6(2) that was measured in the previous neutron transfer
measurement at GANIL [25] (see Table 5.5).
For the 885 keV state in 27Ne, no convincing Jπ assignments or spectroscopic factors
can be obtained from this data set due to poor statistics. There is already solid evidence
though from the momentum distributions obtained in the knockout experiment of Refer-
ence [24] that the Jπ for this state is 1/2+. It is worthwhile to note that despite the low
statistics for this experiment, the ℓ = 0 distribution gave the best χ2 fit by a reasonable
margin and the corresponding spectroscopic factor of 0.17(14) is in agreement with the
previous transfer measurement of 0.3(1) (see Table 5.5).
Proton Angular Distributions for a Non-Isotropic γ-ray Distribution
The assumption of an isotropic γ-ray distribution may not necessarily be justified in the
case of this work given that the four EXOGAM clovers were all positioned to cover a
specific angular range. A considerable deviation from the isotropic efficiency in any of
the angle bins would affect the measured cross section in that bin which could in turn
influence the angular distribution and spectroscopic factor measurement. The effect of a
non-isotropic angular distribution on the γ-ray efficiency was therefore investigated.
Calculations using Equation 2.24 were used to determine the γ-ray angular distribu-
tions for proton angles from 0 - 180◦ in the centre of mass frame. For the BK(J1), the
w(M1) probabilities were determined for each angle from the same ADWA calculations
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described above, and the ρK(J1M1) were obtained from tables listed in Reference [68].
For the RK(J1J2), the mixing ratio δ was calculated for the case of J1 = 3/2
− using the
shell model code NuShellX [103, 104]. The mixing ratio was found to be negligible, which
is consistent with most E1/M2 mixing ratios in the mass region of 27Ne [105]. For δ = 0,
RK(J1J2) simplifies to
RK(J1J2) = RK(L¯L¯J1J2) (5.8)
where RK(L¯L¯J1J2) can be obtained from the same look-up tables as the ρK(J1M1). The
sets of W (θc.m.) were averaged over the centre of mass angles covered by each proton angle
bin and converted to the laboratory frame. Given that the absolute probability within
an angular bin W (θ) sinθ dθ must be equal between the laboratory and centre of mass
frames, then the conversion from the centre of mass frame to the laboratory is
W (θlab) =W (θc.m.)
sinθc.m.
sinθlab
dθc.m.
dθlab
(5.9)
The W (θ) distributions in each proton angle bin are shown for the transition 3/2− to the
3/2+ ground state in Figure 5.13.
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Figure 5.13: γ-ray angular distribution for the transition 3/2− to 3/2+ in 27Ne. The solid black
lines represent the angular distribution that is isotropic in the centre of mass frame.
A set of GEANT4 simulations was used to determine the photopeak efficiency of EX-
OGAM given the γ-ray angular distributions from theW (θlab) functions. The ratios of the
photopeak efficiency with the W (θlab) distributions to that with an isotropic distribution
in the centre of mass frame are plotted in Figure 5.14. As the plot shows, the anisotropy
of the γ-rays causes a spread of up to 20% in the photopeak coincidence efficiency between
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proton angle bins, and the deviations from isotropy are up to 15%. This means that the
deduced cross section for each angle bin varies by this amount relative to the cross sections
assuming an isotropic γ-ray distribution.
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Figure 5.14: Deviations in photopeak efficiency due to the non-isotropic angular distribution of
the γ-rays for the 3/2− to 3/2+ transition. Deviations up to 15% relative to isotropy are seen for
some proton angle bins.
The fits to the angular distribution for the 765 keV state using the photopeak effi-
ciencies deduced from the γ-ray distributions are shown in Figure 5.15. As mentioned
previously, the calculated γ-ray distribution for the 3/2− state assumed a mixing ratio of
zero. For simplicity, this assumption was also made for the 3/2+ and 7/2− calculations,
since the 765 keV state has already been assigned to a spin-parity of 3/2− in three inde-
pendent measurements ([24], [25] and [26]). For J1=1/2
+, the γ-ray angular distribution
is isotropic as w(12 ) = w(−12 ), and is thus identical to the data in Figure 5.11a. Figure
5.15 shows that the 3/2− distribution again gives the best fit to the data. The deduced
spectroscopic factor using this method is 0.64(30), in agreement with the previous transfer
measurement. Table 5.2 shows the fitted spectroscopic factors and χ2 parameters for the
765 keV state. Analysis with angle-dependent photopeak efficiencies was not performed
for the state at 885 keV due to the large statistical uncertainties as seen in Figure 5.12.
Furthermore, the state has previously been assigned as Jπ=1/2+, which would decay with
an isotropic γ-ray distribution and the result is thus identical to the previous analysis.
5.2. Analysis of 26Ne(d,p)27Ne data 110
-110
1
10
50 100 150
-110
1
10
50 100 150
θ lab
(a) (b)
(c) (d)
d 
  /
 d
   
 (m
b/s
r)
σ
   
  Ω
Figure 5.15: Angular distribution for events gated on 765 keV γ-rays in 27Ne. The EXOGAM
photopeak efficiency for each proton angle bin was determined from GEANT4 simulations using
calculated γ-ray angular distributions based on the Jpi assumption of the state in 27Ne. Superim-
posed are ADWA calculations for various final states in 27Ne that have been scaled to the data by
χ2 fits. The Jpi of the states shown are a) 1/2+ (ℓ=0), b) 3/2− (ℓ=1), c) 3/2+ (ℓ=2) and d) 7/2−
(ℓ=3).
Jπ C2S χ2/ndf χ2dist
1/2+ 1.35(73) 2.01 0.03
3/2− 0.64(30) 0.62 0.80
3/2+ 0.68(32) 1.26 0.25
7/2− 0.34(19) 1.60 0.10
Table 5.2: Fitted spectroscopic factors for the 765 keV states with calculated gamma-ray distri-
butions taken into account.
5.2.2 Search for the 7/2− Intruder State in the 27Ne Bound State Data
The γ-ray spectrum in Figure 5.10 shows no evidence of any additional transitions to the
already known ones. However in the previous transfer measurement [25] it was noted
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that a low-lying 7/2− state in 27Ne would decay to the ground state primarily via an M2
emission which may have a lifetime long enough that the γ-ray would be emitted beyond
the range of the EXOGAM array. In this case, the residual events after subtraction of the
yield from the 765 keV and 885 keV states would consist of the 7/2− state, the ground
state and any other states that may be populated without the coincident detection of a
γ-ray.
The angular distribution of this residual yield was obtained by subtracting the yield
for the 765 keV and 885 keV states from the total counts for each bin. This was done
using the angle-dependent coincidence photopeak efficiencies (assuming Jπ=3/2−) for the
765 keV state and an isotropic coincidence photopeak efficiency for the 885 keV state.
No requirement on the reconstructed excitation energy in TIARA was used. In the case
where only one state in 27Ne constitutes the residual yield, one would be able to fit various
calculated cross sections to the residual angular distribution to determine the Jπ of the
state as was done for the gamma-gated states. This analysis is shown for ℓ = 0,1,2 and 3
transitions in Figure 5.16. Table 5.3 shows the fitted spectroscopic factors and χ2 values
corresponding to these fits.
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Figure 5.16: Angular distribution for residual events after subtraction of gamma-gated events
from the total yield. Superimposed are ADWA calculations for various final states in 27Ne that
have been scaled to the data by χ2 fits.
The angular distribution shown in Figure 5.16 fits best to the 3/2+ calculation, indi-
cating that the residual data is dominated by the ground state, although the error bars are
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Jπ C2S χ2/ndf χ2dist
1/2+ 0.86(49) 1.86 0.13
3/2− 0.34(17) 0.92 0.43
3/2+ 0.42(20) 0.23 0.88
7/2− 0.20(10) 0.98 0.40
Table 5.3: Fitted spectroscopic factors for the residual data after subtraction of the 765 keV and
885 keV gamma-gated events. The 765 keV subtraction took into account the calculated gamma-
ray distribution, whereas the 885 keV subtraction assumed an isotropic gamma-ray distribution.
rather large. The error in the number of residual counts was obtained by propagation of
the statistical errors from the gamma-coincident events. These individual errors are rather
substantial in themselves due to the poor γ-ray statistics. The error in the cross section
was then determined by propagation of the statistical error with that of the normalisation
factor Ind, which was of the order 10%.
The striking point that can be made from this analysis is that there is no evidence for
a strong 7/2− intruder state in the bound state data that was expected in the SDPF-M
shell model predictions. In the extreme case where only the 7/2− exists in the residual
data, the upper limit on the spectroscopic factor is only 0.30. It is unlikely that there is
zero contribution from the ground state and this further restricts the available counts that
could be assigned to the 7/2− state.
The conclusive evidence for the absence of the 7/2− state in the bound spectrum is
found by looking at the low excitation energy events. As was shown in Section 3.6.3, the
excitation energy resolution for the 765 keV state in the backward angles of the Barrel is
about 380 keV. Since this state is the lowest in excitation energy of the two states that
are already accounted for, then one would expect that selecting the backward angle Barrel
events with an excitation energy lower than 200 keV would eliminate virtually all gamma-
gated events. The angular distribution for Barrel events with Ex < 200 keV in the angle
range 100◦-140◦ is shown in Figure 5.17. These events clearly show a strong agreement
with the ground state 3/2+ angular distribution and show no signs of the 7/2−.
As Table 5.4 shows, there are a total of 613 events in the 100◦-140◦ range. Of these,
192 constitute the angular distribution in Figure 5.17 that represents most of the ground
state yield. There are also 33±6 γ-rays under the 765 keV photopeak and 3±2 γ-rays
under the 885 keV photopeak in this angle range (with Ex > 200 keV). Assuming a 10%
photopeak efficiency, this gives a total yield of 330±60 events for the 765 keV state and
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Figure 5.17: Angular distribution for 27Ne events with excitation energy Ex < 200 keV at
backward Barrel angles. There is clearly an appreciable ground state presence and no evidence for
the 7/2− state.
30±20 counts for the 885 keV state. This leaves only 61(63) counts available for any other
states. Assuming these remaining counts were due to the 7/2− state, the spectroscopic
factor would have an upper limit of only 0.18. In fact, the Barrel resolution is worse than
200 keV, meaning that some of the ground state counts will have a measured excitation
energy of greater than 200 keV and therefore were not included in this subtraction. This
further reduces the available counts for the 7/2− state. Therefore, we can conclude that
the angular distribution for the total angle range in Figure 5.16 is that of one state which
is the 3/2+ ground state.
Description Nγ N
Total - 613
G.S. (Ex < 200 keV) - 192
765 keV (Ex > 200 keV) 33(6) 330(60)
885 keV (Ex > 200 keV) 3(2) 30(20)
Remaining - 61(63)
Table 5.4: Number of counts in the Barrel angle range 100◦ - 140◦ with various conditions. For
events gated on γ-rays, the number of counts was obtained using a photopeak efficiency of 10%.
Table 5.5 gives a summary of the spin assignments and spectroscopic factors for the
bound states in 27Ne from this work and also from the previous neutron transfer ex-
periment by Obertelli et al. The spin assignments for all three states are in agreement
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with the previous measurement. The spectroscopic factors are also in agreement within
uncertainties.
Ex (MeV) J
π C2S (This work) C2S ([25])
0 3/2+ 0.42(20) 0.2(2)
0.765 3/2− 0.64(30) 0.6(2)
0.885 1/2+ 0.17(14) 0.3(1)
Table 5.5: Revised list of levels and spectroscopic factors for bound states in 27Ne.
5.3 Analysis of 26Ne(d,p)27Ne* → 26Ne + n Data
5.3.1 Selection of 26Ne(d,p)27Ne* → 26Ne + n Events
In Section 5.1.2 the measured kinematics in the Barrel for events gated on 26Ne in VAMOS
were shown in Figure 5.1 to contain at least one (d,p) locus from the population of a
resonant state in 27Ne that decayed to 26Ne + n. Backwards of 90◦ in the laboratory there
is no elastic scattering contamination in the (d,p) data due to kinematical constraints. For
the forward angles the (d,p) and deuteron breakup events were identified to be separable
from the majority of the elastics scattering counts with the requirement of a missing
momentum of greater than 50 MeV/c. However, some of the punchthrough (d,d) events
were incorrectly reconstructed for energy losses and therefore have missing momenta that
overlap with the (d,p) and deuteron breakup events (see Figure 5.4). Figure 5.18 shows
the measured kinematics with the condition of a missing momentum above 50 MeV/c.
One can see that the majority of the elastic scattering is cut from the spectrum, but the
punchthrough (d,d) events are seen as a region of increase intensity in the forward angle
range.
Some of the punchthrough (d,d) counts were excluded by simply requiring a proton in
the dE vs E plot (Figure 5.4a). This alone was insufficient though due to the deuterons
that penetrate the Outer Barrel merging with the protons in this plot. Figure 5.19a shows
the measured ejectile energy and angle in the Barrel for 26Ne coincidences that satisfy the
condition of pmiss > 50 MeV/c. Superimposed as red data points is the same plot for
events that satisfy the proton cut in the Inner vs Outer Barrel plot (Figure 5.4a). The
intense region due to the punchthrough deuterons that survive the proton cut can clearly
be seen between 40◦ and 60◦.
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Figure 5.18: Measured kinematics in the Barrel for events with a missing momentum
pmiss > 50 MeV/c to exclude elastic scattering. Some contamination from punchthrough (d,d)
events still remains at angles forward of 60◦.
The measurements in VAMOS are immune to the effects of ejectile punchthrough and
therefore serve as useful tools for analysing the kinematics of different reaction channels.
Figure 5.19b shows the measured kinematics of the recoil in VAMOS for 26Ne coincidences.
The (d,d) yield was identified using the cut shown in the plot. One may expect a back-
ground of (d,p) and deuteron breakup events within this cut. Figure 5.19c shows the same
plot as in Figure 5.19a but with the additional requirement to satisfy the (d,d) cut from
the recoil kinematics. The majority of the counts fall in the (d,d) punchthrough region,
but there are also protons from (d,p) or deuteron breakup that happen to fall within the
deuteron cut in Figure 5.19b.
Further separation was achieved by analysing the recoil and ejectile kinematics simul-
taneously. Figure 5.19d shows the Bρ of the recoil in VAMOS plotted against the angle
of the ejectile in the Barrel for 26Ne coincidences. A second cut following the calculated
kinematics for (d,d) is also shown. The red points in Figure 5.19d correspond to those
red points in Figure 5.19c. The protons that survived the first (d,d) cut can clearly be
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separated from the deuterons in this plot. Thus the (d,d) contamination in the dE vs E
plot of Figure 5.4a were identified as those that fall within both the (d,d) cuts. These
events, plotted in red in Figure 5.19e, were excluded in the subsequent analysis. Events
that satisfied the proton cut in Figure 5.4a and did not fall within at least one of the (d,d)
cuts in Figures 5.19b and d were identified as protons from (d,p) reactions to unbound
states or deuteron breakup.
A selection of excitation energy spectra for (d,p) and deuteron breakup events in the
26Ne cut were constructed for various angle bins with the conditions previously outlined.
Table 5.6 summarises the conditions that were used for the spectra. Note that due to
the 76% Outer Barrel efficiency factor, there will be some protons that penetrated the
inner layer of silicon but were not registered as punchthrough events. This would result
in the proton energy being reconstructed too low, leading to an extra contribution at
higher excitation energy. To eliminate this possibility, only events in which there was an
Outer Barrel hit are considered. Given that the requirement of an Outer Barrel hit was
employed, the dE vs E cut on the protons was also used to eliminate any deuterons that
were not cut by the previous conditions.
Angle Range Conditions
45◦ - 75◦
26Ne in VAMOS; pmiss > 50 MeV/c; EIB > 0.5 MeV;
OB Hit; Protons in dE vs E plot; No (d,d)
100◦ - 140◦ 26Ne in VAMOS; pmiss > 50 MeV/c; EIB > 0.5 MeV
Table 5.6: Conditions for events considered for analysis of unbound states in 27Ne. Note that
the condition listed as “No (d,d)” refers to the cuts in Figure 5.19 to exclude punchthrough (d,d)
events.
5.3.2 Simulation Spectra for Deuteron Breakup
To determine the level of continuum background, the deuteron breakup channel was sim-
ulated to obtain a laboratory energy and angle distribution for the ejected proton to fit
to the real data. One million events were generated in which a Lorentz vector was used
to represent the beam and target before the reaction. The three body decay of the beam
+ target system was simulated by generating Lorentz vectors for the 26Ne, p and n sys-
tem, where the direction of the momenta was selected using a random number generator.
The laboratory energy and angle parameters were extracted for the proton to produce the
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Figure 5.19: Gating procedure to remove counts arising from d(26Ne,26Ne)d where the deuteron
has punched through the Inner Barrel of TIARA. The procedure removes events that fall within
the proton window of Figure 5.4a but which actually arise from deuterons. a) Requiring
pmiss > 50 MeV/c to nominally select
26Ne + n + p events. Events in red satisfy the
proton punchthrough window in Figure 5.4a but may include deuterons as discussed in the text.
b) Window set around the (red) locus for d(26Ne,26Ne)d in θrec vs Bρrec and used to identify
potential deuteron events. c) As for a) but with the window requirement in b) also imposed. d)
Window set around the locus for d(26Ne,26Ne)d in Bρrec vs θej and used to identify potential
deuteron events. e) As for c) but with the window requirement in d) also imposed. The remaining
red events have satisfied both deuteron windows b) and d) and are identified as punchthrough
deuterons that overlap the proton window in Figure 5.4a. These events are therefore and rejected
from the (d,p) data.
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energy vs angle plot shown in Figure 5.20. The figure shows that although the proton
momentum distribution is isotropic in the centre of mass frame, the Lorentz boost acts to
concentrate the proton yield from deuteron breakup to the forward angles.
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Figure 5.20: Simulation of the proton kinematics from deuteron breakup. The majority of the
counts are focused to the forward laboratory angles due to the Lorentz boost.
The proton energy losses in the target and detector dead layer were calculated for each
event and subtracted to represent the energy deposited in a detector. This “measured”
energy and angle was smeared for resolution effects using the resolution parameters derived
in Section 3.6.3. The smeared energy and angle was then used to reconstruct the proton
energy for target and dead layer losses in exactly the same manner as was done for the real
data, and the excitation energy was calculated from these energy and angle parameters.
Excitation energy histograms were constructed for the same angle bins as with the real
data, with the same conditions. For the forward angles, the condition of a hit in the Outer
Barrel was defined as events where there was a residual in energy after the subtraction of
losses in the target and detector. Only 76% of the events matching these conditions were
written to the histogram to take into account the Outer Barrel efficiency. The condition of
a measured proton energy above 0.5 MeV was also required for both forward and backward
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angle bins as is the case for the real data.
5.3.3 Fitting of Excitation Energy Spectra
Figure 5.21 shows the excitation energy spectra for the real data in the angle ranges
100◦ - 140◦ and 45◦ - 75◦. It is at first unclear whether the “peak” at the higher excitation
energy in the backward angle spectrum is a resonance or should be attributed to deuteron
breakup, or a combination of the two. But the maximum deuteron breakup contribution
can be obtained by fitting the forward angle spectrum assuming there is only one peak.
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Figure 5.21: Excitation energy spectra for unbound (d,p) and deuteron breakup events.
In all the fitting presented in this section, the deuteron breakup histograms are scaled
down by a factor to give the best fit. Also included in the fits are Breit-Wigner res-
onances convoluted with a Gaussian corresponding to the excitation energy resolution.
This gives four parameters for each resonance (amplitude, centroid and σ for the Gaus-
sian, plus the Breit-Wigner width Γ of the state) and an additional parameter for the
deuteron breakup scaling factor. Since the position resolution is inversely proportional
to the measured energy for the Inner Barrel strips, the excitation energy resolution for a
given resonance depends on the excitation energy. The excitation energy resolution for a
given resonance was determined using GEANT4 simulations with the position and energy
resolution parameters derived in Section 3.6.3. Note that when fitting to forward angle
spectra, the residuals are only taken for excitation energies below 6 MeV. This is to pre-
vent any resonances upwards of 6 MeV that cannot be identified at the backward angles
due to discriminator thresholds from influencing the fits.
Figure 5.22a shows the fit for the forward angle excitation energy spectrum assuming
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there is only one resonance in the region between 1 and 2 MeV and the rest of the yield
is deuteron breakup. The width of the resonance was set to only 1 keV to minimise
the contribution of the state to the yield. The only fixed parameter in the fit was the σ
parameter for the Gaussian, corresponding to the GEANT4 excitation energy resolution in
this angle range. The deuteron breakup scaling factor obtained in this fit is the maximum
possible contribution of deuteron breakup and thus all subsequent scaling factors are
normalised to this value.
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Figure 5.22: Fits to excitation energy spectra at forward and backward angles with the maximum
deuteron breakup contribution, which was determined by scaling to the forward angle data with
the Briet-Wigner width of each resonance minimised to 1 keV. The fit functions used are described
in the text.
Figure 5.22b shows that even the maximum possible deuteron breakup contribution is
fairly negligible at the backward angles and one can therefore be confident in assigning
the second peak to some resonance contribution. Since the deuteron breakup contribution
is so small at the backward angles, the fit parameters for the two resonances can be
measured without worrying about the influence of the deuteron breakup. The best fit
for the excitation energy of the first peak varies by only 7 keV between the extremes of
the maximum deuteron breakup contribution and zero deuteron breakup. For the second
peak, the variation is 5 keV. Similarly, the best fit widths are largely unaffected by the
scaling parameter. The difference in Γ for the maximum and zero deuteron breakup factors
are 5 keV and 31 keV for the first and second peak respectively.
The lack of deuteron breakup contribution at the backward angles enables us to use this
data to determine with good accuracy the fit parameters for the resonances. The scaling
parameter for the deuteron breakup itself must be determined from the forward angle
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data where the contribution is much stronger. Figure 5.23 shows the forward angle data
fitted with the deuteron breakup scaling factor as a free parameter and the parameters for
the two resonances fixed to the values obtained in the fit from Figure 5.22b. The best fit
scaling factor for the deuteron breakup was determined to be 73% of the maximum value.
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Figure 5.23: Excitation energy fit for forward angles for determination of deuteron breakup
contribution. The fit functions used are described in the text.
Using this finalised scaling factor as a fixed parameter, the backward angle spectrum
was fitted again with all resonance parameters free, except those representing the resolu-
tion. The fits to both forward and backward angle data with these parameters are shown
in Figure 5.24. The measured energy and width of the two proposed states from the
backward angle fits are summarised in Table 5.7. Note that the resolution parameters (σ)
extracted from GEANT4 were 403 keV and 511 keV at the backward angles and 1067 keV
and 861 keV in the forward angles for the 1.741 MeV and 3.906 MeV states respectively.
The finalised parameters were used to fit the data for two angles in the forward hemi-
sphere and five angles backwards of 90◦. The deuteron breakup scaling factor and Γ’s were
fixed in all fits to the values mentioned previously. The σ parameters were fixed at the
relevant value according to whether the bin was in the forward or backward hemisphere.
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Figure 5.24: Fits to forward and backward excitation energy spectra with the finalised deuteron
breakup scaling factor. The fit functions used are described in the text.
State 1 State 2
Ex (MeV) 1.741(88) 3.906(95)
Γ (MeV) 0.234(155) 1.084(339)
Table 5.7: Measured excitation energy and width of the two preliminary unbound states in 27Ne.
The uncertainties for the excitation energy are the propagation of the fitting uncertainty and
errors in the excitation energy reconstruction from beam and proton energy uncertainties. The
uncertainties in the proton energy arise from the calibration procedure and also from the energy
reconstruction for target and dead layer losses. The uncertainties for the width are the fitting
uncertainties.
The fits to each of the angular bins are shown in Figure 5.25.
Figure 5.24a suggests there may be a resonance somewhere between 6 and 8 MeV
in excitation energy. The yield seems to be stronger than expected in this region, even
though the deuteron breakup fits well to the data either side of it. Unfortunately the
poor statistics and the lack of information at the backward angles make this impossible to
determine. Even the measurement of the proposed state at 3.906 MeV cannot be claimed
with any certainty. It is clear from Figure 5.24b that there must be at least one resonance
there as the deuteron breakup contribution is low. But the appearance of a peak-like
structure between 3 and 6 MeV in the backward angle spectrum is deceiving. There is a
cut in the data to remove events with a measured proton energy of less than 0.5 MeV due to
the discriminator threshold. This cut is also imposed on the deuteron breakup simulation.
Because of the energy and angle dependence on the excitation energy, a 0.5 MeV cut at
140◦ translates to a lower excitation energy cut than it does at 100◦. This is seen in the
individual bin fits in Figure 5.25. As a result, the yield in the overall backward angle
spectrum falls off gently rather than as an abrupt cut-off. That is, the falling edge at
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Figure 5.25: Excitation energy fits for several angle bins. The fit functions used are described in
the text.
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the higher energy side of the peak is, at least in part, due to a progressive cut-off with
angle rather than a genuine fall in the yield. Furthermore, the fit in the 100◦ - 108◦ range
(Figure 5.25e) is poor for the higher energy peak. It seems here as though the peak is
still rising up to about 5.2 MeV before the abrupt cut-off imposed by the threshold. It is
not clear whether the yield in what we have defined as a peak at 3.906 MeV is actually
higher in energy and broader than has been measured, or whether there is more than one
resonance in this region. The forward angle fits shed no more light on the matter due to
poor resolution and statistics. So unfortunately we cannot confirm the existence of any
particular resonances above the first unbound state, although we can attribute this yield
to at least one resonance. Fortunately the first resonance is separated enough from the
higher energy yield that it is not significantly affected by the identification of the higher
energy counts.
Note that there is some uncertainty in the excitation energy resolution parameters
used throughout the analysis described above. These parameters were obtained using
GEANT4 simulations in which there are several sources of uncertainty, the main ones
being the choice of position and energy resolution parameters derived in Section 3.6.3.
These parameters are dependent on the choice of beam spot size in the simulation, the
reliability of the estimated excitation energy resolution for the real data of which the
statistics were limited, and also in the accuracy of GEANT4 itself to model charged
particle energy losses. The above analysis was repeated with excitation energy resolution
parameters corresponding to the Barrel energy and position resolution parameters that are
quoted in [83]. The values of Γ were observed to increase by about 10% with these lower
resolution parameters, but the effect on all other parameters and the angular distribution
measurement was negligible. This should be expected given that the first resonance is
fairly well isolated.
5.3.4 Measurements for the Unbound State at Ex = 1.741 MeV
The cross section calculations for the unbound state are not as straightforward as for the
bound states due to the reasons outlined in Section 2.3.2. Therefore two approaches have
been taken in the fitting of the angular distributions. The first approach, which will be
referred to as the Weakly Bound Neutron Approximation (WBNA), assumes a very weak
binding of 10 keV for the neutron bound state. The second approach uses a resonance
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form factor following the method of Vincent and Fortune [62]. The ADWA method was
used in both approaches. Both methods (but with the DWBA) were employed by Sen
[106] in the study of 18O(d,p)19O in which the resonance form factor seemed to produce
the best results. In that work, the higher ℓ-transfers and higher excitation energies above
threshold showed the greatest differences between the two models, whereas they converged
closer to threshold. Calculations for the neutron in a Jπ state of 1/2−, 5/2+ and 7/2− are
presented here since these are the most likely candidates for the spin assignment based
on shell model predictions (as will be shown in Section 5.4). The fits for other Jπ values
were generally poorer than those discussed below.
ADWA Calculations Assuming Very Weak Neutron Binding
In the case where the transferred neutron is weakly bound, the form factor is likely to
extend to larger radii as a result of the weak binding. The standard integration range in
the reaction model code TWOFNR is 30 fm, which is sufficient for most cases. Figure 5.26
shows that this is not the case where the neutron is weakly bound. The oscillations that are
observed in some of the calculations are due to the radial integrals not converging because
the form factor extends beyond the integration range. The oscillations are most severe
for the calculations where the neutron is in a lower ℓ-state because the lower centrifugal
barrier permits the neutron wavefunction to extend to larger radii. Figure 5.26 shows that
using the standard integration range of 30 fm is sufficient for ℓ=3. For the neutron in a
d state the form factor has a significant contribution from beyond 30 fm, but increasing
the integration range to 60 fm smooths out the oscillations. Integrating to 90 fm gives
an almost identical result to the 60 fm case meaning that there is negligible contribution
beyond 60 fm for the d state. For ℓ=1, there are still oscillations even when the integration
range is extended to 90 fm. The maximum integration range allowed in TWOFNR is
99 fm and so it was not possible to achieve convergence in the radial integrals for the
ℓ = 1 calculation, but the general shape of the angular distribution is already clear by this
point.
For the fitting of the calculations to the angular distribution of the unbound state,
integration ranges of 90 fm, 60 fm and 30 fm were used for the ℓ=1,2 and 3 transfers
respectively. Figure 5.27 shows that the 7/2− is the only candidate for the assignment of
this state based on the angular distributions. The value of χ2/ndf for the 7/2− fit was
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Figure 5.26: ADWA calculations for ℓ = 1,2 and 3 transfers with different integration ranges.
The calculations converge at shorter integration ranges for higher ℓ transfers.
5.3. Analysis of 26Ne(d,p)27Ne* → 26Ne + n Data 127
0.47, whereas the other two distributions gave values of greater than 4. Furthermore, the
uncertainty in the cross section normalisation factor contributes on average about 20% to
the error bars in Figure 5.27. This uncertainty is equally weighted for all data points and
thus has no effect on the relative cross sections that determine the angular distribution.
If the uncertainty in the normalisation factor was to be neglected so that only statistical
uncertainties were considered, the reduced error bars would still give χ2/ndf to be less
than one for the 7/2− fit, whilst the values for the other fits would increase to greater
than 6. Thus, the χ2 fits provide a convincing argument for a spin-parity assignment of
7/2− for the unbound state in 27Ne. The fitting procedure gave a spectroscopic factor of
0.38(7) with this Jπ assignment.
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Figure 5.27: Fits to the measured angular distribution for the unbound state in 27Ne at
Ex = 1.741 MeV using a weakly bound neutron form factor.
Based on simple shell model considerations (which are supported by a calculation
presented in Section 5.4), the 1/2− level is the most likely candidate for the unbound
state apart from the 7/2−. The scaling factor for this calculation to fit the data was
3.14(62). Thus, not only is the fit to the angular distribution poor, but the magnitude of
the cross section gives a spectroscopic factor that is more than three times the maximum
possible value (and turns out to be about an order of magnitude greater than the shell
model prediction). The fit with the assumption of Jπ = 5/2+ gave a spectroscopic factor
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of 0.37(7), whereas the shell model calculation, as will be shown in the following section,
predicts a spectroscopic factor for this state of only 0.01. Again, both the measured cross
section and the angular distribution are inconsistent with this alternative spin assignment.
Although the evidence seems conclusive for the assignment of the unbound state to
a 7/2− level, care is needed, particularly in the measurement of the spectroscopic factor,
because an approximation has been employed in using the WBNA for the form factor. It
was noted in [62] that although the correct shape for the angular distributions may be
reproduced in isolated cases, there is no reason for the absolute values of the calculated
cross sections to be correct. For the Jπ assignment, it is important to note though that
the first peak in the cross section falls at the correct angle corresponding to an ℓ=3
transfer. This feature is determined primarily by conservation of angular momentum as
defined in Equation 2.11, regardless of the shape of the wavefunction. In other words,
even if the exact shape and cross section of the calculation are compromised, the angle at
which the first peak lies should provide a good indication to the ℓ-transfer in the reaction.
This further supports the argument for a 7/2− assignment for the unbound state, but of
itself does not imply that the absolute cross section of the calculation and therefore the
measured spectroscopic factor can be adopted with confidence. Although it is worthwhile
to note that the resonance is only unbound by 331 keV and so the (d,p) reaction should be
independent of subsequent neutron emission (along the lines discussed by Sen et al [106]).
This could explain the good agreement of the angular distribution, but nevertheless the
alternative option of using a resonance form factor will be investigated.
ADWA Calculations Using a Resonance Form Factor
Figure 5.28 shows the fits to the data with a resonant form factor using the method
of Vincent and Fortune. The depth of the potential for the form factor was adjusted
with a neutron binding energy of +331 keV, corresponding to the difference Ex-Sn. The
proton distorted wave in the exit channel was calculated with a Q-value corresponding
to the excitation energy of the resonant state in 27Ne. The Figure shows little difference
from the calculations with the WBNA method. As was the case previously, the angular
distribution clearly indicates a 7/2− assignment for the unbound state in 27Ne. The
spectroscopic factor required to give the minimum χ2 value for the 7/2− calculation was
0.35(7). This is consistent within error bars of the WBNA calculation. Note that the
5.3. Analysis of 26Ne(d,p)27Ne* → 26Ne + n Data 129
χ2 value of the fit is slightly better for the resonant form factor than with the WBNA
(0.35/d.o.f compared to 0.47/d.o.f), but these low values of χ2 are equally satisfactory,
statistically. The measured spectroscopic factors from the 1/2− and 5/2+ fits were 2.37(45)
and 0.41(8) respectively, both of which are unable to be reconciled with the shell model,
as was the case with the WBNA measurement.
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Figure 5.28: Fits to the measured angular distribution for the unbound state in 27Ne at
Ex = 1.741 MeV using a resonant form factor in the calculations.
Assuming a Jπ assignment of 7/2−, the single-particle width of the state Γs.p. can
be calculated using the reaction code FRESCO [107]. The calculated value of Γs.p. was
10 keV [108] and thus in reference to Equation 2.16, a spectroscopic factor of 0.35 gives
a measured width of the resonance of 3.5 keV, which is significantly less than the experi-
mental resolution. Clearly, the angular momentum barrier of the neutron in an ℓ = 3 state
will hinder neutron emission for this state, which is unbound by 331 keV. It is interesting
to compare this measured width to the gamma-decay width that might be expected in
order to estimate the probability that a γ-ray might be observed in this experiment. The
most likely gamma-ray decay channel for the 7/2− state would be an E2 transition to the
3/2− state. This was observed for the similarly low-lying 7/2− state in the N = 17 isotone
29Mg [20], where the energy separation of the two negative parity states was 336 keV (c.f.
Figure 1.1). In the case of 29Mg, the half-life of the decay was inferred to be 1.43(51) ns,
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which corresponds to approximately 20 Weisskopf units (W.u.). A 976 keV E2 transition
for 27Ne with the same strength in W.u. gives a half-life of the order 6 ps [109]. This gives
a decay width Γγ of only 80 µeV and hence a branching ratio
Γγ
Γn
of 2 × 10−8, which is
consistent with the non-observation of a γ-ray from the 7/2− state in the present work.
5.4 Discussion of the Measurements in 27Ne
5.4.1 General Observations
The analysis of the previous section using both the WBNA and a resonant form factor
are conclusive in assigning the unbound state in 27Ne at Ex = 1.741(88) MeV as the 7/2
−
intruder state, both from the arguments of the χ2 fits and the measured spectroscopic
factors. The resonant form factor is a priori better than the WBNA for the spectroscopic
factor measurement, but since the state is unbound by only 331 keV there is little difference
with the measurement using the WBNA. The spin assignments and spectroscopic factors
of the 765 keV, 885 keV and the ground state levels are in agreement with the previous
experiments [24, 25]. The updated systematics for the negative parity states in the N = 17
isotones are shown in Figure 5.29 and the revised 27Ne level scheme is presented in Figure
5.30.
As discussed in the Introduction (Section 1.1.3), the energy gap between the 3/2+ and
the negative parity states in 29Mg is dramatically reduced in comparison to the less exotic
isotopes 31Si and 33S. The change is attributed to the reduced proton occupancy of the
d5/2 orbital, which in turn affects the energy of the neutron d3/2 orbital, decreasing the
shell gap at N = 20. This has its origin in the monopole shift caused by the interaction
between the d5/2 protons and the d3/2 neutrons. Figure 5.29 shows that the monopole
shift of the νd3/2 orbital as seen in
29Mg is also observed in 27Ne, as demonstrated by
the low-lying negative parity states. Furthermore, whilst there is a global decrease in
the excitation energy of the negative parity states in 27Ne and 29Mg due to the rising
of the νd3/2 level, other effects act as a perturbation on this, resulting in differences in
the behaviour of the p3/2 and f7/2 orbitals. For instance, the ordering of the 7/2
− and
3/2− states is inverted in 27Ne and 29Mg compared to that observed in nuclei closer to
β-stability. It is thus apparent that the isospin is dominant in determining the ordering
of the negative parity states in this region. Also, the splitting between the 7/2− and the
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Figure 5.29: Updated systematics for the negative parity states in the N=17 isotones following
Figure 1.1. The negative parity states in 27Ne measured in the present work are shown in red
(bold).
3/2− is actually greater in 27Ne than it is in 29Mg, suggesting that the monopole shift acts
more strongly on the p3/2 than it does on the f7/2, but clearly a full interpretation of this
requires knowledge of the spread of the single-particle strength across different states. At
present, nothing is known of the spectroscopic factors in 29Mg.
5.4.2 Comparison to Shell Model Calculations
Overview of the Calculations
Various shell model calculations exist for 27Ne and can be utilised for comparison to
the results of this experiment. Calculations employing the USD [23], USDA and USDB
[110] interactions were performed by the author using the shell model code NuShellX
[104]. Calculations with the modified WBP interaction were performed by the author with
the assistance of E. C. Simpson [103] using the OXBASH shell model code [111] and a
modification to the standardWBP interaction (described below) developed by B. A. Brown
[112]. OXBASH was used instead of NuShellX for the WBP calculations because it has
additional functionality allowing full 1~ω calculations. OXBASH is functionally equivalent
to NuShell [113] and differs only in the mathematical implementation. The level scheme
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Figure 5.30: Revised 27Ne level scheme with the addition of the 7/2− state observed in this
work. Also shown are shell model calculations using the USD, SDPF-M and modified WBP
interactions. Note that, for the modified WBP calculation, the 1/2− and 5/2+ states are at first
glance reasonable candidates for the assignment of the unbound state observed in this work. The
calculation predicted spectroscopic factors of 0.38 and 0.01 respectively for these states. Both are
inconsistent with the measurement, as was discussed in the previous section.
for the bound states calculated using the SDPF-M interaction [16] was obtained from
Reference [24], but no spectroscopic factors were presented in that work. The level schemes
for some of the calculations listed above are presented in Figure 5.30, and the spectroscopic
factors where available are listed in Table 5.8.
Comparison to sd-Space Calculations for Positive Parity States
The USDA and USDB Hamiltonians are developments of the USD model where the two-
body matrix elements (TBMEs) are fitted to a wider range of more recent experimental
data. Note that these three calculations are limited to the sd model space and therefore
are unable to produce the negative parity intruder states. All three sd-space calculations
yielded very similar spectroscopic factors, as shown in Table 5.8. The USD calculation
gave the closest energy of the 1/2+ state to the experimentally measured value. In com-
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EMeas (MeV) J
π C2SMeas C
2SUSD C
2SUSDA C
2SUSDB C
2SWBP (mod)
0 3/2+ 0.42(20) 0.63 0.69 0.71 0.63
0.765 3/2− 0.64(30) - - - 0.67
0.885 1/2+ 0.17(14) 0.17 0.11 0.11 0.17
1.741 7/2− 0.35(7) - - - 0.40
Table 5.8: Spectroscopic factors for the states measured in this work. Also shown are the predic-
tions of various shell model calculations. Note that the uncertainties in the measured spectroscopic
factors are obtained by the χ2 fits and do not include the standard 20% uncertainty associated
with the ADWA calculations.
parison to the experimental value of 885 keV, the USD gave 868 keV whilst the USDA and
USDB gave 1.199 MeV and 1.380 MeV respectively. On this basis, the USDA and USDB
calculations are omitted in the level scheme of Figure 5.30. This observation also justifies
the use of the USD interaction for the sd part of the model space in the other calcula-
tions presented in this work, as opposed to the USDA and USDB interactions. Table 5.8
shows that the predictions of the sd calculations for the spectroscopic factor of the 1/2+
state at 885 keV are in good agreement with the measurement. For the ground state, the
calculated spectroscopic factor for the USD calculation is also within uncertainties of the
measurement.
Comparison to SDPF-M Calculations
The SDPF-M calculation of Utsuno [16] is also included in Figure 5.30. Here, the monopole
part of the effective interaction is modified to better incorporate tensor effects for neutron-
rich nuclei. Unrestricted mixing of particle-hole excitations across the N = 20 shell gap
is incorporated by means of a Monte Carlo technique to reduce the size of the matrix
diagonalisation problem [114]. The effective interaction used in the calculations consists
of three parts. The sd-shell part is the USD interaction, the pf -shell part is the Kuo-
Brown (KB) interaction [115] and the cross-shell part is based on the Millener-Kurath
(MK) interaction [116]. Figure 5.30 shows that the excitation energy of the 7/2− state
experimentally is about 1.5 MeV higher than that predicted in the SDPF-M calculation,
which predicts the level to be almost degenerate with the ground state. The fact that
the 3/2− state is also measured slightly higher in energy than calculated with the SDPF-
M interaction suggests that this calculation overestimates the raising of the νd3/2 level.
In addition to this, the calculation is unable to reproduce the ordering of the negative
parity states in 27Ne. The failure of the SDPF-M calculations to reproduce the excitation
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energies of the negative parity states is also true for 25Ne [21, 24]. It is thus clear that
the effective interaction used in this model is not suitable for describing the changing shell
structure for neutron-rich Ne nuclei.
Comparison to Modified WBP Calculations
In the present work, we introduce a modified WBP calculation that was developed with the
specific aim of better describing nuclei close to 27Ne [112]. The original WBP interaction
[117] was constructed in the cross-shell model space connecting the 0p and 1s0d shells,
and then extended to the full spsdpf model space. The 0p1s0d part of the interaction
was determined by a least-squares fit to 216 energy levels in the mass range A = 10− 22.
The TBMEs and single-particle energies (SPEs) were used as parameters for the p-shell
and a potential representation of the cross-shell 0p-0s1d interaction was used. The 1s0d
part of the Hamiltonian is the USD interaction. The 0f1p shell is incorporated by adding
the TBMEs of the WBMB interaction which has had success in reproducing the levels in
nuclei in the mass range A = 32− 44 [118]. In the calculations presented in this work, the
interaction was modified by artificially lowering the single-particle energies of the 0f1p
shell orbitals by 1 MeV to take into account the reduction of the N = 20 shell gap. A
similar approach was found to be successful in a selection of neutron-rich Phosphorus
isotopes [119]. In the calculations for 27Ne, single-particle excitations of 0 or 1~ω were
allowed. In the first instance, the calculation for the ground state of 26Ne for determination
of the spectroscopic factors was limited to no cross-shell excitations.
Figure 5.30 and Table 5.8 show that the modified WBP interaction reproduces the
energies and spectroscopic factors of the states in 27Ne remarkably well. The validity
of the modified interaction was tested by comparing experiment with predictions for the
negative parity states in the adjacent nuclei 25Ne and 29Mg, as is shown in Figure 5.31.
Note that the ground state of 25Ne has a spin-parity of 1/2+, but for convenience the level
scheme presented is shifted so that the 3/2+ is at zero to match the N = 17 isotones of
27Ne and 29Mg. The Figure shows that the level structure of the negative parity states
for these nuclei is reproduced consistently well, certainly in comparison to the SDPF-M
calculation. The ordering of the 3/2− and 7/2− is correct for all three cases and the
energies are well reproduced also. This means that a modification of the single-particle
energies of approximately 1 MeV for the pf orbitals relative to the sd shell is required to
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incorporate the monopole shift of the νd3/2 orbital for neutron-rich nuclei in this region
of the Segre´ chart, which is not accounted for in the standard WBP interaction. However,
the modification only replicates the cross-shell effects by changing the relative spacing of
the sd and pf orbitals. In reality, the pf shell does not move down in energy, but rather
the energy of the νd3/2 orbital moves upward. The resulting increased shell gap between
the d3/2 and the rest of the sd shell is not taken into account in this modified interaction.
This would explain why the calculated excitation energies of the states in 25Ne relative to
the 1/2+ ground state are shifted by several hundred keV (see Figure 5.31).
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Figure 5.31: Comparison of the modified WBP predictions to experimental measurements for
27Ne and the adjacent nuclei 25Ne and 29Mg. The calculation allowed for 1~ω excitations across
either of the neutron/proton number 8 or 20 shell gaps. The 25Ne energy levels have been shifted
so that the excited 3/2+ level lines up with the 27Ne and 29Mg ground states.
The calculations presented above often involved large matrix dimensions for the neg-
ative parity states due to the fact that the nuclei are almost in the middle of the sd
model space for the neutrons. For the 7/2− calculation in 29Mg, the matrix dimension
was almost 77 000, which gave about 4.5 billion matrix elements to be evaluated. The
positive parity states on the other hand are relatively trivial to calculate because excita-
tions of 2~ω are excluded and so they can only be produced by coupling within the sd
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shell with no cross-shell excitation. In order to reduce computational time and to examine
the importance of different cross-shell excitations, it is of interest to investigate the effect
of restricting the full 1~ω calculation to one in which only excitations between the sd and
pf shells are allowed. This leaves the 0s and 0p shells always full. This seems a reasonable
approximation to make as the full 1~ω calculations indicate that no configuration giving a
contribution to the wavefunction of more than 1% (for the negative parity states in 25Ne,
27Ne and 29Mg) had any holes in the 0s or 0p orbitals. Table 5.9 shows a comparison
of the matrix dimensions for the full 1~ω calculation with that of the sd−1pf1 restricted
calculation for the states of interest. For the negative parity states, the matrix dimension
is reduced by between 20 and 50 % in the restricted calculation. Figure 5.32 shows that
this simplification has a relatively minor effect on the calculated energy levels. However,
there is a slightly larger discrepancy between the full and restricted calculations for 25Ne,
suggesting that the lower orbitals have a more significant contribution to the wavefunc-
tion, which are not taken into account in the restricted calculation. Table 5.10 confirms
this, whereby there are more holes in the 0p-shell orbitals in 25Ne predicted by the full
1~ω calculation. This is as one would expect, since 25Ne has two fewer neutrons than 27Ne
and 29Mg and so the Fermi surface is closer to the 0s and 0p shells.
Jπ
25Ne 27Ne 29Mg
Full 1~ω sd−1pf1 Full 1~ω sd−1pf1 Full 1~ω sd−1pf1
3/2+ 850 850 311 311 1 585 1 585
3/2− 31 234 15 891 14 386 9 252 70 501 55 185
7/2− 41 129 21 295 18 340 12 103 96 525 76 691
Table 5.9: Matrix dimensions for full and restricted 1~ω calculations using the modified WBP
interaction in a model space including 0s, 0p, 0d, 1s, 0f and 1p orbitals.
Jπ
25Ne 27Ne 29Mg
0p1/2 0p3/2 0p1/2 0p3/2 0p1/2 0p3/2
3/2− 3.967 7.980 3.992 7.994 3.996 7.997
7/2− 3.969 7.971 3.994 7.993 3.998 7.997
Table 5.10: Occupancies of the 0p orbitals for the negative parity states in 25Ne, 27Ne and 29Mg
predicted by 1~ω calculations using the modified WBP interaction.
The spectroscopic factors listed in Table 5.8 were obtained using the full 1~ω calcula-
tion for 27Ne. The wavefunctions from this calculation were overlapped with the ground
state wavefunction of 26Ne, calculated with the same interaction but limited to the sd
model space. In order to investigate the effect of the pf shell on the 26Ne ground state,
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Figure 5.32: Comparison of full and restricted 1~ω calculations using the modified WBP interac-
tion. Note that the positive parity states are unaffected by the restriction because they cannot be
produced from 1~ω excitations.
a second calculation was performed that incorporates 2~ω excitations across the N = 20
shell gap. Only one configuration involving the pf shell was found to have a contribution
above 1% and so at first glance it would appear that the pf orbitals have little impact
on the ground state wavefunction of 26Ne. This is consistent with the non-observation
of negative parity states in 25Ne in the single-neutron knockout from 26Ne experiment
by Terry et al [24]. However, further investigation showed that 2~ω excitations are in
fact predicted to contribute 11% to the ground state wavefunction. This is because there
are a large number of small pf -shell contributions to the wavefunction that add up to a
reasonable percentage of the total wavefunction. These are neglected in the restricted 0~ω
calculations. Table 5.11 shows a comparison to experiment of the spectroscopic factors
of the states in 27Ne with both the 0~ω and 2~ω calculations for the 26Ne ground state.
The 27Ne wavefunctions are those obtained from full 1~ω calculations. The overlaps with
the wavefunctions using the restricted 1~ω calculations showed negligible difference to the
unrestricted calculations. The 2~ω spectroscopic factors tend to show better agreement
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with the measured value, especially in the case of the ground state, and will be used in
the subsequent discussion. It would be useful in the future to obtain spectroscopic factors
for the positive parity states in which 2~ω configurations are also included in the 27Ne
wavefunctions. This was attempted but it was found that the matrix dimensions were
too large to extract the spectroscopic factors in these calculations using the OXBASH
program. For instance, the matrix dimension for the 27Ne ground state was of the order
105 000 when the 2~ω configurations were included.
Jπ
Experiment
0~ω 2~ω
(Present work)
3/2+ 0.42(20) 0.64 0.52
3/2− 0.64(30) 0.67 0.59
1/2+ 0.17(14) 0.18 0.21
7/2− 0.35(7) 0.40 0.35
Table 5.11: Spectroscopic factors for the states in 27Ne measured experimentally and predicted
using the WBP interaction. The predictions using the 0~ω and 2~ω calculations for the 26Ne
ground state are compared.
Table 5.12 shows the energies and spectroscopic factors for the states in 27Ne measured
in this work and the modified WBP predictions in more detail. The modified WBP
calculations shown are full 1~ω calculations for the states in 27Ne and 2~ω calculations to
include the pf -shell contributions for the 26Ne wavefunctions. Spectroscopic factors for
the overlaps with both the ground state and the first 2+ state in 26Ne are presented. The
spectroscopic factor for the ground state is considerably lower than the value of unity that
would be predicted in a pure single-particle approximation. The calculations suggest that
this is because, in addition to the single-particle 0d3/2 structure, a significant fraction of the
wavefunction consists of the 26Ne core excited to a 2+ state that is coupled to a neutron in
the 1s1/2 orbital. The measured spectroscopic factor of the 1/2
+ state is relatively small
because it is a hole state. The calculations show that a significant contribution to the
wavefunction for this state has the structure 26Ne(2+) ⊗ ν(d3/2). This is as one may
expect since the state can be produced in a pure single-particle basis simply by adding the
transferred neutron into the empty d3/2 orbital and re-coupling the two valence protons
to a spin-parity of 2+. On the other hand, the hole state requires two neutrons to vacate
the s1/2 orbital so that the transferred neutron can occupy one of the holes.
The measured spectroscopic factor of the 3/2− state suggests that it is dominated
by the single-particle component. The modified WBP calculations do predict significant
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single-particle strength, but the spectroscopic factor seems to be slightly smaller than the
measurement, although it is within the statistical uncertainties. Any underestimation of
the spectroscopic factor there may be in the calculation may be due to the modification
of the SPEs for the pf orbitals. As was mentioned previously, while the calculation was
modified to replicate the reduced spacing of the d3/2 orbital and the pf -shell, in reality
the νd3/2 level is raised upward in energy for these nuclei. Therefore the spacing between
the s1/2 orbital, and the pf -shell is too low in the calculation. This could result in an
over-prediction for the contribution of the pf orbitals in the ground state wavefunction of
26Ne.
The measured spectroscopic factor for the 7/2− state in 27Ne is considerably lower
than would be expected in a pure single-particle approximation. The WBP calculation
is in good agreement with this and suggests that the structure of the state is rather
complicated. Contributions of a neutron in the fp orbitals coupled to an excited 26Ne
core are predicted in addition to the single-particle 0f7/2 structure.
Jπ
E∗exp E
∗
M−WBP C
2S C2S C2S
(MeV) (MeV) exp (0+) (2+)
Present work 0d5/2 1s1/2 0d3/2 0f7/2 1p3/2
3/2+ 0 0 0.42(20) 0.52 0.01 0.33 0.06 - -
3/2− 0.765 0.513 0.64(30) 0.59 - 0.03 - 0.12 0.06
1/2+ 0.885 0.868 0.17(17) 0.21 0.03 - 0.44 - -
7/2− 1.741 1.389 0.35(7) 0.35 - - - 0.11 0.34
Table 5.12: Measured and calculated (modified WBP) energies and spectroscopic factors for states
in 27Ne. The 27Ne wavefunctions were obtained from full 1~ω calculations. The 26Ne wavefunctions
were obtained using 2~ω calculations to include the pf -shell. Overlaps with both the ground state
and first 2+ in 26Ne are shown.
The modified WBP predictions are compared to measurements in 25Ne in Table 5.13.
Full 1~ω calculations were used for the states in 25Ne. The calculations for 24Ne were
restricted to the sd model space since the Fermi surface is low enough that pf -shell contri-
butions to the ground state wavefunction should be small. The measurements were taken
from Reference [21]. The 3/2+ state in 25Ne is again suppressed as it was for 27Ne in
both the measurement and the calculations, but the calculations suggest that this is for a
different reason. The spectroscopic factors for the second and third 3/2+ states in 25Ne are
predicted to be 0.11 and 0.21 respectively. Therefore, it appears that the single-particle
strength is spread across the higher-lying 3/2+ states for 25Ne. Note that the predicted
energy of the state is several hundred keV lower than the measurement. This is due to the
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fact that the raising of the d3/2 relative to the s1/2 is not accounted for in this calculation,
as was mentioned previously in reference to Figure 5.31.
The spectroscopic factors for the negative parity states in 25Ne are under-predicted in
comparison to the experimental measurement. As was the case for the 3/2− state in 27Ne,
both the negative parity states are predicted to have a reasonably strong overlap with
the core excited to a 2+ configuration. It is possible that the modified WBP calculation
over-predicts the magnitude of the excited core contribution for the negative parity states,
as may be the case in 27Ne.
Jπ
E∗exp E
∗
M−WBP C
2S C2S C2S
(MeV) (MeV) exp (0+) (2+)
Ref. [21] 0d5/2 1s1/2 0d3/2 0f7/2 1p3/2
1/2+ 0 0 0.80 0.63 0.78 - 0.08 - -
5/2+ 1.680 1.779 0.15 0.10 - 0.59 0.01 - -
3/2+ 2.030 1.687 0.44 0.49 - 0.07 0.08 - -
3/2− 3.330 3.028 0.75 0.54 - - - 0.17 0.07
7/2− 4.030 3.743 0.73 0.47 - - - 0.09 0.20
Table 5.13: Measured (from Reference [21]) and calculated (modified WBP) energies and spectro-
scopic factors for states in 25Ne. The 25Ne wavefunctions were obtained from full 1~ω calculations.
The 24Ne calculations were restricted to the sd model space. Overlaps with both the ground state
and first 2+ in 24Ne are shown.
Chapter 6
Summary
The evolution of the N = 20 shell gap in neutron-rich nuclei was investigated by analysing
the single-particle states in 27Ne via neutron transfer onto a 26Ne beam. Previous experi-
ments have identified the 3/2− intruder state at an excitation energy of 765 keV above the
3/2+ ground state, providing good evidence for the monopole shift of the νd3/2 orbital.
Until now, the 7/2− state, representing neutron excitation into the f7/2 orbital, had yet to
be discovered. This was assumed to be because the 7/2− state would lie below the 3/2− in
energy and a gamma-decay to the ground state would be isomeric in nature, meaning that
it would go unobserved as the decay would occur after the beam had physically passed
beyond the range of the gamma-ray detector arrays in the previous experiments. In the
work presented here, the experimental setup had the advantage of measuring the angular
distributions of the protons as well as the gamma-rays, which could be used to determine
the ℓ-transfer of the reaction and thus infer the Jπ of populated states in the residual
nucleus.
From the measurements of the proton angular distributions, the 7/2− state has been
discovered at an excitation energy of 1.741(88) MeV, unbound by 331(88) keV. The spec-
troscopic factor was measured to be 0.35(7), giving a decay width of 3.5 keV, assuming
a calculated single-particle width of 10.0 keV. The result places the 7/2− state in 27Ne
higher in energy than the 3/2− state, contrary to the ordering of the negative parity states
at β-stability. This is however consistent with the ordering in the N = 17 isotone 29Mg,
and also with the measurements in the N = 15 isotones in Ne and Mg. The energy
and ordering of the negative parity states in 25Ne and 27Ne cannot be reproduced in the
SDPF-M shell model calculations, meaning that modifications to the effective interaction
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are required. On the other hand, shell model calculations using the WBP interaction with
the SPEs of the pf -shell lowered by 1 MeV predict the energies and spectroscopic factors
of the states in 27Ne remarkably well. Furthermore, the predictions for the states in the
adjacent nuclei in 25Ne and 29Mg are in good agreement with experimental measurements.
The modified WBP 2~ω calculations for the ground state wavefunction of 26Ne showed
that cross-shell excitations to the pf -shell play an important role in 26Ne. These configu-
rations contribute to the spectroscopic factor for states in 27Ne being lower than predicted
by calculations using a pure sd-shell wavefunction for the 26Ne core. The calculations
showed that a strong component of the wavefunction in which an excited 26Ne core is
coupled to a neutron in the 1s1/2 orbital also contributes to the reduced spectroscopic
factor for the ground state. The spectroscopic factor of the 7/2− state is also measured
considerably lower than would be expected in a pure single-particle model. The modified
WBP predictions are in good agreement with this measurement and show that this is a
rather complicated state, including core-excited components.
It would be interesting to develop a new shell model interaction that would succeed in
reducing the effective gap between the νd3/2 orbital and the pf -shell in a natural way, (i.e.
through the correct monopole matrix elements), without the need for the ad-hoc change in
the SPEs applied in the modified WBP interaction utilised in this work. The observations
of the present work may be used as a useful reference for the future development of such
an interaction.
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Erratum
The corrections discussed in this section relate to discrepancies found in the examined
version of this thesis. These corrections have already been implemented in the main text
of this revision of the examined version.
On page 74, the effect of the Lorentz boost on the gamma-ray efficiency was estimated
using GEANT4 simulations. The Lorentz efficiency factor, given by Equation 4.15, was
deduced by comparing the simulated photopeak efficiency for β=0 and the beam velocity
β=0.14. An error in the code used to calculate the Lorentz boost to the gamma-rays
meant that the wrong laboratory angles were used for the β=0.14 simulation. This means
that the value used in the numerator of Equation 4.15 and therefore the deduced Lorentz
efficiency factor was incorrect. With the correct Lorentz boost applied, the gamma-rays are
only slightly shifted to more forward angles and thus the EXOGAM photopeak efficiency
is similar to the β=0 case. The original version of the thesis overestimated this effect.
Using the correctly boosted gamma-ray angular distribution in the GEANT4 simulation,
the Lorentz efficiency factor of Equation 4.15 (which is implemented in Equation 4.16)
was deduced to be 0.98 for β=0.14, whereas previously the value of 0.78 was used.
This correction has a knock-on effect to the spectroscopic factors for the bound states
deduced in Section 5.2. For the case where an isotropic gamma-ray distribution has been
assumed, the cross section for all data points in Figures 5.11 and 5.12 have been modified
by the faction 0.780.98 to take into account the higher gamma-ray efficiency. The spectroscopic
factors in Table 5.1 have thus been revised in light of this correction. Note that the fits
to the angular distributions are unaffected in this case since all data points are modified
by the same fraction, assuming an isotropic gamma-ray distribution.
The correction to the Lorentz boosted gamma-ray angles has a more complicated effect
for the case where a non-isotropic gamma-ray distribution is assumed. In the original
thesis version, the argument was made that the integrals of theW (θ) above and below the
isotropic centre of mass distribution roughly cancel each other out in the angle range
covered by the EXOGAM array. This resulted in only small deviations between the
simulated isotropic and anisotropic photopeak efficiencies for each proton angle bin. As
Figure 5.13b shows, the integrals above and below the centre of mass distribution do
not cancel when the correct Lorentz boost is applied to the gamma-rays. The resulting
deviations from isotropy in the photopeak efficiency for each proton angle bin are up to
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15%, as is shown in Figure 5.14. The corresponding photopeak efficiencies for each bin were
used to calculate the differential cross section for the 765 keV state. Since these data are
now appreciably different to the case where an isotropic gamma-ray efficiency was applied,
an additional figure showing the angular distribution for the 765 keV state (Figure 5.15)
has been implemented. The ADWA calculations were scaled to these corrected data in
Figure 5.15 to minimise χ2, giving new spectroscopic factors and fit parameters. Table
5.2 has been modified accordingly.
On page 111, the spectroscopic factor for the ground state was deduced by subtracting
the efficiency corrected gamma-ray counts from the total yield and fitting the theoretical
cross sections to these data. In the original version, this was done assuming isotropic
distributions for the 765 keV and 885 keV gamma-rays. Given the observations described
above, this assumption is no longer valid for the 765 keV gamma-gated counts. The
subtraction of the gamma-gated counts was therefore redone with the correct efficiencies.
Note that gamma-rays resulting from a 1/2+ state are emitted isotropically and so the
assumption does hold for the subtraction of the 885 keV counts. In addition to the
efficiency discrepancy, an error in the subtraction of counts was found in the original
analysis. Figure 5.16 and Table 5.3 have been modified with the correct subtraction and
efficiency factors. As a result of these corrections, the fit to the 3/2+ distribution is
much more convincing than it was previously. The one-tailed probability distribution for
Jπ = 3/2+ gives a value of 0.88 with the correct gamma-subtraction, compared to only
0.19 in the original analysis.
In Table 5.4, the efficiency corrected gamma-gated counts and the counts with a mea-
sured excitation energy below 200 keV were subtracted from the total yield in the backward
angles. This again assumed an isotropic gamma-ray efficiency for the 765 keV state in the
original thesis version. Table 5.4 has thus been modified using the correct efficiencies for
the 765 keV counts. The resulting upper limit on the spectroscopic factor for a hypothet-
ical 7/2− state is altered from 0.05 to 0.18. This still supports the argument that there is
no bound 7/2− state in 27Ne with significant single-particle strength.
Finally, all tables listing the measured spectroscopic factors for bound states in 27Ne
have been modified following the corrections listed above. Specifically, these are Tables
5.5, 5.8, 5.11 and 5.12.
In summary, the corrections described above resulted from an error in the calculated
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Lorentz boost for gamma-rays, which meant that the simulated gamma-ray photopeak
efficiencies were overestimated in the original thesis version. This meant that the deduced
spectroscopic factors for the three measured bound states in 27Ne were wrong, but the
deduced Jπ of the states was unaffected. Although the spectroscopic factors were originally
measured incorrectly, the general conclusions regarding the structure of these states and
comparisons to shell model calculations are unchanged. The analysis of the 7/2− state
was completely unaffected by the gamma-ray efficiency discrepancy, since this analysis did
not rely on any gamma-ray measurements.
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