We improve the least squares (LS) method for building models of a nonlinear dynamical
Introduction
We consider the problem of model selection for a nonlinear deterministic dynamical system given only a finite time series of observations contaminated by observational noise. A particularly convenient and general class of nonlinear models is the pseudo-linear models [Judd & Mees, 1995] [Judd, 2003] .
Hence, as a more practical example, we build models using radial basis functions from artificial data. 
The Least Squares Method and Information Criteria for Modeling

The least squares method
We now consider the problem of estimating the parameters λ ∈ R k of a model x t+1 = f (x t , λ), x t ∈ R d of a nonlinear deterministic dynamical system given only a finite time series of observations s t contaminated by observational noise t (that is, s t = x t + t ), where t is Gaussian with zero mean and the data comprise a set of n scalar measurements. We will assume that the model class f (x t , λ) is perfect, that is, there is a correct value of λ, where the model is identical to the system. A commonly and practically used LS method solves the optimization problem [Ljung & Ljung, 1999] . We consider that the usage of Eq. (1) Judd and Mees (DL) [Judd & Mees, 1995 
which has a model size 2. This model can be rewritten as
which is essentially the same as the original model. Using expression (4) to replace the basis function (1/2)x t−1 , for example, in the original model gives
Although model (5) [Akaike, 1974] , but it is known to fail to provide statistically consistent estimates [Rissanen, 1989] . Hence, the criterion we use for determining the best (optimal) model is the Rissanen's Description Length modified by Judd and Mees [1995] . The minimum description length (MDL) 
where k is the model size, γ is related to the scale of the data (see below), and the variables δ can be interpreted as the relative precision to which the parameters λ are specified. See more details in [Judd & Mees, 1995] . A more precise interpretation of γ is that it is the exponent in a floating point representation of the parameters scaled relative to some fixed amount, and it is supposed that 1 ≤ γ ≤ 32. There are good arguments that γ should be 1, but in practice larger values seem to be necessary to prevent over-fitting [Judd, 2003; Nakamura, 2003] [Judd & Mees, 1995] 
The Henon map as a nonlinear AR model
The Henon map [Henon, 1976] 
where [Schwarz, 1978] and NML [Rissanen, 2000] [Small & Judd, 1998 ] where there are ten candidate basis functions, constant, x t−1 , x t−2 , . . . , x t−9 in the dictionary, we can build degenerate models. The correct model is selected as the best model. That is, we can avoid unnecessary increase in the model size. [Judd, 2003] . Equation (7) of the Henon map gives the identities
where [Amemiya, 1985; Greene, 2000] [Walker & Mees, 1997] or gradient descent noise reduction [Ridout & Judd, 2001] 
This idea can be supported in a theoretical sense as follows.
where DF is the Jacobian matrix. Hence, we can obtain
We add noise t , then we obtain
The situation depends on the additional noise level. We can consider three cases: Fig. 5 . A plot of the selected basis functions in the NLS-best model against additional noise levels where the noise level in the original noisy data used is 40 dB and 60 dB, the number of data points used is 1000 and 10 000, and the number in the parentheses is the number of parameters selected (the model size) in the NLS-best model. Panel (a) 40 dB and 1000 data points, (b) 40 dB and 10 000 data points, (c) 60 dB and 1000 data points, and (d) 60 dB and 10 000 data points. 
Hence, when the level of the additional noise is appropriate, we expect Eq. (11) to be a good approximation to Eq. (2). We refer to the method as the "noisy least squares (NLS)" method. Equation (12) indicates that Gaussian noise is not the only possible noise. However, we usually assume that the observational noise is Gaussian and we also usually apply the LS method on the assumption that the noise is Gaussian and independent to achieve maximum likelihood. Hence, we add Gaussian noise in the NLS method. Table 2 shows the parameter estimates using the NLS method (that is, Eq. (11)) for the Henon map at different additional noise levels, 0 dB, 20 dB, 40 dB, 60 dB and 80 dB (that is, t ), where the number of data point used is 1000 and the original noisy data (that is, s t ) is the noise free data contaminated by 40 dB noise. This result shows that the NLS method does not always give worse estimates for the parameters. Especially, the method gives the best estimates when the additional noise level is 40 dB, which is the same noise level as that in the original data. However, we also note that the difference is not so significant, because the parameters estimated by the LS method are good estimates. This indicates that we can still use the parameters estimated by
(8) (8) (8) (8) (6) (3) (3) (3) (3) (d)
Application
The NLS method can be used to avoid degeneracy and to select the correct model. However, the examples presented so far are somewhat unrealistic. Firstly, correct basis functions for the system are in the dictionary. When using real-world time series, we usually do not know the system or the model. Hence, all models we can build are not true [Mees, 2000] . Secondly, when building models, we usually cannot calculate all possible combination sets (an exhaustive search) to obtain the truly best model. We usually apply a method for selecting basis functions from a dictionary [Judd & Mees, 1995; Nakamura et al., 2003 Nakamura et al., , 2004 . Thirdly, the basis functions (and correct models) used were all polynomial. It is not recommended to build models using only polynomials [Judd, 2003] [Chen et al., 1991] . A more powerful method is described by Judd and Mees [1995] , who developed an algorithm for selecting a good parsimonious subset from a large dictionary of basis functions. The method has proven to be effective [Judd & Mees, 1995 , 1998 Small & Judd, 1998a , 1998b in modeling nonlinear dynamics. The improved method is proposed in [Nakamura et al., 2003 [Nakamura et al., , 2004 [Matsumoto et al., 1985] . The data is well known as an archetypal nonlinear time series and hence, often used for modeling. See elsewhere [Timmer et al., 2000; Aguirre et al., 2001] .
The differential equation of Chua's circuit
This model is a electronic circuit proposed by [Matsumoto et al., 1985] . The circuit dynamics is described by
where v c1 , v c2 and i L denote the voltage across C 1 , the voltage across C 2 and the current through L, respectively, and g(v) is the piecewise-linear function:
The parameters we use for both the equations are [Judd & Mees, 1995 , 1998 .
For building a model using radial basis functions, 5000 data points are used as the training data and the up-and-down method using marginal error is applied [Nakamura et al., 2003 [Nakamura et al., , 2004 . The data is embedded using (t − 1, t − 5, t − 9) in three dimensions [Takens, 1981] with the aim of predicting a value at time t. The time-lag is equal to one-quarter of the major period (17 points) [Atten et al., 1984] and the embedding dimension is selected by applying the false nearest neighbor method [Kennel et al., 1992] .
When using the original noisy data, the size of the LS-best model is 67. Figure 6 shows 
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