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ABSTRACT 
The goal of  radiotherapy is to destroy a tumour in the patient's body by means of  radiation. 
At the same time, healthy tissue is to be damaged as little as possible. In mathematical terms 
this means • in certain parts of  the body minimal doses - necessary to destroy the cancerous 
tissue - must be achieved; in other parts maximum doses should not be exceeded to preserve 
organs like liver, spinal cord, etc. If we minimize the total time of irradiation, taking into 
account hese constraints, we find an optimal solution to the treatment problem. 
The dose depends on a number of  parameters. By fixing some of  them and determining the 
remaining ones so as to satisfy constraints given in advance, a model for radiation-treatment 
planning is obtained. It is discretized and so reduced to a practical form. The result of  this 
discretization process is a mixed-integer problem or a problem with a nonlinear constraint. 
The implementation of the model as optimizing system for radiation-treatment planning is 
described. An example demonstrates the application of the system to a kidney tumour. 
1. INTRODUCTION 
This paper presents an optimization problem in 
radiation-treatment planning. A mathematical model 
is developed for describing such a problem, and for 
this model the existence and uniqueness of optimal 
solutions are discussed. Programming of the model 
as radiation-treatment planning system is described, 
and an example demonstrates the application of the 
system. 
The model developed for optimization goes ubstan- 
tiaUy beyond the usual systems for radiation treat~ 
ment planning (e.g. [6, 13]) and other attempts at 
optimization [1]. 
A different model is treated in [4]. 
2. FOUNDATIONS OF RADIOTHERAPY 
2.1. Posing the Problem 
The basis of a radiation-treatment is the diagnosis 
and exact localization of a cancerous tumour. Based 
on clinical experiments it is known how long which 
regions of the patient's body have to be irradiated 
in order to destroy the malignant tissue. In follow- 
ing this guideline one gets into difficulties : tissue 
which is confronted with hard rays (beta or gamma) 
is damaged and will perish at a certain dose. Since 
in every treatment the healthy tissue is irradiated 
too, it is also affected, but less than the cancerous 
one. Fortunately, the malignant cells regenerate more 
slowly than the healthy ones. 
Therefore the mortal dose for the tumour is admin- 
istered in a number of small doses at different time- 
intervals. In this way the healthy tissue recovers 
meanwhile, and survives. Nevertheless it can be damag- 
ed, so it must be the aim of radiation treatment to 
keep down the dose in healthy tissue. This was the 
main point of view in developing this model. 
Besides these aspects there is another one : some 
organs and regions of the body should receive only 
a restricted amount of radiation, such as the gonads, 
the kidneys, or the spinal cord. If the upper bound 
for the admissible dose is" exceeded the function of 
these organs may be destroyed irreparably. 
So the requirements a treatment plan must satisfy 
are clearly outlined : in some parts of the patient's 
body minimal doses must be achieved, elsewhere 
maximum doses must not be exceeded. These require- 
ments constitute the main cbnstraints of a mathemat- 
ical model for optimization i radiotherapy. The real 
problem is finding a treatment plan satisfying these 
constraints which is optimal in the sense of minimal 
injury to tissue. In practice the question is which 
treatment unit one must choose and how to adjust 
it. Since one often has only one unit at his disposal, 
finding a solution is reduced to choosing the adequate 
parameters for the application of the unit. 
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2.2. Parameters of Radiation Treatment 
In addition to the type of unit, the dose at a point 
in the body depends on the following factors : the 
position of the source of radiation, its shape, its 
energy and alignment, the inner situation in the 
patient, and, naturally, the time of irradiation. The 
tissues and air spaces of the body absorb radiation 
with varying intensities. Therefore, when computing 
the dose the inhomogenities of the body have to be 
considered. 
To  describe the location of a source of radiation 
relative to the patient's body one fixes a Cartesian 
coordinate system in space (the patient's coordinate 
system). Thus the patient is characterized topologic- 
ally as a compact connected set. The source of ra- 
diation is represented as a point in 3-dimensional 
space. From this point a cone of radiation emanates, 
possessing a central ray, the central axis. The pro- 
jection of this cone on a plane perpendicular to the 
central axis generally gives a circle or a rectangle 
depending on the shape of the source, The central 
axis intersects the center of this circle or rectangle 
and so determines the main direction of the cone. 
To describe the direction one generally takes, be- 
sides the position of the source, the point of entry 
of the central axis into the patient, or a point with- 
in the patient which is situated on the central axis. 
This last point will be called the target point. 
If the source irradiates the patient for a fLxed time 
from a luted location and with constant parameters, 
one calls it a fixed field with the corresponding para- 
meters or simply a field. A different possibility is 
irradiation with a moving source. Here most of those 
parameters of the source are fLxed which do not 
depend on location. 
A model for this kind of treatment is developed in 
[4]. 
2.3. Approximation of the Dose Function 
For a mathematical model one needs an approxima- 
tion of the dose, a "dose function", as a prerequisite 
for optimization. In the literature of medicine (cf. 
[8]) there are a large number of  publications on 
approximations. However, they are often very 
specific and yield only the dose-distribution i  a 
plane. The model discussed here is completely in- 
dependent of the choice of the dose function. Be 
cause of its relatively clear mathematical form, 
Sterling's dose function is used for the implementa- 
tion. Sterling [10, 11, 12] developed a general field 
equation for radiation' i'n space, that is, an equation 
from which at any point the resulting dose can be 
calculated. The constants of the equation are known 
for many treatment units. 
The dose at a point P in the patient's body is des- 
cribed in the following by the function 
D(P, Pl ..... Ps)" t (2.1) 
It depends on the treatment parameters P1,'"Ps and 
the time t. The number of explicitly written para- 
meters varies : 
D(P,p1 ..... pk,c), t (2.2) 
means the dose at the point P depending on the vari- 
ables P1 ..... pk,t and the remaining constant paramete 
Pk+l ..... Ps, denoted by c. It is possible to assume th, 
dose function D is continuous in all variables. 
3. MODEL WITH A FIXED NUMBER OF FIELDS 
3.1. Description 
The model for radiation treatment planning deter- 
mines a treatment plan with a previously fixed 
number of fields being situated in prescribed spatial 
sectors (it is called the F-model, model with a fixed 
number of fields). 
In clinical practice irradiation with two, three, or 
four fixed fields often turns out to be more advan- 
tageous than irradiation with a moving source. 
This concept is briefly made clear with the treatment 
of a kidney turnout (fig. 1). For this case also the 
result of treatment planning is demonstrated in sec- 
tion 5. The tumour is to be irradiated with at most 
three fields. Promising directions (from the anatomic- 
al and clinical point of view) for radiation can be 
chosen. One selects them trying to avoid the spinal 
cord as much as possible. It must be protected since 
otherwise it can be irreparably destroyed. 
Figure 1 / 
spatial I ~ / ~ ~  sector ~ ' / 2~ 
\ spinal cox 
The central axis of field 1 must be contained in the 
marked spatial sector. One choice for the central axis 
is indicated by arrow 1. Sectors 2 and 3 have to be 
interpreted in an analogous manner, that is, in each 
sector at most one field may be selected. 
In addition to sectors one allows some parameters 
- e.g. the field size and the time of radiation - to vary 
within predetermined intervals. The remaining ones 
are fixed. Then, the F-model determines from these 
facts, and from the restriction of the dose in the 
patient, an optimal treatment phn. As objective 
function the total irradiation time is to be minimized 
3.2.  Mathematical Model 
In order to describe the F-model precisely, let. n be 
1 1 the number of given sectors; in sector i let, p1,...,pb 
be the unknown parameters and t i the time ~f 
Journal of Computational nd Applied Mathematics, volume 3, no 2, 1977. 100 
irradiation, i _  l,:..,n, c i designates the fixed para- 
1 denote the lower and upper meters, and a~, bj 
bounds for pj,'i j = 1 ..... k; i=  1 ..... n. tUis the maxim- 
al time of irradiation. We combine p~ and t i to get 
1 1 n n 
d 
P = (P1 ..... Pk ..... Pl ..... Pk) and t = (t 1 ..... tn). For a 
point P o f  the body B, a compact connected subset 
of  3-dimensional space, we have the minimal dose 
M 1 (P) and the maximal dose Mu(P ). We may sup- 
pose that M 1 and M u are continuous. Then we can 
express the dose Df in P E B, the constraints and 
the objective function in the form 
n • • 
Df(P,p,t) = Y, D(P,p~ ..... p~,ci).t i (3.1) 
i=1  
MI.(P ) < Df(P,p,t) < Mu(P ) P E B (3.2) 
p] i i E [aj,bj ] j =1  ..... k; i=  1,...,n (3.3) 
t iE tO , t  u l  i= l  ..... n (3.4) 
n 
minimize ~ t.. (3.5) 
i= l  1 
We have 
Theorem 1 
If there are parameters p and t satisfying (3.1)-(3.4) 
there exists an optimal solution p* and t* for 
problem (3.1)-(3.5). 
3.3. Discretization of the model 
The relationships (3.1)-(3.5) describe the F-model 
as an ideal one. In practice we do not have complete 
information about the patient's body, only an ap- 
proximation. 
Moreover, we need only consider a finite number 
of possible parameters. 
1) The constraint (3.2) iS weakened to (3.2') 
M 1 (Pj) < Df(Pj,p,t) < Mu(Pj) j = 1 ..... m (3.2') 
if P1 ..... Pm are representative points in B, (3.2) and 
(3.2') are almost equivalent : 
Theorem 2 
For every e > 0 we can fred a natural number 
m = m(e) and m points P1 ..... Pm such that from 
(3.2'), (3.3), (3.4) follows 
MI(P ) -  e~ Df(P,p,t) ~ Mu(P)+e for all PEB 
and p,t satisfying (3.3) and (3.4). 
2) Every parameter interval is replaced by a finite 
grid 
p•  i -E {Pjl [1=1 ..... nij} j= l , . . . , k ;  
The time may still vary continuously. 
i = 1,...,n. 
(3.3') 
3) The model resulting from (3.2') and (3.3') can be 
described as follows. 
(3.Y) restricts the number of  possible combinations 
n k 
of n fixed fields in the n sectors to 1I 1I 
i= l  j= l  nij' 
a finite number. Every field still admitted in sector 
i can be characterized by k Fixed parameters 
i i i i  1 i. 
P l l  1 ..... Pld-k 1~ ] ~ nij, j= l  ..... k. (3.6) 
1 i • 
If t i "'" lk denotes the corresponding time of irradia- 
tion, then the amount the field contributes to the 
total dose in Pj is 
" i i , ] i  1 i
D(Pj,P]li 1 ..... Pklk,Ci).~ i "'" k. (3.7) 
If we would admit all possible fixed fields the- 
model becomes 
, __ i i 
t~ l " " lkE[0 , t l l  1 ~ i] ~ nij, j= l  ..... k; 
i=1  ..... n (3.8) 
n ik  . . n ni l  x • i i 
MI(PJ ) ~< i=lZ lil=Z 1 "'" I=~ZID(Pi ~ 'P l l  ..... Pklk 'c)" 
,i 1 i
.dl"'i k < Mu(Pj) j=  I ..... m (3.9) 
n nil nik i i ... " 
• _Z_ ... i Z t i lk (3.10) minimize 
i=1 1~ 1 lk=l  " 
In this model (3.8)-(3.10) the optimal solution can 
contain more than one field in each sector, whereas 
this is not allowed in the F-modeL So we add to 
(3.8)-(3.10) the constraint : 
For each i=  1 ..... n there is for all 
i i I. i<n . .  j= l  ..... k (I 1 ..... lk) 1 ~ J q, 
1 i ,i 
at most one t . l ' " ' k  > 0. (3.11) 
1 
The relationship (3.11) means : in sector i only the 
1 i 1 i
I K  
til"'" k > 0 belongs to the optimal solution. 
3.4. Solution 
First of all we describe the F-model in a new, less 
cumbersome notation. 
1' n' Let x = (x ..... x )' be a column vector in 
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n k 
IR r (r: = ~ ]~ nij ) consisting of n column 
i=1 j= l  
vectors x i, and let x i= ~x i x i ~' be a column 
k ~ 1'"" ri/ 
vector in lRri (r i : = j = lnij 1" 
A = (A1,...,A n ) and c = (c 1 ..... c n ) designate a
similarly partitioned matrix of dimension q × r, and 
a row vector with r components respectively, b, a 
column vector with q components, denotes the right 
hand side, b] i = 1 ..... n the bounds on the time. 
Then the F-model can be expressed in this way : 
Ax ~< b (3.12) 
0~ x]~ b] j= l  ..... ri; i= l , . . . ,n  (3.13) 
xJ > 0 for at most one j E {1 ..... r i}  
i = 1 ..... n (3.14) 
n • • 
minimize Y. clx 1. (3.15) 
i= l  
Thus a column of matrix A corresponds exactly to 
one possible fixed field. The columns are arranged 
so that all fields from sector i are exactly represented 
by the columns of A i. Thus the sectors are reflected 
precisely by the partition of  A. 
Two different ways of solving the F-model are 
discussed : 
1) The problem (3.12)-(3.15) is, except for.(3.14), 
linear in x. Introducing r integer variables ~j 
j=  1,...,r.; i=  1 ..... n we get an equivalent mixed- 
mteger problem. 
We replace (3.13) and (3.14) by 
x! -  , i  J biY j~0 j= l  ..... ri; i=1  ..... n (3.13') 
ri 
i 
j =1 YJ ~ 1 i=1 ..... n (3.14') 
and then, besides x >I 0, we have to determine the 
rintegers y}~ 0, j= l  ..... ri; i=1  ..... n. 
From (3.14')a and because the y} have to be integers 
we conclude : J 
For each i=  1,...,n there can exist at most one Jo 
(1 ~ Jo ~ ri) with yi. = 1 (this means : from 
Jo 
sector i the field Jo belongs to the solution). 
This problem can be solved by any one of  the 
algorithms for mixed-integer programming [2]. 
In practice the second method proves to be more 
advantageous : 
2) This method is of the branch-and-bound-type. 
We consider first the problem (3.12)-(3.15) without 
the constraint (3.14). Every x satisfying also (3.14) 
is called a true solution. 
Solving (3.12), (3.13), (3.15) we come to one of  
three cases 
a) There is no solution at all. 
b) The solution is true. 
c) The solution is not true. 
In cases a and b the algorithm stops. In the third 
case there is at least one sector from which more 
than one field belongs to the optimal solution (for 
at least one i, 1 ~ i ~ n, there is more than one 
xji > 0; for simplicity i=  1). Then the fields of sector 
1 are divided into t disjoint subsets by a branching 
rule. Thus partitioning and possibly sorting we have 
x I = (x11' , . . . ,x l t ' ) ' ,  A 1 = (A 11 ..... Alt) ,  and 
c 1 = (c 11 ..... c l t ) .  
So we can define t new problems (Pk) k = 1 ..... t : 
Consider 
x = (x lk', x 2', .... xn') ' I> 0 
A lkx  lk+ ~ Aix i~b 
i=2 
x j l~  b, 1 for those xj 1 belonging to x lk 
x ]~b i j= l  ..... ri; i=2  ..... n 







Thus we divide the columns of A (representing the 
fLxed fields in sector 1) into t groups and form a new 
problem, taking one of these groups and all o f  the 
fields from the other sectors. We admit in each par- 
tial problem (Pk) k = 1 ..... t only a fraction of the 
fields admitted till now, but each field is part of one 
of the problems (Pk)" Each partial problem can be 
solved and we can examine ff there is a solution and 
whether it is true. If it is not true we can divide this 
partial problem again and examine the new problems, 
and so on. In this way only a finite number of 
problems are generated. 
If there is a true solution at all we will find it by 
this process. Having found a true solution we then 
have a criterion (bound) for not-true solutions for 
determining if it is worthwhile to continue branching, 
since the value of the objective function can only get 
worse. So we have to examine only a small part of 
all possible partial problems. 
In applying this algorithm the following two points 
are of great importance 
a) the method of partitioning 
b) the order of solving the problems. 
Consequently, the following considerations prove to 
be helpful. 
a) In selecting the sector for partitioning one should 
choose that one with the most fields belonging to 
the optimal solution, since it is the most difficult to 
get a true solution there. Taking two as the number 
of subsets we must consider the smallest number of 
partial problems. Furthermore, it is advantageous to
choose equally-sized subsets in order to reduce the 
dimension .of the problems. If we put that field with 
maximal xj in the partitioned sector i into the first 
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subset and add to it only fields with minimal values 
in the optimal solution, and if we put the remaining 
fields of this sector into the second subset, there is 
a good chance of getting a solution - true in sector 
i - to the first problem. 
Remark : The coefficients of the objective function 
need not be considered because they are all equal. 
b) There are two extreme alternatives :
depth-first search (we first solve one of the newly 
generated problems) and breadth-first search (before 
the next partition all unsolved problems from the 
last partition are examined). The first alternative 
here is preferable to the second one since we get a 
true solution much faster and thus a criterion for 
rejecting partial problems. 
These considerations are based on practical ex- 
perience with the system described below. 
4. IMPLEMENTATION 
4.1. Optimizing Systems 
The model discussed above has been implemented; 
this optimizing system (programming system for 
optimization in radiation-treatment planning) is 
indeed a real extension to conventional systems, 
e.~ the Radiation Treatment Planning System 
(RTP [13]). 
Using these systems one must exactly specify all of 
the parameters for a treatment plan. The system it- 
Self only computes the resulting dose-distribution 
within the patient. 
Possibly, one can improve the treatment plan inter- 
actively [6] and so search for a good solution step 
by step. 
It is true in the optimizing system that one also 
uses a program computing the dose dependent on 
the field parameters. But this program only provides 
data for the optimizing algorithm. With the help of 
this optimizing part it is possible to calculate an 
optimal treatment plan within the F-model. Moreover 
one can show that a common treatment system can 
be extended, with the optimizing part discussed 
here to an optimizing system [3,5]. 
4.2. Programs 
In programming the system one can separate the 
dose calculating part and the optimizing part. The 
dose calculating part includes, besides the programs 
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for input and output, the  actual computing part. 
This essentially consists of  a mathematical-physical 
model describing the real situation. It calctilates the 
close within the body, taking into account all para- 
meters, especially the patient under consideration, 
Hence:it is a program for approximating the dose 
function. As stated above it uses Sterling's field 
equations. The output part makes use of  a program 
written by Pudlatz [9] for the graphic representa- 
tion of  the result. 
The optimizing part contains firstly those programs 
which prepare the data for optimization. In the 
F-model the mixed-integer problem is solved by 
Gomory's algorithm. For the branch-and-bound- 
method the primal and dual simplex algorithm is 
employed. 
All programs - except the output program [9] - are 
written in PL/I [7]. They require about 120 K bytes 
of main storage for medium-sized examples (as des- 
cribed below); only the program for the graphic re- 
presentation requires 200 K bytes. The computing 
time takes about 10 minutes on an IBM/360 model 
50. Thereby the actual optimization requires less 
than half the time. 
5. EXAMPLE 
The following example describes the irradiation of  a 
kidney turnout (c£ figure 1). The spinal cord should 
receive not more than 4000 rd since otherwise it 
could be irreparably damaged. The turnout itself 
must get as a minimum 5000 rd to be destroyed. 
Moreover, there are restrictions on the dose at the 
surface. For physical reasons the dose is measured 
about 0.5 cm beneath the surface. Here it may not 
exceed 4500 rd. 
The shape of the target area and the spinal cord can 
be described by points where a dose of  5000 rd and 
at most 4000 rd respectively must be supplied. In 
addition some surface points are chosen at which 
the dose must be restricted to 4500 rd. 
Three sectors are assumed (indicated by the arrows 
in fig. 1). Thus up to three target points, up to 
seven angles, and up to two field sizes are fixed for 
each sector - depending on its position. The source- 
skin-distance is fixe& In total there is a choice 
between 46 fields, and more than 3500 different 
combinations are possible. The sectors were selected 
for clinical and ghometrical reasons. Figure 2 shows 
the result. 
For this example the branch-and-bound-method was 
used. Tests indicate that Gomory's algorithm con- 
verges only when using few fields (about 10). 
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