



On q-Laplace transformation 
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= ∑ . In the first half, we state that the 
similar transformation, the shift transformation, the transformation in differantial and integral are satisfied. Especialy, 
in section 3, we treat a q-analogue of β -function and a q-Laplace transform in convolution ( )( )f g x∗ . In second, 
we solve some linear ordinary differential equations of second order with constant coefficients by using an inverse  
q-Laplace transformation and obtain a q-Laplace transformation in product of an error function and an exponential 
function. 
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1. NOTATIONS 
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−+ = − . In (1), for 0α > , we find that the q-analouge of 







− . In fact, by easy calculations, we obtain (1) 1qΓ =  and 
( 1) ( )q q qα α αΓ + = Γ .
  Next, we state two q-analogues of exeponential function xe . In (1), we find 1( )
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by the q-binominal theorem. 
(See (1).) 
Theorem (q-biominal theorem). 
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  Finally, we state the q-differential and the Jackson’s integral. In (1), the q-differential operator qΔ  is defined by 
( ) ( )( )
(1 )
−Δ = −q
f x f qxf x
q x
, and Jackson’s integral is defined by 
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2. DEFINITION 
Let ( )f x  be a function for 0x ≥ . We define a q-Laplace transformation in ( )f x  as 
( )
0
1[ ( )] qq q q
xL f x E qx f d x
s s
∞ ⎛ ⎞= − ⎜ ⎟⎝ ⎠∫ .
Example 1.  For xα  ( 1α > − ) , we have 
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= < ∞ , ( )f x  is convergent in [0, )q r∞ . That is, if s r> , xf s
⎛ ⎞⎜ ⎟⎝ ⎠
 is 
convergent in [0, ]q∞ . Then we have a following theorem. 
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= ∑  ( 0 | |qx λ≤ < ∞ ), we have 
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3. PROPERTIES 



















= ∑  ( 0 qx r≤ < ∞ )
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= ∑  ( s r> ). When there is a number N  such that 0na =  for n N≥ , we put 0r = and q r∞
is equal to infinity. 
  Then, we show the similar tansformation, the shift transformation, the transform in differantion and integration. 
Proposition 1. (similar transformation) 
 (3.1) 1[ ( )]q q
sL f x Fλ λ λ
⎛ ⎞= ⎜ ⎟⎝ ⎠  ( 0 | |qx rλ≤ < ∞ , | |s rλ> ).
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Proposition 2.(shift transformation) 
  We put max{ , | |}R r λ= . Then the equation 
 (3.2) [ ( ) ( )] ( [ ])q q qL e x f x F sλ λ= −  ( 0 ,qx R s R≤ < ∞ > )
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       ( [ ])qF s λ= − .
Proposition 3.(transformation in differantion) 
 (3.3) [ ( )] ( ) (0)q q qL f x sF s fΔ = −   ( 0 qx r≤ < ∞ , s r> ),
 (3.4) 1[ ( )] ( )= − Δ%q q qL xf x F sq  ( 0 qx r≤ < ∞ , s r> ).
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   Thus, (3.4) is obtained. 
Proposition 4.(transform in integration) 
 (3.5) 
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   On the other hand, we have 
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   Thus, (3.6) is obtained. 
4. CONVOLUTION 
In this section, we treat a q-Laplace transformation in convolution.  
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Indeed, by esay calculations, we can obtain 
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Γ Γ= Γ + . And a q-analogue of β -function is rewritten 
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Then, we define a q-analogue of convolution of ( )f x  and ( )g x  as 
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x
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So, this definition is an extension in a q-analogue of β -function. 
  Suppose that sequences { }, { }n na b  are satisfied with 
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remark that ( [ ])g qxα −  is convergent in 0x ≥ , if 20 q rα≤ < ∞ . Then we put 1 2max{ , }r r r= , we have the 
follwing Lemma for 0 qx r≤ < ∞ .
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Finally, we state a q-Laprace transformation in convolution.  
Proposition 5.(q-Laplace transformatiopn in convolution) 
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[( )( )] ( ) ( )q q qL f g x F s G s∗ =  ( 0 ,qx r s r≤ < ∞ > )
Proof.  From lemma 2, we have 
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5. DIFFERENTIAL EQUATIONS 
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APPENDIX 
In (3), a q-analogue of error function is defined by 
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