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X-ray scatter can cause significant distortion in CT imaging especially with the move to cone-beam geometries.
Incoherent scatter (Compton scatter) is known to reduce the energy of scattered photons according to the angle
of the scattering. The emergence of energy-resolved x-ray detectors offers an opportunity to produce and apply
more accurate scatter estimates leading to improved image quality.
We have developed a scatter estimation algorithm that accounts for the variation in scatter with incident
radiation energy. Where existing methods generate estimates of scatter for the complete detected energy band
our new method produces separate estimates for each of the energy bands that are measured allowing a more
focused correction of scatter. Our method is intended to be used in an iterative compensation framework like
that of Ruhrnschopf and Klingenbeck (2011); it calculates the scatter contribution to each energy bin used in a
scan based on the current volume estimate.
Comparisons with Monte Carlo simulations indicate that this algorithm is effective at estimating the scatter
level in separate energy bins. We found that the amount of scatter that loses enough energy to hop between
energy bands is small enough to neglect but that scatter intensity is dependent on the incident energy so
application of a spectrally-aware compensation technique is valuable.
Keywords: Compton scatter estimation spectral micro-CT energy-resolved
1. INTRODUCTION
The detection of scattered x-rays in a CT scan causes cupping and streaking artefacts in the reconstructed image.
Hardware and software techniques exist to reduce or compensate for scatter however hardware techniques are
not suitable for micro-CT and most software techniques do not account for energy-dependent scatter behaviour.
We have created a fast analytical scatter estimation algorithm for energy-resolved micro-CT.
1.1 Scatter
As an x-ray photon travels through a material there are three possibilities: it can pass through unaffected it
can be absorbed by an atom within the material by the photoelectric effect or it can be scattered by an electron
within the material.' Scatter can be divided into two types: Rayleigh (coherent) scatter2 where the photon does
not lose any energy and is usually deflected only by a small angle and Compton (incoherent) scatter3 where the
photon deposits some of its energy onto the electron with which it interacts and the angle of deflection can be
anywhere between zero and 180 degrees. The key difference between the two types of scatter is that Compton
scattering causes a photon to lose some of its energy while Rayleigh scattering does not.
The model used for reconstructing images from CT data operates on the principle that any photon that
interacts with the object under study is removed from the photon beam and thus does not reach the detector.
However scattered photons are not removed only deflected so they can still reach the detector. When scattered
photons reach the detector they increase the measured intensity and thus reduce the apparent attenuation of
the material between the x-ray source and the detector. These corrupted attenuation values cause artefacts
in the reconstructed CT image.4 The artefacts resulting from scatter are similar to those produced by beam
hardening5 namely streaks between high-density features and cupping.
Many methods have been proposed for reducing the effect of scatter. Hardware methods such as antiscatter
grids6 and air gaps7 are simple and can be effective but they increase patient dose and space requirements
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respectively. In addition the detector pixel pitch used in micro-CT scanners is generally of the order of 50 tm
so an antiscatter grid would be unsuitable as the blades would obscure a significant proportion of each pixel.8
Beam-stop arrays can be used to directly measure scatter intensities within x-ray projections.9 Interpolating
these measurements then produces an estimate of the scatter intensity in each image which can be subtracted
from the projection proper. While this method is effective in compensating for scatter it requires at least a
doubling of radiation exposure for the patient.
Various methods exist for estimating scatter contributions by operating directly on normal measured CT
data.4' 10-12 These projection-based' correction methods operate with varying degrees of success but are gen-
erally not as accurate as reconstruction-based' correction methods.13 Reconstruction-based methods operate
iteratively by reconstructing a volume calculating a scatter estimate based on that volume correcting for the
scatter then repeating.13 They tend to be Monte Carlo driven methods which can be computationally expensive.
Here we describe a reconstruction-based method with a smaller computational expense.
1.2 Energy-resolved CT
Traditional x-ray detectors measure the integral of the incident radiation spectrum.14 However this approach
neglects the information available in the variation of attenuation with energy.15 New technologies are appearing
that count individual photons and measure their respective energies for example the Medipix family of detec-
tors.16 These detectors provide photon counts in each of a finite number of energy bins'. They are being used in
experimental CT scanners17 and research is active in assessing the advantages of spectral CT such as improved
signal-to-noise ratio18 reduced beam-hardening artefacts,19 material decomposition,2° and the concurrent use of
multiple contrast agents.21
All of the post-acquisition scatter compensation techniques referred to in the previous subsection are designed
to operate on data produced by traditional detectors. However, like primary radiation, scatter also varies with
energy, and considering this should result in improved scatter compensation. The fact that Compton scatter
reduces the energy of the radiation also suggests that considering the energy of scatter should be valuable.
We have developed an algorithm that estimates the scatter contribution to each energy bin based on a
reconstructed volume. Our intention is for the algorithm to be used in an iterative framework like that described
by Rürnschopf and Klingenbeck.13 The aim of this algorithm is to offer the accuracy of reconstruction-based
estimation methods whilst being faster than a Monte Carlo simulation. We have chosen micro-CT as the
target of our algorithm for two primary reasons. First, current energy-resolved detectors are mainly deployed in
experimental micro-CT scanners, including the MARS scanner22 developed by our group. Second, micro-CT is
not amenable to the use of antiscatter grids or large air gaps.
Section 2 contains a derivation of the mathematical model used by our new algorithm and some comments
on its implementation. Section 3 shows the results of validation against a Monte Carlo system, then in section 4
we explain these results and discuss their implications. In section 5 we offer concluding thoughts and an outline
of required future work related to the algorithm.
2. ALGORITHM
Our new algorithm performs an analytical calculation of the scatter intensity that is expected at the detector
based on an estimate of the imaged volume. This algorithm differs from existing analytical methods in that it
can produce an estimate for each of the energy bins being measured by an energy resolving x-ray detector, and
thus the algorithm can be used in a spectral CT reconstruction. Our algorithm uses the known energy-spreading
characteristics of Compton scatter1 to calculate which energy bin to attribute scatter to.
The algorithm calculates single Compton scatter quantities, neglecting multiple and Rayleigh scatter. We
argue that this simplification is justified because most of the scatter affecting micro-CT systems is single scatter,23
and omitting the complexity of multiple scatter makes implementation of the algorithm feasible. The algorithm
could be extended to include Rayleigh scatter but Compton scatter was our focus due to its energy-shifting
characteristic.
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Figure 1: Illustration of some of the quantities used in this derivation. The diagram shows a photon from the
source being scattered at v by angle 0 to be counted at detector pixel p.
We now present a derivation of the model used by the algorithm. Section 2.1 contains a derivation of the
model for the total scatter intensity then section 2.2 extends the model to include energy-shifting effects. Several
of the quantities described are illustrated in Figure 1.
2.1 Total intensity model
Let v refer to an arbitrary voxel within the volume being imaged and let j5 be the detector pixel such that a line
between j3 and the source passes through v. Let I be the incident open-beam flux at the detector A be the
area of j5 I be the incident flux on V and A be the cross-sectional area of v. With no material between the
source and v I can be expressed as
I = I3). (1)
Now let apre be the attenuation of the x-ray beam between the source and v such that 0 < apre 1 and
apre is technically a gain type quantity. Then
with
AI = (2)
-1i5
apre = exp { J [t(x )dx} (3)
where x represents displacement from the source in the direction of v x is the location of v [t(x c) is the total
linear attenuation coefficient of the material at x and c is the incident photon energy normalised by the electron
rest energy (511 keV).
Let [t be the linear attenuation coefficient of Compton scattering. Then the proportion of incident flux that
is scattered due to the Compton process is
1 exp{tc(v)x(v)} (4)
where /.x is the path length through v and we assume a constant [t within v. This expression follows directly
from the Beer-Lambert Law."24
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Thus the total scattered flux leaving v is given by
A
apre--Io(p) (1 exp{tc(v,)x(v)}).
-1i5
(5)
The next step is to evaluate the distribntion of this scatter. For this we use the Compton differential cross-
section which describes the probability that an incident photon will be deflected into the elemental solid
angle d when passing through an attenuator containing one scattering centre per unit area.25 Integrating this
value over the solid angle of a detector pixel as seen from v gives the probability that a photon will be scattered
toward that pixel.
From Barrett and Swindell,25
do 2(1 cosO)2 1 1 +cos2 0 (6)(0 )=d 2 [i+ (1+cos20)[1+(1cos0)]] [1+(1cos0)]2'
where 0 is the angle of deflection of the photon and r0 is the classical electron radius,26 r0 = 2.818 x 1013 cm.
To obtain a proportional spatial scatter distribution, we normalise the value of (6) by the complete cross
section o. This can be found by
where
(7)
fKN()
I 2(1+
+
ln(1+2) 1 1+\ 1+3 1
+ 2) 2 ) (1+ 22] (8)
is the Klein-Nishina function,27 and the Thompson scattering cross-section o is given by o = 8irr/3. Thus
the proportion of scattered radiation from v that is directed toward a particular detector pixel p is given by
r c)d
P(v,p) d2 ' (9)
- ofKN()
where is the solid angle of the pixel p as observed from voxel v and 0 is the deflection angle from v to p.
The scattered radiation can also be attenuated between v and p. Let a08 be this attenuation, defined in a
similar manner to
= exp { f [t(y, ') d} (10)
where y represents position along the line connecting v and p and c' is the energy of the scattered photon (see
section 2.2). Then the intensity of radiation scattered from v and detected at p is given by
/ A
18(p,v) = ( a--I
\ _1i5 1'
[1 exp{-(v, )x(v)}] (fc2,. 0,c)d
ofi() )
a08. (11)
To enable derivation of a feasible implementation, we now follow the method of Rinkel et al.'° in assuming the
attenuation factor a08 is equal to that of photons scattered at 0 = 0, i.e.,
= exp { J t(x, ) dx} (12)
where x represents position along the line connecting the source and j5, and x is the location of j5 (the detector
pixel behind' v). This assumption enables the simplification
rxp
apreapost = exp { J (x, ) dx} (13)
where I is the primary (scatter-free) x-ray intensity and the second equality arises from the Beer-Lambert Law.
Downloaded From: http://proceedings.spiedigitallibrary.org/ on 10/18/2012 Terms of Use: http://spiedl.org/terms
Since the Compton differential cross-section is approximately constant across a pixel the integral over
can be simplified to
I do-a dO
Jc2,
--(O, c) d
-a-°'
c) (14)
where is the angle of deflection from the voxel to the centre of pixel p.
Using (13) and (14) in (11) yields
I(ji) A -(O,)
18(pv)
= I ()AI0(P) [1 -exp{---(v,c)x(v)}] ofKN (15)
for the contribution of scatter from one voxel to one pixel. So the complete scatter field at any pixel p for an
incident beam energy c can be calculated by
I8(p) =>18(p,v) (16)
V
A -(O, c)
= I()(1 exp{tc(v,)x}) (17)
15 oofKN(c)
V
2.2 Energy change
As well as being deflected Compton scattered photons lose energy. This energy loss means that in addition to
being detected by a different pixel from the one in the original path scattered photons may be detected in a
different energy bin by an energy-resolving detector. The relationship between original and scattered photon
energy is25
1
cV = (18)1/+ (1 cosO)'
where c is the photon's original energy and c' is its energy after scattering through angle 0. This equation
rearranges to
10) = (19)1/a' (1 cos0)
which can be used in (17) to fully model the energy-shifting effect of Compton scattering:
A --(0, c(c', 0))
I8(p,
') = I(p, 0)) A (1 exp {t (v, 0)) x}) (20)ofKN(('O))V
We have implemented the model in (20). The current implementation is in Python (using NumPy), but
could be accelerated considerably by converting it to a language such as C or C++ and applying a number of
optimisations. We have not done this as the principal aim of this project was to evaluate the effectiveness and
utility of the algorithm, not a particular implementation of it.
Our implementation currently estimates the amount of scatter generated within a single slice of an object.
The mathematics given here are not limited to this case, and the program can be extended to operate on cone-
beam data where scatter is a much greater problem.23 For the purposes of this paper, the single-slice operation
has been retained as it makes results simpler to interpret and reproduce, and reduces the time required to run
Monte Carlo simulations for validation.
Downloaded From: http://proceedings.spiedigitallibrary.org/ on 10/18/2012 Terms of Use: http://spiedl.org/terms
0-2
-4
.
.
-4 -2 Ô
cm cm
(a) (b)
Figure 2: The two phantoms used for testing. (a) is a PMMA cylinder (b) is two blocks of cortical bone.
3. RESULTS
We compared the output of the algorithm to the scatter predicted by the Monte Carlo simulator BEAMnrc.28
In the configuration of BEAMnrc we disabled Rayleigh scatter and Compton binding effects so that we could
directly compare the results. Variance reduction techniques were also disabled. We used two simulated phantoms
for the testing; a cross section of each is shown in Figure 2. The algorithm was tested with a parallel beam
source illuminating the phantoms from above.
The first phantom shown in Figure 2(a) was a 2.5cm radius PMMA cylinder. The gap between the bottom
of the cylinder and the detector was 1.5 cm. This phantom was to test the operation on a simple homogeneous
structure. The second phantom shown in Figure 2(b) was made of two blocks of cortical bone each with a
1 cm square profile vertically offset by 1 cm and with a 4cm gap between them horizontally. The detector was
located 4cm below the bottom edge of the lower block. This phantom was intended to test the operation on an
object with inhomogeneities. Different materials were used for the two phantoms to test the operation of the
algorithm on materials with different Compton cross-sections.
We performed the testing with each of two monochromatic x-ray sources 50 keV and 30 keV and energy bins
of 4 keV width with the source energy in the middle of the highest bin. We used a monochromatic source so that
the results would be simpler to interpret and we chose 30 and 50keV as they fall within the diagnostic energy
range. We used a 4 keV bin width because this is around the greatest resolution achievable by current detectors.
The Compton cross-sections and complete attenuation coefficients used by our algorithm were obtained from the
database distributed with BEAMnrc which in turn originates from the online XCOM program;29 the values are
given in Table 1.
Figure 3 shows the intensities predicted for the PMMA cylinder. All scatter intensities shown in this and
subsequent figures have been normalised by the total flat-field (open beam) intensity to facilitate comparison.
For the 48-S 2 keV energy bin the form of the profile produced by our algorithm closely matches that of the
Monte Carlo simulation and the magnitude matches well for most of the detector width. In the lower energy
bin 44-48 keV the output of our algorithm matches that of BEAMnrc reasonably well apart from in the central
region of the detector where our algorithm estimates zero scatter but BEAMnrc does not. Inspection of the
scales on the y-axes shows that the vast majority of scattered radiation remains in the 48-52 keV bin. Plots are
not shown for bins lower than 44 keV as the intensity levels are negligible.
Table 1: Total ([t) and Compton (p) linear attenuation coefficients of phantom materials.29 Units: cm1
[t(30keV) [t(3OkeV) [t(S0keV) [t(SOke
PMMA 0.321 0.334 0.206 0.236
Cortical bone 0.356 2.423 0.334 0.761
Proc. of SPIE Vol. 8506 850616-6
Downloaded From: http://proceedings.spiedigitallibrary.org/ on 10/18/2012 Terms of Use: http://spiedl.org/terms
0.
0.
>-
0.
a)
C
0.
a)
O0.
a)
D
0.
0.0
z
0.
0.
5
x4
>-
a)C
C
a)
a)o2
a)
D
a)
a)
a)'
E
0
z
Detector position (cm) Detector position (cm)
(a) (b)
Figure 3: Normalised scatter intensity with the PMMA cylinder phantom 50keV source. (a) is the scatter in
the 48-52 keV bin (b) is in the 44-48 keV bin.
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Figure 4: Normalised scatter intensity with the bony phantom 50 keV source. (a) is the scatter in the 48-52 keV
bin (b) is in the 44-48 keV bin.
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Figure 5: Normalised scatter intensity with a 30 keV source in the 28-32 keV bin. (a) is the scatter from the
PMMA cylinder (b) is from the bones.
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Figure 4 shows the intensities predicted for the bony phantom. In the upper energy bin our algorithm again
closely matches the profile of the Monte Carlo output but predicts a slightly smaller magnitude. The estimate
for the lower energy bin again matches BEAMnrc reasonably well toward the edges of the detector but falls to
zero in the centre while BEAMnrc does not. The overall scatter intensity from this phantom is smaller than that
of the PMMA cylinder as could be expected from the much smaller volume of material.
To confirm that our algorithm works across the diagnostic energy range we repeated the tests with a 30 keV
source. Figure 5(a) shows that our algorithm still agrees with the amount produced by BEAMnrc although
the form of the scatter does not match quite as closely as it does at 50 keV. Conversely Figure 5(b) shows
that for the bony phantom the estimate has a good shape but is smaller in magnitude. In fact we were able
to reproduce the profiles generated by BEAMnrc very closely by running our algorithm with slightly different
coefficients however we have not shown these result as this experiment was intended to evaluate the operation
of the algorithm without any empirical calibration.
Our algorithm was much faster to run than a BEAMnrc simulation. Calculating the scatter intensity for a
single view angle of the cylinder phantom with our new algorithm took 3.8 seconds on a single processor while
the BEAMnrc simulation took a little over 4 hours using 8 processors.
4. DISCUSSION
The results in section 3 show that our new algorithm performs well. Apart from missing some scatter near
the centre of the detector for energy bins below the source energy both the form and magnitude agree either
reasonably or very well with the output of BEAMnrc. The scatter in the 44-48 keV bin is made up of photons
that have lost enough energy to bin-hop'. We conjecture that the intensity predicted by BEAMnrc through the
central detector region for this bin comprises photons which have been multiply scattered; such photons are not
modelled by our algorithm. The basis for this claim is that for a photon to lose enough energy to bin-hop it
must either scatter at a large angle or experience multiple scatter events. Since scatter reaching the centre of the
detector can only have been deflected by a small angle it must have been scattered more than once to appear
in a lower energy bin.
The results presented here suggest that the amount of scatter that hops between energy bins of a practical
size is not significant enough to warrant inclusion in an estimation scheme. Accurate estimation of intra-bin
scatter is much more important for effective scatter compensation and our algorithm performs well at this task.
Removal of the logic that accounts for inter-bin scatter would simplify and accelerate the software slightly.
While estimating inter-bin scatter is of low importance this should not be confused with estimating the
amount of scatter produced at different energies within a polychromatic (broad-band) spectrum. Comparison of
the scatter quantities at the two energies tested in this paper shows that different amounts of scatter are produced
at each energy. This leads us to the conclusion that scatter estimation and compensation on a bin-by-bin basis is
worthwhile for spectral CT. Our algorithm has the ability to do this and can work with the spectral variation of
the Compton scattering cross-section. This type of spectrally-aware compensation can be applied independently
to each bin if inter-bin scatter is neglected.
Our algorithm requires knowledge of both [t and [t to operate. The total attenuation can be obtained from an
initial reconstruction as is the case with other reconstruction-based iterative algorithms. Our suggested method
of obtaining [t is simply by scaling the value for [t based on a simple segmentation procedure. This involves
using thresholding to distinguish between air soft tissue and bone then multiplying [t by a predetermined
scaling factor according to the type of tissue comprising each voxel. This works because soft tissues all have a
similar ratio of [t to [t (about 79% at 50 keV) and bone and air similarly have known ratios. It is possible to
tailor the particular scaling factors according to the type of scan being performed since the types of tissue likely
to be encountered are usually known. For example when performing a chest CT it is usually safe to assume
the presense of lung tissue and ribs so the soft-tissue ratio can be biased towards that of inflated lung while the
bone ratio can be set to that of rib tissue.
Several approaches can be taken to the use of contrast agents e.g. iodine or gadolinium. With intravenous
contrast the volume of contrast will be small compared to the rest of the body so it should be acceptable to treat
contrast voxels as bone (since they will be segmented as such due to their higher attenuation). In the case of
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orally administered contrast the bolus may be present in a larger volume. This could be addressed by choosing
the scaling factor for bone' to be closer to that of the contrast. It may also be feasible to include contrast as a
separate segmentation target.
5. CONCLUSIONS AND FUTURE WORK
We have derived an algorithm for the estimation of Compton scatter based on a reconstruction of a micro-CT
scan. We have implemented this algorithm and verified its results against the output of the BEAMnrc Monte
Carlo simulator. We found that our program is effective at estimating single scatter. For micro-CT single scatter
is the dominant process although multiple scatter is more prominent in energy bins below the source energy. We
also found that very little scatter crosses bin boundaries so this phenomenon can be omitted from the model.
The amount of scatter varies with the energy of the incident radiation so energy-resolved CT reconstruction
will benefit from the use of a scatter compensation technique that accounts for this behaviour. Our algorithm is
suitable for this task and is much faster than running a Monte Carlo simulation.
There are three main improvements needed for our algorithm. First the program needs to account for
binding effects in Compton scatter so that the actual amount of Compton scatter can be correctly estimated.
Next Rayleigh scatter should be included in the model. This would require the use of another scaling factor to
obtain [t based on the reconstructed [t. Finally the geometry assumed by the program should be converted to
cone-beam. The first detector style to be implemented would be flat-panel as that is the style used in our MARS
scanner but consideration will also be given to the curved detector styles.
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