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Abstract
Multicopy plasmids rely on random distribution for stable inheritance by daughter cells at
division. Threats to plasmid copy number increase the probability of plasmid loss, which
can be detrimental to both plasmid and host. Plasmid dimers emerge through homolo-
gous recombination. Dimers have two independent origins of replication and thus have
a replicative advantage and reduced copy number. Models of plasmid behaviour suggest
that dimers would overtake a cell population, but that this can be prevented if they impose
a small metabolic load, which has been observed in vivo. Plasmid ColE1 also contains a
cer site, which allows for dimer resolution by XerCD site-specific recombination. A small
RNA, Rcd, is expressed from the cer site in dimers and interacts with tryptophanase to
increase the concentration of indole in the cell. It is proposed that, as indole inhibits cell
division, Rcd imposes a checkpoint on the cell until plasmid dimers are resolved.
In this work, plasmid behaviour in a growing cell population was modelled stochastically
in more detail than previous work. A plasmid replication model suggested that dimers
replicate to more than half the average copy number of monomers, perhaps accounting
for their increased metabolic load. A cell population model suggested that the presence of
dimer-only cells decreased the average plasmid stability by less than in previous models,
which used a fixed plasmid copy number. The rate of dimer resolution required to affect
plasmid stability was unreasonably high, indicating the necessity of the Rcd checkpoint.
The model thus suggested that the checkpoint may be an escape route for dimer-only cells
rather than an immediate response to the emergence of an initial dimer.
The Rcd checkpoint itself was also subject to critical analysis. It was realised that neither
inhibition of cell division nor cell growth were sufficient to assist dimer resolution; inhibi-
tion of plasmid replication was required. Experiments in vivo found that indole inhibited
plasmid replication at a concentration that may be achievable endogenously. DNA gyrase
was investigated as a component of the mechanism of this inhibition, and indole was found
to inhibit its supercoiling activity in vitro.
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Introduction
1.1 Plasmid Biology
The bacterial plasmid was first identified as an ‘infective hereditary factor’ (Lederberg
et al., 1952) that, unlike bacteriophage, was non-lytic (Hayes, 1953). The name was
proposed as ‘a generic term for any extrachromosomal hereditary determinant’ (Lederberg,
1952). At first, plasmids were only of interest to those investigating intercellular gene
transfer, but by the 1960s it was determined that they were responsible for the spread of
antibiotic resistance in pathogens (Watanabe, 1963). Today, they are ubiquitous tools for
genetic engineering and still of major concern with regards to multiple antibiotic resistance.
1.1.1 Classification
The most useful definition of a plasmid is as a non-essential extrachromosomal element.
This implies that it ought to be possible to ‘cure’ the host of the plasmid, but there
remains ambiguity for some megaplasmids. For instance, one of the two megaplasmids
of Rhizobium meliloti carries essential genes such as the arginine tRNA (Galibert et al.,
2001) and both are capable of cointegration with the chromosome (Guo et al., 2003).
It was recently proposed that such elements be distinguished from both plasmids and
chromosomes as ‘chromids’ (Harrison et al., 2010).
Plasmids are often determined to be either ‘low-copy’ or ‘high-copy’, referring to their
average copy number in a particular host. There is no defined cut-off between the two,
though low-copy plasmids are typically larger and actively partitioned at cell division (see
Section 1.4.1), whereas high-copy plasmids are smaller and randomly distributed.
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Plasmids have been classified historically according to a range of criteria, such as conjuga-
tive ability, drug-resistance and colicin production (Meynell et al., 1968). The predominant
modern scheme is by incompatibility group; when two plasmids are unable to coexist in
the same cell, they are said to be incompatible. This is typically tested by introducing
a second plasmid to cells that already contain a first, and looking for loss of one or the
other during subsequent culturing. Couturier et al. (1988) offer a good review of the 30
or so incompatibility groups currently in use. Wang et al. (2009) recently proposed a
more rigorous classification scheme for plasmid vectors used in biotechnology based on the
plasmid replicon, its resistance markers and the promoter used for gene expression.
The molecular basis for incompatibility lies in the replication control systems employed by
different plasmids. Most produce a trans-acting repressor of replication, the concentration
of which is proportional to the number of plasmids in the cell. Two plasmids that share
the same control mechanism will co-repress one another’s replication such that the total
copy number achievable in the cell is shared by the two of them. Over time, cells with only
one of the two plasmids will emerge; the replication control system does not distinguish
between the two and, should one replicate more often than the other in a particular cell,
positive feedback reinforces the more dominant plasmid (see Figure 1.1).
Time
Figure 1.1: Incompatibility between two plasmids, shown as black and white circles. Starting at equal
copy number in the same cell, distribution at cell division results in a bias towards one or other plasmid.
This bias is amplified by subsequent replication and division cycles until cells emerge with only one of the
two plasmids.
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Incompatibility can also present itself as a result of shared or similar partitioning systems
in low-copy plasmids (Nordstro¨m et al., 1980). If two such plasmids are present in the
same cell, they are still paired successfully at cell division, but not necessarily with one of
their own kind. Thus a daughter cell can inherit more of one plasmid than another, and
whether the two share the same replication control system or not, will ultimately segregate
by mismatched partitioning.
The results of an incompatibility test can sometimes be difficult to interpret. Certain
plasmids have more than one system responsible for their replication control. If such
a plasmid were to share a replicon with another plasmid in the same cell, it could be
maintained by its second replicon, which may be less or not at all repressed by the single-
replicon plasmid. The single-replicon plasmid would, however, still have its copy number
suppressed by the dual-replicon plasmid. Certain stability mechanisms, such as host-
killing, can also obfuscate results by eliminating cells which have lost a particular plasmid
(see Section 1.4.1). The rate at which one plasmid displaces another will depend on their
initial frequencies, their sensitivity to the repressor and the metabolic burden they impose
on the host. Cullum and Broda (1979) made an early attempt to model the process and
calculate segregation rates.
With the advent of high-throughput DNA sequencing techniques, plasmid replicons can
be more rapidly identified by PCR (Carattoli et al., 2005). Further, entire sequences can
be aligned to construct phylogenies of plasmid families (Jensen et al., 2010). This has
shifted the focus of classification away from incompatibility typing to a more considered
view of the relationships between different plasmids.
1.1.2 Structure
Plasmids were only identified as being comprised of DNA ten years after their initial
discovery (Marmur et al., 1961). Most, and by far the majority in E. coli, are negatively
supercoiled circles of double-stranded DNA. Supercoiling influences a variety of processes
in the cell, such as transcription and replication, and is maintained by the action of DNA
gyrase (see Section 1.6.1). The circularity of most plasmids makes them easy to extract
in preference to the chromosome, by heat (Holmes and Quigley, 1981) or alkaline lysis
(Birnboim and Doly, 1979). Modern preparative techniques use a combination of alkaline
lysis and the absorption of DNA by silica (Vogelstein and Gillespie, 1979), optimised for
plasmid DNA.
Linear plasmids can also be found in a variety of bacterial species (reviewed in Hinneb-
usch and Tilly, 1993; Meinhardt et al., 1997). Structurally, linear plasmids have either
covalently closed ends in the form of hairpin loops, such as those of Borrelia burgdorferi
(Hinnebusch and Barbour, 1991), or proteins bound to their 5’ termini, such as pSLA2 of
Streptomyces rochei (Hirochika et al., 1984).
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Plasmid size varies considerably, from around 2 kbp for a small plasmid such as pHD2 of
Bacillus thuringiensis (McDowell and Mann, 1991), up to 1.35Mbp for the aforementioned
megaplasmid of Rhizobium meliloti (Galibert et al., 2001). The metabolic load imposed
by an individual plasmid is increased if it is made larger (Cheah et al., 1987). Increasing
the size of a plasmid, for instance by inserting a cloned gene, will typically reduce its copy
number to limit the total metabolic load in the host.
1.1.3 Components
The basic replicon is the backbone of the plasmid, defined as the smallest length of DNA
able to replicate with wild-type copy number (Nordstro¨m, 1985). It consists of an origin of
replication, at which the process is initiated, as well as elements to control this initiation.
Control is exerted either by a series of genes that encode for proteins to initiate and repress
replication, as for plasmid R1, or by a region from which different RNAs are transcribed
to achieve the same, as for plasmid ColE1. The details of replication control are discussed
in Section 1.3.
Plasmid-selfish functions, including replication, enhance stability and horizontal transfer.
Active partitioning systems in low-copy plasmids, host-killing systems, multimer resolution
sites and their associated recombinases improve segregational stability (see Section 1.4).
Conjugative ability and mobilisation allow for horizontal transfer and the opportunity to
colonise new hosts (see Section 1.2).
As well functions to ensure replication and stable maintenance, a plasmid can encode a
wide range of characteristics. One can consider all mobile genetic elements to be composed
of different modules, each providing a specific function (Toussaint and Merlin, 2002). From
the point of view of the plasmid, individual components can appear to be selfish, ensuring
its continued existence, or mutualistic, providing advantage to the host. Some components,
such as colicin production, can be considered both selfish and mutualistic, dependent on
circumstance (see Section 1.2.4).
Mutualistic functions confer novel phenotypes on a host and enhance its fitness. The most
infamous example is antibiotic resistance, but resistance to other toxins, such as metal ions,
is also common (reviewed in Foster, 1983). Genes can also encode metabolic functions,
virulence factors, toxin production and more (see Stanisich, 1988, for a comprehensive
list).
1.2 Horizontal Gene Transfer
In the absence of sexual reproduction, bacterial adaptation is driven by horizontal gene
transfer. It is estimated that 16% of the E. coli chromosome arose through horizontal
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transfer (Lawrence and Ochman, 1997; Me´digue et al., 1991), and along with bacterio-
phage and transposons, plasmids play a significant role in the development of the bacte-
rial genome. It has even been demonstrated that bacterial plasmids can cross the domain
boundary and transfer to plants and fungi (Buchanan-Wollaston et al., 1987; Heinemann
and Sprague Jr, 1989), implying that they may influence evolution in eukaryotic organisms.
The ability to colonise new hosts by horizontal transmission allows for greater propagation
of plasmids than through inheritance alone.
Horizontal transfer is achieved by three mechanisms: transduction, transformation and
conjugation.
1.2.1 Transduction
Transduction is the transfer of genetic material from one cell to another by bacterio-
phage (Zinder and Lederberg, 1952). During phage development, transducing particles
are formed, in which chromosomal or plasmid DNA has been accidentally packaged. The
size of the DNA packaged is critical; it cannot be too large or too small for the phage
head (Saye et al., 1987). The original host is lysed and a new host infected, whereupon
the packaged DNA is potentially integrated into the new host chromosome. This is not
always successful, and transferred DNA will only persist for a short while before degrada-
tion. Plasmids have an advantage at this stage; provided that they can recircularise and
are compatible with the host’s replication system, they will autonomously replicate and
therefore persist in the new host.
1.2.2 Transformation
Transformation is the take-up of naked DNA from the environment and cells that are
capable of doing so are ‘competent’. Some bacteria, such as certain species of Neisseria,
are perpetually competent (Catlin and Cunningham, 1961) and some, such as Bacillus
subtilis, regulate their competence according to physiological conditions (Dubnau, 1991).
The effective uptake of DNA can require the presence of specific sequences, for example
in Neisseria gonorrhoeae (Goodman and Scocca, 1988). In the laboratory, most bacterial
strains can be transformed either by chemical treatment or electroporation (Sambrook
and Russell, 2001).
The mechanisms underlying natural competence and transformation will not be discussed
in detail here; Johnsborg et al. (2007) and Chen and Dubnau (2004) offer reviews of the
subject. Suffice to say that plasmids, as they are generally closed circles, are likely to
survive longer in the environment than other DNA, and are therefore primary candidates
for natural transformation.
27
Chapter 1
1.2.3 Conjugation
Horizontal transfer of plasmid DNA is particularly associated with conjugation, a para-
sexual process that involves direct transfer of DNA from a host to a recipient during
cell-cell contact (Lederberg and Tatum, 1946). In Gram-negative bacteria, pili are essen-
tial (Achtman et al., 1978), as they are thought to initiate contact and pull the surface of
the cells together to allow a transport pore to form. Two types of pili have been identified:
long flexible pili approximately 1 µm long and short rigid pili approximately 0.1 µm long
(Bradley, 1980). Some plasmids make use of both types (Bradley, 1984). Gram-positive
bacteria do not have pili, and the mechanism by which they come together is unclear
(Grohmann et al., 2003).
Once the cells are brought together, conjugation proceeds with nicking at oriT and un-
winding of the plasmid before a single strand is passed to the recipient cell. Synthesis
of replacement and complementary strands then occurs in the host and recipient cells
respectively, before recircularisation of the recipient plasmid. The mechanism is reviewed
in detail in Willetts and Wilkins (1984) and Lanka and Wilkins (1995).
Some plasmids are mobilisable; they can be transferred by conjugation, but lack the
machinery required to bring cells together for transport and control DNA processing during
the process. These functions must be provided by a co-resident conjugative plasmid.
Taking ColE1 as an example, mobilisation requires an oriT on the plasmid (Bastia, 1978),
the mob region, containing genes mbeABCD, (Boyd et al., 1989) and the tra gene products
of a conjugative plasmid (Willetts and Wilkins, 1984). ColE1 changes conformation to
an open circular form in association with proteins at oriT (Clewell and Helinski, 1969).
Varsaki et al. (2003, 2009) recently characterised MbeC as a DNA-binding protein that
bends the nic site to assist the relaxase, MbeA.
1.2.4 Bacteriocins
The production of, and immunity to, bacteriocins allows a host to antagonise other strains
it may be competing with. The phenotype is widespread among plasmids from bacteria
isolated in the pre-antibiotic era (Hughes and Datta, 1983). These systems can be encoded
by the host or by a plasmid and the bacteriocin toxin can be a simple protein or complex
of proteins. A well-studied example is the system of plasmid ColE1 (reviewed with other
examples in Konisky, 1982).
ColE1 encodes a colicin, cea, a gene responsible for cell lysis, kil and an immunity gene
imm (Sabik et al., 1983). Transcription of cea and kil is repressed by LexA, but this
protein is disabled by RecA activity when the SOS response is triggered by DNA dam-
age. Thus, a cell in such a situation synthesises a burst of colicin and is lysed by kil,
releasing the colicin into the environment. Leakage from the operon also produces a low
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background level of colicin. Those cells with imm are immune to the exogenous colicin,
which otherwise depolarises the cell membrane and severely disrupts metabolism (Gould
and Cramer, 1977).
The ecological consequences of colicin production are complex. Colicin will kill any bac-
terial invaders that haven’t yet obtained ColE1, any cells native to an environment that
ColE1 has just invaded and any cells that may have lost the plasmid through segregational
instability.
1.2.5 Bacterial Adaptability
The evolutionary advantage of plasmids is derived from their modularity, their provision of
a wide range of functions for selective advantage and their ability to horizontally transfer to
new hosts (Reanney, 1976). They act almost as books in a library of genetic information,
with their hosts borrowing adaptations as selection demands. Eberhard (1990) describes
the advantage of a plasmid-borne gene over a chromosomal gene in his local adaptation
hypothesis. Many of the plasmid-encoded phenotypes are only transiently useful to a host,
in a particular time or place. Provided that a plasmid’s rate of horizontal transfer is greater
than the reduction in its rate of vertical transmission due to the metabolic load it imposes
on the host, it will propagate more rapidly than any chromosomal gene. Further, the
plasmid’s ability to find new hosts allows it to associate with potentially superior genes of
other plasmids and chromosomes. Different phenotypes will associate on the same plasmid,
and if they are useful in the same conditions, positive feedback will keep them together
and enhance the advantage the plasmid provides. For the host, the ability to lose genes
that are only locally useful, but otherwise penalising, gives considerable adaptability.
1.3 Plasmid Replication
By definition, the most essential plasmid function is persistence. Once in a host, a plasmid
must replicate sufficiently so that at cell division, at least one copy is passed to each
daughter cell. Failure results in plasmid loss, which is detrimental for the plasmid, denied
the chance to replicate in that cell line, and sometimes to the host, denied a selective
advantage or deliberately harmed by the plasmid it lost.
Plasmids replicate autonomously, but must borrow components of the host’s replication
machinery to do so. For both low-copy and high-copy plasmids there is a dilemma: repli-
cate too often, and the host will be overly burdened and at a selective disadvantage, but
fail to replicate enough and the plasmid will be lost from the population. A plasmid must
synchronise its replication with the growth rate of the host, and so each encodes elements
to control its own copy number.
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1.3.1 Principles of Replication Control
As a basic principle of copy number control, a steady concentration of plasmids should be
maintained in a growing cell and a consistent copy number achieved in time for distribution
at cell division. Any deviations from this behaviour ought to be corrected as efficiently
as possible. A single plasmid, introduced to a cell by transformation or conjugation, is
indeed capable of rapidly establishing itself in the subsequent population at average copy
number (Highlander and Novick, 1987).
A replication control system must ensure that, for a plasmid above the mean copy number,
replication is reduced to less than once per plasmid per generation, and for a plasmid
below the mean copy number, replication is increased to more than once per plasmid
per generation. This presents a number of plausible kinetics, summarised in Figure 1.2.
Curve (a) is a step function, wherein the plasmid will replicate as fast as possible when
under-represented and not at all when at or over the mean, similarly to the plasmid
form of bacteriophage P1 (described in Das et al., 2005). Curve (b) is a hyperbolic
function, wherein the plasmid replicates at a rate inversely proportional to its copy number,
similary to plasmid R1 (described in Nordstro¨m and Wagner, 1994). Finally, curve (c) is
an exponential function, a compromise between the other two kinetics, illustrated by the
focus of this work, plasmid ColE1 (described in Section 1.3.2).
Whatever the precise form of the kinetics, stable control requires negative feedback; any
other system would amplify small perturbations from the stable state and run away. The
feedback signal in this case is the concentration of a plasmid-encoded replication repressor,
and two theoretical models have been proposed to explain how it can exert control.
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Figure 1.2: The kinetics of plasmid replication (from Nordstro¨m et al., 1984). Only behaviour in the
shaded area will result in stable maintenance of mean copy number. Curve (a) is a step function, similar
to P1, curve (b) is hyperbolic, similar to R1 and curve (c) is exponential, similar to ColE1.
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In the autorepressor model (Sompayrac and Maaloe, 1973), replication is initiated by a
rep protein on the same operon as the repressor. Expression of the operon is inhibited
by the repressor such that rep concentration is maintained and replication will occur at a
constant rate. A possible genetic organisation for such a system is shown in Figure 1.3(a).
The model also allows for a single protein that is both the autorepressor and initiator,
which is similar to the structure of the control system of plasmid P1, and is shown in
Figure 1.3(b).
In the inhibitor dilution model (Pritchard et al., 1969), production of the inhibitor and
initiator are controlled separately. Ideally, the inhibitor maintains a concentration pro-
portional to the plasmid copy number and either represses replication directly or inhibits
expression of the initiator, shown in Figures 1.3(c) and (d). As the cell grows, the inhibitor
is diluted, allowing replication of the plasmid, which in turn increases the rate of inhibitor
production. This allows the plasmid to replicate at a rate proportional to the growth
rate of the cell. If the inhibitor concentration does not achieve proportionality with the
plasmid copy number fast enough, the plasmid will continue to replicate and overshoot
the intended copy number. In control terms, the system has become unstable due to too
great a phase shift in the feedback signal. This is prevented by rapid production and
degradation of the inhibitor.
1.3.2 ColE1 Replication Control
Here, the replication and copy number control of ColE1 is discussed in detail, but for a
review of other mechanisms see Solar et al. (1998). Replication of ColE1 does not require
the expression of plasmid-encoded proteins (Donoghue and Sharp, 1978), unlike many
other plasmids. Instead, an RNA pre-primer, RNAII, is transcribed from a constitutive
promoter 555 bp upstream of the origin of replication (Itoh and Tomizawa, 1980). RNAII
naturally folds into a complex secondary structure with multiple stem-loops (Masukata
and Tomizawa, 1986). This allows a DNA-RNAII complex to form at the origin of repli-
cation, the RNA strand of which is cleaved by RNaseH to produce a primer for leading-
strand synthesis by DNA Polymerase I (Itoh and Tomizawa, 1980). After initiation, DNA
Polymerase III takes over replication (Staudenbauer, 1976). Meanwhile, lagging strand
synthesis is initiated at a primosome binding site downstream of the origin, revealed by
unwinding of the DNA (Zavitz and Marians, 1991). Due to the relative stability of the
proteins required, replication of ColE1 is able to continue in the absence of de novo protein
synthesis, for instance in the presence of chloramphenicol (Clewell, 1972).
Control of ColE1 replication is exerted by the activity of a second RNA, RNAI, tran-
scribed from a constitutive promoter 445 bp upstream of the origin of replication, in the
opposite direction to RNAII (Tomizawa et al., 1981). It is thus complementary to RNAII.
RNAI also forms a structure with multiple stem loops and binds RNAII to inhibit primer
formation (Tomizawa, 1984). The binding process begins with interaction between the
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(a)
Repressor Initiator ori
(b)
oriRepressor-Initiator
(c)
Repressor Initiator ori
(d)
Repressor Initiator ori
Figure 1.3: Some theoretical plasmid copy number control systems; (a) an autorepressor and initiator on
the same operon, (b) a single gene product acts as both autorepressor and initiator, (c) a repressor inhibits
transcription of a separately expressed initiator, (d) a repressor directly inhibits a separately expressed
initiator.
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complementary loops of the two RNAs in a so-called ‘kissing complex’, which encourages
base pairing from the 5’ end of RNAI. This in turn unravels the stem loops as pairing
propagates (Tomizawa, 1990). A simple representation of ColE1 replication control is
shown in Figure 1.4.
RNAI binding has the effect of altering the secondary structure of RNAII so as to inhibit
the formation of the DNA-RNAII complex (Masukata and Tomizawa, 1986). However,
RNAI inhibition is only effective in a certain window of opportunity during the transcrip-
tion of RNAII. It cannot bind at all before RNAII has reached a length of 100 nucleotides,
due to allosteric inhibition by RNA polymerase. After a length of 360 nucleotides is
reached, although RNAI can still bind, there is no effect on primer formation (Tomizawa,
1986). Transcription proceeds at approximately 50 nucleotides per second (Hippel et al.,
1984) so the window for inhibition is open for only 5 seconds. It is estimated that only
1 in 20 RNAII transcripts is able to form a primer (Lin-Chao and Bremer, 1987) and of
those, only half ever successfully complete replication (Brendel and Perelson, 1993).
ColE1 also features a secondary control system in the form of the plasmid-encoded protein
Rom (Twigg and Sherratt, 1980). Rom binds to the stem-loop structures formed by
RNAI and RNAII, protecting the complex they form from cleavage by RNAaseV1 and
from alkylation of their phosphate groups (Eguchi and Tomizawa, 1990). This reduces the
dissociation rate of the complex about 300-fold. ColE1 derivative plasmids lacking Rom
have a copy number several times higher than usual (Som and Tomizawa, 1983; Twigg
and Sherratt, 1980).
Replication Inhibition
ori
oriori
ori
RNAII RNAII
RNAIIRNAII
RNAII
RNAI
RNAI
RNA Pol
RNase H
Figure 1.4: A representation of ColE1 replication control. On the left, replication is successfully primed
by the cleavage of unimpeded RNAII transcription. On the right, RNAI forms a complex with RNAII to
disrupt its secondary structure, preventing replication priming.
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The role of Rom in replication control has not been completely resolved. Ehrenberg (1996)
suggests that as it determines the effectiveness of inhibition in conjunction with RNAI,
and its own concentration is proportional to plasmid copy number, it allows for sharper
response to changes in plasmid concentration. Paulsson et al. (1998) suggest Rom may
exist to bring the probability of replication at high copy number closer to zero and thus
limit the dynamic range of the control system. Summers (1996) suggests that the absence
of Rom in a post-conjugal recipient allows for rapid establishment of the plasmid, before
the control system returns to normal as the Rom level increases. Finally, Atlung et al.
(1999) suggest that Rom exists to prevent over-replication in slow growing cells and thus
reduce the metabolic burden imposed by the plasmid.
1.3.3 ColE1 Derivatives
A number of plasmids have been derived from ColE1 for use as cloning vectors in molecular
biology, some with modifications to the replication control elements to increase copy num-
ber. The majority use the origin of a ColE1-like plasmid, pMB1 (Betlach et al., 1976). Of
these, the cloning vector pBR322 has control elements and copy number closest to ColE1
(Bolivar et al., 1977). The pUC series of cloning vectors have a point mutation in RNAII
that significantly increases copy number (Lin-Chao et al., 1992) and the lineage is Rom−
(Vieira and Messing, 1982).
1.4 Plasmid Stability
For a plasmid to persist in a host cell line, it must be both structurally and segregationally
stable. For structural stability, a plasmid must maintain a consistent nucleotide sequence.
Short, direct or inverted repeat sequences can generate deletions (Schaaper et al., 1986)
and topoisomerase activity can cause rearrangement (Ikeda et al., 1981). Further, a plas-
mid entering a new host may be subject to restriction and modification by host-encoded
endonucleases (reviewed in Boyer, 1971).
This work focuses on segregational stability, which requires that a plasmid to be passed
on to both daughters at cell division. It is usually determined experimentally by allowing
a bacterial culture to grow without selection, after an initial period of selection for the
plasmid. Cells are tested for the presence of the plasmid after a given time in a variety of
ways (see Livermore and Brown, 2001, for β-lactamase resistance). Two factors determine
the apparent rate of loss of the plasmid: the rate at which plasmid-free cells arise and
the rate with which such cells accumulate due to their metabolic advantage over plasmid-
bearing cells (Boe et al., 1987). Metabolic load is dependent upon plasmid size, copy
number and whether or not it expresses costly gene products (Cheah et al., 1987; Seo and
Bailey, 1985). High-copy and low-copy number plasmids have adopted different strategies
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to minimise the rate at which plasmid-free cells arise; those of low-copy number plasmids
will be discussed only briefly here.
1.4.1 Low-Copy Plasmid Stability
Active Partitioning
Low-copy plasmids contain partitioning, or par, loci that function to actively segregate
them at cell division (reviewed in Salje, 2010). These systems show some similarity to
those responsible for chromosome segregation in eukaryotes (Gerdes et al., 2000). All
known examples of these systems consist of two trans-acting proteins and at least one
cis-acting centromere-like site, at which the proteins act (Abeles et al., 1985; Gerdes and
Molin, 1986; Ogura and Hiraga, 1983). The first protein binds DNA at the centromere-like
site, pairing plasmids at the mid-cell position (Davis and Austin, 1988; Edgar et al., 2001;
Jensen et al., 1998; Mori et al., 1989). The second is an ATPase that forms the filaments
necessary to separate the plasmid pairs (Barilla` et al., 2005; Ebersbach and Gerdes, 2004;
Mø ller Jensen et al., 2002). The expression of these proteins is tightly auto-regulated
(Friedman and Austin, 1988; Hirano et al., 1998; Jensen et al., 1994). Ebersbach and
Gerdes (2005) and Gerdes et al. (2010) offer reviews of these mechanisms in detail.
Host-Killing Mechanisms
Low-copy plasmids sometimes encode a stability mechanism that acts to eliminate plasmid-
free cells. These host-killing systems typically involve a stable toxic protein, such as CcdA
in F or Hok in R1, and an unstable antitoxin, which may be a protein, such as CcdB in F,
or an antisense RNA that exerts transcriptional control, such as sok in R1 (Gerdes et al.,
1988; Tam and Kline, 1989). A cell that inherits no plasmids after cell division will rapidly
lose immunity and suffer as a result. Hayes (2003) offers a review of these mechanisms in
detail, whilst Van Melderen and Saavedra De Bast (2009) postulate on the roles of both
plasmid-borne and host-encoded systems.
Multimer Resolution
As multiple copies of a plasmid exist at once inside the cell, plasmid dimers and higher-
order multimers can emerge through homologous recombination (reviewed in Smith, 1988).
For low-copy plasmids, this can result in their partitioning system ineffectively trying
to push apart two sites on the same molecule (Austin et al., 1981). To combat this,
some encode site-specific recombination systems capable of resolving dimers back into
monomers, such as the Cre-lox system of P1 (reviewed in Van Duyne, 2001).
35
Chapter 1
1.4.2 High-Copy Plasmid Stability
If multicopy plasmids are randomly distributed throughout the cell, the probability of one
daughter cell inheriting all n copies of the plasmid at cell division, and the other none, is:
Ploss = 2
(1−n) (1.1)
So for a plasmid with a copy number of 20, the probability of plasmid loss is 1.9×10−6.
In this case, one might expect a plasmid-free cell to arise every 500,000 cell divisions. The
probability of plasmid loss will increase two-fold if plasmid copy number is reduced by just
one. This highlights the critical importance of good copy number control; not only must a
sufficiently high average copy be achieved, but the distribution around that average must
be as narrow as possible.
Plasmid Clustering
Equation 1.1 assumes that plasmids are randomly distributed throughout the cell. How-
ever, experiments in which they were fluorescently tagged have suggested that plasmids
might be localised to the 14 and
3
4 cell positions (Pogliano et al., 2001). If the plasmids
diffuse as two clusters, one might expect a 50% rate of plasmid loss, or if they remained
in their positions at cell division, perfect stability. The GFP tags were fusions with LacI,
a protein that binds its operator sites in dimeric form and is capable of binding two such
sites simultaeneously in tetrametic form (O’Gorman et al., 1980). This makes it possible
that a single LacI could bind two different plasmids, and with multiple operator sites per
plasmid, many could be artificially bound together in a cluster. However, a study using
a similar technique, but with a YFP-TetR protein fusion, suggested that ColE1 itself was
localised at the cell poles (Yao et al., 2007).
Nordstro¨m and Gerdes (2003) propose that it does not matter if plasmids cluster, so long
as they are recruited to the centre of the cell for replication and both products can then
diffuse around the cell freely. This would make n in Equation 1.1 somewhere between
the copy number at cell division (assuming all plasmids decluster) and the number of
replication events before cell division plus one (assuming that only one plasmid manages
to decluster). The matter certainly needs more investigation, ideally using a different
technique to observe the plasmid localisation inside the cell.
A second form of plasmid clustering arises from catenation as a result of circular plasmid
replication (Adams et al., 1992). Catenanes are likely resolved by Topoisomerase IV (Peng
and Marians, 1993), discussed in Section 1.6, but the process could be slow enough that
catenanes exist at cell division. This form of clustering would probably only slightly reduce
the effective copy number of the plasmid.
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The Dimer Catastrophe
As mentioned above, plasmid dimers can emerge through homologous recombination.
Dimers have two active origins of replication in only one molecule, so whilst the copy
number control system perceives two entities, there is only one for the purposes of dis-
tribution at cell division. Thus, a single dimer of a high-copy number plasmid effectively
reduces the copy number by 1, which doubles the probability of plasmid loss.
For ColE1, both origins of a dimer are independently active; they both produce RNAII
and have the potential to initiate replication (Summers et al., 1993). This means that
a single dimer is twice as likely to replicate as a single monomer, which is a significant
competitive advantage. Further, termination of ColE1 replication is thought to involve
meeting with the second replication fork, either stalled or moving in the other direction.
This means that initiation of replication from a dimer origin produces another dimer, such
that they are maintained in a resolution-deficient strain (Summers and Sherratt, 1988).
This leads to what is known as ‘The Dimer Catastrophe’ (Summers et al., 1993), depicted
in Figure 1.5. After the emergence of an initial dimer, it and its descendants will rapidly
establish itself in a cell line due to its replicative advantage. Eventually, cells containing
only dimers will arise, containing only half the number of plasmids of a normal, monomer-
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Figure 1.5: The dimer catastrophe. Plasmid monomers are depicted as small circles, plasmid dimers as
large circles. After the emergence of an initial dimer, they rapidly establish themselves in the upper cell
line until a dimer-only cell emerges with a high probability of plasmid loss.
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only cell. From the previous example, the probability of plasmid loss for a copy number of
20 is 1.9×10−6; the dimer-only equivalent of this cell would have only 10 plasmids, and a
Ploss of 2×10
−3, over 1,000 times greater. Worse still, further recombination events could
lead to even larger plasmids, which have a yet greater replicative advantage, and reduce
the effective copy number even more.
This runaway multimerisation is prevented in vivo, because dimers impose a higher metabolic
load on the cell than monomers. For plasmid pBR322, dimer-only cells grow approxi-
mately 3% slower than monomer-only cells (Summers et al., 1993). This may be due to
over-replication of dimers such that their copy number is more than half that of monomers
(Chiang and Bremer, 1988). Summers et al. (1993) observed the fate of 600 rec+ cells con-
taining pBR322 and found that only 2.3% were dimer-only, 1.8% were mixed monomer-
dimer and the remaining 95.9% were monomer-only. Consistent with this observation, a
simple model of the system predicted that assigning a metabolic penalty to dimers would
restrict them to making up no more than 5% of the total plasmid content of the population,
the majority of which would be in dimer-only cells (see Section 1.8).
1.5 Stability Mechanisms of ColE1
1.5.1 Xer-cer Multimer Resolution
Whilst the additional metabolic penalty dimers impose reduces their impact on the sta-
bility of the plasmid, ColE1 also contains the 240 bp cer site, which significantly increases
stability by allowing multimer resolution (Summers and Sherratt, 1984). Site-specific re-
combination at cer requires the host-encoded proteins ArgR (Arg inine Repressor; Stirling
et al., 1988), PepA (Aminopeptidase A; Stirling et al., 1989), and recombinases XerC (Col-
loms et al., 1990) and XerD (Blakely et al., 1993). Recent work has shown that a fifth
host-encoded protein, Fis (Factor for inversion stimulation), is present in the nucleopro-
tein complex (Blaby and Summers, 2009). It is not involved in site-specific recombination,
but instead implicated in the control of the Pcer promoter (see Section 1.5.2).
cer and cer-Like Sites
The organisation of the cer site is depicted in Figure 1.6. The XerCD binding region of the
cer site has a similar arrangement to those of other integrase recombinases (reviewed in
Stark et al., 1992). It has a central region 8 bp long, flanked by 11 bp recombinase binding
sites for XerC and XerD (Blakely et al., 1993). Adjacent to the recombinase binding site
is a 210 bp accessory seqeuence, including an 18 bp ArgR binding site 100 bp upstream of
the XerC binding site (Stirling et al., 1988). Recombination at cer is restricted to sites
on the same molecule in direct repeat (Ale´n et al., 1997), and is topologically constrained
by the accessory proteins ArgR and PepA (Guhathakurta et al., 1996).
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3’ GTGAAACCATGAAAAATGGCAGCTTCAGTGGATTAAGTGGGGGTAATGTGGCCTG 55
5’ CACTTTGGTACTTTTTACCGTCGAAGTCACCTAATTCACCCCCATTACACCGGAC 55
︸ ︷︷ ︸
Fis
Pcer -35 Pcer -10 Rcd
•
3’ TACCCTCTGGTTGCATAGGTATTCATACGGTTAAAATTTATCAGGCGCGATCGCG 110
5’ ATGGGAGACCAACGTATCCATAAGTATGCCAATTTTAAATAGTCCGCGCTAGCGC 110
︸ ︷︷ ︸ ︸ ︷︷ ︸
ArgR Fis
Rcd
3’ GCAGTTTTTCGGGTGGTTTGTTGCCATTTTTACCTGTCTGCTGCCGTGATCGCGC 165
5’ CGTCAAAAAGCCCACCAAACAACGGTAAAAATGGACAGACGACGGCACTAGCGCG 165
Rcd
◮
3’ TGAACGCGTTTTAGCGGTGCGTACAATTAAGGGATTATGGTAAATCCACTTACTG 220
5’ ACTTGCGCAAAATCGCCACGCATGTTAATTCCCTAATACCATTTAGGTGAATGAC 220
︸ ︷︷ ︸ ︸ ︷︷ ︸
XerC XerD
Figure 1.6: Sequence of the cer site with Pcer, Rcd coding region and protein binding sites.
The recombinases XerC and XerD are also implicated in the resolution of chromosomal
dimers at the cer -homologous dif site (Blakely et al., 1991; Kuempel et al., 1991). In
contrast to cer, its central region is only 6 bp long (Sherratt et al., 1993). Recombination
at dif is unrestrained and can occur both inter- and intra-molecularly; there is also no
requirement for ArgR or PepA (Blakely et al., 1991). Resolution of chromosomal dimers
does, however, require FtsK (Steiner et al., 1999).
A second cer -like site, psi, is the target of XerCD recombination in plasmid pSC101
(Cornet et al., 1994); this requires PepA (Colloms et al., 1996) and ArcA (Colloms et al.,
1998). psi has a 6 bp central region and a 160 bp accessory sequence adjacent to the core
(Colloms et al., 1996; Cornet et al., 1994). Recombination at psi, as at cer, is restricted
to sites on the same molecule in direct repeat, topologically constrained by the accessory
proteins PepA and ArcA (Colloms et al., 1997).
Protein Roles
XerC and XerD are members of the λ integrase family of recombinases with 37% sequence
similarity to one another (Blakely et al., 1993; Colloms et al., 1990). Both proteins are
33 kDa and form a heterodimer in complex with DNA that has been modelled by Subra-
39
Chapter 1
manya et al. (1997). At cer, XerC must bind its site before XerD (Blakely et al., 1993)
and is responsible for the first strand exchange (Arciszewska and Sherratt, 1995), to form
a Holliday junction (McCulloch et al., 1994). It is not yet clear how the second strand
exchange is completed.
ArgR is a highly conserved transcription factor found in all bacterial species (Makarova
et al., 2001). The protein is 16.5 kDa and forms a hexamer that is stabilised by binding
l-arginine (Van Duyne et al., 1996). It represses genes involved in the biosynthesis and
transport of arginine, as well as regulating its own expression (Charlier et al., 1992).
PepA controls the transcription of the carbamoyl phosphate synthesis pathway, which
itself is an intermediate involved in the pyrimidine nucleotide pathway (Charlier et al.,
1995). The protein is 54.9 kDa and forms a hexamer (Stra¨ter et al., 1999). As the name
suggests, PepA is also involved in protein degradation, but this activity is not required for
its role in site-specific recombination.
Both ArgR and PepA are necessary for XerCD recombination at cer (Stirling et al., 1989,
1988). Together, they impose topological constraint on the system, allowing recombination
between sites in direct repeat on the same molecule only (Guhathakurta et al., 1996).
Hence, XerCD recombination can only resolve multimers back to monomers.
Fis is an 11.2 kDa DNA-binding protein (Johnson et al., 1988). It is thought to influence
the transcriptional behaviour of about 21% of the E. coli genome (Cho et al., 2008), either
directly or indirectly, through modulating the production of DNA gyrase (Schneider et al.,
1999) and topoisomerase I (Weinstein-Fischer and Altuvia, 2007). Levels of Fis in the cell
are very high during exponential phase growth, but almost undetectable in stationary
phase (Ali Azam et al., 1999). This is due to its transcriptional dependency on the
nucleotide triphosphate CTP (Walker et al., 2004), though it is also modulated by the
level of chromosomal supercoiling (Schneider et al., 2000).
Synaptic Complex Formation
There are two different models which attempt to explain how the proteins might come
together and join two cer sites in a synaptic complex.
The Hodgman model suggests that a sub-complex forms on the single site of a plasmid
monomer (Figure 1.7(a)), such that two sites come together to form a combined complex
when a dimer is formed (Hodgman et al., 1998) (Figure 1.7(b)). The structure then
isomerises, moving the DNA bound to the PepA hexamer of one site to the PepA hexamer
of the other (Figure 1.7(c)), allowing strand exchange. Selectivity is imposed because the
key interaction between PepA and ArgR is supposedly weak; two sites in trans will not
stay together long enough for isomerisation, whereas two sites in cis will allow this.
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Figure 1.7: The Hodgman Model of synaptic complex formation for XerCD recombination; (a) the site
forms at a single cer site, (b) two sites come together in antiparallel formation, (c) migration of one cer
site and XerCD forms a synaptic complex for recombination.
The Colloms model suggests instead that the synaptic complex forms de novo between two
sites on a plasmid dimer (Colloms et al., 1997). In this complex, the DNA of both sites is
immediately bound to the same PepA hexamer, allowing strand exchange (Reijns et al.,
2005). Selectivity is imposed because, as a result of the interwrapping of DNA about
PepA and ArgR, three supercoils are trapped in the site, which would be energetically
unfavourable in trans (Ale´n et al., 1997).
Recent work by Minh et al. (2009) looked at the structure of PepA-cer complexes in vitro
using atomic force microscopy. Their results strongly suggested that two PepA hexamers
are required to assemble two cer sites in direct repeat into a synaptic complex, supporting
the Hodgman model.
1.5.2 The Rcd Checkpoint Hypothesis
In addition to its role in dimer resolution, the ColE1 cer site is also responsible for the
expression of a short RNA, Rcd, whose transcription is driven by the Pcer promoter that
lies within the site (Figure 1.6) (Patient and Summers, 1993). Disruption of this promoter
by mutation was found to reduce plasmid stability without disrupting dimer resolution
by XerCD. This suggests that dimer resolution is required, but not sufficient, to ensure
plasmid stability.
It was later confirmed that mutational inactivation of Rcd, rather than of the promoter
itself, caused plasmid instability (Balding et al., 2006). In this work, Rcd inactivation
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was caused by point mutations at 14 different locations, and at least 2 mutant transcripts
were no less stable that wild-type Rcd. These mutations were shown to cause no loss of
efficiency in dimer resolution, yet still reduce the stability of plasmids into which they
were introduced.
Cells in which Rcd was overexpressed were found to arrest at the point of cell division when
grown on solid media, hence Regulator of cell d ivision (Patient and Summers, 1993). It
was proposed that Rcd imposed a checkpoint to ensure that all dimers are resolved before
cell division.
Monomer-Dimer Control of Rcd Expression
Transcription of Rcd was found to occur only when plasmid multimers were present (Pa-
tient and Summers, 1993). The spacing between the -10 and -35 boxes of the promoter is
relatively short, only 15 bp, and its activity can be increased with a longer spacer. It was
initially proposed that differential expression between monomers and dimers was achieved
by twisting the promoter within the synaptic complex, making it more favourable for RNA
polymerase (Chatwin and Summers, 2001).
Recent work, however, has led to a re-evaluation of the model for regulation of the Pcer
promoter. Blaby and Summers (2009) identified two potential Fis binding sites in cer, one
overlapping the -10 region of Pcer and the other upstream of its -35 region. Fis was found
to bind only the former in vitro. However, mutations in both sites were found to cause
plasmid instability in vivo, without loss of dimer resolution efficiency. Rcd production from
a wild-type cer site in plasmid monomers was shown to increase significantly in DS941∆fis
compared to DS941. Further, Rcd production was elevated in plasmid monomers with Fis
binding site mutations. Both these results indicate that Fis represses Rcd expression, and
that the promoter is potentially active in plasmid monomers. Rcd production was also
strongly elevated in ∆xerC and ∆xerD mutants, but not in ∆argR or ∆pepA mutants,
implying that XerCD also repress Pcer in monomers, irrespective of Fis.
These results suggested that Pcer is in a potentially active configuration in the plasmid
monomer complex and hence are inconsistent with the model of Chatwin and Summers
(2001). A new model of Pcer control was constructed, in which it is proposed that a single-
site complex assembles at cer, wherein the promoter is potentially activated by twisting,
with Fis, XerC and XerD repressing Pcer transcription together. When two sites come
together, isomerisation will occur according to the Hodgman model (Figure 1.7), bringing
one of the two XerCD recombinases into the synaptic complex, but away from one of the
promoters. This then allows expression of Rcd from Pcer, as Fis alone cannot repress it.
The promoter’s short spacer may still play a role in preventing a transcriptional burst
when the complex is disassembled by the replication fork during monomer replication.
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Figure 1.8: The activity of the enzyme tryptophanase; tryptophan is converted into indole, pyruvate and
ammonia.
The Mechanism of Action of Rcd
The target of Rcd remained undiscovered for more than a decade after the first description
of its role in plasmid stability. At first, it appeared as though Rcd might act as an
antisense RNA. Analysis of other cer -like sites by Sharpe et al. (1999) revealed several
Rcd analogues and a conserved region of 15nt. Work in silico suggested that Rcd forms a
stem loop structure with a conserved region at the head of the RNA, which was a strong
candidate for the active site. However, whole genome analysis and hybridisation assays
failed to identify a functional target for antisense activity, suggesting that Rcd might
interact directly with a protein target.
Chant and Summers (2007) sought the target of Rcd by RNA affinity chromatography,
wherein in vitro transcribed Rcd was affixed to a column, through which cell lysate was
applied. This study identified the enzyme tryptophanase as an Rcd-binding protein. Tryp-
tophanase catalyses a reaction that converts tryptophan to pyruvate, ammonia and indole
in equimolar ratio (Wood et al., 1947) (Figure 1.8). In the presence of Rcd, the enzyme’s
affinity for tryptophan increases five-fold in vitro, and the concentration of indole in a cell
culture at low density increases three- to five-fold (Chant and Summers, 2007).
In liquid culture, indole had little effect on E. coli growth (measured by increase in OD600)
at concentrations less than 3mm, but strongly inhibited it as the concentration increased
beyond this, up to 6mm (Chant and Summers, 2007). Garbe et al. (2000) observed loss
of viability in a culture treated with 5mm indole, supported by work in this laboratory,
which observed cell lysis at concentrations of 5mm and higher. Critically, the cell divi-
sion phenotype seen when Rcd is overexpressed has also been observed in the presence
of 5mm exogenous indole (Pinero and Summers, in prep.). When observed under a mi-
croscope, indole-treated cells do not divide, instead growing slowly into filaments of 2-4
cells in length. It is therefore indole, not Rcd, that is directly responsible for the observed
inhibition of cell division and growth.
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Indole is an aromatic heterocyclic organic compound. It is composed of a five-membered
pyrrole ring that contains nitrogen, fused to a six-membered benzene ring (Roychowdhury
and Basak, 1975). Indole production is a diagnostic marker for the identification of E. coli
(Sonnenwirth, 1980).
Wang et al. (2001) showed that indole can act as an extracellular signalling molecule,
activating expression of astD, an aldehyde dehydrogenase, tnaB, a tryptophan transporter,
and gabT, the first enzyme in the 4-aminobutyrate pathway. Di Martino et al. (2002)
demonstrated that tryptophanase was involved in biofilm formation and later showed
that indole could restore biofilm formation activity in a tryptophanase deficient mutant
(Di Martino et al., 2003). Hirakawa et al. (2005) implicated indole in the regulation of
xenobiotic exporter expression, showing that indole treatment of E. coli cells could confer
resistance to rhodamine 6G and SDS through activation of the mdtEF and acrD genes
respectively. Indole clearly has wide-ranging effects on the cell.
The Revised Rcd Checkpoint
The description of the role of Rcd in plasmid stability was adjusted to incoporate the dis-
covery of its interaction with tryptophanase. The Rcd checkpoint hypothesis asserts that
when a dimer emerges through homologous recombination, Rcd is transcribed from the
cer site synaptic complex. It then interacts with tryptophanase to increase the production
of indole inside the cell, leading to a transient increase in intracellular indole concentra-
tion, which arrests cell division. Dimer resolution by Xer-cer converts multimers back to
monomers and the cell is then allowed to pass the checkpoint and divide. This is neces-
sary, because it is supposed that the rate of dimer resolution is naturally slow (supported
by Oram et al., 1997). Rcd synthesis ceases as dimers become monomers, indole concen-
tration falls as it is exported and Rcd concentration falls as it is diluted by cell growth,
restoring the cell to normal growth and a monomer-only existence.
1.6 Type II Topoisomerases
Topoisomerases are a class of enzymes found throughout living organisms, responsible
for the necessary topological rearrangement of DNA during replication, transcription,
recombination and partitioning processes (reviewed in Champoux, 2001; Wang, 2002).
Within a closed circular molecule, the number of times the two DNA strands are wound
about each other is described by the linkage number. This can vary at a local level,
though any alteration must be compensated for elsewhere in the molecule, and overall
linkage number can only be altered through strand-breakage; these issues are resolved by
topoisomerases (reviewed in Espeli and Marians, 2004).
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Topoisomerases are classed as either Type I, in which the DNA strands are broken one at
a time or Type II, in which they are broken together. Type IA topoisomerases create a
single-strand break in negatively supercoiled DNA and pass another single strand or double
helix through the gap, enabling them to, amongst other things, relax negatively supercoiled
DNA. Type IB topoisomerases relax both positively and negatively supercoiled DNA by
creating a single-strand break and rotating the protein-DNA complex before religation.
Type IIA and type IIB topoisomerases are structurally distinct families that create a
double-strand break and pass another intact double helix through the gap. This requires
ATP hydrolysis, but enables them to perform a variety of topological rearrangements such
as introducing or removing supercoils and catenating or decatenating closed circles.
In Escherichia coli, topoisomerases I and III are type IA, whereas DNA gyrase and topoi-
somerase IV are type IIA (Wang, 2002). In general, DNA gyrase is responsible for main-
taining negative supercoils, antagonised by the relaxation activity of topoisomerases I and
IV (Zechiedrich et al., 2000). Topoisomerases IV and III ensure that precatenanes pro-
duced by the replication process are resolved, preventing the creation of concatenated
daughter molecules (Adams et al., 1992; DiGate and Marians, 1988; Wang et al., 2008).
Of particular interest to plasmids, and to this work, are DNA gyrase and topoisomerase
IV (reviewed in Drlica and Zhao, 1997; No¨llmann et al., 2007).
1.6.1 DNA Gyrase
DNA gyrase was first identified by Gellert et al. (1976) and shown to introduce negative
supercoils to closed circular DNA in a reaction dependent on ATP, Mg2+ and stimulated
by spermidine. In the absence of ATP, it relaxes supercoiled DNA instead (Gellert et al.,
1977), though it is not clear if it performs this function in vivo. In the cell, DNA gyrase
maintains negative supercoiling (Drlica and Snyder, 1978), which is known to affect pro-
moter strength (Botchan et al., 1973). It also resolves positive supercoils generated ahead
of RNA polymerase in transcription and ensures fork movement ahead of DNA polymerase
in replication (Kreuzer and Cozzarelli, 1979). It has been implicated in decatenation of
the chromosome (Steck and Drlica, 1984), but that role is now believed to be performed
by the more efficient topoisomerase IV (see Section 1.6.2).
Structurally, the enzyme consists of two subunits in an A2B2 complex, which were orig-
inally identified as NalA and Cou, named for the antibiotic resistances they determined
(Mizuuchi et al., 1978), but later renamed GyrA and GyrB, respectively. GyrA is involved
in the breakage and reunion of DNA (Sugino et al., 1977), whereas GyrB is responsible for
ATP hydrolysis (Sugino et al., 1978). Recently, Costenaro et al. (2005, 2007) determined
the modular structure of GyrA and GyrB by small-angle x-ray scattering. GyrA consists
of an amino-terminal domain containing the active-site tyrosines and a carboxyl-terminal
domain which wraps the DNA around itself. GyrB is organised into three domains; the
ATPase, a Toprim domain that coordinates Mg2+ ions and a Tail for DNA binding.
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Figure 1.9: The activity of DNA gyrase; (a) subunits GyrA and GyrB form a DNA-protein complex with
the G-segment, (b) the structure of GyrA encourages looping of the T-segment to make a cross formation,
(c) ATP binding at GyrB causes conformational change in the complex, (d) hydrolysis results in cleavage
of the G-segment, through which the T-segment is passed, increasing the linkage number of the molecule
by 2, (a) the G-segment is repaired, the T-segment released and the enzyme is reset.
The supercoiling mechanism of gyrase (Figure 1.9) is explained by the ‘sign-inversion’
model (Brown and Cozzarelli, 1979). The enzyme first binds two DNA duplexes in a cross
formation. One segment, the gate or G-segment, is cleaved, and the other, the transport
or T-segment, is passed through the gap before it is resealed. Thus, the previously positive
crossing becomes a negative crossing, changing the linking number of the molecule by 2,
which is characteristic of type II topoisomerases.
Mechanistically, GyrA binds the G-segment at its N-terminal domain (Cabral et al., 1997),
then its C-terminal domain loops the nearby DNA to form the T segment (Reece and
Maxwell, 1991). ATP binding at GyrB causes conformational changes that lead to trans-
esterification cleavage of the G-segment by tyrosines at the GyrA active site (Horowitz
and Wang, 1987). The T-segment is then driven through the break by the sequential hy-
drolysis of two ATP (Baird et al., 1999). Finally, the break is repaired and all components
of the reaction are released.
Gyrase is the target of a number of antibiotics, including coumarins and quinolones, which
target either GyrA or GyrB, with different consequences (reviewed in Maxwell, 1997; Oblak
et al., 2007). Those that target GyrA, such as nalidixic acid, are thought to disrupt the
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breakage and reunion behaviour of the enzyme, trapping the DNA-enzyme complex and
resulting in double-strand breaks (Gellert et al., 1977; Sugino et al., 1977). Those that
target GyrB, such as novobiocin, are believed to competitively inhibit the ATPase activity
of the subunit (Sugino et al., 1978). Work by Lewis et al. (1996) has suggested that these
inhibitors do not explicitly compete for the ATP binding site, but instead bind in close
proximity.
1.6.2 Topoisomerase IV
Topoisomerase IV was first identified by Kato et al. (1990), who found that the parC
gene, essential for chromosome partition in E. coli, showed strong sequence similarity with
gyrA. The second subunit, encoded by parE, was discovered in the same work and showed
strong sequence similarity with gyrB. The complete enzyme is of the form C2E2. The full
length crystal structure of ParC was determined by Corbett et al. (2005); it was found to
be highly similar to that of GyrA, though with a more open conformation. Only a partial
structure has been found for ParE (Bellon et al., 2004), which was highly similar to that
of GyrB.
The enzyme was shown to relax both positively and negatively supercoiled DNA, as well as
decatenate knotted DNA in the presence of ATP and Mg2+ (Kato et al., 1992). In the cell,
topoisomerase IV acts in concert with topoisomerase I against DNA gyrase to maintain
the correct level of negative supercoiling (Zechiedrich et al., 2000). More critically, it
is responsible for the decatenation of chromosomes prior to cell division (Kato et al.,
1990), though DNA gyrase can perform the same function with 1% efficiency, if necessary
(Zechiedrich and Cozzarelli, 1995). Adams et al. (1992) have shown that topoisomerase
IV is also responsible for the decatentation of plasmids during their replication.
The mechanism of action of topoisomerase IV is broadly similar to that of DNA gyrase,
except that it does not wrap a nearby section of DNA around itself (Peng and Marians,
1995). This means that topoisomerase IV favours intermolecular strand passage; it would
rather transport a DNA duplex from another molecule through the double-strand break
it creates than pass a section of a molecule through itself, as gyrase prefers.
Topoisomerase IV is a target for the same antibiotics as DNA gyrase, due to their sequence
and structural similarity (Khodursky et al., 1995). However, it typically requires a sig-
nificantly higher concentration to inhibit topoisomerase IV compared to gyrase (Hoshino
et al., 1994). In the work of Bellon et al. (2004), equivalent single amino acid residue
substitution in the side chains of ParE and GyrB produced completely opposite changes
in the novobiocin resistance and kinetics of the enzymes, suggesting an explanation for
their different responses to antibiotics.
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1.6.3 Topoisomerase Roles in Plasmid Replication and Control
DNA gyrase has a wide range of activities in the cell and could therefore affect the be-
haviour of plasmids in a number of ways. The supercoiled state of the plasmid could po-
tentially affect the transcriptional activity of any plasmid-encoded genes, including RNAI
and RNAII for ColE1, which control replication initiation. The enzyme is also an essential
component of ColE1 replication (Kaguni and Kornberg, 1984), which is prevented either
by a defective GyrB (Orr and Staudenbauer, 1981) or by the addition of a known gyrase
inhibitor (Gellert et al., 1977). Inhibition of gyrase activity preferentially supresses plas-
mid replication over that of the chromosome (Uhlin and Nordstro¨m, 1985). A plasmid can
be cured from a strain by the addition of a sub-lethal concentration of such an inhibitor
(Wolfson et al., 1982), and inhibitors that target GyrB do so more efficiently (Hooper
et al., 1984).
Topoisomerase IV will also affect the supercoiled state of plasmids due to its relaxation
activity. It has also been implicated in decatenation of the products of replication (Adams
et al., 1992; Peng and Marians, 1993), which is encouraged by the supercoiling activity of
DNA gyrase (Mart´ınez-Robles et al., 2009).
1.7 Mathematical Models of ColE1 Replication and Control
1.7.1 Deterministic vs. Stochastic Systems
Modelling biological systems typically involves simplification; it is often not known how
cellular components outside of a specific subsystem affect that subsystem, or it is at
least too complicated to include them all. Values or rates determined in vivo are key to
accurately representing a system, but they are almost always averages across a population,
and deviation from this average is often not captured; the technology to observe behaviour
on the level of a single cell is still in development (see Elowitz et al., 2002; Ozbudak et al.,
2002, for examples of this kind of work). Data from controlled experiments in vitro is
often more useful, as they allow characterisation of specific, isolated reactions.
Mathematically, a model can be deterministic or stochastic. In a deterministic model,
there is no randomness in the behaviour of the model; its state at any given time can
be predicted from its initial state. Such a model would consist of a series of differential
equations that describe the relationships between the different variables in the system,
which are often continuous, rather than discrete. These models only explain the behaviour
of biological systems accurately when they involve thousands of molecules and are based
on in vivo population averages.
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Systems involving molecules that are few in number, such as plasmids in a cell, are more
accurately described by stochastic models. A stochastic model takes into account the
random behaviour of a system; its state at any given time is not easily predictable, though
some of its behaviour may be. Such a model requires that the behaviour of the system be
described in terms of probabilities; how likely it is to react one way or another. The Monte
Carlo method (described in Metropolis, 1987) is often used to then observe the behaviour
of the system, wherein, with the help of a random number generator, the system is tested
over and over again, predicting both population averages and variation from the mean.
When the reactions and reaction rates of a system are defined, the Gillespie algorithm
(Gillespie, 1977) can be used to determine statistically accurate behaviour for that system.
1.7.2 Deterministic Models
The first mathematical model of ColE1 replication was published by Ataai and Shuler
(1986). It considered the likely average copy numbers that might be produced for different
time windows, within which RNAII is susceptible to inhibition by RNAI. The interaction
between the two was correctly modelled exponentially, but the statistical variation from the
mean copy number was not considered. The work supported the supposition of Tomizawa
and Som (1984) that the Rom protein increases the binding constant between RNAI and
RNAII and rejected one hypothesis of Cesareni et al. (1984) that RNAI might exert control
by making RNAII more susceptible to degradation by RNase.
The model of Bremer and Lin-Chao (1986) was considerably more involved, deriving plas-
mid behaviour from a pair of ordinary differential equations for plasmid and RNAI con-
centration. They assumed hyperbolic inhibition and also made an attempt to consider
replication of plasmid multimers, mistakenly concluding that they would have the same
copy number as monomers. Keasling and Palsson (1989) took the equations and assump-
tions of this model and did a comprehensive parametric analysis of the dynamics of copy
number control. The work used hyperbolic inhibition but did suggest that the effects of
Rom could be included in the interaction constant between RNAI and RNAII due to its
saturation in the cell.
Brenner and Tomizawa (1991) published a minimal model along with quantitative data on
the number of RNAI and RNAII transcripts found in vivo. They also measured the half-
life of the two RNAs and, using steady-state assumptions, estimated transcription rates.
In contrast, the model of Brendel and Perelson (1993) was intricately detailed, considering
all of the possible states of the components of control and the transitions between those
states. However, this model assumed hyperbolic inhibition and was more concerned with
the plasmid achieving a sufficiently high average copy number than reducing variation
through efficient control. This work solved its differential equations analytically, but the
model itself was later formalised as a stochastic Petri net and simulated by Goss and
Peccoud (1998).
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1.7.3 Stochastic Models
The approach to modelling the system changed with Ehrenberg (1996), who used a master
equation approach to analyse the difference between hyperbolic and exponential control.
Copy number control is dependent on a discrete and relatively low number of molecules
in the cell; it is therefore sensitive to stochastic events that change the cell’s state, in
terms of these molecules. The master equation approach takes this into account and gives
information on the statistical variation in the system. This work specifically demonstrated
that exponential control reduced the likelihood of plasmid loss for ColE1 when compared
to hyperbolic control. Further, it suggested that Rom could narrow the distribution of
plasmid copy number before cell division, though, due to limited resources, did not consider
the case where the plasmid is randomly distributed at cell division and used very low copy
numbers.
This effort was followed up in Paulsson et al. (1998), in which the requirements for rapid
copy number adjustment were considered with a deterministic model. The work touched
briefly on the replication of plasmid dimers, suggesting that they would be at least equal
in copy number to monomers with hyperbolic control, and likely more than half the copy
number of monomers with exponential control. In a second follow-up, Paulsson and Ehren-
berg (1998) expanded on the original stochastic model to consider random distribution of
the plasmid at cell division and the parameter ranges that would reasonably stabilise the
plasmid. Finally, Paulsson and Ehrenberg (2001) reviewed in detail the construction and
findings of all these models and the equivalents for plasmid R1, analysing the impact of
noise on copy number control.
1.8 Mathematical Models of the Dimer Catastrophe
The dimer catastrophe hypothesis was developed using a computer model of plasmid be-
haviour in a growing cell population (Summers et al., 1993). The model was relatively
simple; each ‘cell’ was summarised as the number of plasmid monomers and dimers it con-
tained, and the time at which it was due to divide. The simulation would determine which
cell was next due to divide and then determine the distribution of plasmids to daughter
cells at random. Each daughter cell then had its entire lifetime simulated immediately;
the plasmid would replicate back to full copy number, each time choosing an origin to
replicate from at random, such that a dimer was twice as likely to replicate as a monomer.
After testing for the slim chance that a recombination event might create a dimer from
two monomers, the division times of the new cells were calculated and then put back
into the population. The population was limited to 125,000 cells and when reached, it
would be subcultured randomly back to 8,000 cells before proceeding. Information on the
population was written to file periodically until the desired simulation time elapsed.
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This model demonstrated several interesting behaviours. Firstly, it showed that dimers
would indeed out-replicate monomers and eventually comprise the whole population. It
was then found that just a small metabolic penalty for each dimer (such that a dimer-
only cell grew 10% more slowly than a monomer-only cell) stabilised the population and
reduced the overall proportion of dimers to approximately 4.5% of the total plasmids,
over half of which were in dimer-only cells. The difference in growth rates was then found
to occur in vivo. A number of initial conditions were tested, each arriving at the same
steady-state distribution of plasmids in the population over time.
Prior to the start of the present work, this model was reconstructed with the sparse infor-
mation available in the publication (MEng thesis, Field, 2006). Modern hardware allowed
for a more flexible simulation and the testing of many parameter sets. As well as repro-
ducing the results of the original, relationships between parameters and the stability of the
plasmid in the model were discovered. Plasmid stability was shown to be logarithmically
related to the rate of homologous recombination, that is, the rate of dimer formation. The
metabolic penalty associated with dimers also affected the steady-state of the population.
Two additional effects were tested within the framework of this model. Firstly, inclusion
of dimer resolution only significantly affected the steady-state when the probability of
resolution for each dimer was 20% per generation, which is perhaps unreasonably high
for the real system. Secondly, plasmid clustering was incorporated into the system in the
form of plasmid pairing at a given rate. It was found to have very little effect on plasmid
stability at low rates and, counter-intuitively, to improve stability at high rates, perhaps
because paired dimers reduced the chance of both daughter cells inheriting dimers.
1.9 Aims and Objectives
This work set out to investigate the dimer catastrophe theory and to understand how
plasmid stability is achieved by the mechanisms encoded by ColE1. Parallel approaches
were taken in silico and through experimentation, aiming to:
- Construct a new framework for the computer model of plasmid behaviour in a cell
population, as existing models were technically flawed.
- Implement a model for ColE1 plasmid replication, to take into account copy number
variation as well as the dynamics of recombination.
- Introduce this model to the new framework, to allow for a more accurate assessment
of how the different model parameters affect the behaviour of the system and the
effectiveness of dimer resolution in the absence of the Rcd checkpoint.
- Critically analyse the Rcd checkpoint and specify the role of indole therein.
- Identify a target for indole, to understand the mechanism by which the Rcd check-
point maximises the stable maintenance of ColE1.
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Materials and Methods
2.1 Strains
Strain Genotype Reference
W3110 λ−, IN(rrnD − rrnE)1, rph-1 Bachmann (1972)
JC8679
thr-1, araC14, leuB6(Am), ∆(gpt-proA)62,
lacY 1, tsx-33, glnV 44(AS), galK2(Oc), λ−,
sbcA23(Rac), his-60, relA1, recB21, recC22,
rpsL31(strR), xylA5, mtl-1, argE3(Oc), thi-1
Gillen et al. (1981)
DS941
thr-1, araC14, leuB6(Am), ∆(gpt-proA)62,
lacY 1, lacZ∆M15, lacIq, tsx-33, qsr′-0,
glnV 44(AS), galK2(Oc), λ−, Rac-0, hisG4(Oc),
rfbC1, mgl-51, rpoS396(Am), rpsL31(strR),
kdgK51, xylA5, mtl-1, recF , argE3(Oc), thi-1
Summers and
Sherratt (1988)
Table 2.1: Strains of Escherichia coli used during this work.
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2.2 Plasmids
Plasmid Size (bp) Description Reference
pBR322 4361 pMB1 origin, ampR, tetR Bolivar et al. (1977)
pUC18 2686 pMB1 origin, ∆rop, ampR, lacI, lacZ Norrander et al. (1983)
pUC19 2686 pMB1 origin, ∆rop, ampR, lacI, lacZ Norrander et al. (1983)
Table 2.2: Plasmids used during this work.
2.3 Media
All media was prepared with deionised water for a total volume of 1 litre. The pH was
adjusted with NaOH. Each solution was autoclaved at 121 ◦C for 20 minutes prior to use.
2.3.1 Lysogeny Broth (LB), with Agar (LA)
NaCl 10 g
Tryptone 10 g
Yeast extract 5 g
pH 7.5
For LA, 15g agar was added.
2.3.2 Super Optimal Broth with Catabolite Repression (SOC)
Tryptone 20 g (2%)
Yeast extract 5 g (0.5%)
Glucose 3.6 g (20mm)
MgSO4 1.2 g (10mm)
MgCl 0.95 g (10mm)
NaCl 0.58 g (10mm)
KCl 0.19 g (2.5mm)
pH 7.0
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2.4 Antibiotics
Antibiotic
Stock
Concentration
Working
Concentration
Carbenicillin 100mgml−1 100 µgml−1
Chloramphenicol 34mgml−1 34 µgml−1
Nalidixic Acid 30mgml−1 30 µgml−1
Table 2.3: Antibiotics used in this work.
2.5 Buffers and Solutions
2.5.1 ATP-Free Reaction Buffer for DNA Gyrase
The recipe for this buffer is derived from the standard reaction buffer for DNA gyrase (New
England Biolabs). An ATP-free version was required to allow for a lower concentration of
ATP in the reaction. The standard reaction buffer contains 1.75mm ATP.
Tris-HCl 35mm
KCl 24mm
Spermidine 5mm
MgCl2 4mm
DTT 2mm
BSA 0.1mgml−1
Glycerol 6.5%
pH 7.5
2.5.2 Electrophoresis Buffer (TAE)
This 50× stock solution was prepared with deionised water for a total volume of 1 litre.
It was autoclaved at 121 ◦C for 20 minutes and diluted to 1× prior to use.
Tris base 242.2 g
Glacial acetic acid 57.1ml
0.5m EDTA (pH 8.0) 100ml
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2.5.3 Ethidium Bromide
A stock solution of 10mgml−1 ethidium bromide was prepared by dissolving a 10mg tablet
in 1ml of deionised water. For the staining of agarose gel, a working solution was prepared
by adding 100 µl of stock solution to 2 litres of 1×TAE buffer, for a final concentration of
0.5 µgml−1.
2.5.4 Indole and Indole Analogs
Stock solutions of these chemicals were prepared fresh before each experiment. All so-
lutions were prepared in ethanol, with the exception of Indole-3-acetic acid, which was
prepared in water.
Chemical Stock Concentration
Indole 0.5m
1-Acetylindoline 0.25m
3-β-Indoleacryclic acid 0.125m
Indole-3-acetic acid 0.5m
Indoline 0.5m
Isoquinoline 0.5m
Pyrrole 0.5m
Quinoline 0.5m
Tryptamine 0.5m
2.6 Microbiological Techniques
2.6.1 Cell Culture
Escherichia coli strains were routinely grown in LB medium at 37 ◦C with 120 rpm shaking.
Typically, a 10ml culture was inoculated at low density in a 20ml plastic universal tube,
with antibiotics as neccesary, and left to grow for around 16 hours overnight.
After transformation and for short-term storage, strains were spread or streaked out to
single colony on LA plates, with antibiotics as necessary. Strains were left to grow overnight
at 37 ◦C before storage at 4 ◦C, wrapped in parafilm to prevent dehydration.
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For long-term storage, 1.35ml of stationary phase culture was mixed with 0.45ml sterile
60% glycerol in a 2ml cryovial. After vortexing, this was frozen in liquid nitrogen and
stored at −80 ◦C.
2.6.2 Spectrophotometry
To assess the cell density of a liquid culture, its optical density was normally measured at
600 nm with a DU650 spectrophotometer (Beckman).
2.6.3 Centrifugation
Volumes of liquid less than 1.5ml were typically centrifuged at 12,000g in a Minispin
tabletop centrifuge (Eppendorf). Those greater than 1.5ml were typically centrifuged at
3,220g in a 5810R floor centrifuge (Eppendorf).
2.6.4 Transformation
For electrocompetent cells, an overnight culture of E. coli was chilled to 4 ◦C and spun
down; the supernatant discarded. The cells were then resuspended in 10ml chilled SDW
and spun down again. This was repeated for a total of 3 washes before cells were resus-
pended in just 200 µl chilled SDW.
For transformation, 50 µl of this suspension was transferred to an electroporation cuvette
with a 0.1 cm gap and approximately 1 µg plasmid DNA was gently mixed in. Cells
were then subject to a 1.68 kV shock through a 200Ω-25 µF resistor-capacitor pair with a
Gene Pulser electroporator (Biorad). 0.5ml of either LB or SOC was immediately added
and cells were left to recover at 37 ◦C for 1 hour before plating on LA with appropriate
antibiotics.
2.7 DNA Manipulation
2.7.1 Plasmid DNA Extraction
Plasmid DNA was routinely extracted using the Qiaprep Spin Miniprep kit, according to
the manufacturer’s instructions (Qiagen).
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2.7.2 Gel Electrophoresis
Gels were typically 1% (w/v) agarose and measured 150mm×100mm×4mm. 5µl samples
were mixed with 1 µl 5×DNA Loading Buffer (Bioline) prior to loading. Electrophoresis
was carried out in 1×TAE buffer, normally at 80V for 90 minutes.
For visualisation, gels were stained post-electrophoresis in 1×TAE with 0.5 µgml−1 ethid-
ium bromide for 20 minutes, prepared every day or two. A UV transilluminator hood and
camera were used to capture the necessary images (Biorad).
2.7.3 Gel Extraction
Where a particular band of DNA was required for transformation, care was taken not to
expose the agarose gel to excessive UV. A scalpel blade was used to cut the band from the
agarose gel, with the transilluminator set to low-power mode. The DNA was then purified
using the Qiaquick Spin kit, according to the manufacturer’s instructions (Qiagen).
2.7.4 Restriction Digests
For restriction of plasmid DNA, 20 µl at approximately 0.5 µg µl−1 was mixed with 20 µl
sterilised distilled water, 5 µl of the enzyme stock solution and 5µl of the manufacturer’s
suggested buffer (New England Biolabs). The mixture was left at 37 ◦C for 1 hour before
heat inactivation at 65 ◦C for 20 minutes.
2.8 Specific Assays
2.8.1 Indole-Plasmid Assay
The cultures in this assay were 100ml in volume, inoculated with 1ml overnight culture
and grown in 200ml conical flasks in a 37 ◦C water bath (Grant). Carbenicillin was added
to the medium to maintain the plasmid. OD600 was regularly measured until it reached
around 0.2, at which point the appropriate chemical solutions were added. Sample volumes
were normalised according to OD600 such that approximately the same cell mass was taken
for each. Plasmid DNA was extracted immediately and the samples stored at 4 ◦C until
required for electrophoresis.
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2.8.2 Gel Densitometry
Agarose gel images were analysed with Quantity One software (Biorad). Each image was
normalised to the same average brightness before a 3-pixel weighted mean filter was applied
to remove gaussian noise. The gel lanes were identified manually, the background level of
brightness removed and the individual bands selected using both manual intervention and
software automation. Each of the bands was then idealised as a gaussian distribution of
brightness before their weights were calculated. For each sample, the calculated weights for
the bands in the appropriate lane were summed for simplicity, even though the relationship
between brightness and DNA weight is not absolutely linear. Then to account for additive
noise, the sample value for t0 was subtracted from each sample in the data series.
2.8.3 Indole-Gyrase Assay
A typical mixture for this assay was as follows:
DNA Gyrase (1/25 dilution from stock) 1 µl
Reaction Buffer 6 µl
Relaxed pUC19 DNA (1 µg µl−1) 1 µl
Indole (various stock concentrations) 0.4 µl
or
Nalidixic Acid (30mgml−1) 6 µl
SDW to total
Total Volume 30 µl
5µl samples were taken at regular intervals. After heat inactivation at 65 ◦C for 20 minutes,
samples were stored at 4 ◦C. DNA was separated according to its superhelical state by
agarose gel electrophoresis, and visualised by ethidium bromide staining.
2.9 Computer Modelling
2.9.1 Programming
All models were programmed in C++. In addition to the standard libraries, iostream,
fstream, iomanip, string, sstream, vector, cmath and algorithm were used. To generate
high quality pseudo-random numbers, a Mersenne twister generator was used (Matsumoto
& Nishimura, 1998), the code for which was courtesy of Richard J. Wagner.
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Models were tested on a home computer with dual 1.6GHz Atom processors (Intel)
and 1GB RAM. The code was initially compiled with the GCC compiler, version 4.3.3-
5ubuntu4 and later with version 4.3.2-1.1.
2.9.2 Processing
For processing the models with various input parameters, the majority were run on the
‘elephant’ server of the School of Biosciences, University of Cambridge, with 8×4-core
2.3GHz Opteron processors (AMD) and 128GB RAM.
Parallel processing was achieved with CamGrid, a distributed computing resource that
connects over 1150 idle machines around the University of Cambridge for high throughput
use. The system is managed by the Condor set of software tools, version 7.2.5. The
machines connected to the network have mostly 64-bit processors, and the majority run a
Linux operating system.
2.9.3 Plasmid Stability Index
The calculation of the plasmid stability index for C cells, where each cell, c, contained a
number of monomers, Mn, and dimers, Dn, was as follows:
Ploss =
1
C
×
∑
c
2(1−(Mc+Dc)) (2.1)
This is the probability of plasmid loss averaged across the population. The true probability
of all daughter cells inheriting at least one plasmid, should the population all divide at
once, is:
1− Ploss =
∏
c
(1− 2(1−(Mc+Dc)))
As plasmid copy number is discrete, this can be simplified by considering the number of
cells, Cp, containing p plasmids:
1− Ploss =
∏
p
(1− 2(1−p))Cp
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Taking logarithms:
ln (1− Ploss) =
∑
p
Cp ln (1− 2
(1−p))
Using the Maclaurin series for the expansion of ln (1− x):
∞∑
n=1
(Ploss)
n
n
=
∞∑
n=1
∑
p
Cp(2
(1−p))n
Approximate to the first order and normalise according to the total number of cells, C:
Ploss =
1
C
∑
p
(Cp2
(1−p))
Which is equivalent to equation 2.1. This holds wells where the minimum number of
plasmids in a cell is half of the maximum, but is less accurate when there is a larger factor
between these limits.
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Modelling Plasmid Behaviour
in a Cell Population
3.1 Introduction
The original computer model of the dimer catastrophe simulated the plasmid content of a
cell population as it underwent exponential growth (Summers et al., 1993). The computer
hardware of the time imposed certain limitations on the scope of this simulation:
- The population could not exceed a given maximum, and was thus ‘subcultured’
at regular intervals.
- No matter what the initial contents of the cell were, the model plasmid would
always replicate up to its full, fixed copy number.
- The state of the cell population was recorded only as a count of the number of
cells containing a given number of dimers, averaged across all simulation runs.
- The total simulation time and the number of runs were limited.
With these restrictions, the model showed that imposing even a small growth penalty
on cells containing dimers restrained the catastrophe, and prevented runaway multimeri-
sation. It also showed that the majority of dimers in the cell population were in cells
containing only dimers, and that the steady-state concentration of dimers was related to
the rate of dimer formation by homologous recombination.
In work prior to the study reported in this thesis, the original simulation was reconstructed
with modern software in order to investigate further aspects of plasmid behaviour (MEng
thesis, Field, 2006). This second version operated considerably faster than the original such
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that more accurate averages could be calculated from a greater number of individual runs.
After recreating the results of the original, this model went on to show that the plasmid
stability index (the average probability of plasmid loss across the whole cell population,
see Chapter 2) was logarithmically related to the dimer formation rate. Dimer resolution,
that is dimer-to-monomer recombination, was included in the updated model and it was
found that a resolution chance of around 20% per dimer per generation was required to
have a significant effect on plasmid stability. Plasmid clustering (see Section 1.4.2) was
also investigated and predicted to have a minor beneficial effect on stability. This model
was useful but still suffered from many of the drawbacks of the original: the cell population
was subcultured, the plasmid replicated back to full, fixed copy number and the simulation
results were not being thoroughly statistically analysed.
This chapter describes the construction of a third computer simulation of plasmid be-
haviour in a cell population, which overcomes some of these limitations. This simulation
no longer relies on subculturing and performs a more detailed analysis of the available
data. Most importantly, it establishes a framework for the development of a model with
realistic copy number distribution.
3.2 Simulation Design
The previous models operated in the manner discussed in Chapter 1, modelling the pop-
ulation as a computationally expensive priority queue, in which cells were sorted by their
due division time. Dimer-containing cells were penalised with a longer growth period such
that they would become less numerous than dimer-free cells over time. As the cell pop-
ulation grew, the simulation would require more memory for storage and take longer to
perform each cell division operation due to the nature of the priority queue. A necessary
solution was to ‘subculture’ the population at random to reduce it size when it reached the
limit. This was time-consuming itself, and data recorded immediately after subculturing
was less representative than data recorded immediately before subculturing. Thus, the
state of the population was recorded at its maximum and the sample times were averaged
across multiple runs, which was potentially misleading.
3.2.1 Chemostatic Environment
The alternative to subculturing was simulating a chemostatic environment, in which the
cell count is maintained at a constant level by removing cells whenever the population
exceeds a certain number. A strict chemostat would remove a cell every time a cell was
added to the population, that is, at every cell division. A more realistic chemostat would
have a calculated probability of removing a cell, which would increase with overpopulation
and decrease with underpopulation. An attempt was made to implement this in the
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reconstructed model (MEng thesis, Field, 2006). When each cell was given a probability
of survival after cell division, adjusted such that the population would tend back towards a
mean size, it was found that dimer-only cells very quickly came to dominate the population.
This was because every cell was treated equally after cell division; monomer-only cells lost
their advantage because faster growth did not contribute towards their survival and the
division time penalty imposed on dimer-containing cells did not hinder their survival.
A more natural way to implement a chemostatic environment would have involved a radical
overhaul of the model itself. Rather than stabilising the system with a penalty to the
growth time of dimer-containing cells, such cells could instead suffer from a fitness penalty
that would directly increase their probability of removal from the population. When a cell
divides, each of the daughters could then be challenged to survive based on their plasmid
content; monomer-only cells would have a survival probability of 1 and others would
suffer a small penalty per dimer they contained. The population could be maintained
at a constant number by scaling the fitness according to the population count, as in
the more realistic chemostat model above. The principle advantage of this solution is
that the cell population would not require ordering, with the program passing over each
cell in turn for the entire population, and then repeating from the start again with the
survivors of that generation. Whilst this would reduce computation time, it is not an
accurate portrayal of the biology of the system (it would be equivalent to plasmid dimers
producing a toxin) and the growth time penalty cannot be directly translated into a
fitness penalty. Further, if future development of the model were to include an algorithm
for variable copy number, it would surely be time-dependent and thus incompatible with
this time-independent simulation.
It was fortunately possible, however, to produce a functioning chemostatic environment
for the model reported here; it removes a cell at random whenever the population exceeds
a maximum size, as per a strict chemostat. However, at this point, the way in which the
data were being stored and accessed within the program itself were the cause of further
difficulty.
3.2.2 Data Structure
The cell population was modelled by the simulation as an abstract data type known as a
priority queue. Such a queue sorts its contents according to a priority assigned to each
element, in this case the time at which a given cell is due to divide, and allows only the
topmost element to be accessed or removed from the queue. A priority queue can be
implemented either as a sorted list, in which the data storage structure determines the
performance of operations on the queue, or as an unsorted list, in which the data storage
structure does not affect performance, but the topmost element must be found each time.
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Sorted List (Heap) Unsorted List Sorted List (Linear)
Insertion O(log n) O(1) O(log n)
Access O(1) O(n) O(1)
Removal O(log n) O(1) O(1)
Table 3.1: Performance of different priority queue implementations; the O notation describes the worst
case use of computing resources required for each operation as a function of the population size n.
Of the many possible data storage structures for a sorted list implementation, a binary
heap is the most common. In a heap, each element is considered below one other element
and above two other elements, where the priority of each element determines the hierarchy.
In the programming language used for this simulation (C++, see Chapter 2), it is not
intended that a random element might be removed from a binary heap, so the standard
implementation performs badly for this operation. The alternative structure was a linear
list, in which the topmost element is readily accessible and removal of a random element
maintains the ordering of the elements. Inserting an element requires that its correct place
in the list be found, achieved fastest by using a modified binary search algorithm.
A summary of performance for the key operations can be seen in Table 3.1. The sorted
list, stored as a linear list, has the best achievable performance for the purposes of this
work, but the overall complexity of the simulation is still high, at O(n log n), where n is
the size of the cell population. To obtain results in reasonable time, the population size
is thus somewhat restricted.
3.3 Simulation Operation
As described above, the cell population is modelled as a non-idealised priority queue. Each
element in the queue represents an individual cell, about which only pertinent information
is stored: the number of monomers it contains, the number of dimers it contains and
the time at which it is due to divide. The starting cell population and the simulation
parameters, such as plasmid copy number, are determined by two files that are loaded at
the start of the program. Table 3.2 summarises the simulation parameters with typical
values. The default starting population is a single cell at full copy number that has
undergone a single dimer formation event, such that it contains 38 monomers and 1 dimer.
The simulation proceeds by performing a series of operations on the cell at the top of
the queue, that is, the cell that is next due to divide. First, the time recorded by the
simulation is set to equal the time at which this cell divides, such that the simulation
jumps through time in discrete, variable-size periods. The plasmids in the cell are divided
randomly between two new cells, representing the daughters that are the result of division.
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Parameter Typical Value Description
npop 10000 Maximum population size
ncopy 40 Plasmid copy number
Pres 0% Dimer resolution probability
Rrec 3.8×10
−3 Dimer formation rate
tdiv 30 minutes Mean cell division time
tdim 0.15 minutes Division time penalty per dimer
Trun 7200 minutes Total simulation time
tsample 60 minutes Sample period
nrun 1000 Number of repeats
Table 3.2: Population model parameters with typical values drawn from Summers et al. (1993) or chosen
for computational convenience.
Then, provided that the daughter has inherited at least one plasmid, its plasmids are
replicated at random back to full copy number, acknowledging that dimers are twice as
likely to replicate as monomers. Daughter cells that inherit no plasmids are ‘killed’ by
the simulation and removed from the queue. The surviving daughter cells are then tested
for dimer formation and resolution events. The probability of a dimer formation event
occuring, Prec, is based on the plasmid content of the cell, assuming that the likelihood of
two such events is negligible, as follows:
Prec = Rrec ×
M × (M − 1)
(M +D)× (M +D − 1)
In the other direction, each dimer has a probability, equal to the parameter Pres, of being
resolved into two monomers via XerCD recombination. The time at which the daughters
are due to divide is calculated based on their plasmid contents; it equals the base division
time for a monomer-only cell plus a small penalty per dimer. This is slightly altered from
the calculation used in the original model, in order to give true linearity. Finally, again
provided that the specific daughter contains plasmids, the daughter cells are put back into
the queue in the appropriate places and the parent cell removed. Should the population
exceed its maximum at this point, a cell is randomly removed from the queue. The cell
that is then at the top of the queue is subject to the same series of operations, and so on,
until the simulation time limit is reached.
At regular intervals, the queue undergoes a census to determine what proportion of the
population contains a given number of monomers, dimers and total plasmids. When the
simulation time limit is reached, it resets and is repeated until the appropriate number
of repeats have been completed. At the very end, the accumulated data is analysed and
output to files for later use. As well as saving the results of every census, the means and
standard deviations of these results are calculated across all the repeats. The stability
indices of each census are also calculated and similar statistics are produced.
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3.4 Testing
Initial tests of the simulation raised two concerns: that there might be significant be-
haviour occuring faster than the sampling frequency could capture, affecting the sub-
sequent analysis of results, and that the available runtime would limit the size of the
simulated population, which might affect the observed behaviour of the system.
3.4.1 Variable Division Time
Figure 3.1 shows the average percentage of monomer-only and dimer-only cells in the
population recorded by the simulation at different sampling frequencies. In Figure 3.1(a),
step-like behaviour can be observed in the first half of the simulation. This might be a
natural result of deriving the population from a single cell; synchronised division causes
synchronised movement towards steady-state. However, as the sampling frequency for
this simulation is half the frequency of division for monomer-only cells, it is possible
that the behaviour is due to aliasing, that is, the poor sampling frequency distorting
observations. To test this hypothesis, the simulation was repeated with a sampling period
of 10 minutes rather than 60 minutes. In Figure 3.1(b), the extremes of the resultant,
rapidly-changing curves roughly correspond to the curves in Figure 3.1(a), rather than
the more representative midpoints. The overall zig-zag behaviour is undesirable when
trying to observe steady-state trends.
Further investigation revealed that it was indeed synchronisation of cell division times in
the initial stages of the simulation that was causing the behaviour. To correct this issue,
the solution was to introduce variation into the division times of individual cells, whilst
maintaining the division time penalty associated with dimers. A number of studies report
that the interdivision times of cells that are initially synchronised are normally distributed,
with a coefficient of variance in the range of 12% to 22% (Koppes et al., 1980; Schaechter
et al., 1962; Shehata and Marr, 1970). For this simulation, a normal distribution with a
coefficient of variance of 12.5% was selected. In Figure 3.2(a), the steady-state levels of
monomer-only and dimer-only cells with a variable division time are compared to those
of cells with a fixed division time. The simulation was retested with sample periods of 60
minutes and 10 minutes and as seen in Figure 3.2(b), there is no difference in behaviour
between the two; they both show a smooth tendency towards the steady-state.
3.4.2 Runtime Optimisation
The parameters with the most significant effect on the runtime of the simulation are the
simulation time limit, the number of repeats and the population size. The simulation time
limit must be in the region of 6,000 to 8,000 minutes for the population to reach steady-
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Figure 3.1: Comparison of simulation behaviour with different sampling fre-
quencies; (a) 60 minute sample period, (b) 10 minute sample period.
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Figure 3.2: Comparative simulation behaviour; (a) 60 minute sample period
with ( ) and without ( ) variable division time, (b) variable division
time with 60 minute sample period ( ) and 10 minute sample period ( )
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state, so cannot be altered to significantly reduce the runtime. The number of repeats
will determine how smooth the final data is, and it is important to ensure that enough are
performed to include rare events. The population size determines the resolution of each
data point, that is, the significance of a single cell within the population. As the runtime
for a single repeat is of complexity O(n log n), 10r repeats of population size n will run
faster than r repeats of population size 10n.
One concern with the simulation was that the restricted population size might affect the
behaviour of the system itself. To test whether this was the case, the simulation was run
100 times with population sizes of 1,000, 2,000, 5,000 and 10,000. The results are shown
in Figure 3.3. The population size has not affected the steady-state of the system when
the results are averaged, but the standard deviation is larger for a smaller population,
likely due to the poor resolution available. The variance of a system with a given set of
parameters can only be useful in comparison to a system with a different set of parameters,
rather than providing insight into behaviour in vivo.
3.5 Results
3.5.1 General Behaviour
The behaviour of the simulation with default parameter values as listed in Table 3.2, was
shown to be similar to that of Summers et al. (1993). The distribution of dimers in the
population at various time points can be seen in Figure 3.4. As reported by Summers et al.
(1993), the system moves towards a steady state wherein the majority of dimers inhabit
dimer-only cells. The percentage of monomer-only and dimer-only cells in the population
are approximately 97.6% and 1.1% respectively at steady-state. This is more and less,
respectively, than seen in the model of Summers et al. (1993). The most likely reason for
the difference is the inclusion of variation in cell division time; it is likely that Summers
et al. (1993) were unable to test their simulation sufficiently to realise that a fixed cell
division time would create sample bias, as discussed here previously.
3.5.2 Dimer Formation Rate
The rate at which homologous recombination converts monomer pairs into dimers was
varied to observe the effects on the behaviour of the system. Values for Rrec between
0.1 times and 10 times the default rate of 3.8×10−3 were used. It can be seen in Figure
3.5 that the steady-state level of monomer-only and dimer-only cells is dependent on the
dimer formation rate. Further, Figure 3.6 shows that the stability index of the system at
steady-state is logarithmically related to the dimer formation rate.
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Figure 3.3: Comparison of simulation behaviour with different population sizes; (a) 1,000 cells, (b) 2,000 cells, (c) 5,000 cells, (d) 10,000 cells. Vertical bars indicate the
standard deviation of each sample across the 100 runs.
71
C
h
a
p
t
e
r
3
0.01%
0.1%
1%
10%
100%
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
P
er
ce
n
ta
g
e
o
f
P
o
p
u
la
ti
o
n
Dimers per Cell
(a)
0.01%
0.1%
1%
10%
100%
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
P
er
ce
n
ta
g
e
o
f
P
o
p
u
la
ti
o
n
Dimers per Cell
(b)
0.01%
0.1%
1%
10%
100%
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
P
er
ce
n
ta
g
e
o
f
P
o
p
u
la
ti
o
n
Dimers per Cell
(c)
0.01%
0.1%
1%
10%
100%
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
P
er
ce
n
ta
g
e
o
f
P
o
p
u
la
ti
o
n
Dimers per Cell
(d)
Figure 3.4: Distribution of plasmid dimers in the population at different time points; (a) 6 hours, (b) 24 hours, (c) 60 hours, (d) 120 hours.
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It is also worth noting that the system takes longer to reach steady-state with a higher
dimer formation rate. This is more evident in Figure 3.6, where the system reaches steady-
state faster when the final stability is closer to the peak instability at around 6 hours.
3.5.3 Dimer Growth Penalty
The division time penalty imposed on cells containing dimers was varied to observe the
effects on the behaviour of the system. Values for tdim between 0.03 minutes and 0.75
minutes per dimer were used, equal to 0.1% and 2.5% of the 30 minute generation time
respectively This corresponds to a division time penalty of between 2% and 50% for dimer-
only cells compared to monomer-only cells. It can be seen in Figure 3.7 that the more
that dimer-containing cells are penalised, the faster the system reaches the steady-state.
The steady-state level of monomer-only cells increases with a greater penalty and the level
of dimer-only cells correspondingly decreases. This is reflected in the steady-state stability
indices for the different penalties, shown in Figure 3.8. As for the dimer formation rate, the
relationship between stability index and dimer-associated growth penalty is logarithmic,
though it is inversely so in this case.
3.5.4 Dimer Resolution Rate
Plasmid ColE1 contains a site-specific recombination site that enables dimer resolution
via the XerCD recombinase (see Section 1.5.1). The rate at which this occurs is unknown,
but is thought to be slow, necessitating the intervention of the Rcd checkpoint. Dimer
resolution was incorporated into the model by giving each dimer a chance of resolution
prior to cell division. To observe how effective the resolution system needs to be to have a
significant impact on the stability of the system, resolution probabilities between 1% and
20% per dimer per generation, were tested in a system with a the default dimer formation
rate of 3.8×10−3.
Figure 3.9 shows that dimer resolution has very little effect on the steady-state level of
monomer-only cells in the population until it reaches at least 20%. However, the peak
level of dimer-only cells is immediately reduced with even a 1% chance of resolution per
dimer. The steady-state level of dimer-only cells is reduced only slightly as the dimer
resolution chance increases.
Looking at the effects on the overall stability of the plasmid in Figure 3.10, a 1% probability
of dimer resolution per dimer per generation, increases the stability from 2.2×10−8 to
1.7×10−8. This is not as effective as increasing the plasmid copy number by 1, which
would increase the stability to 1.1×10−8. For every 3% increase in the dimer resolution
rate, plasmid stability increases by approximately the same amount as it would do by
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Figure 3.5: Simulation behaviour with different dimer formation rates; (a)
Monomer-only cells, (b) Dimer-only cells.
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Figure 3.6: Plasmid stability with different dimer formation rates.
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Figure 3.7: Simulation behaviour with different division time penalties for
dimers; (a) Monomer-only cells, (b) Dimer-only cells.
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Figure 3.8: Plasmid stability with different division time penalties for dimers.
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increasing the copy number by 1, which is 2.5% of the monomer copy number. Whether
this is effective or not depends on the disadvantages associated with increasing plasmid
copy number. It is also worth noting that even with a 20% probability of dimer resolution
per dimer per generation, the system does not reach steady-state any faster, although
peak instability is reduced by the same amount as the eventual steady-state stability.
3.5.5 Initial Conditions
It was important to verify that the system reaches the same steady-state from different ini-
tial conditions. The simulation was run with default parameter values and a low resolution
rate of 1% per dimer per generation. The starting conditions were: a cell containing 20
monomers and 10 dimers, a cell containing 40 monomers and 0 dimers and a cell containing
1 monomer and 20 dimers.
In each case, given enough time, the steady state reached was the same as for a system
begun with a cell containing 38 monomers and 1 dimer (data not shown). Although
the dimer-only cells dominated the population early in the run when the initial cells
were dimer-heavy, the small 1% resolution chance per dimer per generation, and the
division time penalty associated with dimers, eventually caused them to be overtaken by
the monomer-only cells. For the population from an initial cell containing no dimers, the
system tended smoothly towards steady-state as dimer formation eventually occured in
each simulated repeat.
3.6 Conclusions
The simulation of Summers et al. (1993) was successfully recreated with an underlying
chemostatic model of population control, rather than subculturing. Additionally, normally
distributed cell division time was introduced to represent bacterial growth more accurately,
and to prevent the bias caused by synchronised cell division.
The results of the simulation described in this chapter broadly agree with the conclusions
of Summers et al. (1993) and the reconstructed simulation work discussed in Section 1.8:
- Imposing even a relatively small division time penalty on dimer-containing cells
contains the dimer catastrophe and stabilises the system.
- The majority of dimers in the population are hosted by dimer-only cells.
- The plasmid stability index was logarithmically related to the dimer formation
rate and the division time penalty associated with dimer-containing cells.
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Figure 3.9: Simulation behaviour with different dimer resolution probabilities;
(a) Monomer-only cells, (b) Dimer-only cells.
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Figure 3.10: Plasmid stability with different dimer resolution probabilities.
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- The time taken to reach steady-state was determined by the dimer formation
rate and the division time penalty associated with dimer-containing cells.
- A dimer resolution chance of around 3% per dimer per generation has the same
effect on plasmid stability as copy number increase of 1.
- The system was able to reach the same steady-state from a variety of initial
conditions, indicating its reliability.
This simulation is useful for the study of an ideal system. However its plasmid replication
model is inadequate. As the plasmid copy number is always restored to full between cell
divisions, an accurate parametric study of plasmid stability cannot be made and it is
difficult to assess the efficiency of the dimer resolution system.
In the following chapter, a significantly more accurate plasmid replication model is de-
veloped for inclusion into the overall cell population model. Variable copy number will
change the relationship between the stabilities of dimer-only and monomer-only cells and
thus how the different simulation parameters affect the system.
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Modelling ColE1 Copy Number
Distribution
4.1 Introduction
The number of plasmids in the cell immediately prior to division is dependent on how
many it inherited at birth and the number of replication events during the subsequent
growth period. The control system that regulates these events is stochastic in nature,
involving just a few hundred molecules in the cell and creating a degree of variability in
plasmid replication that is not currently captured in the cell population model of Chapter
3. In order to more accurately simulate plasmid behaviour, some attempt must be made
to include this statistical variation.
As detailed in Section 1.3.2, ColE1 replication is initiated by the transcription and cleavage
of a non-coding RNA, RNAII. As transcription proceeds, a second small RNA, RNAI, can
interfere with the folding of RNAII, preventing replication initiation. Both RNAI and
RNAII are transcribed constitutively from the plasmid, along with a protein, Rom, that
strengthens the RNAI-RNAII interaction. Thus, the frequency of replication is dependent
on the transcription rates of the two RNAs, their stabilities and their interaction.
There have been a number of mathematical models of ColE1 plasmid replication (see
Section 1.7). The most useful models to date are those of Paulsson and Ehrenberg, in which
the stochastic nature of plasmid replication is considered. The complex process is distilled
down to a number of key molecules, parameters and assumptions, with a view to analysing
the effects of those key parameters on the control of the replication system. Using their
models as a basis, the work described in this chapter aims to simulate plasmid replication
behaviour for incorporation into the cell population model. The replication model will
include dimer formation, dimer resolution by XerCD, and copy number variation using
realistic parameters drawn from in vivo work.
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4.2 Model Design
The model functions as a generalised Gillespie algorithm (Gillespie, 1977). The different
numbers of important molecules are counted and comprise the state of the system. There
are a number of possible events that can change the state of the system, each with an
associated rate of reaction which can be constant or based on the current state. It is
assumed that there are no local effects, that is, all of the molecules under consideration
are diffused randomly throughout the cell.
4.2.1 System State
The key molecules in this model are M , the number of plasmid monomers in the cell,
D, the number of plasmid dimers in the cell and I, the number of replication-inhibiting
RNAI molecules in the cell. The state of an individual cell is summarised by these three
parameters and referred to in this work by the shorthand (M,D, I). It is assumed that
there is always a saturating concentration of Rom protein (Keasling and Palsson, 1989)
and that higher-order multimers are sufficiently rare to ignore. The simulation time and
cell volume are also tracked. Cells are assumed to be growing exponentially such that cell
volume, v(t), doubles between birth and division (Schaechter et al., 1962).
4.2.2 Transitions
The transition events between states and their reaction rates are shown in Figure 4.1.
They are detailed as follows:
RNAI Transcription
Increases the number of RNAI molecules in the cell at a rate proportional to the
number of plasmid origins.
k1 × (M + 2D)
RNAI Degradation
Decreases the number of RNAI molecules in the cell at a rate proportional to the
number of existing RNAI molecules.
e1 × I
RNAII Transcription
Triggers a potential plasmid replication event at a rate proportional to the number
of plasmid origins. It is assumed that the eventual fate of all RNAII primers is
to form a duplex with an RNAI molecule, whether they initiate replication or not
(Tomizawa, 1986).
k2 × (M + 2D)
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Figure 4.1: State transitions and their rates in the plasmid replication model.
Replication
After RNAII transcription, the probability of successfully initiating replication is
ρ × Q(I, t). ρ is a factor to account for the fact that not all uninhibited RNAII
transcripts are able to initiate replication. The function Q(I, t) depends on the
nature of the RNAI-RNAII inhibition process (Ehrenberg, 1996). If it is dominated
by a single rate-limiting step then the function is hyperbolic:
Q(I, t) =
1
1 + I
Ki×v(t)
This is close to the case of plasmid R1 (Nordstro¨m, 1985). If instead it is governed
by multiple rate-limiting steps then the function is exponential:
Q(I, t) = e
−
I
Ki×v(t)
This is an approximation which becomes more accurate as the true number of rate-
limiting steps tends to infinity. There are at least 251 steps of nucleotide addition
in the transcription of RNAII during which it is susceptible to RNAI interference,
so this model assumes exponential inhibition.
If replication is initiated, a random origin is chosen to replicate such that the number
of monomers is increased by one, with probability M
M+2D , or the number of dimers is
increased by one, with probability 2D
M+2D . Whether the plasmid replication event is
successful or not, the number of RNAI molecules is decreased due to RNAI-RNAII
duplex formation.
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Dimer Formation
Homologous recombination converts two monomers into a dimer with a rate propor-
tional to the number of possible monomer pairs.
k3 ×M × (M − 1)
Dimer Resolution
Converts a dimer into two monomers with a rate proportional to the number of
dimers. Whilst the dimer resolution rate may be limited in vivo by the availability
of XerCD or DNA replication disrupting the complex, these factors have been ignored
for simplicity.
k4 ×D
4.2.3 Algorithm
The algorithm for this model proceeds as follows:
1. Calculate the reaction rates (r1, r2, etc..) of the possible events based on the current
system state.
2. Choose a time through which the simulation will discretely ‘jump’, based on an
exponentially distributed random number with parameter rT (the sum of all reaction
rates).
3. Choose an event to occur with a uniformly distributed random number, where each
event has a probability of occuring equal to rn
rT
.
4. Change the system state based on the chosen event and jump time.
5. Return to step 1 unless the algorithm has reached an ending condition, such as a
time or volume limit.
Thus the simulation proceeds by skipping through the continuous activity associated with a
single event, such as the base-by-base transcription of RNA, and looking at the immediate
results. The time taken to do this is determined by the rates of all possible reactions in
the system, and the probability of a specific event occuring is calculated relative to all
other events. Reactions with fast rates contribute little to the total of all reaction rates,
so the average jump time is dominated by the slowest process in the system. However,
such fast reactions are the most likely to occur and constitute the bulk of events in the
system.
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Parameter Value Description
v(t) 0.45-0.9 µm3 Cell volume
kh 0.0234min
−1 Exponential growth rate of the cell
k1 4.56min
−1 Rate of RNAI transcription initiation
k2 0.80min
−1 Rate of RNAII transcription initiation
k3 Varies Rate of dimer formation by homologous recombination
k4 Varies Dimer resolution rate
e1 0.93min
−1 Rate of RNAI degradation
ρ 0.5
Probability that a mature RNAII primer initiates
replication
Ki 4.44×10
19 RNAI-RNAII interaction constant
Table 4.1: Replication model parameters with typical values drawn from various sources (see text).
4.3 Parameters
The behaviour of the model depends on several different parameters, summarised in Table
4.1. Previous models have investigated the effects of varying these parameters (Paulsson
et al., 1998) or attempted to discern them in vivo (Brenner and Tomizawa, 1991; Lin-Chao
and Bremer, 1986, 1987). Paulsson and Ehrenberg (2001) suggest a set of parameter values
normalised to the growth rate of the cell such that the average plasmid copy number is the
same for all growth rates, but note that those measured vivo are likely to vary considerably.
Here, parameters have been normalised, though the average plasmid copy number is known
to be dependent on growth rate (Lin-Chao and Bremer, 1986).
4.3.1 Cell Parameters
The generation time for E. coli depends on its growth conditions, and can be as fast
as 24 minutes. For compatibility with the population models discussed in Section 1.7
and the culturing methods discussed in Chapter 2, the generation time here is 30 minutes.
Assuming that the rate of cell growth is proportional to its length, the growth rate is thus:
2
1
30 − 1 = 0.0234min−1
The cell volume of E. coli, v(t), also depends its growth conditions. A widely quoted aver-
age cell size in exponential phase is between 0.6 µm3 and 0.7 µm3 (Kubitschek, 1990). With
the distribution of cell sizes in exponential phase for a culture growing asynchronously,
the average cell is approximately 69% of maximum size. This model therefore uses a
convenient starting volume of 0.45 µm3 and a pre-division volume of 0.9 µm3.
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4.3.2 Plasmid Parameters
The plasmid replication behaviour is dependent on the parameters discussed below, and
any credible model must aim to generate a plasmid copy number which is consistent
with experimental observation. ColE1 has a copy number per chromosome of around 10
(Som and Tomizawa, 1983), and cells growing rapidly in exponential phase are known to
have multiple chromosomes (Cooper and Helmstetter, 1968). An average copy number of
anywhere between 15 and 40 would be acceptable for this model.
The transcription rates of RNAI and RNAII are reported to be in a ratio between 2.5:1
and 5:1 (Lin-Chao and Bremer, 1987). The same work estimates the absolute rates to
be 2min−1 for RNAI and 0.35min−1 for RNAII, strangely outside of the reported ratio
range. Brenner and Tomizawa (1991) measured the absolute number of RNAI and RNAII
molecules in vivo, but derived rate estimates inconsistent with the reported ratios. In other
plasmid replication models, the available parameter space has been searched to obtain
these rates, or they have been set relative to other parameters (Brendel and Perelson,
1993; Paulsson et al., 1998). Thus, it is somewhat a matter of preference, and here the
rates of Lin-Chao and Bremer (1987) have been normalised to the chosen growth rate.
The degradation rate of RNAI is the only other pertinent parameter, as it is assumed that
RNAII will always be degraded after its transcription, whether replication was primed
or not. Brenner and Tomizawa (1991) estimate the half-life of RNAI to be 2 minutes,
whereas Lin-Chao and Bremer (1986) estimate it at 0.55 minutes. These correspond to
degradation rates of 0.35min−1 and 1.26min−1 respectively. This model uses the 2 minute
estimate, normalised to the growth rate, as it is the more recent and generally favoured
by other models (Brendel and Perelson, 1993; Paulsson et al., 1998).
4.3.3 Replication Parameters
The probability that a primer finally initiates replication, ρ, has been estimated to be 0.5
(Brendel and Perelson, 1993).
To determine the RNAI-RNAII interaction constant Ki, some derivation is required. The
exponential term in the function Q(I, t) is of the form:
−I
Ki × v(t)
(4.1)
This is a rearranged version of equation 7 from Paulsson et al. (1998):
−Ri
Kj
(4.2)
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Therein, Ri represents the intracellular concentration of RNAI and Kj is defined as:
1
Kai × Ttr
Ttr is the transcription time of the 110-360 base region of RNAII, in which it is vulnerable
to RNAI inhibition. Kai is the association rate constant between RNAI and RNAII. The
transcription time for each of the 251 nucleotides and the association rate constant are
known to vary considerably across the vulnerability window (Tomizawa, 1986), but for this
analysis it is simpler to consider a constant transcription rate and an average association
rate constant. Taking the transcription rate to be 50 nt s−1 (Hippel et al., 1984) and Kai
to 2.7×106mol−1 s−1 (Brenner and Tomizawa, 1991):
Kj =
1
250 × 0.02 × 2.7×106
= 7.41×10−8
Including a term to convert cell volume to litres, Ri, is:
I
1000 × v(t)× 6.022×1023
Thus, using equations 4.1 and 4.2, Ki for this model is:
1000 × 6.022×1023 ×Kj = 4.44×10
19
4.4 Results
The software implementation of this model requires specification of the initial cell state,
(M,D, I), the number of successive generations to simulate, and the number of repeats
(each starting from the initial state). The state of the cell is recorded at the end of
each generation for later statistical analysis. This allows for repeated simulation of a
few generations to obtain copy number averages, or many generations to determine copy
number distribution.
Each successive generation requires the selection of one of two daughter cells to be the
next simulated. Their initial states can be determined in two ways: the plasmids (and
inhibitors) could be divided equally, akin to a plasmid partitioning system, or they could be
divided at random between the two potential cells, akin to multicopy plasmid distribution.
The latter is preferable for later inclusion in the population model, but a comparison of
the two is a useful exercise.
85
Chapter 4
4.4.1 Average Copy Number Estimates
To determine the steady-state average plasmid copy number for monomer-only cells and
dimer-only cells, the simulation was initialised with states (1, 0, 0) and (0, 1, 0) respectively.
Both the partitioning and the random distribution feedback mechanisms were tested for
each initial state. The simulation was run 100,000 times, through 25 cell generations in
each run, with dimer formation and resolution rates set to 0.
For each combination, the system reached a steady-state average plasmid copy number
in less than five generations; summarised in Table 4.2. Two interesting observations can
be made. Firstly, the average dimer copy number is approximately 62.5% of the average
monomer copy number for both feedback mechanisms, rather than 50%. This is consistent
with previous observations in vivo (Chiang and Bremer, 1988) and the consequence that
dimer-containing cells therefore contain more plasmid DNA may go some way to explaining
the dimer-associated metabolic load observed in the work of the original model (Summers
et al., 1993).
Secondly, there is a small difference in the average final state between the two different
distribution methods. Counter-intuitively, the random distribution feedback mechanism
results in 0.14 more monomers and 0.11 more dimers on average. However, this difference
is small and although the standard deviation is also slightly higher, this demonstrates that
partitioning is not required for good copy number control.
Also informative, the steady-state average inhibitor numbers, I¯ , are summarised in Table
4.3. For both monomers and dimers and both feedback mechanisms there are around 3.95
inhibitors for each plasmid origin.
To explain the increased average copy numbers under random distribution, consider that in
a new cell, the ratio of plasmids to inhibitor molecules is unlikely to be at the mean. If the
inhibitor to plasmid ratio was lower than average, there would be an increased likelihood
of replication occuring, whereas if it were higher than average, there would be a decreased
likelihood of replication occuring. The key difference between the two situations lies in
the kinetics of RNAI-RNAII interaction, as defined by equation 4.1. As this interaction
is exponential in form, the likelihood of replication in the lower than average situation is
increased by more than it is decreased in the counter-situation. Overall, this results in
increased replication with the random distribution feedback mechanism.
4.4.2 Plasmid Copy Number Distributions
In the population model, the stability of the plasmid will depend not on the average
plasmid copy number, but the copy number distribution. Those cells with fewer plasmids
are significantly more likely to suffer plasmid loss than the average, and strongly influence
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Partitioning Random Distribution
Monomers
M¯ = 29.48
σ = 2.77
M¯ = 29.62
σ = 2.85
Dimers
D¯ = 18.41
σ = 1.91
D¯ = 18.52
σ = 1.93
Table 4.2: Steady-state average plasmid copy numbers for monomer-only (M¯) and dimer-only (D¯) cells
with standard deviations (σ), subject to either equal partitioning or random distribution of key molecules
at cell divison.
Partitioning Random Distribution
Monomers
I¯ = 116.29
σ = 15.65
I¯ = 116.90
σ = 15.92
Dimers
I¯ = 145.28
σ = 19.42
I¯ = 146.22
σ = 19.59
Table 4.3: Summary of steady-state average inhibitor levels (I¯) with standard deviations (σ) for monomer-
only and dimer-only cells, subject to either equal partitioning or random distribution of key molecules at
cell divison.
Average Standard Deviation Skew
Monomers M¯ = 29.61 σ = 2.85 γ1 = 0.04
Dimers D¯ = 18.52 σ = 1.93 γ1 = 0.09
Table 4.4: Plasmid distribution statistics for monomer-only and dimer-only cells.
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the stability index calculation for a population. To estimate the distributions for monomer-
only and dimer-only cells in this model, the simulation was initialised with an average
example of each and then run through 1,000,000 successive generations. Plasmids and
inhibitors were randomly distributed at the end of each generation.
The results can be seen in Figure 4.2 and Figure 4.3. In Figure 4.3, a log scale is used
to make the extremes of the distributions more visible. The distribution statistics are
summarised in Table 4.4. As expected, the distributions are roughly normal in form, with
a slight positive skew, suggesting that it is a little more likely for the final plasmid copy
number to be above the mean than below.
The stability index (the average probability of plasmid loss across the whole cell popula-
tion, see Chapter 2) was calculated to be 1.64×10−8 for monomer-only cells and 1.26×10−5
for dimer-only cells, which is approximately 750 times less stable. If a mixed population
consisted of 1% dimer-only cells and 99% monomer-only cells, the stability index would
be 1.42×10−7, which is still nearly 10 times worse than a dimer-free population. As the
mixed population was over 10,000 times less stable than a dimer-free population in the
model of Chapter 3, introducing variable copy number clearly has a significant impact on
the behaviour of the system.
4.4.3 Dimer Formation and Resolution
In the population model of Chapter 3, dimer formation and resolution events occur, unre-
alistically, after plasmid replication for a given cell is already complete. In each generation,
a cell is given a certain probability of experiencing a dimer formation event due to ho-
mologous recombination, and each dimer is given a certain probability of resolving due
to XerCD activity. In vivo, the emergence or disappearance of a dimer can occur at any
time and therefore has a much greater impact on the final plasmid content of the cell.
Stochastic simulation can take this into account.
In this model, the rate of dimer formation is dependent on the number of matching se-
quence pairs that might recombine, that is, the number of plasmid monomer pairs, and
the parameter k3, which represents the host’s overall recombination rate. In published
work, the recombination rate is often calculated as a frequency within a cell population,
therefore there is no obvious value available for k3. However, once incorporated into the
population model, the recombination rate can be tuned to give the same steady-state level
of dimer-only cells as the existing model.
For XerCD-mediated dimer resolution, even less information is available. In this model,
the rate is dependent on the number of dimers in the cell and the parameter k4, which
represents the XerCD recombination rate.
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Figure 4.2: Probability distribution of plasmid copy number; (a) monomer-only
cells, (b) dimer-only cells
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Figure 4.3: Probability distribution of plasmid copy number on a logarithmic
scale; (a) Monomer-only cells, (b) Dimer-only cells
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This simulation can provide useful information on the relative effects of dimer formation
and resolution by looking at the change in average plasmid copy number over many suc-
cessive generations. This was done initially with a dimer formation rate of 1×10−6min−1
and no resolution, for 1,000 generations and 1,000 repeats. This caused the average copy
number to drop over time from around 30 to around 20 as the number of monomers fell
and number of dimers increased (Figure 4.4(a)). The curve is characteristic of exponential
decay, with monomers having an effective half-life of around 250 generations, which is
just over 5 days. Of course, it is probable that in the absence of dimer resolution, many
cells ended up dimer-only over the long period, but not all repeats necessarily experienced
recombination, and some dimers that emerged were not necessarily inherited by the sub-
sequent generation. Averaging the results of many repeats is similar to modelling a small
population, though without the metabolic penalty associated with dimers.
The proliferation of ColE1 dimers is opposed by Xer-cer dimer resolution in vivo. Keeping
the recombination rate at 1×10−6min−1, the resolution rate was set initially to 1×10−6min−1,
but this had no effect on the monomer rate of decay (Figure 4.4(b)). The resolution rate
was increased until an effect was observed at 1×10−3min−1, which increased the monomer
half-life to around 500 generations, though the curve was less similar to ideal exponen-
tial decay (Figure 4.4(c)). A resolution rate of 1×10−2min−1 appeared to prevent decay
altogether, though the average was still slightly reduced, likely due to some repeats still
ending in a dimer-only state (Figure 4.4(d)).
4.5 Conclusions
In this model of ColE1 plasmid replication, the state of the cell is reduced to the number
of monomer plasmids, dimer plasmids and RNAI inhibitors it contains. In the simulation,
the cell experiences events that cause it to move from one state to another. The probability
of an event occuring is based on the rate at which it occurs in the cell, and each rate is
dependent on the state of the cell itself. Thus, the lifetime of the cell is simply a series
of events chosen to occur with random numbers. The computer simulation that enacts
this model is a definitive improvement upon the plasmid replication method used by the
population model of Chapter 3.
The simulation suggested values for the steady-state number of monomers in a monomer-
only cell and dimers in a dimer-only cell. With this model and set of parameters, the
total number of origins in a dimer-only cell is significantly higher than the number in a
monomer-only cell, and the increased quantity of plasmid DNA goes some way to explain
the observed metabolic penalty for dimer-only cells. Additionally there was a difference
in the steady-state number of monomers and dimers when different feedback mechanisms
were used to tune the system. Random distribution of the cell contents at division seemed
to slightly increase the plasmid count of the pre-divisional cell.
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Figure 4.4: Plasmid copy number ( ) as the sum of the number of monomers ( ) and dimers ( ) over 1,000 successive generations, averaged over 1,000 repeats;
dimer formation rate is 1×10−6min−1 for each, dimer resolution rate is (a) no resolution, (b) 1×10−6min−1, (c) 1×10−3min−1, (d) 1×10−2min−1.
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Whilst random distribution runs a higher risk of plasmid loss, an increased copy number is
also advantageous. Indeed, such a positive feedback loop would encourage a new plasmid
with an unreliable partioning system to increase its copy number and rely less on equal
distribution. In turn, an increased copy number would impose a higher metabolic load on
host cells, selecting for smaller plasmids, encouraging the loss of the partitioning system
altogether, and further amplifying the positive feedback loop to increase copy number.
In comparison to the original model, and that of Chapter 3, variable copy number in-
troduces significant changes. Firstly, the ratio of plasmids in average monomer-only and
dimer-only cells is no longer 2:1; the difference between the stabilities of average monomer-
only and dimer-only cells is therefore less than before. Overall, due to there being a copy
number distribution rather than fixed value, plasmid stability is reduced in this model.
To what extent the simulation accurately reflects plasmid replication in vivo is difficult
to determine. The average plasmid copy number is within the 15 to 40 range aimed for,
but this could have been achieved by chance, especially when parameters were selected
from different pieces of work. Whilst the parameters of the model could be retuned for
a copy number of 40, the value used in the original model, that number has always been
at the upper end of estimates and is not used by other models. The average number of
inhibitor molecules is significantly less than the measurements of Brenner and Tomizawa
(1991), but transcription rates derived from their results do not fit the ratios reported by
Lin-Chao and Bremer (1987).
In the following chapter, this model will be incorporated into the framework of the existing
cell population model, allowing observation of the impact of variable copy number on the
overall stability of the plasmid.
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5
An Improved Model of Plasmid
Behaviour in a Cell Population
5.1 Introduction
In Chapter 3, the simulation of plasmid behaviour in a cell population provided useful
insight into the importance of different model parameters. The distribution of monomers
and dimers, the stability of the plasmid and the steady-state level of monomer-only and
dimer-only cells were all affected by the rate of dimer formation, the increased metabolic
load associated with dimers and the dimer resolution rate. The model upon which the
simulation was based ensured that the plasmid always replicated up to its full, exact
copy number prior to cell division. Given that the copy number control system of ColE1
cannot be so accurate, and that those cells with the fewest plasmids will have the greatest
probability of suffering plasmid loss, this aspect of the model is highly unrealistic and
potentially misleading.
In Chapter 4, a model of ColE1 replication was developed to consider the variability in
plasmid copy number prior to cell division. It expanded upon previous models of the
system to include plasmid dimers, the homologous recombination events that create them
and the XerCD resolution system that eliminates them. Using parameters derived from
in vivo work, it was found that dimers over-replicate compared to monomers, which is a
possible cause of the metabolic penalty with which they are associated.
In this chapter, the population model of Chapter 3 is improved by incorporating the
plasmid replication model. After testing and adjustments, the behaviour of the system
is observed through rigorous simulation. The simulation tests a range of values for the
parameters explored previously to produce data on the distribution of monomers and
dimers in the population, the steady-state level of monomer-only and dimer-only cells and
the stability of the plasmid itself.
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5.2 Simulation Design and Operation
Unlike the software of the previous two chapters, there was no need for extensive design
of this simulation. The cell population is again modelled as a priority queue, with each
cell summarised by its number of monomers, number of dimers, time at which it is due to
divide, and also, now, its number of RNAI inhibitors. When a cell divides, its monomers,
dimers and inhibitors are divided randomly between two daughter cells. The contents of
each daughter cell are then used as the initial state for the model of Chapter 4, and each
lifetime is simulated in full before the daughters are inserted back into the queue. Daughter
cells that inherit no plasmids are rejected before this stage, as previously. The simulation
proceeds until the maximum population size is reached, at which point a cell is removed
at random from the queue for each new cell inserted into the queue. The population is
sampled periodically and the various data analysed and output as per Chapter 3, with
the addition of tracking the exact distribution of plasmids in each sample for producing
two-dimensional monomer-dimer frequency plots.
There are however, some notable differences in the operation of this model compared to the
population model of Chapter 3. Certain compromises were required in order to combine
the population and plasmid replication models and these are detailed below.
5.2.1 Copy Number
The plasmid copy number in the models of Summers et al. (1993) and Chapter 3 was fixed
at 40 for monomers and consequently 20 for dimers. Whilst estimates for the copy number
of ColE1 vary, 40 is towards the upper limit. The parameters of the plasmid replication
model of Chapter 4, derived from in vivo work, produced an average copy number of
around 30, which is still within sensible estimates for ColE1. Whilst this means that the
two population models cannot be easily compared, particularly with regards to plasmid
stability, such a comparison provides little insight into the biological system anyway.
5.2.2 Metabolic Load
In the models of Summers et al. (1993) and Chapter 3, each dimer in a cell imposed a
small but significant metabolic load on the cell. In reality, any plasmid, irrespective of
whether it is a monomer or dimer, slows the growth of the host cell. The magnitude of the
load is dependent upon plasmid size, copy number and whether or not it expresses costly
gene products (Cheah et al., 1987; Seo and Bailey, 1985). The copy number of a plasmid
varies with the host and conditions in which it is grown (Nordstro¨m et al., 1984).
94
An Improved Model of Plasmid Behaviour in a Cell Population
In Chapter 4, the model suggested that the average dimer copy number is higher than
half the average monomer copy number, which is consistent with the experimental data
of Chiang and Bremer (1988). Typically, dimer-containing cells therefore contain more
origins and more plasmid DNA than monomer-only cells. Thus, if growth is penalised on
the basis of the number of plasmid origins the cell contains, dimer-containing cells should
grow more slowly. This offers an opportunity to move away from the perhaps arbitrary
penalty imposed only on dimer-containing cells in the earlier models.
There is further complication however. In the plasmid replication model of Chapter 4,
if the growth rate is reduced, the resultant average copy number increases. In reality, of
course, the other rates (RNA transcription, degradation, recombination) would also change
with the growth rate. However it is not apparent what determines the precise relationships
between the different aspects of metabolic load and plasmid content, even from studies of
macromolecular concentrations in cells of different generation times (Churchward et al.,
1982). If the growth rate were to decrease without modification of these other rates, then
each additional plasmid would slow growth more, allowing for the replication of further
plasmids to further slow the growth, and so on, until the cell eventually divides. As there
is not enough information on this potential feedback loop, it would be pure conjecture to
model the metabolic penalties imposed by plasmids in this way. So, even though it is not
necessarily accurate, this model assumes that all of the pertinent rates are proportionally
related, such that it does not matter what the growth rate is, the plasmid will achieve the
same mean copy number before cell division.
Plasmid replication is simulated in each cell as if it had a generation time of 30 minutes. To
account for the metabolic load imposed by increasing plasmid copy number, this generation
time is scaled post-simulation, according to the plasmid content of the cell. A small penalty
is added to the time at which the cell is due to divide per plasmid origin, which results,
on average, in a longer generation time for dimer-containing cells, due to their over-
replication. The number of origins in an average dimer-only cell is only 7.42 higher than
in an average monomer-only cell. Imposing the 10% difference between the generation
times of the two in earlier models would result in an unrealistic 20 minute penalty for an
average monomer-only cell compared to a plasmid-free cell. Instead, this model adopts
the 3% difference measured in vivo (Summers et al., 1993), corresponding to 0.14 minutes
per plasmid origin, which results in a more reasonable 4 minute penalty for an average
monomer-only cell compared to a plasmid-free cell.
5.2.3 Dimer Formation Rate
In Chapter 4, the dimer formation rate that resulted in approximately the same number of
recombination events per cell per generation as the earlier models was found to be 1×10−6.
After initial testing, this rate was found to be too high to imitate the steady-state level
of dimer-only cells observed in vivo (around 2.3%; Summers et al., 1993), and the rate
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was reduced to 2×10−7. The model of Chapter 4 made no attempt to reconcile itself
with in vivo data, instead focusing on improving the earlier model. Selecting this rate
and the growth rate penalty to fit in vivo data significantly improves the accuracy of the
simulation.
5.2.4 Initial Conditions
As the model now incorporates variable copy number by considering the number of RNAI
inhibitors in the cell, and the average copy number is lower, new initial conditions are
required. The average monomer-only cell has approximately 30 monomers, 0 dimers and
116 inhibitors prior to cell division, so to follow the same principle as the original model,
applying a single recombination event makes the state of the starting cell (28, 1, 116).
5.2.5 Simulation and Sampling Time
The simulation of Chapter 3 had a time limit of 7,200 minutes and sampled the popula-
tion every 60 minutes. By reducing the difference in cell growth times between average
monomer-only and dimer-only cells to only 3%, the simulation did not reach a steady-state
in the available time. Therefore, both the time limit and sample period were doubled to
14,400 minutes and 120 minutes respectively.
5.2.6 Parallelisation
With the complete model of plasmid replication included in the program, a simulated 120
hour run for a population of 10,000 cells takes in the region of 12 hours. In order to
collate statistics for 1,000 runs, the software was separated into two programs; the first
as a single run of the simulation and the second to process the raw numbers produced by
multiple instances of the first. The simulation could then be run across a computing grid
and reduce the overall run time from 12,000 hours to approximately 24 hours.
5.3 Basic operation
After initial testing, the simulation was run 1,000 times with the default parameter values,
listed in Table 5.1. In a system with variable copy number, there are far more ways of
observing the resulting behaviour of the system.
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Parameter Typical Value Description
npop 10000 Maximum population size
tori 0.14 minutes Division time penalty per plasmid origin
Trun 14,400 minutes Total simulation time
tsample 120 minutes Sample period
nrun 1000 Number of repeats
kh 0.0234min
−1 Exponential growth rate of the cell
k1 4.56min
−1 Rate of RNAI transcription initiation
k2 0.80min
−1 Rate of RNAII transcription initiation
k3 2×10
−7min−1 Dimer formation rate
k4 - Dimer resolution rate
e1 0.93min
−1 Rate of RNAI degradation
ρ 0.5
Probability that a mature RNAII primer
initiates replication
Ki 4.44×10
19 RNAI-RNAII interaction constant
Table 5.1: Combined model parameters, taken from the models of Chapters 3 and 4, adjusted to represent
in vivo data.
5.3.1 Average Steady-State Behaviour
Figure 5.1 shows the average percentage of monomer-only and dimer-only cells in the
population over time with standard deviations. The steady-state percentage of monomer-
only cells is 96.8% and the steady-state level of dimer-only cells is 2.4%. Figure 5.2 shows
the average stability index of the population over time. It settles to a steady-state value
of approximately 3.3×10−7 with a standard deviation of 1×10−7. This is equivalent to
1 cell in around 3×106 emerging plasmid-free, compared to 1 in around 6×107 for the
monomer-only distribution calculated in Chapter 4.
If the average copy number of 30 is used as the uniform copy number in the model of
Chapter 3, with the same steady-state levels of monomer-only and dimer-only cells, the
plasmid stability index works out to be approximately 1.5×10−6. Plasmid stability in this
simulation is 4 times greater due to the over-replication of dimers, suggesting that variation
in copy number may be advantageous for ColE1 when in a host that forms dimers.
5.3.2 Plasmid Distribution
Figure 5.3 shows the plasmid copy number distribution in the population, whether monomer
or dimer, at various time points. Figures 5.4 and 5.5 show the probability distribution
of cells by total number of monomers and dimers respectively, at the same time points.
Finally, Figure 5.6 shows a heat map of the probability distribution of cells by total num-
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ber of monomers and dimers; the darker the area, the more cells have that number of
monomers and dimers in an average population.
The number of plasmids per cell is clearly distributed bimodally in Figure 5.3. The two
peaks are centered around the mean copy numbers for monomers and dimers, and Figure
5.6 shows that the population consists almost entirely of monomer-only (left edge) and
dimer-only (bottom edge) cells, with a few cells of mixed population (diagonal trail). Time
point (a) corresponds to the peak of the dimer-only cell curve seen in Figure 5.1. Over
time, as seen in Figure 5.5 and the leftmost bar of Figure 5.4, the percentage of dimer-only
cells decreases from around 20% to 2.4%. The percentage of monomer-only cells increases
over time, as seen in Figure 5.4 and the leftmost bar of Figure 5.5.
Monomer-only cells are kept from achieving hegemony by relatively infrequent dimer for-
mation events. The heat maps of Figure 5.6 show a thin trail between the established
monomer-only and dimer-only populations, which are some of the progeny of cells in
which dimer formation events have occured. Their progeny will, in turn, either become
dimer-only due to the replicative advantage of dimers, or be removed from the simulation
before they reach that stage. Some will escape to the monomer-only population if they
happen to inherit none of their parent cell’s dimers, though this drives their twin faster
towards the dimer-only population.
5.4 Dimer Formation Rate
The rate at which homologous recombination converts monomer pairs into dimers was
modified to observe the effects on the behaviour of the system. Values for k3 between 0.25
and 5 times the default rate of 2×10−7min−1 were used. It can be seen in Figure 5.7 that
the steady-state level of monomer-only and dimer-only cells is dependent on the dimer
formation rate. The results are similar to those of Figure 3.5 in Chapter 3, although the
change in steady-state levels for both types of cell is more severe as the dimer formation
rate increases. Also as before, the time taken to reach steady-state is increased when the
rate of dimer formation is decreased.
Figure 5.8 shows the effects of these different dimer formation rates on the stability index
of the population. There is a logarithmic relationship between the dimer formation rate
and the stability index, as with the model of Chapter 3. The change in stability here is less
severe, however, despite the more severe changes in the steady-state levels of monomer-
only and dimer-only cells. This is probably because the calculation of the stability index
is largely determined by those cells with the fewest plasmids, which in this simulation are
produced at the tail end of the probability distribution for dimer-only cells. Increasing
the number of dimer-only cells will make it more likely for cells with a low dimer copy
number to appear in the population, but they are not the only type of dimer-only cell (as
was the case in Chapter 3).
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Figure 5.1: Percentage of monomer-only and dimer-only cells in the simulated
population over time.
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Figure 5.2: Plasmid stability index of the simulated population over time.
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Figure 5.3: Distribution of number of plasmids per cell at various time points; (a) 12 hours, (b) 48 hours, (c) 120 hours, (d) 240 hours.
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Figure 5.4: Distribution of number of monomers per cell at various time points; (a) 12 hours, (b) 48 hours, (c) 120 hours, (d) 240 hours.
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Figure 5.5: Distribution of number of dimers per cell at various time points; (a) 12 hours, (b) 48 hours, (c) 120 hours, (d) 240 hours.
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Figure 5.6: Colour map representation of the plasmid probability distribution at various time points; (a) 12 hours, (b) 48 hours, (c) 120 hours, (d) 240 hours.
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Figure 5.7: Simulation behaviour with different dimer formation rates; (a)
Monomer-only cells, (b) Dimer-only cells.
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Figure 5.8: Plasmid stability with different dimer formation rates.
10
4
An Improved Model of Plasmid Behaviour in a Cell Population
5.5 Division Time Penalty
The division time penalty imposed on cells for each plasmid origin they contain was varied
to observe the effects on the behaviour of the system. Penalties between 0.2 and 5 times
the 0.14 minutes calculated as the default were used. As in the model of Chapter 3, an
increased penalty on dimer-containing cells results in a lower steady-state level of dimer-
only cells and a higher steady-state level of monomer-only cells (Figure 5.9). Although a
higher penalty in this case also increases the generation times of monomer-only cells, they
do not have to compete with plasmid-free cells, which are not allowed to survive.
Figure 5.10 shows that the relationship between the metabolic penalty and plasmid sta-
bility is again logarithmic. The changes in plasmid stability are less severe than for the
model of Chapter 3. The speed with which the system reaches steady-state is considerably
increased when the penalty is increased, and the plasmid stability is higher. This contrasts
with the effects of changing the dimer formation rate, where steady-states with increased
plasmid stability take longer to reach.
5.6 Dimer Resolution
The rate of dimer resolution, controlled by the parameter k4, was varied to observe
the effects on the behaviour of the system. Values for k4 between 1×10
−6min−1 and
1×10−2min−1 were tested in a system using otherwise default parameter values. There
was no discernable effect on the behaviour of the system until k4 was raised to around
1×10−4min−1 or higher; only results using values at or above this point are discussed
here. Figure 5.11 shows the steady-state levels of monomer-only and dimer-only cells
in the population. Whilst the level of monomer-only cells is unaffected until k4 reaches
1×10−2min−1, the level of dimer-only cells is reduced a little at 1×10−4min−1, consider-
ably more at 1×10−3min−1 and almost completely at 1×10−2min−1.
Figure 5.12 demonstrates that the plasmid stability index is heavily influenced by the level
of dimer-only cells in the population. A k4 value of 1×10
−4min−1 has a marginal effect on
plasmid stability. A dimer resolution rate of 1×10−3min−1 improves on this, but is only
as effective as increasing the average plasmid copy number by 1. Increasing the dimer
resolution rate further to 1×10−2min−1 brings plasmid stability up to the level seen in a
population of monomer-only cells.
1×10−2min−1 is 50,000 times the dimer formation rate, demonstrating how significant
their replicative advantage is. Colloms et al. (1996) incubated plasmids containing 2 cer
sites with purified XerC, XerD, ArgR and PepA for 1 hour in vitro, and observed that
30% had formed a Holliday junction (a conformation adopted after exchange of the first
DNA strand) in this time. Assuming that the rate of Holliday junction formation was
105
C
h
a
p
t
e
r
5
50%
60%
70%
80%
90%
100%
0h 24h 48h 72h 96h 120h 144h 168h 192h 216h 240h
P
er
ce
n
ta
g
e
o
f
P
o
p
u
la
ti
o
n
Simulation Time
(a)
0%
10%
20%
30%
40%
50%
0h 24h 48h 72h 96h 120h 144h 168h 192h 216h 240h
P
er
ce
n
ta
g
e
o
f
P
o
p
u
la
ti
o
n
Simulation Time
(b)
Figure 5.9: Simulation behaviour with different division time penalties per
plasmid origin; (a) Monomer-only cells, (b) Dimer-only cells.
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Figure 5.10: Plasmid stability with different division time penalties per plasmid
origin.
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Figure 5.11: Simulation behaviour with different dimer resolution rates; (a)
Monomer-only cells, (b) Dimer-only cells.
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Figure 5.12: Plasmid stability with different dimer resolution rates; stability of
a monomer-only population is shown for reference.
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proportional to the number of unchanged plasmids, this corresponds to a rate of initial
strand exchange of 0.6×10−3min−1. Given that this was with saturating quantities of the
necessary proteins, and represents only the first step in dimer resolution, it is unlikely
that a dimer resolution rate of even 1×10−3min−1 can be achieved in vivo, let alone
1×10−2min−1. This suggests an explanation for the existence of the Rcd checkpoint.
5.7 Conclusions
This model combined the framework of the population model (Chapter 3) with a more
accurate model of plasmid replication (Chapter 4). Some compromise was required to
unite the two models, mostly in the choice of parameter values. The software itself was
modified to run on multiple processors, taking full advantage of the available computing
resources.
The behaviour of the system was observed with various parameter values, similarly to the
work of Chapter 3. Though the response of the system to a parameter change was less
dramatic, the results in this model were similar to those of the previous model:
- Imposing a division time penalty per plasmid origin contained the dimer catastrophe,
as the over-replication of dimers penalised their hosts’ growth rate.
- The majority of dimers in the population were hosted by dimer-only cells.
- Plasmid stability was logarithmically related to both the dimer formation rate and
the division time penalty imposed per plasmid origin.
- Whilst increasing the dimer formation rate made the system take longer to reach
steady-state, increasing the division time penalty made it take less time.
- The rate of dimer resolution required to significantly affect plasmid stability was at
least 5,000 times greater than the rate of dimer formation; comparing this rate to in
vitro data suggested an explanation for the existence of the Rcd checkpoint.
- The system was still very robust, reaching the same steady-state from a variety of
initial conditions.
The most striking effect of introducing variable copy into this model is the change in the
relative stability of plasmids in monomer-only and dimer-only cells. The plasmid stability
in a population without dimer formation is only 8 times that in a population with it, which
equates to a copy number increase of just 3. In the model of Chapter 3, with a uniform
copy number equal to the average copy number here, this difference is around 750 times.
Variable copy number worsens the stability of a monomer-only population, but improves
the stability of a population with dimers due to their over-replication. This means that
the effectiveness of a dimer resolution system is lessened, however efficiently it may act.
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The Effect of Indole on
Plasmid Replication
6.1 Introduction
Homologous recombination in vivo creates plasmid dimers, with independently acting
origins of replication that give them a replicative advantage over monomers (Summers
et al., 1993). Simulations of the plasmid copy number control system in Chapter 4 suggest
that whilst dimers replicate to a higher average copy number than half that of monomers,
there are still fewer independent plasmids in a dimer-containing cell, threatening stability.
Xer-cer site-specific recombination resolves dimers into monomer pairs, providing a way to
restore plasmid stability. It is assisted in this by the Rcd checkpoint. Rcd is a small RNA
transcribed from the cer -sites of plasmid dimers (Patient and Summers, 1993). Rcd in-
teracts with tryptophanase, enhancing the enzyme’s affinity for its substrate, tryptophan,
and increasing the production of indole (Chant and Summers, 2007). In broth culture and
on plates, cell division and growth are severly inhibited by overexpression of Rcd, or by
the addition of exogenous indole (Chant and Summers, 2007; Patient and Summers, 1993).
The Rcd checkpoint hypothesis is based on these observations and the fact that plasmid
loss can only occur at cell division. It proposes that, in response to dimer accumulation,
Rcd expression increases indole production, delaying cell division and allowing time for
Xer-cer dimer resolution to restore plasmid stability.
In this chapter, the Rcd checkpoint hypothesis is subjected to critical examination and
found to be incomplete; the proposed mechanism would not be enough to prevent plasmid
instability. The effects of indole on plasmid replication are studied to look for an as yet
undetected aspect of the checkpoint and an expanded hypothesis is proposed.
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6.2 Examination of the Rcd Checkpoint Hypothesis
6.2.1 Inhibition of Cell Division is Insufficient to Ensure Plasmid Stability
The Rcd checkpoint hypothesis suffers from a critical flaw. If cell division is prevented
in an ideal manner, then all other cellular processes would continue, including growth.
Continued cell growth would dilute RNAI and so plasmid replication would continue at
the same rate as before. In a cell with both monomers and dimers, dimers would continue
to out-replicate monomers. If the rate at which dimers are being created remains the
same, whether the cell has divided or not, then dimer resolution is made no more effective
by delaying division.
Figure 6.1 illustrates this point; the fates of two identical cells, A0 and B0, are shown
with and without delayed cell division due to the Rcd checkpoint, respectively. At the
outset, each contains three monomers and a single dimer of a plasmid with an imagined
copy number of 5. A0, whose cell division is delayed, eventually grows to a volume equal
to the combined volume of B1 and B2 (daughters of B0, which divided normally). The
plasmid in both cases has maintained its concentration, but the dimer has had greater
opportunity to replicate in cell line A. Plasmid loss is avoided by not dividing, but this
is a temporary solution since the cell must eventually divide. Whilst plasmid loss is less
likely when cell A0 divides than when cell B0 divides, its daughters will be worse off in the
long run, with fewer total plasmids and more dimers. Delayed cell division can therefore
only be effective if the accumulation of dimers is simultaneously prevented. A plausible
way to do this would be by inhibiting plasmid replication.
Cell Line A Cell Line B
A0
A1 A2
B0
B1 B2
Figure 6.1: The fates of cells A0 and B0, with delayed and normal cell division respectively. Delayed cell
division in A does not improve the stability of the plasmid in the long run. Plasmid monomers are depicted
as small circles; dimers as larger circles. Dashed lines show cell growth; solid lines show cell division.
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6.2.2 Inhibition of Cell Growth is Insufficient to Prevent Plasmid Replication
Indole does more than just prevent cell division; it also inhibits cell growth at a concen-
tration of 3mm or higher (Chant and Summers, 2007). If slower growth were to indirectly
reduce the rate of plasmid replication, then the checkpoint would be effective.
When cell growth is inhibited, the subsequent plasmid replication behaviour will depend
on changes in the transcription rates of RNAI and RNAII and the degradation rate of
RNAI. If the transcription, degradation and growth rates in the plasmid replication model
of Chapter 4 are all increased or decreased proportionally to one another, then the plasmid
replication rate matches the cell growth rate. This means that the average copy number
prior to cell division remains constant, at around 30.
If the growth rate is decreased but the synthesis and degradation rates of RNAI and
RNAII remain unaltered, the average plasmid copy number is increased. In this case,
a higher concentration of RNAI results in a decreased chance of successful replication
priming. However, over the increased generation time, there are more replication attempts
made by RNAII transcription and, despite the reduced chance of success for each RNAII
transcript, there are more plasmid replication events overall. If the transcription and
degradation rates were decreased more severely than the growth rate, the average plasmid
copy number is decreased, which would make the checkpoint effective.
There is empirical evidence supporting the hypothesis that the plasmid replication rate
is only marginally affected by a reduced growth rate. Although R1 has control kinetics
closer to hyperbolic than exponential, if the plasmid is given more time to replicate before
cell division, copy number increases. Engberg and Nordstro¨m (1975) report that the copy
number of plasmid R1 is increased from two to six when the growth rate is decreased from
1.8 to 0.4 doublings per hour. Atlung et al. (1999) similarly report that the copy number
of plasmid pBR322, a ColE1 derivative, increases 3- to 4-fold when the generation time is
increased from 20 to 80 minutes.
Increased plasmid copy number is also associated with slowed growth as broth culture en-
ters stationary phase. This was quantified by Stueber and Bujard (1982), who report that
the copy number of pBR322 increases 4-fold from exponential to stationary phase in corre-
lation with the reduced growth rate. Stationary phase cultures are therefore preferred for
high yield plasmid extraction. The addition of chloramphenicol to a culture just entering
stationary phase further increases the yield of ColE1-like plasmids (Clewell, 1972; Frenkel
and Bremer, 1986). In the presence of chloramphenicol, protein synthesis is inhibited but
RNA and DNA synthesis continue for as long as the relevant proteins remain intact. This
leads to continued expression of the RNAs responsible for plasmid copy number control
and, as seen at slower growth rates, continued plasmid replication.
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These pieces of evidence all indicate that reducing the cell growth rate will not prevent
continued plasmid replication. At best it might reduce the rate of dimer proliferation, but
the difference is unlikely to be dramatic enough for the dimer resolution system to become
significantly more effective. If the inhibitory effects of indole on cell division and growth are
not sufficient to make the resolution system effective, how does the Rcd-indole mechanism
stabilise the plasmid? Indole must have an additional, as yet unknown, effect on the cell.
The dimer catastrophe can be mitigated either by increasing the rate of dimer resolution or
decreasing the rate of dimer creation. Stimulation of site-specific recombination by indole
seemed less plausible, so the effect of indole on plasmid replication was investigated.
6.3 The Effect of Indole on Plasmid Replication
In order to investigate the effect of indole on plasmid replication it is necessary to elevate
its intra-cellular concentration in a controlled manner. One way to achieve this is to
stimulate endogenous indole synthesis via a temperature-sensitive Rcd expression system
on a plasmid (Rowe and Summers, 1999). However, indole production by this method is
hard to quantify, and introducing a temperature change creates an additional variable.
Alternatively, indole can be introduced exogenously by addition of indole stock solution,
in ethanol, to broth culture. This simpler option was used here.
The major difficulty in establishing whether indole affects plasmid replication directly is
that it also impedes cell division and growth. A way to control for the growth and division
effects is needed. There are a number of antibiotics, including chloramphenicol, that will
prevent cell division and growth entirely, but allow for continued plasmid replication.
Therefore, to observe the direct effect of indole on plasmid replication, chloramphenicol
and indole could be added to broth culture together, and the effect compared with the
addition of chloramphenicol alone.
6.3.1 Plasmid Replication in Chloramphenicol-Treated Cells
To confirm that plasmid replication continues in chloramphenicol-treated cells, a culture
of E. coli W3110 that had been transformed with the plasmid pBR322 was grown in LB
medium at 37 ◦C. When the culture reached an OD600 of around 0.2, chloramphenicol
(34 µgml−1) was added to stop cell division and growth. At this time point, and every 1.5
hours thereafter for the next 7.5 hours, plasmid DNA was prepared from a fixed volume of
culture and the OD600 recorded (Figure 6.2). The samples were then normalised to correct
for variation in OD600 and visualised by gel electrophoresis (Figure 6.4(a)). The gel image
was analysed with Quantity One software to produce densitometry data, quantifying the
change in plasmid DNA over time (Figure 6.3).
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The gel image shows that after the addition of chloramphenicol, the brightness of the
plasmid bands grows consistently over time, reaching maximum brightness at 6 hours. This
is confirmed by the densitometry data. As the OD600 of this culture increases only slightly
after the addition of chloramphenicol, this indicates that plasmid replication continues
despite the inhibition of cell division and growth. The apparent cessation of plasmid
replication after 6 hours is because either replication has stopped due to degradation of
the relevant machinery, or band brightness is saturated by visualisation of the gel itself.
6.3.2 Indole Prevents Plasmid Amplification
The experiment described in the previous section was repeated with the addition of both
chloramphenicol and 5mm indole. Figure 6.4(b) shows that whilst the brightness of the
plasmid bands increases slightly in this culture, it does so far less than in a culture treated
with chloramphenicol alone (Figure 6.4(a)). The densitometry data (Figure 6.3) for these
samples confirms this conclusion. Thus the plasmid amplification seen in the culture
treated with chloramphenicol alone is prevented by simultaneous treatment with indole.
As the OD600 of the culture containing both chloramphenicol and indole decreases over
time (Figure 6.2), and the samples were normalised by this measure, the total plasmid
DNA in the culture is increasing even less than Figure 6.3 might suggest, perhaps even
remaining the same over time.
As a positive control (Figure 6.4(c)), a culture was treated with both chloramphenicol and
nalidixic acid (30 µgml−1), as nalidixic acid is known to inhibit growth, cell division and
plasmid replication (Uhlin and Nordstro¨m, 1985). The effect on plasmid replication was
similar to that seen in the culture treated with indole and chloramphenicol (Figure 6.4(b)).
Densitometry confirms that the two sample sets are similar, though normalisation obscures
the fact that there is an increase in the total plasmid DNA over time for the culture treated
with nalidixic acid, as its OD600 increases 3- to 4-fold (Figure 6.2). It is possible that this
concentration of nalidixic acid is insufficient to completely prevent plasmid replication,
but is inhibiting the amplification seen in culture treated with chloramphenicol alone.
So for cultures treated with chloramphenicol and either indole or nalidixic acid, plas-
mid replication does not continue as in the culture treated with chloramphenicol alone.
Nalidixic acid is known to inhibit plasmid replication, so this is no surprise. However, it
appears that indole is also directly inhibiting plasmid replication.
6.3.3 Indole Alone Inhibits Plasmid Replication
It is not certain that the mechanism of plasmid replication in chloramphenicol-treated cells
is the same as in the absence of chloramphenicol. It could be argued that the inhibition
of plasmid replication by indole in chloramphenicol-treated cells might not occur in the
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Figure 6.2: OD600 of broth cultures treated with combinations of chloramphenicol (Cm), indole and
nalidixic acid (NA (see Key).
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Figure 6.3: Change in plasmid DNA content of cells treated with combinations of chloramphenicol (Cm),
indole and nalidixic acid (NA) (see Key). Values are in arbitrary units of brightness measured relative to
t0.
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Figure 6.4: Plasmid DNA extracted from cells treated with different chemical combinations; (a,d) chloram-
phenicol, (b) chloramphenicol and indole, (c) chloramphenicol and nalidixic acid, (e) indole, (f) nalidixic
acid. The time at which each sample was taken is given beneath it, in hours.
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absence of chloramphenicol. To test this possibility, 5mm indole was added to a culture
in the absence of chloramphenicol and the experiment repeated. A control with only
nalidixic acid (30 µgml−1) was also tested. The results were again visualised with gel
electrophoresis, and the subsequent images analysed by densitometry.
For the culture treated with indole alone, the brightness of the plasmid bands decreases
slightly over time (Figure 6.4(e)), confirmed by the densitometry data (Figure 6.3). This
suggests that plasmid DNA is actually being lost from the culture. The OD600 of this
culture decreased in the same way as the culture with both indole and chloramphenicol
(Figure 6.2). This is likely due to cell lysis, which will cause plasmid loss into the super-
natant, where the DNA can be sheared or lost during the extraction procedure. However,
the most important observation is that there is no continued plasmid replication, confirm-
ing the conclusion of the first experiment that indole is inhibiting plasmid replication and
demonstrating that the inhibition is independent of the presence of chloramphenicol.
For the culture treated with nalidixic acid alone, the increase in brightness of the plasmid
bands was similar to that of the culture with both nalidixic acid and chloramphenicol
(Figure 6.4(f)). The densitometry data for these two cultures is also very similar (Figure
6.3). The OD600 of the culture treated with nalidixic acid, however, rises over time; cells
treated with nalidixic acid are known to elongate for a period after exposure (Kantor and
Deering, 1968). So overall, the total plasmid DNA in the culture is increasing, such that
the plasmid copy number is being maintained. This is still evidence of inhibition, however,
as the slower growth of the culture would ordinarily result in increased copy number.
This set of experiments was repeated with plasmid pUC18, which is a very high copy
number ColE1 derivative. The results were the same; 5mm indole inhibited plasmid
replication with or without chloramphenicol (data not shown).
6.4 Concentration Dependence of Plasmid Replication Inhibition by Indole
Using chloramphenicol treated cells, different concentrations of indole were tested to find
the concentration dependence of the plasmid replication inhibition. Cultures were treated
with chloramphenicol (34 µgml−1) as well as indole at 1mm, 2mm, 3mm, 4mm and 5mm.
As indole was introduced to each culture in ethanol solution, a 0mm indole, 0.5% ethanol
control was also tested. In each case, the OD600 of the culture remained approximately
the same over time (Figure 6.5). Figure 6.7 shows the results of the subsequent plasmid
preparations. The gels were analysed with the same densitometry methods as before and
the results are shown in Figure 6.6.
A concentration of 2mm indole or higher is enough to have an effect on the subsequent
accumulation of plasmid DNA. The difference is significant at 3mm indole or higher and
5mm prevents replication almost entirely. In experiments on the effects of indole on cell
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division and growth, 3mm is the point at which colonies begin to appear smaller on agar
plates, with no visible growth at all at higher concentrations. This perhaps indicates
that the same intracellular target is involved in the inhibition of plasmid replication, cell
division and growth.
In the cells treated with 1mm indole, there appears to be a greater accumulation of
plasmid DNA than in the ethanol control. This is a surprising observation, as 1mm indole
is approximately the concentration seen in the supernatant of stationary phase cultures,
implying that plasmid replication could be enhanced at a point where the plasmid ought
to be more considerate of the metabolic load it is imposing on its host.
6.5 Replication Inhibition for Monomers and Dimers
With strong evidence that indole inhibits plasmid replication, it was considered that there
may be stronger inhibition of dimer replication than monomer replication. This is an
attractive idea, as it would allow monomers to continue to replicate whilst the dimers
cease replicating and undergo resolution, all the while maintaining high copy number.
To test this possibility, plasmid pBR322 was transformed into E. coli strain JC8679; a
recBC mutant that has high recombination activity, resulting in a ‘ladder’ of plasmid
multimers. After extraction of plasmid DNA, the monomers and dimers were separated
by gel electrophoresis and their bands cut from an agarose gel for purification. They
were then transformed separately into E. coli strain DS941, a recF mutant with minimal
recombination activity, in which the incoming plasmid species (monomer or dimer) would
be maintained.
Identical cultures containing either monomers or dimers were treated with chloramphenicol
(34 µgml−1) and indole at 0mm (ethanol control), 1mm, 2mm, 3mm, 4mm and 5mm.
Qualitatively, the effect of indole on plasmid replication appeared to be the same for both
monomers and dimers (data not shown). However, it is worth noting that they were tested
separately. It remains possible that when both are present in the same cell, indole inhibits
the replication of plasmid dimers preferentially.
6.6 The Effects of Indole Analogs on Plasmid Replication
In previous studies in this laboratory, it was found that certain hns mutants of E. coli
exhibited an unusual indole response. The addition of 3mm indole to a broth culture
of this strain causes it to enter a quiescent state, in which cell division and growth are
suspended, but the rate of protein synthesis remains high (C. Chen and D. Summers, pers.
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Figure 6.5: OD600 of the broth cultures after addition of the chloramphenicol at 34 µgml
−1 and indole at
different concentrations (see Key).
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Figure 6.6: Change in DNA content of cells treated with chloramphenicol at 34 µgml−1 and indole at
different concentrations (see Key). Values are in arbitrary units of brightness measured relative to t0.
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Figure 6.7: Plasmid DNA extracted from cells treated with chloramphenicol at 34 µgml−1 and indole at
different concentrations. The time at which each sample was taken is given beneath it, in hours.
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comm. 2010). This is desirable for use in industry, though there is still a degree of cell
lysis due to indole toxicity.
In order to find alternatives to indole for the induction of quiescence, a number of chemical
analogs of indole (see Table 6.1) were tested (C. Chen, pers. comm., 2010). These analogs
were screened initially for their effects on growth of the wild-type E. coli strain W3110.
It was found that isoquinoline, quinoline, 3-β-indoleacrylic acid and 1-acetylindoline in-
hibited growth in a similar way to indole. Indoline, tryptamine, indole-3-acetic acid and
pyrrole had considerably less or no effect on growth.
To investigate whether these analogs also affect plasmid replication, chloramphenicol-
treated cells were exposed to 5mm of each and assayed as before. Figure 6.8 shows the
results of the plasmid preparations. The gel was analysed with the same densitometry
methods as before and the results are shown in Figure 6.9. Isoquinoline, indoline and 3-β-
indoleacrylic acid appear to inhibit plasmid replication strongly. Indole appears to inhibit
plasmid replication less than these three according to the densitometry data, however the
higher level of background fluorescence in those tracks makes the assay less reliable – it is
symptomatic of cell lysis, which makes normalisation, to correct for differences in OD600,
inaccurate.
Whilst isoquinoline and 3-β-indoleacrylic acid inhibit growth in addition to plasmid repli-
cation, indoline does not. Quinoline inhibits growth but does not appear to affect plasmid
replication. 1-Acetylindoline also inhibits growth, but seems to have no effect on plasmid
replication for the first two hours of the assay, after which it appears inhibitory. This
may be due to slow uptake by the cell, but the transport mechanism for this chemical is
unknown. It has been demonstrated that the same indole concentration is required to in-
hibit plasmid replication, cell division and growth, suggesting that a single target may be
responsible for all three phenotypes. In contrast, this experiment suggests that different
indole analogs can inhibit different processes, suggesting that indole has multiple targets.
6.7 Conclusions
The Rcd checkpoint hypothesis proposes that the role of indole is to prevent the division of
dimer-containing cells, granting the resolution system the time to restore plasmids to the
monomeric state. However, careful inspection of the hypothesis revealed that inhibition of
cell division is not sufficient to achieve this, as plasmid replication would continue. Dimers
would continue to out-replicate monomers, and possibly overwhelm the Xer-cer resolution
system.
Indole, however, also slows growth. Whilst this reduces the dilution rate of RNAI, de-
creasing the chance that RNAII will successfully initiate plasmid replication, there is more
time available for RNAII transcription. This means that plasmid copy number increases
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Chemical Name Structure
Growth
Inhibition
Plasmid
Replication
Inhibition
(b) Indole
NH
X X
(c) Isoquinoline
N
X X
(d) Indoline
NH
– X
(e) Tryptamine
NH
NH2
– –
(f) Indole-3-Acetic Acid
O
OH
NH
– –
(g) Quinoline
N
X –
(h) Pyrrole
NH
– –
(i) 3-β-Indoleacrylic Acid
NH
H
H
O
OH
X X
(j) 1-Acetylindoline N
O
CH3
X ?
Table 6.1: Chemical analogs of indole tested for their effects on cell growth and plasmid replication. Letters
in the leftmost column refer to Figure 6.8. Solutions were prepared according to Table 2.5.4.
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Figure 6.8: Plasmid DNA extracted from cells treated with chloramphenicol and different chemical analogs
of indole; (a) ethanol, (b) indole, (c) isoquinoline, (d) indoline, (e) tryptamine, (f) indole-acetic-acid, (g)
quinoline, (h) pyrrole, (i) 3-β-indoleacrylic acid, (j) 1-acetylindoline. The time at which each sample was
taken is given beneath it, in hours.
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Figure 6.9: Change in DNA content of cells treated with different indole analogs. Values are in arbitrary
units of brightness measured relative to t0..
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in slower growing cells. Observations of this, as well as cells in stationary phase and those
treated with chloramphenicol, indicate that plasmid replication is largely unaffected by
slowed growth. This indirect effect cannot, therefore, assist dimer resolution, and the
hypothesis that indole may have a direct effect on plasmid replication was investigated.
To separate the effect of indole on plasmid replication from its effects on cell division and
growth, a broth culture of plasmid-carrying E. coli was treated with chloramphenicol.
This caused amplification of the plasmid over time, as replication continued and plasmid
DNA accumulated. However, in the presence of 5mm indole, this effect was negated, such
that the total amount of plasmid DNA remained roughly constant. This effect was also
observed with the addition of 5mm indole alone, eliminating the possibility that it might
have inhibited a replication process specific to chloramphenicol-treated cells. Although
it is not rigorously demonstrated here, preliminary experiments suggest that cells will
recover from indole treatment with their plasmid replication restored (unpublished data).
A range of indole concentrations was tested with the same assay. The inhibition of plasmid
replication was significant from a concentration of 3mm or higher, though 1mm seemed
to actively enhance plasmid replication. The effect of indole on plasmid replication was
also shown to favour neither monomers or dimers.
6.7.1 Indole Has Multiple Targets
Indole analogs were tested to observe their effects on plasmid replication, and to com-
pare this with their effects on cell growth. Though isoquinoline and 3-β-indoleacrylic
acid inhibited both plasmid replication and growth, indoline only affected plasmid replica-
tion, quinoline only affected cell growth and the results for 1-acetylindoline were unclear.
Tryptamine, indole-3-acetic acid and pyrrole appeared to affect neither plasmid replication
nor cell growth, though they were not necessarily taken up by the cell. That there are
two different sets of responses for these structurally similar chemicals suggests that there
might be two different targets involved, which are both inhibited by indole.
In fact, at least two targets for indole have been recently identified. Firstly, it has been
shown to disrupt the ring formation of protein FtsZ (Pinero and Summers, in prep.), which
could be responsible for inhibition of cell division. Secondly, in vitro experiments with a
synthetic cell membrane suggest that the free diffusion of indole through the membrane
increases its permeability to positive ions (Chimerel and Keyser, in prep.). If the mem-
brane was made permeable to H+ ions in this way, then the loss of membrane potential
could severely disrupt ATP synthesis, which would explain the observed inhibition of cell
growth.
There are a number of ways in which indole could interfere with the replication of ColE1.
Perhaps it has DNA binding properties which modify the rate of RNAI and RNA II
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transcription, or perhaps the RNAs themselves are being interfered with. There are also a
number of potential targets in the replication machinery, and there is always the possibility
that this effect is indirect, a symptom of indole interacting with an altogether different
system.
6.7.2 A Modified Rcd Checkpoint Hypothesis
A modified hypothesis can be formed from the observations reported in this chapter.
Increased indole production in the cell, in response to Rcd expression from plasmid dimers,
directly inhibits plasmid replication, cell division and growth. The plasmid cannot be lost
if the cell does not divide, which is made ‘safe’ by significantly reducing the rate at which
new dimers are created. This makes it more likely that existing dimers will be resolved by
Xer-cer recombination, and that the plasmid will be stable when cell division eventually
occurs.
Without careful analysis of the system in vivo, it is difficult to estimate the time period
over which this mechanism would operate. It may be that Rcd expression from just a single
dimer causes a sufficient build-up of indole inside the cell to induce enough inhibition to
aid resolution of that dimer. Alternatively, it may take several dimers to cause an arrest,
preventing their accumulation or resolving all of them. Perhaps the system is designed
only for dimer-only cells, reducing the probability of a sub-population establishing itself
with substantially reduced plasmid stability.
There is also the question of whether an intracellular concentration of 3mm indole (the
point at which there is significant inhibition) is achievable. Measurement of indole concen-
tration is very difficult at the intracellular level, but it is known that a broth culture has
an extracellular concentration of 1mm indole by the time it has reached stationary phase.
Indole diffuses freely through the cell membrane (Chimerel and Keyser, in prep.), but cell
volume is very small, such that the intracellular concentration of indole will be closely
related to its rate of production. Thus a high intracellular concentration can be achieved
quickly with a high production rate, but the indole will remain near undetectable in the
large volume of the continuously agitated supernatant. This is much like a campfire pro-
ducing smoke; close to the fire, the smoke is dense, but move away and it is unnoticeable
in a breezy sky. Determining how much indole is produced by dimer-containing cell, and
how significantly this affects the cell’s behaviour is an important focus for future work.
Having demonstrated that indole inhibits plasmid replication, the mechanism by which it
does so will be investigated in the next chapter.
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The Mechanism of Plasmid Replication
Inhibition by Indole
7.1 Introduction
Analysis of the Rcd checkpoint in Chapter 6 suggested that the inhibition of cell growth
and division would only improve plasmid stability if plasmid replication was also inhibited.
It was demonstrated that indole was able to inhibit plasmid replication independently of
its effects on cell division and growth.
This chapter concerns itself with the mechanism by which indole inhibits plasmid replica-
tion. The effect may or may not be specific to plasmid replication. Inhibition of all DNA
replication could be achieved by targetting DNA polymerase I or III, as some rifamycin
derivatives do (Frolova et al., 1977), or by allosteric inhibition of the process through
DNA-binding, perhaps in the manner of chloroquine (O’Brien et al., 1966). Alternatively,
inhibition of DNA replication could be more severe for a plasmid than for the chromo-
some, as caused by the inhibition of DNA gyrase by oxolinic acid (Gellert et al., 1977) or
novobiocin (Hooper et al., 1984). Finally, it could be highly specific to the replication of
ColE1-like plasmids, perhaps by modulating the conformation of RNAII via a riboswitch
(reviewed in Winkler and Breaker, 2005).
For the purposes of the Rcd checkpoint, the preferential inhibition of plasmid replication,
or the specific inhibition of ColE1-like plasmid replication, would seem preferable. The
chemical structure of indole provides some clues as to how it might achieve this. Indole
consists of a benzene ring fused with a nitrogen-containing pyrrole ring (Figure 7.1). Indole
derivatives have been investigated for antibiotic activity – specifically, for their potential
as inhibitors of DNA gyrase (Hubschwerlen et al., 1992; Oblak et al., 2005).
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Figure 7.1: The chemical structures of indole, indolinone and compound 1 (Oblak et al., 2006).
Oblak et al. (2005) discovered, in silico, an indolinone derivative (compound 1; Figure 7.1)
that was believed to be a potent inhibitor of DNA gyrase. A model for binding between
this compound and the GyrB subunit of DNA gyrase was proposed (Oblak et al., 2006). It
showed that the indole substructure of compound 1 fits into a hydrophobic pocket in the
ATP-binding site, suggesting an ATP-competitive mechanism of inhibition. It is possible
that indole alone could bind in the same way, though perhaps with a much weaker affinity.
In this chapter, therefore, the effect of indole on DNA gyrase activity is investigated in
vitro.
7.2 Indole Inhibits DNA Gyrase in vitro
DNA gyrase introduces negative supercoils to closed circular DNA in a reaction that
requires ATP and Mg2+ and is further stimulated by spermidine (Gellert et al., 1976).
Supercoiled DNA migrates through agarose gel by electrophoresis faster than relaxed DNA.
A simple in vitro assay was thus designed to detect DNA gyrase activity by monitoring
the increase in negative superhelicity of closed circular DNA (see Chapter 2 for details).
Initial assays were performed to determine the optimal quantity of enzyme and relaxed
plasmid DNA to use such that the supercoiling reaction was completed over 1 to 2 hours
and the resolution of the plasmid topoisomers in agarose gel was sufficient. Further, it was
determined that the best way to stop the reaction, to allow subsequent electrophoresis of
all samples simultaneously, was by heat inactivation of the enzyme at 65 ◦C for 20 minutes.
The assay was then performed with the addition of 1mm, 2mm, 5mm and 10mm indole.
The indole was dissolved in ethanol, and so a 1.3% ethanol (no indole) control was also
tested, along with positive (no indole or ethanol), negative (no enzyme) and positive-for-
inhibition (120 µm nalidixic acid) controls. The reaction mixture was sampled every 20
minutes for 100 minutes and the samples analysed by gel electrophoresis (Figure 7.2).
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The positive control (b) shows that more of the DNA shifts towards the fastest-moving
band over time, indicative of supercoiling activity. Each of the bands between the relaxed
and fastest band represents an additional complete supercoil in the circular molecule,
each increasing its speed in the gel until additional supercoils provide no further speed
advantage. The negative control (a) shows that there is no supercoiling activity in the
absence of DNA gyrase. The ethanol control (c) demonstrates that the indole solvent does
not significantly inhibit the enzyme by itself. Finally the positive-for-inhibition control (h)
shows no supercoiling activity, as nalidixic acid is known to inhibit the enzyme (Sugino
et al., 1977).
For 1mm indole (d), there is little difference in comparison to the positive and ethanol
controls. However, from 2mm indole (e) upwards, there is visibly less supercoiling activity.
At 5mm indole (f), it takes 60 minutes for the fastest band to emerge distinctly, and for
10mm indole (g) there is no visible activity at all. Thus, indole appears to inhibit the
supercoiling activity of DNA gyrase in this assay.
7.3 Indole Does Not React with ATP or the DNA Substrate
The inhibition of supercoiling activity in the in vitro assay above could be a result of
an interaction between indole and either ATP or the DNA substrate, rather than gyrase,
as was first proposed. To exclude the former possibilities, the supercoiling activity assay
was performed with an additional pre-incubation step. A solution of 35.7mm ATP and
10mm indole was incubated at 37 ◦C for 1 hour. Similarly, 1µg of relaxed, closed-circular
pUC19 DNA was incubated in 10mm indole under the same conditions. The remaining
components of the reaction mix were then added to each, diluting the ATP to a standard
concentration of 1.67mm and the indole to a concentration of 0.47mm, which is not high
enough to inhibit the supercoiling activity of DNA gyrase. The reaction mixtures, along
with a positive control, were sampled every 20 minutes for 100 minutes as before, and the
samples analysed by gel electrophoresis (Figure 7.3).
Although the positive control appears to have slightly greater supercoiling activity com-
pared to the assays where ATP or DNA were pre-incubated with indole, there is nothing
like the inhibition seen with 10mm indole in the previous assay. Indole does not appear
to be chemically reacting with either of these components, and if there is binding between
them, then it is rapidly reversed by dilution. The most likely explanation for inhibition
of supercoiling activity remains that which was suggested originally: indole is directly
inhibiting DNA gyrase.
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Figure 7.2: Assay for DNA gyrase supercoiling activity in vitro; (a) no enzyme, (b) no indole, (c) 1.3%
ethanol, (d) 1mm indole, (e) 2mm indole, (f) 5mm indole, (g) 10mm indole, (h) 120 µm nalidixic acid.
The time at which each sample was taken is given beneath it, in minutes.
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7.4 Concentration Dependence of DNA Gyrase Inhibition
The inhibition of DNA gyrase-mediated supercoiling by indole showed a concentration
dependence in the initial assay. To further illuminate the nature of this dependence, an
endpoint assay was performed with indole concentrations ranging from 0mm to 10mm,
with a separate assay for every 1mm increment. Positive (no indole), negative (no enzyme)
and positive-for-inhibition (120 µm nalidixic acid) controls were also tested. A single sam-
ple was taken from each reaction after 60 minutes and analysed by gel electrophoresis
(Figure 7.4).
As the indole concentration is increased, there is evidence of reduced supercoiling activity,
as the slowest band (relaxed substrate DNA) is brighter and the faster bands (supercoiled
DNA) are less bright. It has hard to discern much of a difference among the assays
with 1mm, 2mm and 3mm indole, but the fastest band is distinctly thinner at 4mm
indole and barely visible at 5mm indole. At around 7mm or 8mm indole, the fastest
band disappears altogether, and the intermediate bands begin to weaken and disappear
at higher concentrations. For 10mm indole and the nalidixic acid control, only the first
supercoiled band is distinct, so there is still slight gyrase activity.
The kinetics of DNA gyrase inhibition by indole could be discerned if supercoiling activity
could be quantified in this assay. This is theoretically possible, by counting the number of
discrete supercoils introduced to the substrate DNA over time. Each additional supercoil
increases the migration speed of an individual closed-circular molecule such that it appears
in a separate band on the agarose gel. However, more supercoils provide diminishing
increases in speed; the bands become closer together and eventually indistinguishable as
molecules reach a maximum migration speed. Attempts to measure band density, and
hence supercoiling activity, did not produce reliable results for this reason.
7.5 The Inhibition of DNA Gyrase by Indole is Reversible
7.5.1 Pre-Incubation of Indole with DNA Gyrase
The inhibition of DNA gyrase by indole could be due to either permanent modification
of the enzyme or a reversible interaction with it. To investigate the reversibility of the
inhibition, DNA gyrase was incubated at 37 ◦C for 1 hour in sterilised distilled water with
(a) 1.3% ethanol, (b) 1.3% ethanol and 50mm ATP, (c) 5mm indole and finally (d) 5mm
indole and 50mm ATP. The remaining components of the reaction were then added to
each, diluting the ATP to a standard concentration of 1.67mm and the indole, where
present, to a concentration of 0.17mm, low enough to have no inhibitory effect in the
assay. The reaction mixtures were sampled every 20 minutes for 100 minutes as before,
and the samples analysed by gel electrophoresis (Figure 7.5).
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Figure 7.3: Supercoiling activity assay with pre-incubation step; (a) indole pre-incubated with ATP, (b)
indole pre-incubated with the DNA substrate, (c) no pre-incubation control. The time at which each
sample was taken is given beneath it, in minutes.
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Figure 7.4: Concentration dependence of DNA gyrase inhibition by indole; from left to right: no enzyme,
no indole, 0mm to 10mm indole in 1mm increments, 120 µm nalidixic acid.
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There is little difference among the reactions, though each shows less activity than seen
in previous assays, likely due to some denaturation of the enzyme during the incubation
period. The reaction in which DNA gyrase was pre-mixed with 5mm indole (c) appears to
have the least supercoiling activity. However, the difference is small in comparison to the
reaction in which DNA gyrase was mixed with ethanol alone (a). The presence of ATP,
with (b) or without (d) indole, does not change this. This suggests that the inhibition is
not due to permanent damage of the enzyme by indole, at least in the absence of DNA.
7.5.2 Recovery of Supercoiling Activity After Indole Treatment
To demonstrate more directly that the inhibition of DNA gyrase by indole is reversible,
a modified version of the supercoiling assay was performed. Three reactions were set up;
one as a positive control (a) and two with 10mm indole (b, c). Samples were taken at the
start of the assay and after 30 minutes, at which point reactions (a) and (b) were diluted
five-fold with enzyme buffer, and reaction (c) was diluted five times with enzyme buffer
containing 10mm indole. Reaction (a) was therefore still a positive control, (b) was the
test case in which indole had been diluted to 2mm, and (c) the negative control in which
the indole concentration remained at 10mm. Larger volume samples, to compensate for
the dilution of the DNA substrate, were taken after 60 minutes and 120 minutes and all
samples were concentrated to 5 µl using a heated vacuum centrifuge before analysis by gel
electrophoresis (Figure 7.6).
The positive control (a) demonstrates that there has been no drastic effect on the reaction
due to dilution or sample concentration. The second samples of reactions (b) and (c)
show that 10mm indole is inhibiting the supercoiling activity as expected. The third and
fourth samples of reaction (b) show greater supercoiling activity than those of reaction
(c), suggesting that the dilution of indole from 10mm to 2mm has restored supercoiling
activity. Along with the pre-incubation assay, this indicates that the inhibition of DNA
gyrase by indole is reversible.
7.6 Indole Does Not Cause Double-Strand Breaks
The supercoiling activity of DNA gyrase involves the breakage and reunion of both polynu-
cleotide strands, mediated by the GyrA subunits (Sugino et al., 1977). One class of gyrase
inhibitors, which includes oxolinic acid and nalidixic acid, causes double-strand breaks
(Gellert et al., 1977) and is thought to target the GyrA subunit (Snyder and Drlica,
1979). The GyrB subunit is responsible for the ATPase activity required for supercoiling
(Sugino et al., 1978). A second class of gyrase inhibitors, which includes novobiocin and
coumermycin, does not cause double-strand breaks, but instead inhibits ATPase activity,
and is therefore thought to target the GyrB subunit (Sugino et al., 1978).
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Figure 7.5: Supercoiling assay in which DNA gyrase is pre-incubated with: (a) 1.3% ethanol, (b) 1.3%
ethanol and 50mm ATP, (c) 5mm indole, (d) 5mm indole and 50mm ATP. The time at which each sample
was taken is given beneath it, in minutes.
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Figure 7.6: Recovery of DNA gyrase supercoiling activity; (a) no indole, (b) 10mm indole diluted down to
2mm after 30 minutes, (c) 10mm indole. The time at which each sample was taken is given beneath it, in
minutes.
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To illuminate the mechanism of DNA gyrase inhibition by indole, the potential for double-
strand breakage was investigated. If inhibition by indole introduced double-strand breaks
into the DNA substrate, they would be located more-or-less randomly. Any plasmid
molecules that had been broken by the activity of gyrase in the presence of indole could
be detected by digesting the plasmid DNA with a restriction enzyme at a unique location.
If they were cut into two or more pieces, then multiple distinct bands or a smear of DNA
would be detected after gel electrophoresis, suggesting that indole interacts with the GyrA
subunit. If instead, there was no double-strand breakage, then only a single band would be
detected, and it would be more likely that indole was interacting with the GyrB subunit.
The supercoiling activity assay was performed as before, with and without 10mm indole.
Prior to gel electrophoresis, the samples were treated with restriction enzyme PvuII at
37 ◦C for 60 minutes. For both reactions, just a single band of the correct size for the
plasmid was found in every sample (data not shown). This suggests that indole does not
cause double-strand breaks and indicates that it is more likely to be interacting with the
GyrB subunit, consistent with the original proposal that indole might inhibit DNA gyrase.
7.7 The Kinetics of DNA Gyrase Inhibition by Indole
It has been demonstrated that the inhibition of DNA gyrase by indole is reversible. There
are three major types of reversible inhibition: competitive, uncompetitive and noncompet-
itive (Lehninger, 1970). A competitive inhibitor competes with the normal substrate for
free enzyme and the two are typically similar in structure. An uncompetitive inhibitor can
only bind to the enzyme-substrate complex to inactivate it. A noncompetitive inhibitor
can bind the enzyme at the same time as the substrate, and hence inactivates both free
enzyme and the enzyme-substrate complex. Competitive inhibition can be overcome by
the addition of excess substrate, unlike the other two forms of inhibition.
With the assumption that indole targets the GyrB subunit, the kinetics of its inhibition
of DNA gyrase were investigated. The supercoiling assay was performed with 0.13mm,
0.67mm, 1.3mm and 6.7mm ATP in place of the normal 1.75mm ATP. 5mm indole was
used to inhibit the supercoiling activity in each case. Samples were taken as usual and
analysed by gel electrophoresis (Figure 7.7).
As the amount of ATP in the reaction increases, the level of supercoiling activity increases,
for the first three reactions. However, at 6.7mm ATP, there appears to be complete in-
hibition of the enzyme. This is surprising, as excess substrate should sustain maximum
enzyme activity for longer, according to Michaelis-Menten kinetics. The result was con-
firmed with a different stock solution of ATP and the pH of the reaction mixture was
found to be unchanged. Further, a repeat of the assay with 6.7mm ATP and no indole
still showed inhibition of supercoiling activity (data not shown).
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Figure 7.7: Supercoiling activity assay in the presence of 5mm indole and increasing concentrations of
ATP; (a) 0.13mm ATP, (b) 0.65mm ATP, (c), 1.3mm ATP, (d) 6.5mm ATP. The time at which each
sample was taken is given beneath it, in minutes.
Ali et al. (1993) demonstrated that ATP hydrolysis by DNA gyrase does not follow
Michaelis-Menten kinetics, which may explain the result for the reactions with 6.7mm
ATP. Unfortunately, this makes it very difficult to determine what form of inhibition in-
dole imposes on the enzyme. A more accurate method for measuring supercoiling activity,
perhaps by detection of ATPase activity, could help in characterising the behaviour of
DNA gyrase, even if the kinetics are unusual.
7.8 Conclusions
7.8.1 Indole Inhibits DNA Gyrase
In the previous chapter, it was demonstrated that indole inhibits plasmid replication,
independently of its effects on cell division and growth. The mechanism by which this
might be achieved was considered. Indole is structurally similar to indolinone, a chemical
from which DNA gyrase inhibitors have been derived. A model of the interaction between
such an inhibitor and the GyrB subunit of the enzyme suggested that an indole structure
could fit into a hydrophobic pocket in the ATPase site in silico (Oblak et al., 2005).
Therefore, the effects on indole on the supercoiling activity of DNA gyrase were inves-
tigated in vitro. It was found that increasing concentrations of indole reduced the rate
of supercoiling of a closed-circular DNA substrate by the enzyme. In subsequent experi-
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ments, indole did not appear to damage either the ATP necessary for enzyme activity or
the DNA substrate itself, suggesting that DNA gyrase itself was the target for inhibition.
The concentration dependence of DNA gyrase inhibition by indole was more fully demon-
strated in a further experiment. Whilst 10mm indole was required to completely inhibit
supercoiling over the 100 minute time period of the assay, there was visible inhibition with
a concentration of just 2mm indole.
From the data presented here, DNA gyrase inhibition is the strongest candidate for the
cause of plasmid replication inhibition by indole. Certainly, plasmid replication appears
more sensitive to gyrase inhibition than chromosomal replication and cell survival (Hooper
et al., 1984; Wolfson et al., 1982) and unpublished work in this laboratory correlates with
this, suggesting that replication of the chromosome is less inhibited, if at all, by indole
treatment. However, it is difficult to compare the in vitro concentration dependence of
inhibition in this chapter with the in vivo data of the previous chapter. Future work in
this area should look to identify a gyrase mutant in which plasmid replication continues
in the presence of indole, as this would provide a formal demonstration of the mechanism.
7.8.2 Indole Probably Targets GyrB
The mechanism of DNA gyrase requires double-strand breakage to allow the passing of
one strand through another, decreasing the linking number of a closed-circular molecule
by 2 (see Chapter 1). Those inhibitors that target the GyrA subunit prevent reunion of
the broken strand (Gellert et al., 1977). In contrast, those inhibitors that target GyrB are
thought to inhibit ATPase activity (Sugino et al., 1978). The original reasoning that led
to the investigation of DNA gyrase as a target for indole suggested that it might bind a
hydrophobic pocket in the GyrB subunit. So, as the inhibition of DNA gyrase supercoiling
activity by indole was not found to cause double-strand breaks in the substrate DNA, it
is probable that indole does indeed target GyrB.
Inhibitors of DNA gyrase that target GyrB compete for binding with ATP. The hallmark
of competitive inhibition is that enzyme activity can be restored with the addition of
excess substrate. Experiments to investigate whether DNA gyrase supercoiling activity
in the presence of indole could be restored by the addition of ATP produced interesting
results. When the concentration of ATP was increased five- or ten-fold in a supercoiling
assay inhibited by 5mm indole, there was increased enzyme activity. However, with fifty
times the ATP there was no activity at all. Ali et al. (1993) demonstrated that ATP
hydrolysis by DNA gyrase does not follow Michaelis-Menten kinetics, which may explain
this result. A method to better quantify the activity of DNA gyrase would help characterise
the behaviour of the enzyme in the presence of indole, but the evidence so far suggests
competitive inhibition over any other form.
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8
Discussion
8.1 Computer Modelling
At the outset of this work, a principal aim was to update and improve the computer model
that simulates a cell population undergoing a dimer catastrophe. Technical improvements,
such as maintaining a constant population instead of regularly subculturing it, really
only improved accuracy and made the results more robust to external inspection. The
most significant change by far was the introduction of realistic copy number distribution,
incorporated with a stochastic plasmid replication model.
8.1.1 The Role of the Rcd Checkpoint
In previous models (Summers et al., 1993, MEng thesis, Field, 2006), and that of Chapter
3, it was assumed that dimers would have half the copy number of monomers, and for
convenience, that the control system would always achieve the ideal copy number for
each. So a plasmid in a monomer-only cell with a nominal copy number of 30 would be
over 30,000 times more stable than a plasmid in a dimer-only cell with a copy number of
15. A population containing only 2.3% dimer-only cells (the proportion estimated in vivo
by Summers et al. (1993)) suffers a plasmid stability over 750 times less than that of a
monomer-only population.
In contrast, when copy number is variable, as in the model of Chapter 5, the difference in
plasmid stability between a monomer-only and a dimer-only cell is less than 1,000 times.
A plasmid in a population with no dimers is less than 10 times more stable than in a
population containing 2.3% dimer-only cells. It is worth acknowledging that adjusting the
parameters of the plasmid replication model, which were based upon data taken from just
a small set of in vivo experiments in slow-growing cells, can change the ratio of average
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copy numbers in monomer-only and dimer only-cells. Nonetheless, the impact of dimers
is significantly reduced compared to the previous, simpler model.
As the presence of dimers in a population reduces the average plasmid stability by only a
small amount, then perhaps the Rcd checkpoint solves problems beyond just copy number
depression. In this sense, it may be that the presence of dimers in a population is not
catastrophic in itself, but could lead to a worse situation. The current computer model does
not take into account higher-order multimers. One would expect trimers and tetramers to
over-replicate compared to dimers, perhaps imposing an intolerably high metabolic load
on the host. The Rcd checkpoint may assist in the resolution of dimers to prevent the
emergence of such plasmid species, as well as to slightly improve plasmid stability.
It is not known whether the Rcd checkpoint is activated upon the emergence of a single
dimer, or in the presence of many. From the point of view of a single cell, a single dimer
poses little immediate threat to the stability of the plasmid. Further, it is not clear
whether or not a single dimer can effect a significant enough change in the production
rate of indole to invoke the checkpoint. It may be that the checkpoint only exists as an
emergency system for cells that contain mostly, or all, dimers. This mechanism, the dimer
contingency, would effectively act to prevent segregation between dimers and monomers.
Whilst a few dimers in the population are tolerable, allowing them to persist in their own
cell line would be bad for both plasmid and host in the long run, despite any metabolic
penalties a dimer-only cell might suffer.
8.1.2 Population-Wide Effects
As the computer model simulates plasmid behaviour in a population of cells, with results
averaged across multiple runs, the effects of changing various parameters are considered
in a very wide context. From the model, it is possible to increase the stability of the
plasmid in the whole population, and the time it takes to reach this improved state, by
increasing the metabolic penalty associated with dimers. Whether this penalty is due to
their over-replication relative to monomers, the Rcd checkpoint, or some other, unknown
mechanism, does not matter. However, the effect on an individual cell must be considered.
If dimers were heavily penalised, such that the plasmid stability of the population is high
and achieved in just a few hours, then an individual dimer-only cell may not divide for
several monomer-only cell generations. Is it reasonable to expect such a disadvantageous
system to have been selected for? Even if the penalty for plasmid loss is death, it is still a
rare occurence, and surely the penalty for delaying the division of a percentage of the cell
population, some for many generations, is more severe in the long run? Having said this,
there exist systems in which bacterial altruism has been shown to exist, so perhaps a cell
with many dimers prevents future competition from its potential plasmid-free descendants
by inhibiting its own division. Given enough time, and enough dimer resolution, it could
even rejoin the dividing population.
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It is interesting that this scenario might be achieved by the use of indole, as recent work
by Lee et al. (2010) suggests that it may play a role in an altruistic system that increases
the overall antibiotic-resistance of a bacterial cell population. There may be some addi-
tional advantage to removing a particular cell from the dividing population if the indole
it produces also protects its neighbours from environmental hazards. On the other hand,
perhaps the indole it produces also aﬄicts a cell’s neighbours; if a cell has to stop dividing
to resolve its plasmid dimers, it could reduce the competitive disadvantage of doing so by
also slowing its immediate competitors. Turning that around once again, the neighbours of
a dimer-containing cell are more likely to contain dimers themselves, at least in non-broth
culture, so a small group of cells may act in unison to achieve the indole levels required
to allow for efficient dimer resolution. Again, characterisation of the relationship between
the number of dimers in a cell and the subsequent impact on it’s division and growth is
required.
8.1.3 Future Work
In terms of the computer model, there are plenty of minor improvements that could be
made. From the technical side, making an individual simulation able to run across multiple
processors and machines would save CPU time. So far, each simulation requires a separate
machine, though the results from many machines can be analysed afterwards. There is also
more information about the behaviour of the cell population that could be extracted from
the simulation, such as the number of plasmid-free cells generated or the average lifetime
of monomer-only and dimer-only cells before they are removed by the population-limiting
algorithm.
In terms of improving the accuracy of the model, the most important future work would be
to obtain more accurate estimates of the rate parameters involved in plasmid replication,
particularly in fast-growing cells. Knowing how those parameters vary with generation
time would also be useful. These parameters determine not only the average plasmid copy
number, but also the copy number distribution and the copy number ratio for monomer-
only to dimer-only cells. Further, it would be interesting to know if the metabolic load
imposed by increasing copy number inhibits plasmid replication in the same way as it
does growth. In other words, is it a global effect or does it just affect the activity of
certain enzymes. Some considerable, but ultimately unsuccessful, effort was made as
part of this work to determine the rate of dimer resolution in vivo; determination of this
parameter would allow for characterisation of the Rcd checkpoint in silico. With some
of this information, it would be possible to include the Rcd checkpoint in the plasmid
replication model itself, and an improved estimate of its effectiveness could be made. The
model could also be adapted to estimate the rate of plasmid-free cell accumulation rather
than rejecting them from the population. The framework could also be easily modified to
simulate a system with two incompatible plasmids, or to include higher-order multimers
beyond dimers.
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8.2 Indole and the Rcd Checkpoint
The role of indole in the Rcd checkpoint, and in bacterial control generally, has been
illuminated by this and other recent work. A picture has emerged of a small molecule
with multiple cellular targets and a subsequently wide range of effects. Here, it has been
shown that indole inhibits plasmid replication, probably by inhibiting the supercoiling
activity of DNA gyrase. Chimerel and Keyser (in prep.) have demonstrated that indole
can diffuse freely through a cell membrane in such a way as to increase its permeability
to positive ions. This mechanism could destroy a cell’s membrane potential, disrupting
ATP synthase activity, with far-reaching consequences. Pinero and Summers (in prep.)
have identified a second protein target for indole, FtsZ, showing that it disrupts the ring
formation required for successful cell division. The involvement of all these processes in a
plasmid stability function is novel, and perhaps extreme, but inhibition of all three of cell
division, growth and plasmid replication is required for the checkpoint to increase plasmid
stability. Of course, indole also plays a role during stationary phase growth, and all these
effects may be useful to plasmid-free cells in this context, though it is not clear how they
modulate their indole production.
8.2.1 The Modified Rcd Checkpoint Hypothesis
Our present view of the Rcd checkpoint can be summarised as follows. When a dimer
is formed through homologous recombination in a cell, it will transcribe Rcd. As the
Rcd concentration builds up, it will modify the behaviour of the enzyme tryptophanase,
increasing intracellular indole production. A raised level of indole production will increase
its local concentration, inhibiting the activity of DNA gyrase and FtsZ, and disrupting the
cell membrane. This will in turn inhibit plasmid replication, cell division, and cell growth
itself. With the cell effectively in stasis, only dimer resolution will reduce the rate of
Rcd production, reducing indole production and alleviating the three forms of inhibition.
Built-up indole will diffuse freely away from the cell, and remaining Rcd will be diluted
as the cell begins to grow again. The plasmid will ideally be entirely monomeric at this
stage, such that when the cell divides it can be distributed to daughter cells with a low
risk of plasmid loss.
An interesting consequence of inhibiting plasmid replication is that it may assist the
dimer resolution system. During the passage of a replication fork, the XerCD-PepA-ArgR
complex will be disassembled from the cer site. This will delay the formation of a synaptic
complex between two cer sites until the nucleoprotein complex can reassemble. If plasmid
replication is stalled, then the complex will not have to deal with this interference and
dimer resolution may proceed faster. Additionally, inhibition of DNA gyrase allows for
preferential inhibition of plasmid replication. As discussed in Chapter 7, an appropriate
concentration of DNA gyrase inhibitor can cure a plasmid without killing the host strain.
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Allowing the chromosome to continue to replicate minimises the long-term damage caused
by the checkpoint; the cell will be in a position to divide soon after the checkpoint is
cleared. Unpublished work in this laboratory has demonstrated that cells can divide
faster during recovery from indole treatment than when allowed to grow normally. It is
thought that continued chromosome replication whilst cell division is delayed, and the
slow filamentation of indole-treated cells allow for these subsequent rapid division cycles.
8.2.2 Indole Production and Concentration
Characterisation of the relationships between the number of dimers in a cell, the conse-
quent Rcd concentration, the production rate of indole and the inhibition of cell division,
growth and plasmid replication is essential to a full understanding of the behaviour of the
checkpoint. One of the remaining key questions is exactly what concentration of indole
is achieved in a cell undergoing a dimer catastrophe. This has been difficult to estimate
to-date as indole is difficult to detect, can freely diffuse from the cell and because the
volume of a single cell is so small compared to that of the broth the indole diffuses into. It
is hoped that the indole production rate of a wild-type strain of E. coli with and without
Rcd expression can be estimated by measuring the gross level in broth culture at a high
enough cell density for accurate measurement, although expression of tryptophanase is
likely modulated by the growth phase of such a culture. From this, the internal indole
concentration for a single cell can be estimated.
A rate estimate for indole production in the presence of Rcd is critical to demonstrating
that a high enough indole concentration can be achieved inside the cell, so as to cause
inhibition of plasmid replication, cell division and growth. A improved method of inducing
Rcd expression in the cell would be useful in this regard, as current methods involve an
undesirable temperature shift. The addition of exogenous indole, though it has been an
effective technique, may be amplifying the membrane effects over those on FtsZ or gyrase.
8.2.3 Future Work
Most important for future work in this area is establishing a formal connection between
the DNA gyrase inhibition seen in Chapter 7 with the inhibition of plasmid replication
seen in Chapter 6. A strain with a mutant, indole-resistant gyrase would be ideal for this.
The in vitro work on the inhibition of DNA gyrase by indole can also be expanded upon.
Experiments to characterise the kinetics of the enzyme in the presence of indole would
be useful, even though these kinetics may not be Michaelis-Menten. Also, though it is
unlikely, it would be good to definitively demonstrate that indole is not binding to the
DNA substrate; a simple assay with the addition of more DNA could achieve this.
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As many inhibitors of DNA gyrase also target topoisomerase IV, there exists the possibility
that indole does the same. Experiments in the style of the supercoiling assays of Chapter
7 could be used to determine whether indole inhibits the decatenation and relaxation
activity of topoisomerase IV. Determining the indole concentration required for inhibition
of each enzyme would give insight into the topological arrangement of plasmids in a cell
that has reached the Rcd checkpoint. Do plasmids stop replicating before or after the
products of replication are prevented from decatenating? Is this a necessary component
of the checkpoint, or a side effect of targetting DNA gyrase?
With regards to the inhibition of plasmid replication, it would be interesting to observe
the effect of indole on plasmids that do not use a ColE1-like mechanism. This may
require a redesign of the chloramphenicol assay however, as many plasmids require protein
expression to replicate. However, if DNA gyrase inhibition is responsible, it will likely affect
other plasmids equally. A more careful assay to determine whether there is preferential
inhibition of dimer over monomer replication, perhaps when in the same cell, would also be
interesting. Finally, a more accurate assessment of plasmid stability would be exceptionally
useful. With current methods, it is hard to distinguish between the rate of plasmid-free
cell occurence and the accumulation of plasmid-free cells due to their metabolic advantage.
Perhaps a system could be calibrated such that there is a non-lethal level of antibiotic to
inhibit the growth of plasmid-free cells, and the metabolic load imposed by a plasmid is
perfectly counteracted by the antibiotic resistance it provides. The rate of plasmid-free
cell occurence could then be measured independently, and the copy number distribution
estimated from the model of Chapter 5 – though only for ColE1-like plasmids which have
been well characterised.
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