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CATEGORICAL ASPECTS OF COINTEGRALS ON QUASI-HOPF
ALGEBRAS
TAIKI SHIBATA AND KENICHI SHIMIZU
Abstract. We discuss relations between some category-theoretical notions for
a finite tensor category and cointegrals on a quasi-Hopf algebra. Specifically,
for a finite-dimensional quasi-Hopf algebra H, we give an explicit description
of categorical cointegrals of the category HM of left H-modules in terms of
cointegrals on H. Provided that H is unimodular, we also express the Frobe-
nius structure of the ‘adjoint algebra’ in the Yetter-Drinfeld category H
H
YD by
using an integral in H and a cointegral on H. Finally, we give a description
of the twisted modified trace for projective H-modules in terms of cointegrals
on H.
1. Introduction
Results on Hopf algebras have been reexamined from the viewpoint of the theory
of tensor categories since a result on Hopf algebras generalized to tensor categories
is expected to be useful in applications to, e.g., low-dimensional topology and con-
formal field theories. Integrals and cointegrals for Hopf algebras are introduced by
Sweedler [Swe69] and play an important role in the study of Hopf algebras. Let H
be a finite-dimensional Hopf algebra. Recently, we have observed that cointegrals
on H appear in several results on finite tensor categories. For example, it is known
that, if C is a unimodular finite tensor category, then there is a Frobenius algebra
A in the Drinfeld center Z(C) of C arising from an adjunction between Z(C) and C
[IM14, Shi17b]. The Frobenius structure of A is written in terms of integrals and
cointegrals of H if C = HMfd is the category of finite-dimensional left H-modules.
As another example, we mention that the space of modified traces on a pivotal finite
tensor category C can be identified with the space of ‘µ-symmetrized’ cointegrals
on H if C = HMfd and µ is the modular function on H [BBG17, FG18].
The above-mentioned results may be explained by the integral theory for finite
tensor categories established by the second-named author [Shi17b, Shi18]. He in-
troduced the notions of categorical integrals and categorical cointegrals for a finite
tensor category C and showed that they can be identified with ordinary (co)integrals
if C = HMfd. As demonstrated in [Shi18], several results in the Hopf algebra theory
are extended to finite tensor categories by using categorical (co)integrals. However,
a relation between modified traces and categorical cointegrals is still open. We also
remark that an explicit description of a categorical cointegral is not known except
the case where C = HMfd or if C is a fusion category.
In this paper, we discuss these problems in the case where C is the category HM
of left modules over a finite-dimensional quasi-Hopf algebra H over a field k. In this
case, the Drinfeld center Z(C) is identified with the categoryHHYD of Yetter-Drinfeld
modules over H . By using the fundamental theorem for quasi-Hopf bimodules, we
give a convenient expression of a right adjoint R : HM →
H
HYD of the forgetful
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functor from HHYD to HM (Theorem 5.3). As an application, we express the space
of categorical cointegrals in terms of ordinary cointegrals on H (Theorem 5.11).
Under the assumption that H is unimodular, we give an explicit description of
the Frobenius structure of the algebra A = R(k) in terms of (co)integrals of H
(Theorem 5.12). Finally, we show that µ-twisted modified traces on HMfd are
expressed by ‘µ-symmetrized’ cointegrals on H , where µ is the modular function
on H (Theorem 6.4).
Recently, several interesting examples of finite-dimensional quasi-Hopf algebras
are introduced and studied from the viewpoint of logarithmic conformal field the-
ories [FGR17, CGR17, Neg18]. We hope our abstract results are useful in future
study of the representation theory of these algebras and their applications to con-
formal field theories.
This paper is organized as follows: In Section 2, we recall basic notions in the
theory of monoidal categories and their module categories. In Section 3, we recall
the definition of quasi-Hopf algebras from [Dri89, Kas95] and elementary results on
the representation theory of quasi-Hopf algebras. We also collect useful identities
in a quasi-Hopf algebra.
In Section 4, we review the integral theory for quasi-Hopf algebras. Let H be a
quasi-Hopf algebra and, for simplicity, assume that H is finite-dimensional in this
Introduction. The category HMH of H-bimodules is a monoidal category as it can
be identified with the category of left modules over the quasi-Hopf algebraH⊗Hop.
The axioms of a quasi-Hopf algebra ensure that H is a coalgebra in HMH . The
categoriesHHMH and HM
H
H of left and right quasi-Hopf bimodules are defined as the
categories of left H-comodules and right H-comodules in HMH , respectively. The
fundamental theorem for quasi-Hopf bimodules [HN99] gives equivalences HM
H
H ≈
HM ≈
H
HMH . Cointegrals on H are defined by using these equivalences. We give
some characterizations of cointegrals for later use.
In Section 5, we give applications of the integral theory to Yetter-Drinfeld mod-
ules over a quasi-Hopf algebra. The monoidal category HMH acts on HM in such a
way that the equivalence HM ≈ HM
H
H is HMH -equivariant. Schauenburg [Sch02]
described this action explicitly and established an isomorphism between the cate-
gory of left H-comodules in HM and the category
H
HYD of Yetter-Drinfeld modules
over H . Hence we obtain a commutative diagram
H
HYD
≈
(the category of H-bicomodules in HMH)
HM
≈
(the category of right H-comodules in HMH),
where the vertical arrows are the forgetful functors. This commutative diagram
shows that the free left H-comodule functor R : HM →
H
HYD is right adjoint to
the forgetful functor F : HHYD → HM (Theorem 5.3). By using the above commu-
tative diagram, we also show that the adjunction F ⊣ R is a co-Hopf adjunction
(Theorem 5.5), the dual notion of a Hopf adjunction [BLV11]. We also express the
monoidal structure of R and the structure of the algebra A = R(k) ∈ HHYD explic-
itly (Theorem 5.6). It turns out the algebra A is identical to the algebra H0 given
in [BCP05, BCP06]. We deduce some results on the algebra A from the general
theory of monoidal categories (Corollaries 5.7, 5.8 and 5.9).
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The above commutative diagram also shows that the functor L : HM →
H
HYD
given by tensoring H∨ ∈ HHMH is left adjoint to F (Theorem 5.10). Let µ : H → k
be the modular function on H and regard it as a one-dimensional left H-module.
The fundamental theorem for quasi-Hopf bimodules gives a relation between H
and H∨, and this relation gives rise to a relation between the functors L and R.
Specifically, there is an isomorphism
R(µ⊗ V ) ∼= L(V ) (V ∈ HM )
of functors written by using a non-zero cointegral on H (Theorem 5.10). A cate-
gorical cointegral of HM , introduced in [Shi18], is an element of
H
HYD(R(µ), k) in
our notation. By using the above isomorphism, we give a description of a categor-
ical cointegral of HM in terms of a cointegral on H (Theorem 5.11). The above
isomorphism implies that L ∼= R when H is unimodular, i.e., µ is identical to the
counit of H . It is known that if H is unimodular, then the algebra A is a Frobenius
algebra in HHYD [Shi17b]. We write the Frobenius structure of A explicitly in terms
of an integral in H and a cointegral on H .
In Section 6, we suppose that H has a pivotal element and study ‘µ-twisted
modified traces’ on the pivotal monoidal category HMfd of finite-dimensional leftH-
modules. Let HPfd be the full subcategory of HMfd consisting of projective objects.
A µ-twisted modified traces on HMfd (cf. [GKP18, BBG17, FG18]) is a family
of linear maps t = {tP : HomH(P,µ ⊗ P ) → k}P∈HPfd satisfying the µ-twisted
cyclicity and being compatible with the partial pivotal trace in HMfd. According
to [FG18], such a trace is constructed from a ‘µ-symmetrized’ cointegral on H if H
is an ordinary Hopf algebra. The main result of this section is a generalization of
this result to the case where H is a quasi-Hopf algebra (Theorem 6.4). The proof
goes along almost the same way as [FG18] but also uses a certain technical result
on cointegrals on a quasi-Hopf algebra discussed in Section 4.
Acknowledgment. We are grateful to Peter Schauenburg for helpful discussion on
Yetter-Drinfeld modules of the second kind. The second author (K.S.) is supported
by JSPS KAKENHI Grant Number JP16K17568.
2. Preliminaries
2.1. Monoidal categories. We recall basic results on monoidal categories from
[ML98, Kas95, EGNO15]. A monoidal category is a data C = (C,⊗,1,Φ, l, r) con-
sisting of a category C, a functor ⊗ : C × C → C, an object 1 ∈ C and natural
isomorphisms ΦX,Y,Z : (X ⊗ Y ) ⊗ Z → X ⊗ (Y ⊗ Z), lX : 1 ⊗ X → X and
rX : X ⊗ 1 → X (X,Y, Z ∈ C) satisfying the pentagon and the triangle axioms.
The natural isomorphisms Φ, l and r are called the associator, the left unit isomor-
phism and the right unit isomorphism, respectively. We always assume that the
left and the right unit isomorphisms are identities. Although the associator is often
assumed to be the identity in the study of monoidal categories, we do not so in this
paper as our main example is the category of modules over a quasi-Hopf algebra.
Let C and D be monoidal categories. A monoidal functor from C to D is a triple
(F, F (0), F (2)) consisting of a functor F : C → D, a morphism F (0) : 1 → F (1) in
D and a natural transformation
F
(2)
X,Y : F (X)⊗ F (Y )→ F (X ⊗ Y ) (X,Y ∈ C)
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such that the equations
F (ΦX,Y,Z) ◦ F
(2)
X⊗Y,Z ◦ (F
(2)
X,Y ⊗ idF (Z)) = F
(2)
X,Y⊗Z ◦ (idF (X) ⊗ F
(2)
Y,Z) ◦ΦF (X),F (Y ),F (Z),
F
(2)
1,X ◦ (F
(0) ⊗ idF (X)) = idF (X) = F
(2)
X,1 ◦ (idF (X) ⊗ F
(0))
hold for all objects X,Y, Z ∈ C. A monoidal functor F : C → D is said to be strong
if F (0) and F (2) are invertible. It is said to be strict if F (0) and F (2) are identities.
Let F,G : C → D be monoidal functors. A monoidal natural transformation from
F to G is a natural transformation ξ : F → G such that the equations ξ
1
◦ F (0) =
G(0) and ξX⊗Y ◦ F
(2)
X,Y = G
(2)
X,Y ◦ (ξX ⊗ ξY ) hold for all objects X,Y ∈ C. Suppose
that a strong monoidal functor F : C → D admits a right adjoint R : D → C. Let
η : idC → RF and ε : FR → idD be the unit and the counit of the adjunction,
respectively. The functor R has a monoidal structure given by
R(0) = R((F (0))−1) ◦ η
1
,
R
(2)
X,Y = R(εX ⊗ εY ) ◦R((F
(2)
R(X),R(Y ))
−1) ◦ ηR(X)⊗R(Y )
for X,Y ∈ C. The adjunction (F,R, ε, η) is in fact a monoidal adjunction in the
sense that F and R are monoidal functors and η and ε are monoidal natural trans-
formations.
2.2. Duality in a monoidal category. Let C be a monoidal category, and let
X be an object of C. A left dual object of X is a triple (Y, e, c) consisting of an
object Y ∈ C and morphisms e : Y ⊗X → 1 and c : 1→ X ⊗ Y in C such that the
equations
(idX ⊗ e)ΦX,Y,X(c⊗ idX) = idX and (e ⊗ idY )Φ
−1
Y,X,Y (idY ⊗ c) = idY
hold. The morphisms e and c are referred to as the evaluation and the coevaluation,
respectively. A left dual object of X is, if it exists, unique up to unique isomorphism
in the following sense: If (Y, e, c) and (Y ′, e′, c′) are both left dual objects of X ,
then there exists a unique isomorphism f : Y → Y ′ in C such that e′ ◦ (f ⊗ idX) = e
and c′ = (idX ⊗ f) ◦ c.
Now we suppose that X has a left dual object (X∨, evX , coevX). Given an object
A ∈ C, we denote by LA : C → C the functor defined by LA(V ) = A ⊗ V . The
definition of a left dual object implies that the functor LX∨ is left adjoint to LX .
More precisely, there is a natural isomorphism
Q = QV,W,X : HomC(V,X ⊗W )→ HomC(X
∨ ⊗ V,W ), (2.1)
Q(f) = (evX ⊗ idW ) ◦ Φ
−1
X∨,X,W ◦ (idX∨ ⊗ f)
for V,W ∈ C. The inverse of Q is given by
Q
−1(g) = (idX ⊗ g) ◦ ΦX,X∨,V ◦ (coevX ⊗ idV ).
If we use the graphical calculus (see, e.g., [Kas95]), then the natural isomorphism
Q and its inverse are expressed by string diagrams as follows:
Q

 f
V
X W

 = f
V
W
X∨
, Q−1

 g
X∨ V
W

 = g
V
X W
.
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When we express a morphism by such a string diagram, we adopt the convention
that a morphism goes from the top to the bottom of the diagram. The evaluation
and the coevaluation are represented by a cup (∪) and a cap (∩), respectively.
Although the graphical calculus is a very useful tool in the theory of monoidal
categories, it hides the associator that should not be ignored in the study of quasi-
Hopf algebras. For this reason, we use string diagrams only to give readers graphical
intuition.
There is also a natural isomorphism
P = PV,W,X : HomC(V ⊗X,W )→ HomC(V,W ⊗X
∨), (2.2)
P(f) = (f ⊗ idX∨) ◦ Φ
−1
V,X,X∨ ◦ (idV ⊗ coevX)
for V,W ∈ C. The inverse of P is given by
P
−1(g) = (idW ⊗ evX) ◦ ΦW,X∨,X ◦ (g ⊗ idX).
The isomorphism P and its inverse are expressed as follows:
P

 f
V X
W

 = f
V
X∨W
, P−1

 g
V
W X∨

 = g
V
W
X
.
A right dual object of X is a triple (Y, e, c) consisting of an object Y ∈ C and
morphisms e : X ⊗ Y → 1 and c : 1 → Y ⊗ X such that, in a word, the triple
(X, e, c) is a left dual object of Y . Let Crev be the monoidal category obtained from
C by reversing the order of the tensor product. A right dual object of X is nothing
but a left dual object of X ∈ Crev. Thus, if ∨X is a right dual object of X , then
there are natural isomorphisms
HomC(X ⊗ V,W ) ∼= HomC(V,
∨X ⊗W ),
HomC(V,W ⊗X) ∼= HomC(V ⊗
∨X,W )
for V,W ∈ C.
2.3. Modules over an algebra. Let C be a monoidal category. A left C-module
category is a category M endowed with a functor = : C × M → M (called the
action) and natural isomorphisms ΩX,Y,M : (X ⊗ Y ) = M → X = (Y = M) and
lM : 1 = M → M (X,Y ∈ C, M ∈ M) obeying certain axioms similar to those
for monoidal categories. A right C-module category and a C-bimodule category are
defined analogously. We omit the definitions of C-module functors and their mor-
phisms; see [EGNO15].
An algebra in C is a triple (A,m, u) consisting of an object A ∈ C and morphisms
m : A⊗A→ A and u : 1→ A in C such that the following equations hold:
m ◦ (m⊗ idA) = m ◦ (idA ⊗m) ◦ ΦA,A,A,
m ◦ (u ⊗ idA) = idA = m ◦ (idA ⊗ u).
Dually, a coalgebra in C is a triple (C,∆, ε) consisting of an object C ∈ C and
morphisms ∆ : C → C ⊗ C and ε : C → 1 in C such that, in a word, (C,∆, ε) is
an algebra in Cop. Now let M be a left C-module category. Given an object A ∈ C,
we define the functor LA : M→M by LA(M) = A = M for M ∈ M. If A is an
algebra in C, then the functor LA is a monad [ML98, VI.1] onM in a natural way.
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Similarly, if C is a coalgebra in C, then the functor LC has a natural structure of a
comonad on M.
Definition 2.1. Given an algebra A in C, we define the category AM of left A-
modules in M to be the category of LA-modules (= the Eilenberg-Moore category
of LA [ML98]). Given a coalgebra C in C, we define the category
CM of left
C-comodules in M to be the category of LC -comodules. The category of right
(co)modules in a right C-module category is defined and denoted in an analogous
way.
We note that C is a C-bimodule category by the tensor product. Thus, given an
algebra A in C, the notions of a left A-module in C and a right C-module in C are
defined. Let X be a left A-module in C with action ρ : A ⊗ X → X . If X has
a left dual object (X∨, evX , coevX), then we define ρ
♯ : X∨ ⊗ A → X∨ to be the
morphism corresponding to ρ via
HomC(A⊗X,X)
∼=
−−−−−→
(2.2)
HomC(A,X ⊗X
∨)
∼=
−−−−−→
(2.1)
HomC(X
∨ ⊗A,X∨).
It is known that X∨ is a right A-module in C by the action ρ♯. Graphically, the
morphism ρ♯ can be expressed as follows:
ρ♯
X∨ A
X∨
= ρ
X∨ A
X∨
.
There is a similar construction for comodules: Let C be a coalgebra in C, and
let X be a right C-comodule in C with coaction δ : X → X ⊗ C. If X has a left
dual object X∨, then X∨ is a left C-comodule by the coaction defined to be the
morphism corresponding to δ via
HomC(X,X ⊗ C)
∼=
−−−−−→
(2.1)
HomC(X
∨ ⊗X,C)
∼=
−−−−−→
(2.2)
HomC(X
∨, C ⊗X∨).
3. Quasi-Hopf algebras
3.1. Notation. Throughout this paper, we work over a fixed field k. Unless oth-
erwise noted, the symbol ⊗ means the tensor product over k. For a vector space V
over k and a positive integer n, we denote by V ⊗n the n-th tensor power of V over
k. An element x ∈ V ⊗n is written symbolically as
x = x1 ⊗ · · · ⊗ xn,
although an element of V ⊗n is a sum of the form
∑
i xi,1⊗· · ·⊗xi,n in general. Given
a permutation σ on the set {1, . . . , n}, we write xσ(1) ···σ(n) = xσ(1) ⊗ · · · ⊗ xσ(n).
By a k-algebra, we always mean an associative unital algebra over the field k. If
A is a k-algebra and x is an invertible element of the k-algebra A⊗n, then we write
its inverse as
x−1 = x1 ⊗ · · · ⊗ xn.
Given a vector space M , we denote its dual space by M∗ = Homk(M,k). For
ξ ∈ M∗ and m ∈ M , we often write ξ(m) as 〈ξ,m〉. If M is a left A-module, then
M∗ is a right A-module by the action↼ given by 〈ξ ↼ a,m〉 = 〈ξ, am〉 for ξ ∈M∗,
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a ∈ A and m ∈M . Similarly, ifM is a right A-module, then M∗ is a left A-module
by 〈a ⇀ ξ,m〉 = 〈ξ,ma〉 for a ∈ A, ξ ∈M∗ and m ∈M .
3.2. Quasi-Hopf algebras. A quasi-Hopf algebra [Dri89, Kas95] is a data H =
(H,∆, ǫ,φ,S,α,β) consisting of a k-algebra H , algebra maps ∆ : H → H⊗2 and
ǫ : H → k, an invertible element φ ∈ H⊗3, an anti-algebra map S : H → H , and
elements α,β ∈ H satisfying the equations
h(1) ⊗∆(h(2)) = φ · (∆(h(1))⊗ h(2)) · φ
−1, (3.1)
ǫ(h(1))h(2) = h = h(1)ǫ(h(2)), (3.2)
(id⊗ id⊗∆)(φ)(∆ ⊗ id⊗ id)(φ) = (1⊗ φ)(id⊗∆⊗ id)(φ)(φ ⊗ 1), (3.3)
(id⊗ ǫ⊗ id)(φ) = 1⊗ 1, (3.4)
S(h(1))αh(2) = ǫ(h)α, h(1)βS(h(2)) = ǫ(h)β, (3.5)
φ1βS(φ2)αφ3 = 1 = S(φ1)αφ2βS(φ3), (3.6)
for all h ∈ H , where h(1) ⊗ h(2) is the symbolic notation for ∆(h). The maps
∆, ǫ and S are called the comultiplication, the counit and the antipode of H ,
respectively. Equations (3.2)–(3.4) implies
(id⊗ id⊗ ǫ)(φ) = 1⊗ 1 = (ǫ⊗ id⊗ id)(φ). (3.7)
By applying ǫ to equation (3.6), we have ǫ(α)ǫ(β) = 1. Hence the equation
ǫ(α) = ǫ(β) = 1 (3.8)
holds if we replace the elements α and β with ǫ(β)α and ǫ(α)β, respectively. For
simplicity, all quasi-Hopf algebras in this paper are assumed to satisfy (3.8). A
category-theoretical meaning of this assumption is explained in Remark 3.4.
Now we fix a quasi-Hopf algebra H = (H,∆, ǫ,φ,S,α,β), and assume that the
antipode S is bijective with inverse S (this assumption is automatically satisfied
when H is finite-dimensional; see [BC03] and [Sch04]). We define the quasi-Hopf
algebras Hop and Hcop by
Hop = (Hop,∆, ǫ,φ−1,S,S(β),S(α)), (3.9)
Hcop = (H,∆cop, ǫ,φ−1321,S,S(α),S(β)), (3.10)
respectively, where ∆cop(h) = h(2) ⊗ h(1) (h ∈ H). Hence,
Hop,cop := (Hop)cop = (Hop,∆cop, ǫ,φ321,S,β,α) = (H
cop)op.
To express iterated comultiplications, we use the following variant of the Sweedler
notation: For h ∈ H , we write h(1) ⊗∆(h(2)) = h(1) ⊗ h(2,1) ⊗ h(2,2) and ∆(h(1))⊗
h(2) = h(1,1) ⊗ h(1,2) ⊗ h(2). If H is an ordinary Hopf algebra, then the equation
h(1,1) ⊗ h(1,2)S(h(2)) = h⊗ 1 holds for all h ∈ H . To state quasi-Hopf analogues of
such equations, we introduce:
p
R := φ1 ⊗ φ2βS(φ3), (3.11)
q
R := φ1 ⊗ S(αφ3)φ2, (3.12)
p
L := φ2S(φ1β)⊗ φ3, (3.13)
q
L := S(φ1)αφ2 ⊗ φ3. (3.14)
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Then, for all h ∈ H , we have
h(1,1)p
R
1 ⊗ h(1,2)p
R
2S(h(2)) = p
R(h⊗ 1), (3.15)
q
R
1h(1,1) ⊗ S(h(2))q
R
2h(1,2) = (h⊗ 1)q
R, (3.16)
h(2,1)p
L
1S(h(1))⊗ h(2,2)p
L
2 = p
L(1 ⊗ h), (3.17)
S(h(1))q
L
1h(2,1) ⊗ q
L
2h(2,2) = (1⊗ h)q
L. (3.18)
The following formulas are also useful:
q
R
1(1)p
R
1 ⊗ q
R
1(2)p
R
2S(q
R
2 ) = 1⊗ 1, (3.19)
q
R
1p
R
1(1) ⊗ S(p
R
2 )q
R
2p
R
1(2) = 1⊗ 1, (3.20)
q
L
2(1)p
L
1S(q
L
1)⊗ q
L
2(2)p
L
2 = 1⊗ 1, (3.21)
S(pL1)q
L
1p
L
2(1) ⊗ q
L
2p
L
2(2) = 1⊗ 1. (3.22)
Equations (3.15)–(3.18) are equivalent in the following sense: Let pRop, q
R
op, p
L
op and
q
L
op be the elements p
R, qR, pL and qL for Hop, respectively. We use the same
notation for Hcop. Then we have
p
R
op = q
R, qRop = p
R, pLop = q
L, qLop = p
L, (3.23)
p
R
cop = p
L
21, q
R
cop = q
L
21, p
L
cop = p
R
21, q
L
cop = q
R
21 (3.24)
by defining formulas (3.9)–(3.14). Thus (3.16), (3.17) and (3.18) are obtained by
applying (3.15) to the quasi-Hopf algebras Hop, Hcop and Hop,cop, respectively.
Equations (3.19)–(3.22) are also equivalent in the same sense.
The antipode of a Hopf algebra is known to be an anti-coalgebra map. To
extend this result to quasi-Hopf algebras, it is convenient to introduce the twisting
operation for quasi-Hopf algebras [Dri89, Kas95]. A gauge transformation of H is
an invertible element F ∈ H⊗2 such that ǫ(F1)F2 = 1 = F1ǫ(F2). Given a gauge
transformation F of H , we define
∆F (h) = F∆(h)F−1 (h ∈ H), αF = S(F 1)αF 2, β
F = F1βS(F2),
φF = (1⊗ F )(id⊗∆)(F )φ(∆ ⊗ id)(F−1)(F−1 ⊗ 1).
Then HF := (H,∆F , ǫ,φF ,S,αF ,βF ) is a quasi-Hopf algebra, called the twist of
H by F . Drinfeld [Dri89] introduced a special gauge transformation f given as
follows: We define a,b ∈ H⊗2 by
a = S(φ1φ2)αφ2φ3(1) ⊗ S(φ1)αφ3φ3(2)
(3.3) = S(φ2φ1(2))αφ3φ2 ⊗ S(φ1φ1(1))αφ3,
(3.25)
b = φ1(1)φ1βS(φ3)⊗ φ1(2)φ2βS(φ2φ3)
(3.3) = φ1βS(φ3(2)φ3)⊗ φ2φ1βS(φ3(1)φ2).
(3.26)
Then f and its inverse are given by the following formulas:
f = (S ⊗ S)∆cop(pR1 )a∆(p
R
2 ), f
−1 = ∆(qL1)b (S ⊗ S)∆
cop(qL2). (3.27)
CATEGORICAL ASPECTS OF COINTEGRALS ON QUASI-HOPF ALGEBRAS 9
The antipode of H is shown to be an isomorphism S : Hop,cop → Hf of quasi-Hopf
algebras. Namely, we have
∆f(S(h)) = S(h(2))⊗ S(h(1)), ǫ(S(h)) = ǫ(h), (3.28)
S(φ3)⊗ S(φ2)⊗ S(φ1) = φ
f , (3.29)
S(β) = S(f1)αf2, S(α) = f1βS(f2) (3.30)
for all h ∈ H . The following equations are also useful:
∆(α) = f−1a, ∆(β) = bf. (3.31)
For later use, we prove the following three lemmas:
Lemma 3.1. Let fop and fcop be the elements f for the quasi-Hopf algebras H
op
and Hcop, respectively. These elements are given explicitly by
fop = S(f2)⊗ S(f1), fcop = S(f1)⊗ S(f2). (3.32)
Proof. By (3.23), (3.25), (3.27), and the definition of Hop, we have
fop = ∆(q
R
2 ) · (φ3(1)φ2S(β)S(φ2φ1))⊗ φ3(2)φ3S(β)S(φ1)) · (S ⊗ S)∆
cop(qR1 ).
Thus we compute:
(S ⊗ S)(fop) = ∆
cop(qR1 ) · (φ2φ1βS(φ3(1)φ2)⊗ φ1βS(φ3(2)φ3)) · (S ⊗ S)∆(q
R
2 )
(3.26) = ∆cop(qR1 ) · b21 · (S ⊗ S)∆(q
R
2 )
(3.28) = ∆cop(qR1 ) · b21 · f21 ·∆
cop(S(qR2 )) · f
−1
21
(3.31) = ∆cop(qR1 ) ·∆
cop(β) ·∆cop(S(qR2 )) · f
−1
21
= ∆cop(qR1βS(q
R
2 )) · f
−1
21
(3.6)
= f−121 .
This shows the first equation of (3.32). To prove the second one, we note:
fcop = (S ⊗ S)∆(p
L
2) · (S(φ3φ2)S(α)φ2φ1(2) ⊗ S(φ3)S(α)φ1φ1(1)) ·∆
cop(pL1).
Thus we have
(S ⊗ S)(fcop) = (S ⊗ S)∆
cop(pL1) · (S(φ2φ1(2))αφ3φ2 ⊗ S(φ1φ1(1))αφ3) ·∆(p
L
2)
(3.25), (3.28) = f ·∆(S(pL1)) · f
−1 · a ·∆(pL2)
(3.31) = f ·∆(S(pL1)) ·∆(α) ·∆(p
L
2)
= f ·∆(S(pL1)αp
L
2)
(3.6)
= f. 
Lemma 3.2. The following equations hold:
q
R
1(1)φ1 ⊗ q
R
1(2)φ2 ⊗ q
R
2φ3 = φ1 ⊗ q
R
1φ2(1) ⊗ S(φ3)q
R
2φ2(2), (3.33)
φ1p
R
1(1) ⊗ φ2p
R
1(2) ⊗ φ3p
R
2 = φ1 ⊗ φ2(1)p
R
1 ⊗ φ2(2)p
R
2S(φ3). (3.34)
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Proof. The first equation is verified as follows:
q
R
1(1)φ1 ⊗ q
R
1(2)φ2 ⊗ q
R
2φ3
(3.12) = φ1(1)φ1 ⊗ φ1(2)φ2 ⊗ S(S(φ2φ3)αφ3)
(3.3) = φ′1φ
′
1 ⊗ φ
′
2φ1φ
′
2(1) ⊗ S(S(φ
′
3(1)φ2φ
′
2(2))αφ
′
3(2)φ3φ
′
3)
(3.5),(3.7) = φ′1 ⊗ φ1φ
′
2(1) ⊗ S(αφ3φ
′
3)φ2φ
′
2(2)
(3.12) = φ′1 ⊗ q
R
1φ
′
2(1) ⊗ S(φ
′
3)q
R
2φ
′
2(2),
where φ′ is a copy of φ. The second one is obtained by applying (3.33) to Hop. 
Lemma 3.3. The following equations hold:
S(pR1 )q
L
1p
R
2(1) ⊗ q
L
2p
R
2(2) = S(p
L
2)f1 ⊗ S(p
L
1)f2, (3.35)
q
R
2(1)p
L
1S(q
R
1 )⊗ q
R
2(2)p
L
2 = S(q
L
2f2)⊗ S(q
L
1f1), (3.36)
q
R
1p
L
1(1) ⊗ S(p
L
2)q
R
2p
L
1(2) = S(f2p
R
2 )⊗ S(f1p
R
1 ), (3.37)
q
L
1(1)p
R
1 ⊗ q
L
1(2)p
R
2S(q
L
2) = f1S(q
R
2 )⊗ f2S(q
R
1 ). (3.38)
Proof. By (3.28) and (3.31), we have
∆(βS(h)) = bf∆(S(h)) = b(S(h(2))⊗ S(h(1)))f (3.39)
for all h ∈ H . We now verify (3.35) as follows:
S(pR1 )q
L
1p
R
2(1) ⊗ q
L
2p
R
2(2)
(3.15),(3.18) = S(φ′1)S(φ1)αφ2(φ
′
2βS(φ
′
3))(1) ⊗ φ3(φ
′
2βS(φ
′
3))(2)
(3.39) = S(φ1φ
′
1)αφ2φ
′
2(1)b1S(φ
′
3(2))f1 ⊗ φ3φ
′
2(2)b2S(φ
′
3(1))f2
(3.13),(3.26) = S(φ1φ
′
1)αφ2φ
′
2(1)φ
′′
1βS(φ
′′
3(2)p
L
2)S(φ
′
3(2))f1
⊗ φ3φ
′
2(2)φ
′′
2S(φ
′′
3(1)p
L
1)S(φ
′
3(1))f2
= S(φ1φ
′
1)αφ2φ
′
2(1)φ
′′
1βS((φ
′
3φ
′′
3 )(2)p
L
2)f1
⊗ φ3φ
′
2(2)φ
′′
2S((φ
′
3φ
′′
3 )(1)p
L
1)f2
(3.3) = S(φ1(1)φ
′
1)αφ1(2)φ
′
2βS((φ3φ
′
3(2))(2)p
L
2)f1
⊗ φ2φ
′
3(1)S((φ3φ
′
3(2))(1)p
L
1)f2
(3.5),(3.7) = S(φ′1)αφ
′
1(2)βS(φ
′
3(2,2)p
L
2)f1 ⊗ φ
′
3(1)S(φ
′
3(2,1)p
L
1)f2
= S(φ′1)αφ
′
1(2)βS(φ
′
3(2,2)p
L
2)f1 ⊗ S(φ
′
3(2,1)p
L
1S(φ
′
3(1)))f2
(3.17) = S(φ′1)αφ
′
1(2)βS(p
L
2φ
′
3)f1 ⊗ S(p
L
1)f2
(3.6) = S(pL2)f1 ⊗ S(p
L
1)f2,
where φ′ and φ′′ are copies of φ. Equations (3.36), (3.37) and (3.38) are obtained
by applying the equation (3.35) to Hop, Hcop and Hop,cop, respectively. 
3.3. Modules over a quasi-Hopf algebra. Let H be a quasi-Hopf algebra with
bijective antipode. If V andW are left H-modules, then their tensor product V ⊗W
is a left H-module by the action given by h · (v⊗w) = h(1)v⊗h(2)w (h ∈ H , v ∈ V ,
w ∈ W ). The vector space 1 := k is a left H-module through the counit ǫ : H → k.
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The category HM of left H-modules is a monoidal category with the associator Φ,
the left unit isomorphism l and the right unit isomorphism r given by
ΦX,Y,Z((x⊗ y)⊗ z) = φ1x⊗ (φ2y ⊗ φ3z),
lX(1⊗ x) = x, and rX(x⊗ 1) = x,
respectively, for X,Y, Z ∈ HM , x ∈ X , y ∈ Y and z ∈ Z.
For a finite-dimensional left H-module X , we define the left H-module X∨ to
be the vector space X∨ = X∗ with the left H-module structure given by h · ξ =
ξ ↼ S(h) for h ∈ H and ξ ∈ X∨. We fix a basis {xi} of X and let {x
i} be the dual
basis of {xi}. We define evX and coevX by
evX : X
∨ ⊗X → 1, evX(ξ ⊗ x) = 〈ξ,αx〉,
coevX : 1→ X ⊗X
∨, coevX(1) = βxi ⊗ x
i,
respectively, for ξ ∈ X∨ and x ∈ X , where we have used the Einstein convention
to suppress the sum over i. Equations (3.5) and (3.6) imply that (X∨, evX , coevX)
is a left dual object of X .
Remark 3.4. A representation-theoretical meaning of the condition (3.8) is ex-
plained as follows: The triple (1, r
1
, r−1
1
) is a left dual object of 1. Thus, by
the uniqueness of a left dual object (see Subsection 2.2), there is an isomorphism
f : 1 → 1∨ in HM such that (id1 ⊗ f)r
−1
1
= coev
1
and r
1
= ev
1
(f ⊗ id
1
). By
the former equation, f is given by 〈f(c), c′〉 = ǫ(β)cc′ for c, c′ ∈ k. Thus (3.8) is
equivalent to that the canonical isomorphism f : 1 → 1∨ in HM coincides with
the canonical isomorphism k ∼= k∗ of vector spaces.
Let X be a finite-dimensional left H-module with basis {xi}, and let {x
i} be
the dual basis of X∗. As we have recalled in Subsection 2.2, there is a natural
isomorphism
Q = QV,W,X : HomH(V,X ⊗W )→ HomH(X
∨ ⊗ V,W )
for V,W ∈ HM . We express this isomorphism explicitly. Given a morphism
f : A→ B⊗C in HM , where A,B,C ∈ HM , we write f(a) for a ∈ A symbolically
as f(a)B ⊗ f(a)C .
Lemma 3.5. The isomorphism Q and its inverse are given by
Q(f)(ξ ⊗ v) = 〈ξ,qL1f(v)X〉q
L
2f(v)W , (3.40)
Q
−1(g)(v) = S(pL1)xi ⊗ g(x
i ⊗ pL2v) (3.41)
for f ∈ HomH(V,X ⊗W ), g ∈ HomH(X
∨ ⊗ V,W ), v ∈ V and ξ ∈ X∨.
Proof. For f ∈ HomH(V,X ⊗W ), ξ ∈ X
∨ and v ∈ V , we compute:
Q(f)(ξ ⊗ v) = ((evX ⊗ idW )Φ
−1
X∨,X,W (idX∨ ⊗ f))(ξ ⊗ v)
= (evX ⊗ idW )(φ1ξ ⊗ φ2f(v)X ⊗ φ3f(v)W )
= 〈φ1ξ,αφ2f(v)X〉φ3f(v)W
= 〈ξ,S(φ1)αφ2f(v)X〉φ3f(v)W
(3.18) = 〈ξ,qL1f(v)X〉q
L
2f(v)W .
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To verify the expression forQ−1, we note that the equation xi⊗(x
i◦T ) = T (xi)⊗x
i
holds in X⊗X∗ for all T ∈ Endk(X). In particular, we have xi⊗hx
i = S(h)xi⊗x
i
for all h ∈ H . Thus we have
Q
−1(g)(v) = ((idX ⊗ g)ΦX,X∨,V (coevX ⊗ idV ))(v)
= (idX ⊗ g)(φ1βxi ⊗ φ2x
i ⊗ φ3v)
= φ1βxi ⊗ g(φ2x
i ⊗ φ3v)
= φ1βS(φ2)xi ⊗ g(x
i ⊗ φ3v)
(3.13) = S(pL1)xi ⊗ g(x
i ⊗ pL2v)
for g ∈ HomH(X
∨ ⊗ V,W ) and v ∈ V . 
The following lemma is proved in a similar manner:
Lemma 3.6. The natural isomorphism
P = PV,W,X : HomH(V ⊗X,W )→ HomH(V,W ⊗X
∨)
and its inverse are given by
P(f)(v) = f(pR1v ⊗ p
R
2xi)⊗ x
i, (3.42)
P
−1(g)(v ⊗ x) = qR1g(v)W 〈g(v)X∨ ,S(q
R
2 )x〉 (3.43)
for f ∈ HomH(V ⊗X,W ), g ∈ HomH(V,W ⊗X
∨), v ∈ V and x ∈ X.
A left H-module (co)algebra is a synonym for a (co)algebra in the monoidal
category HM . As an application of Lemmas 3.5 and 3.6, we give a description of
the dual (co)module in HM . For this purpose, we introduce the following notation:
u
L = f1S(q
R
2 )⊗ f2S(q
R
1 ), (3.44)
v
R = S(pL2)f1 ⊗ S(p
L
1)f2. (3.45)
Lemma 3.7. (i) Let A be a left H-module algebra. If X is a finite-dimensional left
A-module in HM with action ⊲, then the right A-module structure of X
∨ is given
by
〈ξ ⊳ a, x〉 = 〈ξ, (uL1a) ⊲ (u
L
2x)〉 (a ∈ A, ξ ∈ X
∨, x ∈ X). (3.46)
(ii) Let C be a left H-module coalgebra. If X is a finite-dimensional right C-
comodule in HM with coaction x 7→ x(0) ⊗ x(1), then the left C-comodule structure
of X∨ is given by
ξ 7→ 〈ξ,vR1xi(0)〉v
R
2xi(1) ⊗ x
i (ξ ∈ X∨), (3.47)
where {xi} is a basis of X and {x
i} is the dual basis of {xi}.
Proof. We write ρ(a⊗x) = a⊲x. We have hρ(a⊗x) = ρ(h(1)a⊗h(2)x) for all h ∈ H ,
a ∈ A and x ∈ X since ρ : A⊗X → X is a morphism in HM . By Lemmas 3.5 and
3.6, we have
〈ξ ⊳ a, x〉 = 〈(QA,X∨,XPA,X,X(ρ))(ξ ⊗ a), x〉
= 〈ξ,qL1ρ(p
R
1a⊗ p
R
2xi)〉〈q
L
2x
i, x〉
= 〈ξ, ρ(qL1(1)p
R
1a⊗ q
L
1(2)p
R
2S(q
L
2)xi)〉〈x
i, x〉
(3.38) = 〈ξ, ρ(f1S(q
R
2 )a⊗ f2S(q
R
1 )x)〉
(3.44) = 〈ξ, (uL1a) ⊲ (u
L
2x)〉
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for ξ ∈ X∨, a ∈ A and x ∈ X . Hence Part (i) is proved. To prove Part (ii), we
let δ : X → X ⊗ C be the coaction of C on X and set δ♮ = QX,C,X(δ). Then the
coaction of C on X∨ is computed as follows:
ξ 7→ PX∨,C,X(δ
♮)(ξ) = δ♮(pR1 ξ ⊗ p
R
2xi)⊗ x
i
= 〈pR1 ξ,q
L
1(q
R
2xi)(0)〉q
L
2(p
R
2xi)(1) ⊗ x
i
= 〈ξ,S(pR1 )q
L
1q
R
2(1)xi(0)〉q
L
2p
R
2(2)xi(1) ⊗ x
i
(3.35) = 〈ξ,S(pL2)f1xi(0)〉 S(p
L
1)f2xi(1) ⊗ x
i
(3.49) = 〈ξ,vR1xi(0)〉v
R
2xi(1) ⊗ x
i
for all ξ ∈ X∨. Thus the proof of Part (ii) is done. 
For a finite-dimensional left H-module X , we also define the left H-module
∨X to be the vector space ∨X = X∗ with the left H-module structure given by
h · ξ = ξ ↼ S(h) for h ∈ H and ξ ∈ ∨X . We fix a basis {xi} of X and define ev
′
X
and coev′X by
ev′X : X ⊗
∨X → 1, ev′X(x⊗ ξ) = 〈ξ,S(α)x〉,
coev′X : 1→
∨X ⊗X, coev′X(1) = x
i ⊗ S(β)xi
for x ∈ X and ξ ∈ ∨X , where {xi} is the dual basis of {xi}. Then (
∨X, ev′X , coev
′
X)
is a right dual object of X in HM . We remark that a right dual object of X is a left
dual object of X ∈ (HM )
rev and the monoidal category (HM )
rev can be identified
with HcopM . We now define
u
R = S(qL2f2)⊗ S(q
L
1f1), (3.48)
v
L = S(f2p
R
2 )⊗ S(f1p
R
1 ). (3.49)
If we denote by uLcop and v
R
cop the elements u
L and vR for Hcop, respectively, then
we have
u
L
cop = u
R
21 and v
R
cop = v
L
21 (3.50)
by equations (3.24) and (3.32). By applying Lemma 3.7 to Hcop, we obtain the
following lemma:
Lemma 3.8. (i) Let A be a left H-module algebra. If X is a finite-dimensional
right A-module in HM with action ⊳, then the left A-module structure of
∨X is
given by
〈a ⊲ ξ, x〉 = 〈ξ, (uR1x) ⊳ (u
R
2a)〉 (a ∈ A, ξ ∈
∨X, x ∈ X). (3.51)
(ii) Let C be a left H-module coalgebra. If X is a finite-dimensional left C-comodule
in HM with coaction x 7→ x(−1) ⊗ x(0), then the right C-comodule structure of
∨X
is given by
ξ 7→ xi ⊗ vL1xi(−1) 〈ξ,v
L
2xi(0)〉 (ξ ∈
∨X), (3.52)
where {xi} is a basis of X and {x
i} is the dual basis of {xi}.
4. Integral theory for quasi-Hopf algebras
4.1. Integrals. The notions of integrals and cointegrals for Hopf algebras play an
important role in the Hopf algebra theory and its applications. The integral theory
for quasi-Hopf algebras is established by Hausser and Nill in [HN99]. The definition
of integrals in a quasi-Hopf algebra is completely same as the case of Hopf algebras:
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Definition 4.1. Let H be a quasi-Hopf algebra. A left integral in H is an element
Λ ∈ H such that hΛ = ǫ(h)Λ for all h ∈ H . Analogously, a right integral in H is
an element Λ ∈ H such that Λh = ǫ(h)Λ for all h ∈ H .
The definition of cointegrals on a quasi-Hopf algebra is more complicated than
the Hopf case. The original definition of Hausser and Nill is based on the fun-
damental theorem for quasi-Hopf bimodules. There are several formulas defining
cointegrals, however, the original definition is convenient from the theoretical point
of view. In this section, following [HN99, BC03, BC12], we review basic results on
quasi-Hopf bimodules and (co)integrals for quasi-Hopf algebras.
4.2. Quasi-Hopf bimodules. Let H be a quasi-Hopf algebra with bijective an-
tipode. The category HMH of H-bimodules is identified with the category of left
modules over He := H ⊗Hop. Since He is naturally a quasi-Hopf algebra, the cat-
egory HMH is a monoidal category. To be precise, for M,N ∈ HMH , their tensor
product M ⊗ˆN ∈ HMH is the vector space M ⊗N endowed with the H-bimodule
structure given by
h · (m⊗ n) · h′ = h(1)mh
′
(1) ⊗ h(2)nh
′
(2)
for h, h′ ∈ H , m ∈M and n ∈ N . The unit object 1 is the base field k regarded as
an H-bimodule by the counit of H . The associator of (HMH , ⊗ˆ,1) is given by
ΦL,M,N : (L ⊗ˆM) ⊗ˆN → (L ⊗ˆM) ⊗ˆN,
(a⊗ b)⊗ c 7→ φ1aφ1 ⊗ (φ2bφ2 ⊗ φ3cφ3)
for L,M,N ∈ HMH , a ∈ L, b ∈ M and c ∈ N . The left and the right unit
isomorphisms of HMH are same as those of the monoidal category of vector spaces
over k.
Equations (3.1) and (3.2) imply that the H-bimodule H is a coalgebra in the
monoidal category (HMH , ⊗ˆ,1) with respect to ∆ and ǫ. The category HM
H
H of
right quasi-Hopf bimodules over H is defined as the category of right H-comodules
in HMH . Given a left H-module V , we regard it as an H-bimodule by defining the
right action of H through the counit of H . Then the H-bimodule V ⊗ˆH is a right
H-comodule in HMH by the coaction
V ⊗ˆH
V ⊗ˆ∆
−−−−−−−→ V ⊗ˆ (H ⊗ˆH)
Φ−1
V,H,H
−−−−−−−−→ (V ⊗ˆH) ⊗ˆH. (4.1)
Thus we have a functor
HM → HM
H
H , V 7→ V ⊗ˆH. (4.2)
For M ∈ HM
H
H , we define the linear map EM :M →M by
EM (m) = q
R
1m(0)βS(q
R
2m(1)) (m ∈M),
where m 7→ m(0) ⊗m(1) is the coaction. The subspace M
coH := Im(EM ) is called
the space of coinvariants. Although M coH is not a submodule of M , it is a left
H-module by the action ⊲ given by h ⊲ m = EM (hm) for h ∈ H and m ∈ M
coH .
This construction extends to the functor
HM
H
H ,→ HM , M 7→M
coH . (4.3)
The fundamental theorem for quasi-Hopf bimodules [HN99, Section 3] states that
the functors (4.2) and (4.3) are mutually quasi-inverse to each other. Furthermore,
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they form an adjoint equivalence between HM and HM
H
H with the unit and the
counit given respectively by
V → (V ⊗ˆH)coH , v 7→ v ⊗ 1 (v ∈ V ), (4.4)
M coH ⊗ˆH →M, m⊗ h 7→ mh (m ∈M coH , h ∈ H). (4.5)
The category HHMH of left quasi-Hopf bimodules over H is defined to be the
category of left H-comodules in HMH . This category can be identified with the
category of right quasi-Hopf modules over K = Hcop. Thus, by applying the fun-
damental theorem to K, we see that the functor
HM →
H
HMH , V 7→ H ⊗ˆ V (4.6)
is an equivalence of categories. A quasi-inverse of (4.6), which we denote by
coH(−) : HHMH → HM , (4.7)
is given as follows: For M ∈ HHMH , we define the linear map E
cop
M :M →M by
E
cop
M (m) = q
L
2m(0)S(β)S(q
L
1m(−1)) (m ∈M),
wherem 7→ m(−1)⊗m(0) is the coaction. Then
coHM := Im(EcopM ) as a vector space.
The left H-module structure is given by by h ⊲ m = EcopM (hm). The functors (4.6)
and (4.7) actually form an adjoint equivalence with the unit and the counit given
respectively by
V → coH(H ⊗ˆ V ), v 7→ 1⊗ v (v ∈ V ), (4.8)
H ⊗ˆ coHM →M, h⊗m 7→ mh (m ∈ coHM,h ∈ H). (4.9)
4.3. Cointegrals. Let H be a quasi-Hopf algebra with bijective antipode. Since
HMH is isomorphic to the category of left H
e-modules as a monoidal category,
every finite-dimensional object of HMH admits a left dual object and a right dual
object. Specifically, if M is a finite-dimensional H-bimodule, then its left dual
object (M∨, evM , coevM ) is given as follows: As a vector space, M
∨ =M∗. We fix
a basis {mi} of M and let {m
i} be the dual basis of {mi}. Then the H-bimodule
structure ofM∨, the evaluation morphism and the coevaluation morphism are given
by
h · ξ · h′ = S(h′)⇀ ξ ↼ S(h), (4.10)
evM :M
∨ ⊗ˆM → k, evM (ξ ⊗m) = 〈ξ,αmS(β)〉, (4.11)
coevM : k →M ⊗ˆM
∨, coevM (1) = βmiS(α)⊗m
i, (4.12)
respectively, for h, h′ ∈ H , m ∈ M and ξ ∈ M∨, where the Einstein notation is
used to suppress the sum over i. Analogously, the right dual object ∨M of M is
defined by ∨M =M∗ as a vector space. The H-bimodule structure, the evaluation
and the coevaluation are given by
h · ξ · h′ = S(h′)⇀ ξ ↼ S(h), (4.13)
ev′M :M ⊗ˆ
∨M → k, ev′M (m⊗ ξ) = 〈ξ,S(α)mβ〉, (4.14)
coev′M : k →
∨M ⊗ˆM, coev′M (1) = m
i ⊗ S(β)miα, (4.15)
respectively, for h, h′ ∈ H , m ∈M and ξ ∈ ∨M .
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Lemma 4.2. (i) If M is a finite-dimensional right quasi-Hopf bimodule over H,
then the H-bimodule M∨ is a left quasi-Hopf bimodule by the coaction
ξ 7→ 〈ξ,vR1mi(0)u
R
1 〉v
R
2mi(1)u
R
2 ⊗m
i (ξ ∈M∨), (4.16)
where {mi} is a basis of M , {m
i} is the dual basis of M∗.
(ii) If M is a finite-dimensional left quasi-Hopf bimodule over H, then the H-
bimodule ∨M is a right quasi-Hopf bimodule by the coaction
ξ 7→ mi ⊗ vL1mi(−1)u
L
1 〈ξ,v
L
2mi(0)u
L
2〉 (ξ ∈
∨M), (4.17)
where {mi} is a basis of M , {m
i} is the dual basis of M∗.
See (3.44), (3.45), (3.48) and (3.49) for the definitions of the elements uL, vR,
u
R and vL of H ⊗H , respectively.
Proof. The result follows from Lemmas 3.7 and 3.8 applied to He. One can also
verify this lemma by a direct computation along the same way as [BC12, Proposition
3.2]. 
Now we suppose that H is a finite-dimensional quasi-Hopf algebra. Then H is
a finite-dimensional left and right quasi-Hopf bimodule over H . Thus H∨ and ∨H
are a left and a right quasi-Hopf bimodule over H , respectively.
Definition 4.3. We set ∫L := (∨H)coH and ∫R := coH(H∨) and call them the spaces
of left cointegrals and right cointegrals, respectively.
The fundamental theorem gives an isomorphism ∨H ∼= ∫
L ⊗ˆ H in HM
H
H . By
counting dimensions, we see that ∫L is one-dimensional. Thus there is an algebra
map µ : H → k such that h ⊲ λ = µ(h)λ for all h ∈ H and λ ∈ ∫L.
Definition 4.4. We call µ themodular function onH . We say thatH is unimodular
if the modular function on H is identical to the counit of H .
By the fundamental theorem, there is also an isomorphism H∨ ∼= H ⊗ˆ ∫
R in
H
HMH . Hence there is an algebra map µ
′ : H → k such that h ⊲ λ = µ′(h)λ for all
h ∈ H and λ ∈ ∫R. The following lemma shows that µ′ coincides with the modular
function.
Lemma 4.5. ∫L ∼= ∫R as left H-modules.
Proof. We have isomorphisms
(∨∫R ⊗ˆ ∫L) ⊗ˆH ∼= ∨∫R ⊗ˆ (∫ L ⊗ˆH) ∼= ∨∫R ⊗ˆ ∨H ∼= ∨(H ⊗ˆ ∫R) ∼= ∨(H∨) ∼= H
of right quasi-Hopf bimodules. By the fundamental theorem, we have an isomor-
phism ∨∫R ⊗ ∫L ∼= 1 of left H-modules. Thus ∫
L ∼= ∫
R as left H-modules. 
4.4. Properties of cointegrals. Let H be a finite-dimensional quasi-Hopf alge-
bra. We note that the antipode of H is bijective if this is the case [BC03, Sch04].
By the fundamental theorem for quasi-Hopf bimodules, the map
Ξ : ∫L ⊗ˆH → ∨H, λ⊗ h 7→ S(h)⇀ λ (λ ∈ ∫L, h ∈ H) (4.18)
is an isomorphism in the category HM
H
H . We fix a non-zero left cointegral λ on
H . Since the map Ξ is bijective, and since the antipode S of H is bijective, the
map H → H∗ given by h 7→ h ⇀ λ (h ∈ H) is also bijective. This means that the
algebra H is a Frobenius algebra with Frobenius form λ.
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We briefly recall basic results on Frobenius algebras. Let A be a Frobenius
algebra with Frobenius form λ : A → k. By definition, the map Θ : A → A∗
defined by Θ(a) = a ⇀ λ (a ∈ A) is bijective. Given an algebra map χ :
A → k, we define Iχ = {t ∈ A | at = χ(a)t for all a ∈ A} and Jχ = {f ∈ A
∗ |
a ⇀ f = χ(a)f for all a ∈ A}. Since Θ is an isomorphism of left A-modules, it in-
duces an isomorphism between Iχ and Jχ. It is easy to see that Jχ is spanned by
χ. Hence Iχ is spanned by tχ := Θ
−1(χ). If t ∈ Iχ is a non-zero element, then it is
a non-zero scalar multiple of tχ. Since
〈λ, tχ〉 = (tχ ⇀ λ)(1) = (ΘΘ
−1(χ))(1) = χ(1) = 1,
we have λ(t) 6= 0 for all non-zero elements t ∈ Iχ. The Nakayama automorphism of
A (with respect to the Frobenius form λ) is the algebra automorphism ν : A → A
determined by
λ(ab) = λ(b · ν(a)) (a, b ∈ A). (4.19)
Let ν be the inverse of ν. Then we have
Θ(tχa)(b) = λ(btχa) = λ(ν(a)btχ) = χ(ν(a))χ(b)λ(tχ) = χ(ν(a))χ(b)
for all a, b ∈ A. Thus we have ta = χ(ν(a))t for all t ∈ Iχ and a ∈ A. Now we
apply these results to the Frobenius algebra H .
Theorem 4.6. Let λ be a non-zero left cointegral on H. Then we have:
(1) H is a Frobenius algebra with Frobenius form λ. The Nakayama automor-
phism of H with respect to λ is given by
ν(h) = S(S(h)↼ µ) (h ∈ H),
where µ is the modular function on H and
h ↼ ξ = 〈ξ, h(1)〉h(2) (ξ ∈ H
∗, h ∈ H).
(2) The space of left integrals in H is one-dimensional. If Λ is a non-zero left
integral in H, then we have λ(Λ) 6= 0 and Λh = µ(h)Λ for all h ∈ H.
(3) The space of right integrals in H is also one-dimensional. If Λ is a non-zero
right integral in H, then we have λ(Λ) 6= 0 and hΛ = µ(h)Λ for all h ∈ H,
where µ = µ ◦ S.
Proof. We have proved that H is a Frobenius algebra with Frobenius form λ. We
verify the given expression of the Nakayama automorphism. Since the map Ξ given
by (4.18) is left H-linear, we have
λ(S(h)S(h′)) = (h · Ξ(λ⊗ h′))(1) = Ξ(h · (λ⊗ h′))(1)
= Ξ(h(1) ⊲ λ⊗ h(2)h
′)(1) = µ(h(1))λ(S(h(2)h
′)) = λ(S(h′)S(h ↼ µ))
for all h, h′ ∈ H . If we replace h and h′ with S(h) and S(h′), respectively, then we
obtain λ(hh′) = λ(h′S(S(h) ↼ µ)) as desired. Thus Part (1) is proved.
To prove Part (2), we note that the space of left integrals in H is Iχ with χ = ǫ
in the above notation. By the above-mentioned results on Frobenius algebras, Iǫ
is one-dimensional. Furthermore, if Λ is a non-zero left integral in H , then we have
λ(Λ) 6= 0 and Λh = ǫ(ν(h))Λ = µ(h)Λ for all h ∈ H . Thus the proof of Part (2)
is done. Part (3) is proved by applying the same argument to Hop, which is also a
Frobenius algebra with the same Frobenius form λ. 
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Let λ be a non-zero left cointegral on H . In summary, the bijectivity of the map
Ξ given by (4.18) implies that H is a Frobenius algebra with Frobenius form λ. As
we have seen in the proof of the above theorem, an expression of the Nakayama
automorphism is obtained from the left H-linearity of Ξ. Other results in this
subsection follow from general theory of Frobenius algebras.
The H-colinearity of Ξ has not been used yet. This property gives the following
equation:
Lemma 4.7. Let λ be a left cointegral on H. Then the equation
v
L
1h(1)u
L
1 〈λ,v
L
2h(2)u
L
2S(h
′)〉 = µ(φ1)〈λ, hS(φ2h
′
(1))〉φ3h
′
(2) (4.20)
holds for all h, h′ ∈ H.
Proof. We fix a left cointegral λ on H and elements h, h′ ∈ H . Let δ and δ′ be the
right coactions of H on ∫L ⊗ˆ H and ∨H , respectively. Since the map Ξ preserves
the coactions, we have F = G, where
F = ((Ξ⊗ idH) ◦ δ)(λ⊗ h
′) and G = (δ′ ◦ Ξ)(λ⊗ h′).
We recall that δ is given by (4.1) with V = ∫L, and the H-bimodule structure of ∫L
is given by xλy = µ(x)ǫ(y)λ for x, y ∈ H . Thus we have
δ(λ⊗ h′) = (φ1λφ1 ⊗ φ2h
′
(1)φ2)⊗ φ3h
′
(2)φ3 = (µ(φ1)λ⊗ φ2h
′
(1))⊗ φ3h
′
(2).
Now we define a linear map Th : H
∗ ⊗H → H by Th(ξ ⊗ a) = ξ(h)a. Then,
Th(F ) = Ξ(µ(φ1)λ⊗ φ2h
′
(1))(h) ·φ3h
′
(2) = µ(φ1)〈λ, hS(φ2h
′
(1))〉φ3h
′
(2).
We fix a basis {ei} of H and let {e
i} be the dual basis of {ei}. Then we have
Th(G) = Th(δ
′(S(h′)⇀ λ)) = 〈ei, h〉vL1ei(1)u
L
1 〈S(h
′)⇀ λ,vL2ei(2)u
L
2〉
= vL1h(1)u
L
1 〈λ,v
L
2h(2)u
L
2S(h
′)〉
by Lemma 4.2. Now equation (4.20) follows from Th(F ) = Th(G). 
4.5. Characterizations of cointegrals. If λ ∈ H∗ is a left cointegral on H , then
we have
v
L
1h(1)u
L
1 〈λ,v
L
2h(2)u
L
2〉 = µ(φ1)〈λ, hS(φ2)〉φ3 (4.21)
for all h ∈ H by (4.20). The first appearance of (4.21) seems to be the proof of
[BC03, Proposition 3.4]. Later, equation (4.21) has been used as a definition of
left cointegrals on H in some literature including [BT04, BT08]. However, it is
not trivial that equation (4.21) characterizes left cointegrals. One can prove such a
characterization by putting some arguments of [HN99, BC03, BC12] together. For
reader’s convenience, we here give a self-contained proof of the fact that (4.21) char-
acterizes left cointegrals on H and give some more characterizations of cointegrals.
We first begin with the following technical lemma:
Lemma 4.8. If λ ∈ H∗ satisfies (4.21), then the equation
q
R
1h(1)p
R
1 〈λ,q
R
2h(2)p
R
2 〉 = µ(φ1)〈λ,S(q
L
1)hS(φ2p
L
1)〉q
L
2φ3p
L
2 (4.22)
holds for all h ∈ H.
CATEGORICAL ASPECTS OF COINTEGRALS ON QUASI-HOPF ALGEBRAS 19
Proof. Bulacu and Caenepeel [BC12, Lemma 3.6] showed that a left cointegral on
H satisfies (4.22), but their proof actually shows that (4.21) implies (4.22). For the
sake of completeness, we give a detailed proof. We first recall from [HN99] that the
following equations hold:
(qL2 ⊗ 1)v
L∆(S(qL1)) = q
R, ∆(S(pL1))u
L(pL2 ⊗ 1) = p
R. (4.23)
The first one is proved as follows: Set fˇ = S(f2)⊗ S(f1). Then,
(qL2 ⊗ 1)v
L∆(S(qL1))
(3.49) = (qL2 ⊗ 1) · (S(p
R
2 )⊗ S(p
R
1 )) · fˇ ·∆(S(q
L
1))
(3.28) = (qL2 ⊗ 1) · (S(p
R
2 )⊗ S(p
R
1 )) · (S(q
L
1(2))⊗ S(q
L
1(1))) · fˇ
= (S ⊗ S)(qL1(2)p
R
2S(q
L
2)⊗ q
L
1(1)p
R
1 ) · fˇ
(3.38) = (S ⊗ S)(f2S(q
R
1 )⊗ f1S(q
R
2 )) · fˇ = q
R.
The second one is proved in a similar way. Now we suppose that λ ∈ H∗ satis-
fies (4.21). Then, for all h ∈ H , we have
µ(φ1)〈λ,S(q
L
1)hS(φ2p
L
1)〉q
L
2φ3p
L
2
= qL2 · µ(φ1)〈λ,S(q
L
1)hS(p
L
1) · S(φ2)〉φ3 · p
L
2
(4.21) = qL2 · v
L
1(S(q
L
1)hS(p
L
1))(1)u
L
1 〈λ,v
L
2(S(q
L
1)hS(p
L
1))(2)u
L
2〉 · p
L
2
= qL2v
L
1S(q
L
1)(1)h(1)S(p
L
1)(1)u
L
1p
L
2 〈λ,v
L
2S(q
L
1)(2)h(2)S(p
L
1)(2)u
L
2〉
(4.23) = qR1h(1)p
R
1 〈λ,q
R
2h(2)p
R
2 〉. 
Lemma 4.9. Suppose that λ ∈ H∗ satisfies (4.22). Then we have
q
R
1Λ(1)p
R
1 〈λ,q
R
2Λ(2)p
R
2 〉 = µ(β)λ(Λ)1 (4.24)
for all left integrals Λ in H.
Proof. If Λ is a left integral in H , then we have
q
R
1Λ(1)p
R
1 〈λ,q
R
2Λ(2)p
R
2 〉
(4.22) = µ(φ1)〈λ,S(q
L
1)ΛS(φ2p
L
1)〉q
L
2φ3p
L
2
(Theorem 4.6) = µ(φ1)µ(S(φ2p
L
1))ǫ(S(q
L
1))〈λ,Λ〉q
L
2φ3p
L
2
(3.11),(3.13) = µ(φ1)µ(φ1βS(φ2)S(φ2))ǫ(S(φ
′
1)αφ
′
2)〈λ,Λ〉φ
′
3φ3φ3
(3.4),(3.8) = µ(φ1φ1)µ(β)µ(S(φ2φ2))〈λ,Λ〉φ3φ3 = µ(β)〈λ,Λ〉. 
Let λ be a non-zero left cointegral on H . We have proved in Theorem 4.6 that
H is a Frobenius algebra with Frobenius form λ. In other words, the map H → H∗
given by h 7→ h ⇀ λ (h ∈ H) is bijective. The inverse of this map is given explicitly
as follows:
Theorem 4.10. We fix a non-zero left cointegral λ on H. Then the linear maps
ΘL,ΘR : H → H
∗, ΘL(h) = h ⇀ λ, ΘR(h) = λ ↼ h (h ∈ H)
are bijective. Let Λ be a left integral in H such that 〈λ,Λ〉 = µ(β)−1, and set
Λ˜ = qR1Λ(1)p
R
1 ⊗ q
R
2Λ(2)p
R
2 . (4.25)
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Then the inverses of ΘL and ΘR are given respectively by
Θ−1L (ξ) = S(Λ˜1 ↼ µ) 〈ξ, Λ˜2〉 and Θ
−1
R (ξ) = S(Λ˜1) 〈ξ, Λ˜2〉 (ξ ∈ H
∗).
Proof. Since H is a Frobenius algebra with Frobenius form λ, the maps ΘL and ΘR
are bijective. Let ν be the Nakayama automorphism of H with respect to λ. The
defining formula (4.19) of ν implies the equation ΘR = ΘL ◦ ν. Hence,
Θ−1L = ν ◦Θ
−1
R . (4.26)
To prove the formula for Θ−1R , we note:
hΛ˜1 ⊗ Λ˜2 = Λ˜1 ⊗ S(h)Λ˜2 (h ∈ H). (4.27)
Indeed, for all h ∈ H , we have
hΛ˜1 ⊗ Λ˜2 = hq
R
1Λ(1)p
R
1 ⊗ q
R
2Λ(2)p
R
2
(3.16) = qR1h(1,1)Λ(1)p
R
1 ⊗ S(h(2))q
R
2h(1,2)Λ(2)p
R
2
(xΛ=ǫ(x)Λ) = ǫ(h(1))q
R
1Λ(1)p
R
1 ⊗ S(h(2))q
R
2Λ(2)p
R
2 = Λ˜1 ⊗ S(h)Λ˜2.
Set Θ(ξ) = S(Λ˜1)〈ξ, Λ˜2〉. By Lemmas 4.8 and 4.9, equation (4.24) holds. Hence,
ΘΘR(h) = S(Λ˜1)〈λ, hΛ˜2〉 = S(S(h)Λ˜1)〈λ, Λ˜2〉
= S(Λ˜1)h〈λ, Λ˜2〉
(4.24)
= hS(1) = h.
This implies Θ−1R = Θ. The expression for Θ
−1
L is obtained by (4.26) and the
explicit description of the Nakayama automorphism ν given in Theorem 4.6. 
Now we give the following characterizations of cointegrals:
Theorem 4.11. For λ ∈ H∗, the following are equivalent:
(1) λ is a left cointegral on H.
(2) For all h ∈ H, the following equation holds:
v
L
1h(1)u
L
1 〈λ,v
L
2h(2)u
L
2〉 = µ(φ1)〈λ, hS(φ2)〉φ3. (= (4.21))
(3) For all h ∈ H, the following equation holds:
q
R
1h(1)p
R
1 〈λ,q
R
2h(2)p
R
2 〉 = µ(φ1)〈λ,S(q
L
1)hS(φ2p
L
1)〉q
L
2φ3p
L
2. (= (4.22))
(4) For all h ∈ H, the following equation holds:
v
L
1h(1)w
L
1 〈λ,v
L
2h(2)w
L
2〉 = 〈λ, h〉 1, (4.28)
where wL is the element of H⊗2 defined by
w
L = µ(φ1)f1S(q
R
2φ3)⊗ f2S((q
R
1 ↼ µ)φ2). (4.29)
(5) For all left integrals Λ in H, the following equation holds:
q
R
1Λ(1)p
R
1 〈λ,q
R
2Λ(2)p
R
2 〉 = µ(β)λ(Λ)1. (= (4.24))
Proof. We prove this theorem in the following way:
(1) ⇒ (2) ⇒ (3) ⇒ (5) ⇒ (1), (2) ⇔ (4),
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Lemmas 4.7, 4.8 and 4.9 prove (1)⇒ (2), (2)⇒ (3) and (3)⇒ (5), respectively. We
prove (5) ⇒ (1). Suppose that λ ∈ H∗ satisfies (4.24) for any left integral Λ in H .
We fix a non-zero cointegral λ0 on H and define ΘR : H → H
∗ by ΘR(h) = λ0 ↼ h
for h ∈ H . Then, by Theorem 4.10, Θ−1R (λ) is a scalar multiple of the unit 1 ∈ H .
Thus we have λ ∈ ΘR(k1) = kλ0 = ∫
L, that is, λ is a left cointegral on H .
(2) ⇔ (4). To prove this, we require the following relations:
w
L = µ(φ1)S(φ2)(1)u
L
1φ3 ⊗ S(φ2)(2)u
L
2, (4.30)
u
L = µ(φ1)S(φ2)(1)w
L
1φ3 ⊗ S(φ2)(2)w
L
2. (4.31)
The first equation is proved as follows:
µ(φ1)S(φ2)(1)u
L
1φ3 ⊗ S(φ2)(2)u
L
2
(3.44) = µ(φ1)S(φ2)(1)f1S(q
R
2 )φ3 ⊗ S(φ2)(2)f2S(q
R
1 )
(3.28) = µ(φ1) f1S(φ2(2))S(q
R
2 )φ3 ⊗ f2S(φ2(1))S(q
R
1 )
= µ(φ1) f1S(S(φ3)q
R
2φ2(2))⊗ f2S(q
R
1φ2(1))
(3.33) = µ(qR1(1)φ1) f1S(q
R
2φ3)⊗ f2S(q
R
1(2)φ2)
(4.29)
= wL.
The second one easily follows from the first one. Now we suppose that (2) holds.
Then we have
〈λ, h〉1 = µ(φ1) · µ(φ1)〈λ, hS(φ2) · S(φ2)〉φ3 · φ3
(4.21) = µ(φ1)v
L
1(hS(φ2))(1)u
L
1 〈λ,v
L
2(hS(φ2))(2)u
L
2〉φ3
= µ(φ1)v
L
1h(1)S(φ2)(1)u
L
1φ3 〈λ,v
L
2h(2)S(φ2)(2)u
L
2〉
(4.30) = vL1h(1)w
L
1 〈λ,v
L
2h(2)w
L
2〉.
for all h ∈ H . Thus (4) holds. If, conversely, (4) holds, then we prove that (2)
holds as follows:
µ(φ1)〈λ, hS(φ2)〉φ3
(4.28) = vL1(hS(φ2))(1)w
L
1 〈λ,v
L
2(hS(φ2))(2)w
L
2〉φ3
(4.31) = vL1h(1)u
L
1 〈λ,v
L
2h(2)u
L
2〉. 
We note that a right cointegral on H is just a left cointegral on the quasi-Hopf
algebra Hcop. By rephrasing the above theorem for Hcop by using (3.10), (3.24),
(3.32) and (3.50), we obtain the following theorem:
Theorem 4.12. For λ ∈ H∗, the following are equivalent:
(1) λ is a right cointegral on H.
(2) For all h ∈ H, the following equation holds:
〈λ,vR1h(1)u
R
1 〉v
R
2h(2)u
R
2 = φ1〈λ, hS(φ2)〉µ(φ3) (4.32)
(3) For all h ∈ H, the following equation holds:
〈λ,qL1h(1)p
L
1〉q
L
2h(2)p
L
2 = q
R
1φ1p
R
1 〈λ,S(q
R
2 )hS(φ2p
R
2 )〉µ(φ3) (4.33)
(4) For all h ∈ H, the following equation holds:
v
R
1h(1)w
R
1 〈λ,v
R
2h(2)w
R
2 〉 = 〈λ, h〉 1, (4.34)
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where wR is the element of H⊗2 defined by
w
R = µ(φ3)S((µ⇀ q
L
2)φ2f2)⊗ S(q
L
1φ1f1) (4.35)
(5) For all left integrals Λ in H, the following equation holds:
〈λ,qL1Λ(1)p
L
1〉q
L
2Λ(2)p
L
2 = µ(S(β))〈λ,Λ〉. (4.36)
5. Yetter-Drinfeld category
5.1. Yetter-Drinfeld modules of the first kind. Let H be a quasi-Hopf algebra
with bijective antipode. In this section, we give some applications of the integral
theory for quasi-Hopf algebras to Yetter-Drinfeld modules overH . As in the case of
ordinary Hopf algebras, a Yetter-Drinfeld module over H is defined to be a left H-
module V equipped with a linear map δ : V → H⊗V , denoted by δ(v) = v〈−1〉⊗v〈0〉,
such that the family
{V ⊗M →M ⊗ V, v ⊗m 7→ v〈−1〉m⊗ v〈0〉}M∈HM
of maps makes V into an object of the Drinfeld center of HM . An explicit defi-
nition in this spirit is found, e.g., in Majid [Maj98] and Bulacu-Caenepeel-Panaite
[BCP05, BCP06]. On the other hand, Schauenburg [Sch02] introduced another kind
of Yetter-Drinfeld module over H from the viewpoint of the fundamental theorem
for quasi-Hopf bimodules. Although these two kinds of Yetter-Drinfeld modules are
equivalent notions, each of them has advantages and disadvantages. In this paper,
we use both of them. We first recall the definition of the first kind:
Definition 5.1 ([Maj98, BCP05, BCP06]). A Yetter-Drinfeld module of the first
kind is a left H-module V endowed with a linear map
δ1stV : V → H ⊗ V, δ
1st
V (v) = v〈−1〉 ⊗ v〈0〉 (v ∈ V )
such that the following equations hold for all h ∈ H and v ∈ V .
φ1v〈−1〉 ⊗ (φ2v〈0〉)〈−1〉φ3 ⊗ (φ2v〈0〉)〈0〉
= φ′1(φ1v)〈−1〉(1)φ2 ⊗ φ
′
2(φ1v)〈−1〉(2)φ3 ⊗ φ
′
3(φ1v)〈0〉,
(5.1)
ǫ(v〈−1〉)v〈0〉 = v, (5.2)
h(1)v〈−1〉 ⊗ h(2)v〈0〉 = (h(1)v)〈−1〉h(2) ⊗ (h(1)v)〈0〉, (5.3)
where φ′ is a copy of φ. The map δ1stV is called the coaction of the first kind.
We denote by HHYD1 the category of Yetter-Drinfeld modules of the first kind and
k-linear maps that preserves the action and the coaction of H .
The trivial H-module 1 = k is a Yetter-Drinfeld module of the first kind by the
coaction determined by δ1st
1
(1) = 1 ⊗ 1. If V and W are Yetter-Drinfeld modules
of the first kind, then their tensor product H-module V ⊗W is a Yetter-Drinfeld
module of the first kind by the coaction given by
δ1stV⊗W (v ⊗ w) = φ1(φ1φ
′
1v)〈−1〉φ2(φ
′
2w)〈−1〉φ
′
3
⊗ φ2(φ1φ
′
1v)〈0〉 ⊗ φ3φ3(φ
′
2w)〈0〉
(5.4)
for v ∈ V and w ∈ W (see [Maj98, Proposition 2.2]). The category HHYD1 is a
monoidal category with this tensor product.
Given V ∈ HHYD1 and X ∈ HM , we define σV,X : V ⊗X → X ⊗ V by σV,X(v ⊗
x) = v〈−1〉x ⊗ v〈0〉 for v ∈ V and x ∈ X . The family σV = {σV,X}X is natural in
X ∈ HM and the pair (V, σV ) is in fact an object of the Drinfeld center Z(HM ) of
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HM . Moreover, the assignment (V, δ
1st
V ) 7→ (V, σV ) is an isomorphism of monoidal
categories from HHYD1 to Z(HM ).
5.2. Yetter-Drinfeld modules of the second kind. The category HM
H
H is
naturally a left HMH -module category. Hence HM is also a left HMH -module
category in such a way that the category equivalence (4.2) is HMH -equivariant.
Schauenburg [Sch02] gave an explicit description of such an action of HMH on
HM . Given M ∈ HMH , we denote by adM the vector space M equipped with the
left H-module structure given by
h ⊲ m = h(1)mS(h(2)) (h ∈ H,m ∈M).
Then the action = : HMH × HM → HMH is defined by
M = V = ad(M ⊗ˆ V ) (M ∈ HMH , V ∈ HM ).
To describe the associator ΩM,N,V : (M ⊗ˆN) = V → M = (N = V ) for the action
of HMH , we introduce the following element:
ω = (1⊗ 1⊗ 1⊗ f2 ⊗ f1) · (id⊗∆⊗ S ⊗ S)(χ) · (φ⊗ 1⊗ 1) ∈ H
⊗5, (5.5)
where χ is the element of H⊗4 given by
χ = (id⊗∆⊗ id)(φ−1) · (1⊗ φ−1) · (id⊗ id⊗∆)(φ)
(3.3) = (φ⊗ 1) · (∆⊗ id⊗ id)(φ−1).
(5.6)
The associator Ω is then given by
ΩM,N,V (m⊗ n⊗ v) = ω1mω5 ⊗ω2nω4 ⊗ω3v (m ∈M,n ∈ N, v ∈ V ).
Definition 5.2 (Schauenburg [Sch02]). We define the category HHYD2 to be the
category of left H-comodules in the left HMH-module category HM . An object of
H
HYD2 is referred to as a Yetter-Drinfeld module of the second kind. Stated differ-
ently, a Yetter-Drinfeld module of the second kind is a left H-module V endowed
with a linear map δ2ndV : V → H ⊗ V , expressed as v 7→ v[−1] ⊗ v[0], such that the
equations
v[−1] ⊗ v[0][−1] ⊗ v[0][0] = ω1(v[−1])(1)ω5 ⊗ω2(v[−1])(2)ω4 ⊗ω3v[0], (5.7)
ǫ(v[−1])v[0] = v, (5.8)
δ2ndV (hv) = h(1,1)v[−1]S(h(2))⊗ h(1,2)v (5.9)
hold for all h ∈ H and v ∈ V .
Schauenburg [Sch02] showed that there is an isomorphism Ψ : HHYD1 →
H
HYD2
of categories. The isomorphism Ψ is the identity on morphisms and keeps the
underlying H-module unchanged. Given V ∈ HHYD1, the isomorphism Ψ replaces
the coaction of V of the first kind with
δ2ndV (v) = (p
R
1v)〈−1〉p
R
2 ⊗ (p
R
1v)〈0〉 (v ∈ V ). (5.10)
The inverse of the isomorphism Ψ replaces the second kind coaction of V ∈ HHYD2
with
δ1stV (v) = q
R
1(1)v[−1]S(q
R
2 )⊗ q
R
1(2)v[0] (v ∈ V ). (5.11)
From now on, we identify HHYD1 with
H
HYD2, and denote both of them by
H
HYD .
An object of HHYD is thought of as a left H-module V equipped with two kinds of
coaction δ1stV and δ
2nd
V related to each other by equations (5.10) and (5.11).
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5.3. Induction to the Yetter-Drinfeld category, I. Given V ∈ HM , we define
R(V ) ∈ HM by R(V ) = H = V . The left H-module R(V ) is a Yetter-Drinfeld
module of the second kind by the free left H-coaction given by
R(V ) = H = V
∆=idV−−−−−−→ (H ⊗ˆH) = V
ΩH,H,V
−−−−−−→ H = (H = V ) = H =R(V ).
Specifically, the action of H and the second kind coaction of H on R(V ) are given
by
h ⊲ (a⊗ v) = h(1,1)aS(h(2))⊗ h(1,2)v, (5.12)
δ2ndR(V )(a⊗ v) = ω1a(1)ω5 ⊗ω2a(2)ω4 ⊗ω3v (5.13)
for a, h ∈ H and v ∈ V . By (5.11), the first kind coaction is given by
δ1stR(V )(a⊗ v) = q
R
1(1)ω1a(1)ω5S(q
R
2 )⊗ q
R
1(2) ⊲ (ω2a(2)ω4 ⊗ω3v). (5.14)
Now let F : HHYD → HM be the forgetful functor. We recall that
H
HYD =
H
HYD2
is the category of left H-comodules in HM . Hence the free H-comodule functor is
right adjoint to F . Namely, we have:
Theorem 5.3. The assignment V 7→ R(V ) extends to a functor from HM to
H
HYD . This functor is right adjoint to F with the unit η and the counit ε given by
ηM :M → RF (M), m 7→ m[−1] ⊗m[0] (m ∈M ∈
H
HYD), (5.15)
εV : FR(V )→ V, a⊗ v 7→ ǫ(a)v (a ∈ H, v ∈ V ∈ HM ). (5.16)
As we have recalled in Subsection 2.1, the functor R is a monoidal functor as a
right adjoint of the strict monoidal functor F . The structure morphisms
R(0) : 1→ R(1) and R
(2)
X,Y : R(X)⊗R(Y )→ R(X ⊗ Y ) (X,Y ∈ HM )
are given as follows:
Lemma 5.4. The morphism R(0) is determined by
R(0)(1) = β⊗ 1. (5.17)
The natural transformation R(2) is given by
R
(2)
X,Y ((a⊗ x)⊗ (b ⊗ y))
= φ1φ1(1)q
R
1(1)φ
′
1(1,1)aS(q
R
2φ
′
1(2))φ
′
2φ
′
1bS(φ3φ
′
3(2)φ
′
3)
⊗ φ2φ1(2)q
R
1(2)φ
′
1(1,2)x⊗ φ3φ2φ
′
3(1)φ
′
2y
(5.18)
for X,Y ∈ HM , a, b ∈ H, x ∈ X and y ∈ Y , where φ
′ is a copy of φ.
Proof. We note that the unit η is given by the coaction of the second kind. Since
the first kind coaction of the trivial Yetter-Drinfeld module 1 = k is determined by
δ1st
1
(1) = 1⊗ 1, we have
R(0)(1) = δ2nd
1
(1)
(5.10)
= pR2 ⊗ ǫ(p
R
1 )
(3.11)
= β⊗ 1.
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Thus (5.17) is proved. We verify (5.18). For simplicity, we write m = mH ⊗mV ∈
H ⊗ V for an element m ∈ R(V ). The following equations hold:
m〈−1〉 ⊗ εV (h ⊲ m〈0〉) = q
R
1(1)mHS(q
R
2 )⊗ hq
R
1(2)mV , (5.19)
q
R
1(1)(h(1) ⊲ m)HS(q
R
2 )h(2) ⊗ q
R
1(2)(h(1) ⊲ m)V
= h(1)q
R
1(1)mHS(q
R
2 )⊗ h(2)q
R
1(2)mV ,
(5.20)
q
R
1(1)(p
R
1 ⊲ m)HS(q
R
2 )p
R
2 ⊗ q
R
1(2)(p
R
1 ⊲ m)V = m (5.21)
for h ∈ H and m ∈ R(V ). Indeed, the first one is proved as follows:
m〈−1〉 ⊗ εV (h ⊲ m〈0〉)
(5.14) = qR1(1)ω1mH(1)ω5S(q
R
2 )⊗ εV (hq
R
1(2) ⊲ (ω2mH(2)ω4 ⊗ω3mV ))
(5.16) = qR1(1)ω1mH(1)ω5S(q
R
2 )⊗ hq
R
1(2) · ǫ(ω2mH(2)ω4)ω3mV
(5.5) = qR1(1)mHS(q
R
2 )⊗ hq
R
1(2)mV .
The second one is proved as follows:
q
R
1(1)(h(1) ⊲ m)HS(q
R
2 )h(2) ⊗ q
R
1(2)(h(1) ⊲ m)V
(5.19) = (h(1) ⊲ m)〈−1〉h(2) ⊗ εV ((h(1) ⊲ m)〈0〉)
(5.3) = h(1)m〈−1〉 ⊗ εV (h(2) ⊲ m〈0〉)
(5.19) = h(1)q
R
1(1)mHS(q
R
2 )⊗ h(2)q
R
1(2)mV .
The third one is proved as follows:
q
R
1(1)(p
R
1 ⊲ m)HS(q
R
2 )p
R
2 ⊗ q
R
1(2)(p
R
1 ⊲ m)V
(5.12) = qR1(1)p
R
1(1,1)mHS(p
R
1(2))S(q
R
2 )p
R
2 ⊗ q
R
1(2)p
R
1(1,2)mV
= (qR1p
R
1(1))(1)mHS(S(p
R
2 )q
R
2p
R
1(2))⊗ (q
R
1p
R
1(1))(2)mV
(3.20) = mH ⊗mV = m.
For v ∈ R(X) and w ∈ R(Y ), we have
δ2ndR(X)⊗R(Y )(v ⊗ w)
(5.10) = (pR1 · (v ⊗ w))〈−1〉p
R
2 ⊗ (p
R
1 · (v ⊗ w))〈0〉
(5.4) = φ1(φ1φ
′
1p
R
1(1) ⊲ v)〈−1〉φ2(φ
′
2p
R
1(2) ⊲ w)〈−1〉φ
′
3p
R
2
⊗ φ2 ⊲ (φ1φ
′
1p
R
1(1) ⊲ v)〈0〉 ⊗ φ3φ3 ⊲ (φ
′
2p
R
1(2) ⊲ w)〈−1〉
= φ1(φ1t1 ⊲ v)〈−1〉φ2(t2 ⊲ w)〈−1〉t3︸ ︷︷ ︸
H
⊗φ2 ⊲ (φ1t1 ⊲ v)〈0〉︸ ︷︷ ︸
R(X)
⊗φ3φ3 ⊲ (t2 ⊲ w)〈0〉︸ ︷︷ ︸
R(Y )
,
where t ∈ H⊗3 is given by
t := φ′1p
R
1(1) ⊗ φ
′
2p
R
1(2) ⊗ φ
′
3p
R
2
(3.34)
= φ′1 ⊗ φ
′
2(1)p
R
1 ⊗ φ
′
2(2)p
R
2S(φ
′
3). (5.22)
Set q = q′ = qR. We verify (5.18) as follows:
R
(2)
X,Y (v ⊗ w) = R(εX ⊗ εY )δ
2nd
R(X)⊗R(Y )(v ⊗ w)
= φ1(φ1t1 ⊲ v)〈−1〉φ2(t2 ⊲ w)〈−1〉t3
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⊗ εX(φ2 ⊲ (φ1t1 ⊲ v)〈0〉)⊗ εY (φ3φ3 ⊲ (t2 ⊲ w)〈0〉)
(5.19) = φ1q1(1)(φ1t1 ⊲ v)HS(q2)φ2q
′
1(1)(t2 ⊲ w)HS(q
′
2)t3
⊗ φ2q1(2)(φ1t1 ⊲ v)X ⊗ φ3φ3q
′
1(2)(t2 ⊲ w)Y
(5.22) = φ1q1(1)(φ1φ
′
1 ⊲ v)HS(q2)φ2q
′
1(1)(φ
′
2(1)p
R
1 ⊲ w)HS(q
′
2)φ
′
2(2)p
R
2S(φ
′
3)
⊗ φ2q1(2)(φ1φ
′
1 ⊲ v)X ⊗ φ3φ3q
′
1(2)(φ
′
2(1)p
R
1 ⊲ w)Y
(5.20) = φ1q1(1)(φ1φ
′
1 ⊲ v)HS(q2)φ2φ
′
2(1)q
′
1(1)(p
R
1 ⊲ w)HS(q
′
2)p
R
2S(φ
′
3)
⊗ φ2q1(2)(φ1φ
′
1 ⊲ v)X ⊗ φ3φ3φ
′
2(2)q
′
1(2)(p
R
1 ⊲ w)Y
(5.21) = φ1q1(1)(φ1φ
′
1 ⊲ v)HS(q2)φ2φ
′
2(1)wHS(φ
′
3)
⊗ φ2q1(2)(φ1φ
′
1 ⊲ v)X ⊗ φ3φ3φ
′
2(2)wY
(3.3) = φ1q1(1)(φ1(1)φ
′
1 ⊲ v)HS(q2)φ1(2)φ
′
2φ
′
1wHS(φ3φ
′
3(2)φ
′
3)
⊗ φ2q1(2)(φ1(1)φ
′
1 ⊲ v)X ⊗ φ3φ2φ
′
3(1)φ
′
2wY
(5.20) = φ1φ1(1)q1(1)(φ
′
1 ⊲ v)HS(q2)φ
′
2φ
′
1wHS(φ3φ
′
3(2)φ
′
3)
⊗ φ2φ1(2)q1(2)(φ
′
1 ⊲ v)X ⊗ φ3φ2φ
′
3(1)φ
′
2wY
(5.12) = φ1φ1(1)q1(1)φ
′
1(1,1)vHS(q2φ
′
1(2))φ
′
2φ
′
1wHS(φ3φ
′
3(2)φ
′
3)
⊗ φ2φ1(2)q1(2)φ
′
1(1,2)vX ⊗ φ3φ2φ
′
3(1)φ
′
2wY . 
5.4. Hopf-type property of the adjunction. Let C and D be monoidal cate-
gories, and let U : C → D be a strong monoidal functor admitting a right adjoint
T : D → C. The left Hopf operator H(ℓ) and the right Hopf operator H(r) for the
monoidal adjunction U ⊣ T are the natural transformations defined by
H
(ℓ)
X,M = T
(2)
X,U(M) ◦ (idT (X) ⊗ iM ) and H
(r)
X,M = T
(2)
U(M),X ◦ (iM ⊗ idT (X)),
respectively, for X ∈ D and M ∈ C, where i : idC → TU is the unit of U ⊣ T . We
say that the monoidal adjunction U ⊣ T is co-Hopf if H(ℓ) and H(r) are invertible.
We note that U ⊣ T is co-Hopf if and only if the comonoidal adjunction U op ⊣ T op
is a Hopf adjunction in the sense of [BLV11]. Thus any results on a Hopf adjunction
can be translated into a result on co-Hopf adjunction.
A monoidal adjunction enjoys several favorable properties when it is co-Hopf.
Thus it is important to know whether a given monoidal adjunction is co-Hopf. We
shall consider the monoidal adjunction F ⊣ R : HM →
H
HYD given in Theorem
5.3.
Theorem 5.5. The monoidal adjunction F ⊣ R is co-Hopf.
Proof. Let HHM
H
H be the category of H-bicomodules in HMH , and let U :
H
HM
H
H →
HM
H
H be the forgetful functor. Since
H
HM
H
H is identified with the category of left
H-comodules in the left HMH -module category HM
H
H , a right adjoint of U is given
by the free left H-comodule functor
T : HM
H
H →
H
HM
H
H , M 7→ H ⊗ˆM.
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If M,N ∈ HM
H
H , then their tensor product M ⊗H N over H is also an object of
HM
H
H by the usual H-bimodule structure and the coaction given by
δM⊗HN (m⊗H n) = (m(0) ⊗H n(0)) ⊗ˆm(1)n(1)
for m ∈M and n ∈ N . The category HM
H
H is a monoidal category with respect to
this tensor product and the equivalence (4.2) is in fact an equivalence of monoidal
categories [HN99]. The category HHM
H
H is also a monoidal category in such a way
that the forgetful functor U is strict monoidal. In summary, we have the following
commutative diagram of monoidal functors:
H
HYD
(4.2)
F
H
HM
H
H
U
HM
(4.2)
HM
H
H
Thus the co-Hopfness of F ⊣ R is equivalent to that of U ⊣ T . Since our expression
of the monoidal structure of R is quite complicated, we shall show that U ⊣ T is
co-Hopf. We first note that the unit ν and the counit ϕ of T ⊣ U are given as
follows:
νM :M → TU(M), m 7→ m(−1) ⊗ˆm(0) (m ∈M ∈
H
HM
H
H ),
ϕX : UT (X)→ X, h ⊗ˆ x 7→ ǫ(h)x (x ∈ X ∈ HM
H
H , h ∈ H).
The monoidal structure T (2) and Hopf operators are given as follows:
T
(2)
X,Y : T (X)⊗H T (Y )→ T (X ⊗ˆ Y ),
(h⊗ x)⊗H (h
′ ⊗ y) 7→ hh′ ⊗ x⊗ y,
H
(ℓ)
X,M : (H ⊗ˆX)⊗H M → H ⊗ˆ (X ⊗H U(M)),
(h ⊗ˆ x)⊗H m 7→ hm(−1) ⊗ˆ (x⊗H m(0)),
H
(r)
M,X :M ⊗H (H ⊗ˆX)→ H ⊗ˆ (U(M)⊗H X),
m⊗H (h ⊗ˆ x) 7→ m(−1)h ⊗ˆ (m(0) ⊗H x)
for h, h′ ∈ H , X,Y ∈ HM
H
H , M ∈
H
HM
H
H , x ∈ X , y ∈ Y and m ∈ M . To give the
inverse of the left Hopf operator, we first define the linear map
G˜
(ℓ)
X,M : H ⊗X ⊗M → (H ⊗ˆX)⊗H M,
h⊗ x⊗m 7→ (hS(m(−1)p
L
1)q
L
1 ⊗ˆ xq
L
2)⊗H m(0)p
L
2.
For h, h′ ∈ H , x ∈ X and m ∈M , we compute
G˜
(ℓ)
X,M (h⊗ x⊗ h
′m) = (hS(h′(1)m(−1)p
L
1)q
L
1 ⊗ˆ xq
L
2)⊗H h
′
(2)m(0)p
L
2
= (hS(m(−1)p
L
1)S(h
′
(1))q
L
1h
′
(2,1) ⊗ˆ xq
L
2h
′
(2,2))⊗H m(0)p
L
2
(3.18) = (hS(m(−1)p
L
1)q
L
1 ⊗ˆ xh
′
q
L
2)⊗H m(0)p
L
2
= G˜
(ℓ)
X,M (h⊗ xh
′ ⊗m).
Hence the following linear map is well-defined:
G
(ℓ)
X,M : H ⊗ˆ (X ⊗H M)→ (H ⊗ˆX)⊗H M,
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h⊗ (x⊗H m) 7→ G˜
(ℓ)
X,M (h⊗ x⊗m).
The map G(ℓ) := G
(ℓ)
X,M is the inverse of H
(ℓ) := H
(ℓ)
X,M . To see this, we remark that
the equation
m(−1) ⊗m(0,−1) ⊗m(0,0) = φ1m(−1,1)φ1 ⊗ φ2m(−1,2)φ2 ⊗ φ3m(0)φ3
holds for all m ∈ M . By using this equation instead of (3.1), one can verify that
the equations
m(0,−1)p
L
1S(m(−1))⊗m(0,0)p
L
2 = p
L
1 ⊗ p
L
2m, (5.23)
S(m(−1))q
L
1m(0,−1) ⊗m(0,0)q
L
2(2) = q
L
1 ⊗mq
L
2 (5.24)
hold for all m ∈ M in a similar way as (3.17) and (3.18). Now we prove that G(ℓ)
is the inverse of H(ℓ) as follows: For h ∈ H , x ∈ X and m ∈M ,
G
(ℓ)
H
(ℓ)((h ⊗ˆ x)⊗H m)
= (hm(−1)S(m(0,−1)p
L
1)q
L
1 ⊗ˆ xq
L
2)⊗H m(0,0)p
L
2
= (hS(m(0,−1)p
L
1S(m(−1)))q
L
1 ⊗ˆ xq
L
2)⊗H m(0,0)p
L
2
(5.23) = (hS(pL1)q
L
1 ⊗ˆ xq
L
2)⊗H p
L
2m
= (hS(pL1)q
L
1p
L
2(1) ⊗ˆ xq
L
2p
L
2(2))⊗H m
(3.22)
= (h ⊗ˆ x)⊗H m,
H
(ℓ)
G
(ℓ)(h ⊗ˆ (x⊗H m))
= hS(m(−1)p
L
1)q
L
1m(0,−1)p
L
2(1) ⊗ˆ (xq
L
2 ⊗H m(0,0)p
L
2(2))
= hS(pL1)S(m(−1))q
L
1m(0,−1)p
L
2(1) ⊗ˆ (x⊗H q
L
2m(0,0)p
L
2(2))
(5.24) = hS(pL1)q
L
1p
L
2(1) ⊗ˆ (x⊗H mq
L
2p
L
2(2))
(3.22)
= h ⊗ˆ (x⊗H m).
In a similar manner, one can verify that the linear map
G
(r)
M,X : H ⊗ˆ (U(M)⊗H X)→M ⊗H (H ⊗ˆX),
h ⊗ˆ (m⊗H x) 7→ q
L
2m(0) ⊗H (p
L
1S(q
L
1m(−1))h ⊗ˆ p
L
2x)
is well-defined and is the inverse of H
(r)
M,X . The proof is done. 
5.5. The adjoint algebra and class functions. Let F ⊣ R : HM →
H
HYD be
the adjunction given in Theorem 5.3. The Yetter-Drinfeld module A := R(1) is an
algebra in HHYD as the image of the trivial algebra 1 under a monoidal functor. We
identify A = H as a vector space. Then the structure of A is given as follows:
Theorem 5.6. The action ⊲, the coaction δ1st
A
of the first kind, the coaction δ2nd
A
of the second kind, the multiplication ⋆, and the unit 1A of the algebra A ∈
H
HYD
are given respectively by
h ⊲ a = h(1)aS(h(2)), (5.25)
δ1st
A
(a) = φ1φ
′
1(1)a(1)f1S(q
R
2φ
′
2(2))φ
′
3 ⊗ φ2φ
′
1(2)a(2)f2S(φ3q
R
1φ
′
2(1)), (5.26)
δ2nd
A
(a) = φ1φ1(1)a(1)f1S(φ3)⊗ φ2φ1(2)a(2)f2S(φ3φ2), (5.27)
a ⋆ b = φ1aS(φ1φ2)αφ2φ3(1)bS(φ3φ3(2)), (5.28)
1A = β (5.29)
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for a, b ∈ A and h ∈ H, where φ′ = φ.
Thus our algebra A ∈ HHYD is identical to the algebra H0 of [BCP05].
Proof. Equation (5.25) is obvious from the definition of the functor R. It also
follows from the definition of R that the second kind coaction of A is given by
δ2ndA (a) = ω1a(1)ω5 ⊗ω2a(2)ω4ǫ(ω3)
(5.5) = χ1a(1)f1S(χ4)⊗ χ2a(2)f2S(χ3)
(5.6) = φ1φ1(1)a(1)f1S(φ3)⊗ φ2φ1(2)a(2)f2S(φ3φ2)
for a ∈ A. Thus (5.27) is proved. We verify (5.26) as follows: For a ∈ A,
δ1stA (a)
(5.11), (5.27) = qR1(1)φ1φ1(1)a(1)f1S(φ3)S(q
R
2 )⊗ q
R
1(2) ⊲ (φ2φ1(2)a(2)f2S(φ3φ2))
(5.25) = qR1(1)φ1φ1(1)a(1)f1S(q
R
2φ3)⊗ q
R
1(2,1)φ2φ1(2)a(2)f2S(q
R
1(2,2)φ3φ2)
(3.1) = φ1q
R
1(1,1)φ1(1)a(1)f1S(q
R
2φ3)⊗ φ2q
R
1(1,2)φ1(2)a(2)f2S(φ3q
R
1(2)φ2)
= φ1(q
R
1(1)φ1a)(1)f1S(q
R
2φ3)⊗ φ2(q
R
1(1)φ1a)(2)f2S(φ3q
R
1(2)φ2)
(3.33) = φ1(φ
′
1a)(1)f1S(S(φ
′
3)q
R
2φ
′
2(2))⊗ φ2(φ
′
1a)(2)f2S(φ3q
R
1φ
′
2(1))
= (the right-hand side of (5.26)).
Equation (5.28) is proved as follows: For a, b ∈ A,
a ⋆ b = R
(2)
1,1(a⊗ b)
(5.18) = φ1φ1(1)q
R
1(1)φ
′
1(1,1)aS(q
R
2φ
′
1(2))φ
′
2φ
′
1bS(φ3φ
′
3(2)φ
′
3)
ǫ(φ2φ1(2)q
R
1(2)φ
′
1(1,2))ǫ(φ3φ2φ
′
3(1)φ
′
2)
= qR1φ
′
1(1)aS(q
R
2φ
′
1(2))φ
′
2bS(φ
′
3)
(3.12) = φ1φ
′
1(1)aS(φ2φ
′
1(2))αφ3φ
′
2bS(φ
′
3)
(3.3) = φ′1φ1aS(φ
′
2(1)φ1φ2)αφ
′
2(2)φ2φ3(1)bS(φ
′
3φ3φ3(2))
= φ′1φ1aS(φ1φ2)S(φ
′
2(1))αφ
′
2(2)φ2φ3(1)bS(φ
′
3φ3φ3(2))
(3.4),(3.5) = (the right-hand side of (5.28)).
The unit of A is R(0) : 1→ R(1). Thus (5.29) follows from (5.17). 
Theorem 5.6 gives a category-theoretical origin of the algebra H0 of [BCP05].
Since (5.25) is usually called the adjoint action of H , we call A the adjoint algebra.
We now demonstrate that some properties of the adjoint algebra are derived from
the general theory of monoidal categories. Let C be a monoidal category such that
the forgetful functor Z(C) → C admits a right adjoint, say I : C → Z(C). It is
known that the object I(1) is a commutative algebra in Z(C) (a proof for fusion
categories is found in [DMNO13, Lemma 3.5], but the same proof can be applied
for the general case). Applying this result to the monoidal category C = HM , we
obtain:
Corollary 5.7. The algebra A is commutative.
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The algebra A acts on an object of the form R(V ), V ∈ HM , from the right by
R
(2)
V,1 : R(V ) ⊗A → R(V ). We denote by R(V )A the right A-module obtained in
this way. This construction gives rise to a functor
K : HM →
H
HYDA, V 7→ R(V )A
from HM to the category
H
HYDA of right A-modules in
H
HYD .
Corollary 5.8. The functor K is an equivalence.
Proof. We have proved that F ⊣ R is a co-Hopf adjunction. Hence Rop ⊣ F op
is Hopf. The claim is proved just by applying the fundamental theorem for Hopf
modules [BLV11] to the Hopf monad associated to this Hopf adjunction. 
The vector space CF(H) := HomH(A,1) is called the space of class functions as
it coincides with the space of class functions in the usual sense when H is a group
algebra [Shi17a]. We introduce the binary operation ⋆ on CF(H) by
〈ξ ⋆ ζ, a〉 = 〈ξ,φ1φ1(1)a(1)f1S(φ3)〉〈ζ,φ2φ1(2)a(2)f2S(φ2φ2)〉
for ξ, ζ ∈ CF(H) and a ∈ A.
Corollary 5.9. CF(H) is an associative unital algebra with respect to ⋆, and the
map
CF(H)→ HHYD(A,A), ξ 7→ (idH ⊗ ξ) ◦ δ
2nd
A
(5.30)
is an isomorphism of algebras.
Proof. Let η be the unit of the adjunction F ⊣ R. By Theorems 5.5 and 5.6, we
have
ξ ⋆ ζ = ξ ◦ FR(ζ) ◦ F (ηA)
for ξ, ζ ∈ CF(H). Namely, the binary operation ⋆ is in fact the composition of
morphisms in the co-Kleisli category of the adjunction F ⊣ R. The adjunction
isomorphism of F ⊣ R is given by
HomH(U(M), X) ∼=
H
HYD(M,R(X)), ξ 7→ R(ξ) ◦ ηM
for X ∈ HM andM ∈
H
HYD , and the map (5.30) is just the case whereM = A and
X = 1. Now the claim of this lemma follows from the well-known compatibility
between the adjunction isomorphism and the composition in the co-Kleisli category.

5.6. Induction to the Yetter-Drinfeld category, II. Suppose that the quasi-
Hopf algebra H is finite-dimensional. Given V ∈ HM , we define L(V ) ∈ HM by
L(V ) = H∨ = V . We recall that H∨ is a left quasi-Hopf bimodule over H . Thus
L(V ) is a Yetter-Drinfeld module over H by the second kind coaction
L(V ) = H∨ = V
δ=idV−−−−−→ (H ⊗ˆH∨) = V
ΩH,H∨,V
−−−−−−−→ H = (H∨ = V ) = H = L(V ),
where δ : H∨ → H ⊗ˆ H∨ is the left coaction of H given by Lemma 4.2 (i) with
M = H . Specifically, the action and the second kind coaction on L(V ) are given
by
h ⊲ (ξ ⊗ v) = (S(h(2))⇀ ξ ↼ S(h(1,1)))⊗ h(1,2)v
δ2ndL(V )(ξ ⊗ v), = 〈ξ,v
L
2hi(2)u
L
2〉ω1v
L
1hi(1)u
L
1ω5
⊗ (S(ω4)⇀ h
i ↼ S(ω2))⊗ω3v
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for h ∈ H , ξ ∈ H∨ and v ∈ V , where {hi} is a basis of H and {h
i} is the dual basis
of H∨.
Theorem 5.10. (i) The assignment V 7→ L(V ) extends to a functor from HM →
H
HYD . This functor is left adjoint to the forgetful functor F with the unit η
′ and
the counit ε′ given by
η′V : V → FL(V ), v 7→ ǫ⊗ v (v ∈ V ∈ HM ), (5.31)
ε′M : LF (M)→M, ξ ⊗m 7→ 〈ξ, t1m[−1]t3〉t2m[0] (m ∈M ∈
H
HYD), (5.32)
where
t = S(φ1)q
L
1φ2(1) ⊗ q
R
1q
L
2φ2(2) ⊗ S(q
R
2φ3).
(ii) For V ∈ HM , there is a natural isomorphism
R(∫R ⊗ V )→ L(V ), a⊗ (λ⊗ v) 7→ (S(φ1a)µ(φ2)⇀ λ) ⊗ φ3v. (5.33)
of Yetter-Drinfeld modules over H.
Proof. (i) The H-bimodule H∨ is an algebra in the monoidal category (HMH , ⊗ˆ,1)
as the left dual object of H . A Yetter-Drinfeld module M is naturally a left H∨-
module in HM by the action
aM :=
(
H∨ =M
idH∨ = δ
2nd
M−−−−−−−−−−−→ H∨ = (H =M)
(ΩH∨,H,M )
−1
−−−−−−−−−−−→ (H∨ ⊗ˆH)=M
evH = idM−−−−−−−−−−−→M
)
,
and the category HHYD is identified with the category H∨(HM ) of left H
∨-modules
in HM . Under this identification, a left adjoint of the forgetful functor F is given
by the free H∨-module functor, that is, the functor L. The unit of L ⊣ F is given
by the unit of H∨, that is, the counit of H . Thus η′ is given as stated. The counit
of L ⊣ F is given by ε′M = aM for M ∈
H
HYD , where aM is given in the above. To
verify the expression for aM , we introduce the element ω˜ ∈ H
⊗5 defined by
ω˜ = φ1χ1 ⊗ φ2χ2(1) ⊗ φ3χ2(2) ⊗ S(χ3)f2 ⊗ S(χ4)f1, (5.34)
where χ ∈ H⊗4 is given by (5.6). The element ω˜ is actually the inverse of the
element ω ∈ H⊗H⊗H⊗Hop⊗Hop. Hence the inverse of the natural isomorphism
Ω is given by
Ω−1M,N,V :M = (N = V )→ (M ⊗ˆN) = V,
m⊗ (n⊗ v) 7→ (ω˜1mω˜5 ⊗ ω˜2nω˜4)⊗ ω˜3v
for M,N ∈ HMH , V ∈ HM , m ∈ M , n ∈ N and v ∈ V . Now let M be a
Yetter-Drinfeld H-module. For ξ ∈ H∨ and m ∈M , we have:
aM (ξ ⊗m) = evH(ω˜1ξω˜5 ⊗ ω˜2m[−1]ω˜4)ω˜3m[0]
(4.10),(4.11) = 〈S(ω˜5)⇀ ξ ↼ S(ω˜1),αω˜2m[−1]ω˜4S(β)〉ω˜3m[0]
= 〈ξ, t′1m[−1]t
′
3〉t
′
2m[0],
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where t′ = S(ω˜1)αω˜2 ⊗ ω˜3 ⊗ ω˜4S(β)S(ω˜5). We prove (5.32) by showing t
′ = t
as follows:
t
′ (5.34) = S(φ1χ1)αφ2χ2(1) ⊗ φ3χ2(2) ⊗ S(χ3)f2S(f1β)χ4
(3.30) = S(φ1χ1)αφ2χ2(1) ⊗ φ3χ2(2) ⊗ S(χ3)αχ4
(5.6) = S(φ1φ1(1)φ
′
1)αφ2φ1(2,1)φ
′
2(1) ⊗ φ3φ1(2,2)φ
′
2(2) ⊗ S(φ2φ
′
3)αφ3
(3.1) = S(φ1(1,1)φ1φ
′
1)αφ1(1,2)φ2φ
′
2(1) ⊗ φ1(2)φ3φ
′
2(2) ⊗ S(φ2φ
′
3)αφ3
(3.5) = S(φ1φ
′
1)αφ2φ
′
2(1) ⊗ φ1φ3φ
′
2(2) ⊗ S(φ2φ
′
3)αφ3
(3.12),(3.14) = S(φ1)q
L
1φ2(1) ⊗ q
R
1q
L
2φ2(2) ⊗ S(q
R
2φ3) = t.
(ii) By the fundamental theorem for quasi-Hopf bimodules, the map
ΞR : H ⊗ˆ ∫
R → H∨, h⊗ λ 7→ S(h)⇀ λ
is an isomorphism of left quasi-Hopf bimodules. Thus the map
ξV :=
(
R(∫R ⊗ V ) = H = (∫R = V )
Ω−1
−−−−→ (H ⊗ˆ ∫R) = V
ΞR−−−→ H∨ = V = L(V )
)
is an isomorphism of Yetter-Drinfeld H-modules that is natural in the variable
V ∈ HM . The map ξV actually coincides with the map (5.33). Indeed, for a ∈ H ,
λ ∈ ∫R and v ∈ V , we have
ξV (a⊗ (λ⊗ v)) = ΞR(ω˜1aω˜5 ⊗ ω˜2λω˜4)ω˜3v
= µ(ω˜2)ǫ(ω˜4)(S(ω˜1aω˜5)⇀ λ)ω˜3v
= (S(φ1a)µ(φ2)⇀ λ)⊗ φ3v.
Here, the last equality follows from the following computation:
(idH ⊗ idH ⊗ idH ⊗ ǫ⊗ idH)(ω˜)
= φ1χ1 ⊗ φ2χ2(1) ⊗ φ3χ2(2) ⊗ ǫ(S(χ3)f2)S(χ4)f1
= φ1 ⊗ φ2 ⊗ φ3 ⊗ 1. 
5.7. Categorical cointegrals of HM . Let H be a finite-dimensional quasi-Hopf
algebra. Given an algebra map γ : H → k, we regard it as a one-dimensional left
H-module and set Aγ := R(γ) ∈
H
HYD . According to [Shi18, Shi17b], we call
∫ cat := HHYD(Aµ,1)
the space of categorical cointegrals. If H is an ordinary Hopf algebra, then ∫ cat
is identified with the space of left cointegrals on H [Shi18]. We now establish
analogous results for quasi-Hopf algebras as follows:
Theorem 5.11. Let λ be a non-zero right cointegral on H, and define
λcat : Aµ → 1, λ
cat(a) = 〈λ,αS(a)〉 (a ∈ Aµ). (5.35)
Then ∫ cat is the one-dimensional vector space spanned by λcat.
Proof. Let λ be a non-zero right cointegral on H . Since ∫R is the one-dimensional
left H-module spanned by λ and is isomorphic to µ as a left H-module, there is an
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isomorphism Aµ ∼= R(∫
R) of Yetter-Drinfeld H-modules given by a 7→ a⊗ λ. Thus
we have isomorphisms
∫ cat = HHYD(Aµ,1)
∼= HHYD(R(∫µ),1)
∼=
−−−−−−−−−−−−→
Theorem 5.10
H
HYD(L(1),1)
∼= HomH(1,1) ∼= k.
The element of ∫ cat corresponding to 1 ∈ k is the composition
l :=
(
Aµ
a 7→λ⊗a
−−−−−−→ R(∫R)
(5.33)
−−−−−→ L(1)
ε′
1−−−→ 1
)
,
where ε′ is the counit of L ⊣ F given by (5.32). We compute this composition: For
a ∈ Aµ,
l(a) = ε′
1
(S(φ1a)µ(φ2)⇀ λ)ǫ(φ3)
(3.7) = ε′
1
(S(a)⇀ λ)
(5.32) = 〈S(a)⇀ λ,S(φ1)q
L
1φ2(1)βS(q
R
2φ3)〉ǫ(q
R
1q
L
2φ2(2))
(3.14),(3.12) = 〈S(a)⇀ λ,S(φ1)αφ2βS(φ3)α〉
(3.6) = 〈S(a)⇀ λ,α〉 = λcat(a).
Thus ∫ cat is the one-dimensional vector space spanned by λcat. 
5.8. Frobenius structure of the adjoint algebra. LetH be a finite-dimensional
unimodular Hopf algebra. Ishii and Masuoka observed that the commutative al-
gebra A of Theorem 5.6 is in fact a Frobenius algebra in HHYD and use this fact
to construct an invariant of handlebody-knots [IM14]. By the result of [Shi17b],
the algebra A is still Frobenius even in the case where H is a finite-dimensional
unimodular quasi-Hopf algebra. However, an explicit Frobenius structure is not yet
known. We answer this problem as follows:
Theorem 5.12. Suppose that H is a finite-dimensional unimodular quasi-Hopf
algebra. We fix a non-zero right cointegral λ on H, and let Λ be the left integral in
H such that 〈λ,Λ〉 = 1. Then the algebra A ∈ HHYD of Theorem 5.6 is a self-dual
object in HHYD with the evaluation morphism e : A ⊗A → 1 and the coevaluation
morphism d : 1→ A⊗A given by
e(a⊗ b) = 〈λcat, a ⋆ b〉 and d(1) = β ⊲ S(f2q
L
1Λ(1)p
L
1)⊗ q
L
2Λ(2)p
L
2f1.
respectively, for a, b ∈ A, where λcat = (λ ↼ α) ◦ S. In particular, the algebra A is
a commutative Frobenius algebra in HHYD with Frobenius form λ
cat : A→ 1.
Proof. The monoidal category HHYDfd is rigid as it is isomorphic to the Drinfeld
center of HMfd. By the description of the isomorphism
H
HYDfd
∼= Z(HMfd), the
left dual object of M ∈ HHYDfd is, as a left H-module, identical to M
∨. By The-
orem 5.11, λcat belongs to HHYD(A,1). Thus the map e is a morphism in
H
HYD .
Since A is finite-dimensional, it has a left dual object in HHYD . We now consider
the morphism
Θ˜ :=
(
A
idA⊗coevA−−−−−−−−→ A⊗ (A⊗A∨)
Φ−1
A,A,A∨
−−−−−−−→ (A⊗A)⊗A∨
e⊗id
A∨−−−−−−→ A∨
)
of Yetter-Drinfeld modules. Since H is unimodular, we have
λ(hh′) = λ(h′S2(h)) (5.36)
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for all h, h′ ∈ H by Theorem 4.6. We choose a basis {ai} of A and let {a
i} be the
dual basis. Using the Einstein convention, we compute
〈Θ˜(h), h′〉 = 〈λcat, (φ1 ⊲ h) ⋆ (φ2β ⊲ ai)〉〈φ3 ⊲ a
i, h′〉
= 〈λcat, (φ1 ⊲ h) ⋆ (φ2β ⊲ ai)〉〈a
i,S(φ3) ⊲ h
′〉
= 〈λcat, (φ1 ⊲ h) ⋆ (φ2βS(φ3) ⊲ h
′)〉
(3.12),(5.35) = 〈λS, ((pR1 ⊲ h) ⋆ (p
R
2 ⊲ h
′))S(α)〉
(5.28) = 〈λS,φ1(p
R
1 ⊲ h)S(φ1φ2)αφ2φ3(1)(p
R
2 ⊲ h
′)S(φ3φ3(2))S(α)〉
(5.25) = 〈λS,φ1p
R
1(1)hS(p
R
1(2))S(φ1φ2)αφ2φ3(1)p
R
2(1)h
′S(pR2(2))S(φ3φ3(2))S(α)〉
(5.36) = 〈λS,S(αφ3φ3(2)p
R
2(2))φ1p
R
1(1)hS(p
R
1(2))S(φ1φ2)αφ2φ3(1)p
R
2(1)h
′〉
= 〈λS,S(S(φ1p
R
1(1))αφ3φ3(2)p
R
2(2))hS(φ1φ2p
R
1(2))αφ2φ3(1)p
R
2(1)h
′〉
(3.27) = 〈λS,S(f2)hf1h
′〉 = 〈λ,S(h′)S(S(f2)hf1)〉
for h, h′ ∈ H . Hence, we finally obtain
Θ˜(h) = (S(S(f2)hf1)⇀ λ) ◦ S = ΘL(S(S(f2)hf1)) ◦ S
for h ∈ H , where ΘL(x) = x ⇀ λ (x ∈ H). We note that λ is a left cointegral on
Hcop. Thus, by applying Theorem 4.10 to Hcop, we see that the inverse of ΘL is
given by
Θ−1L (ξ) = S(Λ˜1)〈ξ, Λ˜2〉
for ξ ∈ H∗, where Λ˜ = qL2Λ(2)p
L
2 ⊗ q
L
1Λ(1)p
L
1. By (4.27) applied to H
cop, we have
hΛ˜1 ⊗ Λ˜2 = Λ˜1 ⊗ S(h)Λ˜2 (5.37)
for all h ∈ H . Since ΘL, S and f are invertible, Θ˜ is invertible. Explicitly, the
inverse of Θ˜ is given by
Θ˜−1(ξ) = S(f2) · S(Θ
−1
L (ξ ◦ S)) · f1
= S(f2) · S(S(Λ˜1)〈ξ ◦ S, Λ˜2〉) · f1
= S(f2)Λ˜1f1〈ξ,S(Λ˜2)〉
(5.37) = Λ˜1f1〈ξ,S(f2Λ˜2)〉
for ξ ∈ A∨. Thus A is a self-dual object with evaluation e and the coevaluation
(idA ⊗ Θ˜
−1)coevA(1) = β ⊲ ai ⊗ Θ˜
−1(ai)
= β ⊲ ai ⊗ Λ˜1f1〈a
i,S(f2Λ˜2)〉
= β ⊲ S(f2Λ˜2)⊗ Λ˜1f1. 
6. Modified trace
6.1. Modified trace on module categories. Let C be a rigid monoidal category.
Then the assignment X 7→ X∗∗ canonically extends to a monoidal autoequivalence
on C. A pivotal structure of C is an isomorphism X → X∗∗ (X ∈ C) of monoidal
functors. A pivotal monoidal category is a rigid monoidal category equipped with a
pivotal structure. Now let C be a pivotal monoidal category with pivotal structure
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j : idC → (−)
∗∗. For objects V,X, Y ∈ C, the (right) partial pivotal trace over V is
the map
ptrCV,W |X : HomC(V ⊗X,W ⊗X)→ HomC(V,W ),
f 7→ (idW ⊗ evX∨(jX ⊗ idX∨))ΦW,X,X∨(f ⊗ idX∨)Φ
−1
V,X,X∨(idV ⊗ coevX).
Graphically, the partial pivotal trace is expressed as follows:
ptrCX,Y |V


f
V X
W X


=
f
jX
V
W
X∨
The partial pivotal trace is widely used to construct invariants of knots and closed
3-manifolds so-called quantum invariants [Tur94]. Although such a construction of
quantum invariants works in a quite general setting, most of interesting quantum
invariants originate from a semisimple k-linear pivotal monoidal category. In fact,
the partial pivotal trace often vanishes in the non-semisimple case. To construct
a meaningful invariant from a non-semsimple category, some authors considered a
modification of the partial pivotal trace [BBG17, CGPT18, GKP18, FG18].
We suppose that C is a k-linear pivotal monoidal category with finite-dimensional
Hom-spaces. In this paper, we mention a recent result of Fontalvo Orozco and
Gainutdinov [FG18]. They introduced the notion of a module trace over a right
C-module category M equipped with a module endofunctor Σ. For simplicity, we
consider the case whereM is a tensor ideal of C, that is, a full subcategory of C such
that P ⊗ V and V ⊗ P belong to M whenever P ∈ M and V ∈ C. We moreover
restrict ourselves to the case where Σ = D ⊗ (−) for some object D ∈ C. Then
the notion of a module trace [FG18], which we call a D-twisted modified trace, is
defined as follows:
Definition 6.1. (a) Let M be a k-linear category, and let Σ : M → M be a
k-linear endofunctor on M. A Σ-twisted trace [BKW16, Definition 2.1] on M is a
family t = {tP : HomC(P,Σ(P ))→ k}P∈M of k-linear maps such that the equation
tP
(
P
g
−−→ Q
f
−−→ Σ(P )
)
= tQ
(
Q
f
−−→ Σ(P )
Σ(g)
−−−−→ Σ(Q)
)
(6.1)
holds for all morphisms g : P → Q and f : Q → Σ(P ) in M. We denote by
HH0(M,Σ) the class of Σ-twisted traces on M. We say that t ∈ HH0(M,Σ) is
non-degenerate if the bilinear form
HomM(Q,Σ(P ))×HomM(P,Q)→ k, (f, g) 7→ tP (fg)
is non-degenerate for all objects P,Q ∈M.
(b) Let I be a tensor ideal of C, and let D be an object of C. A D-twisted module
trace on I is a Σ-twisted trace on I, where Σ = D ⊗ (−), such that the equation
tP⊗V (f) = tP
(
ptrCD⊗P,P |V (Φ
−1
D,P,V ◦ f)
)
(6.2)
holds for all objects P ∈ I, V ∈ C and morphisms f : P ⊗ V → D ⊗ (P ⊗ V ).
One of the main results of [FG18] classifies D-twisted module traces on I in
the case where C = HMfd for some finite-dimensional pivotal Hopf algebra H , I
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is the class of projective objects of C, and D is the one-dimensional left H-module
associated to the modular function µ on H . According to [FG18], the space of such
a trace is identified with the space of “µ-symmetrized” cointegrals on H . The aim
of this section is to give the same description of such a trace in the case where H
is a finite-dimensional quasi-Hopf algebra.
6.2. Pivotal quasi-Hopf algebras. We recall that a pivotal Hopf algebra is a
Hopf algebraH equipped with a grouplike element g ∈ H such that ghg−1 = S2(h)
for all h ∈ H . If H is a pivotal Hopf algebra, then HMfd is a pivotal monoidal
category by the pivotal structure given by g. The definition of a pivotal quasi-
Hopf algebra is a little more complicated than the ordinary case because of the fact
that the canonical isomorphism (V ⊗W )∨∨ ∼= V ∨∨ ⊗W∨∨ is non-trivial in the
quasi-Hopf case.
Definition 6.2 (cf. [BCT09, Proposition 4.2]). Let H be a quasi-Hopf algebra. A
pivotal element of H is an invertible element g ∈ H such that the equations
ghg−1 = S2(h) and ∆(g) = f1S(f2)g ⊗ f2S(f1)g (6.3)
hold for all element h ∈ H . A pivotal quasi-Hopf algebra is a quasi-Hopf algebra
equipped with a pivotal element.
The category Vec := kMfd of finite-dimensional vector spaces over k is a pivotal
monoidal category with the canonical pivotal structure jV : V → V
∗∗ given by
〈jV (v), ξ〉 = 〈ξ, v〉 for v ∈ V and ξ ∈ V
∗. Let f : V ⊗X → W ⊗X be a morphism
in Vec. We write f(m) = f(m)W ⊗ f(m)X for m ∈ V ⊗ X . The partial pivotal
trace over X (with respect to the canonical pivotal structure j) is given by
ptrVecV,W |X(f)(x) = f(v ⊗ xi)W 〈x
i, f(v ⊗ xi)X〉 (6.4)
for v ∈ V , where {xi} is a basis of X , {x
i} is the dual basis of {xi} and the Einstein
summation convention is used to suppress the sum.
Let H be a quasi-Hopf algebra. Given a pivotal element g of H , we define the
natural isomorphism gV : V → V
∨∨ (V ∈ HMfd) by gV (v) = jV (gv) for v ∈ V .
Then g = {gV } is a pivotal structure on HMfd [BCT09, Proposition 4.2]. Moreover,
if H is finite-dimensional, then every pivotal structure of HMfd is obtained in this
way from a pivotal element of H .
Now we fix a pivotal element g of H and compute the partial pivotal trace
in HMfd with respect to the pivotal structure associated to g. In the following
lemma, given left H-modules X and Y , we regard X ⊗ Y as a left H ⊗H-module
by (h⊗ h′)(x⊗ y) = hx⊗ h′y for h, h′ ∈ H , x ∈ X and y ∈ Y .
Lemma 6.3. The partial trace of f : V ⊗X →W ⊗X in C := HMfd is given by
ptrCV,W |X(f) = ptr
Vec
V,W |X(f˜), (6.5)
where f˜ : V ⊗X →W ⊗X is the linear map defined by
f˜(m) = (1⊗ g)qRf(pRm) (m ∈ V ⊗X). (6.6)
Proof. We recall that there is a canonical isomorphism
HomH(V ⊗X,W ⊗X) ∼= HomH(V, (W ⊗X)⊗X
∨).
Let f ♯ : V → (W⊗X)⊗X∨ be the morphism in HMfd corresponding to f : V ⊗X →
W ⊗X via this isomorphism. Although an explicit formula of f ♯ has been given in
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Lemma 3.6, we also express f ♯ by f ♯(v) = (f ♯(v)W ⊗ f
♯(v)X)⊗ f
♯(v)X∨ for v ∈ V .
We fix a basis {xi} of X and let {x
i} be the dual basis to {xi}. By the definition
of the partial pivotal trace, we compute as follows: For v ∈ V ,
ptrCV,W |X(f)(v) = (idW ⊗ evX∨(gX ⊗X
∨))Φ−1W,X,X∨f
♯(v)
= φ1f
♯(v)W 〈gX(φ2f
♯(v)X),αφ3f
♯(v)X∨〉
= φ1f
♯(v)W 〈f
♯(v)X∨ ,S(αφ3)gφ2f
♯(v)X〉
(6.3) = φ1f
♯(v)W 〈f
♯(v)X∨ ,gS(αφ3)φ2f
♯(v)X〉
(3.11) = qR1f
♯(v)W 〈f
♯(v)X∨ ,gq
R
2f
♯(v)X〉
(3.42) = qR1f(p
R
1v ⊗ p
R
2xi)W 〈x
i,gqR2f(p
R
1v ⊗ p
R
2xi)X〉
(6.6) = f˜(v ⊗ xi)W 〈x
i, f˜(v ⊗ xi)X〉
(6.4) = ptrVecV,W |X(f˜)(v). 
6.3. Twisted modified trace on HMfd. Let A be a finite-dimensional algebra.
We denote by APfd the full subcategory of projective objects of AMfd. Given an
algebra automorphism χ : A → A and a left A-module V , we define χ∗(V ) to be
the vector space V equipped with the left action ·χ of A given by a ·χ v = χ(a)v
for a ∈ H and v ∈ V . It is easy to see that the assignment V 7→ χ∗(V ) extends
to a k-linear autoequivalence on AMfd preserving the full subcategory APfd. We
say that a linear form t : A→ k is χ-symmetric if t(ab) = t(χ(b)a) for all a, b ∈ A.
According to [FG18], we denote by HH0(A,χ) the space of χ-symmetric linear forms
on A. Given a χ-symmetric linear form t on A and P ∈ APfd, we define the linear
map tP : HomA(P, χ
∗(P )) → k as follows: By the dual basis lemma, there are a
natural number n and A-linear maps ai : A → P and bi : P → A (i = 1, . . . , n)
such that
∑n
i=1 aibi = idP . Choose such a system {ai, bi}
n
i=1 and define
tP (f) =
n∑
i=1
t(bifai(1)) (6.7)
for f ∈ HomA(P, χ
∗(P )). The family t = {tP } of k-linear maps is actually a
χ∗-twisted trace on APfd and this construction gives an isomorphism
HH0(A,χ)→ HH0(APfd, χ
∗)
of vector spaces. Moreover, a χ∗-twisted trace is non-degenerate if and only if the
corresponding element of HH0(A,χ) is a non-degenerate linear form on A.
Now we consider the case where A = H is a finite-dimensional pivotal quasi-Hopf
algebra and the automorphism χ is given by χ(h) = h ↼ µ for h ∈ H . By abuse of
notation, we write
HH0(H,µ) := HH0(H,χ) and HH0(HPfd,µ) := HH0(HPfd, χ
∗).
We note that P := HPfd is a tensor ideal of HMfd. Again by abuse of notation, we
denote by µ the one-dimensional left H-module associated to µ. Let HHmod0 (P ,µ)
be the class of µ-twisted module traces on P . Since the autoequivalence χ∗ on
P is identified with µ ⊗ (−), the class HHmod0 (P ,µ) is the subspace of HH0(P ,µ)
consisting of elements satisfying the module trace property (6.2). By the reduction
lemma [FG18, Lemma 2.9], to check the module trace property, it is enough to
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verify that the equation
tH⊗H(f) = tH
(
ptrC(µ⊗H)⊗H,H⊗H|H (Φ
−1
µ,H,H ◦ f)
)
(6.8)
holds for all f ∈ HomH(H ⊗H,µ⊗ (H ⊗H)). Thus we have
HHmod0 (P ,µ) = {t ∈ HH0(P ,µ) | t satisfies (6.8)}.
6.4. Twisted modified trace and cointegrals. Let H be a finite-dimensional
pivotal quasi-Hopf algebra with pivotal element g. Let λ be a left cointegral on H ,
and set t = (λ ◦ S)↼ g. Then we have
〈t, hh′〉 = 〈λ,S(ghh′)〉 = 〈λ,S(h′)S(gh)〉
(Theorem 4.6) = 〈λ,S(gh)S(h′ ↼ µ)〉
= 〈λ,S(S2(h′ ↼ µ)gh)〉
(6.3) = 〈λ,S(g(h′ ↼ µ)h)〉 = 〈t, (h′ ↼ µ)h〉
for all h, h′ ∈ H . Thus the vector space
∫µ-sym := {(λ ◦ S)↼ g | λ ∈ ∫L}
is a subspace of HH0(H,µ). We call ∫
µ-sym the space of µ-symmetrized cointegrals on
H . We recall that there is an isomorphism between HH0(H,µ) and HH0(HPfd,µ).
Now the main result of this section is stated as follows:
Theorem 6.4. The isomorphism HH0(H,µ) ∼= HH0(HPfd,µ) restricts to an iso-
morphism
∫µ-sym ∼= HHmod0 (HPfd,µ).
We fix a µ-symmetric linear form t ∈ HH0(H,µ) and then define t ∈ HH0(HPfd,µ)
from t as in the previous subsection. To prove the above theorem, we first derive a
necessary and sufficient condition for t satisfying (6.8) in terms of the linear form
t. The following lemma is useful:
Lemma 6.5. For a left H-module X, we define the linear map θX by
θX : H ⊗X0 → H ⊗X, h⊗ x 7→ h(1)p
R
1 ⊗ h(2)p
R
2x (h ∈ H,x ∈ X), (6.9)
where X0 is the vector space X regarded as a left H-module by ǫ. Then the family
θ = {θX} is a natural isomorphism. The inverse of θX is given by
θ−1X (h⊗ x) = q
R
1h(1) ⊗ S(q
R
2h(2))x (h ∈ H,x ∈ X). (6.10)
Proof. A left-right switched version is found at [Sch02, p.3356]. One can also verify
this lemma directly by using equations (3.15), (3.16), (3.19) and (3.20). 
Set M = µ⊗ (H ⊗H0) for simplicity. We may identify M with the vector space
H ⊗ H equipped with the left H-action given by h · (x ⊗ y) = 〈µ, h(1)〉h(2)x ⊗ y
(h, x, y ∈ H). There are isomorphisms
HomH(H ⊗H0,M) ∼= Homk(H,M) ∼= H
∗ ⊗M ∼= H∗ ⊗H ⊗H
of vector spaces. Let Γξ,x,y ∈ HomH(H ⊗H0,M) be the element corresponding to
ξ ⊗ x⊗ y ∈ H∗ ⊗H ⊗H via the above isomorphism. Explicitly, it is given by
Γξ,x,y(h⊗ h
′) = 〈ξ, h′〉〈µ, h(1)〉h(2)x⊗ y (h, h
′ ∈ H).
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By the above lemma, we have
HomH(H ⊗H,M) = {(µ⊗ θH) ◦ f ◦ θ
−1
H | f ∈ HomH(H ⊗H0,µ⊗ (H ⊗H0)}
= spank{Γ
′
ξ,x,y | ξ ∈ H
∗, x, y ∈ H},
where Γ′ξ,x,y := (µ ⊗ θH) ◦ Γξ,x,y ◦ θ
−1
H . Thus t satisfies (6.8) if and only if the
equation
tH⊗H(Γ
′
ξ,x,y) = tH
(
ptrC(µ⊗H)⊗H,H⊗H|H (Φ
−1
µ,H,H ◦ Γ
′
ξ,x,y)
)
(6.11)
holds for all ξ ∈ H∗ and x, y ∈ H . We now compute the left and the right hand
sides of (6.11).
Claim 6.6. The left-hand side of (6.11) is equal to t(x)ξ(y).
Proof. Let {hi}
n
i=1 be a basis of H , and let {h
i} be the dual basis of {hi}. For each
i, we define
ai : H → H ⊗H0, ai(h) = h⊗ hi,
bi : H ⊗H0 → H, bi(h⊗ h
′) = 〈hi, h′〉h
for h, h′ ∈ H . Then ai and bi are H-linear maps such that
∑n
i=1 aibi = idH . Since
the trace t satisfies (6.1) with Σ = µ⊗ (−), we have
tH⊗H(Γ
′
ξ,x,y) = tH⊗H(Σ(θH) ◦ Γξ,x,y ◦ θ
−1
H )
(6.1)
= tH⊗H0 (Γξ,x,y)
(6.7)
=
n∑
i=1
t(biΓξ,x,yai(1)) =
n∑
i=1
t(x〈hi, y〉〈ξ, hi〉) = t(x)ξ(y). 
Claim 6.7. The right-hand side of (6.11) is equal to
µ(φ1)〈ξ,gq
R
2φ3x(2)p
R
2y〉〈t, (q
R
1 ↼ µ)φ2x(1)p
R
1 〉. (6.12)
Proof. For simplicity, we set f := Φ−1
µ,H,H ◦ Γ
′
ξ,x,y and r := ptr
C
H,µ⊗H|H(f). By
the definition of the trace t, the right-hand side of (6.11) is equal to t(r(1)). To
compute r(1), we note:
θ−1H (p
R
1 ⊗ p
R
2h)
(6.10)
= qR1p
R
1(1) ⊗ S(q
R
2p
R
1(2))p
R
2h
(3.20)
= 1⊗ h (h ∈ H).
Hence, for all h ∈ H , we have
f(pR1 ⊗ p
R
2h) = (Φ
−1
µ,H,H(µ⊗ θH)Γξ,x,y)(1 ⊗ h)
= 〈ξ, h〉Φ−1
µ,H,H(µ⊗ θH)(1⊗ (x ⊗ y)︸ ︷︷ ︸
µ⊗(H⊗H0)
)
= 〈ξ, h〉Φ−1
µ,H,H(1⊗ (x(1)p
R
1 ⊗ x(2)p
R
2y))
= 〈µ,φ1〉〈ξ, h〉 ((1 ⊗ φ2x(1)p
R
1 )⊗ φ3x(2)p
R
2y).
Now we define f˜ by (6.6) with V = H and W = µ⊗H . Then,
f˜(1⊗ h) = 〈µ,φ1〉〈ξ, h〉(1 ⊗ g)q
R · ((1 ⊗ φ2x(1)p
R
1 )⊗ φ3x(2)p
R
2y)
= 〈µ,qR1(1)φ1〉〈ξ, h〉 ((1 ⊗ q
R
1(2)φ2x(1)p
R
1︸ ︷︷ ︸
µ⊗H
)⊗ gqR2φ3x(2)p
R
2y︸ ︷︷ ︸
H
).
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We fix a basis {hi} of H and let {h
i} be the dual basis of {hi}. We identify µ⊗H
with H as a vector space. By Lemma 6.3, we compute r(1) as follows:
r(1) = ptrVecH,H|H(f˜)(1) (by identifying µ⊗H with H)
(6.4) = 〈µ,qR1(1)φ1〉〈ξ, hi〉q
R
1(2)φ2x(1)p
R
1 〈h
i,gqR2φ3x(2)p
R
2y〉
= 〈µ,qR1(1)φ1〉〈ξ,gq
R
2φ3x(2)p
R
2y〉q
R
1(2)φ2x(1)p
R
1 .
Hence the right-hand side of (6.11) coincides with (6.12) 
The above two claims show that the trace t satisfies (6.11) if and only if the
equation
〈t, h〉1 = µ(φ1)〈t, (q
R
1 ↼ µ)φ2h(1)p
R
1 〉gq
R
2φ3h(2)p
R
2 (6.13)
holds for all h ∈ H . Now we prove Theorem 6.4.
Proof of Theorem 6.4. By the above argument, it is sufficient to show
∫µ-sym = {t ∈ HH0(H,µ) | t satisfies (6.13)} (6.14)
to prove this theorem. Suppose that t ∈ ∫µ-sym. Then, by definition, t = (λ◦S)↼ g
for some left cointegral λ on H . Let h be an arbitrary element of H , and set
h′ = S(gh). Then we have
S(f1)h
′
(2)f2 ⊗ S(f2)h
′
(1)f1 = S(f1)S(gh)(2)f2 ⊗ S(f2)S(gh)(1)f1
(3.28) = S(g(1)h(1))S(f1)f2 ⊗ S(g(2)h(2))S(f2)f1
= S(S(f2)f1g(1)h(1))⊗ S(S(f1)f2g(2)h(2))
(6.3) = S(gh(1))⊗ S(gh(2)).
We now show that t satisfies (6.13) as follows:
µ(φ1)〈t, (q
R
1 ↼ µ)φ2h(1)p
R
1 〉gq
R
2φ3h(2)p
R
2
= µ(φ1)〈λ,S(g(q
R
1 ↼ µ)φ2h(1)p
R
1 )〉gq
R
2φ3h(2)p
R
2
(6.3) = µ(φ1)〈λ,S(S
2((qR1 ↼ µ)φ2)gh(1)p
R
1 )〉 S
2(qR2φ3)gh(2)p
R
2
= µ(φ1)〈λ,S(p
R
1 )S(gh(1))S((q
R
1 ↼ µ)φ2)〉 S
2(qR2φ3)SS(gh(2))p
R
2
(h′:=S(gh)) = µ(φ1)〈λ,S(p
R
1 )S(f1)h
′
(2)f2S((q
R
1 ↼ µ)φ2)〉 S
2(qR2φ3)S(S(f2)h
′
(1)f1)p
R
2
= µ(φ1)S(S(f2p
R
2 )h
′
(1)f1S(q
R
2φ3)) 〈λ,S(f1p
R
1 )h
′
(2)f2S((q
R
1 ↼ µ)φ2)〉
(3.49),(4.29) = S(vL1h
′
(1)w
L
1)〈λ,v
L
2h
′
(2)w
L
2〉
(4.28) = S(〈λ, h′〉1) = t(h)1.
Hence “⊂” of (6.14) is proved. We shall prove the converse inclusion. Let t ∈
HH0(H,µ) be an element satisfying (6.13), and set λ = (t ↼ g
−1) ◦ S. Then, for
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all h ∈ H , we have
〈λ, h〉1 = 〈t,g−1S(h)〉S(1)
(6.13) = µ(φ1)〈t, (q
R
1 ↼ µ)φ2(g
−1S(h))(1)p
R
1 〉 S(gq
R
2φ3(g
−1S(h))(2)p
R
2 )
(6.3) = µ(φ1)〈t, (q
R
1 ↼ µ)φ2g
−1S(f2)f1S(h)(1)p
R
1 〉 S(gq
R
2φ3g
−1S(f1)f2S(h)(2)p
R
2 )
(3.28) = µ(φ1)〈t, (q
R
1 ↼ µ)φ2g
−1S(f2)S(h(2))f1p
R
1 〉 S(gq
R
2φ3g
−1S(f1)S(h(1))f2p
R
2 )
(6.3) = µ(φ1)〈t,g
−1S2(qR1 ↼ µ)S
2(φ2)S(f2)S(h(2))f1p
R
1 〉 S(S
2(qR2φ3)S(f2)S(h(1))f2p
R
2 )
= µ(φ1)〈λ,S(f1p
R
1 )h(2)f2S(φ2)S(q
R
1 ↼ µ)〉 S(f2p
R
2 )h(1)S(q
R
2φ3)
(3.49),(4.29) = vL1h(1)w
L
1〈λ,v
L
2h(2)w
L
2〉.
Thus, by Theorem 4.11, the linear form λ is a left cointegral on H . Since t =
(λ ◦ S)↼ g, the linear form t belongs to ∫µ-sym. The proof is done. 
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