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활 침해, 보안의 문제와 높은 레이턴시를 야기하여 사용자의 장치에서 독립적으로




있도록 하는 회귀적 특성 덕분에 회귀신경망(RNN) 기반의 알고리즘이 음성인식
을위해많이사용된다.특히 LSTM기반의회귀신경망(RNN)이유명하다.하지만,
LSTM RNN에사용되는모든파라미터를저장하기에는임베디드장치가가진캐쉬
메모리의 크기가 충분하지 않다. 그래서 많은 DRAM 접근이 일어나는데, 이는 이
신경망이 계산되는 속도를 늦춘다. 또한, 현재 계산에 과거에 계산된 값이 되먹임
(feedback)되는복잡한회귀신경망의특성으로인하여매시간스텝에대한병렬화
계산이 불가하다. 이 또한 많은 DRAM 접근을 야기하여 LSTM RNN이 계산되는
속도증가를저지하고,많은전력을소모하게한다.
이논문에서는한번에캐쉬메모리에저장될수있는 1M정도의작은파라미터
크기를 가진 레지듀얼 심플 게이티드 콘보넷(Residual Simple Gated Convolutional
Network)을 실제 임베디드 장치에서 실행한 결과를 보여준다. 이 모델이 가지는 1
차원 depthwise 콘볼루션은 음성 신호의 일시적인 패턴을 찾는 데 도움이 된다. 또
한, 회귀신경망 대신 콘볼루션 신경망을 사용함에 따라, 시간 스텝 별 병렬화가 가
능해져, 배터리 사용량이 감소하고, 이 인공신경망 모델의 연산 속도가 높아진다.
i
임베디드장치에서음성인식속도를높이기위하여기존의심플게이티드콘보넷에
인셉션 레지듀얼 연결을 추가하여 정확도 저하 없이 인공신경망의 층수를 줄이려
하였으나이는속도향상에는큰성과가없는것으로드러났다.
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서도 효과적으로 이용된다. [1, 2, 3, 4]. 앤드투앤드 음성인식에서는 인공신경망을
훈련하는 데이터(data)로 라벨(label)과 피쳐(feature) 간의 일대일 매핑(mapping)이
필요하지않아훈련을위한데이터를이전보다쉽게만들수있도록한다.
음성인식을이용한서비스들이우리생활에서서히스며들고있는현재에온-디
바이스 음성인식에 대한 필요성이 나날이 늘어가고 있다. 온-디바이스 음성인식은
사용자의 음성이 서버로 전해지지 않고 사용자의 디바이스 안에서 수행되는 자동
음성인식을 일컫는다. 음성인식이 임베디드 장치(embedded device)나 스마트폰에
서 많이 사용되는 반면, 거의 모든 음성인식은 사용자의 음성이 서버로 전달되면
서버에서 이를 수행하게 된다. 하지만 이렇게 서버에서 진행되는 음성인식은 사용
자들에게보안과사생활침해에대한걱정을불러일으킨다.
따라서,온-디바이스음성인식은이러한보안과사생활침해걱정에대한중요한
해결책이다. 사용자의 음성이 서버로 전달되고 저장될 염려가 없기 때문에 사용자
는그들의사생활이침해될걱정을덜수있다.또한,거의모든음성인식이개개인의
기기안에서수행되기때문에데이터를전송하고전달받는데드는대기시간을없앨
수 있다. 서비스 제공 업체들 또한 서비스 제공을 위한 서버 사용이 줄기 때문에
막대한에너지와이에대한소비비용을절감할수있다.
하지만, 디바이스에서 자체적으로 음성인식을 수행하는 데에는 몇 가지 해결
해야 할 문제점이 존재한다. 첫 번째로, 온-디바이스 음성인식은 디바이스의 하드
웨어적인 사양에 큰 영향을 받는다. 이전에 사용되어 온 인공신경망은 음성인식을
수행하는데 수백만 메가바이트(MB) 크기의 파라미터가 필요하다. 하지만 하드웨
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드 콘보넷 [5]을 적용한다. 이 모델은 온-디바이스 음성인식에 적합한 파라미터 크
기를 가져 메인 메모리에서 필요한 파라미터를 가져오는데 걸리는 속도를 줄였고,
콘볼루션 연산을 어쿠스틱 모델에 사용하여 여러 시간 스텝을 동시에 계산하도록
해추론속도또한개선하였다.또한,이전모델들보다좋은성능을보인다.
1.3 회귀신경망을사용한어쿠스틱모델의단점
회귀신경망은 어쿠스틱 모델을 훈련하는데 오랜 기간 사용된 모델이다. 이는 회귀
적 성질 때문에 연속적으로 관련된 정보를 처리하는 데에 있어 훌륭한 모델로 간
주 되어 왔다. 여러 회귀신경망 구조가 고안되었지만, 그중 LSTM(long short-term




ft = σ(Wfxt + Ufht−1 + bf ),
it = σ(Wixt + Uiht−1 + bi),
ot = σ(Woxt + Uoht−1 + bo),
ct = ft  ct−1 + it  tanh (Wcxt + Ucht−1 + bc),
ht = ot  tanh(ct).
(1.1)
하지만 LSTM 회귀신경망은 여러 시간 스텝(time step)을 동시에 계산하는 데
적합하지 않다. LSTM 모델의 식은 다음 1.1과 같다. 이전의 히든 스테이트(hidden
state) 값이 현재 계산되는 스테이트에 이용되기 때문에, 여러 시간 스텝의 스테이
트를함께계산하는것은불가능하다.이경우,매시간스텝을계산할때마다메인
메모리에서 훈련된 파라미터를 불러와야 하기 때문에, 추론 속도가 느려짐은 물론
이고,에너지소비까지늘어난다.
1.4 관련연구
1.4.1 diagonal LSTM RNN
diagonal LSTM RNN에서는 모든 회귀적 성질을 지닌 행렬이 기존의 LSTM RNN
보다 작다. 즉, 행렬 Uf , Ui, Uo and Uc의 대각선의 값을 제외하고는 모두 0이 된
다. 즉, 회귀적 파라미터 행렬과 입력 행렬의 행렬 곱이 이 둘의 element-wise 곱이
된다.식 1.2은 diagonal LSTM RNN에대한식이다. 은행렬의 element-wise곱을
의미한다.
8
ft = σ(Wfxt + Uf  ht−1 + bf ),
it = σ(Wixt + Ui  ht−1 + bi),
ot = σ(Woxt + Uo  ht−1 + bo),
ct = ft  ct−1 + it  tanh (Wcxt + Uc  ht−1 + bc),
ht = ot  tanh(ct).
(1.2)
LSTMRNN에서회귀하는부분의파라미터가굉장히큰것이여러시간스텝을
동시에계산하는데큰걸림돌이다.하지만 diagonal LSTM RNN의경우회귀하는부
분에 사용되는 가중치 행렬에서 얻은 대각선의 값들만 사용하므로 그 크기가 매우
작아진다. 이를 임베디드 장치에 사용하면 회귀하는 부분의 가중치를 캐쉬 메모리




QRNN에는 RNN과는달리컨볼루션연산을사용한다 [8, 9]. LSTM RNN은오직한






x̂t = tanh (Wzxt + bz),
[ft, it,ot] = σ([Wf ,Wi,Wo]xt + [bf ,bi,bo]),
ct = ft  ct−1 + it  x̂t,
ht = ot  ct + (1− ot) xt.
(1.3)
1.4.3 게이티드콘보넷






h(X) = (X ∗W + b) σ(X ∗V + c) (1.4)
여기서 ∗은 콘볼루션 연산을 의미하고 는 element-wise 곱을 의미한다. W,V ∈
RT×D×D 과b, c ∈ RD은훈련가능한변수를의미하며,여기서 D는이네트워크의
채널너비이다.입력벡터는X ∈ RN×D이며여기서 N은시퀀스길이를의미한다.
1.5 논문의개요




콘보넷의 각 레이턴시 마다 성능을 측정하였다. 또, 파라미터 양자화 방법과 이를





게이티드 콘보넷은 시퀀스 모델링을 위해 게이트 구조를 가진 컨볼루션 층을 쌓아
만들어진다[10].게이티드콘보넷의기본구조는아래식2.1과같다.
hl(Xl) = (Xl ∗Wl + bl) σ(Xl ∗Vl + cl) (2.1)
은 element-wise 곱셈을, σ는 시그모이드 함수를, ∗는 컨볼루션 연산을 의미한다.
게이티드콘보넷네트워크는 L개의층으로 l = 0, 1, 2, 3, ..., L− 1과같이이루어져
있다. Wl,Vl ∈ RT×1×D×D과 bl, cl ∈ RD 은훈련되는파라미터이다.여기서 T는
필터의길이, D는피쳐(feature)의크기를의미한다.
Wl와 Vl는 [T, 1, D,D] 형태이다. 모델의 크기는 T의 길이에 비례하며, D는
모델 구상 시 정해지는 값이다. T는 각 층에서 보는 문맥의 길이라고 볼 수 있다.
time-delay neural networks(TDNN) [11, 12]에서한정된범위의문맥의시퀀스를배
우는것에대한연구가진행된바있다.게이티드콘보넷에서특정길이의시퀀스를
처리하는것은 TDNN에서일시적인문맥을보는것이라고생각할수있다.
음성인식 시 인접한 시퀀스 정보를 봐야만 하는 것은 불가피한 일이기 때문에
게이티드 콘보넷은 특정 길이 T를 설정하여 모델 구조를 만든다. [13]에서는 T의





차지하는가중치Wl와 Vl을 TDD에서 DD로줄이는효과가있다.한층마다Wl
와 Vl,두개의가중치를가지고있기때문에 2T배만큼파라미터의크기가감소한
다.하지만 T를 1로설정하면게이티드콘보넷은연속된문맥을보지못하게된다.
이는 성능이 감소하는 결과로 이어지게 되어 이를 방지하기 위하여 네트워크가 인
접한정보를볼수있게하는다른방법이필요하다.
이것은 1차원 depthwise컨볼루션을더해해결할수있다. 1차원 depthwise컨볼
루션은적은파라미터를사용하며특정길이의시퀀스를볼수있게해준다. Depth-








식 (2.2)는 t번째 시간 스텝에서의 컨볼루션 식을 보여주고 있다. 1차원 depthwise
컨볼루션필터의행렬은 Fl ∈ RT×1×D이다.이컨볼루션필터 Fl의파라미터크기
는 TD이다. 이 컨볼루션을 기존의 게이티드 컨볼루션 모델의 앞에 배치함으로써
2TDD크기의파라미터가 2DD + TD로줄어드는효과를볼수있다.
또한심플게이티드컨볼루션은 1차원 depthwise컨볼루션과동시에이웃한피
쳐차원의방향의정보를얻는방식으로성능향상을꾀하였다.이웃한피쳐를같이
봄으로써 서로의 상관관계를 계산할 수 있다. 이 너비를 K로 설정한 1차원 depth-
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F′l의 파라미터 크기는 1차원 depthwise 콘볼루션의 파라미터 크기 TD의K배
인 TDK이다.따라서,한충의심플게이티드콘보넷에필요한파라미터의크기는
2DD + TDK이다. D의 크기가 수백이기 때문에 크기 TDK는 게이티드 콘보넷
파라미터의 크기인 TDD에 비하여 훨씬 작다. 그림 2.1는 너비 K를 가지는 1차원
depthwise콘보넷을보여준다.
심플 게이티드 콘보넷은 게이티드 콘보넷과는 다르게 batch normalization [18]
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그림 2.2:심플게이티드콘보넷한층의구조
층이 추가된다. 이전의 게이티드 콘보넷에는 batch normalization이 거의 이용되지
않았다[10, 13, 19]. Batch normalization은 ResNet [20] 구조와 같이 컨볼루션 층과
activation층사이에들어간다.게이티드콘보넷의Xl ∗Wl +bl식뒤에는 activation
층이들어가지않는다.심플게이티드컨보넷은Xl ∗Wl +bl 뒤에 ReLU함수층을
추가한다.다른컨볼루션Xl ∗Vl + cl 에는이미게이트역할을하는 activation함수
가 있어 다른 activation 층이 필요없다. 그림 (2.2)는 심플 게이티드 콘보넷 한 층의
구조를,그림 (2.3)는심플게이티드콘보넷모델전체의구조를보여준다.
2.3 레지듀얼심플게이티드콘보넷
컨볼루션 신경망의 성능은 신경망의 깊이와 각 컨볼루션 층의 너비와 비례한다고






지듀얼 shortcut 연결(그림 2.4)과 한 층의 컨볼루션과 1차원 depthwise 컨볼루션을
사용한인셉션레지듀얼연결(그림 2.5)을사용하였다.
2.4 실험결과
아래 표들은 여러 심플 게이티드 컨볼루션 구조와 다른 모델의 성능을 비교한 결
과이다. 성능 측정의 척도로는 CER(character error rate)과 WER(word error rate)을
사용하였다. 모델의 구조는 nlayer × ndim으로 표현된다. 여기서 nlayer 은 모델의
층수를 의미하며 ndim은 LSTM에서는 hidden dimension의 크기를, 심플 게이티드
콘보넷에서는피쳐맵의너비를의미한다.
표 2.1은 모델의 파라미터 개수가 1M개 이하인 모델들이다. LSTM에는 1차원
필터의 너비 K를 1로 두고, 1차원 depthwise 컨볼루션을 적용하였다. 파라미터 개




표 2.2는 약 1M개의 파라미터를 가진 심플 게이티드 콘보넷과 인셉션 레지듀
얼 심플 게이티드 콘보넷 구조들을 다양한 층수와 너비로 WSJ Si-ALL을 이용해
훈련한 결과이며, 표 2.3은 숏컷 레지듀얼 심플 게이티드 콘보넷과 심플 게이티드
콘보넷을WSJ Si-284로훈련한결과이다.실험결과,인셉션레지듀얼심플게이티
드콘보넷이 2 3개낮은층을사용하여비슷하거나나은성능을보이기는하였으나,








같이K를 1에서 11까지설정한너비 190의 12층짜리심플게이티드콘보넷에서는
K와성능의연관성을볼수없다. K가커짐에따라파라미터의개수또한증가하기
때문에온-디바이스음성인식을위한구조에서는K를 5로설정하고훈련하였다.
표 2.5는 190차원의 10층 짜리 인셉션 심플 게이티드 콘보넷의 인셉션 구조의
필터 크기를 달리하여 실험한 결과이다. 해당 모델들은 WSJ Si-284를 이용해 훈련
하였다.기본구조에서쓰이는 [11, 5, 190, 1]크기의같은필터크기를사용한구조가
가장좋은결과를얻었고,이를제외하고는인셉션구조가현재시간만을보도록훈
련한 [1, 5, 190, 1]크기의필터를이용한모델이좋은성능을보였다.
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표 2.1: 1M개의파라미터를가진신경망들의WSJ eval92 CER과WER
(a) WSJ Si-284로훈련한 CER과WER
Greedy
모델 파라미터개수 CER WER
4x160 LSTM 0.96M 10.78 37.1
4x160 LSTM, 1-D depthwise 0.97M 9.64 33.6
12x190 SGCN (K = 5) 0.99M 7.32 26.51
(b) WSJ Si-284보다큰WSJ Si-ALL로훈련한 CER과WER
Greedy
모델 파라미터개수 CER WER
4x160 LSTM 0.96M 8.64 31.2
4x160 LSTM, 1-D depthwise 0.97M 6.72 24.1
12x190 SGCN (K = 5) 0.99M 5.53 20.20
표 2.2:여러심플게이티드콘보넷구조의WSJ eval92 CER과WER
Greedy
모델 파라미터개수 CER WER
15x150 SGCN 0.80M 5.99 21.79
12x190 SGCN 0.99M 5.53 20.20
9x210 inception res SGCN 1.01M 5.33 20.20
10x190 inception res SGCN 0.92M 5.60 20.68
10x210 inception res SGCN 1.11M 5.17 19.49
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표 2.3:숏컷레지듀얼심플게이티드콘보넷구조의WSJ eval92 CER과WER
Greedy
모델 파라미터개수 CER WER
12x190 SGCN 0.99M 7.32 26.51
12x190 shortcut res SGCN 0.99M 7.72 27.64
표 2.4:다양한너비 K를가진 1차원 depthwise컨볼루션에대한WSJ eval92 CER과
WER
Greedy
모델 파라미터개수 CER WER
12x190 SGCN (K = 1) 0.89M 7.27 26.21
12x190 SGCN (K = 3) 0.94M 7.76 28.19
12x190 SGCN (K = 5) 0.99M 7.32 26.51
12x190 SGCN (K = 7) 1.04M 7.67 28.39
12x190 SGCN (K = 9) 1.09M 7.77 28.73





필터크기 파라미터개수 CER WER
[1, 5, 190, 1] 0.901M 7.89 28.74
[11, 1, 190, 1] 0.903M 7.93 29.20
[5, 5, 190, 1] 0.908M 8.10 29.29
[11, 3, 190, 1] 0.911M 7.97 28.89





우리는 connectionist temporal classification (CTC) [2, 22] 알고리즘을 이용한 어쿠
스틱 모델을 훈련하기 위해 심플 게이티드 콘보넷을 채택하였고, The Wall Street




속퓨리에변환(DFT)을취해주어야한다.이는 25ms의시간동안 Hamming window
를씌워 10ms마다실행된다.이불연속퓨리어변환과정을거친추출된샘플들은





특성을 적용해 40차원의 log Mel-주파수 필터뱅크 특징을 두 층의 컨볼루션 신경








이는 과거에 입력된 음성 특징만을 보고 연산하는 causal 컨볼루션 [23, 24] 을
이용하여 낮은 레이턴시를 가지도록 할 수 있다. causal 컨볼루션은 컨볼루션 연산
을수행할때미래시간스텝에서온음성특징을참고하지않기때문에레이턴시를
발생시키지 않는다. 본 논문에서 채택한 구조는 1차원 depthwise 컨볼루션의 필터
의 크기 T가 11이다. 이는 이 필터가 T -5에서 T+5까지의 입력을 받아 처리한다는
의미인데, 여기서 T -5는 과거의 5 스텝만큼의 입력을, T+5는 미래의 5 스텝만큼의
입력을 뜻한다. 따라서, 심플 게이티드 콘보넷의 한 causal 하지 않은 층은 5 시간
스텝만큼의레이턴시를발생시킨다.
한 시간 스텝이 약 20ms이기 때문에 한 층의 심플 게이티드 콘보넷이 100ms의
레이턴시를발생시킨다.이는우리가 causal하지않은층을한층씩쌓을때마다레









네트워크의파라미터개수룰줄이는방법은 knowledge transfer learning [25]이
나 low-rank decomposition [26]과같은방법을이용하여더작은네트워크로훈련을
시키는방법과 pruning[27]을사용하여불필요한파라미터를제거하는방법이있다.
하지만 온-디바이스 음성인식에 사용하는 심플 게이티드 콘보넷은 이미 비슷한 성
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능을내는다른네트워크대비많은파라미터개수를줄인네트워크이다.




시간을 줄일 수 있다. 또한, 한정된 하드웨어에서 음성인식 추론을 위한 연산을 할










는 방향으로 양자화를 진행한다. 직접적인 양자화에서 양자화로 인해 생긴 결과의
오류와파라미터간의직접적영향을찾기가쉽지않아최적의스텝크기 δ를정하
는것은굉장히어렵다.따라서최적의스텝크기는처음에 L2에러최소화방법 3.1











g(t) = sign(x) ·min{b| x |
∆













(∆ · g(xi)− xi)2
(3.1)
3.2.3 재훈련을통한양자화
3-2에서 설명한 방법으로 양자화를 하는 것은 특히 파라미터의 간격을 세 구간이
나 일곱 구간 정도로 나눠 양자화했을 때 출력의 정확도가 많이 떨어진다. 이것은




오차역전파법은 오류 신호 σ 를 출력부터 입력까지 역으로 전파하며 오류 증
감률을 계산하는 출력의 오류를 줄이기 위한 기울기 하강 방법이라고 할 수 있다.
하지만 매순환 마다 변화하는 파라미터의 크기가 양자화 스텝 크기보다 작기 때문
에 이 방법을 바로 양자화된 파라미터에 적용하는 것은 좋지 않다. 그래서 우리는























여기서 mean은가중치나 activation값의평균을의미하며, activation의평균값이나,
최대최소값은 훈련 과정에서 분포를 통해 얻어진다. 이를 통해 파라미터들은 최소
값이 0,최대값이 255에매핑(mapping)되는비대칭의균일한양자화가된다.
Batch normalization의경우 scale factor와분산을가중치의값에합쳐서양자화






여기서 γ는 batch normalization의 scale factor를, EMA(σ2B)는 batch의컨볼루션의
분산에 대한 이동 평균 값이다. ε는 수치적 안정성을 위해 사용되는 작은 상수 값
이다.
3.3 실험결과
온-디바이스 음성인식을 실시간으로 처리하기 위해서는 낮은 레이턴시를 가지는
모델이필요하다.표 (3.1)는심플게이티드콘보넷과인셉션레지듀얼심플게이티
드 콘보넷 모델을 낮은 레이턴시를 가지도록 WSJ Si-284를 사용해 훈련한 결과이
다. 200ms와 300ms의 레이턴시를 가지는 모델의 훈련 결과로는 100ms의 레이턴
시 차이가 성능 차이와 비례한다고 보기는 힘들지만, WSJ Si-284를 사용해 훈련한
27
표 3.1: 레이턴시의 길이에 따른 심플 게이티드 콘보넷 구조의 WSJ eval92 CER과
WER
Greedy
모델 레이턴시 파라미터개수 CER WER
12x190 SGCN 200ms 0.99M 7.41 27.13
12x190 SGCN 300ms 0.99M 8.18 29.81
12x190 SGCN 1200ms 0.99M 7.32 26.51
10x190 res SGCN 200ms 0.92M 8.50 31.90
10x190 res SGCN 300ms 0.92M 8.24 29.61
10x190 res SGCN 1200ms 0.92M 7.74 27.72
12x170 res SGCN 200ms 1.08M 7.50 28.25
12x170 res SGCN 300ms 1.08M 8.48 31.21
12x170 res SGCN 1200ms 1.08M 6.77 25.32
레이턴시가 1200ms인 12x190 SGCN 모델의 WER이 26.51인 것과 비교하여 낮은
레이턴시를가지는모델이성능이낮다는것을알수있다.
표(3.2)는 WSJ Si-ALL로 훈련한 심플 게이티드 콘보넷과 인셉션 레지듀얼 심
플게이티드콘보넷모델의가중치를 3-4에서설명된 tensorflow lite방식으로양자
화하여 8비트로 성능을 측정한 이용한 결과이다. WER은 모든 모델에서 32비트로
성능을 측정한 결과보다 약 1퍼센트 정도 증가하였다. 10x210 res SGCN 모델을
900MHz quad-core ARM Cortex-A7 CPU에서 32비트와 8비트로 음성인식을 수행
한결과 realtime factor가각각 0.503, 0.226으로실제 2배이상의속도향상이있었다.
표 (3.3은 음성인식을 수행할 때 전체 음성 데이터를 받지 않고 순간의 음성 데
이터를 받아 음성인식을 시작할 수 있도록 적은 프레임을 입력으로 넣어 900MHz
quad-core ARM Cortex-A7 CPU에서 8비트의 고정소수점으로 실행 속도를 측정한
결과이다. 속도 측정에 사용한 데이터는 길이 총 2532초의 WSJ eval92이다. 음성
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표 3.2:여러심플게이티드콘보넷구조의 8비트를사용한WSJ eval92 CER과WER
Greedy
모델 파라미터개수 32비트 8비트
CER WER CER WER
15x150 SGCN 0.80M 5.99 21.79 6.31 22.72
12x190 SGCN 0.99M 5.53 20.20 5.71 20.73
9x210 res SGCN 1.01M 5.33 20.20 5.74 21.53
10x190 res SGCN 0.92M 5.60 20.68 5.97 21.05




4프레임 8프레임 16프레임 전체프레임
모델 실행시간 xRT 실행시간 xRT 실행시간 xRT 실행시간 xRT
15x150 SGCN 1135.21 0.448 818.55 0.323 659.56 0.260 516.09 0.204
12x190 SGCN 1157.94 0.457 843.74 0.333 683.49 0.270 535.48 0.211
9x210 res SGCN 1168.14 0.461 847.89 0.335 680.14 0.269 535.35 0.211
10x190 res SGCN 1115.68 0.440 814.12 0.322 655.95 0.259 520.74 0.206
10x210 res SGCN 1271.23 0.502 924.03 0.365 737.57 0.291 572.41 0.226
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자 하였다. 인셉션 레지듀얼 연결을 사용한 심플 게이티드 콘보넷이 2 3층을 적게
쌓은 모델에서 더 나은 성능을 보이기는 하였지만, 모델의 너비가 기존 모델보다
조금 더 넓고 음성인식 수행 시 연산해야 할 레지듀얼 연결 때문에 더 높은 속도를
내지는못하였다.인셉션레지듀얼구조의필터크기와심플게이티드콘보넷구조
를조절하면속도와성능등원하는조건에맞는결과를찾을수있으리라판단한다.
32비트의 부동소수점을 8비트의 고정소수점으로 양자화해 음성인식을 수행한
결과WER는 1퍼센트정도의증가가있었지만,수행속도가 2배이상증가하여실시
간온-디바이스음성인식에효율적이라볼수있다. 8비트고정소수점으로양자화할
때 재훈련을 사용하여 8비트 고정소수점으로 변환한다면 고정소수점 사용으로 인
한성능하락을방지하는데도움을줄것으로사료된다.
약 20퍼센트의 WER을 기준으로 삼고 음성 데이터를 네 프레임 씩 입력하였을
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ABSTRACT
Nowadays, many embedded devices, such as smartphones and Amazon Alexa, use
automatic speech recognition (ASR) technology for the hands-free interface. Espe-
cially neural network-based algorithms are widely employed in ASR because of high
accuracy and resiliency in noisy environments.
Neural network-based algorithms require a large amount of computation for real-
time operation. As a result, most of today’s ASR systems adopt server-based process-
ing. However, privacy concerns and low latency bring increased demand for on-device
ASR. For on-device ASR, the power consumption should be minimized to increase the
operating time.
Many neural network models have been developed for high-performance ASR.
Among them, the recurrent neural network (RNN) based algorithms are most com-
monly used for speech recognition. Especially long short-term memory (LSTM) RNN
is very well known. However, executing the LSTM algorithm on an embedded device
consumes much power because the cache size is too small to accommodate all the
network parameters. Frequent DRAM accesses due to cache misses not only slow the
execution but also incur a lot of power consumption. One possible solution to miti-
gate this problem is to compute multiple output samples at a time, which is called the
multi-time step parallelization, to reduce the number of parameter fetches. However,
the complex feedback structure of LSTM RNN does not allow multi-time step parallel
processing.
This thesis presents a Residual Simple Gated Convolutional Network (Residual
Simple Gated ConvNet) model with only about 1M parameters. Nowadays, many
CPUs can accommodate neural networks with a parameter size of 1M in cache me-
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mory. Thus, this model can run ASR very fast and efficiently without consuming much
power. The developed model is also based on a convolutional neural network, thus the
multi-time step processing can easily be applied. To achieve high accuracy with a small
number of parameters, the model employs one-dimensional depthwise convolution,
which helps to find temporal patterns of the speech signal. We also considered incep-
tion residual connections to reduce the needed number of layers, but this approach
needs to be more improved. The developed Residual Simple Gated ConvNet showed
very fairly high accuracy even with 1M parameters when trained on WSJ speech cor-
pus. This model demands less than 10% of CPU time when running on ARM-based
CPUs for embedded devices.
keywords: Speech Recognition, Sequence Modeling, Recurrent Neural Network
(RNN), Convolutional Neural Network (CNN), Embedded Device
student number: 2016 - 26378
38
