Abstract. In this paper we consider parametric nonlinear evolution inclusions driven by time-dependent subdi erentials. First we prove some continuous dependence results for the solution set (of both the convex and nonconvex problems) and for the set of solution-selector pairs (of the convex problem). Then we derive a continuous version of the \Filippov-Gronwall" inequality and using it, we prove the parametric relaxation theorem. An example of a parabolic distributed parameter system is also worked out in detail.
Introduction
It is well known that if the orientor eld (set-valued vector eld) of a di erential inclusion is Lipschitz continuous in the state variable, then the solution set of the di erential inclusion is dense in that of the convexi ed problem (i.e. the di erential inclusion obtained by replacing the orientor eld by its closed, convex hull). We refer to the book of Aubin-Cellina 2] (theorem 2, p. 124) for di erential inclusions in R N and to Papageorgiou 21] , Zhu 32] for di erential inclusions in Banach spaces, for further details on this issue. Such a density result is known in the literature as \relaxation theorem" and plays an important role in control theory, in connection with the study of the relaxed system and in the derivation of \bang-bang principles". Recently, the relaxation theorem was extended by Frankowska 12] (theorem 2.5 and corollary 2.6) to semilinear evolution inclusions and by Papageorgiou 23] , 24] to nonlinear, nonautonomous evolution inclusions of the subdi erential type (in fact in 24] a stronger result was obtained; namely that the set of \extremal solutions"-i.e. solutions moving through the extreme points of the orientor eld -is dense in the solution set of the convexi ed problem). In a recent paper, , considered parametrized di erential inclusions, and proved a continuous analog of the relaxation result. Their proof was based on a parametric version of the well known Filippov approximation result, which was obtained by Colombo et al. 6] . Recall (see , theorem 1, p. 120 and Filippov 10] ), that according to Filippov's result, given the multivalued Cauchy problem _ x(t) 2 F(t; x(t)) a.e. , x(0) = x 0 in which the orientor eld F(t; x) is h ? Lipschitz , was extended to Caratheodory-type orientor elds by Himmelberg-Van Vleck 15] and to semilinear evolution inclusions by Frankowska 12] and Papageorgiou 26] . When dealing with parametrized di erential inclusions, due to the lack of uniqueness of a solution to obtain a continuous version of the above \Filippov-Gronwall inequality", we need to slightly relax the estimate by allowing for an arbitrarily small error > 0 (see Colombo et al. 6] ). The purpose of this paper is to extend the parametric relaxation result of , to nonlinear evolution inclusions of the subdifferential type. Such inclusions are important in the study of in nite dimensional systems, because they model di erential inclusions with multivalued terms; see for example Flytzanis-Papageorgiou 11], Papageorgiou 22] and Tiba 27] . Our approach follows that of , and so we also prove a continuous version of the \Filippov-Gronwall inequality", extending this way to a class of nonlinear parametric evolution inclusions the corresponding result in Frankowska 12] and Papageorgiou 26] .
Preliminaries
Let ( ; ) be a measurable space and X a separable Banach space. Throughout this paper, we will be using the following notations: P f(c) (X) = fA X : nonempty, closed (convex)g and P (w)k(c) (X) = fA X : nonempty, (weakly-) compact, (convex) g A multifunction (set-valued function) F : ! P f (X) is said to be \measurable" if and only if for all x 2 X; the R + ? valued function ! ! d(x; F(!)) = inffkx ? zk : z 2 F(!)g is measurable. We will say that F( ) is \graph measurable" if and only if GrF = f(!; x) 2 X : x 2 F(!)g 2 B(X); with B(X) being the Borel -eld. Recall that measurability implies graph measurability, but the converse is not in general true. It is true if is a Souslin family and this is the case if there is a nite measure ( ) de ned on ( ; ) with respect to which is complete. For details we refer to the survey paper of Wagner 28] . Next let ( ) be a nite measure de ned on ( ; ): By S p F (1 p 1) we will denote the set of measurable selectors of F( ); that belong in the Lebesgue-Bochner space L p (X); i.e. S p F = ff 2 L p (X) : f(!) 2 F(!) ? a:e:g. In general, this set may be empty.
A straightforward application of Aumann's selection theorem (see Wagner 28] Clearly the set S p F is decomposable in the space L p (X). On P f (X) we can de ne a generalized metric, known in the literature as Haus- Let ' : X ! R = R f+1g. We will say that '( ) is proper, if it is not identically +1. Assume that '( ) is proper, convex and lower semicontinuous (l:s:c:) (usually this family of R-valued functions is denoted by ? 0 (X)): By dom ', we will denote the e ective domain of '( ); i.e. dom' = fx 2 X : '(x) < +1g. The subdi erential of '( ) at x; is the set @'(x) = fx 2 X : (x ; y ? x) '(y) ? '(x) for all y 2 dom 'g (here ( ; ) stands for the duality brackets for the pair (X; X )): If '( ) is Gateaux di erentiable, then @'(x) = f' 0 (x)g. We will say that ' 2 ? 0 (X) is of compact type, if for every 2 R + ; the level set fx 2 X : kxk 2 + '(x) g is compact.
Our mathematical setting is the following: T = 0; b]; H is a separable Hilbert space (the state space) and a complete metric space (the parameter space). We will be considering the following two multivalued Cauchy problems: (1) ( _ x(t) 2 @'(t; x(t)) + F(t; x(t); ) a.e.
x(0) = v( ) ) and its convexi ed counterpart (2) ( ? _ x(t) 2 @'(t; x(t)) + convF(t; x(t); ) a.e.
By a \strong solution" of (1) (resp. of (2)), we mean a function x 2 W 1;2 (T; H) such that x(0) = x 0 and there exists f 2 L 2 (H) with f (t) 2 F(t; x(t); ) a.e. (resp. f (t) 2 conv F(t; x(t); ) a.e.), such that ? _ x(t) 2 @'(t; x(t)) + f (t) If '(t; ) = '( ) 2 ? 0 (H) (i.e. there is no t-dependence) and '( ) is of compact type, then clearly H(') is satis ed. Also assume that K : T ! P kc (H)
is a multifunction such that h(K(t 0 ); K(t)) t 0 R t v(s) ds for all 0 t t 0 b and with v( ) 2 L 2 + and let '(t; x) = K(t) (x) where K(t) (x) is the indicator function of K(t); i.e. K(t) (x) = 0 if x 2 K(t); +1 otherwise. Then it is clear that hypothesis H(') is satis ed with = 0; K r = 1; _ g r = v and h r = 0: Recall that @'(t; x) = N K(t) (x) for all (t; x) 2 GrK; where N K(t) (x) is the normal cone to K(t) at x: Evolution inclusions of the form ? _ x(t) 2 N K(t) (x(t))+F(t; x(t)) a.e. arise in mechanics (see Moreau 17] , where F = 0) and can be useful in the optimal control of variational inequalities. In fact, when K(t) = K (i.e. no t ? dependence); they are called \Di erential Variational Inequalities" and they are equivalent to the projected di erential inclusion _ x(t) 2 proj(F(t; x(t)); T K (x(t))) a.e. This was rst proved by Cornet 7] (see also Aubin-Cellina 2], chapter 5, section 6). Projected di erential inclusions arise in mathematical economics, in the study of planning procedures, as well as in other applied problems with state constraints. In what follows by S( ) C(T; H); we will denote the solution set of (1) and by S r ( ) C(T; H) the solution set of (2) . Also if h 2 L 2 (T; H); by q (h)( ) 2 C(T; H) we will denote the unique solution of the Cauchy problem ? _ x(t) 2 @'(t; x(t)) + h(t) a.e. x(0) = v( ) 2 dom'(0; ) (its existence and uniqueness follows from the theorem of Yotsutani 31] ). Let P( ) C(T; H) L 2 (T; H) be de ned by P( ) = f(x; h) : x = q (h) and h 2 S 2 F( ;x( )) g. Similarly P r ( ) = f(x; h) : x = q (h) and h 2 S 2 convF( ;x( )) g C(T; H) L 2 (T; H):
Continuous dependence result
In this section we establish the continuity properties of the multifunction ! P r ( ) and from that result, we deduce the continuity properties of ! S r ( ) and ! S( ): For this we will need the following hypotheses: (2) Proof. We need to show that if n ! ; then P r ( ) limP r ( n ). To this end, let x; f] 2 P r ( ). By de nition we have ? _ x(t) 2 @'(t; x(t)) + f(t)a.e.; x(0) = v( ) with f(t) 2 conv F(t; x(t); ) a.e. Because of hypothesis H(F) 1 (4) 
Exploiting the monotonicity of the subdi erential operator, we get that (? _ y n (t) + _ x(t); x(t) ? y n (t)) (f n (t) ? f(t); x(t) ? y n (t)) a. ky n (t) ? x(t)k 2kf n ? fk 1 for all t 2 T and so y n ! x in C(T; H) as n ! 1 :
Next let m(t; n ) = proj(f(t); convF(t; x(t); n )) and u(t; z; n ) = proj(m(t; n ); convF(t; z; n )):
Here proj( ; conv F(t; z; )) denotes the metric projection on the set F(t; z; ) for all (t; z; ) 2 T H
. Note that because of hypotheses H(F) 1 (1) and (2) we have that z ! u(t; z; n ) n 1 is continuous. Let x n ( ) 2 W 1;2 (T; H) be a solution of the evolution inclusion ( ? _ x n (t) 2 @'(t; x n (t)) + u(t; x n (t); n )a.e.
x n (0) = v( n ) ) (see theorem 3.1 of Papageorgiou 23] ). Exploiting once again the monotonicity of the subdi erential operator, we get (? _ x n (t) + _ y n (t); y n (t) ? x n (t)) (u(t; x n (t); n ) ? f n (t); y n (t) ? x n (t))a.e. We know that So given > 0; we can nd n 0 ( ) 1 such that for n n 0 ( ); we have kx n (t) ? y n (t)k + Z t 0 k B (s)kx n (s) ? y n (s)k ds; t 2 T thus kx n (t) ? y n (t)k exp kk B k 1 for all t 2 T and all n n 0 ( ) hence x n ! x in C(T; H) : Set h n ( ) = u( ; x n ( ); n ): Then x n ; h n ] 2 P r ( n ) and we have just seen that x n ; h n ] ! x; h] in C(T; H) L 2 (T; H): Therefore we have P r ( ) limP r ( n ) in C(T; H) L 2 (T; H) and so ! P r ( ) is l.s.c.
From the above proof we also get: Proof. We know that S r ( ) = S( ) and that ! S r ( ) is l. We will need the following hypothesis on the orientor eld F(t; x; ): H(F) 2 : F : T H ! P f (H) is a multifunction such that (1) t ! F(t; x; ) is measurable, (2) h(F(t; x; ); F(t; y; )) k(t)kx ? yk a.e. for all (t; ) 2 T and with k( ) 2 L 1 + , (3) jF(t; x; )j a(t) + c(t)kxk a.e. for all 2 ; with a; c 2 L 2 + ; (4) ! F(t; x; ) is l.s.c. Note that if ! y( ); g( )] is a continuous map from into C(T; H) L 2 (H); then there exists p g : ! L 1 + a continuous map such that for all 2 (3) d(g( )(t); F(t; y( )(t); )) p g ( )(t)a.e. on T :
For example, we can take p g ( )(t) = kg( )(t)k + a(t) + c(t)ky( )(t)k.
In what follows, given h 2 L 2 (H); by q (h)( ) 2 C(T; H); we will denote the unique strong solution of Proof. Let ? 0 ( )(t) = fv 2 F(t; y( )(t); ) : kv?g( )(t)k < p g ( )(t)+ g. Clearly ? 0 ( ) (t) 6 = ; a.e. and by modifying it on a Lebesgue null set, we may assume without any loss of generality that ? 0 ( )(t) 6 = ; for all t 2 T: Because of hypotheses H(F) 2 (1) and (2) and theorem 3. for all 2 . Let x 1 ( )( ) 2 W 1;2 (T; H) be the unique strong solution of ( ? _ x(t) 2 @'(t; x(t)) + r 0 ( )(t)a.e.
We claim that by induction, we get two sequences fx n ( )( )g n 1 W 1;2 (T; H) and fr n ( )( )g n 0 L 2 (T; H) satisfying (i) x n ( ) = q (r n?1 ( )),
(ii) ! x n ( ) is continuous from into C(T; H) and ! r n ( ) is continuous from into L 2 (T; H); (iii) r n ( )(t) 2 F(t; x n (t); ) a.e. , (iv) kr n ( )(t) ? r n?1 ( )(t)k k(t) n ( )(t) a.e. Suppose we were able to produce fx k ( )( )g n k=1 and fr k ( )( )g n k=0 satisfying properties (i) ! (iv) above. Let x n+1 ( ) = q (r n ( )). As before, because of the monotonicity of the subdi erential operator, we get ! (t) n n! < n+1 ( )(t)a.e.
Also from hypothesis H(F) 2 (2), we have d(r n ( )(t); F(t; x n+1 ( )(t); )) k(t)kx n ( )(t) ? x n+1 ( )(t)k 
Note that since ! p g ( ) is continuous from into L 1 + ) ! kp g ( )k 1 is continuous, hence locally bounded. Therefore from the above inequality, and since kx n+1 ( ) ? x n ( )k 1 kr n ( )? r n?1 ( )k 1 ; we get that fx n ( )( )g n 1 C(T; H) and fr n ( )( )g n 0 L 1 (T; H) are Cauchy sequences, locally uniformly in 2 .
So we get that x n ( ) ! x( ) in C(T; H) and r n ( ) ! r( ) in L 1 (T; H) as n ! 1, locally uniformly in : Therefore ! x( ) is continuous from into C(T; H) and ! r( ) is continuous from into L 1 (T; H). Furthermore, because of hypothesis H(F) 2 (3), we actually have that ! r( ) is continuous from into L 2 (T; H): In addition from hypothesis H(F) 2 (2) we get that r( )(t) 2 F(t; x( )(t); ) a.e.
Let w( )( ) 2 W 1;2 (T; H) be de ned by w( ) = q (r( )). As before, from the monotonicity of the subdi erential operator, we have kx n ( )(t) ? w( )(t)k Z b 0 kr n ( )(t) ? r( )(t)k dt ! 0 as n ! 1 so x n ( ) ! w( ) in C(T; H) as n ! 1 thus w( ) =
( ).
Finally from the triangle inequality, we have ky( )(t) ? x n ( )(t)k ky( )(t) ? x 1 ( )(t)k + n?1 X k=1 kx k ( )(t) ? x k+1 ( )(t)k :
Recall that
Also ky( )(t) ? Summing up with respect to k 0 and passing to the limit as n ! 1; we get
Remark. It is easy to see from the above proof, that we also have kr( )(t) ? g( )(t)k b exp( (t)) + Z t 0 p g ( )(s) exp( (t) ? (s)) ds + p g ( )(t)a.e.
Parametric relaxation theorem
In this section we use the parametric \Filippov-Gronwall inequality" proved in section 4 (theorem 4.1), to establish a parametric version of the relaxation theorem. We will need the following stronger variant of hypothesis H 0 : H 0 0 : v : ! dom'(0; ) is continuous and bounded, and sup 2 '(0; v( )) < 1. First note that if x( ) 2 S r ( ), then if z = q (0), we have
where f 2 L 2 (H); f(t) 2 F(t;
Note that because of hypothesis H 0 0 sup 2 kz k 1 < 1 (see Yotsutani 31] ).
Hence by Gronwall's inequality, we get that there exists M 1 > 0 such that for all t 2 T and all x( ) 2 S( ); 2 we have kx(t)k M 1 . Then by considering F(t; r M1 (x); ) instead of F(t; x; ) (here r M1 : H ! H denotes the M 1 -radial retraction on H); we may assume without any loss of generality that jF(t; x; )j (t) a.e. with ( ) 2 L 2 + (in fact, we can have (t) = a(t) + c(t)M 1 ). So in this section we will assume that jF(t; x; )j (t) a.e. for all (x; ) 2 H .
Also in the proof of theorem 5.1 below, we will need the following simple continuity result, concerning the solution map q : L 2 (H) ! C(T; H). Recall that q( ) assigns to every h 2 L 2 (H) the unique strong solution q(h)( ) 2 C(T; H) of the Cauchy problem
In the sequel by k k w we will denote the (weak) norm on L 1 (T; H) de ned by Next since kh n (t)k, kh(t)k (t) a.e., with 2 L 2 (T; H), invoking theorem 3.1 of Papageorgiou 23], we know that fq(h n )( )g n 1 C(T; H) is relatively compact. Hence we may assume that q(h n ) ! v in C(T; H) as n ! 1. ? q(h)(s))ds ! 0 as n ! 1 and so q(h n ) ! q(h) in C(T; H) as n ! 1 :
Now we can state and prove our parametric relaxation theorem. For this, we need to assume that is also separable (i.e. is a Polish space). Tk ( )r k ( )( ) 2 L 2 (T; H), kf( )(t)k (t) a.e. and set z( ) = q (f( )). We claim that kg( ) ? f( )k w < . 6. An application to control systems
In this section we illustrate the abstract results obtained in this paper, with an application to parabolic distributed parameter control systems. Speci cally we will prove a parametric version of the \bang-bang principle". Proof. Let H = L 2 (Z) and let ' : T H ! R= R f+1g be de ned by
Note that for all t 2 T; '(t; ) 2 ? 0 (H) and dom '(t; ) = W 1;p 0 (Z): Since W 1;p 0 (Z) embeds compactly into L 2 (Z); we get that '(t; ) is of compact type.
Also using hypothesis H(a) and the fact that kxk = (  R   Z   N   P   k=1 jD k x(z)j p dz) 1=p is an equivalent norm on W 1;p 0 (Z); we easily check that hypothesis H(') is satis ed. Furthermore using Green's identity we can see that @'(t; x) = ?a(t) p 
