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Abstract
We propose and study a multi-scale approach to vector quantization. We develop an algo-
rithm, dubbed reconstruction trees, inspired by decision trees. Here the objective is parsimonious
reconstruction of unsupervised data, rather than classification. Contrasted to more standard vec-
tor quantization methods, such as K-means, the proposed approach leverages a family of given
partitions, to quickly explore the data in a coarse to fine –multi-scale– fashion. Our main tech-
nical contribution is an analysis of the expected distortion achieved by the proposed algorithm,
when the data are assumed to be sampled from a fixed unknown distribution. In this context,
we derive both asymptotic and finite sample results under suitable regularity assumptions on
the distribution. As a special case, we consider the setting where the data generating distribu-
tion is supported on a compact Riemannian sub-manifold. Tools from differential geometry and
concentration of measure are useful in our analysis.
1 Introduction
Dealing with large high-dimensional data-sets is a hallmark of modern signal processing and machine
learning. In this context, finding parsimonious representation from unlabeled data is often key
to both reliable estimation and efficient computations, and more generally for exploratory data
analysis. A classical approach to this problem is principal component analysis (PCA), relying on
the assumption that data are well represented by a linear subspace. Starting from PCA a number
of developments can be considered to relax the linearity assumption. For example kernel PCA is
based on performing PCA after a suitable nonlinear embedding [26]. Sparse dictionary learning
tries to find a set of vectors on which the data can be written as sparse linear combinations [21].
Another line of works assumes the data to be sampled from a distribution supported on a manifold
and includes isomap [29], Hessian eigenmaps [8], Laplacian eigenmaps [3] and related developments
such as diffusion maps [20]. A more recent and original perspective has been proposed in [14],
and called geometric multi-resolution analysis (GMRA). Here the idea is to borrow and generalize
ideas from multi-resolution analysis and wavelet theory [17], to derive locally linear representation
organized in a multi-scale fashion. The corresponding algorithm is based on a cascade of local PCAs
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and is reminding of classical decision trees for function approximation, see e.g. [12]. In this paper
we further explore the ideas introduced to GMRA which is our main reference.
Indeed, we consider these ideas in the context of vector quantization, which is another classical,
and extreme, example of parsimonious representation. Here, a set of centers and corresponding
partition is considered, and then all data points in each cell of the partition are represented by the
corresponding center. The most classical approach in this context is probably k-means, where a
set of centers (means) is defined by a non-convex optimization problem over all possible partitions.
Our approach offers an alternative to k-means, by following the basic idea of GMRA and decision
trees, but considering local means rather than local PCA. In this view, our approach can be seen
as a zero-th order version of GMRA, hence providing a piece-wise constant data approximation.
Compared to k-means, the search for a partition is performed through a coarse-to-fine recursive
procedure, rather than by global optimization. A strategy that we call reconstruction tree. As
a byproduct the corresponding vector quantization is multi-scale, and naturally yields a multi-
resolution representation of the data. Our main technical contribution is a theoretical analysis of
the above multi-scale vector quantization procedure. We consider a statistical learning framework,
where the data are assumed to be sampled according to some fixed unknown distribution and
measure performance according to the so called expected distortion, measuring the reconstruction
error with respect to the whole data distribution. Our main result is deriving corresponding finite
sample bound in terms of natural geometric assumptions.
The rest of the paper is organized as follows. After describing the basic ideas in the context of
vector quantization in Section 2, we present the algorithm we study in Section 3. In Section 4, we
introduce the basic theoretical assumptions needed in our analysis, and illustrate them considering
the case where the data are sampled from a manifold. In Section 5, we present and discuss our main
results, and detail the main steps in their proofs. All other proofs are deferred to the Appendix.
2 Vector quantization & distortion
We next introduce the problem of interest and comment on its connections with related questions.
A vector quantization (VQ) procedure is defined by a set of code vectors/centers and an associated
partition of the data space. The idea is that compression can be achieved replacing all points
in a given cell of the partition by the corresponding code vector. More precisely, assuming that
the data space is RD, consider a set of code vectors c1 ∈ I1, . . . , ck ∈ Ik,, where the set of cells
Λ = {I1, . . . , Ik}, defines a partition of RD. A nonlinear projection PΛ : RD → RD can be defined
by
PΛ(x) =
k∑
j=1
cj1Ij(x) x ∈ RD, (1)
where 1I is the characteristic function of I, i.e.
1I(x) =
{
1 x ∈ I
0 x /∈ I .
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Given a set of points x1, . . . , xn the error (distortion) incurred by this nonlinear projection can be
defined as
Ê [PΛ] = 1
n
n∑
i=1
‖xi − PΛ(xi)‖2 ,
where ‖·‖ is the Euclidean norm in RD. If we consider the data to be identical and independent
samples of a random variable X in RD, then the following error measure can also be considered
E [PΛ] = E[‖X − PΛ(X)‖2]. (2)
The above error measure is the expected distortion associated to the quantization defined by PΛ.
In the following we are interested in deriving VQ schemes with small expected distortion given a
dataset x1, . . . , xn of n samples of X. Before describing the algorithm we propose, we add two
remarks.
Remark 1 (Comparison to supervised learning).
Classical supervised learning is concerned with the problem of inferring a functional relationship
f given a set of input-output pairs (x1, y1), . . . , (xn, yn). A classical error measure is the least
squares loss ‖y − f(x)‖2 (if the outputs are vectors valued). A parallel between the above setting
and supervised learning can be seen, considering the case where the input and output spaces coincide
and the least squares loss would be ‖x− f(x)‖2. Clearly, in this case an optimal solution is given by
the identity map, unless further constraints are imposed. Following the above remark, we can view
the nonlinear projection PΛ as a piece-wise constant approximation of the identity map, possibly
providing a parsimonious representation.
Remark 2 (Vector quantization as Dictionary Learning). A dictionary is a set of vectors (called
atoms) a1, . . . , ap that can be used to approximately decompose each point x in the data space, i.e.
x ≈ ∑pj=1 aiβj , with β = (β1, . . . , βp) ∈ Rp being a coefficients vector. Given a set of points
x1, . . . , xn, dictionary learning is the problem of estimating a dictionary, as well as a set of coef-
ficients vectors.Vector quantization can be viewed as a form of dictionary learning where the code
vectors are the atoms, and coefficients vectors are binary and have at most one non zero component
[21].
The above remarks provide different views on the problem under study. We next discuss how ideas
from decision trees in supervised learning can be borrowed to define a novel VQ approach.
3 Multi-scale vector quantization via reconstruction trees
We next describe our approach to Multi-Scale Vector Quantization (MSVQ), based on a recursive
procedure that we call reconstruction trees, since it is inspired by decision trees for function ap-
proximation. The key ingredient in the proposed approach is a family of partitions organized in
a tree. The partition at the root of the tree has the largest cells, while partitions with cells of
decreasing size are found in lower leafs. This partition tree provides a multi-scale description of
the data space: the lower the leaves, the finer the scale. The idea is to use data to identify a subset
of cells, and corresponding partition, providing a VQ solution (1) with low expected distortion (2).
We next describe this idea in detail.
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3.1 Partition trees and subtrees
We begin introducing the definition of a partition tree. In the following we denote by X ⊂ RD the
data space endowed with its natural Borel σ-algebra B(X ) and by ♯A the cardinality of a set A.
Definition 3. A partition tree T is a denumerable family {Λj}j∈N of partitions of X satisfying
a) Λ0 = {X} is the root of the tree;
b) each family Λj = {I}I∈Λj is a finite partition of X of Borel subsets, i.e
X = ⋃I∈Λj I
I ∩ J = ∅ ∀I, J ∈ Λj , I 6= J
♯Λj < +∞
I ∈ B(X ) I ∈ Λj
;
c) for each I ∈ Λj, there exists a family C(I) ⊆ Λj+1 such thatI =
⋃
J∈C(I)
J
♯C(I) ≤ a
, (3)
where a ∈ (0,+∞) is a constant depending only on T.
Note that, we allow the partition tree to have arbitrary, possibly infinite, depth, needed to derive
asymptotic results.
Further, notice that, since #Λj ≤ aj the constant a characterizes how the cardinality of each
partition increases at finer scales. The case a = 2 corresponds to dyadic trees.
We add some further definitions. For any j ∈ N, and I ∈ Λj the depth of I is j and is denoted by
jI . The cells in C(I) ⊂ Λj+1 are the children of I, the unique cell J ∈ Λj−1 such that I ∈ C(J) is
the parent of I and is denoted by P(I) (by definition P(X ) = X ). We regard T as a set of nodes
where each node is defined by a cell I with its parent P(I) and its children C(I). The following
definition will be crucial.
Definition 4. A (proper) subtree of T is a family T ⊂ T of cells such that P(I) ∈ T for all I ∈ T
and
Λ(T ) = {I ∈ T : I 6∈ T ,P(I) ∈ T },
denotes the set of outer leaves.
It is important in what follows that Λ(T ) is a partition of X if T is finite, see Lemma 11.
3.2 Reconstruction trees
We next discuss a data driven procedure to derive a suitable partition and a corresponding nonlinear
projection. To do this end, we need a few definitions depending on an available dataset x1, . . . , xn.
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For each cell I, we fix an arbitrary point xˆ∗I ∈ X and define the corresponding cardinality and center
of mass, respectively, as
nI =
n∑
i=1
1I(xi), ĉI =

1
nI
n∑
i=1
xi1I(xi) if x ∈ I and nI 6= 0
xˆ∗I if x ∈ I and nI = 0
. (4)
If 0 ∈ X , a typical choice is xˆ∗I = 0 for all cells I ∈ T. While E(Pˆn) depends on the choice of xˆ∗I , our
bounds hold true for all choices. We point out that it is more convenient to choose xˆ∗I ∈ I, as this
(arbitrary) choice produces an improvement of E(Pˆn) for free, in particular whenever E[X ∈ I] > 0
but nI = 0.
Using this quantity we can define a local error measure for each cell I,
ÊI = 1
n
∑
xi∈I
‖xi − ĉI‖2 = 1
n
n∑
i=1
‖xi − ĉI‖2 1I(xi),
as well as the potential error difference induced by considering a refinement,
ǫ̂2I = ÊI −
∑
J∈C(I)
ÊJ = 1
n
∑
J∈C(I)
‖ĉJ − ĉI‖2 , (5)
where the second equality is consequence of the between-within decomposition of the variance.
Following [4], we first truncate the partition tree at a given depth, depending on the size of the data
set. More precisely, given γ > 0, we set
jn =
⌊
γ lnn
ln a
⌋
=⇒ ajn ≤ nγ . (6)
Deeper trees are considered as data size grows.
As a second step, we fix a threshold η > 0 and select the cells such that ǫˆI ≥ η. Since ǫˆI is not
an decreasing function with the depth of the tree, this requires some care – see Remark 10 for an
alternative construction. Indeed, we define the η-dependent subtree
T̂η =
{X} if ǫ̂I < η ∀I ∈
⋃
j≤jn
Λj
{I ∈ T | ∃j ≤ jn, J ∈ Λj, J ⊂ I, ǫ̂J ≥ η} otherwise
(7)
and Λ̂η is defined as outerleaves of T̂η, i.e. Λ̂η = Λ(T̂η). Note that T̂η is finite, so that by Lemma 11
T̂η is a partition of X such that jI ≤ (γ lnn)/ ln a for all I ∈ Λ̂η.
The code vectors are the centers of mass of the cells the above empirical partition, and the corre-
sponding nonlinear projection is
P̂η =
∑
I∈Λ̂η
cˆI1I(x) Λ̂η = Λ(T̂η). (8)
We add a a few comments, the above vector quantization procedure, that we call reconstruction
tree, is recursive and depends on the threshold η. Different quantizations and corresponding distor-
tions are achieved by different choices of η. Smaller values of η correspond to vector quantization
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quantizations with smaller distortion. It is a clear that the empirical distortion becomes zero for a
suitably small η corresponding to having a single point in each cell. Understanding the behaviour
of the expected distortion as function of η and the number of points is our main theoretical contri-
bution. Before discussing these results we discuss the connection of the above approach to related
ideas. A similar construction is given in [14], where however the thresholding criterion η depends
on the scale, see Section 2.3 of the cited reference.
3.3 Comparison with related Topics
The above approach can be compared with a number of different ideas.
Decision and Regression Trees We call the above procedure Reconstruction Tree, since its
definition is formally analogous to that of decision trees for supervised learning; see for example
[13], Chapter 8. In particular our construction and analysis follows closely that of tree based
estimators studied in [4], in the context of least square regression. As commented in Remark 1
our problem can actually be interpreted as a special instance of vector valued regression where
the regression function fρ is the identity function from the input space to itself (regarded as the
output space): indeed, referring to the notation of [4], the conditional distribution of the output
y given x is the Delta measure at x. From this point on the two formalisms overlap, in that
‖f − fρ‖2L2 becomes E[‖X − f(X)‖
2]. Since the tree based estimators f considered in [4] are piece-
wise constant, the expected square loss cannot vanish and its analysis is non trivial. Despite the
formal similarity, the two settings do exhibit distinct features. For example, the analysis in [4] is
specifically formulated for scalar functions, while our analysis is necessarily vectorial in nature. In
[4] a uniform bound |y| < M is imposed, while in our setting we can assume a local bound for free;
namely, if f is constant on a cell I ⊂ X then ‖x− f(x)‖2 ≤ diam(I)2 for all x ∈ I. The present
setting finds a natural instance in the case of a probability measure supported on a smooth manifold
isometrically embedded in X (see Section 4), while this case is hardly addressed explicitly in the
literature about least square regression. For example, the manifold case is actually discussed, in
the context of classification through Decision Trees, in [28]. One last point is that the present work
contains explicit quantitative results about the approximation error, see Section 5.1, while similar
results are not available in the setting of [4], that aspect being typically addressed indirectly in the
corresponding literature.
Empirical risk minimization Again in analogy to supervised learning, as in [4], one can
consider the minimization problem:
min
F∈H
Ê [F ],
whereH is the (finite-dimensional) vector space of the vector fields F : X → RD, which are piecewise
constant on a given partition Λ. There correspond a number of independent minimization problems,
one for each cell in Λ, so that P̂η from (8) is easily shown to be a minimizer. The minimizer is not
unique, since the value of F is irrelevant on cells I ∈ Λ such that nI = 0. Similar considerations
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hold for minF∈H E [F ] as well, in which case the value of F is irrelevant whenever E[X ∈ I] = 0. See
also Section 3.2, Section 5.1 and Lemma 21.
One could consider minimization over a wider class of functions, piece-wise constant on different
partitions, for example on all the partitions with a given number of cells that are induced by proper
subtrees T of a given partition tree T. This would be a combinatorial optimization problem. The
algorithm defined in (7) overcomes this issue by providing a one-parameter coarse-to-fine class of
partitions, such that each refinement carries local improvements ǫ̂ that are uniformly bounded. As
observed in [4], such a strategy is inspired by wavelet thresholding.
Geometric multi-resolution analysis (GMRA) A main motivation for our work is the algo-
rithm GMRA [1, 16, 14], which introduces the idea of learning multi-scale dictionaries by geometric
approximation. The main difference between GMRA and Regression Trees is that the former repre-
sents data through a piece-wise linear approximation, while the latter through a piece-wise constant
approximation. More precisely, rather than considering the center of mass of the data in each
cells (4), a linear approximation is obtained by (local) Principal Component Analysis, so that the
data belonging to a cell are sent to a linear subspace of suitable dimension, the latter approach
being particularly natural in the case of data supported on a manifold. Another difference is in the
thresholding strategy: unlike [4] and our work, in [14] the local improvement ǫ̂ is scaled depending
on its depth in the tree. One of our purposes is to check if these simpler choices affect the learning
rates significantly. We provide more quantitative comparisons later in Section 5.
Wavelets A main motivation for GMRA is extending ideas from wavelets and multi-resolution
analysis to the context of machine learning, where, given the potential high dimensionality, non-
regular partitions need be considered; this point is discussed in [1, 16, 14] and references therein.
Indeed partition trees generalize the classic notion of dyadic partitions. In this view, given the
piece-wise constant nature of reconstruction trees, a parallel can be drawn between the latter and
classical Haar wavelets.
k-Means Our procedure being substantially a vector quantization algorithm, a comparison with
the most common approach to vector quantization, namely k-means, is in order. In k-means, a set
of k code vectors c1, . . . , ck are derived from the data and used to define corresponding partitions
via the corresponding Voronoi diagram
Vj = {x ∈ RD | ‖x− cj‖ ≤ ‖x− ci‖ ,∀i = 1, . . . , k, i 6= j}.
Code vectors are defined by the minimization of the following empirical objective
min
c1,...,ck
1
n
n∑
i=1
min
j=1,...,k
‖xi − cj‖2 .
This minimization problem is non convex and is typically solved by alternating minimization, a
procedure referred to as Lloyd’s algorithm [15]. The inner iteration assigns each point to a center,
hence a corresponding Voronoi cell. The output minimization can be easily shown to update the
code vectors by computing the center of mass, the mean, of each Voronoi cell. In general the
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algorithm is ensures to decrease or at least not increase the objective function and to converge
in finite time to a local minimum. Clearly, the initialization is important, and initializations exist
yielding some stronger convergence guarantees. In particular, k-means++ is a random initialization
providing on average an ǫ-approximation to the global minimum [2].
Compared to k-means, reconstruction trees restrict the search for a partition over a prescribed
family defined by the partition tree. In turns, they allow a fast multi-scale exploration of the data,
while k-means requires solving a new optimization problem each time k is changed. Indeed it can
be shown that a solution for the (k−1)-means problem leads to a bad initialization for the k-means
problem. In other words, unlike restriction trees, the partitions found by k-means at different scales
(different values of k) are generally unrelated, and cannot be seen as refinements of one another.
Hierarchical clustering Lastly, our coarse-to-fine approach can be compared with hierarchical
clustering, in particular [with the so called Ward’s method, which proceeds in the opposite way.
Indeed, this algorithm produces a coarser partition of the data starting from a finer. It starts with
a Voronoi partition having all the data as centers, and at each step it merges a couple of cells that
have the smallest so called between cluster inertia [30]. Interestingly this definition has an analogue
in our algorithm. Our ÊI corresponds to the within cluster inertia of a cell I while ǫ̂2I to the between
cluster inertia (up to a factor 1/n) of cells that merge into I. Nevertheless the obtained partitions
will not in general coincide, unless very specific choices are made ad hoc.
4 General assumptions and manifold setting
In this section, we introduce our main assumptions and then discuss a motivating example where
data are sampled at random from a manifold.
We consider a statistical learning framework, in the sense that we assume the data to be random
samples from an underlying probability measure. More precisely, we assume the available data to be
a realization of n identical and independent random vectors X1, . . . ,Xn taking values in a bounded
subset X ⊂ RD and we denote by ρ the common law. Up to a rescaling and a translation, we
assume that 0 ∈ X and
diam(X ) = sup
x,y∈X
‖x− y‖ ≤ 1. (9)
Our main assumption relates the distribution underlying the data to the partition tree to be used
to derive a MSVQ via reconstruction trees. To state it, we recall the notion of essential diamater
of a cell I, namely
diamρ(I) = inf
J⊂I
ρ(J)=0
diam(I \ J).
Assumption 5. There exists s > 0 and b > 1 such that for all I ∈ T
diamρ(I) ≤ C1ρ(I)s (10a)
diamρ(I) ≤ C2b−jI (10b)
where C1 > 0 and C2 > 0 are fixed constants depending only on T.
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To simplify the notation, we write cT for a constant depending only on s, b, C1, C2 and we write
A . B if there exists a constant cT > 0 such that A ≤ cTB.
Given the partition tree T, the parameters s and b define a class Pb,s(T) of probability measures
ρ and for this class we are able to provide a finite sample bound on the distortion error of our
estimator Pˆη , see (14). In the context of supervised machine learning Pb,s(T) is an a-priori class
of distributions defining a upper learning rate, see (16a). It is an open problem to provide a lower
min-max learning rate.
Clearly, (10b) is implied by the distribution-independent assumption
diam(I) . b−jI for all I ∈ T, (11)
i.e. the diameter of the cells goes to zero exponentially with their depth. This assumption ensures
that the reconstruction error goes to zero and, in supervised learning, it corresponds to the assump-
tion that the hypotheses space is rich enough to approximate any regression function, compare with
condition (A4) in [14].
Eq. (10a) is a sort of regularity condition on the shape of the cells and, if it holds true, (10b) is
implied by the following condition
ρ(I) . c−jI for all I ∈ T, (12)
which states that the volume of the cells goes to zero exponentially with their depth.
In [14], following ideas from [4], it is introduced a suitable model class, see Definition 5, in terms
of the decay of the approximation error, compare Eq. (7) of [14] with (19) below. This important
point is further discussed in Section 5.1.
In many cases the parameter s is related to the intrinsic dimension of the data. For example, if
X = [0, 1)D is the unit cube and ρ is given by
ρ(E) =
∫
E
p(x)dx E ∈ B(X ),
where dx is the Lebesgue measure of RD and the density p is bounded from above and away from
zero, see (13b) below, it is easily to check that the family T = {Λj} of dyadic cubes
Λj = {[2−j(k1 − 1), 2−jk1)× . . .× [2−j(kD − 1), 2−jkD) | k1, . . . , kD = 1, ..., . . . , 2j} j ∈ N
is a partition tree satisfying Assumption 5 with s = 1/D and a suitable b > 1. The construction of
dyadic cubes can be extended to more general settings, see [7, 9] and references therein, by providing
a large class of other examples, as shown by the following result. The proof is deferred to Section 6.
Proposition 6. Assume that the support M of ρ is a connected submanifold of RD and the distri-
bution ρ is given by
ρ(E) =
∫
E∩M
p(x)dρM(x) E ∈ B(X ) (13a)
0 < p1 ≤ p(x) ≤ p2 < +∞ x ∈ M, (13b)
where ρM is the Riemannian volume element of M, then there exists a partition tree T of X
satisfying Assumption 5 with s = 1/d, where d is the intrinsic dimension of M.
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We recall that, as a submanifold of RD, M becomes a compact Riemannian manifold with Rie-
mannian distance dM and Riemannian volume element ρM. We stress that the construction of
the dyadic cubes only depend on dM. Proposition 6 has to be compared with Proposition 3 and
Lemma 6 in [14].
By inspecting the proof of the above result, it is possible to show that a partition tree satisfying
Assumptions 5 always exists if there are a metric d and a Borel measure ν onM such that (M, d, ν)
is an Ahlfors regular metric measure [10, p. 413], clgρ has density p with respect to ν satisfying (13b)
and the embedding of (M, d) into (Rd, ‖·‖) is a Lipschitz function.
5 Main result
In this section we state and discuss our main results, characterizing the expected distortion of
reconstruction trees. The proofs are deferred to Section 6. Our first result is a probabilistic bound
for any given threshold η. Recall that s > 0 is defined by (10a) and Pˆη by (7) and (8).
Theorem 7. Fix γ > 0 as in (6) and η > 0, for any 0 < σ < s
P
[
E [P̂η ] & η
4σ
2σ+1 (1 + t)
]
. η−
2
2σ+1 exp
(−cTnη2t)+ (nγ + η− 22σ+1 ) exp (−canη2) t > 0, (14)
where ca =
1
128(a+1) and cT > 0 depends on the partion tree T.
As shown in Remark 19, it is possible to set σ = s up to an extra logarithmic factor.
Next, we show how it allows derive a choice for η as a function of the number of examples, and a
corresponding expected distortion bound.
Corollary 8. Fix γ > 1, β > 0 and set
ηn =
√
(γ + β) lnn
can
and P̂n = P̂ηn n ≥ 1, (15)
where ca =
1
128(a+1) . Then for any 0 < σ < s
P
[
E [P̂n] &
(
lnn
n
) 2σ
2σ+1
(1 + t)
]
.
1
nβ
+
1
ncTt−1
, (16a)
where cT > 0 is a constant depending on the partition tree T. Furthermore
lim
t→+∞ lim supn→+∞
sup
ρ∈Pb,s(T)
P
[
E [P̂n] &
(
lnn
n
) 2σ
2σ+1
t
]
= 0, (16b)
where Pb,s(T) is the family of distributions ρ such that Assumptions 5 hold true.
If t is chosen large enough so that cTt− 1 = β, then bound (16a) reads as
P
[
E [P̂n] ≥ c1
(
lnn
n
) 2σ
2σ+1
]
≤ c2 1
nβ
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where c1 and c2 are suitable constants depending on T. This bound can be compared with Theorem 8
in [14] under the assumption that M is a compact C∞ manifold. Eq. (16a) with s = 1/d gives a
convergence rate of the order (lnn/n)
2p
2p+d for any p = σ/s ∈ (0, 1), whereas the GMRA algorithm
has a rate of the order (lnn/n)
2
2+d , see also Proposition 3 of [14]. Hence, up to a logarithmic factor
our estimator has the same convergence rate of the GMRA algorithm. However it is in order to
notice that our algorithm works with a cheaper representation; indeed, given the adaptive partition
Λˆη, it only requires to compute and store the centers of mass {cˆI}I∈Λˆη .
In a similar setting, in [6], it is shown that the k-means algorithm with a suitable choice of k = kn
depending on n, provides has a convergence rate of the order (1/n)
1
d+1 and k-flat algorithm of the
order (1/n)
2
d+4 .
The proof of Theorem 7 relies on splitting the error in several terms. In particular, it requires
studying the stability to random sampling and the approximation properties of reconstruction trees.
This latter result is relevant in the context of quantization of probability measures, hence of interest
in its own right. We present this result first.
Towards this end, we need to introduce the infinite sample version of the reconstruction tree. For
any cell I ∈ T, denote the volume of the cell by
ρI = ρ(I),
the center of mass of the cell by
cI =

1
ρI
∫
I
x dρ(x) if ρI > 0
x∗I if ρI = 0,
where x∗I is an arbitrary point in X . The local expected distortion in a cell by
EI =
∫
I
‖x− cI‖2 dρ(x),
and
ǫ2I = EI −
∑
J∈C(I)
EJ =
∑
J∈C(I)
ρI ‖cJ − cI‖2 .
Given the threshold η > 0, define the subtree
Tη =
{X} if ǫI < η ∀I ∈ T{I ∈ T | ∃J ∈ T such that J ⊂ I and ǫJ ≥ η} otherwise , (17)
and let Λη = Λ(Tη) be the corresponding outerleaves. Lemma 14 shows that Tη is finite, so that by
Lemma 11 Λη is a partition and the corresponding nonlinear projection is
PΛη(x) =
∑
I∈Λη
cI1I(x) (18)
so that the code vectors are the centers of mass of the cells.
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Comparing the definition of Tη and Tˆη, we observe that Tˆη is truncated at the depth jn given by (6),
whereas Tη is not truncated, but its maximal depth is bounded by Lemma 17.
Given the above definitions, we have the following result.
Proposition 9. Given η > 0, for all 0 < σ < s
E(PΛη ) . η
4σ
2σ+1 . (19)
Note that the bound is meaningful only if 0 < η < 1. Indeed for η ≥ 1 Λη = {X} and E(PΛη ) ≤ 1,
see Remark 15.
5.1 Approximation Error
The quantity E(PΛη ) is called approximation error, by analogy with the corresponding definition in
statistical learning theory, and it plays a special role in our analysis.
The problem of approximating a probability measure with a cloud of points is related to the so
called optimal quantization [11]. The cost of an optimal quantizer is defined as:
VN,p(ρ) := inf
S⊂X ,|S|=N
E[d(X,S)p],
where d(x, S) = miny∈S ‖x− y‖. An optimal quantizer corresponds to a set S of N points attaining
the infimum, with the corresponding Voronoi-Dirichlet partition of X . One can interpret the ap-
proximation error E(PΛη ) as the quantization cost associated with the (suboptimal) quantizer given
by the partition Λη as defined in 17 with the corresponding centers {cI}I∈Λη , and N := #Λη.
This point of view is also taken through the analysis of k-means given in [6], optimal quantizers
corresponding in fact to absolute minimizers of the k-means problem. Asymptotic estimates for the
optimal quantization cost are available, see [6] and references therein. In the case of supp(ρ) =M,
being M a smooth d-dimensional manifold isometrically emdedded in X , they read:
lim
N→∞
N2/dVN,2(ρ) = C(ρ), (20)
where C(ρ) is a constant depending only on ρ. We underline that the result provided by Proposi-
tion 9 is actually a non-asymptotic estimate for the quantization cost, when the quantizer is given
by the outcome of our algorithm. The quantization cost is strictly higher than the optimal one,
since, for instance, an optimal quantizer always corresponds to a Voronoi-Dirichlet partition [11].
Nevertheless, as observed in Section 3.3, a Voronoi quantizer is not suitable for multiscale refine-
ments, whereas ours is. Proposition 9 does not directly compare with (20), as it depends on a
different parameter quantifying the complexity of the partition, namely η instead of N . Though,
by carefully applying (39b), in the manifold case we get:
E(PΛη) .
(
logN
N
) 2
d
so that the bound is in fact optimal up to a logaritmic factor. Furthermore, it is in order to observe
that Assumption 5 together with Proposition 9 provide a more transparent understanding of the
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approximation part of the analysis, as compared to what is provided in [4] and [14]. Therein, the
approximation error is essentially addressed by defining the class of probability measures Bs as those
for which a certain approximation property holds; see Definition 5 in [14] and Definition 5 in [4],
in both being the thresholding algorithm explicitly used. On the other hand Assumption 5 does
not depend on the thresholding algorithm, but only on the mutual regularity of ρ and T. Lastly we
notice that, while for the sake of clarity none of the constants appear explicitly in our results, the
proofs allow in principle to estimate them.
6 Proofs
In this section we collect some of the proofs of the above results. The more technical proofs are
postponed to the appendix.
Proof of Thm. 6. We first observe that it is enough to show that there exists a partition tree T′ =
{Λj} for M. Indeed, by adding to each partion Λj, the cell I0 = X \M, we get a partion of X ,
which satisfies Assumptions 5, since diamρ(I0) = 0.
Since X is bounded, then M is a connected compact manifold and, hence, (M, dM, ρM) is an
Ahlfors regular metric measure space [10, p. 413], i.e.
d1 r
d ≤ ρM(BM(x, r)) ≤ d2 rd r ≤ diam(M),
where BM(x, r) is the ball of center x and radius r with respect to the Riemannian metric dM.
By (13b)
d1p1 r
d ≤ ρ(BM(x, r)) ≤ d2p2 rd r ≤ diam(M), (21)
where d is the intrinsic dimension of M. Since (M, dM, ρ) is an Ahlfors regular metric measure,
too, there exists a family of dyadic cubes, i.e for each j ∈ Z there is a family Λj = {I} of open
subsets of M such that
ρ(M\∪I∈ΛjI) = 0 (22a)
I ∩ J = ∅ I, J ∈ Λj , I 6= J (22b)
either I ∩ J = ∅ or J ⊂ I I ∈ Λj , J ∈ Λj+ℓ (22c)
I ⊃ BM(xI , r0δj) I ∈ Λj (22d)
I ⊂ BM(xI , r1δj) I ∈ Λj (22e)
where 0 < r0 < r1 and δ ∈ (0, 1) are given constants [7, Thm. 11]. As noted in [9], it is always
possible to redefine each cell I ∈ Λj by adding a suitable portion of its boundary in such a way that
M = ∪I∈ΛjI (23)
and (13a)–(22e) still hold true, possibly with different constants. Since M is compact, there exists
j0 ∈ Z such that BM(x0, r1δj0) = M for some x0 ∈ M. Hence, possibly redefining j, r0 and r1,
we can assume that Λ0 = {M} and, as a consequence of (22b), (22c) and (23), the family {Λj}j∈N
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is a partion tree for M where the bound in (3) is a consequence of the following standard volume
argument. Fix j0 large enough such that for all j ≥ j0, r1δj ≤ diamM, then given I ∈ Λj
ρ(I) =
∑
J∈C(I)
ρ(J) ≥
∑
J∈C(I)
ρ(BM(xJ , r0δj+1)) ≥ ♯C(I) d1p1rd0δd(j+1),
where the third and the forth inequalities are consequence of (22d) and (21).
On the other hand, by (22e) and (21),
ρ(I) ≤ ρ(BM(xI , r1δj)) ≤ d2p2rd1δjd,
so that
♯C(I) ≤ d2p2r
d
1
d1p1rd0δ
d
= D.
Bound (3) holds true by setting
a = max{max
j<j0
I∈ΛJ
{# C(I)},D}.
We now show that (10b) holds true. Indeed, since M is Riemmannian submanifold of RD it holds
that
‖y − x‖ ≤ dM(y, x) x, y ∈ M, (24)
see [22, Cor. 2, Prop. 21, Chapter 5]. Given I ∈ Λj, by (22e),
diamρ(I) ≤ diam(I) ≤ sup
x,y∈I
‖x− y‖ ≤ sup
x,y∈BM(xI ,r1δj )
dM(x, y) ≤ 2r1δj ,
so that (10b) holds true with b = 1/δ > 1 and C2 = 2r1. To show (10a), given I ∈ Λj , by (22d)
and (21)
ρ(I) ≥ ρ(BM(xI , r0δj)) ≥ d1p1δjd.
Hence
diamρ(I) ≤ 2r1δj ≤ 2r1
(
ρ(I)
d1p1
) 1
d
,
so that (10a) holds true with C1 = 2r1(d1p1)
− 1
d and s = 1/d.
The proof of Theorem 7 borrows ideas from [4, 14] and combines a number of intermediate results
given in Appendix A. For sake of clarity let Pˆη = P̂Λ̂η .
Proof of Thm. 7. Consider the following decomposition
x− P̂
Λ̂η
(x) =
(
x− PΛ(Tˆη∪T2η)(x)
)
+
(
PΛ(Tˆη∪T2η)(x)− PΛ(Tˆη∩Tη/2)(x)
)
+
+
(
PΛ(Tˆη∩Tη/2)(x)− P̂Λ(Tˆη∩T2η)(x)
)
+
(
P̂Λ(Tˆη∩T2η)(x)− P̂Λ(Tˆη)(x)
)
,
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which holds for all x ∈ X . Since∥∥∥∥∥
4∑
i=1
vi
∥∥∥∥∥
2
≤ 4
4∑
i=1
‖vi‖2 v1, . . . , v4 ∈ RD,
it holds that
E [P̂Λ̂η ] . E [PΛ(Tˆη∪T2η)]︸ ︷︷ ︸
A
+
∫
X
∥∥∥PΛ(Tˆη∪T2η)(x)− PΛ(Tˆη∩Tη/2)(x)∥∥∥2 dρ(x)︸ ︷︷ ︸
B
+
∫
X
∥∥∥PΛ(Tˆη∩Tη/2)(x)− P̂Λ(Tˆη∩Tη/2)(x)∥∥∥2 dρ(x)︸ ︷︷ ︸
C
+
∫
X
∥∥∥P̂Λ(Tˆη∩T2η)(x)− P̂Λ(Tˆη)(x)∥∥∥2 dρ(x)︸ ︷︷ ︸
D
.
We bound the four terms.
A) Since Tˆη ∪ T2η ⊃ T2η, Λ(Tˆη ∪ T2η) is a partition finer than Λ2η, then
E [PΛ(Tˆη∪T2η)] ≤ E [PΛ2η ] . η
4σ
2σ+1 ,
where the last inequality is a consequence of (19).
B) Bound (50a) implies that the term B is zero with probability greater than 1− pB, where
pB . (n
γ + η−
2
2σ+1 ) exp(−canη2).
C) Since Λ(Tˆη ∩Tη/2) ⊂ Tη/2∪Λη/2 = I and ♯Λ(Tˆη ∩Tη/2) ≤ ♯Λη/2 = N , by (41) term C is bounded
by t∗ = η
4σ
2σ+1 t with probability greater than 1− pC with
pC = 2♯I exp
(
−nt
∗
4N
)
. η−
2
2σ+1 exp
(−cTnη2t) (25)
where the second inequality is a consequence of (39a) and (39b), and cT > 0 is a suitable
constant depending on the partition tree T.
D) By (50b) term D is zero with probability greater that 1− pD where
pD . η
− 2
2σ+1 exp(−canη2).
If follows that with probability greater than 1− (pB + pC + pB)
E [P̂
Λ̂η
] . η
4σ
2σ+1︸ ︷︷ ︸
A
+ η
4σ
2σ+1 t︸ ︷︷ ︸
C
i.e.
P
[
E [P̂Λ̂η ] & η
4σ
2σ+1 (1 + t)
]
. (nγ + η−
2
2σ+1 ) exp
(−canη2t)︸ ︷︷ ︸
pA+pD
+ η−
2
2σ+1 exp
(−cTnη2t)︸ ︷︷ ︸
pC
which gives (14).
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Proof of Cor. 8. Since η2n =
(γ+β) lnn
can
, then bound (14) gives (16a) since
(nγ +
(
can
(γ + β) ln n
) 1
2σ+1
) exp
(−canη2n) . nγn−(γ+β) = n−β(
can
(γ + β) lnn
) 1
2σ+1
exp
(−cTnη2nt) . nn−cTt = n1−cTt
where cT = cTc
−1
a (γ + β). Eq. (16b) is clear.
Proof of Prop. 9. Given I ∈ T, by (34) and (10b),∑
J∈CN+1(I)
EJ . a b−2(jI+N+1)
so that
lim
N→+∞
∑
J∈CN+1(I)
EJ = 0
and, by taking the limit in (32),
EI =
+∞∑
k=0
∑
J∈Ck(I)
ǫ2J .
Set Tk = Tη/2k for all k ∈ N, then
E(PΛη ) =
∑
I∈Λη
EI =
∑
I∈Λη
+∞∑
k=0
∑
J∈Ck(I)
ǫ2J =
∑
J /∈Tη
ǫ2J =
+∞∑
k=0
∑
J∈Tk+1\Tk
ǫ2J ≤
+∞∑
k=0
♯Tk+1 ( η
2k
)2
.
+∞∑
k=0
η2
22k
(
η
2k+1
)−
2
2σ+1 = η
4σ
2σ+1
+∞∑
k=0
4
k+1
2σ+1
−k . η
4σ
2σ+1 ,
where the first inequality is a consequence of the fact that ǫJ < (
η
2k
)2 if J /∈ Tk, the second inequality
follows from (39a), whereas the last inequality holds since the series
∑+∞
k=0 4
− 2σk−1
2σ+1 converges.
7 Conclusions
In this paper, we proposed and analyzed a multiscale vector quantization approach inspired by ideas
in [14]. We provided non asymptotic error bounds on the corresponding distortion/reconstruction
error combining geometric and probabilistic tools. The analysis is developed in a general setting
with manifold supported data as a special case.
A number of research directions remain to be explored. Following again [14], it would be interesting
to understand the role of noise and the impact of data driven partitioning. Further, following the
parallel with wavelets it would be interesting to use results from reproducing kernel Hilbert spaces to
develop Gabor like geometric wavelets and analyse the properties of the corresponding quantization
schemes.
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A Further Proofs
This section is devoted to show all the results cited in the proof in Section 6. We first show some
preliminary results.
A.1 Technical results
We introduce some further notations about partition trees.
With slight abuse of notation, we regard T = ∪j∈N ∪I∈Λj I as the (disjoint) union of the cells in
each partition Λj. It a cell does not split, i.e. C(I) = I, we regard I ∈ Λj and C(I) ∈ Λj+1 as
different cells.
Given a cell I ∈ T, for any k ∈ N we set
Ck+1(I) = C(Ck(I)) Pk+1(I) = P(Pk(I)),
where C0(I) = P0(I) = {I} and, clearly,
Pk(I) = {X} k ≥ jI .
Furthermore, for any pair I, J ∈ T, I 6= J one and only one of the following alternative possibilities
holds true
I ∩ J = ∅ or J ∈ Ck(I) or I ∈ Ck(J) (26)
for some k ≥ 1.
If {Tt}t∈T is an arbitrary family of subtrees, clearly the intersection ∩t∈TTt and the union ∪tTt are
the smallest and the largest subtrees in the family.
Given a subset S ⊂ T, we set
T (S) =
⋂
{T | T is a subtree and S ⊂ T },
which is the smallest subtree containing all the cells in S, and
T (S) =
⋃
I∈S
{Pk(I) | k = 0, . . . , jI} =
⋃
I∈S
T (I) (27a)
♯T (S) ≤ 1 +
∑
I∈S
jI . (27b)
The following remark provides an alternative definition of Tˆη and a similar procedure can be applied
to Tη
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Remark 10. Given η > 0 and jn ∈ N, set
Sˆη = {I ∈ T | jI ≥ jn, ǫˆI ≥ η}
which is a finite subset of T. It is easy to check that T (Sˆη) = Tˆη.
The following lemma is quite obvious.
Lemma 11. If T is finite subtree, the family of outer leaves
Λ(T ) = {I ∈ T : I 6∈ T ,P(I) ∈ T }
is a partition with
♯Λ(T ) ≤ (a− 1) ♯T + 1 ≤ a ♯T . (28)
Proof. For any j ∈ N, we fix an arbitrary order among the cells in Λj , i.e.
Λj = {Ij,1, . . . , Ij,Nj} Nj = #Λj.
Given two different cells I = Ij,k and J = Ij′,k′ in T, we say that I is older than J either if j < j
′
or j = j′ and k < k′.
By definition T contains the parents of all its elements and, hence, the root X . Define, by induction,
the family of subtrees
T1 = {X} Tn+1 = Tn ∪ {I},
where I is the oldest cell in T \ Tn. Note that, by construction, I ∈ Λ(Tn). Since T is finite by
assumption, TN = T with N = ♯T .
We now prove by induction on n = 1, . . . , N that Λ(Tn) is a partition. If n = 1
Λ(T1) = {I ∈ T|I 6= X ,P(I) = X} = C(X ) = Λ1
which is a partition by assumption and, by (3), it satisfies (28). Assume that Λ(Tn) is partition
satisfying (28) with T = Tn. By construction, Tn+1 = Tn ∪ I with I ∈ Λ(Tn), then
Λ(Tn+1) =
 ⋃
J∈C(I)
{J}
⋃(Λ(Tn) \ {I})
which is a partition since I = ∪J∈C(I)J and
♯Λ(Tn+1) ≤ a+ ♯Λ(Tn)− 1 ≤ a+ (a− 1)♯Tn = (a− 1)(♯Tn + 1) + 1 = (a− 1)(♯Tn+1) + 1,
so that (28) holds true with T = Tn+1.
We observe that, given a cell I, by definition of diamρ(I), it exists a measurable subset J ⊂ I such
that ρ(J) = 0 and diam(I \ J) = diamρ(I). Furthermore,
P [‖Xi −Xj‖ > diamρ(I)|Xi,Xj ∈ I] = 0 i, j = 1, . . . , n.
The following simple lemmas will be useful.
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Lemma 12. Given a cell I ∈ T with ρ(I) > 0
‖x− cI‖ ≤ diamρ(I) ρ− almost all x ∈ I (29a)
‖cJ − cK‖ ≤ diamρ(I) J,K ∈ C(I) (29b)
‖ĉI − cI‖ ≤
{
diamρ(I) nI 6= 0
diam(X ) nI = 0
almost surely (29c)
Proof. By definition of essential diameter, there exists I0 ⊂ I such that diam(I0) = diamρ(I) and
ρ(I \ I0) = 0. Let C the closed convex hull of I0. It is known that diam(C) = diamρ(I) and, by
convexity theorem, see [27, Thm. 5.7.35],
cI =
1
ρ(I0)
∫
I0
x dρ(x) ∈ C,
so that (29a) is clear. Since J,K ⊂ I, Eq. (29b) is a consequence of the fact that cJ , cK ∈ C. If
nI = 0, ĉI = xˆ
∗
I ∈ X so that (29c) is clear. If nI 6= 0, almost surely ĉI ∈ C so that
‖ĉI − cI‖ ≤ diam(C) = diam(I0) = diamρ(I).
Given a cell I ∈ T, the within-between decomposition of the variance
EI =
∑
J∈C(I)
EJ +
∑
J∈C(I)
ρI ‖cJ − cI‖2 , (30)
implies
ǫ2I =
∑
J∈C(I)
ρI ‖cJ − cI‖2 (31)
As a consequence we have the following decomposition.
Lemma 13. Given I ∈ T, for all N ∈ N
EI =
N∑
k=0
∑
J∈Ck(I)
ǫ2J +
∑
J∈CN+1(I)
EJ . (32)
Proof. The claim is clear for N = 0. Assume that it holds true for N . Then, for any J ∈ CN+1(I)
EJ = ǫ2J +
∑
J ′∈C(J)
EJ ′ ,
hence
EI =
N∑
k=0
∑
J∈Ck(I)
ǫ2J +
∑
J∈CN+1(I)
ǫ2J + ∑
J ′∈C(J)
EJ ′
 ,
by observing that a cell J ′ ∈ C(J) for some J ∈ CN+1(I) if and only if J ′ ∈ CN+2(I), so that (32)
holds true for N + 1.
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We now show that the set Tη defined by (17) is a finite subtree.
Lemma 14. The family Tη is a finite subtree of T.
Proof. If Tη = {X}, there is nothing to prove. Otherwise, if I ∈ Tη, then by definition there exists
J ∈ T such that J ⊂ I and ǫJ ≥ η. Since P(I) ⊃ I ⊃ J , then P (I) ∈ Tη, so that Tη is a subtree.
We now show that Tη is finite. From (32) with I = X and (34) we get that for all N ∈ N
N∑
k=0
∑
J∈Ck(X )
ǫ2J ≤ EX ≤ 1.
Then the series
∑+∞
k=0
∑
J∈Ck(X ) ǫ
2
J =
∑
I∈T ǫ
2
J is sommable. Hence, the set
Sη = {I ∈ T : ǫI ≥ η, }
is finite. Furthermore, by construction
Tη = T (Sη) =
⋃
I∈Sη
T (I). (33)
Bound (27b) implies that Tη is finite.
Remark 15. By (9),
ǫ2I ≤ EI ≤ diamρ(I)2ρI ≤ diam(X )2 ≤ 1, (34)
and ǫI < EI ≤ 1 provided that ǫI > 0. Furthermore, by (34) Tη = Λη = {X} for all η ≥ 1 and
E(PΛη) = EX ≤ 1. By the same argument Tˆη = Λˆη = {X}. Hence, it is enough to consider the case
0 < η < 1.
A.2 A-term: Approximation error
In this section, we bound the approximation error, which is based in an estimation of the number
of cells I such that ǫI is big enough.
Lemma 16. Given a partition Λ ⊂ T, given 0 < η < 1,
♯{I ∈ Λ : ǫI ≥ η} ≤ ♯{I ∈ Λ : EI ≥ η2} . η−
2
2s+1 . (35)
Proof. First inequality in (35) is a direct consequence of (34). By (10a) there exists C > 0 such
that for all I ∈ T
diamρ(I) ≤ CρsI I ∈ Λ,
then, by (34)
EI ≤ C2ρ2s+1I .
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Set Λ+ = {I ∈ Λ : EI ≥ η2} and N+ = ♯Λ+. Fix q ≥ 1, clearly
η
2
qN+ ≤
∑
I∈Λ+
E
1
q
I ≤ C
2
q
∑
I∈Λ+
ρ
2s+1
q
I . (36)
The Holder inequality with 1/p + 1/q = 1 gives
∑
I∈Λ+
ρ
2s+1
q
I ≤
∑
I∈Λ+
ρ
p(2s+1)
q
I
 1p ∑
I∈Λ+
1q
 1q ≤ (∑
I∈Λ
ρI
) 2s+1
2s+2
N
1
2s+2
+ = N
1
2s+2
+ ,
where the last inequality follows by choosing p(2s+1)q = 1, i.e. q = 2s+ 2. By replacing in (36)
N
1− 1
2s+2
+ ≤ C
1
s+1 η−
2
2s+2
and, since 1− 12s+2 = 2s+12s+2 , we get (35).
We first observe that the proof of the above lemma only depends on Assumption (10a) and the
constant in the inequality (35) only depends on the constant in (10a), denoted by C in the proof.
Furthermore, without Assumption (10a) we always have the following bound
♯{I ∈ Λ : EI ≥ η2} ≤ ♯{I ∈ Λ : EI ≥ η2} ≤ η−2,
where the first inequality is consequence of (34) and the last bounds is due to (30) with I = X
1 ≥ EX ≥
∑
I∈Λ
EI ≥
∑
I∈Λ,EI≥η2
EI = η2 ♯{I ∈ Λ : EI ≥ η2}.
We recall that Λη = Λ(Tη) is the family of the corresponding outer leaves, which is a partition of
X by Lemma 11. In order to bound the cardinality of Λη we need an auxiliary lemma based on
Assumption (10b).
Lemma 17. Given η > 0, set
jη = sup{jI ∈ N | I ∈ T and ǫI ≥ η}, (37)
then
jη . ln(
2
η
). (38)
If {jI ∈ N | I ∈ T and ǫI ≥ η} = ∅ we set jη = 0.
Proof. If Tη = {X} or {jI ∈ N | I ∈ T and ǫI ≥ η} = ∅, then jη = 0, so that the claim is evident. If
Tη 6= {X}, then 0 < η < 1. Take I ∈ T such that ǫI ≥ η. By (34) and (10b)
η2 ≤ ǫ2I ≤ ρI diamρ(I)2 ≤ C2b−2jI .
Hence
jI ≤ 1
ln b
ln(
1
η
) +
1
2 ln b
lnC2 ≤ E ln(2
η
),
where E = max{1, lnC22 ln 2}/ ln b.
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Proposition 18. Given η > 0, for all σ < s,
♯Tη . η−
2
2s+1 ln(
2
η
) . η−
2
2σ+1 (39a)
♯Λη . η
− 2
2s+1 ln(
2
η
) . η−
2
2σ+1 , (39b)
where the constants in . also depend on σ.
Proof. As observed in Remark 15, we can assume that 0 < η < 1. Let
Υ = {I ∈ Tη | ǫI ≥ η and ǫJ < η ∀J ∈ Ck(I), k ≥ 1}.
By (26) the elements of Υ are disjoint. Let Λ ⊂ T be a partition such that Υ ⊂ Λ. Hence, by (35)
♯Υ ≤ ♯{I ∈ Λ | ǫI ≥ η} . η−
2
2s+1 . (40)
We claim that
Tη =
⋃
J∈Υ
T (J) = T (Υ).
By construction Tη ⊃
⋃
J∈Υ T (J). To prove the opposite inclusion, fix I ∈ Tη, then there exists
J1 ∈ T such that J1 ⊂ I and ǫJ1 ≥ η. If J1 ∈ Υ, then I ∈ T (J1). Otherwise, there exists J2 ⊂ J1 ⊂ I
and ǫJ2 ≥ η. If J2 ∈ Υ, I ∈ T (J2). Otherwise, because of Tη is finite, we can repeat the procedure
until we get Jk ∈ Υ such that Jk ⊂ I, then I ∈ T (Jk) and the claim is proven. By (27b)
♯Tη = ♯T (Υ) ≤ 1 +
∑
J∈Υ
jJ ≤ 1 + ♯Υ jη . η−
2
2s+1 ln(
2
η
),
since, by definition, jJ ≤ jη and the last inequality is due to (40) and (38). This shows the first
inequality in (39a). Since σ < s, for some δ > 0
η−
2
2s+1 ln(
2
η
) = η−
2
2σ+1 ηδ ln(
2
η
) ≤ Cη− 22σ+1
where C = sup0<η≤1 ηδ ln(
2
η ), which is finite, since limη→0 η
δ ln( 2η ) = 0. Bound (39b) is a direct
consequence of (28).
Remark 19. In the following, for sake of clarity we bound the logarithmic dependence on η by
considering σ < s. However our results can be extended to σ = s by adding a logarithmic factor, as
in (39a) and (39b).
A.3 C-term: sample error
The following result bounds the sample error for a given partition.
Proposition 20. Fix a data-independent subset I ⊂ T of cells and N > 0. Given a partition Λ̂ ⊂ I
(possibly depending on the data) such that ♯Λ̂ ≤ N , for any t > 0,
P
[∫
X
∥∥∥PΛ̂(x)− P̂Λ̂(x)∥∥∥2 dρ(x) > t] ≤ 2 ♯I exp(− nt8N
)
. (41)
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Proof. Consider the following event
Ω =
⋃
I∈I
{√ρI ‖ĉI − cI‖ > t},
which is well-defined since I does not depend on the data X1, . . . ,Xn. By union bound
P[Ω] ≤ ♯I sup
I∈I
ρI>0
P[‖ĉI − cI‖ > t√
ρI
]. (42)
Fix I ∈ I with ρI > 0. The tower property with respect to the binomial random variable nI gives
P[‖ĉI − cI‖ > t] =
n∑
k=0
(
n
k
)
ρkI (1− ρI)n−k P[‖ĉI − cI‖ > t | nI = k].
Conditionally to the event {nI = k} with k > 0, up to a permutation of the indexes, we can assume
that X1, . . . ,Xk ∈ I and Xk+1, . . . ,Xn /∈ I. Furthermore,
ĉI − cI = 1
k
k∑
i=1
(Xi − cI) = 1
k
k∑
i=1
ξi
where ξ1, . . . , ξk are independent zero mean random vectors bounded by M = diamρ(I) almost
surely by (29a). Hence, by (56)
P[‖ĉI − cI‖ > t | nI = k] ≤ 2 exp(− kt
2
4 diamρ(I)2
),
which trivially holds true also if k = 0. Hence,
P[‖ĉI − cI‖ > t] ≤ 2
n∑
k=0
(
n
k
)
(ρI exp(− t
2
4 diamρ(I)2
))k(1− ρI)n−k = 2
(
1− ρI
(
1− exp(− t
2
4 diamρ(I)2
)
))n
≤ 2 exp
(
−nρI
(
1− exp(− t
2
4 diamρ(I)2
)
))
where in the fourth line we use the bound (1− τ)n ≤ exp(−nτ) with 0 ≤ τ ≤ 1. Since
1− exp(−τ) ≥ τ
2
for all τ ≤ 1,
then, for all t ≤ diamρ(I),
P[‖ĉI − cI‖ > t] ≤ 2 exp
(
−nρI t
2
8 diamρ(I)2
)
≤ 2 exp
(
−nρI t
2
8
)
. (43)
If diamρ(I) < t ≤ diamX ≤ 1, by (29c), clearly P[‖ĉI − cI‖ > t | nI > 0] = 0, so that
P[‖ĉI − cI‖ > t] = P[‖x̂∗I − cI‖ > t] | nI = 0]P [nI = 0] ≤ (1−ρI)n ≤ exp(−nρI) ≤ 2 exp
(
−nρI t
2
8
)
,
23
where the last bound holds true for any t ≤ 2√2. Finally, if t > diamX , as above
P[‖ĉI − cI‖ > t] = P[‖x̂∗I − cI‖ > t] | nI = 0]P [nI = 0] = 0
since x̂∗I , cI ∈ X , compare with (29c). It follows that (43) holds true for all t > 0. Summarizing,
from (42) we get
P[Ω] ≤ 2 ♯I exp
(
−nt
2
8
)
.
Since Λ̂ ⊂ I, on the complement of Ω,∫
X
∥∥∥PΛ̂(x)− P̂Λ̂(x)∥∥∥2 dρ(x) = ∑
I∈Λ̂
ρI>0
ρI ‖ĉI − cI‖2 ≤ Nt2,
and bound (41) follows by replacing t with
√
t/N .
Remark 21. By inspecting the proof, it is possible to check that the assumption xˆI
∗ ∈ X is needed
only in this proposition and it can be replaced by the condition that infx∈X ‖xˆ∗I − x‖ ≤ 1, so that
‖xˆ∗I − cI‖ ≤ 2.
A.4 B and D terms: Stability of PΛ with respect to the partition.
The following result is well-known.
Lemma 22. Given a cell I ∈ T with ρI > 0, for all t > 0
P
[∣∣∣nI
n
− ρI
∣∣∣ ≥ ρIt] ≤ 2 exp(− nρIt2
2(1 + t/3)
)
≤ 2 exp
(
−nρIt
2
MI
)
, (44)
where MI = 2/3max{4, (1 + 2ρI)/ρ1}.
Proof. We apply the Bernstein inequality, see [5, Cor. 2.11], to the family of independent random
variables 1I(X1), . . . ,1I(Xn), which satisfy
E[1I(Xi)] = ρI i = 1, . . . , n
n∑
i=1
E[1I(Xi)
2] = nρI
n∑
i=1
E[1I(Xi)
m] = nρI ≤ nρI
2
m!(
1
3
)m−2 m ∈ N, m ≥ 3,
then,
P [|nI − nρI | ≥ nρIt] ≤ 2 exp
(
− (nρIt)
2
2(nρI + nρIt/3)
)
= 2exp
(
− nρIt
2
2(1 + t/3)
)
.
Observing that
|nI − nρI | ≤ nmax{ρI , 1− ρI},
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if t > max{1, 1/ρI − 1} = t∗, then P [|nI − nρI | ≥ nρIt] = 0, whereas if t ≤ max{1, 1/ρI − 1} = t∗,
it holds that
2(1 + t/3) ≤ 2(1 + t∗/3) =MI ,
so that the second bound in (44) is clear.
The following lemma provides a concentration inequality of
√
nI
n .
Lemma 23. Given a cell I ∈ T with ρI > 0, for all t > 0
P
[∣∣∣∣√nIn −√ρI
∣∣∣∣ ≥ t] ≤ 2 exp(−nt22
)
. (45)
Proof. We apply Proposition 27 with Y = {0, 1}
ξi = 1I(Xi) f(y1, . . . , yn) =
1
n
n∑
i=1
yi,
where f is clearly bounded, and
f(ξ1, . . . , ξn) =
nI
n
E [f(ξ1, . . . , ξn)] = ρI .
Given k = 1, . . . , n, it holds that
Vk(ξ1, . . . , ξn) =
1
n
sup
y∈Y
(1I(Xi)− y) = 1
n
1I(Xi) ≤ 1
n
,
so that α = 1/n. Furthermore∑
k
V 2k (ξ1, . . . , ξn) =
1
n2
∑
k
1I(Xi) =
1
n
f(ξ1, . . . , ξn),
then β = 1/n and Eq. (58) implies (45).
The following lemma shows that, given a cell I ∈ T, ǫ̂I concentrates around ǫI .
Lemma 24. Given I ∈ T, for all t > 0
P [|ǫ̂I − ǫI | > t] ≤ 2ℓ exp
(
−n t
2
64ℓ diamρ(I)2
)
. (46)
where ℓ = 1 + ♯C(I).
Proof. Fix I ∈ T. If ρJ = 0 for some J ∈ C(I), then almost surely Xi /∈ J for all i = 1, . . . , n and,
hence, nJ = 0, so that both ǫ̂I and ǫI do not depend on the children J . Hence, without loss of
generality, we can assume that ρJ > 0 for all J ∈ C(I).
Let ℓ = ♯C(I) + 1. Set L2(C(I)) = Rℓ−1, regarded as Euclidean vector space whose norm is denoted
by ‖·‖2. Define v, v̂, ŵ ∈ L2(C(I))
v(J) =
√
ρJ ‖cJ − cI‖ v̂(J) =
√
nJ
n
‖ĉJ − ĉI‖ ŵ(J) = √ρJ ‖ĉJ − ĉI‖ .
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Then
|ǫ̂I − ǫI | = |‖v̂‖2 − ‖v‖2| ≤ ‖v̂ − v‖2 ≤ ‖ŵ − v‖2 + ‖v̂ − ŵ‖2 . (47)
We now bound the first term. Set I = C(I) + {I} and ♯I = ℓ. Then
‖ŵ − v‖22 =
∑
J∈C(I)
ρJ |‖ĉJ − ĉI‖ − ‖cJ − cI‖|2 ≤ 2
∑
J∈C(I)
ρJ
(
‖ĉJ − cJ‖2 + ‖ĉI − cI‖2
)
≤ 2
∑
J∈I
ρJ ‖ĉJ − cJ‖2 ≤ 2ℓmax
J∈I
ρJ ‖ĉJ − cJ‖2 .
Setting
ΩI =
⋃
J∈I
{
‖ĉJ − cJ‖ > t√
2ℓρJ
}
,
bound (43) gives
P [ΩI ] ≤ 2ℓ exp
(
− nt
2
16ℓ diamρ(I)2
)
,
so that
P [‖ŵ − v‖2 > t] ≤ 2ℓ exp
(
− nt
2
16ℓ diamρ(I)2
)
. (48)
We now bound the second term in (47). Set
Ω′I =
⋃
J∈C(I)
{
|
√
nJ
n
−√ρJ | > t√
ℓ diamρ(I)
}
,
bound (44) gives
P
[
Ω′I
] ≤ 2ℓ exp(− nt2
2ℓ diamρ(I)2
)
,
On the complement on Ω′I ,
‖ŵ − v̂‖22 =
∑
J∈C(I)
‖ĉJ − ĉI‖2
(√
nJ
n
−√ρJ
)2
≤ ℓ diamρ(I)2 sup
J∈C(I)
∣∣∣∣√nJn −√ρJ
∣∣∣∣2 ≤ t2.
Hence
P [‖ŵ − v̂‖2 > t] ≤ 2ℓ exp
(
− nt
2
2ℓ diamρ(I)2
)
. (49)
Inequality (47) with bounds (48) and (49) implies (46).
The next proposition shows that PΛ is stable under suitable small perturbations of the partition Λ.
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Proposition 25. For any η > 0
P
∫
X
∥∥∥PΛ(Tˆη∪T2η)(x)− PΛ(Tˆη∩Tη/2)(x)∥∥∥2 dρ(x)
 > 0
 . (nγ + η− 22σ+1 ) exp(−canη2) (50a)
and
P
∫
X
∥∥∥PΛ(Tˆη∪T2η)(x)− PΛ(Tˆη)(x)∥∥∥2 dρ(x)
 > 0
 . η− 22σ+1 exp(−canη2), (50b)
where
ca =
1
128(a + 1)
. (50c)
Proof. Recalling the definition of jn given by (6), set T ∗n =
⋃
j≤jn
Λj, which is a subtree with
♯T ∗n ≤
jn∑
j=0
aj =
ajn+1 − 1
a− 1 . n
γ , (51)
and, by construction, T̂η ⊂ T ∗n . The probability of the event in the left hand side of (50a) is clearly
bounded by the probability of the event
{Tˆη ∩ Tη/2 ( Tˆη ∪ T2η} =
⋃
I∈T
{I ∈ Tˆη ∧ I /∈ Tη/2} ∪ {I ∈ T2η ∧ I /∈ Tˆη}.
About the first term, we observe that if I ∈ Tˆη ⊂ T ∗n , then there exist k ≥ 0 and J ∈ Ck(I) ∩ T ∗n
such that ǫ̂J ≥ η and, since I /∈ Tη/2 and J ∈ Ck(I), then ǫJ < η2 , so that⋃
I∈T ∗n
{I ∈ Tˆη ∧ I /∈ Tη/2} ⊂
⋃
J∈T ∗n
{ǫ̂J ≥ η ∧ ǫJ < η
2
} ⊂
⋃
J∈T ∗n
{|ǫ̂J − ǫJ | > η
2
}.
By union bound and (46) with t = η/2, diamρ(I) ≤ 1 and ℓ ≤ a+ 1 give
P
 ⋃
I∈T ∗n
{ǫ̂I ≥ η ∧ ǫI < η
2
}
 . ♯T ∗n exp (−canη2)
. nγ exp(−canη2), (52)
where the second inequality is a consequence of (51) and ca is given by (50c).
By a similar argument
{I ∈ T2η ∧ I /∈ Tˆη} ⊂
⋃
J∈T2η
{|ǫ̂J − ǫJ | > η}.
By union bound and (46) with t = η and diamρ(I) ≤ 1 give
P
 ⋃
I∈T2η
{ǫI ≥ 2η ∧ ǫ̂I < η}
 . ♯T2η exp (−canη2) . η− 22σ+1 exp(−canη2), (53)
where the second inequality is a consequence of (39a).
By (53) and (52), we get (50a). The proof of (50b) can be deduced reasoning as for (53).
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B Auxialiry results
We recall the following probabilistic inequality based on a result of [24, 25], see also [31, Thm. 3.3.4]
and [23] for concentration inequalities for Hilbert-space-valued random variables.
Proposition 26. Let ξ1, . . . , ξn be a family of independent zero-mean random variables taking values
in a real separable Hilbert space and satisfying
E[‖ξi‖m] ≤ 1
2
m!Σ2Mm−2 ∀m ≥ 2, (54)
where Σ and M are two positive constants. Then, for all n ∈ N and t > 0
P
[∥∥∥∥∥ 1n
n∑
i=1
ξi
∥∥∥∥∥ ≥ t
]
≤ 2 exp
(
− nt
2
Σ2 +Mt+Σ
√
Σ2 + 2Mt
)
= 2exp
(
−n Σ
2
M2
g(
Mt
Σ2
)
)
(55)
where g(t) = t
2
1+t+
√
1+2t
. In particular, if ξi are bounded by M with probability 1, then
P
[∥∥∥∥∥ 1n
n∑
i=1
ξi
∥∥∥∥∥ ≥ t
]
≤ 2 exp(− nt
2
4M2
). (56)
Proof. Bound(55) is given in [24] with a wrong factor, see [25]. To show(56), note that (54) is
satisfied with Σ =M . Furthermore, for all t ≤ 1, g(t) ≥ t2/4, so that if t ≤M ,
P
[∥∥∥∥∥ 1n
n∑
i=1
ξi
∥∥∥∥∥ ≥ t
]
≤ 2 exp(− nt
2
4M2
)
whereas, if t > M , (56) is trivially satisfied.
The following concentration inequality is based on [18] and we adapt the proof of Theorem 10 in
[19]. We introduce the following notation. Given a family ξ1, . . . ξn of independent random variables
taking value in some measurable space Y and a measurable positive bounded function f : Yn → R,
for any k = 1, . . . , n set
Vk = f(ξ1, . . . , ξn)− inf
y∈Y
f(ξ1, . . . , ξk−1, y, ξk+1, . . . , ξn)
= sup
y∈Y
(
f(ξ1, . . . , ξn)− f(ξ1, . . . , ξk−1, y, ξk+1, . . . , ξn
)
.
Proposition 27. With the above notation, if there exist two constants α, β > 0 such that
max
k=1,...,n
Vk ≤ α (57a)
n∑
k=1
V 2k ≤ βf(ξ1, . . . , ξn) (57b)
then, for any t > 0
P
[∣∣∣√f(ξ1, . . . , ξn)−√E[f(ξ1, . . . , ξn)]∣∣∣ > t] ≤ 2 exp(− t2
2max{α, β} ). (58)
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Proof. Set Zk = Vk/α and Z = f(ξ1, . . . , ξn)/α. By construction
Zk ≤ 1 k = 1, . . . , n
n∑
k=1
Z2k ≤
β
α
Z.
Let γ = max{β/α, 1}. Theorem 13 of [18] gives that
P [E [Z]− Z > t] ≤ exp(− t
2
2γE[Z]
) (59)
P [Z − E [Z] > t] ≤ exp(− t
2
2γE[Z] + γt
). (60)
By replacing t with 2t
√
E[Z] in (59)
exp(−2t
2
γ
) ≥ P
[
E [Z]− 2t
√
E[Z] + t2 > Z + t2
]
= P
[∣∣∣√E[Z]− t∣∣∣ >√Z + t2]
≥ P
[√
E[Z]−
√
Z > 2t
]
since √
E[Z]− t ≤
∣∣∣√E[Z]− t∣∣∣ ≤√Z + t2 ≤ √Z + t
provided that
∣∣∣√E[Z]− t∣∣∣ ≤ √Z + t2. Hence
P
[√
E[Z]−
√
Z > t
]
≤ exp(− t
2
2γ
). (61)
Setting t
2
2E[Z]+t = 2τ
2, bound (60) gives
exp(−2τ
2
γ
) ≥ P
[
Z − E[Z] > τ2 +
√
τ4 + 4τ2E[Z]
]
≥ P
[
Z − E[Z] > 4τ2 + 4τ
√
E[Z]
]
= P
[
Z >
(√
E[Z] + 2τ
)2]
= P
[√
Z −
√
E[Z] > 2τ
]
,
so that, setting τ = t/2,
P
[√
Z −
√
E[Z] > t
]
≤ exp(− t
2
2γ
). (62)
Bounds (61) and (62) imply that
P
[∣∣∣√Z −√E[Z]∣∣∣ > t] ≤ 2 exp(− t2
2γ
),
and, by replacing t with t/
√
α,
P
[∣∣∣√f(ξ1, . . . , ξn)−√E[f(ξ1, . . . , ξn)]∣∣∣ > t] ≤ 2 exp(− t2
2αγ
).
where αγ = αmax{β/α, 1} = max{β, α}.
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