Abstract. This paper considers the initial-boundary value problem for the nonlocal Cahn-Hilliard equation
Introduction and results
A well-known model for the phase separation in a binary alloys system is called the Cahn-Hilliard model which was produced in [7] . The following equation is the basic form of this model:
(E0) ∂ t ϕ − div(κ(ϕ)∇µ) = 0 in Ω × (0, T ),
where Ω ⊂ R d (d = 2, 3) is a bounded domain, κ is the mobility coefficient, δ > 0 is a given small constant with respect to the thickness of the interface, and G ′ is the first derivative of a double well potential G. The above chemical potential µ is the Fréchet derivative of the free energy functional (see [7] )
Giacomin-Lebowitz [17] observed that the Cahn-Hilliard equation (E0) has no microscopic derivation. They started from the microscopic viewpoint and proposed a macroscopic equation describing the phase segregation phenomena (see [18, 19] ). This equation is a nonlocal Cahn-Hilliard equation. Also, there are nonlocal Cahn-Hilliard-NavierStokes systems which model the evolution of an isothermal mixture of two incompressible fluids considering nonlocal interactions between the molecules.
Nonlocal Cahn-Hilliard equations (see, for instance, [1, 4, 6, 9, 16, 20, 21, 22] ) and nonlocal Cahn-Hilliard-Navier-Stokes equations (see, for instance, [8, 10, 11, 12, 13, 14] ) have been studied by many authors. In particular, the nonlocal Cahn-Hilliard equation (see e.g., [1, 4, 16] )
and the nonlocal Cahn-Hilliard-Navier-Stokes equation (see e.g., [8, 11, 12, 14] ) (H4) ϕ 0 ∈ L 2 (Ω) and G(ϕ 0 ) ∈ L 1 (Ω).
We can verify that the regular potential G(r) = (r 2 − 1) 2 = r 4 − 2r 2 + 1 (G ′ (r) = 4r 3 − 4r) satisfies (H2)-(H4). The L 2 (0, T ; H 1 (Ω))-estimate for µ can be established by the Poincaré-Wirtinger inequality (see e.g., [8, 9, 10, 11, 12, 16] ). However, in the case that Ω ⊂ R N is an unbounded domain, the inequality and the above Galerkin method considering the compactness cannot be used (directly). Moreover, the above regular potential does not satisfy (H4) and the condition (H3) is not appropriate in the case of unbounded domains because the constant d 2 is not integrable on unbounded domains.
Cahn-Hilliard equations on unbounded domains were studied by a few authors (see e.g., [5, 15, 23, 24] ). In particular, nonlocal Cahn-Hilliard equations on unbounded domains have not been studied yet. The case of unbounded domains has the mathematical difficult point that compactness methods cannot be applied directly. It would be interesting to construct an applicable theory for the case of unbounded domains and to set assumptions for the case of unbounded domains trying to keep a typical example in the case of bounded domains (previous works) as much as possible. By considering the case of unbounded domains, it would be possible to make a new finding which the case of bounded domains does not have. Also, the new finding would be useful for other study of partial differential equations. This article considers the initial-boundary value problem on an unbounded domain for nonlocal Cahn-Hilliard equations
in Ω by passing to the limit in the following system as ε ց 0:
where Ω is an unbounded domain in R N with smooth bounded boundary ∂Ω (e.g., Ω = R N \ B(0, R), where B(0, R) is the open ball with center 0 and radius R > 0), ∂ ν denotes differentiation with respect to the outward normal of ∂Ω, N ∈ N, T > 0, ε > 0, and a(·), J, G, G ε , ϕ 0 , ϕ 0ε are given functions in the following conditions (A1)-(A8):
(A2) G = β + π, where β, π ∈ C 1 (R).
(A3) β := β ′ : R → R is a maximal monotone function and β(0) = 0. β is nonnegative and convex and β(0) = 0.
(A4) π := π ′ : R → R is a Lipschitz continuous function and π(0) = π(0) = 0.
(A6) G ε = β ε + π, where β ε : R → R is the Moreau-Yosida regularization of β:
(A7) There exist c 0 > 0 and 0 < c 1 <
is the resolvent operator of β on R. The derivative of β ε is β ε , where β ε is the Yosida approximation operator of β on R. Moreover, the inequalities 0 ≤ β ε (r) ≤ β(r) hold for all r ∈ R (see e.g., [3, Theorem 2.9, p. 48]).
This article puts the Hilbert spaces
with inner products (
, respectively, and with norms u H := (u, u)
, respectively. Moreover, this paper uses
The notation V * denotes the dual space of V with duality pairing ·, · V * ,V . Moreover, in this paper, a bijective mapping F : V → V * and the inner product in V * are defined as
* is well-defined by the Riesz representation theorem. This article defines weak solutions of (P) and (P) ε as follows.
is called a weak solution of (P) if (ϕ, µ) satisfies
is called a weak solution of (P) ε if (ϕ ε , µ ε ) satisfies
This paper has four main theorems. The first main result gives existence and uniqueness of solutions to (P) ε . Theorem 1.1. Assume (A1)-(A8). Then there exists ε 0 ∈ (0, 1) such that for all ε ∈ (0, ε 0 ) there exists a unique weak solution (ϕ ε , µ ε ) of (P) ε satisfying
and there exists a constant
The second main result says existence and uniqueness of solutions to (P).
Theorem 1.2. Assume (A1)-(A8).
Then there exists a unique weak solution (ϕ, µ) of (P) satisfying
The third main result is concerned with the energy estimate for (P).
The fourth main result infers the error estimate between the solution of (P) and the solution of (P) ε .
for some constant c 3 > 0. Let ε 0 be as in Theorem 1.1. For ε ∈ (0, ε 0 ), let (ϕ ε , µ ε ) and (ϕ, µ) be weak solutions of (P) ε and (P), respectively. Then there exists a constant
for all ε ∈ (0, ε 0 ).
The strategy for the proof of Theorem 1.1 is to consider the approximation of (P) ε,λ
in Ω, where λ > 0 and (−∆) λ is the Yosida approximation of −∆, to establish existence and estimates of solutions for (P) ε,λ (Lemmas 4.1 and 4.2), and to pass to the limit in (P) ε,λ as λ ց 0. The strategy for the proof of Theorem 1.2 is to confirm Cauchy's criterion for solutions of (P) ε (Lemma 5.1) and to pass to the limit in (P) ε as ε ց 0. This paper is organized as follows. Section 2 presents one example. In Section 3 we give useful results for proving the main theorems. Sections 4 and 5 are devoted to the proofs of Theorems 1.1 and 1.2. In Section 6 we establish the energy estimate for (P) stated in Theorem 1.3. Section 7 proves the error estimate between the solution of (P) and the solution of (P) ε stated in Theorem 1.4.
Example
This paper presents the example:
By letting c J be a positive constant such that J L 1 (R N ) = 21 and putting
where β ε is the Moreau-Yosida regularization of β, these functions a, J, G and G ε satisfy (A1)-(A8). Indeed,
hold, which implies (A7).
It is possible to verify (A8) in reference to [24, Section 6] . To confirm (A8) we let
where
It follows from the properties of (J H ) ε and (J L 4 ) ε that
and hence
Thus there exists ϕ 0ε satisfying (A8).
Moreover, the inequality
holds. Indeed, (1.1), (1.2) and (2.1) yield that
Therefore (A1)-(A8) hold for the functions a, J, G and G ε in the example.
Preliminaries
In this section we will provide some results which will be used later for the proofs of Theorems 1.1 and 1.2. 
Then we haveJ
for all v ∈ H and
for all v ∈ V , where −∆ : W ⊂ H → H is the Neumann Laplacian.
Proof. (3.1) can be shown by the same argument as in [24, Lemma 3.3] . We will prove (3.2). From the properties of J λ we have that
Next we show (3.3). By noting that F =Ã + I and (J
* ∈ V * and all v ∈ H (see e.g., [25, Lemma 3.3] ), it follows from (1.1) and (3.1) that
for all v ∈ H, which implies (3.3).
Next we confirm (3.4). Let v ∈ V . Then it holds that
Here we infer from (1.1) and (1.2) that
Hence combination of (3.5) and (3.6) derives (3.
as λ = λ j ց 0. We see that
It follows from (3.3) that
Thus there exists a constant C 1 > 0 such that
Also, from (3.2) we have that
and hence it holds that there exists a constant C 2 > 0 such that
Therefore applying (3.7)-(3.9) and Lemma 3.1 yields that
× Ω) and we will show that (3.11)
We see that
Therefore it follows that
as λ = λ j ց 0. Thus combination of (3.10), (3.12) and (3.13) leads to (3.11), and hence it holds that (3.14)
From (3.10) and (3.14) we have
as λ = λ j ց 0.
Lemma 3.4.
Let Ω ⊂ Ω be a bounded domain with smooth boundary and let
with some constant C 1 > 0. It holds that
and hence there exists a constant C 2 > 0 such that
Thus it follows from (3.7), (3.16), (3.17) and Lemma 3.1 that
as λ = λ j ց 0, which implies that
Existence of solutions to (P) ε
To show existence of weak solutions for (P) ε this paper considers the approximation of (P) ε :
in Ω, where λ > 0 and (−∆) λ is the Yosida approximation of −∆.
Lemma 4.1. There exists a unique classical solution (ϕ ε,λ , µ ε,λ ) of (P) ε,λ satisfying ϕ ε,λ ∈ C 1 ([0, T ]; H) and µ ε,λ ∈ C 1 ([0, T ]; H).
Proof. We can rewrite (P) ε,λ as 
of (K). Therefore we can obtain this lemma.
Lemma 4.2. There exists ε 1 ∈ (0, 1) such that for all ε ∈ (0, ε 1 ) there exists a constant C = C(ε, T ) > 0 such that
for all t ∈ [0, T ] and all λ > 0.
Proof. We see from the first equation in (P) ε,λ that
and the second equation in (P) ε,λ yields that
Thus it follows from (3.4), (4.5), (4.6), (A8) and the Young inequality that
where C 1 > 0. Here we have from (A4)-(A6), Remark 1.1, the mean value theorem and the Young inequality that
for all r ∈ R and all ε > 0, where ξ is some constant belonging to [r,
. Therefore, by combining (4.7), (4.8) and (A7), there exists ε 1 ∈ (0, 1) such that
and λ > 0, and hence for all ε ∈ (0, ε 1 ) there exists a constant
for all t ∈ [0, T ] and all λ > 0. The Young inequality and the first equation in (P) ε,λ yield that
and then we derive from (3.4), (4.9) and (A8) that for all ε ∈ (0, ε 1 ) there exists a constant
for all t ∈ [0, T ] and all λ > 0. We infer from (4.9), (4.10), the first and second equations in (P) ε,λ that for all ε ∈ (0, ε 1 ) there exists a constant C 4 = C 4 (ε, T ) > 0 such that
Therefore combination of (4.9)-(4.11) means Lemma 4.2. 
and µ ε ∈ L 2 (0, T ; H) satisfying (1.6), (1.7) and (1.8).
Proof. Let ε ∈ (0, ε 1 ). The estimates (4.1)-(4.4) yield that there exist some functions
as λ = λ j ց 0. We can obtain (1.6) by (4.13), (4.15), (4.16) and (4.17). Now we show (1.7). To verify (1.7) it suffices to confirm that for all
From the second equation in (P) ε,λ we infer 
as λ = λ j ց 0. Therefore, since ϕ ε,λ (0) = ϕ 0ε , (4.22) yields that
Because Ω ⊂ Ω is arbitrary, we conclude that
Thus, since J 1/2 1 ϕ 0ε ∈ H, we see that
that is, (1.8) holds.
Lemma 4.4. Let ε 1 be as in Lemma 4.2 and let ϕ ε and µ ε be as in Lemma 4.3. Then there exists ε 2 ∈ (0, ε 1 ) such that for all ε ∈ (0, ε 2 ),
and there exists a constant C = C(T ) > 0 such that
for all t ∈ [0, T ] and all ε ∈ (0, ε 2 ).
Proof. Let ε ∈ (0, ε 1 ). It follows from (1.6) that (4.28) and from (1.7) that
Here we derive from the Young inequality, the monotonicity of β ε , (1.7) and (A7) that
From (4.27)-(4.30) we can obtain
that is, for all t ∈ [0, T ] and all ε ∈ (0, ε 2 ) with some constant C 3 = C 3 (T ) > 0. From (1.1), (1.2), (1.6) and the Young inequality we have
and hence (4.33) yields that
for all t ∈ [0, T ] and all ε ∈ (0, ε 2 ) with some constant C 4 = C 4 (T ) > 0. It follows from (1.7) and the Young inequality that
Thus we derive from (4.33) that
for all t ∈ [0, T ] and all ε ∈ (0, ε 2 ) with some constant
Therefore combination of (4.33)-(4.36) means Lemma 4.4.
Proof of Theorem 1.1. Combination of Lemmas 4.3 and 4.4 leads to existence and estimates of weak solutions for (P) ε for all ε ∈ (0, ε 0 ) with some constant ε 0 ∈ (0, 1). Now, we confirm that the solution (ϕ ε , µ ε ) of the problem (P) ε is unique. Assume that (ϕ 1,ε , µ 1,ε ) and (ϕ 2,ε , µ 2,ε ) are the solutions of (P) ε with the same initial data. Then we derive from (1.1), (1.2) and (1.6) that
, ϕ 1,ε (t) − ϕ 2,ε (t)) V * (4.37) = ∂ t ϕ 1,ε (t) − ∂ t ϕ 2,ε (t), F −1 (ϕ 1,ε (t) − ϕ 2,ε (t)) V * ,V = −(µ 1,ε (t) − µ 2,ε (t), F −1 (ϕ 1,ε (t) − ϕ 2,ε (t))) V = − ϕ 1,ε (t) − ϕ 2,ε (t), µ 1,ε (t) − µ 2,ε (t) V * ,V = −(ϕ 1,ε (t) − ϕ 2,ε (t), µ 1,ε (t) − µ 2,ε (t)) H as ε = ε j ց 0. On the other hand, we infer from (5.9) that Finally, we can verify that the solution (u, µ) of the problem (P) is unique in a similar way to the proof of Theorem 1.1.
Energy estimate for (P)
Proof of Theorem 1.3. We see from (1.3) and (1.4) that
which implies Theorem 1.3.
7.
Error estimate between (P) and (P) ε Proof of Theorem 1.4. We can obtain Theorem 1.4 by Lemma 5.1.
