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Lower bounds are obtained on the simultaneous diophantine approximation 
of some values of certain functions satisfying q difference equations. In par- 
ticular, a “best possible” type of result is obtained for the individual diophantine 
approximation of the numbers 
where q denotes an integer, z denotes a rational number, 1 q 1 > 1, and j z 1 > 0. 
For z = 1, the above number equals 
fi (1 _ q-wi+2’)(1 _ q-‘5n+lr)-1 (1 _ q-c5n+31)(l - q-m+4yl* 
,,-0 
1. INTRODUCTION 
The study of 4 difference equations and of functions which satisfy them 
goes back at least to Heine [3]. Existence theorems for the general linear 
homogeneous analytic q difference equation of order n, i.e., 
y(q”4 + 4.4 yw-‘4 + ... + %(Z) J’(Z) = 0, 
where each uj(z), 1 < j < n is analytic in a disk about zero and a,(z) + 0 
were established by W. J. Trjitzinsky, after earlier work by Carmichael, 
Adams, and G. D. Birkhoff. More recently, W. Hahn has written a number 
* This paper was written in part while the author was on a postdoctoral Research 
Associateship at the National Bureau of Standards, Washington, D. C. 
+ Current address: U. S. Naval Research Laboratory, Code 7840, Building 43, 
Washington, D. C. 20390. 
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of papers concerning functions which satisfy q-difference equations. One 
of the reasons for interest in this type of equation is that, formally, as 
q-1, y’-ii’r + f’(z). 
Thus, corresponding to every differential equation is a q-difference 
equation such that as the parameter q + 1 the q-difference equation goes 
formally to the differential equation. In pleasant cases, at least some of 
the solutions of the q-difference equation go to solutions of the associated 
differential equation as q -+ 1. An example of such an equation is the 
basic hypergeometric equation of Heine. 
Number theoretic interest in q-difference equations exists because of 
their connection with the theta functions, the mock theta functions of 
Ramanujan, the partition function, and many identities of “Rogers- 
Ramanujan type” between infinite series and infinite pr0ducts.l 
We shall next present two of the three theorems which will be proven 
in this paper. In this paper, q shall denote a Gaussian integer with j q 1 > 1 
unless the contrary is specifically noted. By C we shall denote the complex 
numbers. Let Q denote the rational numbers, Q(i) the Gaussian field, and 
Z the integers. 
Let W be the vector space over C generated by all functions of the 
form zcf(z), where c is any complex number andf(z) is analytic at zero. 
Denote by S and M the linear operators on W which send each y(z) in W 
into z-ly(qz) and y(qz), respectively. Note that M-l and S-l are also well 
defined. We see that 
MS = q-ISM, 
MS-I = qS-lM. 
Suppose that yl(z) $ O,..., y,,(z) + 0 are t1 > 1 elements of W which 
satisfy the q-difference equation 
~(4 = i PAW SKY 
j=l 
for all z in some punctured disk D about zero, where each p,(M) belongs 
to Q[i, M], the order of (l)(i.e., maxj {degp,(M) + j}) is I1 and both k 
1 The author has recently become aware of a paper by Peter Bundschuh [Arithmetishe 
Unterschungen unendlicher Produkte, Invent. Muth. 6 (1969), 275-2951 in which 
Bundschuh proves results related to some of those contained in the present paper. 
(In particular, compare his Theorem II with Example (ii) in Section 2 of the present 
paper.) I believe that Bundschuh’s paper is the only previous paper dealing with the 
diophantine approximation of values of functions which satisfy q-difference equations. 
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and II are positive integers. Note II > j if deg p&14) 3 1. This latter 
inequality holds because (1) has a solution J+(Z) in W, which means that 
for some real number c1 , pk(qcl) = 0. Next suppose that we write (1) in 
terms of M and z alone, using S = z-‘&I. We call any z in D such that the 
coefficient of M$(z) vanishes at qnz, for some negative integer n, a singular 
point of (1). 
Let (sO ,..., sLIel) denote an arbitrary nonzero l,-tuple of Gaussian 
integers. Let r denote a nonzero Gaussian integer. Let (C, ,..., CtI) denote 
a r,-tuple of complex numbers with each 1 C, 1 < K where K > 0 is fixed, 
for 1 < t < II . 
Set 
and 
F = (1 - PJ Fl(l - 5%-l, 
where ord pj( M) denotes the order of vanishing at z = 0 of pj(z). 
THEOREM 1. For each nonsingular z1 in Q(i) n D and every E > 0 
there exists an N(E) > 0 such that 
O< j<[,-1 
i/ i C, yt(qjzI) - sjrel 11 b 1 r /--(l+a+r) 
t=1 
max 
for every (C, ,..., CiI) as above and / r / > N(E). 
The present author in a series of recent papers [5-81, considered the 
problem of approximating values of functions which satisfy a linear 
differential equation of order 1 of the form 
y(z) = f p,(zD) DRY, (3) 
j=l 
where each p,(zD) belongs to Q[i, zD]. The method of proof in these 
papers was to apply s: repeatedly to the differential equation in order to 
express J-i (z - t)N-l/(N - l)! y(t) dt as a linear combination over Q[i, z] 
of the Djy(z), 0 < J’ < k - 1. Here the method of proof is to apply SN to 
Eq. (1). We shall present a more abstract version of this idea in the present 
paper since we wish to handle also the q-difference analog of another 
problem. 
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In another series of papers [g--11] the present author dealt with the 
problem of the diophantine approximation of values of entire functions 
with finite orders of growth which satisfy arbitrary homogeneous linear 
differential equations with coefficients in Q[i, z]. We can define a q order 
of growth and shall prove a result analogous to those in Refs. [9-l 11. 
DEFINITION. We define the “q order of growth” of an entire function 
f(z) = CL, a,z* to be, for each q with 1 q 1 > 1, 
pg = Fz SUP 3$1 log (+-$) (--log I a, I)-’ , 
I I 
where if / a,, 1 = 0 we take the value of the quotient to be zero. Then 
pg = !j+% SUP 
I 
2 (log 4%--l% I a, I)-’ + h&q - l>(W4 1% I a, IF1 
j=l 
+ 
( 
log fi (1 - q-j) (-log I a, I)-’ 
j=l 1 I 
= !+% sup 
I 
n(n + 1) 2 6-ly I 4 ID-l/ 
since 
(The ordinary order of growth off(z) is 
p = I,i sup{@ log n)(-log I a, I)-'} 
= iz sup 
I 
i (log j)(-log I a, I)-’ 
j=l I 
= ;z sup liz i (log *) 
I 
(-1% I a, I)-’ 
3=1 I 
since 
lii((l0g n”(n!)-‘)(-log 1 a, I)“} = 0.) 
Note if pg > 0, then for each E > 0 eventually every 
-nh+1) -1 
l&l < I41 
T(P, -d . 
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Suppose now that vi(z) $ O,..., yt,(z) + 0 are t, 3 1 functions each 
of the form z$(z), where c1 ,..., ct, are distinct complex numbers, no 
two of which differ by a rational integer, and eachf,(z) is an entire trans- 
cendental function with q order of growth p. , where 0 < pa < 1. Suppose 
further that nk, (z - qct) belongs to Q[i, z] and that we may write each 
~44 as 
go a(n + Ct) (,;i, fi (d+ct - Ply zn+‘l, 
s 
where a(x) is a function from C to C which satisfies, for some positive 
integer k, the recurrence relation 
: Aj(q”) 4x + j) = 0, 
j=O 
where each Aj(z) belongs to Q[i, z] and AO(z) +k 0. We suppose that A,(z) 
has no roots of the form qQ+“, where 1 < t < tl , n = 0, -& 1 . . . . We 
suppose also that pi1 > t, , so each ~~-, a(n + ct) zn is entire. Then the 
AJz) are not all constants since the absolute values of the a(n + ct) must 
decrease faster than geometrically. Set the maximum value of deg &(z) 
equal to 6 2 1. Let j, be the largest value of j such that deg Aj(z) attains 
its maximum value 6. (Note that without loss of generality we may assume 
that ord Ai = 0 for some j.) Below we adhere to the convention that 
n/O = too for every natural number n. 
If 
(i) j, = k set 
y1 = 0 unless 
ord &(z) = deg A,(z) = 6. 
In this latter case, set 
y1 = ~$(k - j)(S - ord A,(z))-‘> < k. 
(Recall min, {ord A,(z)} = 0.) 
If 
(ii) j, < k set 
YI = !#--Ci - jd@ - deg A,(z))-‘}- 
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Suppose that (1 + yIt,)(p;’ - tI) - t, > 0. Set 
Y = Ml + Ylh)(f,l - t1> - h-l. 
We suppose that we may write a q-difference equation satisfied by 
yl(z),..,, yt,(z) in the form 
i h,(z) lwy(z) = 0 (5) 
j=O 
for some collection of h,(z) in Q[i, z] with h,(z) + 0 and h&) $0. We 
shall refer to points z such that h,(q”z) hll(q”z) vanishes for some rational 
integer m as singular points of (5). Let z1 be a nonzero nonsingular point 
in Q(i). Let (p. ,..., pl,-J denote an arbitrary I,-tuple of Gaussian integers. 
Let r denote a nonzero Gaussian integer. Let (C, ,..., C) denote an 
arbitrary vector of complex numbers satisfying / C, ] < K, for each 
1 < t < t, , where K > 0 is an arbitrary fixed positive number. 
THEOREM 2. For every E > 0 there exists an N(E) such that 
max 
O<i<l,-1 
11 t Ct yt(qjzl) - pjr-l / 1 3 I r I-(l+y+s), 
t=1 
if I r j > N(E). 
The third theorem will be given later. We next give a number of examples 
of Theorems 1 and 2. 
2. EXAMPLES 
(i) Consider 
-nh+1) 
Y(Z) = to (q -zly;p 1) 
which satisfies the equation 
Y(Z) = (4M - 1) ~YG9. 
Then by Theorem 1 inequality (2) holds for every Cy(zI) where C is any 
fixed nonzero complex number, z1 is any nonzero element of Q(i); and 
v = 1. Suppose y(zl) is zero, then from Theorem 1 it is immediate that 
y(qz,) # 0. Setting C-l = y(qz,) # 0, we obtain the contradiction that 1 
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is irrational; hence, y(q) is nonzero. Now setting C-l(z) = J(Z) and 
q(z) = Y(P)( YW’ we conclude from (2) that 
/ r)(zl) - pr-l 1 > 1 r I++r) 
if 1 r j > N(E). The number 
$1) = fi (1 _ q-(5n+29(1 _ q-(5n+l))--1 (1 _ q-(5n+3))(1 _ q-(5n+4))-1, 
,,=O 
by the Rogers-Ramanujan identities [3, p. 921. 
Further, for all z # 0 and / q / > 1 
rl(z)= 1 +24-124-2...p zq-” 
1+ 1+ 1 + *** ’ 
and Ramanujan showed that 
(ii) Euler showed (see [2, Vol. II, p. 1041) that 
n! (l + q-jz) = 2 (4 - 1)-l . . . (q” _ l)-1 z”. n=O 
Replacing q by q3, we have 
y(z) = f  (43 - 1)-l . . . (43" - I)-' Zn = fi (1 + q-w+ 
II=0 j=l 
We set t, = 1 in Theorem II and define a(x) by 
a(0) = 1 
and 
u(x) = (q2”+2 + qs+l + 1) a(x + I). 
Further, qzy(z) - (M3 - 1) y(z) = 0. 
Thus I1 = 3 and y = 1. We can use the idea in (i) above to see that then 
max 
I/ 
F1 (1 + qp3j+lzl)(l + qm3’zJ1 - m-l 1, 
/ fj (1 + q-3i+2zl)(l + q-3%)-1 - P2r-l /I > 1 r j--(2+E) 
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for all nonzero zi in Q(i) which do not equal -q” for any positive integer 
n, if j r 1 > N(E). 
(iii) Suppose that we consider the equation y = s(M)Sy, where 
s(z) is an element of Q[i, z] of a degree larger than zero and such that its 
nonzero roots are distinct and no two of them differ by a factor of q to a 
rational integral power. Apply Theorem 1 where t1 = deg s(z). We see 
that 
and 
I1 = (deg s(z)) + 1, 
” = (degd;:z;r\ 1 ’ 
ord s(z) 
‘P2 = deg s(z) ’ 
g, = deg s(z) - ord s(z). 
If ord s(z) = 0 we have q = I, - 1. If we choose C, ,..., C, such that 
forO,<j<I,---2 
where (B,, ,..., Blle2) is any nonzero (1, - I)-tuple of Gaussian integers, 
then 1 Gt 1 < K for some K > 0 independent of (B, ,..., BI1-,). Thus for 
any Gaussian integer B+, , 
if 
or if 
Now multiplying through above by 
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where 1 < t < I1 - 1 and 0 <j < II - 2), actually calculating the C, , 
and substituting max,GjGz,--l {I By I> for maxgGjGzl-, (1 Bi I}, we obtain 
(after some algebra) that if max,,GjGz,--l (1 Bi I> > No, then 
4,-l Yl(PZl) ... Yzl-l(c?%) 
> ( max (1 Bj I})-zl+l--t. 
O<=,i&Z,-1 
(Expand the above determinant along the bottom row.) Note that this 
holds for each nonzero z1 in Q(i). 
If we have ord s(z) > 0, then set t, = deg s(z) - ord s(z) and observe 
that 9 = t, . One can not obtain information about a single linear form if 
t, < I1 - 1. 
(iv) Suppose that sl(z), sZ(z), and r(z) belong to Q[i, z], s,(O) # 0, 
at most one of s,(O) and r(0) is zero, and the nonzero roots of sl(z), sZ(z), 
and r(z) are all distinct with no two of them differing multiplicatively by q 
to a rational integral power. Suppose we have 
deg sZ(z) - deg r(z) - deg s&) 3 1. 
Set tl = deg sl(z). There exists a (certainly not unique) function a(x) 
from C to C which satisfies 
r(q”) a(x) - s2(qx+‘) a(x + 1) = 0 (7) 
and takes the value one on the set of logarithms to the base q of the roots 
of +(z). Let {ct I 1 < t < tl) be such that {qct / 1 < t .< tl> is the set of 
roots of sr(z). For each 1 < t < t, , set 
Y,(Z) =: IEo (E sdd+ql u(n + Ct) zn+ct. 
Note that each y,(z) satisfies the q-difference equation 
W) Y = zr(M) Y, where s(M) = s,(M) s,(M). 
Thus in the notation of Theorem 2, 
I = deg s(z), pa1 = deg sZ(z) - deg r(z), 
and 
Yl = 0, and y = tl(deg sZ(z) - deg r(z) - t,)-l < t, . 
We see then that (6) holds for all nonzero z1 in Q(i). 
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3. THEOREM 3 
We next give the hypotheses and statement of a more general result 
from which Theorems 1 and 2 follow. 
Let {u(s)1 s E C} be a collection of symbols indexed by the complex 
numbers. Let a(s) be a function from C to C satisfying some recurrence 
relation of the form 
where k is a positive integer, each R,(qS) belongs to Q[i, qs], 
mjn{ord R,(z)} = 0, and mFx(deg &(z)} = 8 > 1. 
Suppose that there exists a fixed r > 0 such that for every c E C there 
exists K(c) > 0 with 
for N = 0, l,.... 
Let j, denote the largest value of j such that deg &(z) = 6. If 
(i) j, = k set 
Yl = 0 
unless ord R&z) = deg R&r) = 6. In this latter case, set 
If 
y1 = $i{(k - j)(S - ord R,(z))-‘} < k. 
(Recall mjn{ord &(z)} = 0.) 
(ii) j, < k set 
(9) 
y1 = ypj$-(j - .A)@ - deg M>)-‘1. (10) 
For each complex number z1 , let Uzl be the vector space over C gene- 
rated by all objects of the form Cz=,, b&c + n) such that the radius of 
convergence of C,“,, b, I q I-(2c+n)(n+1)r/2 (K(c))” we+” in the w  plane 
(convergence is in a punctured disk about zero) is larger than I z1 1 . Then 
on each space Uz, we have an obvious linear functional Lzl defined by 
L,, (go b&c + 4) = go bdz(c + n, z~+ne 
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Set U = U, ; notice that then each UZ, C U. We define two vector space 
isomorphisms of U, namely, S and M by 
and 
S f b&c + n) 
i VI=0 1 
= f. b&c + n - 1) 
M = -f bnqe+%(c + n). 
71=0 
(Notice that S-l and M-l map each space UZ, into itself.) 
Suppose that we are given j, + O,..., Yt, + 0 belonging to some 
Uz, C U such that each Jt, 1 < t \< t, , satisfies the equation 
j = i gj(M) 97, (11) 
i=l 
where each gj(z) belongs to Q[i, z], I is some positive integer, and gl(z) $ 0. 
Since j& + 0 satisfies (11) we see that for some real number 
c1 , gl(qCl) = 0, from which it follows that deg gl(M) > ord g,(M) > 0. 
Set 
Set 
~3 = y-$$(ord gOf>)(deg gj(WF’> 3 0. 
Suppose that (1 + y1y2) r - y2 > 0. Set 
Y  = (1 - Y3) Y2U + YlY2) r- yzl-l. 
Set p = maxi {deg g,(z)}. Where T and Tl denote nonnegative integers 
let the p&O < m < T, T, < j < T + TJ denote the elements of a 
nonzero (T + 1)2-tuple of Gaussian integers. Let (C, ,..., C, ,..., C) 
denote a t,-tuple of complex numbers with each I C, 1 < K for some 
fixed K > 0. 
THEOREM 3. (i) For each sufficiently large positive integer T it is 
true that for every positive integer T’ the numbers 
O<m<T and T’<j<T’+T, 
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may each be written as a linear combination over Q(i) of the numbers 
? CtLZ1(MPmS-ijt), 0 < m < T, and T’-l<j<T’-l+T. 
t=1 
(For each choice of Tin (i), then there exists a nonnegative integer Tl 
such that for all T’ 3 Tl the vector spaces V,t over Q(i) generated by the 
vectors 
(L,,(M-mS-~j&.., L,&M-“S-ijQ,..., L,,(M-“WjQ), 
forO<m<TandT’<j<T’+Tareallequal.) 
(ii) Let Tl be as above. Then for every E > 0, there exists an N(E) 
such that 
for all pm,i and C, as above if 1 r 1 > N(c). 
We wish to show that Theorem 3 implies Theorems 1 and 2. For 
Theorem 1 set a(s) = q- s(s+1)/2. Then a(s) - q(q”) u(s + 1) = 0. Thus in 
(8) we have k = 1, R,(x) = 1, and R,(x) = -qx. Note that if 
f(Z) = CL, u?P in D, then 1 = Z,“==, a,qnfn+l)12 v(n) is such that 
Mn =f( z > f or each z E D. If yt is the element of U mapped into yt(z) 
by each L, with z E D we have Yt = x:j”=, pj(M) Sjjj, , for 1 < t < t, . 
Note 6 = 1, r = 1, y1 = 1, y2 = ~~(1 - &-l, and y3 = v2. Then 
TJ = (1 - 9J2) ($41 - v1)-l. 
One sees that each Lfl(M-“S-jj7,) = M-“S-~JQ(z,). Using (l), if z1 is a 
nonzero nonsingular pomt, we can express each of the CL, C,M-Y-jyt(z,) 
for 0 ,( m < T and 0 < j < T as a linear combination over Q(i) of the 
XL, C, y,(qjz,) for 0 < j < II - 1. Using (l), we may write each 
r$ Ct yt(qjzl), 0 < j < I1 - 1, as a linear combination over Q(i) of the 
CtZ1 C, y,(q-jzl), where each j is larger than any preassigned positive 
integer A? Thus they are linear combinations of the Ck, CtS-jy,(z,), where 
j = N, iV + l,...; so, Tl = 0 and the x2, Ctyt(qizl), 0 < j < II - 1 
generate the same vector space V over Q(i) as the numbers being approxi- 
mated in the statement of Theorem 3. Thus for an N(E) possibly larger 
than the one in Theorem 3 it follows, after a short argument, that 
Theorem 1 holds. 
[One must choose different bases of V in such a manner that each 
nonzero x2, Ct yt(qizl) belongs to at least one basis and then argue that 
every “good” approximation of the x2, Ct yt(qjzl) in which a nonzero 
DIOPHANTINE APPROXIMATJON 171 
t1 CtsI Ct y,(qjz,) is approximated by a nonzero number (we need only 
consider this case) leads to a “good’ approximation of the 
x2, C&-W&(zl) b y numbers which are not all zero.] 
Next we suppose that we are in the situation of Theorem 2. Our a(x) 
of Theorem 2 becomes our a(s) of Theorem 3. Further, the two yI’s are 
equal. Our equation in jj is 
7 = fi (M - 46’) SJ. 
s-1 
(12) 
Thus y2 = t, , y3 = 0, and r = pa1 - tl + E’ for any E’ > 0. Then 
(1 + y1y2) r - yZ = (1 + tr)(p;’ - t, + E’) - rl > 0, by assumption. 
Obviously, the two y’s can be made arbitrarily close by requiring that E’ 
be small. 
In analogy with the proof of Theorem 1, we shall prove that TI = 0 
and that the numbers which we wish to approximate in Theorem 2 
generate the same vector space over Q(i) as the numbers to be 
approximated in Theorem 3. 
We note that from (12) 
jpnpjj = fi (q-Qf _ qct)(M-s-~+lJ)* 
(13) 
t-1 
Since for each integer 0, CL, Ct(LZIMBjjt) = CL, CtMByt(zl) we see that 
if z1 is a nonzero nonsingular point we may write, for every choice of the 
C, , each of the CL, CtL,l(M-mS-jJt), 0 ,< m < T and 0 ,< j < T, as 
linear combinations over Q(i) of the CL, Ct y,(qjz,) for 0 < j < II - 1 
(or for -I, - II + 2 < j < -tl + 1, which will be of use later). 
Now we are going to show that if T >, t, + I1 - 2 we have T, == 0. 
Set, for each 1 ,( t < t, , S,“y,(z) =% L,(Smjjt), for every integer m. Then 
from (13) we have 
Cl (q-(j+‘)M - qQ) M-“s,iy&) = M-~&++l)y&). (14) 
From the definition of a(x) we see that, for each pair of integers j and m, 
whence 
i A,(M) z-ns;-“(M-ms,~t(z)) = 0, 
T&=0 
(15) 
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Using Eqs. (14) and (15) repeatedly, we shall write each 
i Ct~-m40Yt(z>, 
t=1 
for t, - 1 < m < tl + ll - 2 
as a linear combination over Q(i) of terms of the form M-“,S;iy,(z,), 
where 0 < m < t, + II - 2 and each j is larger than any preassigned 
integer. This will prove Theorem 2. 
Recall that by assumption, for each integer j, JJ:l, (q-(j+l) A4 - qQ) 
and A,(M) have no common zeros. We look at the t, equations, 
Eq. (15), M(Eq. (15)),..., Mtl-l (Eq. (15)), and use (14) to rewrite these 
equations in terms of the xi:, C,M-“F’yt(z,), with 19 > 0 and coefficients 
which are polynomials in M of degree at most tl - 1. We shall be able to use 
these equations to write each CL, M-nZyt(zI) with t, - 1 < m < t, + II - 2 
as a linear combination over Q(i) of terms of the form C:l, C&-n”S;ey,(z,), 
where 0 < m < t1 + II - 2 and 0 is larger than any preassigned integer. 
This proves Theorem 2. 
4. THE PROOF OF THEOREM 3 
We next state a lemma proven in [12]. (Below, 11 matrix j/ denotes the 
maximum of the absolute values of the entries of the matrix.) 
Suppose that for some positive integer t, we have a sequence A, oft by t 
nonsingular matrices over the integers, and a t by 1 matrix V # 0 with 
real entries. Let f(m) be a monotone increasing function from the non- 
negative reals onto [l, + co) withf(0) = 1. Let 
O<E<+q o<r<+q 
and (1 + (c/r))” (1 - (e/r))-’ < 1 + E. Suppose that for all nonnegative 
integers m > m, > 1, 
11 A, V // < (f(m))“‘N’(‘-:) 
for some A(N) > 0; and 
(iii) f(m) < (f(m - l))l+i 
Let q denote a nonnegative integer and P denote a general t by 1 matrix 
of integers, with not all entries zero. 
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LEMMA. Zf 
then 
We note that the proof of the Lemma given in [12] allows us to imme- 
diately generalize the Lemma to the case where V # 0 has complex 
entries, P + 0 has Gaussian integral entries and q # 0 is a Gaussian 
integer. In this form, we shall eventually apply the Lemma to help in the 
proof of Theorem 3. Note that if E < 2 then r = 4 satisfies the condition 
(1 + c/r)” (1 - c/f--l < 1 + E. 
Suppose that L,( Yt) def y,(z) for each 1 < t < t, , if / z / is sufficiently 
small. Let us define S;* by 
L,(Pjq fzf s;6y,(z) 
for each nonnegative integer 8. Then for all nonnegative integers m, T’, 
and f 
Write Eq. (8) in terms of a(s + j,). Then for all nonnegative integers T’ 
and integers m we have 
z -j’Rj,(q-Q/f) qj,b+G)M-(m+G)ST’Yt(Z) 
(18) 
j=l 
(where the prime indicates that j = j, has been omitted), since the coeffi- 
cients of like powers of z in the expansions of each side of (18) about 
z = 0 are equal by Eq. (8). 
Using (17) and (18) repeatedly we shall write each M-mS;-T’+*~vVt(~l)r for 
0 < e < T, 0 < m < T as equal to a linear combination over Q(i) of the 
IVF-~S;‘~‘-~‘+~~,(Z,), 0 < [ < T and 0 < m < T, if T is sufficiently 
large. The procedure is as follows: If, in a given term, 5 > 1, we are 
through; if e = 0 and p < m, we may use (17) with 5 = 0 to rewrite our 
term as a linear combination over Q(i) of terms M-“S;‘T’-l’t*~vVt(zl) with 
1 <.$<I-landO~m<T.lf~=O,O.<,m<p,andjl==k,we 
may obtain for M-YS’~~‘~,(Z~), from (18), a linear combination of terms 
M-“‘S;‘T’St”yt(~l), where 1 < .$’ < k, and 0 < m’ < p + 6. Therefore 
we are through in this case. 
641/3/z-4 
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Now suppose that j, < k, 4 = 0, and 0 < m <p. We note that then 
y1 < 0, while yZ > 0, r P- 0, and (1 + ylyZ) r - y1 > 0; hence, 
1 y1 1 yZ < 1. Choose K to be a sufficiently large positive integer that the 
inequality (K 1 y1 ( + I) y2 < K holds. Apply (18) to rewrite M-%;r’yt(zl) 
above and then continue using (18), in the same manner, to rewrite each 
resultant term until we have in this manner applied (18) K’K times, where 
K’ is a positive integer to be determined later. Our resultant terms will be 
of the form M-m’S-T’+C’ yt(zl). Note m’ > m. In each resultant term 
either (i) m’ - m > K or (ii) 5’ > (K’ - 1) K + KyI (or both). This 
follows, since in obtaining a given term either we have applied (18) at 
least K times during which we choose out a term for which j 3 j, , in 
which case m’ - m > K; or we must have, from the definition of y1 , 
5’ 3 (K’ - 1) K + ( m’ - m) y1 > (K’ - 1) K + KyI . If K’ is sufficiently 
large, then the lower bound on e above in case (ii) is positive; so, if T is 
chosen to be sufficiently large to take care of the upper bound on m’ after 
KK’ uses of (18), we need only worry about case (i). 
If (i) immediately above holds, apply (17) repeatedly, obtaining terms 
of the form M-m”S;T’+’ “y,(zl), where 1 < t” < 1. We are through if 
m” 2 0. Note m” 3 m + (m’ - m) - (5” - 5’) yZ from the definition 
of yZ . Also 5” - 5’ < 1 + j 5’ 1 < 1 + (m’ - m)i yi I , using definition 
(ii) of y1 . Thus 
m” 3 m + K - (I + K I y1 I) y2 > m > 0, 
and we are through. This proves part (i) of Theorem 3. 
What we wish to do next is to put everything in an appropriate form so 
that we can apply the Lemma. If VT1 = 0, we have nothing to prove. 
Otherwise, if e, denotes the t1 tuple with all zeros except for a one in the 
t-th place, choose a basis for each VT’ , T’ 3 TI, from among the 
CL, (M-mS~T”f~t(zl>) et , where 0 < m, 5 < T, and then write the 
chosen basis for each VT’ in terms of the basis for VT . The resulting 
sequence 19,r(T’ > TJ of matrices will be, up to a sequence of scalar 
factors which are Gaussian integers, our matrices d,(m = T’ - TJ for 
application of the Lemma. We must next estimate the size of the entries 
in the &’ and the size of the denominators which must be cancelled by 
scalar factors. 
We shall utilize the equations giving the elements of vr’ in terms of 
vT’-r which were obtained in the proof of part (i) of this theorem to 
establish the needed estimates. Since the number of applications of 
Eqs. (17) and (18) needed to obtain each of the above systems of equations 
is bounded independently of T’ we see that there exists a Gaussian integer 
K” # 0 such that (K”)p-T1 will suffice to cancel all factors in the denomina- 
tors of the entries of or, except for the factors of q*‘, qT’--l,... which come 
DIOPHANTINE APPROXIMATION 175 
from uses of (17). Let the largest power of q which occurs in a denomina- 
tor of an entry of (K”)T’-T4T, be denoted by w(Y). We shall bound w(Y) 
from above. In our first crude attempt to do so we shall replace 
qp, q-1,... by qT’ in our calculations and also take T1 = 0. This crude 
bound will then enable us to obtain a better bound. 
If one looks at how terms in our basis of V,, give rise to terms in V, 
under the above procedure, we see that the process of rewriting each 
M-~mS;~+~~y,(z) might be described by a collection of sequences of ordered 
triples, the first components being either the number 17 or the number 18, 
the second components each being an integer giving the change in the 
power of M-l, and the third components each being an integer giving the 
change in the power of S;l. Each sequence of triples above gives 
“directions” for obtaining one “term” in the final linear combination. In 
order to obtain certain inequalities we next consider rearranging the 
terms of our sequences. Suppose that we extract all of the elements of 
some sequence which have a 17 in the first component and add together, 
under componentwise addition, (m, T’ + t) and the collection of the 
last two components of our extracted triples to obtain (m’, [‘). Then 
suppose that we add to (m’, 5’) the collection of last two components of 
our remaining triples to obtain (m”, 5”). It is clear that our original 
“directions” sent us to M-“““S;*“y,(z,), except for a coefficient in Q(i). 
Now we can draw some conclusions. From the definition of yz , 
while from the three different definitions of y1 , 5’ - 5” > (m” - m’) y1 . 
(This must be gone through carefulIy in each case.) 
Therefore 
m’ - m 3 yz((m” - m’) y1 + 5” - T’ - f) 
and 
Cm’ - m)U + ylya) 2 r&f - m) y1 + t” - T’ - 5). 
We see that, for every E > 0, 
m’ - m 3 -(y;l + yl)-l T’ (1 + {) 
if T’ is sufficiently large. Note that then 
w(T’) < (y;l + yd-’ (T’la (1 + ;), 
(19) 
(20) 
as may be seen by examining (17). 
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We wish to obtain a better estimate than the very crude estimate in (20). 
Choose T, 3 Tl such that (20) holds with T, replacing T’; then for all 
T’ >, T, , if k = [T’Tgl], 
NT’) G i. (ri’ + YI)-’ (T - ST,) (1 + ;), 
as one may see by going from V,, to VT,-r, to V,,-,, , and So on. Thus if 
T’ is sufficiently large 
4T’) G (Q + yJ1 7”(T;+ l) (1 + E). 
From the definition of y3 it follows that immediately above we pick up 
in each term a power of q-l at least equal to y3w(T’). 
Setting A, = (I?)=‘-=1 qwfT’) t&-t , letting V be the corresponding 
column vector of basis elements of VT1 , and recalling the definition of 
I/ matrix jj , the definition of I’, and the above estimates on the entries of 
each A, , we see that for each E > 0, if m is sufficiently large, 
II omV II G exp (-(log I 4 IW - (15 + ~3~) m(m2+ ‘) (1 - $)) 
and 
II em II G exp ((log I4 00 - y&h + y;l)-l m(m2+ ‘) (1 + $)) 
Then 
f2 (f(m))‘+:. 
where 
II 0, VII G (f(m))-A(‘-i), 
(1-l = (1 - YJ YdW + YlY2) - Y&l. 
Thus applying the Lemma we see that for sufficiently large ) r ) the con- 
clusion of Theorem 3 holds. 
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