Abstract. An operator system S with unit e, can be viewed as an Archimedean order unit space (S, S + , e). Using this Archimedean order unit space, for a fixed k ∈ N we construct a super k-minimal operator system OMIN k (S) and a super k-maximal operator system OMAX k (S), which are the general versions of the minimal operator system OMIN(S) and the maximal operator system OMAX(S) introduced recently, such that for k = 1 we obtain the equality, respectively. We develop some of the key properties of these super operator systems and make some progress on characterizing when an operator system S is completely boundedly isomorphic to either OMIN k (S) or to OMAX k (S). Then we apply these concepts to the study of k-partially entanglement breaking maps. We prove that for matrix algebras a linear map is completely positive from OMIN k (Mn) to OMAX k (Mm) for some fixed k ≤ min(n, m) if and only if it is a k-partially entanglement breaking map.
Introduction
Operator system theory was initiated with Arveson's version of the Hahn-Banach theorem for completely positive operator-valued mappings [1] . This theory provides an abstract description of the order structure of self-adjoint unital subspaces of C * -algebras. In the past twenty years, beginning with Ruan's abstract characterization of operator spaces [2] , there has been a great deal of research activity focused on operator spaces and completely bounded maps. In contrast, there has been relatively little development of the abstract theory of operator systems. However, many deep results about operator spaces are obtained by regarding them as corners of operator systems. So, potentially, parallel developments in the theory of operator systems could lead to new insights in the theory of operator spaces.
Moreover, recent investigations in operator space and operator system theory [3, 4] are being combined with those in quantum entanglement theory [5, 6] in order to obtain new results and new elementary proofs in both areas. From this point of view, the results shown in this paper serve as a bridge between operator system theory and quantum entanglement theory. These unpublished results [7] have been used quite extensively to prove how mapping cones coincide with operator systems [8] , and also to show the relationship between the operator systems and the separability problem in quantum information theory [9] . We give further details below before proceeding.
In [10] , two operator systems were constructed over a given Archimedean order unit space S, denoted as OMIN(S) and OMAX(S), as the analogues of MIN and MAX functors from the category of normed spaces into the category of operator spaces, and their properties were developed accordingly. The properties that characterize these two new formulated operator systems led the authors to prove that the entanglement breaking maps between matrix algebras, studied in [11, 12, 13] , coincide with the linear maps that are completely positive when the matrix algebra of the domain is equipped with their minimal operator system structure and the target matrix algebra is equipped with their maximal operator system structure.
In this paper, we consider a generalization of such parallel developments for operator systems. Every operator system S with a unit is an ordered *-vector space S with an Archimedean order unit at the first level and conversely, given any Archimedean order unit space, there are possibly many different operator systems that all have the given Archimedean order unit space as their first level. For a fixed k ∈ N and a given operator system S, we construct a super k-minimal operator system OMIN k (S), and a super kmaximal operator system OMAX k (S), such that whenever k = 1 we obtain OMIN(S) and OMAX(S) respectively. We investigate their properties in Sections 3, 4. Furthermore, we provide necessary and sufficient conditions for an operator system S to be completely boundedly isomorphic to OMIN k (S) or OMAX k (S) in these two sections.
In Section 5 we discuss the dual matrix ordered space to a given matrix ordered space and identify the dual spaces of the super operator systems OMIN k (S) and OMAX k (S). In Section 6 we apply our results to the study of partially entanglement breaking maps between matrix algebras encountered in Quantum Information Theory [14, 15] . We characterize the k-partially entanglement breaking maps from M n to M m as the maps that are completely positive from OMIN k (M n ) to OMAX k (M m ), where k ≤ min(n, m). The next section is devoted to preliminary notions and results.
Preliminaries
Let V be a complex vector space. An involution on V is a conjugate linear map * : V → V given by v → v * , such that v * * = v and (λv + w) * =λv * + w * for all λ ∈ C and v, w ∈ V . The complex vector space V together with the involution map is called a * -vector space. If V is a * -vector space, then we let V sa = {v ∈ V |v = v * } be the real vector space of self-adjoint elements of V.
A cone W ⊆ V is a nonempty subset of a real vector space V, such that W +W ⊆ W and R + W ⊆ W where R + = [0, ∞). Moreover, W is called a proper cone if W ∩ (−W ) = {0}. An ordered * -vector space (V, V + ) is a pair consisting of a * -vector space V and a proper cone V + ⊆ V sa . The elements of V + are called positive and there is a partial order ≥(respectively, ≤) on V sa defined by v ≥ w (respectively, w ≤ v) if and only if v − w ∈ V + for v, w ∈ V sa .
An element e ∈ V sa is called an order unit for V if for all v ∈ V sa , there exists a real number t > 0 such that te ≥ v. This order unit e is called Archimedean order unit if whenever v ∈ V and te + v ∈ V + for all real t > 0, we have that v ∈ V + . In this case, we call the triple (V, V + , e) an Archimedean ordered unital * -vector space or an AOU space for short.
Let (V, V + ), (W, W + ) be two ordered *-vector spaces with order units e, e ′ respectively. A linear map φ : V → W is called positive if φ(V + ) ⊆ W + , and unital if it is positive and φ(e) = e ′ . Moreover, φ is an order isomorphism if φ is bijective, and both φ, φ −1 are positive. Note that, if φ : V → W is positive, then φ(v * ) = φ(v) * for all v ∈ V .
Let V be a * -vector space and let M n,m (V ) denote the set of all n × m matrices with entries in V . The natural addition and scalar multiplication turn M n,m (V ) into a complex vector space. We often write M n,m = M n,m (C), and let {E i,j } n,m i,j=1 denote its canonical matrix unit system. For a given matrix A ∈ M n,m , we writeĀ, A t and A * for the complex conjugate, transpose and complex adjoint of A, respectively. If n = m, we write M n,n = M n and I n for the identity matrix. The matrix units determine the linear identifications
More often than not, we will use the first linear identification with the matrix coefficients on the right. There are two basic natural operations which link the finite matrix linear spaces M n,m (V ): the direct sum and the matrix product. Given v ∈ M n,m (V ) and w ∈ M p,q (V ), then we define the direct sum v ⊕ w ∈ M n+p,m+q (V ) by
On the other hand, given A = (a ki ) ∈ M p,n , B = (b jl ) ∈ M m,q and v = (v ij ) ∈ M n,m (V ), we define the matrix product AvB ∈ M p,q (V ) by
Note that, if V = M r and we use the identification
Let V, W be two * -vector spaces. Given a linear map φ : V → W and n, m ∈ N, we have a corresponding map φ (n,m) :
If we are given v, w, A and B as above, then one can easily verify that
Moreover, if φ : V → W is a linear map and W = M k , then we have for any X ∈ M p,n , a ∈ M n,m (V ) and Y ∈ M m,q
Let V be a * -vector space. We define a * -operation on
. With respect to this operation, M n (V ) is a * -vector space. We let M n (V ) sa be the set of all self-adjoint elements of M n (V ). Let {C n } ∞ n=1 be a family of proper cones C n ⊂ M n (V ) sa for all n ∈ N, such that they are compatible, i.e X * C n X ⊆ C m for all X ∈ M n,m , m ∈ N. We call each such C n a matrix cone, the family of these matrix cones a matrix ordering on V, and the pair (V, {C n } ∞ n=1 ) a matrix ordered * -vector space.
n for all n ∈ N. Moreover, φ is called a complete order isomorphism if φ is invertible and both φ, φ −1 are completely positive.
Let (V, {C n } ∞ n=1 ) be a matrix ordered * -vector space. Let e ∈ V sa be the distinguished order unit for V. Consider the corresponding diagonal matrix e n = e ⊗ I n ∈ M n (V ) sa for all n ∈ N, where I n is the unit of M n . We say that e is a matrix order unit for V if e n is an order unit for the ordered * -vector space (M n (V ), C n ) for each n. We say e is an Archimedean matrix order unit if e n is an Archimedean order unit for the ordered * -vector space (M n (V ), C n ) for each n. Finally, we say that the triple (V, {C n } ∞ n=1 , e) is an (abstract) operator system, if V is a * -vector space, {C n } ∞ n=1 is a matrix ordering on V, and e is an Archimedean matrix order unit.
The matrix ordering {C n } ∞ n=1 such that (V, {C n } ∞ n=1 , e) is an operator system with C 1 = V + is called an operator system structure. Given an operator system (S, {P n } ∞ n=1 , e) and a unital positive map ϕ : V → S such that V + = ϕ −1 (P 1 ), one obtains an operator system structure on V by setting C n = ϕ −1 n (P n ). We shall call this the operator system structure induced by ϕ. Conversely, given an operator system structure on V , by letting S = V and letting ϕ be the identity map, then we see that the given operator system structure is the one induced by ϕ.
If P = {P n } ∞ n=1 and Q = {Q n } ∞ n=1 are two matrix orderings on V , we say that P is stronger than Q (respectively, Q is weaker than P) if P n ⊆ Q n for all n ∈ N. Note that P is stronger than Q if and only if for every n, and every A, B ∈ M n (V ) sa , the inequality A ≤ P B implies that A ≤ Q B, where the subscripts are used to denote the partial orders induced by P and Q, respectively. Equivalently, P is stronger than Q if and only if the identity map on V is completely positive from (V,
) be a matrix ordered * -vector space with matrix order unit e. A linear map φ : Proof. This is a known proposition [3] , but here we provide a different simple proof: If φ is completely positive, then φ is k-positive for each k ∈ N. Now assume φ is k-positive. Before showing φ (n) (v) ≥ 0 for all v ∈ C n , n ≥ k, we will prove the following result: Given any vector x ∈ C n ⊗C k , there exists an isometry β : C k → C n and a vectorx ∈ C k ⊗C k such that (β ⊗ I k )(x) = x for all n ≥ k in N. For this, let e i = e (k) i = (0, . . . , 0, 1 i , 0, . . . , 0) be the usual basis vectors for C k , and let x ∈ C n ⊗ C k . Then there exist unique vectors
i . Let F ⊆ C n be the subspace spanned by the vectors x i . Then we have dimF ≤ k ≤ n. Thus, we may find an isometry β : C k → C n whose range contains F. For each i, we have a unique vectorx i ∈ C k such that β(
Thus, φ is n-positive for all n ∈ N, i.e. completely positive.
) be a matrix ordered * -vector space with matrix order unit e, and let φ : Proof. Let φ : V → M k be a positive map such that φ(e) = P ∈ M + k . The rank of the matrix P is at least 1 and at most k. Without loss of generality, assume rank(P ) = r, for some 1 ≤ r ≤ k. There exists a unitary U , such that U * P U = D r ⊕ 0, where D r is an r × r diagonal matrix with positive diagonal entries. Define ψ :
It is straightforward to check that ψ is a positive linear map with ψ(e) = D r ⊕ 0, i.e. ψ is a rank r positive map, 1 ≤ r ≤ k. Hence, φ is unitarily equivalent to such a map.
Corollary 2.5. Let (V, {C n } ∞ n=1 ) be a matrix ordered * -vector space with matrix order unit
) is a matrix ordered * -vector space with matrix order unit e and φ : V → M k is a non-zero k-positive map with φ(e) = P ≥ 0 of rank r ≤ k, then one can easily show that φ is congruent to some k-positive map ψ ⊕ 0 : V → M k with ψ ∈ S r (V ) by using Lemma 2.4 and Corollary 2.5.
The following proposition is a generalization of Proposition 3.12 and Proposition 3.13 encountered in [16] :
) be a matrix ordered * -vector space with matrix order unit e such that (V, Let (V, V + ) be an ordered * -vector space with order unit e. We endow the real subspace V sa with the so-called order seminorm v = inf{r| − re ≤ v ≤ re}. We extend this order seminorm on V sa to a * -seminorm on V that preserves the * -operation, i.e. v * = v for all v ∈ V . We define the order seminorm on V to be a * -seminorm ||| · ||| on V with the property that |||v||| = v for all v ∈ V sa . If e is an Archimedean order unit, then all these order seminorms become norms because |||v||| = 0 implies v ≤ 0 and v ≥ 0. Every order seminorm · on V induces an order topology on V, the topology with a basis consisting of balls B ǫ (v) = {w ∈ V : v − w < ǫ} for v ∈ V and ǫ > 0. Note that since · is not necessarily a norm, this topology is not necessarily Hausdorff.
From matrix theory [17] , we know that if we divide A into block matrices 
Note: When k=1, the k-minimal order seminorm becomes the usual minimal order seminorm defined in [16] by v m = sup{|s(v)| : s is a state}. And · m ≤ ||| · ||| for every other * -seminorm ||| · ||| on V . By definition, we have e k−min = e m = |||e||| = 1. If (V, {C n } ∞ n=1 , e) is an abstract operator system, and φ : V → M k is k-positive such that the norm of φ(e) ≤ 1 with respect to k-minimal norm, then φ is called a contraction.
) be a matrix ordered * -vector space with a matrix order unit e and let k ∈ N. Then
Then, one can easily verify that φ r ∈ S r (V ). Hence, we have
By taking supremum over all φ ∈ S k (V ), we obtain
This implies v k−min ≥ v r−min . As a result, we conclude that Proof. By Lemma 2.4 above, we have that any positive map φ : V → M k is unitarily equivalent to a rank r ≤ k diagonal map ψ : V → M k such that ψ = (ψ) ⊕ 0, with ψ(e) = D r , for all 1 ≤ r ≤ k. Therefore, φ = ψ . Note that ψ = ψ . Hence, it's enough to show that φ = φ(e) for any diagonal map φ of rank k. Let φ : V → M k be a k-positive map with φ(e) = D k ≥ 0 invertible. Then ψ = φ(e) −1/2 φφ(e) −1/2 is a unital k-positive map, and for any v ∈ V , we have
So, we have φ ≤ φ(e) . In addition, since e k−min = |||e||| = 1, it follows that φ = φ(e) . Moreover, if φ is unital, then φ = 1.
We denote by B(H) the space of all bounded linear operators acting on a Hilbert space H. A concrete operator system S is a subspace of B(H) such that S = S * and I H ∈ S. As is the case for many classes of subspaces (and subalgebras) of B(H), there is an abstract characterization of concrete operator systems, as was shown in [10] . If S ⊆ B(H) is a concrete operator system, then we observe that S is a * -vector space, S inherits an order structure from B(H), and has I H as an Archimedean order unit. Moreover, since S ⊆ B(H), we have that M n (S) ⊆ M n (B(H)) ∼ = B(H n ) and hence M n (S) inherits a natural order structure from B(H n ) and the n × n diagonal matrix
is an Archimedean order unit for M n (S). In other words, S is an abstract operator system (S, {M n (S) + } ∞ n=1 , I H ), where each matrix cone M n (S) + contains n × n positive matrices in M n (B(H)) for all n ∈ N. We will call this matrix ordering {M n (S) + } ∞ n=1 as the natural operator system structure of S inherited by the order structure of B(H). The following result of Choi and Effros [18, 3] shows that the converse is also true.
Theorem 2.12 (Choi-Effros). Every concrete operator system S is an (abstract
is an (abstract) operator system, then there exists a Hilbert space H, a concrete operator system S ⊆ B(H), and a complete order isomorphism φ : V → S with φ(e) = I H .
Thus, every operator system S ⊆ B(H) can be viewed as a matrix ordered * -vector space (S, {M n (S) + } ∞ n=1 ) with (Archimedean) matrix order unit e = I H . Therefore for the rest of this paper, given an operator system S, we will use its "natural operator system structure" inherited by the order structure of B(H) for some Hilbert space H, and build new operator system structures on it.
The Super k-Minimal Operator System Structures on S
Let S be an operator system and let e be its unit. Before setting up the k-minimal operator system structure on the AOU space (S, S + , e), recall the weakest operator system structure, introduced in [10] and denoted by C min (S) = {C min n (S)} ∞ n=1 , where
C min (S) is the operator system structure on S, induced by the inclusion of S into C(S(S)), the C * -algebra of continuous funtions on S(S), set of states on S. And OMIN(S) is the operator system (S, C min (S), I H ), which can be identified as a subspace of C(S(S)), up to complete order isomorphism.
In the next result, we generalize the complex version of Kadison's characterization of function systems [16, 3] : Theorem 3.1. Let S be an operator system with unit e and fix k ∈ Z + . Give S the order topology generated by the k-minimal order norm, denoted as S k−min , and endow the space of unital k-positive linear maps S k (S) = {φ : S → M k |φ is unital k-positive map } with the corresponding weak * -topology. Then S k (S) is a compact space, and the map
is an injective map that is an order isomorphism onto its range with the property that Γ(e) = I k . Furthermore, Γ is an isometry with respect to the k-minimal order norm on S and the sup norm on M k (C(S k (S))).
Proof. Let S be a given operator system with unit e. Then (S, S + , e) is an AOU space, and its dual S * is a normed * -vector space. For fixed k ∈ N, one can show that
Endowing S with any order norm ||| · ||| makes S k (S) a subset of the unit ball of M k (S * ). In addition, suppose that {φ λ } λ∈Λ ⊆ S k (S) is a net of these maps, and lim φ λ = φ in the weak * -topology for some φ ∈ M k (S * ). Then for any a ∈ S + we have that lim φ λ (a) = φ(a) , and since φ λ (a) ≥ 0 for all λ, it follows that φ(a) ≥ 0 for all a ∈ S + . Similarly, for any A ∈ M k (S) + , we have that lim φ
Hence φ is a k-positive linear map. Moreover, φ(e) = lim φ λ (e) = lim I k = I k , i.e. φ is unital. Thus S k (S) is closed in the weak * -topology.
In the case of the k-minimal order norm, we have
is a closed subset of this compact ball, we have that S k (S) is compact in the weak * -topology.
Consider the continuous matrix-valued functionsâ :
Let Γ : S → M k (C(S k (S))) be the map given by Γ(a)(φ) = φ(a). If Γ(a) = 0 for some a ∈ S, then φ(a) = 0 for all φ ∈ S k (S). It follows from Proposition 2.7 that a = 0. Therefore, Γ is one-to-one.
In addition, if a ∈ S + , then for any φ ∈ S k (S) we have that Γ(a)(φ) = φ(a) ∈ M + k by the positivity of φ. Hence the function Γ(a) takes on nonnegative values and
This implies a ∈ S + by Proposition 2.7. Therefore, Γ is an order isomorphism onto its range. Finally, if a ∈ S, then
so that Γ is an isometry with respect to the k-minimal order norm on S and the sup norm on M k (C(S k (S))). 
. By the definition and the remark above, C k−min (S) is the operator system structure on S induced by the inclusion of S into M k (C(S k (S))). We call C k−min (S) the super k-minimal operator system structure on S, and we call OMIN k (S) the super k-minimal operator system.
Properties of super k-minimal operator system structures on S:
is obvious by the definition of C k−min n (S). Now, let (a ij ) ∈ C k−min n (S) for some fixed k ∈ Z + , and let α ∈ C n . Then
This implies α * (a ij )α ∈ S + , for all α ∈ C n , i.e. (a ij ) ∈ C min n (S).
The equality holds when h = k. Suppose h > k and let φ ∈ S k (S) and s ∈ S(S). Define Φ :
One can easily verify that Φ is a well-defined positive linear function with Φ(e) = I h , i.e. Φ ∈ S h (S). This implies (Φ(a ij )) ≥ 0. Thus, we have:
By the canonical reshuffling, we obtain:
(4) The identity map ı : OMIN h (S) → OMIN k (S) is completely positive, whenever h ≥ k.
Proposition 3.4. Let S be an operator system with unit e, f : S → M k be a k-positive linear map, and
is the super k-minimal operator system structure on S.
Proof. It suffices to show that
is just a subset of all k-positive linear maps from S to M k . On the other hand, let (a ij ) ∈ C k−min n (S) and let φ : S → M k be a k-positive map with φ(e) = P ≥ 0. Then there exists a unital k-positive map ψ ∈ S k (S) such that φ(·) = P 1/2 ψ(·)P 1/2 [3, Exercise 6.2]. Hence, we have
This shows that (a ij ) ∈ C k n (S) and
Remark 3.5. The above result shows that we can define the super k-minimal operator system structure in a more general way, as
Lemma 3.6. Let S be an operator system and let X be a compact space. Proof. (i) It is clear that, up to complete order isomorphism, OMIN k (S) can be identified with a subspace of M k (C(S k (S))). We know that S k (S) is a compact space. Substituting X = S k (S) in Lemma 3.6, we get φ :
(ii) Now, letS = (S, {C n } ∞ n=1 , e) be another operator system with C k = M k (S) + such that for every operator system W , any k-positive map ψ : W →S is completely positive. Note that C k = M k (S) + implies that C i = M i (S) + for all i = 1, 2, . . . , k. Moreover, we know that M n (S) + ⊆ C k−min n (S)), with equality holding for 1 ≤ n ≤ k. Hence,
Let ı :S → OMIN k (S) be the identity map on S. By the identity ( * ) above, both ı and ı −1 are k-positive maps. Then, by (i), ı is completely positive, and by the assumption, ı −1 is completely positive. Since ı is also unital, we have thatS and OMIN k (S) are completely order isomorphic. 
The Super k-Maximal Operator System Structures on S
Let S be an operator system with unit e. For all n ∈ N, we have that M n (S) = M n ⊗ S, the natural algebraic tensor product. Moreover, we have that M n (S) sa = (M n ) sa ⊗ S sa , where the right-hand side is the algebraic tensor of real vector spaces.
Recall the strongest matrix ordering D max (S) = {D max n (S)} ∞ n=1 on the AOU space (S, S + , e), where each matrix cone D max n (S) is given by
with e being just a matrix order unit for this ordering on a general operator system S, as was shown in [10] .
Definition 4.1. Let S be an operator system with unit e. For some fixed k ∈ N, set
where
Let S be an operator system with unit e. Then D k−max (S) is a matrix ordering on S and e is a matrix order unit for this ordering. In particular, D 1−max (S) is the strongest matrix ordering on S.
Proof. Need to check the three conditions of being a matrix ordering on S:
(1) D k−max n (S) is a cone in M n (S) sa for each n ∈ N, and in particular, D 
For n = 1, we have (S) for all n ∈ N. We know e n is an order unit for (M n (S), D max n (S)). It follows that e n is an order unit for (M n (S), D k−max n (S)), i.e. e is a matrix order unit for D k−max (S). As a result, D k−max (S) is a matrix ordering on S. In particular, for k = 1 we have that D 1−max (S) = D max (S) is the strongest matrix ordering on S.
Remark 4.3. Given an operator system S with unit e, we have that (S, D k−max (S), e) is a matrix ordered * -vector space for some fixed k ∈ N.
(1) If the operator system S is finite-dimensional, then one can verify that this matrix ordered * -vector space (S, D k−max (S), e) is an operator system. 
Then re 2 + P (t) = 1 + r e 2πit
as was shown in [10] . This shows that e = 1 can not be an Archimedean matrix order unit. 0, 1]) ), 1) into operator systems, we will use the Archimedeanization process for matrix ordered spaces. This theory was developed in detail for ordered * -vector spaces in [16] , and generalized to matrix ordered spaces with a matrix order unit e in [10] .
The Archimedeanized matrix ordered * -vector space (S, D max (S), e) with underlying operator system S, matrix ordering C max (S) = {C max n (S)} ∞ n=1 , given by C max
is the maximal operator system OMAX(S) = (S, C max (S), e) in [10] . Definition 4.4. Let S be an operator system with unit e. We set
By the definition and the results above, we have that the enlarged matrix ordering C k−max (S) is a new operator system structure on S, which we shall call the super k-maximal operator system structure on S and OMAX k (S) the super k-maximal operator system on S.
Properties of super k-maximal operator system structures on S: Lemma 4.5. Let (W, W + , e) be an AOU space, and let {P n } ∞ n=1 be an operator system structure on W with
Proof. Let · be an order seminorm for this structure. If p = 0, then (w ij ) ∈ P n is obvious. Let 0 = p ∈ W + , and replace p by p p ∈ W + . This implies r( p p ⊗ I n ) + (w ij ) ∈ P n , too, for all r > 0. Since 
for all r > 0. Therefore, (w ij ) ∈ P n . Theorem 4.6. Let S be an operator system with unit e and (W, {P n } ∞ n=1 , e ′ ) be an (abstract) operator system. If φ : OMAX k (S) → W is a k-positive map for some fixed k ∈ N, then φ : OMAX k (S) → W is completely positive. Moreover, ifS = (S, {C n } ∞ n=1 , e) is another operator system on S with C k = M k (S) + such that for every operator system W , any k-positive map ψ :S → W is completely positive, then the identity map on S is a complete order isomorphism fromS onto OMAX k (S).
Proof. (i) Assume φ : OMAX k (S) → W is a k-positive map which is equivalent to φ being k-positive on the operator system S as a subspace of B(H) for some fixed Hilbert space H,
(1) If (a ij ) ∈ D k−max n (S), then (a ij ) = ADA * for some A ∈ M n,mk , and some
Then, we have
Therefore by Lemma 4.5, we have φ (n) (a ij ) ∈ M n (W ) + . As a result, we conclude that φ : OMAX k (S) → W is completely positive.
(ii) Now, letS = (S, {C n } ∞ n=1 , e) be another operator system on S with C k = M k (S) + such that for every operator system W , any k-positive map ψ :S → W is completely positive. One can easily verify that C i = M i (S) for all i = 1, 2, . . . , k. Moreover, we know that C k−max i (S) = M i (S) + for all i = 1, 2, . . . , k. This shows that both the identity map ı :S → OMAX k (S) and its inverse ı −1 : OMAX k (S) →S are k-positive maps. Then, by the assumption, ı is completely positive, and by part (i), ı −1 is completely positive. Since ı is also unital, we have thatS and OMAX k (S) are completely order isomorphic. 
It is clear that C k−max n (S) ⊆ P k n (S) for all n. On the other hand, using Theorem 2.12, given the abstract operator system OMAX k (S), there exists a Hilbert space H 0 , a concrete operator system S 0 ⊆ B(H 0 ) and a complete order isomorphism φ 0 : OMAX k (S) → S 0 ⊆ B(H 0 ) with φ 0 (e) = I H 0 . Then by Corollary 4.7, we have φ 0 :
(S) for all n. As a result,
Proposition 4.9. Let S be an operator system with unit e and fix k ∈ N. Then for a ∈ S, we have that
where the supremum is taken over all Hilbert spaces and over all unital k-positive maps ϕ.
Proof. Suppose that ϕ : S → B(H) is a unital k-positive map. By Theorem 4.6, ϕ : OMAX k (S) → B(H) is completely positive and hence it is completely contractive. It follows that ϕ is contractive and hence
On the other hand, if ϕ : OMAX k (S) → B(H) is a unital complete isometry, then ϕ is completely positive and a OMAX k (S) = ϕ(a) , for all a ∈ S. Therefore, we conclude that A matricial order on a * -vector space induces a natural matrix order on its dual space. There is a correspondence between the various operator system structures that an AOU space can be endowed with and the corresponding matricial state spaces. Unfortunately, duals of AOU spaces are not in general AOU spaces, but they are normed * -vector spaces. As was shown in [16] , the order norm on the self-adjoint part V sa of an AOU space (V, V + , e) has many possible extensions to a norm on V , but all these norms are equivalent and hence the set of continuous linear functionals on V with respect to any of these norms coincides with the same space which we shall denote by V ′ and call the dual space of V . For a functional f ∈ V ′ we let f * ∈ V ′ be the functional given by f * (v) = f (v * ); the mapping f → f * turns V ′ into a * -vector space.
Given an AOU space (V, V + , e) and its dual V ′ , then let M n,m (V ′ ) denote the set of all n × m matrices with entries in V ′ , n, m ∈ N. Then M n,m (V ′ ) together with natural addition and scalar multiplication is a complex vector space, which can be linearly identified as
of M n,m . The direct sum and the matrix product operations that link these matrix linear spaces are defined in the same way as described in Section 2.
Let f : M n,m (V ) → C be a linear map on the complex vector space M n,m (V ). We define
We denote the vector space of such linear maps by L(M n,m (V ), C).
, respectively.
where v ∈ M p,m (V ) and w ∈ M n,q (V ).
Proof. Let f = (f ij ) : M n,m (V ) → C be a linear map and let X = (x ki ) ∈ M p,n and Y = (y jl ) ∈ M m,q be two arbitrary scalar matrices. It is trivial that both Xf and f Y are linear functions on M p,m (V ) and M n,q (V ), respectively. Let v = (v kj ) ∈ M p,m (V ) and w = (w il ) ∈ M n,q (V ). Then we have
Let (V, V + , e) be an AOU space and let f = (f ij ) : M n,m (V ) → C be a linear map. There exists a linear map from the vector space of linear maps from M n,m (V ), L(M n,m (V ), C), into the vector space of linear maps from V into M n,m , denoted by L(V, M n,m ), and vice versa. Hence, given f ∈ L(M n,m (V ), C), we associate to f a linear map φ f = (f ij ) : V → M n,m by the following formula:
On the other hand, given φ = (φ ij ) ∈ L(V, M n,m ), we associate to φ a linear map f φ = (φ ij ) : M n,m (V ) → C by the following formula:
Based on this correspondence between these vector spaces of linear maps, if f = (f ij ) ∈ L(M n,m (V ), C) with each f ij ∈ V ′ , then φ f = (f ij ) can be regarded as sitting inside M n,m (V ′ ). Conversely, we identify φ = (φ ij ) ∈ M n,m (V ′ ) with the linear map f φ : M n,m (V ) → C defined as above.
Let φ = (φ ij ) : V → M n,m be a linear map with φ ij ∈ V ′ . Given A ∈ M n,p and B ∈ M m,q , p, q ∈ N, then A * φB ∈ M p,q (V ′ ) since both M n,m (V ′ ) and M p,q (V ′ ) are complex vector spaces and matrix product is a well-defined operation on them (see Section 2) .
We identify A * φB ∈ M p,q (V ′ ) with the linear map
When p = q = 1, we have A ∈ C n , B ∈ C m and A * φB ∈ V ′ . Moreover, F A * φB : V → C is given by A * φB itself. One can straightforwardly show that
The next lemma shows how to evaluate such maps when p = 1, q = 1. Before showing this result, we will discuss the matrix-vector correspondence and introduce a new notation which we will be using widely in the next results.
The Matrix -Vector Correspondence
Let X ∈ M n,m be a matrix, n, m ∈ N. Write X in terms of its columns
the vectorization of the matrix X. One can think of this process as a linear map
where {e i } n i=1 ⊆ C n and {e j } m j=1 ⊆ C m are the canonical orthonormal bases.
Lemma 5.2. Let (V, V + , e) be an AOU space and
Definition 5.3. Given an operator system structure {P n } ∞ n=1 on an AOU space (V, V + , e), then the dual of each cone P n is given by
, where E ij 's are the canonical matrix units for M n .
Given an operator system structure {P n } ∞ n=1 on an AOU space (V, V + , e) and f ∈ P d n , then the functionals f ij belong to V ′ , as was shown in [10] . Identifying each f ∈ P d n with (f ij ) ∈ M n (V ′ ), we shall regard P d n as sitting inside M n (V ′ ).
The dual cones of a given operator system structure {P n } ∞ n=1 on an AOU space (V, V + , e) form a matrix ordering on the dual normed space V ′ . Moreover, given a matrix ordering {Q n } ∞ n=1 on V ′ , one can construct an operator system structure on V as the following result shows:
be an operator system structure on the AOU space (V, V + , e). Then {P d n } ∞ n=1 is a matrix ordering on the ordered * -vector space V ′ with
is any matrix ordering on the * -vector space V ′ with
is an operator system structure on (V, V + , e). Note that the weak * -topology on V ′ endows M n (V ′ ) with a topology which coincides with the weak * -topology that comes from the identification of M n (V ′ ) with the dual of M n (V ). Thus, we shall refer to this topology, unambiguously, as the weak * -topology on M n (V ′ ). The mappings P n → P d n and Q n → d Q n establish a one-to-one inclusion-reversing correspondence between operator system structures {P n } ∞ n=1 on (V, V + , e) and matrix orderings {Q n } ∞ n=1 on V ′ with Q 1 = (V + ) d for which each Q n is weak * -closed (see [10] for more details.) Let S be an operator system with unit e. The natural operator system structure of S induces a natural matrix order on its dual space S ′ , which makes S ′ an operator system too. The dual cones on S ′ can be described as follows:
Knowing the matricial state space of a given operator system S, we would like to find the corresponding matricial state spaces of the k-minimal and the k-maximal operator systems.
Definition 5.5. Let S be a given operator system with unit e. For a fixed k ∈ N, set
Proposition 5.6. Let S be an operator system with unit e. Then {Q k−min
Proof. One can straightforwardly check that both these families of cones are matrix orderings on S ′ . Here, we will just show Q k−min 1
. . .
x m    ∈ C mk where x i ∈ C k , and
is a well-defined completely positive linear map on S.
As a result, Q
Theorem 5.7. Let S be an operator system with unit e.
Proof. We will show that
is the super k-minimal operator system structure on S, and {Q k−max n (S ′ )} ∞ n=1 is the dual of the super k-maximal operator system structure on S.
where each
. . . 
The k-Partially Entanglement Breaking Maps
In Quantum Information Theory, there is a great interest in quantum entanglement theory [12, 5] and the objects that support this theory like entangled states, separable states, and "entanglement breaking" maps. There is a well-known duality between the class of entanglement breaking maps and separable states defined on tensor composite systems. Based on this theory, a lot of work has been done to generalize the well-known class of entanglement breaking maps, and introducing the classes of "partially entanglement breaking" maps [14, 15] , which are related to "partially separable states". In this section, we will review these generalized concepts, and relate them to our construction of super minimal and super maximal operator system structures.
Let M n be the full algebra of n × n matrices, n ∈ N. It is clear that M n is, in fact, an AOU space. Moreover, M n is an operator system arising from the identification of M n with B(C n ). For some k ∈ N, let OMIN k (M n ) be the super k-minimal operator system structure on M n and OMAX k (M n ) be the super k-maximal operator system structure on M n . Then, we have
Note that OMIN k (M n ) is just the operator system M n ∼ = B(C n ) for all k ≥ n. The cone of positive elements of M n for any of these operator system structures coincides with the set of all positive definite matrices in M n .
Let s : M n ⊗ M m → C be a (quantum) state defined on the composite system M n ⊗ M m , n, m ∈ N. Then s is called separable if it is a convex combination of tensor states
where s i : M n → C and t i : M m → C are states on the component systems, and r i ≥ 0 with i r i = 1. States that are not separable are said to be entangled.
A state s : M n ⊗ M m → C can be represented by a positive semi-definite self-adjoint matrix operator of trace one, called a density matrix. One commonly denotes density matrices with lowercase Greek letters such as ρ, ξ, σ. The density matrix of a quantum state s : M n ⊗ M m → C is in fact the Choi matrix of the linear functional s, defined by ρ s = (s(E ij ⊗ E kl )), where {E ij } n i,j=1 and {E kl } m k,l=1 are the canonical matrix units for M n and M m , respectively. This association of s with its Choi matrix ρ s is an isomorphism known as Choi-Jamiolkowski isomorphism [20, 21] . Being a positive-definite matrix, the density matrix ρ s can be written as a sum of rank one positive semi-definite matrices
We will classify quantum states according to their level of entanglement or separability. To measure the level of entanglement or separability in quantum states, we need to know the Schmidt number of the density matrix for the given state.
The Schmidt Number of a Density Matrix 
The Schmidt Decomposition Theorem is a basic tool in quantum information theory. It is essentially the restatement of the Singular Value Decomposition in disguise. The standard proof of this theorem works by noticing that there is a linear isomorphism between C n ⊗ C m and M n,m given by associating a vector u e ⊗v e ∈ C n ⊗C m with the matrix u e v * e ∈ M n,m and extending linearly. We will denote the matrix associated to the vector U by A u . Applying the Singular Value Decomposition to A u gives the Schmidt Decomposition of U .
In the Schmidt Decomposition (6.1) of U , the least number of terms required in the summation (⋆) is known as the Schmidt rank of U . One can realize that, the Schmidt rank of U is equal to the number of non-zero singular values of the matrix A u associated to U , i.e. the rank of A u . In a similar way, the nonnegative real constants α e 's are exactly the singular values of A u , and they are often called the Schmidt coefficients.
Furthermore, since each u e v * e ∈ M n,m has rank 1, we see that even if we remove the requirement that the sets above be orthonormal, it is impossible to write U as the sum of fewer elementary tensors. To summarize, any vector U ∈ C n ⊗ C m can be written as
(u e ⊗ v e ), for some sets of vectors {u 1 , u 2 , . . . , u k } ⊆ C n and {v 1 , v 2 , . . . , v k } ⊆ C m for k ≤ min(n, m). And any rank one positive semi-definite matrix U U * can therefore be written as
(u e u * f ⊗ v e v * f ).
In other words, given a vector U of Schmidt rank at most k, we have
(u e u * f ⊗ v e v * f ) : {u 1 , u 2 , . . . , u k } ⊆ C n , {v 1 , v 2 , . . . , v k } ⊆ C m .
Let s : M n ⊗ M n → C be a quantum state and let ρ s be its density matrix. If the density matrix ρ s of the given state s : M n ⊗ M m → C is a finite sum of rank one positive semidefinite matrices U U * with U ∈ C n ⊗ C m of Schmidt rank at most k with k ≤ min(n, m), then the least such number k is called the Schmidt number [22] of ρ s .
The Schmidt number of a density matrix tells us the "level of entanglement or separability" of the state. A state s : M n ⊗ M m → C is called maximally entangled if the Schmidt number of its density matrix is min(n, m). Also, note that separable states are represented by density matrices of the form ρ = j σ j ⊗ τ j , where each σ j = e u A state s : M n ⊗ M m → C is called k-separable [5, 22] if the Schmidt number of its density matrix ρ s is at most k with k ≤ min(n, m). The quantum channels that carry any quantum states into k-separable states, are called k-partially entanglement breaking channels. In this section, we relate k-partially entanglement breaking maps to the k-minimal and the k-maximal operator system structures studied in the previous section. We begin with a characterization of k-separable states. where each A l = B j,l M * l ∈ M p,m has rank at most k for all 1 ≤ l ≤ s, since rank(A l ) ≤ min(rank(B j,l ), rank(M l )) = k. To see that (v) implies (iv), each A l ∈ M p,m of rank at most k, can be factorized as A l = B l M l , where M l ∈ M k,m is the reduced matrix of A l containing only the k rows that span A l , and B l ∈ M p,k is the coefficient matrix of A l . Set ψ l (X) = B * l XB l which is completely positive, then φ(X) = s l=1 M * l ψ l (X)M l . Finally, clearly (vi) implies (i). One can easily check that (iv) implies (vi).
