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Introduction
This section state the basic concept of data mining and the technologies data mining used. Data mining discovers and exacts knowledge and information from big amount of data. Database, data warehouse and other data storage can provide data source for data mining usage.
Data mining and related concepts
The main components for data mining are categorized as:
• Database, data warehouse or other data storage By principle, data mining can be applied to any type of data, which includes: relational database, data warehouse, transaction database, advance database system and web data. There are two stages of data mining: knowledge discovery and prediction. Knowledge discovery is used to analysis data and find out the general pattern from the data. Prediction uses the result of knowledge discovery to predict the further stuff. Usually, the main tasks for data mining are association analysis, clustering, classification, predication, time-series pattern and deviation.
• Association analysis Association rules are the important information of the database which is discoverable. The goal of association analysis is to find out the implicit relation of the data. Support and confidence are used to measure the association between or among two or more variables.
• Clustering Clustering classifies the data into different categories based on their similarity. The data in the same category are similar with each other. Clustering analysis can find out the disturbing pattern of the data and the possible relationship of data.
• Classification Classification is to find out the description of a category. This description stands for the information of the whole category and also be used to create a pattern based on it.
• Predication Predication is to use the data of the past to find out the changing rules and create models. Then use the rules and models to predict the data and its characters will happen in future. Accuracy and uncertainty are important for predication.
• Time-series pattern Time-series pattern is based on the time order find out the repeat happened high probability pattern. Same as the predication, it also uses the known data to predict the value of data in future.
• Deviation Deviation contains much useful knowledge. Data in the database always have some abnormal cases, to discover these abnormal cases are important. The basic method to do the deviation checking is to compare the data with the pattern.
Data Mining Core Technology

Artificial neural network
Artificial neural network is a mathematic model for information processing which is inspired by the structure of neural synapse networks. Artificial neural network is a computational model composed by a group of connected artificial neural cells. Each cell stands for a kind of output function which is called activation function. The interconnection between every two nodes stands for the weight value of this connection signal. The output of the network is based on how the cells connected the weight values and activation function. Artificial neural network is a system can automatic learn and summarize the known data and find out the patterns among them. ANN can be used for inference based on that[1].
Genetic Algorithm
Genetic algorithm is a random search algorithm inspired by the natural selection, inheritance and other evolution mechanisms in biology. It is one of the evolution algorithms to solve the mathematical optimization problems. For an optimization problem, the abstract of amount of candidate solutions represent the group could evolve to a better solution. Binary strings usually are used to present a solution as 0s and 1s. Evolution starts from a totally random individually group and evolving by every generation. For every generation, the fitness of the whole group will be evaluated. Based on the fitness value, choose multiple individuals and generate new live group by natural selection and mutation. This new group will be the current group for next iteration in the algorithm. Generic algorithm is proved by Sunil can be used for data mining.
Decision Tree
Decision Tree is an algorithm for predictive model. It consist a decision diagram and the possible results. It classifies a big amount of data, and find out the valuable potential information from them.
Rough Set
In the theory of rough set, crisp set is the traditional set, but the rough set is used to get the approximation of the original set as give the upper approximation and the lower approximation set for the crisp set. The upper and lower approximation sets are both crisp set. The rough set processes the two dimensional data table as its object. The relational data base management system and the data warehousing management system provide the data as the foundation to rough set method for data mining.
Association rule mining
Single transaction of the shopping cart can tell us the shopping behavior of a particular costumer. After getting a large amount of records of the shopping cart transactions, the behavior of the whole costumers can be analyzed and predicted. Association rule mining helps to find out the relationship amount the items costumers purchased in their shopping carts. The well known example of association rule mining is the "diaper and beer". The analysis of the transactions of a grocery store discovered that young men who buy diapers may also buy beer. This indicates an unexpected relation between two products in costumers' daily shopping behaviors.
Definition of association rule mining
In the transaction record, every transaction contains the transaction id and the items number purchased by the costumers. The set of the items happened in a transaction is called the "Itemset." A transaction is called T [2] .
Assume X is a itemset, if all items in X are all included in transaction T, then it is called transaction T supports itemset X. The support count of itemset X is defined as the total amount of the transactions which support itemset X. the support of the itemset X is the percentage of the number of transactions which support itemset X in the total number of all transactions. Association rule must satisfy two pre-defined valued: the minimum support and the minimum confidence. The minimum support count is the minimum support multiplies the total amount of the transactions in the record.
The problem of the association rule mining can be split into two sub problem. The first one is to find out all item sets which support is equal or greater than the minimum support. These item sets are large item sets. The second one is to find out the association rules which confidence is equal or greater than the minimum confidence from the large item sets. Obviously, as long as the large item sets have been found, we can get the association rules directly from the large item sets.
Apriori Algorithm
An item set which contains k items is called k item set. Lk is the union set of all large k item sets. Apriori algorithm uses the large item sets found in pervious step to find out the large item set for next step. Which means, first find out the large item set L1 and then based on L1 to find out the large item set L2, and so on, until no more large item set can be found. To reduce the calculation time to generate the large item set, Apriori uses the breath-first method to count the support and generates the large item sets by the down closure property. The down closure property of the item set is any sub-set of a large item set must be a large item set [3] .
Assuming {A, B} is a large item set, based on the definition of the large item, the support of {A, B} must equal or greater than the minimum support. For the sub-set of {A, B}: {A} and {B}, in the transactions record, the support of item set {A} must equal or greater than the support of the large item set {A, B}. Thus, the item set {A} is a large item set. Similar for item set {B}, {B} is a large item set.
Apriori algorithm uses the down closure property to generate candidate item sets. There are two steps to generate the candidate item sets:
• Join procedure
• Prune procedure Generate candidate k item sets is based on the (k-1) large item set. Ck stands for union set of all candidate k item sets. X1 and X2 are two (k0 -1) large item sets, Xi[j] stands for the jth item in item set Xi. It is assumed all items in the item set are in the ascending order. If the first k-2 items in X1 and X2 are all the same, and
, then X1 and X2 can be combined together to get a k candidate item set, which is {X 1 [1] 
is to avoid re-generating the duplicated K item set.
Delete candidate item sets which do not satisfy the Apriori property. Candidate kitem set C k includes L k , but may not equal to L k . If X∈C k , while Apriori algorithm querying each transaction from the record, it will add 1 to the support of X if the transaction support item set X. Reduce the size of C k by applying Apriori property: if any sub-set of size (k-1) of item set X is not large (k-1) item set, then X must not be a large k item set, then delete X from C k .
Pseudo code of Apriori Algorithm: L 1 = Union set of large 1 item sets; Return L = all large candidate item sets;
Simplex
In geometry, simplex or n-simplex is an n dimensional polytope which is a convex hull n + 1 vertices. N starts from 1 to arbitrary. 1-simplex is a line segment. 2-simplex is a triangle. 3-simplex is a tetrahedron. 4-simplex is a heptapeton. A simplex is the smallest convex set of the given vertices. A regular simplex is a simplex which is a regular polytope. An n-simplex can be built by connecting a new vertex to a (n -1)-simplex using the common edge length. 
Shared nothing architecture
Shared nothing architecture is a distributing architecture for computing. Each node in the architecture has its own resources to complete its tasks. The resources include memory and hard disk for storage. The nodes in the architecture are independent from each other and all self sufficient. There is no single point of contention in the share nothing architecture.
For processing the information gathered from each distributed node, there is a place to get all the information integrate together and generate the final result.
Master and slave module
I used the master and slave module to implement the data warehousing system. Master machine is the center point of the system. It sends the query request parallel to each slave machine. Slave nodes use shared noting architecture to process the query request from Master independently. After completing the query, each node sends the result back to the master machine. Master machine gathers the result from each node and then integrate them together.
Bitmap structure in Database machine
Bitmap structure is used to store the data in my data warehouse experiment [2] . It's the core technology implemented for providing data used by Database machine. Bitmap was converted data in multiple database tables from different database sources. I first compressed the bitmap by compressing every 32 1s and or 0s into one integer. Then store the integers into files which simulated the hard drive structure. The I/O operations on these files can access the whole segment bitmap data by a single read or write operation. The bitmap data is evenly split and stored on different slave machines responding to master machine's request.
Bitmap simplex algorithm
Jia implemented Bitmap FP-growth algorithm by applying bitmap technology to improve the FP-growth tree algorithm [3] . Bitmap simplex algorithm is designed for parallel computing on database machines based on bitmap FP-growth algorithm. I use the same example to describe the bitmap simplex algorithm as Jia [3] The frequency of the result R1 is 2, which is qualified with the minimum support of 3. So set {5,19} is a solution.
Use the result R1 to do the AND operation with the left 8 items in the item set: Then, we need to go back to use the first item of the original table 5 and do the AND operation with the third item from the step 1 result set: item 7: There is no solution in this step.
Then add item 5 and item 10: The table above can be described in simplex as follows: The table above can be described in simplex as follows: The table above can be described in simplex as follows: For item 38, the solutions are as follows:
{38, 17, 46} Table 20 -Solutions for item 38
The table above can be described in simplex as follows: This simplex diagram is same as the one generated by bitmap FP-growth algorithm for this example. It helps to verify the accuracy of the simplex algorithm.
Experiment and results
I did an experiment by using the bitmap structure I created to do the association rule mining on 4 different computers parallel.
The original bitmap converted from the database has 123500 columns. My experiment calculated two items frequently sets and three items frequently sets with minimum support 10% and 5%. For two items, it took less than one second to complete the 10% calculating found 94 solutions and four seconds to complete 5% found 294 solutions. For three items, it took about 2 minutes for 10% found 94 solutions and about 7 minutes for 5% found 971 solutions. I also did the experiment to get four items frequently sets with 5% support. The experiment took about 18 minutes to complete and found 2114 solutions.
I have the solution sets result attached in Appendix. In this paper, I combined the bitmap structure to improve the performance of association rule mining on database machines. I also created a simplex algorithm using the bitmap structure to achieve parallel computing. I proofed the association rule solutions are accurate as from FP-growth tree algorithm and Bitmap FP-growth algorithm. In the experiment, the performance of calculating association rule mining on simulated master -slave architecture database machines are impressive. In future, I plan to use the bitmap structure I implemented for different kinds of association rule mining algorithms to compare the performance of them and improve the structure if needed. 
