We investigate some properties of non-symmetric Jack, Hermite and Laguerre polynomials which occur as the polynomial part of the eigenfunctions for certain Calogero-Sutherland models with exchange terms. For the non-symmetric Jack polynomials, the constant term normalization N is evaluated using recurrence relations, and N is related to the norm for the non-symmetric analogue of the power-sum inner product. Our results for the non-symmetric Hermite and Laguerre polynomials allow the explicit determination of the integral kernels which occur in Dunkl's theory of integral transforms based on re ection groups of type A and B, and enable many analogues of properties of the classical Fourier, Laplace and Hankel transforms to be derived. The kernels are given as generalized hypergeometric functions based on non-symmetric Jack polynomials. Central to our calculations is the construction of operators b and b , which act as lowering-type operators for the non-symmetric Jack polynomials of argument x and x 2 respectively, and are the counterpart to the raising-type operator introduced recently by Knop and Sahi.
Introduction
Non-symmetric Jack polynomials occur as the polynomial part of the eigenfunctions of the CalogeroSutherland model on a circle with exchange terms. This means, in particular, that they are eigenfunctions of the transformed Hamiltonian Here s jk is the operator which acts on functions by exchanging the j'th and k'th coordinates. The nonsymmetric Jack polynomials E (x), x := (x 1 ; : : :; x n ) were introduced by Opdam 28] and their properties have been expounded upon in 18, 29] . (Their q-analogues, the non-symmetric Macdonald polynomials were introduced in 23] and have also received attention in the literature 4, 25] ). In what follows, we shall mainly be following the notation of Knop and Sahi 18, 29] .
The E (x) are labelled by an n-tuple = ( 1 ; 2 ; : : :; n ) 2 IN n and are uniquely de ned as being the and by the fact that they have an expansion of the form E (x) = x + X a x :
(1.3)
Here the partial order on n-tuples is de ned for 6 = by i + < + or in the case + = + < 1 email: tbaker@maths.mu.oz.au 2 email: matpjf@maths.mu.oz.au where + is the unique partition associated with obtained from permuting its entries, and < is the usual dominance order for n-tuples i.e. < i P p i=1 ( i ? i ) 0, for all 1 p n. Indeed, we have the eigenvalue equation i E = i E , where 29] i = i ? #fk < i j k i g ? #fk > i j k > i g (1. 4) The Cherednik operators are self-adjoint with respect to the inner product 3] hf; gi C de ned as a Fourier integral with x j = e 2 i j , 0 j 1, for general 1= 0. This self-adjointness, along with the form of the eigenvalues given in (1.4) implies that the non-symmetric Jack polynomials are orthogonal with respect to the above inner product. The value of hE ; E i C has been computed by Opdam in 28] (and in 23, 4] for the q-case). One of the new results of this work, given in Section 2, is a di erent evaluation of hE ; E i C , utilizing the operator introduced in 18].
Recently we began a study of the eigenfunctions of the Calogero-Sutherland model in an external harmonic potential with exchange terms, associated with the roots systems of type A and where to obtain (1.7) we have set y j = x 2 j in 2, (1. (1.9)
In this paper, we continue our study of the non-symmetric Jack, Hermite and Laguerre polynomials. In Section 2 we review some results concerning the non-symmetric Jack polynomials, in particular those due to Knop and Sahi 18, 29] , which are relevant to the calculations in later sections. Using these results, we provide a new proof of the evaluation of the norm hE ; E i C . We also give a non-symmetric analogue of a generalization due to Kadell 16] of the Morris constant term identity 26] . In the course of deriving this result we obtain a formula relating the norm hE ; E i C and the norm hE ; E i, where h ; i is the non-symmetric analogue of the power-sum inner product speci ed in 6, 29] .
In Section 3, we turn our attention to the non-symmetric Hermite polynomials E (H) , beginning with a brief review of the pertinent results in 2]. We then proceed to construct certain operators which are su cient to generate all E (H) by recurrence. This enables us to compute the norm N (H) for non-symmetric Hermite polynomials. Our attention is then directed towards a construction of Dunkl's 11, 12] non-symmetric kernel K A (x; y) (an analogue of the (symmetric) generalized hypergeometric series 0 F 0 (x; y) 33]), which is used to de ne generalizations of the Fourier and Laplace transforms. This kernel also allows us to derive an exponential formula, a generating function, and integral formulae for the nonsymmetric Hermite polynomials in complete analogy with the symmetric case 1]. Indeed, we show that 0 F 0 (x; y) can be constructed from K A (x; y) by symmetrization. The analysis of Section 3 is repeated, albeit more succinctly, in Section 4 for the Laguerre case.
The Jack case
We begin by reviewing some of the results in 18, 29] . A fundamental result concerns the action of the elementary transpositions s i := s i;i+1 on the non-symmetric Jack polynomials, which is given by Lemma 2.1 Let i be the eigenvalue of i on the non-symmetric Jack polynomial E , and let i; := i ? i+1 . Then the action of s i is given by 
where := ( 2 ; 3 ; : : :; n ; 1 + 1) As noted in 18], these results imply that the operators s i , 1 i n and are su cient to generate all E . As an application, Sahi 29] was subsequently able to evaluate E at the point x 1 = x 2 = = x n = 1. To write down this result, which is required below, we need some additional notation. For a node s = (i; j) in an n-tuple , de ne the arm length a(s), arm colength a 0 (s), leg length l(s) and leg colength l 0 (s) by a(s) = i ? j l(s) = #fk > ijj k i g + #fk < ijj k + 1 i g a 0 (s) = j ? 1 l 0 (s) = #fk > ij k > i g + #fk < ij k i g (2.5) where (x) = 1 for x > 0, and (x) = ?1 for x 0 Proof. First, note that the transpositions s i are hermitian w.r.t. the inner product de ned by (1.5).
Thus from the de nition (2.2) h f; gi C = hf; gi C , and so is an isometry. hE ; E i C through the obvious change of variables ! s i (recall i;si = ? i; ). It thus remains to show that the right hand side of (2.5), RHS say, obeys the same recursion relations (2.6) and (2.7) and that both sides have the same evaluation in the trivial case = 0. For the latter property note that then i = 1 ? i and so (2.5) 1) which when reinserted back into (2.9) yields the required equality. ? E (x ?1 )E (x) (x) . In (2.19), the dependence on a and b on the right hand side is explicitly displayed by virtue of (2.11) . This allows the a, b ! 1 asymptotics to be computed, which leads to a relationship between E (1 n ) and d N =f and also allows a simpli cation of the right hand side of (2.19) . It is convenient to rst take the ratio of (2.19) to that obtained upon setting = 0 : 
Note that by multiplying both sides by d =e and summing over the distinct permutations of = + using (2.12), we get back (2.22) with E replaced by J ( ) on both sides, which is the formula of Kadell 16] .
To obtain the integration formula of Macdonald, Kadell and Kaneko, we make use of the following lemma, proved in 14] This formula is the generalization of the Macdonald-Kadell-Kaneko integration formula, in the form given by Kaneko 17] . The formula of 17] can be reclaimed by multiplying both sides by d =e and summing over the distinct permutations of = + using (2.12).
The Hermite case
In this section we shall construct an operator b analogous to the operator given in (2.2), which also has a very simple action on non-symmetric Jack polynomials. The properties of b underpin many of the results in this section. Another key ingredient is the type A Dunkl operator given by 
a result we shall use later on. whence the result. 2
The raising (resp. lowering) operator (resp. b ) for the non-symmetric Jack polynomials have their counterparts for the non-symmetric Hermite polynomials. In fact b remains a lowering operator for the E (H) , but no longer has a simple action in the Hermite case. We nd instead that b is the appropriate raising operator for the E (H) 's, where denotes the adjoint operator with respect to the Hermite inner product (1.8 Hence taking the inner product of both sides of (3.13) with E (H) and dividing by 2 gives
It thus su ces to show that the right hand side of (3.14) satisfy the recursions (3.15) and (3.16), and is valid in the case = 0. But the recursions follow immediately from Lemma 2.3, while the = 0 case is a well-known limiting case of Selberg's integral. 2 
Integral kernel and generating function
The operator b has another application concerning integral kernels introduced by Dunkl 11, 12] . In particular we are able to derive a generating function for the non-symmetric Hermite polynomials, which can be used to derive an integral transform which makes explicit the theory of Dunkl in the type A case. We begin with the following lemma Lemma 3.7 Let F = P A E (x)E (y 
while from (3.6) we have
Hence using (a), (b) and the fact that operators acting on di erent sets of variables commute, we have An immediate application of Proposition 3.9 is to provide an alternative derivation of the norm (3.14).
This also requires using the orthogonality of fE (H) g with respect to (1.8) (see the proof of 1, Prop. 3.7] for details, where the analogous calculation is presented in the symmetric case).
We note that the analytic nature of K A (x; y) is easily established. Proof. We rst note from (2.12) that C (y)
Substituting in the right hand side of (3.22) and equating coe cients of J (x)E (y) with the right hand side of (3.24) multiplied by n! gives the sought result. Proof. We rst note from the bound (3.21) that all the integrals exist. The rst formula follows by multiplying both sides by e ?p2(w)?p2(z) , using the generating function of Proposition 3.9 twice on the left hand side and then using the orthogonality of fE (H) (y)g with respect to (1.8) to compute the integral. The resulting sum is identi ed as K A (2z; w). The second formula follows from the rst after multiplying by e ?p2(w) , using the generating function on the left hand side and equating coe cients of E (w) on both sides, while the third follows by replacing z by iz, using the generating function on the right hand side and equating coe cients of E (w We note that (3.33) is identical to the asymptotic behaviour of 0 F 0 (x= ; y= ) (with the assumption x 1 < < x n and y 1 < y n ) 1, eq. (5.46)]. Dunkl 11, 12] has developed a theory of integral transforms within the framework of root systems. In the type A case, the kernel satis es properties (a) and (b) of Theorem 3.8. We can see that the type A kernel of Dunkl must be precisely our K A (x; y) by further developing the consequences of Proposition 3.13. For this we require the exponential operator formula 2, 31] E (H) = e ? A=4 E (3.34)
(an alternative derivation of this formula is a orded by using (3.19) to deduce that e ?
A =4 K A (2x; z) = e ?p2(z) K A (2x; z) and then using the generating function to equate coe cients of E (H) (z) on both sides). Substituting (3.34) in (3.29) and (3.30), and using the fact that fE (H) g is a basis for analytic functions, we obtain the following formulas. We will conclude this subsection by presenting results, communicated to us by C. Dunkl 13] , on the relationship between the pairing (3.42) and the analogue of the power sum inner product for the nonsymmetric Jack polynomials. The latter inner product is de ned by Sahi 29] with the generalized binomial coe cients de ned by
Analogous results hold for the function K A (x; y), although it is the analogue of (3.50) which is derived directly.
Proposition 3.19
We have e p1(x) K A (x; y) = K A (x; y + 1):
Proof. Consider the action of (y+1) where U (y) is a polynomial with leading term E (y). Substituting this in (3.54) and equating coe cients of E (x) we see that (y+1) i U (y) = i U (y) and thus U (y) is proportional to E (y +1). The proportionality constant is unity since the leading term of U (y) is E (y).
2 We can reclaim (3.50) from (3.53) by symmetrizing both sides with respect to x using (3.22). Since (3.50) and (3.51) are equivalent, this also establishes the latter identity. A signi cant feature of (3.51) is that combined with the fact that the coe cients in the monomial expansion of C are independent of the number of variables n it immediately implies the binomial coe cients ? are independent of n. The only other published proof of the independence of the binomial coe cients on n is given in ref. 17] , via a long case-by-case check, and the independence is then used in the derivation of (3.51).
In the non-symmetric case we can de ne generalized binomial coe cients ? , j j j j, analogous to Proof. This is done in an analogous way to the method of proof of the independence of the symmetric binomial coe cients noted above. Thus we substitute the de nition (3.55) in the right hand side of (3.53), and equate coe cients of E (y) on both sides to obtain the analogue of (3.51):
The independence of the ? on n follows immediately from this identity, and the facts that the coe cients a in (1.3) and the d 0 are independent of n. 2 The symmetric generalized binomial coe cients can be expressed in terms of the non-symmetric ones. Indeed note that by symmetrizing (3.55) using (3.23) and (3.26) , and comparing with (3.52), we obtain The non-symmetric binomial coe cients can be used to compute the action ofẼ 0 ,Ẽ 2 andD 1 on the E . where it is assumed the integral is absolutely convergent (note from (3.33) that for large-x, and x and t suitably ordered K A (?t; x) = O(e ?t1x1?:::?tnxn ): In the symmetric case (K A (?t; x) replaced by 0 F 0 (?t; x)) with n = 2, this has been considered in some detail by Yan 34] . We nd that the results of Yan all have non-symmetric counterparts.
A very simple example is the shift property 34, Prop. Proof This is shown by adapting the strategy of Yan. We will make use of the formula P (T t ) E (t) E (1 n ) t=0 = ; ; where P (x) = (2 ) j j d 0 E (x); which follows from (3.42). Applying this formula to (3.55) gives that for all with j j j j
and so P (T t )K A (?t; x) t=1 = (? ) j j 1 d 0 E (x)e ?p1(x) where the formula (3.56) has also been used. Thus
Since we are assuming L f](t) = 0, this last expression must vanish, and this holds true for all . But fE g is a basis for analytic functions, so it follows that f = 0 (this can been seen by forming an appropriate linear combination of the E so as to reconstruct f(t) a.e., which gives hf; fi L a=0 = 0.) 2 Further properties of the generalized Laplace transform will be discussed in the next section. (3.69) and the conditions that they are homogeneous of degree k and linearly independent. The label l distinguishes linearly independent solutions for each value of k; with P k denoting the space of homogeneous polynomials of degree k, Dunkl 10] has shown that there are dim P k ? dim P k?2 linearly independent solutions. However, in Dunkl's theory the basis for the label l is left unspeci ed, and in the equations below l will be replaced by a dot. Now, from 9, Th. 1.11] any homogeneous polynomial can be expressed in terms of certain harmonic polynomials, which themselves are speci ed by the homogeneous polynomial. Applying this formula to the non-symmetric Jack polynomials gives E (x) = 
Let be the analogue of the operator acting on functions of x 2 . That is, := x 2 n s n?1 s 2 s 1 which clearly acts on non-symmetric Jack functions by
where, as before = ( 2 ; 3 ; : : :; n ; 1 + 1).
We also introduce the non-symmetric analogue of the generalized factorial function as 
We can now use the above result to calculate the norm of the functions E (L) (x 2 ) Proposition 4. Proof. The formula (4.13) follows from (4.12) by applying the identity (3.56) on the right hand side and equating coe cients of E (z). The formula (4.14) follows from (4.12) by multiplying both sides by e ?p1(z) , using the identity (3.56) with z replaced by ?z on the left hand side and equating like coe cients of E (z).
By substituting x = 0 in (4.13) we obtain the explicit value of E (L) at the origin. where K A is de ned by (3.17).
As in the case of the symmetric Laguerre polynomials, by using the generating function (4.21), the orthogonality of fE (L) g with respect to (1.9) and Corollary 4.9 we can provide an alternative proof of 
Generalized Hankel transform
The generating function formulas (4.12), (4.20) We remark also that Dunkl 11] has proved, without using the explicit formula In the non-symmetric case Dunkl 11, 12] has de ned the Hankel transform by (4.36) with z 2 replaced by iz 2 . The isometry property is proved, and the relationship between the Hankel transform and polynomials annihilated by the operator B explored in some detail. Here we complement Dunkl's theory by extending the results of ref. Thus, with 1=(1? z) = t, the integral on the left hand side of (4.39) is the generalized Laplace transform in (4.37), and the rst result follows. The second result follows from the rst by replacing by , and summing over with appropriate dependent factors given in (4.13) so that E (L) (x) on the left hand side becomes E (x). Performing the same operation on the r.h.s. we see from (3.55) and (4.13) that the resulting sum is equal to E (L) (1=t), as required. where to obtain the second line we have used the series expansion (3.17) to replace K A (?y 2 ; x 2 ) and integrated term-by-term using (4.38), while to obtain the nal line the symmetry with respect to the interchange of y 1 and y 2 has been used ( 1 K 0 is given by (4.15) with b = c). On the other hand, from 
