Regional refinement of the gravity field models from satellite data using spherical radial base functions (SRBF) is an ill-posed problem. This is mainly due to the regional confinement of the data and the base functions, which leads to severe instabilities in the solutions. Here, this ill-posedness as well as the related regularization process are investigated. We compare three methods for the choice of the regularization parameter, which have been frequently used in gravity modelling. These methods are (1) the variance component estimation (VCE), (2) the generalized cross validation (GCV) and (3) the L-curve criterion. A particular emphasis is put on the impact of the SRBF type on the regularization parameter. To do this, we include two types of SRBF which are often used for regional gravity field modelling. These are the Shannon SRBF or the reproducing kernel and the Spline SRBF. The investigations are performed on two months of the real GOCE ultrasensitive gravity gradients over Central Africa and Amazon. The solutions are validated against a state-of-the-art global gravity solution. We conclude that if a proper regularization method is applied, both SRBF deliver more or less the same accuracy. We show that when the Shannon wavelet is used, the L-curve method gives the best results, while with the Spline kernel, the GCV outperforms the other two methods. Moreover, we observe that the estimated coefficients for the Spline kernel cannot be spatially interpreted. In contrast, the coefficients obtained for the Shannon wavelet reflect the energy of the recovered gravity field with a correlation factor of above 95 per cent. Therefore, when combined with the L-curve method, the Shannon SRBF is advantageous for regional gravity field estimation, since it is one of the simplest band-limited SRBF. In addition, it delivers promising solutions and the estimated coefficients represent the characteristics of the gravity field within the target region.
I N T RO D U C T I O N
The spherical radial base functions (SRBF) have been recently used in several research studies for regional and local parametrization of the gravity field. See for example Marchenko (1998) , Marchenko et al. (2001) , Marchenko (2003) , Jekeli (2005) , Schmidt et al. (2006) , Schmidt et al. (2007) , Eicker (2008) , Eicker et al. (2010) , Schachtschneider et al. (2010) , Naeimi (2013) and Bentel et al. (2013b) . A longer list of previous work in this field can also be found in . The SRBF provide a flexible basis to model the gravity field over a specific region and could assist studying certain regional phenomena. They can be adapted to the signal variations in different regions . It is also expected that using the SRBF, more information can be extracted out of the data compared to the spherical harmonic analysis. In a recent study, Eicker et al. (2013) showed that the regional gravity modelling gives about 50 per cent smaller noise level in ocean areas and makes it possible to extract more signal with high-frequency gravity field features. They compared their regional and global solutions based on the same period of real GOCE data and validated the results against the global gravity model EGM2008 (Pavlis et al. 2008) .
To set up a regional model in SRBF, a group of various choices should be defined in advance. The shape, location and bandwidth of SRBF as well as the contribution of a prior global model to consider the long wavelengths of the gravity field are among the most important choices. In addition, one has to take care of undesired edge effects caused by the regional confinement of the data as well as the base functions. Several research studies have been carried out so far to investigate these issues in gravity field representation using SRBF. compared various types of SRBF in regional gravity field recovery using terrestrial data. They concluded that almost the same accuracy for regional solutions can be obtained for different types of SRBF provided that their depth (shape parameter) is chosen properly. The applicability of different SRBF is also investigated by Bentel et al. (2013a,b) to model a regional gravity field based on simulated satellite data. They showed that it is not sufficient to compare only small residuals for the validation of regional gravity fields and the 'physical meaning' of the estimated coefficients should also be assessed. The location of SRBF on the sphere is investigated in detail in Eicker (2008) , who compared several pre-defined point grids to find a homogeneous distribution for the location of the base functions. Barthelmes (1986) studied the optimization of the point masses for the approximation of the Earth's gravity field. Antoni (2012) investigated the point distribution of the SRBF by estimating the position of the base functions, leading to a nonlinear parameter estimation procedure. In a more comprehensive study, Wittwer (2009) investigated the choice of SRBF, the SRBF network and the SRBF bandwidth selection and presented some results based on the satellite and terrestrial data. Schachtschneider et al. (2010) investigated the contribution of several parameters on errors in regional refinement of gravity field models using satellite data. They considered the impact of orbit height, size of the data area, noise level and degree of an a priori gravity field model in their study.
Regularization of regional gravity field solutions using SRBF is also a sensitive task. The normal matrices associated with the regional gravity field models are ill-posed. One source of the illposedness (on both global and regional scales) is the signal attenuation at orbit height known as the up-and downward continuation. For low-degree global gravity modelling, the downward continuation does not necessarily require regularization (GFZ 2015) . However, for high-resolution gravity field solutions, the regularization is indeed inevitable (Kusche & Klees 2002) . Another and more important reason for the ill-posedness of the regional solutions is due to the restriction of the data and the base functions to a specific area, which causes severe instabilities in the solution (Naeimi 2013 ). In addition, for regional solutions using SRBF it is very likely that more base functions are used as minimally needed, which results in an over-parametrized system of equations (Bentel et al. 2013b) .
Hence, to obtain a useful solution, a proper regularization technique has to be applied. In practice, Tikhonov regularization (Tikhonov & Arsenin 1977) is usually used for the regularization of ill-posed problems by introducing some prior information to the model. The key issue of this technique is to weight the observations against the introduced information using the so-called regularization parameter. Therefore, the regularization parameter should be chosen based on some reasonable criteria. The choice of the regularization parameters has been considered in several studies for regional gravity field recovery. Xu & Rummel (1994) and Xu (1998) investigated several biased estimators for the regularization of regional gravity fields from simulated data. Koch & Kusche (2002) show that the method of variance component estimation can be used to regularize the gravity field determinations and the combination of various satellite observations. Kusche & Klees (2002) compared the performance of two parameter choice methods for the regularization of global gravity field recovery from simulated gradiometry data.
However, to the best of our knowledge, since the realization of satellite gravity missions in the last decade and the availability of numerous satellite observations, there has been no comparison of the existing parameter choice methods for regional gravity field modelling in SRBF. Specifically, the mutual impact of the regularization and smoothness of the base functions defined by the shape of SRBF has not been investigated so far. The main goal of this contribution is to investigate the regularization process for the determination of regional gravity field models and possibly to simplify the model setup in SRBF. We compare the performance of three most frequently used approaches to determine the regularization parameter. In addition, two different kinds of SRBF in our analyses are used to investigate the impact of their shape on the regularization parameter. We apply our analyses to two months of the Gravity field and steady-state Ocean Circulation Experiment (GOCE; Drinkwater et al. 2003) gravity gradients (GGs). We use only the accurate components of the gradient tensor which are T xx , T yy , T zz and T xz and do not include T xy and T yz . The test regions in this study are Amazon and Central Africa where the quality of the gravity field has been improved since the GOCE data are available. To validate our regional solutions we consider the RMS values of observation residuals at orbit level and the RMS values of geoid differences on the Earth's surface with respect to the global geopotential model GOCO03s (Mayer-Gürr 2012) . In addition, we also check the correlation between the estimated coefficients and the recovered field to see whether these coefficients reflect the energy of the signal.
The paper is organized as follows: in Section 2, a brief overview about the regional gravity field modelling using SRBF will be given. We shortly discuss the regional model setup in SRBF and describe our methodology for regional modelling based on GOCE data and explain why we use specific types of SRBF in our analyses. Section 3 is dedicated to the regularization of ill-posed gravity field models where a key issue is to find an optimal regularization parameter. Three different and frequently used methods for the choice of regularization parameter will be briefly described. In Section 4, these methods are compared in two different scenarios using the GOCE GGs in our test regions. Section 5 summarizes the results and conclusions.
G R AV I T Y F I E L D R E P R E S E N TAT I O N I N S R B F
SRBF centred at position r k near the surface of the sphere R are defined as, for example, Freeden et al. (1998) or Schmidt et al. (2007) :
where R is the mean radius of the Earth and b n are the degreedependent shape coefficients or the Legendre coefficients. The Legendre polynomials P n (cosψ) of degree n = 0, 1, . . . , N max are a function of spherical distance ψ, between the evaluation (observation) points with position vector r and the position vector r k where B is located. The general form of gravity field representation in SRBF can be described as a linear combination of a set of SRBF:
in which GM is the geocentric gravitational constant and K is the number of base functions. The dimensionless scaling coefficients α k are the unknowns in the analysis and play the same role as the Stokes coefficients in spherical harmonic analysis do. Eq. (2) can also be used to evaluate other functionals of the gravitational potential such as gravity anomalies, geoid heights or GGs. In general, any functional of the gravitational potential, denoted by F {T }, can be Downloaded from https://academic.oup.com/gji/article-abstract/202/2/1041/594411 by guest on 11 January 2019 evaluated using SRBF and the scaling coefficients α k as follows:
Functional model for GOCE data
Eq. (3) can be rewritten for GOCE gradiometry data, in which F {.} is the second derivative operator:
The second derivatives T ij are the components of the symmetric gradient tensor:
in which x, y and z being along-track, cross-track and radial axes, respectively. In the sequel, we will use only the four accurate components of this tensor which are T xx , T yy , T zz and T xz (Stummer et al. 2008; Bouman et al. 2011) . In addition, we set up the observation equations in the so-called Gradiometer Reference Frame (GRF) to avoid the impact of inaccurate components during the rotations from GRF to the Earth fixed frame (Bouman 2007) .
Regional model setup using SRBF
The model setup in SRBF requires a collection of different choices to be made in advance. These choices are:
(1) the shape of SRBF, (2) the number and position of SRBF, (3) the maximum degree of expansion or the bandwidth of SRBF, (4) the removal of the long wavelengths using a priori known gravity model and (5) the size of the data and grid regions.
Our considerations show that the first two choices are the most important ones and have remarkable influence on the quality of the recovered regional gravity field (Naeimi 2013) . The third choice is in fact closely interconnected with the first two choices but can be made in advance due to the expected frequency contents of the given data set. In the case of GOCE data, an N max = 250 is sufficient for only two months of data. If more data periods are analysed, a larger N max could be used. This is also the same for global solutions. For example, the first global model based on two months of GOCE-only data (released in year 2010) is expanded up to the maximum degree N max = 224, while the latest GOCE-only model which incorporates the entire GOCE data is expanded up to the maximum degree N max = 280 (GFZ 2015). For regional solutions using the entire GOCE data, one should consider a maximum degree beyond N max = 300. The removal of the long wavelengths (fourth choice) is dependent on the size of the target region. For our regional solutions in Amazon and Central Africa, removal of the long wavelengths up to degree n = 40 using a state-of-the-art gravity model is fully sufficient. Furthermore, to reduce the edge effects as a result of regional confinement of the observations and the base functions, the data should be available in an area (data zone), which is broader than the target zone. The base functions should also be distributed in a broader region (grid zone) than the data zone. These extensions significantly reduce the edge effects caused by the spatial truncation of the data and base functions. Fig. 1 • for both data and grid zones. More extension seems to be unnecessary since we did not observe any improvement by doing so. See Naeimi (2013, chap. 4) , for more details on the removal of the long wavelengths as well as the extension of the grid and the data zones.
The location of SRBF can be defined using a set of pre-defined points on the surface of the sphere known as the grid points. It is also possible to estimate the position of SRBF in the parameter estimation procedure, leading to a nonlinear problem (Antoni 2012) . In this study, we use predefined point distributions for the location of the SRBF defined by the Reuter grid. This grid provides an equidistant point distribution on the surface of the sphere with a density corresponding to the desired maximum degree of expansion (in this paper N max = 250). Use of other homogeneous points distributions such as Fibbonacci (Gonzalez 2010) does not remarkably change the results and is equivalent to the Reuter grid (Naeimi 2013) . See also Eicker (2008) in which several point distributions are described and compared.
Finally we discuss the type of SRBF determined by shape coefficients b n . In this paper, we confine ourselves to the band-limited SRBF which are suitable for satellite observations. The reason is that the satellite gravity observations, such as GOCE GGs, can be seen as band-limited observations since their signal-to-noise ratio for high frequencies is rather small. For non-band-limited SRBF such as point-mass kernel, radial multipole, Poisson kernel and Poisson wavelet, see, for example, Klees et al. (2008) . Because one of our goals in this paper is to assess the impact of the SRBF type on the regularization process, we divide different types of SRBF into two categories according to their shape coefficients: (1) the non-smoothing and (2) the smoothing kernels as explained in the following sections.
Non-smoothing kernels
The non-smoothing shape coefficients are characterized by their shape coefficients b n = 1 for all frequencies in a certain bandwidth. This type of kernels include no smoothing features and can be considered as the truncated version of the Poisson kernel (Wittwer 2009 ). These base functions are also called reproducing kernel (Schmidt et al. 2007) or Shannon wavelet (Keller 2004) . The Shannon kernel is an ideal and strict low pass filter in the frequency domain. A special case of the Shannon kernel is the band-pass Shannon kernel or the Shannon wavelets in which the lower frequencies are also equal to zero. The Shannon wavelets b w n are defined as:
The bandpass Shannon kernel can be used specifically for regional gravity modelling in which the long wavelengths are not considered and are removed using a prior gravity model. The sharp cut-off in the frequency domain for the Shannon wavelet results in oscillations in the spatial domain (Gibbs phenomenon). For this reason, the Shannon wavelet has so far not been considered as suitable kernels for regional gravity field modelling. We show that it is Figure 1 . The target zone (red), the data zone (blue) and the grid zone (black) used in regional gravity field modelling over Amazon (left) and Central Africa (right). For our regional solutions in these areas, we extend the data and grid zones by 3 • in all directions. For areas near poles, a spherical cap can be used instead of a rectangle. possible to provide the necessary smoothness by means of a proper regularization method instead of modifying the kernel. As the result, the choice of SRBF will be simpler by using the Shannon wavelet since the shape coefficients are either b n = 1 or b n = 0. Another advantage of the Shannon kernel is having the full control over the frequency behaviour of the base functions since no smoothing is applied. This enables us to not only benefit from the space-localization feature of the SRBF but also make the spectral interpretation of the derived model possible. The latter one is not always straightforward in the case of smoothing kernels.
Smoothing kernels
The smoothing kernels are defined by the shape coefficients 0 ≤ b n ≤ 1, which determine the smoothness of the SRBF. Examples are the Blackman, the Cubic Polynomials (CuP), the Gaussian kernels (Schmidt et al. 2007 ) and different construction of spherical Splines (Jekeli 2005) . The Spline kernel with shape coefficients b Sp n is defined by (e.g. Eicker et al. 2010 )
elsewhere,
in which σ n are the degree standard deviations from a known model. Alternatively, σ n can be computed using Kaula's rule of thumb (Kaula 1966 ). The part (T) can be obtained from error degree variances of a background model or might be set to zero. In this study we set (T) = 0. The advantage of using Spline kernel (compared to other smoothing kernels) is that its smoothing coefficients are defined due to the expected frequency behaviour of the Earth's gravity field. Due to this feature, we prefer to use the Spline kernel and do not include other smoothing kernels such as the Blackman or the CuP. For the definition of the Blackman, the CuP and some other smoothing kernels, see, for example, Schmidt et al. (2007) , Wittwer (2009) and Bentel et al. (2013a) . In the following, we employ the Shannon wavelet as a non-smoothing kernel and the Spline kernel as a smoothing kernel and compare three regularization methods when these kernels are used. Fig. 2 shows two SRBF with Shannon and Spline kernels with N max = 250. As it can be seen the SRBF with Spline kernel is much smoother than the SRBF with Shannon wavelet. This will certainly have a considerable impact on the regularization, which will be addressed in Section 4. To have a fair comparison, we set n 1 = 30 and N max = 250 for both Shannon wavelet and Spline kernels in equations (6) and (7).
PA R A M E T E R E S T I M AT I O N A N D R E G U L A R I Z AT I O N
Using the four accurate GGs components, eq. (4) can be written in matrix notation:
where A is the design matrix. The vector
contains the unknown coefficients to be estimated. The vector
T includes the GGs and e denotes the error vector. The covariance matrix of the observations C l can be determined using the a priori variance factor σ 2 0 and the weight matrix P l . The design matrix A and the unknown vector x depend on the Downloaded from https://academic.oup.com/gji/article-abstract/202/2/1041/594411 by guest on 11 January 2019 choice of SRBF (Shannon or Spline in this study) while the righthand side remains the same in both cases. If the design matrix A is full column rank, the estimated unknown vectorx can be obtained using the least-squares method given by, for example, Koch (1999) or Vanicek & Krakiwsky (1982) :
In regional gravity field modelling, eq. (9) does not provide a useful solutionx. The reason is the ill-posedness of the normal matrix N = A T P l A. Hence, a proper regularization should be applied to obtain a useful solution. A well-known regularization method for ill-posed problems is the Tikhonov regularization which is perhaps the most successful regularization method so far (Hansen 2010) . The key idea of the Tikhonov regularization is to assume a priori condition about the smoothness of the solution. This assumption can be described by adding an additional component to the normal equation system. The Tikhonov-regularized solutionx γ is (Tikhonov & Arsenin 1977 ):
Therein R is the regularization matrix and γ 2 denotes the regularization parameter. The influence of R is addressed in Hansen (1997) . Ilk (1993) showed that the Tikhonov regularization for gravity field modelling based on satellite data is insensitive to the choice of R and it can be well approximated by a unit matrix. The crucial point of the Tikhonov regularization is to find an appropriate regularization parameter γ 2 . This parameter enforces a certain degree of smoothness for the solution and is a trade-off between the solution norm and the norm of observation residuals.
There are several criteria used in practice to find the proper γ 2 . The L-curve criterion (Hansen 1990 ), the generalized cross validation (GCV; Golub et al. 1979 ) and the variance component estimation (VCE; Koch 1999) can be mentioned for instance. These methods were used in several research studies and their performance has been discussed. Kusche (2003) used the VCE method for the optimal weight determination for gravity field recovery based on GOCE data. In a simulation study Kusche & Klees (2002) compared the performance of the L-curve analysis to the GCV for Tikhonov regularization of gravity field modelling based on GOCE data. Save (2009) used the L-curve criterion for regularization of global solutions using real Gravity Recovery And Climate Experiment (GRACE; Tapley et al. 2004 ) data to reduce errors in monthly GRACE solutions. Later, Save and Bettadpur (2012) showed that the L-curve and applying Lanczos bidiagonalization result in remarkably reduced stripe errors compared to CSR GRACE unconstrained solutions RL04. The L-curve method has been also used by Ramillien et al. (2011) for the inversion of surface water mass anomalies from GRACE data. In the following, we briefly explain the mathematical details of the VCE, the GCV and the L-curve methods which are most frequently used in gravity field modelling.
The variance component estimation
The method of variance (and covariance) component estimation or the VCE is the estimation of unknown variance factors. It is a useful method when several data sets have to be combined in a parameter estimation procedure. See for instance Koch (1999) and AmiriSimkooei (2007) . It can be shown that the regularization parameter γ 2 in eq. (10) 
which are estimated using:
Thereby μ and P μ denote the additional information about the unknown vector x and its weight matrix respectively and df l and d f μ are partial redundancies (Koch & Kusche 2002) . The variance component estimation is an iterative process where a first initial guess forσ 2 0 andσ 2 μ is necessary and it results in a fast convergence to the desired regularization parameter. In such cases the regularization parameter should be found after a few iterations. See Fig. 3 (topright) in which the desired regularization parameter is found after the fourth iteration. This figure is related to our regional solution in Central Africa described in Section 4.2.
The generalized cross validation
The idea of the GCV is to minimize the norm of residuals using the leave-out-one approach. According to Golub et al. (1979) , a good regularization parameter γ 2 is a minimizer of the function G(γ 2 ) defined by:
where I is number of observations and Q γ 2 is the so-called influence matrix and is defined by:
N = N + γ 2 I is the regularized normal matrix. More details on the numerical issues of the GCV method can be found for example in Hutchinson (1990) and Chung et al. (2008) . The GCV function given by eq. (13) is shown in Fig. 3 (top-left) for the regional solution in Central Africa (cf. Section 4.2).
The L-curve analysis
The idea of the L-curve method was proposed by Hansen (1990) and Hansen & O'Leary (1993) and soon attracted very much attention in the solution of discrete ill-posed problems. The L-curve is visualized as a logarithmic plot of the residuals' norm, Ax γ − l versus the solution norm x γ . This curve is obtained via a set of regularization parameters γ 2 and their corresponding solutionsx γ . The parametric equation of the L-curve is:
The name 'L-curve' refers to the fact that the curve described by eq. (15) looks like an 'L' shape with a vertical and horizontal part (see Fig. 3, bottom) . The corner point of the 'L' shape is the point where the norm of residuals and the solution norm compromise their minima. To find the regularization parameter corresponding to the corner point of the L-curve, Hansen (1997) suggested to search for the point on the L-curve which has the maximum curvature. Xu (1998) proposed another way to find the corner of the L-curve. Since the corner point is the closest point of L-curve to the origin, it is enough to minimize the distance of the L-curve coordinates (x L , y L ) from origin. 
R E S U LT S
In this section, we compare the performance of parameter choice methods mentioned before, for the regularization of regional solutions using GOCE data. To validate our results and to judge which regularization method provides better solutions, we assess three different quality measures for the solutions:
(1) the RMS values of observation residuals at orbit level, (2) the regional geoid RMS on a grid with respect to the global gravity field GOCO03s, (3) the correlation between the estimated coefficients and the recovered field which is expected to be close to one. We compare our regional solutions to the global gravity field model GOCO03s because it is one of the best available and state-of-theart satellite-based gravity field models. The first two criteria are rather known and standard in gravity field modelling. The third requirement is less discussed in previous studies. The logic for this quality measure is that the estimated coefficients (corresponding to the centre of the base functions) follow the properties of their corresponding base functions. For example, in spherical harmonic analysis, each Stokes coefficient reflects the energy of the gravity field in that specific frequency because the spherical harmonics are frequency-localizing. Analogously, in the case of SRBF, the unknown coefficients α k (cf. eq. 4) should reflect the energy of the gravity field at their locations since SRBF have the space-localizing property. This is what we mean by the term 'physical meaning' or 'physical interpretation' in this paper. See also Bentel et al. (2013a) in which the same criterion is used as a quality measure.
Data processing
We use two months of GOCE data covering the time between October until beginning of December 2010. This time period is chosen because it belongs to the mid-term of the GOCE mission period and there are no major data gaps in this period. The data we use are as follows:
(1) GOCE GGs: calibrated GOCE accurate GGs, that is, T xx , T yy , T zz and T xz used as observations.
(2) Precise reduced dynamic orbit used to locate the GGs along the GOCE orbit (not as observations).
(3) Orientation information in terms of GOCE-L2 Inertial Attitude Quaternions and Earth Orientation Quaternions products for the rotations from GRF to Local North Oriented Frame. See Gruber et al. (2010) for more details on different frames used in the context of GOCE data analysis.
We did not apply additional corrections for tidal effects and non-tidal atmospheric and oceanic variations since these contributions are already accounted for in GOCE level-2 GGs. The long wavelengths of the gravitational field up to degree and order n = 40 have been synthesized and removed from the GGs. Therefore, the 'residual' GGs contain the frequencies above this degree. Note that we chose n = 40 to be slightly far from n 1 = 30 in eqs (6) and (7). The reason is to ensure that the frequency contents of the observations are fully covered by the bandwidth of the base functions.
We used the nominal error for each component of GGs to set up the covariance matrix of observations. After the first least-squares adjustment, the a posteriori variance factors are estimated and statistically tested for all GGs. Then we used the estimated a posteriori variance factors for the combination of normal equations. As explained in Section 2.2, we use two different types of SRBF with the Shannon wavelet as well as the Spline kernel. The maximum degree in the expansion of SRBF is set to N max = 250 in the analysis step. Furthermore, for the distribution of the SRBF, a Reuter grid with a density corresponding to the maximum degree N max = 250 is applied. We use the same density for both grids to compare the results in the similar conditions. Moreover, for the synthesis we restrict the Downloaded from https://academic.oup.com/gji/article-abstract/202/2/1041/594411 by guest on 11 January 2019 Figure 4 . Geoid undulations in Central Africa (left) and in Amazon (right) synthesized from degree n = 41 up to degree and order n = 220 using the geopotential model GOCO03s. These two regional models will be considered as the 'pseudo-truth' in this study for the validation of our regional solutions.
SRBF to the maximum degree n = 220 since the higher degrees could be too noisy. The reason is that we use only two months of GOCE data and an N max = 250 might be too optimistic for this short period of time. Nevertheless we set N max = 250 in the analysis step to absorb high frequency noise. Fig. 4 shows the geoid undulations in Central Africa and Amazon from the global gravity field model GOCO03s synthesized from degree n = 41 up to degree and order n = 220. This field will be considered as the 'pseudo-truth' in our comparisons and the regional solutions will be validated against it.
Regional solutions using the Shannon wavelet
The first group of regional solutions is obtained using the Shannon wavelet in Central Africa as well as in Amazon. We used eq. (6) to define the Legendre coefficients b n with n 1 = 30 and N max = 250. The condition numbers of the normal matrices for Central Africa and Amazon are about 1.2 × 10 20 and 1.8 × 10 19 , respectively. Such large numbers reveal the extent to which the system of equations is ill-posed. It is worth mentioning that the condition number for a normal matrix in the case of a global spherical harmonic solution with the same resolution would be approximately in the order of 10 6 (using Kaula's rule). Such a big difference shows the difference between the ill-posedness in regional and global solutions.
Three regional solutions were determined in each region with the three parameter choice methods explained in Section 3. Fig. 3 shows the iterations for the VCE method as well as the corresponding GCV function and the L-curve with its curvature, for the regional solutions in Central Africa. Tables 1 and 2 summarize the results of the regional solutions and their regularization parameters as well as the three quality measures mentioned before.
For both regions, the RMS values of observations are different for each component of the GGs showing the different accuracy levels of the GGs. The values obtained here are in agreement with those presented by Yi et al. (2013) . It is obvious that the observation residuals for all components of the GGs are insensitive to the choice of regularization parameter since all parameter choice methods give more or less the same RMS for the observation residuals. Moreover, the correlation factors for all parameter choice methods are rather satisfying, although the L-curve method provides higher correlation between the estimated coefficients and the recovered field. Furthermore, the best regional geoid RMS value is obtained from the L-curve which is 13.1 cm in Central Africa and 13.9 cm in Amazon. The GCV method gives RMS of about 17.8 cm and 15.8 cm in Central Africa and Amazon, respectively. The largest RMS values are obtained from the VCE method which are about 18.4 cm in Central Africa and 17.37 cm for Amazon. Figs 5 and 6 illustrate the recovered geoid, the geoid differences w.r.t. the GOCO03s model and the estimated coefficients obtained from the three regularization approaches for the two test areas. In these figures, the similarity between the recovered geoid and the estimated coefficients can be Figure 5 . The recovered gravity fields in terms of geoid heights in Central Africa (first row), the geoid differences with respect to the global model GOCO03s (second row) and the unit-less estimated coefficients α k (third row). The results are obtained using the VCE (left column), the GCV (middle column) and the L-curve (right column) regularization methods. The similarity between the estimated coefficients (third row) and the recovered gravity fields (first row) can be clearly seen. See also Table 1. clearly observed. In other words, the estimated coefficients reflect the energy of the recovered gravity signal very well. Based on these results, the following conclusions can be drawn:
(1) From the three parameter choice methods considered here, the L-curve criterion delivers the best results with the least geoid RMS.
(2) The VCE and the GCV cannot provide sufficient amount of regularization since their geoid RMS values are considerably larger than those from the L-curve.
(3) When the Shannon wavelet is used, the observation residuals from the three regularization methods are almost the same. Hence, the residuals at orbit level are not sensitive to the choice of the regularization parameter.
(4) The Shannon wavelet can be successfully used for the recovery of the regional gravity field from GOCE data with the L-curve method. The estimated coefficients reflect the energy of the gravity field in their locations with a high correlation factor (cf. Figs 5 and 6).
Regional solutions using the Spline kernel
For both regions, the second group of regional solutions are determined similar to the procedure described in the previous section with the smoothing Spline kernel given by eq. (7). The degree variances σ n in eq. (7) are computed from the global geopotential model EGM2008 in which the maximum degree of expansion is N max = 250 and n 1 = 30 and below degree 30 were set to (T) = 0. Again, three regional solutions are determined using three criteria for the choice of the regularization parameter. For the Spline kernel, the condition numbers of the normal matrices for Central Africa and Amazon are about 3.8 × 10 19 and 1.2 × 10 21 , respectively. Compared to the condition numbers of the Shannon wavelet, no remarkable differences are seen if the Spline kernel is used. Tables 3 and 4 summarize the results of the solutions and the three quality measures explained in the previous section for Central Africa and Amazon.
As it can be seen from these tables, the GCV criterion gives the best solution with a geoid RMS of about 12.1 cm for Central Africa and 13.40 cm for Amazon. This is followed by the VCE method which results in a geoid RMS of about 16.3 cm and 15.6 cm for the test areas. Furthermore, the RMS values of the observation residuals are the same for both VCE and GCV methods. Unlike the results in Section 4.2, the L-curve criterion gives the worst results with the largest geoid RMS in both test areas. Finally, the correlation between the estimated coefficients and the recovered field for all three methods in the two regions are not promising and differ remarkably from the results in the previous section. Figs 7 and 8 represent the results from the GCV method where the recovered geoid, the geoid differences with respect to the GOCO03s model as well as the Downloaded from https://academic.oup.com/gji/article-abstract/202/2/1041/594411 by guest on 11 January 2019 Figure 6 . The recovered gravity fields in terms of geoid heights in Amazon (first row), the geoid differences with respect to the global model GOCO03s (second row) and the unit-less estimated coefficients α k (third row). The results are obtained using the VCE (left column), the GCV (middle column) and the L-curve (right column) regularization methods. The similarity between the estimated coefficients (third row) and the recovered gravity fields (first row) can be clearly seen. See also Table 2 . values of the estimated coefficients α k are shown. In contrast to the results given by Figs 5 and 6, the similarity between the estimated coefficients and the geoid is not seen. These coefficients, however, deliver a good geoid which is close to the GOCO03s geoid but do not have a meaningful pattern. Therefore the third requirement for the quality measure is not met when the Spline kernel is used.
Based on the results from the second group of our regional solutions, the following conclusions can be drawn:
(1) When the Spline kernel is used for the regional gravity modelling, the GCV parameter choice method provides the best regional geoid RMS compared to the VCE and the L-curve. The L-curve gives an over-smoothed solution in this case. The recovered gravity fields in terms of geoid heights in Amazon (first row), the geoid differences with respect to the global model GOCO03s (second row) and the unit-less estimated coefficients α k (third row). The results are obtained using the VCE (left column), the GCV (middle column) and the L-curve (right column) regularization methods. See also Table 3 for numerical results.
(2) The VCE and the GCV give the same values for the residuals RMS while the L-curve method results in larger RMS values.
(3) All three methods fail to provide meaningful coefficients since the correlation factors are all below 70 per cent.
It is obvious that when the Spline kernel is used, the parameter choice methods deliver different results compared to the case of the Shannon wavelet. For instance, the L-curve method gives the best solutions among other methods when the Shannon wavelet is used but gives an over-smoothed solution with the Spline kernel. On the other hand, the GCV and, to some extent, the VCE methods give rather acceptable geoid RMS values in case of the Spline kernel but cannot provide sufficient regularization with the Shannon wavelet. The reason is that the SRBF with smoothing kernels such as the Spline, already contain a built-in regularization defined by the shape coefficients b Sp n . Therefore with the Spline kernel, the ill-posedness is taken into account in two steps; some part of it is resolved by the Spline coefficients and the rest could be covered using a suitable parameter choice method such as the GCV. As the result of using smoothing SRBF, the estimated coefficients are also smoothed and cannot reflect the energy of the gravity field.
The non-smoothing SRBF such as the Shannon wavelet show a very good performance for regional gravity field modelling from satellite data. The advantages are:
(1) the choice of SRBF will be simple and is not a big concern in model setup.
(2) the frequency behaviour of the base functions with Shannon wavelet is well controlled since no smoothing is applied.
(3) the regularization will be taken into account in only one step using a proper regularization approach and (4) the estimated coefficients will have a meaningful pattern.
Comparing the values of geoid RMS from Tables 1 and 2 to Tables  3 and 4 , one can see that the combination of Shannon and L-curve gives almost the same accuracy as the combination of the Spline and the GCV and only small differences are seen. A possible explanation for this slight difference could be that the Spline kernel is affected by the gravity model EGM2008 and this small improvement (12.1 cm versus 13.1 cm in Central Africa) might be due to the influence of this model. Nevertheless, more investigations are needed to verify this assumption.
It should be noted that our solutions are obtained based on only two months of GOCE data. The geoid differences shown in Figs 5-8 should not be considered as a measure to compare our regional solutions to the global GOCO03s model or for the quality of our regional solutions. Such comparison would be possible if we would use the same period of GOCE data as in the recovery of the GOCO03s model.
At the end, to have a comprehensive overview for all results, we defined an arbitrary threshold for the quality measures. We take the RMS values of geoid differences (given in Tables 1 to 4), which on Downloaded from https://academic.oup.com/gji/article-abstract/202/2/1041/594411 by guest on 11 January 2019 Figure 8 . The recovered gravity fields in terms of geoid heights in Amazon (first row), the geoid differences with respect to the global model GOCO03s (second row) and the unit-less estimated coefficients α k (third row). The results are obtained using the VCE (left column), the GCV (middle column) and the L-curve (right column) regularization methods. See also Table 4 for numerical results. Table 5 . A schematic comparison of the two groups of regional solutions using the Shannon and the Spline kernels and the three methods for the choice of the regularization parameter. The Latin numbers refer to the quality measures described in Section 4: (i) the residual RMS at orbit level, (ii) the geoid difference RMS on the Earth's surface and (iii) the correlation between the estimated coefficients and the recovered field. The symbols show if the quality measure is passed or failed .
Smoothing Spline kernel
Non-smoothing Shannon wavelet Parameter choice method
average exceed 10 per cent of the signal RMS as unacceptable. In addition correlation factors less than 95 per cent are also rejected. Table 5 summarizes the results of comparisons in both cases with Shannon and Spline kernels in a schematic way. As it can be seen, the L-curve and the GCV can fulfil all requirements when combined with the Shannon wavelet. Moreover, all parameter choice methods with the Shannon wavelet fulfil the first and the third quality criteria.
A remark on the density of the grid points
In the previous section it was mentioned that when the Spline kernel is used, the third quality criterion fails. The main reason for this failure is that the Spline base functions are smoothed and consequently the estimated coefficients will be affected by the smoothing features of the Spline kernel. However, one might argue that the small correlation factors in this case could be related to the dense spacing of the grid points used for both types of the base functions. According to Fig. 2 , the width of the Spline base function in the spatial domain is considerably larger than the Shannon wavelet. From this point of view, using the same density for both kinds of base functions might worsen the correlation factors in the case of Splines. Hence, it can be assumed that if a less-dense grid is used, the correlation factors could be improved. To verify this assumption, we repeated the computations in Central Africa and Amazon using the Spline kernel distributed on two less-dense Reuter grids corresponding to N max = 200 and N max = 150. The results show that the correlation factors given in tables 3 and 4 slightly increase but not more than 5 per cent on average. This trend is almost the same for both regions as well as for the three regularization methods. Therefore, the correlation factors do not exceed 75 per cent even on a less-dense grid.
As the result of using less Spline base functions, the geoid RMS values were larger especially for the VCE and the GCV methods. Therefore, one can conclude that the correlation coefficients are dependent on the spectral behaviour of the SRBF and hence, not related to the density of the grid points. To obtain high correlation coefficients, the bandwidth of the base functions should fairly cover the signal bandwidth without smoothing. See, for example, Bentel et al. (2013b) .
S U M M A RY A N D C O N C L U D I N G R E M A R K S
We investigated the regularization issue for the determination of regional gravity fields from GOCE GGs using space localizing spherical radial base functions. Three different criteria for the choice of the regularization parameter are compared in this study. The comparisons are made in two different scenarios where we employed two kinds of SRBF with smoothing (b n = 1) and non-smoothing (b n = 1) kernels. A main conclusion of this work is that both types of smoothing and non-smoothing SRBF can represent the gravity field on regional scales with almost the same geoid RMS, provided that for each type of SRBF a suitable regularization method is applied. In other words, the choice of the SRBF and the regularization process should not be considered independently because the smoothing SRBF contribute to the regularization of the final solution.
With the Shannon wavelet we showed that the L-curve method has a very good performance and fulfils all requirements. In contrast, the VCE and the GCV methods do not deliver solutions comparable to those obtained from the L-curve. With the Spline kernel, the GCV provides the best solution with the least RMS values for the observation residuals at orbit level and geoid RMS on the Earth's surface.
We also showed that the Shannon wavelet as one of the simplest band-limited SRBF along with L-curve method can be successfully used for regional gravity modelling from GOCE data. We believe that this will be beneficial for many applications because it simplifies the choice of the SRBF and makes the regional modelling in SRBF more practical. In other words, there is no need to define certain shape coefficients for the SRBF since the necessary smoothness for the solution can be introduced at once in the regularization step. An interesting feature of the Shannon wavelet with b n = 1 compared to other kernels with b n = 1 is that the estimated coefficients α k reflect the energy of the gravity signal in that region which is an added value compared to other kernels such as the Spline.
Further investigations are still ongoing to develop new dedicated strategies for the regularization of regional solutions from satellite data. Especially, one can use the third quality measure discussed in Section 4 as a mean for the choice of the regularization parameter. This means that we may require that a good regularization parameter is the one which gives the maximum correlation between the estimated coefficients and the recovered field (this will be presented soon in our next publication). In addition, the contribution of different GOCE GGs to the final solution and their error characteristics shall be discussed in our future studies.
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