1. Introduction {#sec1}
===============

There are a number of instances where the knowledge of the location of a source of radiation is highly desirable. One example is in cargo scanning where the detection and localisation of illegal radioactive sources could be a major concern for national security. The need to accurately locate radioactive samples is also a crucial requirement in the nuclear energy industry. Radioactive waste measurement instruments, for instance, employ various technologies to locate and quantify the radioactive content in waste samples [@b1]. In nuclear medicine the position reconstruction of an emitting source represents the core of emission tomographic imaging techniques, such as Single Photon Emission Computed Tomography (SPECT) [@b2].

The ability to determine the location of a $\gamma$-rays source, with high precision using conventional radiation detectors, is a challenge. Some existing techniques utilise the Time Of Flight (TOF) of $\gamma$-rays, where both the start (i.e. emission) time and the final (i.e. detection) time of the rays is needed. Usually the final time is provided by the radiation detection instrument but the start time can be extremely difficult to obtain, in particular for radioactive sources.

For distributed sources, such as those produced during Proton Beam Therapy (PBT) in cancer treatment, the challenge can be even greater. The precise knowledge of the beam range is essential to guarantee the treatment's efficacy and to avoid toxicities. One proposed method to assess *on-line* proton range verification is given by the detection of the Prompt-Gamma (PG) rays naturally produced during therapy [@b3]. After an inelastic interaction with an incoming proton the target nucleus is excited to higher energy states and, to return to its ground state, it emits $\gamma$-rays [@b4]. These emissions are almost instantaneous [@b5] (hence the use of the adjective *prompt*), high in energy (2--15 MeV) [@b6] and are characterised by a high production rate [@b7]. A good correlation between the beam range and the intensity of the PG-rays emitted by the most abundant isotopes in human tissues, namely C, O and N, has been experimentally proven [@b7]. The reconstruction of the PG-rays emitting positions inside the patients' bodies may allow to precisely check the actual location of the proton beams during radiotherapy.

In this work a new method to determine the location of a source of $\gamma$-ray radiation with millimetric accuracy for both localised and distributed sources has been developed. The method uses only the signals from conventional, non-position sensitive, fast-timing scintillation detectors. For proof-of-principle LaBr~3~ (Ce) detectors, arranged in a symmetrical configuration, have been employed to feed into a novel source position reconstruction algorithm that determines the source origin.

2. Methods {#sec2}
==========

2.1. Source reconstruction method {#sec2.1}
---------------------------------

The technique developed in this work utilises the coincident detection of the $\gamma$-rays emitted in a cascade by a radioactive source or following inelastic nuclear reactions. The emission time difference between these $\gamma$ rays, if the intermediate state is not isomeric, is on the order of pico or femto seconds, which is short compared to the time resolution of a typical scintillator detector ($\sim$ 400--500 ps [@b8]). Within this limitation of current detector and electronic systems, the two $\gamma$ de-excitations are effectively emitted simultaneously in time and position. The detection of a *couple* of $\gamma$-rays in coincidence, together with a reconstruction algorithm, may allow the identification of the common emission point. As a proof-of-principle a ^60^Co isotropic point source can be employed. The ^60^Co decay scheme consists of two $\gamma$-rays of 1.173 and 1.332 MeV emitted in a cascade. The adopted value for the intermediate state lifetime is 0.713 ps [@b9].

2.2. $\gamma$-ray Spectrometer {#sec2.2}
------------------------------

In SPECT, source position determination is only possiblethrough the mechanical collimation of the radiation detector. This minimises the available signal and therefore limits the technique to sources of a particular intensity [@b10]. The technique developed in this work does not require any collimation of the radiation detectors. [Fig. 1](#fig1){ref-type="fig"} shows diagrammatically the proof-of-principle spectrometer used which is composed of 16 LaBr~3~(Ce) cylindrical detectors with dimensions $2^{''}$ length and $1.5^{''}$ diameter. The detectors are arranged as follows: a ring of eight symmetrically-spaced detectors in the vertical plane plus one ring of four detectors at backward angles (45°) and one ring of four detectors at forward angles (45°), with respect to the Z axis. For an isotropic source in the centre of the spectrometer, when the distance between the source and the front face of all detectors is 9 cm, this geometry covers 24% of the total solid angle. The energy resolution of LaBr~3~(Ce), $\sim$ 40 keV Full Width at Half Maximum (FWHM) at 1.33 MeV, makes it a suitable detector for high energy $\gamma$-ray spectroscopy. In addition the intrinsic time resolution of LaBr~3~(Ce) detectors is sub-nanosecond from a few keV up to 4 MeV, giving excellent time discrimination [@b11]. LaBr~3~(Ce) crystals possess internal activity, predominantly due to the decay of ^138^La. The $\gamma$-rays arising from this activity do not interfere with the source $\gamma$-rays due to the coincidence requirement of the algorithm.

Fig. 1The spectrometer utilised in this work for source position reconstruction is composed of sixteen LaBr~3~(Ce) scintillation detectors arranged in a symmetrical configuration.

2.3. Position reconstruction algorithm {#sec2.3}
--------------------------------------

A source position reconstruction algorithm has been developed within the MATLAB environment (version R2017b). For every $\gamma$-ray $\gamma_{i}$ recorded by the spectrometer several pieces of information are saved and passed to the algorithm; the energy E${}_{i}$, the time t${}_{i}$ and the detector number Det${}_{i}$. The algorithm takes as input the detector signals from two correlated $\gamma$-rays and determines their common emission position. In order to re-construct the emission position, the data goes through three main functions: (1) $\gamma$-Ray *Couple* Selection, (2) $\gamma$-Ray *Couple* Analysis, and (3) $\gamma$-Ray *Couple* Emission-Position Reconstruction. A flowchart detailing the algorithm is shown in [Fig. 2](#fig2){ref-type="fig"} and described in Sections [2.3.1](#sec2.3.1){ref-type="sec"}, [2.3.2](#sec2.3.2){ref-type="sec"}, [2.3.3](#sec2.3.3){ref-type="sec"}, and [2.3.4](#sec2.3.4){ref-type="sec"}.

Fig. 2Flowchart of the 3D reconstruction algorithm developed in the MATLAB framework. To reconstruct the source position a sequence of steps is undertaken. These steps are represented by three main functions: (1) $\gamma$-Ray *Couple* Selection, (2) $\gamma$-Ray *Couple* Analysis, and (3) Source-Position Reconstruction. The algorithm has been specifically optimised to utilise those input data, from Geant4 simulations, that are available in real $\gamma$-spectroscopy experiments.

### 2.3.1. Function 1: $\gamma$-ray couple selection {#sec2.3.1}

The algorithm selects *couples* of $\gamma$-rays, $\gamma_{i}$ and $\gamma_{i + 1}$, which satisfy the following criteria:

1.The two events, $\gamma_{i}$ and $\gamma_{i + 1}$, were recorded in coincidence in two different detectors, i.e. Det${}_{i}$ $\neq$ Det${}_{i + 1}$.2.The energies E${}_{i}$ and E${}_{i + 1}$ of the two events are 1.173 and 1.332 MeV, irrespective of order.

At 1.332 MeV the LaBr~3~(Ce) energy resolution is 3% FWHM [@b12] (Full Width Half Maximum). In this case the algorithm accepts $\gamma$-ray energies of 1.173 and 1.332 MeV $\pm$ 3%. At the end of this function only those events which belong to a $\gamma$-ray *couple* are saved. Those events which do not fulfil the criteria above are rejected.

For radioactive sources the $\gamma$-ray emission time is not usually measurable, however, using a coincidence technique the time difference ($\Delta$t $=$ $\mid$ t${}_{i + 1}$ $-$ t${}_{i}$ $\mid$) between two consecutive events ($\gamma_{i}$ and $\gamma_{i + 1}$, with $\gamma_{i + 1}$ being detected after $\gamma_{i}$) can be obtained. The algorithm has been designed to utilise, for each correlated *couple* of $\gamma$-rays, the time difference ($\Delta$t).

### 2.3.2. Function 2: $\gamma$-ray couple analysis {#sec2.3.2}

An hyperbola is a conic section defined as the locus of points P such that the difference of the distance from P to two fixed points, F~1~ and F~2~, called foci, is a constant value *k* [@b13]. A two-sheeted hyperboloid is a quadratic surface obtained by rotating an hyperbola about the line joining the foci [@b13]. For each *couple* a two-sheeted hyperboloid is constructed. The foci correspond to the hit coordinates of the two events. The constant distance *k* is the absolute value of the time difference between the two events $\Delta$t multiplied by the speed of light c. The source position should lie somewhere on the hyperboloid surface. For example, as shown schematically in [Fig. 3](#fig3){ref-type="fig"} and in 3D in [Fig. 4](#fig4){ref-type="fig"}, for a source located in ($x_{s},y_{s},z_{s}$), the events $\gamma_{i}$ and $\gamma_{i + 1}$, detected in ($x_{i},y_{i},z_{i}$) and ($x_{i + 1},y_{i + 1},z_{i + 1}$), at time $t_{i}$ and $t_{i + 1}$ respectively, are represented by a two-sheeted hyperboloid having foci in ($x_{i},y_{i},z_{i}$) and in ($x_{i + 1},y_{i + 1},z_{i + 1}$) and constant *k* value $\Delta t\cdot c = \left| t_{i + 1} - t_{i} \right|\cdot c$. In other words the two-sheeted hyperboloid can be defined as the locus of points that satisfy the following Equation: (1)$$\sqrt{\left( x - x_{i} \right)^{2} + \left( y - y_{i} \right)^{2} + \left( z - z_{i} \right)^{2}}\quad -$$$$\sqrt{\left( x - x_{i + 1} \right)^{2} + \left( y - y_{i + 1} \right)^{2} + \left( z - z_{i + 1} \right)^{2}} = \quad \pm \quad\Delta t\cdot c$$where $\left( x_{s},y_{s},z_{s} \right) \in \left( x,y,z \right)$.Fig. 3(a) Schematic illustration of the second function of the algorithm, $\gamma$-Ray *Couple* Analysis: for each *couple* of $\gamma$-rays, $\gamma_{i}$ and $\gamma_{i + 1}$, a two-sheeted hyperboloid is constructed. The hit coordinates (x${}_{i}$, y${}_{i}$, z${}_{i}$) and (x${}_{i + 1}$, y${}_{i + 1}$, z${}_{i + 1}$) represent the foci. The difference between the distance each point of the hyperboloid has with the two foci is a constant value $k$. To estimate $k$ the absolute value of the time difference between $\gamma_{i}$ and $\gamma_{i + 1}$, $\Delta t = \left| t_{i + 1} - t_{i} \right|$, is employed. (b) -- (c) If the sign of $\Delta t$ is known each *couple* is represented by a sheet only of the two-sheeted hyperboloid (named *half*-hyperboloid).Fig. 4(a) 3D illustration of the second function of the algorithm, $\gamma$-Ray *Couple* Analysis: for each *couple* of $\gamma$-rays $\gamma_{i}$ and $\gamma_{i + 1}$ a two-sheeted hyperboloid is constructed where the hit coordinates (x${}_{i}$, y${}_{i}$, z${}_{i}$) and (x${}_{i + 1}$, y${}_{i + 1}$, z${}_{i + 1}$) are the foci. (b) -- (c) If the sign of $\Delta t$ is known each *couple* is represented by a sheet only of the two-sheeted hyperboloid (named *half*-hyperboloid).Fig. 5(a) Schematic and (b) 3D illustration of the third function of the algorithm, Source-Position Reconstruction: the intersection between two consecutive *half*-hyperboloids is calculated. The original source position should lie somewhere on the intersection curve.

The $\pm$ sign on the right hand side of Eq. [(1)](#fd1){ref-type="disp-formula"} defines the two sheets of the hyperboloid.

•If t${}_{i + 1}$ $-$t${}_{i}$ $>$ 0: (2)$$\sqrt{\left( x - x_{i} \right)^{2} + \left( y - y_{i} \right)^{2} + \left( z - z_{i} \right)^{2}}\quad -$$$$\sqrt{\left( x - x_{i + 1} \right)^{2} + \left( y - y_{i + 1} \right)^{2} + \left( z - z_{i + 1} \right)^{2}} = \quad - \quad\Delta t\cdot c$$•If t${}_{i + 1}$ $-$t${}_{i}$ $<$ 0: (3)$$\sqrt{\left( x - x_{i} \right)^{2} + \left( y - y_{i} \right)^{2} + \left( z - z_{i} \right)^{2}}\quad -$$$$\sqrt{\left( x - x_{i + 1} \right)^{2} + \left( y - y_{i + 1} \right)^{2} + \left( z - z_{i + 1} \right)^{2}} = \quad + \quad\Delta t\cdot c$$

If the sign of $\Delta$t is known, Eq. [(1)](#fd1){ref-type="disp-formula"} can be reduced to Eq. [(2)](#fd2){ref-type="disp-formula"} or to Eq. [(3)](#fd3){ref-type="disp-formula"}. In other worlds a *couple* is associated with only one side of a two-sheeted hyperboloid (here named *half*-hyperboloid). It is possible to reduce Eq. [(1)](#fd1){ref-type="disp-formula"} to Eqs. [(2)](#fd2){ref-type="disp-formula"} or [(3)](#fd3){ref-type="disp-formula"} even if the sign of $\Delta t$ is not known. This can be achieved through an analysis of the intensity recorded by each detector unit. A high intensity implies a higher subtended solid angle, relative to the source position and a shorter relative arrival time, both due to a shorter $\gamma$-ray path length.

Given two events in a *couple* $\gamma_{i}$ and $\gamma_{i + 1}$, detected in Det${}_{i}$ and Det${}_{i + 1}$, the following assumptions can be made:

•if Tot${}_{events_{j}}|_{j = Det_{i}}$ $<$ Tot${}_{events_{j}}|_{j = Det_{i + 1}}$ $\rightarrow$ t${}_{i}$ $>$ t${}_{i + 1}$ Eq. [(1)](#fd1){ref-type="disp-formula"} can be reduced to Eq. [(2)](#fd2){ref-type="disp-formula"}.•if Tot${}_{events_{j}}|_{j = Det_{i}}$ $>$ Tot${}_{events_{j}}|_{j = Det_{i + 1}}$ $\rightarrow$ t${}_{i}$ $<$ t${}_{i + 1}$ Eq. [(1)](#fd1){ref-type="disp-formula"} can be reduced to Eq. [(3)](#fd3){ref-type="disp-formula"}.

where $Tot_{events_{j}}|_{j = Det_{i}}$ is the total number of $\gamma$-rays belonging to *couples* and recorded in Det${}_{i}$.

It is desirable that every time the condition Tot${}_{events_{j}}|_{j = Det_{i}}$ $<$ Tot${}_{events_{j}}|_{j = Det_{i + 1}}$ is satisfied the condition t${}_{i}$ $>$ t${}_{i + 1}$ is also true, and vice versa.

### 2.3.3. Function3: Source position reconstruction --- intersection between half-hyperboloids {#sec2.3.3}

At the end of the previous function *n half*-hyperboloids are stored. In the third function of the algorithm each couple of subsequent *half*-hyperboloids (1/2, 3/4, ..., *n*/(*n* $+$ 1), ...) is retrieved and, as illustrated in [Fig. 5](#fig5){ref-type="fig"}, their intersection is determined. The maximum number of intersections, *n*/2, is achieved when all of the *half*-hyperboloids couples intersect. The intersections are obtained by triangulating the surfaces of two subsequent *half*-hyperboloids. A triangulated *half*-hyperboloid is a *half*-hyperboloid whose surface has been totally divided into a net of triangles in such a way that every internal point belongs to a triangle, and the intersection of any two triangles is either void, a common side or a common vertex [@b14].Fig. 6(a) In the third function of the algorithm, Source-Position Reconstruction, the intersection between two triangulated *half*-hyperboloids is calculated. Each intersection is estimated inside a virtual voxelated cube located in the central area of the spectrometer. If two *half*-hyperboloids intersect into a specific voxel, the central point of the voxel is saved as an intersection point. Consequently, for each couple of intersecting *half*-hyperboloids, a sequence of points along the intersection 3D curve are produced. The larger the dimensions of the voxelised cube are (X${}_{neg}$/X${}_{pos}$, Y${}_{neg}$/Y${}_{pos}$, Z${}_{neg}$/Z${}_{pos}$) the wider the sampled area is. By increasing the cube dimensions, the algorithm computational time extends. (b) The cube dimensions can be reduced along the three axes independently by employing the intensity of the $\gamma$-rays recorded in the detectors at backward/forward angles. The computational time is then shortened.

Each intersection between two subsequent hyperboloids is then parameterised by a series of points in 3D space following a single trajectory.

As shown in [Fig. 6](#fig6){ref-type="fig"}a each intersection between two *half*-hyperboloids is calculated in a virtual voxelised cube located in the central area of the spectrometer. The larger the dimensions of this cube (X${}_{neg}$/X${}_{pos}$, Y${}_{neg}$/Y${}_{pos}$, Z${}_{neg}$/Z${}_{pos}$) the wider the sampled area. If two *half*-hyperboloids intersect at a specific voxel the central point of that voxel is saved as an intersection point. Consequently the smaller the voxel size v${}_{dim}$, for a constant sample area, the more intersection points may be produced. By both increasing the cube size and/or decreasing the voxels size the algorithm computational time extends. To reduce the cube size, along the three axes independently, the intensity of the $\gamma$-rays recorded in the detectors at backward/forward angles (Tot${}_{events_{j}}|_{j = Det_{9} - Det_{16}}$) can be employed. In this regard, with reference to [Fig. 6](#fig6){ref-type="fig"}b, the following analysis is performed:

•To check if the source X coordinate is positive or negative 1.X $=$ \[0, X${}_{pos}$\] if: $\sum_{j = Det_{10},Det_{11},Det_{13},Det_{15}}$ $\sum_{i = Det_{9},Det_{12},Det_{14},Det_{16}}$ $\left( {\text{Tot}_{events_{j}} - \sqrt{Tot_{events_{j}}}} \right) > \left( {\text{Tot}_{events_{i}} - \sqrt{Tot_{events_{i}}}} \right)$2.X $=$ \[X${}_{neg}$, 0\] if: $\sum_{j = Det_{10},Det_{11},Det_{13},Det_{15}}$ $\sum_{i = Det_{9},Det_{12},Det_{14},Det_{16}}$ $\left( {\text{Tot}_{events_{j}} - \sqrt{Tot_{events_{j}}}} \right) > \left( {\text{Tot}_{events_{i}} - \sqrt{Tot_{events_{i}}}} \right)$•To check if the source Y coordinate is positive or negative 1.Y $=$ \[0, Y${}_{pos}$\] if: $\sum_{j = Det_{9},Det_{10},Det_{15},Det_{16}}$ $\sum_{i = Det_{11},Det_{12},Det_{13},Det_{14}}$ $\left( {\text{Tot}_{events_{j}} - \sqrt{Tot_{events_{j}}}} \right) > \left( {\text{Tot}_{events_{i}} - \sqrt{Tot_{events_{i}}}} \right)$2.Y $=$ \[Y${}_{neg}$, 0\] if: $\sum_{j = Det_{9},Det_{10},Det_{15},Det_{16}}$ $\sum_{i = Det_{11},Det_{12},Det_{13},Det_{14}}$ $\left( {\text{Tot}_{events_{j}} - \sqrt{Tot_{events_{j}}}} \right) > \left( {\text{Tot}_{events_{i}} - \sqrt{Tot_{events_{i}}}} \right)$•To check if the source Z coordinate is positive or negative 1.Z $=$ \[0, Z${}_{pos}$\] if: $\sum_{j = Det_{9},Det_{10},Det_{11},Det_{12}}$ $\sum_{i = Det_{13},Det_{14},Det_{15},Det_{16}}$ $\left( {\text{Tot}_{events_{j}} - \sqrt{Tot_{events_{j}}}} \right) > \left( {\text{Tot}_{events_{i}} - \sqrt{Tot_{events_{i}}}} \right)$2.Z $=$ \[Z${}_{neg}$,0\] if: $\sum_{j = Det_{9},Det_{10},Det_{11},Det_{12}}$ $\sum_{i = Det_{13},Det_{14},Det_{15},Det_{16}}$ $\left( {\text{Tot}_{events_{j}} - \sqrt{Tot_{events_{j}}}} \right) > \left( {\text{Tot}_{events_{i}} - \sqrt{Tot_{events_{i}}}} \right)$

For each co-ordinate axis the choice of detectors used in the above expressions is based on the recorded intensities.

### 2.3.4. Function3: Source position reconstruction --- analysis intersection points {#sec2.3.4}

Each intersection between two *half*-hyperboloids results in a series of points in the full three dimensional space. The amount of points per intersection depends on both the cube and the voxel sizes. In the third function of the algorithm a curve is obtained by fitting the points with a 3rd order polynomial function. All curves are stored, for a maximum of *n*/2 curves. For each couple of curves the intersection-point is determined. When all intersections are non-null a maximum number of 2$\cdot$ (*n*/2) $=$ *n* intersection points, i.e. possible source positions, are found.

Small uncertainties may affect the parameters of the hyperboloids. These uncertainties are reflected in the intersection calculation. New uncertainties are also introduced by the use of the polynomial fit. As a result the curves may not cross each other. To overcome this, for each couple of curves C~1~ and C~2~, the following analysis is performed:

1.The points P~1~ $=$ (x${}_{c_{1}}$, y${}_{c_{1}}$, z${}_{c_{1}}$) and P~2~ $=$ (x${}_{c_{2}}$, y${}_{c_{2}}$, z${}_{c_{2}}$), belonging to C~1~ and C~2~ respectively, and characterised by the minimum Euclidean distance $\mid$ P~1~ - P~2~ $\mid$, are selected.2.The mean value between P~1~ and P~2~ is saved. It represents a virtual source position P${}_{s\text{\_}p}$ $=$ ($x_{s\text{\_}p},y_{s\text{\_}p},z_{s\text{\_}p}$): $$x_{s\text{\_}p} = \frac{x_{c_{1}} + x_{c_{2}}}{2}\quad y_{s\text{\_}p} = \frac{y_{c_{1}} + y_{c_{2}}}{2}\quad z_{s\text{\_}p} = \frac{z_{c_{1}} + z_{c_{2}}}{2}.$$

All the virtual source positions are saved. They represent the reconstructed coordinates in which the source was located and, as such, they are the final outcome of the algorithm.

2.4. Geant4 evaluation {#sec2.4}
----------------------

The Geant4 Monte-Carlo Toolkit (version 10.04) [@b15] has been employed to simulate the spectrometer and an isotropic ^60^Co source at various known locations within the spectrometer's central area. To facilitate swift simulation and reconstruction time the internal radius of the spectrometer has been set to 9 cm. For the LaBr~3~(Ce) detectors an energy resolution of 3% FWHM [@b12] and a time resolution of 280 ps [@b16] have been used. As mentioned previously the LaBr~3~(Ce) internal activity does not impact the reconstruction process, therefore, it has not been modelled. Simulations have been performed in air with 10^5^ primary events. Both electromagnetic *EmStandardPhysics4* and radioactive decay *G4DecayPhysics* physics lists have been combined together and a secondary particle production "cut" value of 0.5 mm was set to optimise run time without adversely affecting precision. The ^60^Co $\gamma$-rays are detected and recorded by the virtual spectrometer.

When a $\gamma$-ray enters the sensitive area of a detector it can Compton scatter multiple times, termed *hits*, prior to absorption via the photoelectric effect. For every $\gamma_{i}$ ray detected several pieces of information are registered (see [Fig. 7](#fig7){ref-type="fig"}):Fig. 7During a simulation, for every ^60^Co-emitted $\gamma$-ray $\gamma_{i}$ recorded in a detector, several pieces of information are saved: the detector number Det${}_{i}$, the total energy released E${}_{i}$, and the time t${}_{i}$ of the last hit.

1.Det${}_{i}$ $=$ the detector number in which $\gamma_{i}$ has been registered;2.E${}_{i}$ $=$ the total energy by $\gamma_{i}$ in Det${}_{i}$ deposited (sum of the energy deposited in all hits in Det${}_{i}$);3.t${}_{i}$ $=$ the emission and arrival time difference of $\gamma_{i}$ in Det${}_{i}$.

As the $\gamma$-ray emission time is available in the Geant4 simulation this is utilised to calculate the relative arrival times of the detected $\gamma$-ray couple. This serves the same purpose as an electronic event time stamp module used in a real spectroscopy applications. The detector outputs are then passed to the algorithm which reconstructs the 3D coordinate of the ^60^Co source.

2.5. Hit positions values identification {#sec2.5}
----------------------------------------

For each $\gamma$-ray recorded by the spectrometer the algorithm is fed the coordinates of the last hit position within the detector medium. Monte-Carlo simulations provide these coordinates exactly, however, as with many large crystal, non position sensitive detectors, this information is not available in reality. In order to obtain an accurate estimate of the final interaction position for a real detector, the Geant4 simulation was used to obtain a 3D probably distribution of photoelectric $\gamma$-ray interactions. For this 10^8^ ^60^Co decays were modelled for a source located at (0,0,0). From this data Probability Density Functions (PDFs) for each dimension are derived separately for each detector.

To closer replicate reality, in the algorithm, for each $\gamma_{i}$ ray belonging to a *couple*, the exact coordinates of the last hit position are not employed. Conversely, once the detector Det${}_{i}$ in which $\gamma_{i}$ has been absorbed is determined, the three PDFs, one for dimension, associated to Det${}_{i}$, are loaded. These PDFs are sampled using the acceptance--rejection method [@b17] to obtain a final interaction position, in 3D, for $\gamma_{i}$. The described procedure reflects more accurately what would be observed when using real detectors.

3. Results {#sec3}
==========

In [Fig. 8](#fig8){ref-type="fig"}a the reconstructed coordinates for a source modelled at (0,0,0) are reported. For each co-ordinate axis a Gaussian fit has been applied to the algorithm-reconstructed data. The peak centroid position, $\mu$, corresponds to the source location coordinate with the standard deviation, $\sigma$, representing the position uncertainty. The reconstructed coordinate values $\mu$ $\pm$ $\sigma$ are: −0.3 ± 2.5, −0.4 ± 2.4, and −0.6 ± 2.5 mm along the X, Y, and Z axis, respectively. The source location has been accurately determined within a 3 mm uncertainty by the algorithm using only realistic detector signals. For this result, the virtual voxelised cube in which the *half*-hyperboloids intersections were calculated, as described in Section [2.3.3](#sec2.3.3){ref-type="sec"}, had a volume of 512 cm${}^{3}$ (X${}_{pos}$ $=$ 4, X${}_{neg}$ $= - 4$, Y${}_{pos}$ $=$ 4, Y${}_{neg}$ $=$ $-$4, Z${}_{pos}$ $=$ 4; Z${}_{neg}$ $=$ $-$4). The total number of recorded $\gamma$-rays was 19 576. This leads to a geometrical efficiency for the spectrometer, defined as the number of recorded $\gamma$-rays divided by the number of initial $\gamma$ rays emitted by the source, of 20%. In a total computational time of 1 h and 35 min (Windows 64 with Intel Core i7-6700 @ 3.41 GHz CPU and 16 GB RAM) the algorithm selected 566 *couples* and reconstructed 20 706 virtual source positions (x${}_{s\text{\_}p}$,y${}_{s\text{\_}p}$,z${}_{s\text{\_}p}$).Fig. 8Coordinates of a single isotropic ^60^Co source simulated in (a) (0, 0, 0) and in (b) (20, 20, 20) mm as reconstructed by the in-house developed algorithm. Along each axis a Gaussian fit has been applied on the algorithm-reconstructed data. The position of the centre of the peak, $\mu$, and the standard deviation of each peak, $\sigma$, correspond, respectively, to the reconstructed coordinate and to the uncertainty to within this coordinate is reconstructed. When the source is in (0, 0, 0) the reconstructed coordinates values ($\mu$$\pm$$\sigma$) are: −0.3 ± 2.5, −0.4 ± 2.4, and −0.6 ± 2.5 mm along the X, Y, and Z axis, respectively. When the source is in (20, 20, 20) mm the reconstruction values ($\mu$$\pm$$\sigma$) are: 20.2 ± 1.0, 20.2 ± 0.9, and 20.1 ± 1.2 mm along the X, Y, and Z axis, respectively.

[Fig. 8](#fig8){ref-type="fig"}b shows the reconstructed coordinates for an isotropic source located at (20,20,20) mm. The reconstructed coordinated values, $\mu$ $\pm$ $\sigma$, are: 20.2 ± 1.0, 20.2 ± 0.9, and 20.1 ± 1.2 mm, along the X, Y, and Z axis, respectively. For this source location the uncertainty deduced from the Gaussian fits is less than 1.5 mm. The number of $\gamma$-rays recorded was 19 345 in agreement with the expected 20% geometrical efficiency. In a total computational time of 2 min the algorithm selected 519 *couples* and reconstructed 21 945 virtual source coordinates. The cube volume, in this case, was 64 cm${}^{3}$ (X${}_{pos}$ $=$ 4, X${}_{neg}$ $=$ 0, Y${}_{pos}$ $=$ 4, Y${}_{neg}$ $=$ 0 , Z${}_{pos}$ $=$ 4, Z${}_{neg}$ $=$ 0). For both source locations a voxel size (v${}_{dim}$) of 0.5 mm was chosen to optimise both reconstruction precision and computational time.

4. Discussion {#sec4}
=============

It is clear from the Gaussian fit results shown in [Fig. 8](#fig8){ref-type="fig"} that the reconstructed source locations are in excellent agreement with the known values. The uncertainty associated with the reconstructed position of the source at (20,20,20) mm is better than that of the source at (0,0,0). There are two steps in the algorithm in which the position of the source plays a crucial role on the reconstruction precision: (1) the selection of only one side of the two-sheeted hyperboloid in Function 2 (Section [2.3.2](#sec2.3.2){ref-type="sec"}), (2) the selection of the size of the virtual voxelised cube in which the intersection between two *half*-hyperboloids is estimated in Function 3 (Section [2.3.3](#sec2.3.3){ref-type="sec"}).

Every $\gamma$-ray *couple* ($\gamma_{i}$ and $\gamma_{i + 1}$) is represented by a two-sheeted hyperboloid, with the source position lying somewhere on the hyperboloid surface. To shorten the computational time and reduce the number of false reconstructed coordinates, only one side of each two-sheeted hyperboloid, a *half*-hyperboloid, can be selected. This selection, as described in Section [2.3.2](#sec2.3.2){ref-type="sec"}, is based on the intensity difference of the recorded $\gamma$-rays in the two detectors (Det${}_{i}$ and Det${}_{i + 1}$) in which the events in the *couple* have been registered. A high intensity difference leads to a correct *half*-hyperboloid selection and, as expected, the intensity difference increases as the source is shifted form the centre of the spectrometer (0,0,0).

The frequency of the correct *half*-hyperboloid selection has been investigated as a function of the source position. The source position was shifted along the positive direction of the Z axis, from 0 to 10 cm, in steps of 1 cm. Shifts of 15 and 20 cm have been evaluated also with the spectrometer radius fixed at 9 cm. For each source position, $\gamma$-ray intensity as recorded by each detector (Tot${}_{events_{j}}$) was determined. For all of the recorded *couples* the detector number and the time, for each individual $\gamma$ ray, are employed to evaluate the following condition: (4)$$\left( Tot_{events_{j}}|_{j = Det_{i}} < Tot_{events_{j}} \right.\left. |_{j = Det_{i + 1}}\quad AND\quad t_{i} > t_{i + 1} \right)$$$$OR\left( Tot_{events_{j}}|_{j = Det_{i}} > Tot_{events_{j}} \right.\left. |_{j = Det_{i + 1}}\quad AND\quad t_{i} < t_{i + 1} \right)$$If the above condition is true the time-intensity correlation holds up. Conversely if (5)$$\left( Tot_{events_{j}}|_{j = Det_{i}} < Tot_{events_{j}} \right.\left. |_{j = Det_{i + 1}}\quad AND\quad t_{i} < t_{i + 1} \right)$$$$OR\left( Tot_{events_{j}}|_{j = Det_{i}} > Tot_{events_{j}} \right.\left. |_{j = Det_{i + 1}}\quad AND\quad t_{i} > t_{i + 1} \right)$$is upheld, there is no true time-intensity correlation (see [Fig. 9](#fig9){ref-type="fig"}). The larger the source shift from (0,0,0) the larger the fraction of *couples* that fulfil condition [(4)](#fd4){ref-type="disp-formula"}. This is observed for source locations that remain within the spectrometer radius (9 cm) as locations outside of the array result in a considerably reduced geometrical efficiency. It is imperative that for this technique to work as described the source needs to be located within the central spectrometer volume.

As explained in Section [2.3.3](#sec2.3.3){ref-type="sec"} each intersection between two half-hyperboloids is calculated in a virtual voxelised cube in the spectrometer central volume. The cube size can be reduced, without affecting the reconstruction precision, by using the difference between the intensities of the recorded $\gamma$-rays for the detectors at forward and backward angles ([Fig. 6](#fig6){ref-type="fig"}b). When the source is at (0,0,0) it subtends, to within statistical uncertainty, the same solid angle for all detectors. In this special case, where the source is exactly located at the centre of the spectrometer, the cube size cannot be reduced because there is no intensity difference between the forward and backward detectors. When the source is located at (20,20,20) mm the intensity difference is significant and the cube size can be reduced. The cube volume is 512 cm^3^ ($8 \times 8 \times 8$ cm) and 64 cm^3^ ($4 \times 4 \times 4$ cm) when the source is located at (0,0,0) and (20,20,20) mm, respectively. A large cube size, like the one needed for a centrally located source, results in a longer computational time and an increased number of false reconstruction co-ordinates compared to smaller cube sizes. Bearing this in mind a prototype spectrometer should be movable and/or have the ability to adjust the detector angles. One benefit of having a centrally located source with this type of spectrometer is that is can be used to measure absolute source activities [@b18].

In the current work, for both source locations, a voxel size v${}_{dim}$ of 0.5 mm was set to optimise between precision and computational time. For some applications, however, a larger value may be chosen to improve precision. An analysis concerning the dependence of the algorithm accuracy, precision, and computational cost from v${}_{dim}$ has been carried out. The simulation output, relative to a source at (0,0,0), has been passed to the algorithm and, in six different runs, v${}_{dim}$ was set to: 5, 4, 2, 1, 0.5, and 0.2 mm. It has been noticed that, by increasing v${}_{dim}$, the algorithm computational time significantly increases, passing from $\sim$ 11 s for v${}_{dim}$ $=$ 5 mm to $\sim$ 5 h 58 min for v${}_{dim}$ $=$ 0.2 mm. The algorithm source reconstruction is achievable, along each axis, to within 2.5 and 4 mm, when v${}_{dim}$ is 0.2 and 5 mm, respectively.

To put the results from this work in perspective, a clinical SPECT $\gamma$-camera offers a spatial resolution for radioactive source location on the order of 4--6 mm [@b2]. The spatial resolution with the technique detailed above is superior for non-centrally located sources. It is clear that this technique could be successfully adapted to be used in a number of radioactive source applications including nuclear medicine and national security.

As previously mentioned this technique could also be used for distributed $\gamma$-ray sources such as those found in proton beam radiotherapy. One possible usage would be in the reduction of range uncertainty through the detection and position reconstruction of prompt-gamma (PG) rays emitted naturally during therapy. Due to the high energy of the PG-rays and to the huge neutron contamination, PG-rays detection with standard imaging instruments employed in nuclear medicine is inefficient; an optimised device needs to be designed [@b19]. Although, in the last decade, different detector systems have been proposed, several problems impede their clinical potential [@b4]. Collimated gamma cameras have been initially used to demonstrate the feasibility of PG-ray detection for range verification [@b3], [@b20]. In spite of the collimation used in these systems, the signal is significantly blurred by background neutron radiation [@b7], [@b21], [@b22]. The coincidence requirement of the algorithm described above discriminates between neutron and $\gamma$ radiation improving the imaging capability of the system. One of the most abundant PG-ray emitters in human tissues is ^16^O. As opposed to a ^60^Co source the $\gamma$-ray *couples* for the algorithm would be the $2.741$ (I${}^{\pi}$: 2${}^{-}$ $\rightarrow$ 3${}^{-}$) and $6.128$ (I${}^{\pi}$: 3${}^{-}$ $\rightarrow$ g.s.) MeV (p, ^16^O)-induced PG-rays [@b23]. These de-excitations, from a particular ^16^O nucleus, are effectively, within detection resolution, emitted simultaneously in position and time, almost along the entire proton beam path. The LaBr~3~(Ce) spectrometer coupled with the position reconstruction algorithm provides a unique system for tackling the challenge of range uncertainty in proton beam therapy. Discussions are currently being held with clinical scientist colleagues for a small design adaptation of the spectrometer to enable clinical implementation.Fig. 9Second function of the algorithm, $\gamma$-Ray Couples Analysis: the number of *correct* time-detectors correlations divided by the total number of *couples* as a function of the source shift along the positive direction of the Z axis. The internal radius of the spectrometer has always been kept at 9 cm. For a source shift shorter then 9 cm the fraction of *couples* characterised by a *correct* correlation increases with the shift magnitude. On the other hand, for shifts bigger than 9 cm the $\gamma$-rays are no more easily geometrically detectable by all the detectors and the number of *correct* correlations decreases.

The simulation described in this work, with the source at (0,0,0), has been repeated varying the number of primary events: 10^3^, 10^4^, 10^5^, and 10^6^. It has been found that both accuracy and precision improve with increasing primary events. With 10^4^ primary events, which translates to $\sim$ 1900 recoded $\gamma$-rays and $\sim$ 60 *couples*, the algorithm is able to reconstruct the source position with a 6 mm uncertainty, within $\sim$ 10 min on the stated system. Conversely, with 10^6^ primary events, which implies $\sim$ 197 600 recoded $\gamma$-rays and $\sim$ 5800 *couples*, the source reconstruction is achieved with a 2 mm uncertainty, but at the price of a long computational time ($\sim$ 15 h). In proton beam therapy, PG rays are emitted along the beam path, effectively giving a moving $\gamma$-ray source. Initial simulation results for a 180 MeV proton beam on water show that this algorithm can reconstruct the position of the maximum intensity of the PG-rays distribution with an uncertainty of $\sim$ 4 mm for 10^8^ primary proton events. Verburg et al. [@b7] showed hat 1.64 $\cdot$ 10^7^ PG-rays are emitted per gram of ^16^O per Gray of dose delivered.

Conclusions {#d1e7118}
===========

A new method to determine the location of a radiative source, with millimetric accuracy and without knowing the radiation emission time, has been developed. The method is based on the detection of two $\gamma$-rays in coincidence. A spectrometer comprising 16 conventional LaBr~3~(Ce) detectors in a symmetrical configuration is employed to detect the source emitted radiation. A source position reconstruction algorithm has been developed; it takes as inputs the LaBr~3~(Ce) detector signals and reconstructs the position of the $\gamma$-ray source, in full three dimensional space. The algorithm only needs the signals available through standard electronics couple to off-the-shelf scintillator detectors. The spectrometer-algorithm performance has been investigated for a ^60^Co source in two different positions within the central area of the spectrometer. The results show that for sources located at (0,0,0) and (20,20,20) mm the reconstructed location is determined with uncertainties of less than 3 mm and 2 mm,respectively. The developed method has a wide range of possible future research/industrial applications such as source localisation in nuclear medicine, security and radioactive waste assays. The system will also work for distributed sources and could aid in minimising range uncertainty in proton beam therapy. The present article is not intended as documentation for the code mentioned, instead, it describes a general methodology to generate a position reconstruction algorithm. Further developments are ongoing to improve the algorithm and to empirically validate the spectrometer-algorithm performance.
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