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Chapitre 4
Ordonnancement temps réel et minimisation de
la consommation d’énergie
4.1. Introduction
La consommation en énergie est devenue un problème crucial dans la concep-
tion des équipements électroniques dont l’alimentation est assurée par des batteries.
Parmi tous les composants électroniques, le processeur est particulièrement utilisa-
teurs d’énergie puisque des études ([POU 01, ZEN 02] cités dans [AYD 04]) ont mon-
tré qu’il pouvait à lui seul utiliser plus de 50 % de l’énergie lorsqu’il était sollicité
intensivement. En jouant sur une réduction de la fréquence de fonctionnement du
processeur, des stratégies d’ordonnancement adaptées permettent de réduire consi-
dérablement la consommation énergétique. Nous proposons dans ce chapitre un tour
d’horizon, dans le cas mono-processeur, des techniques d’ordonnancement visant à
minimiser la consommation d’énergie tout en garantissant le respect de contraintes
d’échéances. Les contraintes de temps peuvent peser explicitement sur certaines ac-
tivités du système ou peuvent provenir de contraintes de performances minimales si
l’on sort du cadre classique des systèmes temps réel. Le problème d’ordonnancement à
résoudre consiste non seulement à déterminer l’ordre dans lequel exécuter les activités
du système mais également à fixer la fréquence de fonctionnement du processeur au
cours du temps. Comme souligné dans [GRU 02], l’ordonnancement sous contrainte
d’énergie acquiert une nouvelle dimension qui est la vitesse du processeur.
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Nous expliquerons en premier lieu le contexte de l’ordonnancement sous contraintes
de temps et d’énergie, situerons les stratégies d’ordonnancement par rapport à l’en-
semble des techniques visant à réduire la consommation et définirons les contraintes
de temps et les modèles d’activités qui seront considérées par la suite.
4.1.1. Contexte du problème
L’autonomie est un problème majeur pour de nombreux équipements électroniques
dont l’alimentation en énergie est assurée par des batteries, comme par exemple des
ordinateurs portables, des assistants intelligents, des robots mobiles, des implants mé-
dicaux (pacemaker) ou des téléphones portables. L’augmentation continue des perfor-
mances et des fonctionnalités de ces équipements nécessite l’utilisation de composants
électroniques fonctionnant à des fréquences toujours plus élevées et donc consommant
de plus en plus d’énergie. Ainsi, par exemple, un processeur de type Intel P4 Mobile
1.8GHz consomme au plus 30W [GRU 02] contre 3W pour un Intel I386 [ANC 03].
Parallèlement, la technologie des batteries ne progresse pas suffisamment vite pour
satisfaire ces nouveaux besoins. Il est donc nécessaire de travailler à la réduction de la
consommation en énergie d’autant plus que le gain se situe non seulement au niveau
de l’autonomie des systèmes, mais également au niveau de la place et du poids consa-
crés aux batteries ainsi qu’au niveau des dissipations thermiques et donc de la fiabilité
de l’électronique.
4.1.2. Techniques de réduction de la consommation
Dans ce paragraphe, nous faisons un tour d’horizon des techniques de réduction
de la consommation en énergie, le lecteur pourra se référer à [PAR 00] pour un déve-
loppement plus complet sur ce sujet.
Une première stratégie est de travailler sur la technologie des composants maté-
riels. Ainsi une diminution de la taille des composants, rendue possible par des pro-
grès dans les techniques de fabrication, permet une tension d’alimentation plus faible
et donc une consommation moindre. Une seconde stratégie est de limiter l’alimenta-
tion d’un composant aux blocs nécessaires pour le traitement en cours, par exemple,
on peut diviser une mémoire cache en des blocs pouvant être activés indépendam-
ment les uns des autres. Une autre possibilité est de limiter le nombre de changements
d’états dans un circuit car chaque changement d’état induit un coût énergétique. Ainsi
dans [SU 95], il a été proposé d’utiliser pour l’adressage mémoire le codage Gray
qui garantit un seul bit de différence entre un nombre et son successeur contraire-
ment au classique codage en complément à deux. Il est également possible d’inter-
venir au niveau de l’architecture matériel, par exemple en remplaçant un disque dur,
gourmand en énergie du fait de son système mécanique, par une mémoire flash. Le
dimensionnement de l’architecture matériel est également important, ainsi il s’agit de
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trouver la bonne taille pour la ou les mémoires caches sachant que plus elles sont
de grande taille plus elles consomment mais moins des accès coûteux vers d’autres
mémoires seront nécessaires. Une autre voie qui est explorée est de spécialiser les
composants pour l’usage fait par exemple à l’aide de composants reconfigurables
FPGA [ABN 98, DAV 03]. Enfin, certains travaux étudient l’utilisation de circuits
électroniques asynchrones qui, contrairement aux circuits synchrones traditionnels,
présentent la caractéristique intéressante de ne consommer de l’énergie que dans les
sous-parties du circuit réellement utilisées lors de l’exécution d’une instruction (voir
[REM 03] pour un état de l’art).
Le logiciel a également un rôle important à jouer pour minimiser la consomma-
tion en énergie, par exemple, en optimisant le code des programmes exécutables ;
ainsi remplacer des opérations de mémoire-à-mémoire par des opérations de registre-
à-registre apportent des gains substantiels [TIW 94]. Il peut être aussi parfois béné-
fique d’effectuer de l’expansion en-ligne (inlining) pour limiter le nombre d’appels
de fonctions, qui est une opération souvent longue et coûteuse ; la contrepartie étant
que le code grossit nécessairement et qu’il puisse alors ne plus être contenu dans une
mémoire cache.
Il existe naturellement des techniques dites hybrides basées sur une collaboration
entre composants matériels et logiciels. Par exemple des stratégies de mise en veille
plus ou moins profondes de composants (voir paragraphe 4.2.2.1), ou d’adaptation du
voltage du processeur, et donc de la fréquence, au besoin courant de l’application en
termes de performances (voir paragraphe 4.1.3). Cette dernière classe de techniques
permet des réductions de consommation importantes car, sans considérer la puissance
statique, l’énergie consommée varie au minimum en le carré du voltage dans les tech-
nologies CMOS actuelles. Les résultats obtenus avec ces techniques d’adaptation du
voltage, qui ont constitué au cours des dix dernières années une thématique de re-
cherche importante dans la communauté de l’économie d’énergie, sont le sujet de cet
article.
4.1.3. Contraintes de temps et d’énergie
L’apparition de composants électroniques à tension d’alimentation variable consti-
tue un progrès majeur dans l’optique d’une plus grande autonomie et, à l’heure ac-
tuelle, de nombreux processeurs comportant cette possibilité sont disponibles com-
mercialement. On peut citer par exemple les processeurs de la famille Crusoe de la
société Transmeta, la technologie PowerNow ! d’AMD ou les technologies SpeedStep
et XScale d’Intel (pour plus de détails, se référer à [GRU 02]). La puissance dyna-
mique dissipée par un composant variant au minimum en le cube de la fréquence de
fonctionnement (voir le paragraphe 4.2.1), il est judicieux de faire fonctionner le pro-
cesseur (CPU pour « Central Processing Unit » dans la suite) à la fréquence la plus
faible compatible avec le niveau de performance requis.
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Ainsi, lorsque des contraintes de temps explicites pèsent sur certaines activités
du système, il s’agit naturellement de les respecter avec l’objectif supplémentaire de
minimiser la consommation en énergie. Le problème d’ordonnancement à résoudre
consiste non seulement à déterminer l’ordre dans lequel exécuter les activités du sys-
tème mais également à fixer la fréquence de fonctionnement du processeur au cours du
temps. Comme souligné dans [GRU 02], l’ordonnancement sous contrainte d’énergie
acquiert une nouvelle dimension qui est la vitesse du processeur.
Si aucune contrainte de temps n’est spécifiée alors la meilleure stratégie vis-à-vis
de la consommation est de mettre le processeur en veille ce qui naturellement est
incompatible avec le niveau de performances minimales attendu. Une technique pos-
sible pour garantir le bon fonctionnement du système est alors d’allouer à chacune des
activités une date d’échéance, et l’on voit que le problème de l’ordonnancement sous
contraintes de temps et d’énergie a des applications en dehors du cadre classique des
systèmes temps réel (voir par exemple [LOR 01]). Une autre possibilité pour obtenir
les performances minimales est de ne pas considérer des échéances individuelles mais
de raisonner en termes de nombre minimal de requêtes traitées par unité de temps
(throughput) ou de nombre maximum de requêtes en attente de traitement. Ces der-
nières possibilités ne seront pas explorées dans le cadre de cet article qui ne traite que
de l’ordonnancement avec contraintes d’échéances explicites.
4.1.4. Modèles de tâches et notations
Nous considérons deux types de tâches s’exécutant sur une plate-forme mono-
processeur : des tâches récurrentes, en pratique généralement périodiques, et des tâches
non récurrentes appelées aussi « jobs » ou « tâches apériodiques » dans la littérature.
Les tâches récurrentes du système constituent un ensemble fini noté T =
{τ1, . . . , τm} de cardinalité m où τk est la tâche d’indice k dont la nième instance,
notée τk,n, possède certaines caractéristiques indépendantes de l’ordonnancement qui
sera réalisé :
– son instant de mise à disposition Ak,n (ou date d’arrivée) avec 0 ≤ Ak,1 ≤
. . . ≤ Ak,n−1 ≤ Ak,n ≤ . . .. C’est le premier instant à partir duquel l’instance τk,n
est susceptible d’être exécutée ;
– son pire temps d’exécution (Worst-Case Execution Time - WCET) sur le proces-
seur à sa fréquence maximale, noté Ck,n. Les stratégies d’ordonnancement consistant
à réduire la fréquence de fonctionnement, le temps d’exécution effectif sera donc gé-
néralement supérieur à Ck,n. Dans la suite, nous considérerons le cas le plus courant
où toutes les instances d’une même tâche ont le même temps d’exécution que nous
noterons Ck ;
– son échéance Dk,n, c’est à dire l’instant auquel τk,n doit avoir fini de s’exécuter.
L’échéance relativement à la date d’arrivée est Dk,n avec Dk,n = Dk,n −Ak,n. Dans
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la suite, toutes les instances d’une même tâche τk seront supposées avoir la même
échéance relative notée Dk ;
– le temps entre la date d’arrivée de τk,n et la date d’arrivée de la prochaine
instance τk,n+1, appelé temps interarrivées ou temps de cycle, est noté Tk,n avec
Tk,n
def= Ak,n+1 −Ak,n. Si les temps interarrivées sont identiques (Tk,n = Tk ∀n), la
tâche τk est strictement périodique.
Les activités non récurrentes forment un ensemble noté T = {τ1, . . . , τm} où τk est
la tâche d’indice k de temps d’exécution Ck à vitesse maximale, de date d’arrivée Ak
et d’échéance Dk.
4.1.5. Objectifs et organisation
L’objectif de cet article est en premier lieu d’expliquer la problématique de l’or-
donnancement sous contraintes de temps et d’énergie puis de présenter les résultats de
base qui existent dans le domaine. Compte tenu de l’abondance de la littérature, il est
impossible de prétendre à un état de l’art exhaustif dans le format imparti ; la solution
de présenter uniquement une taxinomie détaillée des approches n’a pas été non plus
retenue pour ne pas masquer la réalité des techniques utilisées et des problèmes à ré-
soudre. Nous avons choisi de ne traiter que des deux politiques d’ordonnancement les
plus importantes du temps réel que sont EDF (Earliest Deadline First) et FPP (Fixed
Priority Preemptive). Le lecteur est renvoyé au chapitre 1 de ce livre pour plus de dé-
tails sur ces politiques. Nous considérerons le modèle de tâches le plus simple, c’est
à dire des tâches indépendantes les unes des autres, mais le lecteur pourra trouver des
pointeurs vers des travaux traitant de modèles plus généraux comme les tâches DAG
(Directed Acyclic Graph, par exemple dans [RAO 06]) ou modélisant plus finement
les interactions avec le matériel (voir, par exemple, [BIN 05]).
Nous distinguons deux grandes classes de stratégies. Tout d’abord, les politiques
pour lesquelles le choix de la vitesse de fonctionnement à un instant donné est in-
dépendant de l’historique de l’ordonnancement. Les choix sont donc effectués avant
l’exécution de l’application et l’on qualifie ces techniques de hors-ligne. Dans cette
première catégorie, on peut effectuer une distinction entre les algorithmes qui cal-
culent une vitesse de fonctionnement unique pour l’ensemble du système pendant
toute sa durée de vie (voir paragraphe 4.3.1) et ceux qui individualisent la vitesse
en fonction de la tâche ou de l’instance (voir paragraphe 4.3.2). Ces derniers sont
naturellement a priori plus efficaces mais présupposent la capacité de modifier dyna-
miquement la fréquence du processeur (voir paragraphe 4.2.2).
La seconde grande classe de techniques, présentée en section 4.4, comprend les po-
litiques d’ordonnancement qui utilisent en-ligne des informations sur l’état du système
pour fonder leurs choix quant aux fréquences. En particulier, ces techniques sont les
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plus efficaces d’un point de vue énergétique lorsque le temps d’exécution des tâches
est inférieur à leur WCET, comme c’est le plus souvent le cas dans les systèmes temps
réel.
Nous conclurons en section 4.5 en comparant les différentes approches envisagées
puis, en section 4.6, identifierons les directions de recherche que nous jugeons les plus
prometteuses en ordonnancement faible consommation.
4.2. Consommation énergétique d’un processeur
Dans cette section, nous expliquons quelques points-clés portant sur la consomma-
tion en énergie des processeurs. Nous examinons ensuite les différentes technologies
de processeurs permettant une réduction de la consommation.
4.2.1. Puissance dissipée et consommation énergétique
Les concepts de cette section sont valables pour tout circuit CMOS (Complemen-
tary Metal Oxide Semiconductor) qui est la technologie dominante dans les circuits
électroniques. Le lecteur désirant des développements plus approfondis sur ce sujet
pourra consulter [GRU 02, SHI 00a].
L’énergie consommée dans un intervalle de temps [a, b] est par définition l’in-
tégrale de la puissance dissipée E =
∫ b
a
P (t)dt où P (t) est la puissance dissipée à
l’instant t. Cette puissance dissipée dans un circuit électronique se compose de la puis-
sance statique et de la puissance dynamique. Dans les circuits CMOS la puissance dy-
namique représente de l’ordre de 80-85 % de la puissance dissipée et, classiquement,
on néglige la puissance statique1. La puissance dissipée totale peut donc s’exprimer
par :
P ≈ Pdynamique ∼ αfCV 2 [4.1]
où α est le nombre de transitions par cycle d’horloge, f est la fréquence de fonction-
nement, C est la capacité équivalente et V est la tension d’alimentation. On voit dans
[4.1] qu’il existe quatre paramètres pour diminuer l’énergie consommée et toutes les
techniques de réduction de la puissance dynamique s’attaquent à l’un ou l’autre de ces
facteurs. Le terme α dépend des données traitées et de la technique de codage utilisée,
C est une caractéristique du circuit utilisé. Réduire la fréquence f sans modifier la
tension sera sans effet au niveau de la consommation car, globalement, le temps né-
cessaire pour terminer une même séquence de code augmente d’un facteur k si l’on
1. Comme cela sera discuté en section 4.6, avec l’évolution des technologies des semi-
conducteurs, cette hypothèse devra être levée et c’est une perspective de recherche importante
en ordonnancement faible consommation.
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réduit la fréquence d’un même facteur k. Il est finalement possible de diminuer la
tension V mais fréquence et voltage sont liés par la relation :
1
f
∼ V
(V − Vt)γ
avec Vt la tension de seuil et γ une constante. Pour une tension de seuil suffisamment
petite par rapport à la tension d’alimentation, la relation entre fréquence et tension
d’alimentation devient f ∼ V γ−1. Dans le modèle MOSFET (Metal Oxide Semicon-
ductor Field Effect Transistor) classique, γ est approximé par deux ; la fréquence est
donc linéaire en la tension et la puissance varie en le cube de la fréquence. Certains
autres modèles considèrent des valeurs différentes de γ (par exemple γ = 1, 3 dans
[RAB 96] cité dans [GRU 02]) mais, en pratique, il n’est pas crucial de déterminer
l’expression exacte de la puissance car la puissance dynamique dissipée reste toujours
une fonction convexe croissante de la fréquence et beaucoup de résultats énoncés en
économie d’énergie sont valables pour toute fonction convexe croissante. Le lecteur
pourra consulter [GAU 05b] pour une illustration dans le cas de résultats portant sur
EDF.
Pour une tension d’alimentation donnée, il existe une fréquence de fonctionnement
optimale du point de vue énergétique qui est la fréquence maximale supportée par le
circuit à cette tension. Dans la suite, plutôt que de raisonner en termes de fréquence,
nous parlerons de la vitesse du processeur qui est le rapport entre la fréquence de fonc-
tionnement courante et la fréquence maximale du processeur, appelée aussi fréquence
nominale.
4.2.2. Technologie des processeurs
Une fraction importante des microprocesseurs disponibles commercialement sont
conçus dès l’origine dans l’optique d’une faible consommation. Dans [ANC 03], l’au-
teur chiffre la réduction de consommation d’énergie par rapport à des processeurs
classiques comme étant de l’ordre d’un facteur 10 pour une réduction de puissance
d’un facteur 2 à 3. Nous distinguons deux classes de processeurs en fonction de la
possibilité ou non de changer la fréquence nominale de fonctionnement ; l’efficacité
des stratégies d’ordonnancement « économes en énergie » sera naturellement dépen-
dante de cette caractéristique du processeur.
4.2.2.1. Processeurs à vitesse constante et mode veille
Les processeurs à vitesse constante opèrent à leur fréquence d’horloge et leur
tension d’alimentation nominales et consomment donc la même quantité d’énergie
à l’exécution (modulo le fait que toutes les instructions processeurs ne consomment
pas exactement la même quantité d’énergie). Le plus souvent, ces processeurs pos-
sèdent au minimum deux modes de fonctionnement, le mode actif et le mode veille
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dans lequel aucune instruction n’est exécutée avec une consommation énergétique
grandement réduite. Ainsi, le processeur Intel 80200 [Int 03] possède trois modes de
fonctionnement, dont deux modes faible consommation qui diffèrent par le nombre
de modules du processeur mis en veille, la consommation en mode veille et les temps
de remise en fonctionnement. Les techniques qui visent à sélectionner au mieux les
modes de fonctionnement des ressources sont connues sous le terme de Dynamic
Power Management (DPM), et certaines sont par exemple implantées dans le stan-
dard ACPI (Advanced Configuration and Power Interface, voir [COM 02]). Le lecteur
pourra consulter [BEN 00] pour un état de l’art sur les approches DPM.
4.2.2.2. Processeurs à vitesse variable
Des processeurs plus spécifiquement conçus pour l’économie d’énergie permettent
de varier la tension d’alimentation et donc la fréquence de fonctionnement. Les stra-
tégies d’adaptation dynamique de la tension sont connues sous le terme de Dynamic
Voltage Scaling (DVS). Remarquons que même si dans la littérature l’hypothèse d’une
plage de fréquence continue est souvent faite, la technologie actuelle des processeurs
synchrones implique nécessairement un nombre de fréquences fini.
Parmi les processeurs à fréquence variable, on peut distinguer ceux qui permettent
un changement de fréquence pendant l’exécution d’une application et ceux qui ne le
permettent pas (nécessité de ré-initialisation, temps de changement de fréquence trop
importants, etc.). On peut citer parmi les processeurs à vitesse variable, les processeurs
Transmeta Crusoe, le lpARM (UC Berkeley) et le processeur Intel Pentium 4M. Le
lecteur pourra consulter [GRU 02] et [SAL 03] pour plus de détails.
4.3. Politiques hors-ligne
Les politiques hors-ligne utilisent les informations disponibles avant l’exécution de
l’application (c’est-à-dire politique d’ordonnancement et caractéristiques des tâches)
pour en dériver les vitesses de fonctionnement. Les vitesses utilisées à l’exécution ne
dépendent alors pas de l’état du système. Nous distinguons le cas où l’on recherche
une vitesse unique pour toutes les tâches du système (paragraphe 4.3.1) et le cas où
l’on peut individualiser les vitesses en fonction de l’instance en cours d’exécution
(paragraphe 4.3.2). Le cas une vitesse par tâche, qui présente également un intérêt
en pratique car il offre un bon compromis entre surcharge à l’exécution / difficultés
d’implémentation et performances, ne peut être traité dans le format imparti mais le
lecteur trouvera des pointeurs dans les paragraphes 4.3.1 et 4.3.2.
4.3.1. Vitesse unique pour le système
Les politiques à fréquence unique sont parfois référencées dans la littérature sous
l’appellation de méthodes MRS (Minimum Required Speed). Ce sont des approches
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hors-ligne dont l’objectif est de déterminer une vitesse unique du processeur valable
pendant toute la durée de vie de l’application.
Comme il n’y a pas de sélection en-ligne des fréquences, ces stratégies sont uti-
lisables sans aucune modification au niveau du système d’exploitation et elles n’in-
duisent pas d’overhead à l’exécution. D’autre part, ces stratégies sont les seules com-
patibles avec des processeurs qui ne peuvent changer de fréquence que hors-ligne
(voir le paragraphe 4.2.2.2). Logiquement, ces techniques sont d’une façon générale
moins efficaces que celles qui permettent de changer dynamiquement la fréquence par
exemple en fonction de la charge courante du système [WEI 94] ou de la tâche à exé-
cuter (voir les paragraphes 4.3.2.1 et 4.3.2.2). En effet, la vitesse du système sera celle
permettant l’exécution de l’activité la plus contrainte.
Seront présentés dans cette section les résultats de base existants pour EDF (Ear-
liest Deadline First, voir chapitre 1) et FPP (Fixed Priority Preemptive, voir chapitre
1) pour des tâches indépendantes (c’est-à-dire pas de relations de précédence entre
tâches et aucune ressource partagée). D’autres modèles de tâches et d’autres poli-
tiques (voir par exemple Round-Robin dans [BRI 04]) ont déjà été largement étudiés
dans ce même contexte des politiques à fréquence de fonctionnement unique.
4.3.1.1. Ordonnancement EDF
Des tests de faisabilité, qui ne nécessitent pas de calcul explicite de temps de ré-
ponse, existent pour la politique EDF et ceux-ci couvrent les contextes d’utilisation
les plus courants. Nous verrons que la vitesse minimale du système, notée S edf, peut
être souvent calculée à l’aide de ces tests de faisabilité.
4.3.1.1.1. Tâches périodiques avec échéances égales aux périodes
Lui et Layland [LIU 73] ont montré qu’un ensemble de tâches périodiques syn-
chrones (c’est-à-dire toutes mises à disposition simultanément) à échéances sur re-
quêtes (∀k, Dk = Tk) était faisable si et seulement si (ssi) la charge du système UT
vérifiait :
UT =
∑
τi∈T
Ci
Ti
 1.
Ce résultat est également valable pour des tâches asynchrones comme cela a été mon-
tré dans [COF 76]. Si la charge est inférieure à 1, il est possible de diminuer la vitesse
du CPU et ce, au maximum, jusqu’à une vitesse qui conduise à un taux d’utilisation
de 1, c’est à dire simplement Sedf = UT . Dans ce cas particulier de tâches à échéances
sur requêtes sous EDF, il n’est pas possible de trouver une meilleure solution que
celle-ci même en autorisant différentes vitesses de fonctionnement. Le lecteur pourra
se référer à [AYD 01] pour plus de détails.
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4.3.1.1.2. Tâches périodiques avec échéances inférieures aux périodes
Pour des tâches périodiques à échéances inférieures à la période (voir [STA 98]),
une condition suffisante d’ordonnançabilité est :
αT =
∑
τi∈T
Ci
min(Di, Ti)
 1. [4.2]
On peut donc permettre des vitesses processeurs inférieures à la vitesse nominale tant
que cette condition est vérifiée ; la vitesse minimale qui satisfait [4.2] est S edf = αT .
Comme la condition n’est que suffisante et non nécessaire, il peut parfaitement exister
des vitesses inférieures à Sedf = αT qui permettent la faisabilité et des gains en énergie
supérieurs.
Une alternative ne comportant pas cet inconvénient est de calculer la vitesse mi-
nimale requise pour chacune des instances pendant une “période” du système (i.e.
1 ppcm des périodes pour des tâches synchrones, 2 ppcm + max{A} dans le cas
asynchrones) à l’aide des techniques discutées au paragraphe 4.3.2.1 et de considérer
le maximum. Notons que cette même analyse reste valable dans le cas de tâches à
échéances plus grandes que la période.
4.3.1.2. Ordonnancement FPP
Nous présentons ici deux techniques simples, dérivées de tests de faisabilité, qui
permettent de trouver une vitesse unique pour ordonnancer un ensemble de tâches
sous FPP.
4.3.1.2.1. Test de faisabilité basé sur la charge
Dans le cas de tâches périodiques à échéances sur requête, il est possible de se
servir du test de faisabilité de Lui et Layland [LIU 73] pour déterminer une vitesse
minimale unique pour un ensemble de tâches T . On sait que T est nécessairement
faisable sous FPP si la charge du processeur UT vérifie UT =
∑
τi∈T
Ci
Ti
≤ m(2 1m −
1). Si tel est le cas, on peut alors fixer la vitesse minimale du système à :
Sfpp = UT
m(2
1
m − 1) .
Si elle est simple, cette approche à deux inconvénients. La condition de Lui et Lay-
land n’étant qu’une condition suffisante et non une condition nécessaire, il serait
parfaitement possible pour certaines configurations de réduire la vitesse en deçà de
UT /m(2
1
m − 1) tout en gardant la faisabilité. D’autre part, cette approche n’est uti-
lisable que dans le cadre du modèle de tâches périodiques à échéances égales à la
période.
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4.3.1.2.2. Analyse exacte de la faisabilité
Lehoczki et alli ont présenté dans [LEH 89] une condition nécessaire et suffisante
pour tester la faisabilité d’un ensemble de tâches périodiques à échéances inférieures
ou égales aux périodes. Dans [SHI 00a], les auteurs utilisent ce test pour dériver une
vitesse de fonctionnement minimale sous FPP.
La fonction Wi(t) =
∑i
j=1 Cj ·  tTj  est la charge de travail soumise par l’en-
semble des tâches τ1, . . . , τi au cours du temps. Le théorème 1 de [LEH 89] dit que
s’il existe un instant t tel que Wi(t) ≤ t pour t ≤ Ti alors τi est ordonnançable. Il est
également montré qu’il suffit de vérifier un nombre fini d’instants t, appelés des points
d’ordonnancements. Pour une tâche τ i à échéance égale à la période, cet ensemble est :
Si = {k · Tj | j = 1, . . . , i; k = 1, . . . , Ti/Tj	}. [4.3]
Si l’échéance est inférieure à la période l’ensemble est S i = {t | t ∈ Si ∧ t < Di} ∪
{Di} avec Si initialement calculé selon [4.3] (voir [GRU 02]). On note S i,j le jème
élément de Si avec Si trié par ordre croissant et ηi,j est le facteur de réduction de
vitesse tel que :
1
ηi,j
Wk(Si,j) = Si,j . [4.4]
Avec la vitesse 1/ηi,j , τi est ordonnançable grâce au point d’ordonnancement S i,j
(voir théorème 1 de [LEH 89]). Comme il suffit d’un point d’ordonnancement véri-
fiant [4.4], le plus grand facteur de réduction admissible pour τ i est ηi = maxj ηi,j .
Toutes les tâches devant être faisables, la vitesse minimale requise pour l’ensemble du
système est :
Sfpp = 1/min
i∈T
ηi.
Notons que ce test de faisabilité basé sur les points d’ordonnancement a été utilisé
dans [GRU 02] et [SAE 03] pour trouver des solutions heuristiques dans le cas où
l’on autorise une fréquence de fonctionnement par tâche, et non plus une fréquence
pour le système tout entier. Une solution optimale au cas une vitesse par tâche peut
être trouvée en prenant pour vitesse le maximum requis sur l’ensemble des instances
d’une tâche avec l’algorithme proposé dans [QUA 02]. Néanmoins, la complexité de
l’algorithme (voir paragraphe 4.3.2.2) restreint cette approche à de petits ensembles
de tâches.
4.3.2. Vitesse unique par instance de tâche
Nous présentons ici des techniques qui visent à minimiser la fréquence de chacune
des instances des tâches sous leur hypothèse de WCET. Ce sont les techniques hors-
ligne les plus efficaces théoriquement mais dont l’utilisation peut être parfois problé-
matique compte tenu du nombre d’instances dans une période du système et donc, de
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l’espace mémoire nécessaire pour stocker les fréquences du CPU. Néanmoins, ce sont
des techniques de base souvent utiles dans la résolution des problèmes de type une
vitesse par tâche ou même une vitesse pour le système lorsqu’il n’y a pas de résultats
optimaux pour le modèle de tâches considéré. C’est le cas en général pour les tâches à
échéances plus grandes que la période ou des tâches qui ont des patterns d’activation
complexes. Notons que les processeurs compatibles avec les techniques présentées
dans ce paragraphe doivent être capables de changer de fréquence en-ligne (voir le
paragraphe 4.2.2.2).
4.3.2.1. Ordonnancement EDF
Dans [YAO 95], les auteurs proposent un algorithme qui calcule les fréquences de
fonctionnement optimales du point de vue énergie pour un ensemble de tâches non
récurrentes (appelées aussi jobs) à échéances. La politique d’ordonnancement sous-
jacente étant EDF, cette stratégie est également optimale d’un point de vue ordonnan-
çabilité. C’est un résultat de base en ordonnancement faible consommation qui a ins-
piré de nombreux travaux ultérieurs comme ceux présentés dans le paragraphe 4.3.2.2.
L’algorithme de Yao et alli commence par identifier l’intervalle de temps, appelé
« intervalle critique », sur lequel la vitesse de fonctionnement maximum du processeur
est requise. L’intensité d’un intervalle est défini comme la charge des jobs appartenant
à cet intervalle divisé par la durée de l’intervalle, où l’on dit qu’un job « appartient »
à un intervalle si sa date d’arrivée et sa date d’échéance se situent à l’intérieur de
l’intervalle. Intuitivement, l’intensité est la plus petite quantité de travail qui doit être
faite dans l’intervalle pour respecter les échéances. L’intensité sur un intervalle [a, d]
est donc W[a,d] =
∑
Ai≥a∧Di≤d
Ci/(d− a).
La vitesse minimale admissible sur l’intervalle critique est assignée aux tâches qui
appartiennent à cet intervalle. On construit ensuite un nouveau problème en suppri-
mant l’intervalle déjà étudié et l’on détermine le prochain intervalle critique. On peut
montrer qu’un intervalle critique commence toujours par une date d’arrivée et termine
par une date d’échéance. La figure 4.1 illustre le processus de suppression d’un inter-
valle de temps [Ak, Dk] qui modifie l’ensemble des tâches de la façon suivante :
– si Ai ≥ Ak et Di ≤ Dk (τi appartient à l’intervalle) alors τi est supprimée et sa
fréquence est fixée à l’intensité de l’intervalle W [Ak,Dk] ;
– si Ai ∈ [Ak, Dk] alors Ai := Ak , sinon si Ai ≥ Dk alors Ai := Ai−(Dk−Ak) ;
– si Di ∈ [Ak, Dk] alors Di := Ak, sinon si Di ≥ Dk alors Di := Di − (Dk −
Ak).
Comme il y a au plus m intervalles critiques successifs (un job par intervalle cri-
tique) et que déterminer l’intervalle critique est quadratique en le nombre de tâches
(il y a m dates d’arrivée et m dates d’échéances), la complexité de l’algorithme est
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Figure 4.1. Exemple de suppression de l’intervalle critique [Ak, Dk] ; les
tâches τk et τi+2, qui appartiennent toutes deux à l’intervalle, voient leur
fréquence fixée à la valeur de l’intensité requise sur l’intervalle et sont
supprimées de l’ensemble des tâches encore à examiner
O(m3). Remarquons que cet algorithme fournit un test d’ordonnançabilité sous EDF
car un ensemble de tâches non récurrentes est faisable ssi la charge sur tous les inter-
valles critiques est inférieure à 1. Ce résultat a été redécouvert indépendamment par
Spuri, voir théorème 3.5 dans [STA 98].
Récemment, une nouvelle approche de résolution, dans laquelle ce même pro-
blème d’ordonnancement est envisagé sous le jour d’un problème de géométrie de
type « plus court chemin », a été proposée dans [GAU 05b, GAU 05a]. Le premier in-
térêt est de réduire la complexité de calcul : O(m2 log(m)) pour la complexité dans
le cas moyen contre O(m3) pour l’algorithme de Yao et alli. Si cela n’apparaît pas
spectaculaire à première vue, en pratique, sur des ensembles de 9000 tâches, on ob-
serve une réduction du temps de calcul d’un facteur supérieur à 40 [GAU 05a]. Dans
le cas particulier de tâches FIFO (Ai ≤ Aj → Di ≤ Dj , la complexité pire-cas de
l’approche est de O(m log(m)) ce qui a été montré comme étant le mieux que l’on
puisse obtenir. Le second intérêt est qu’il a été possible d’obtenir des résultats sur
des extensions utiles du problème comme minimiser le nombre de changements de
fréquences ou considérer la puissance statique [GAU 05b].
4.3.2.2. Ordonnancement FPP
Contrairement au cas EDF, le problème d’ordonnancer de manière optimale vis-
à-vis de l’énergie un ensemble de tâches sous FPP est NP-difficile comme prouvé
dans [YUN 03]. Dans ce même article, Yun et Kim proposent un algorithme qui per-
met d’approcher la solution optimale de manière arbitrairement précise en temps po-
lynomiale. Un peu plus tôt, dans [QUA 02], Quan et Hu proposent un algorithme
optimal du point de vue énergie dont le point de départ est de remarquer que certains
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ensembles de tâches particuliers peuvent être ordonnancés sous FPP à la vitesse op-
timale calculée pour EDF (voir paragraphe 4.3.2.1). Ensuite, en modifiant certaines
échéances, il est toujours possible de se ramener à des ensembles de tâches ayant cette
propriété et donc d’ordonnancer avec les vitesses calculées pour EDF. Néanmoins,
cette approche est difficilement utilisable en pratique car sa complexité est supérieure
à O(m!) (voir [YUN 03]).
Nous choisissons de présenter dans la suite de ce paragraphe, une approche heu-
ristique de Quan et Hu publiée dans [QUA 01], non optimale dans le cas général
mais dont les performances sont supérieures à celles d’autres propositions présentées
dans [SHI 99, SHI 00b]. Cet algorithme traite des ensembles de tâches non récurrentes
mais, comme dans le cas EDF, il pourra être appliqué à des tâches périodiques en cal-
culant la vitesse de chacune des instances mises à disposition pendant un ppcm des
périodes.
4.3.2.2.1. Vitesse minimale pour une instance
L’idée de l’algorithme est la même que celle de [YAO 95] dans le cas EDF ; il
s’agit d’identifier des intervalles de temps distincts sur lesquels on peut trouver une
vitesse constante minimum qui garantisse la faisabilité. L’indice de toute tâche de
l’ensemble T = {τ1, . . . , τm} indique sa priorité sous FPP avec la convention : « plus
petite la valeur numérique, plus grande la priorité », et l’on considérera dans la suite
que l’ensemble T est faisable à vitesse nominale.
Les auteurs introduisent un certain nombre de concepts et de notations ; en parti-
culier, est appelé « τn-point d’ordonnancement » (scheduling point) tout instant qui
est soit la date d’arrivée de τn ou une date d’arrivée d’une tâche plus prioritaire, soit
Dn, l’échéance de τn. La vitesse de τn, notée Sn, ne dépendant dans leur stratégie
que de certaines tâches plus prioritaires, on peut identifier un intervalle de recherche
[TE(n), TL(n)] tel que toutes les tâches plus prioritaires arrivées avant TE(n) ou après
TL(n) n’interfèrent pas avec l’ordonnancement de τn. On fixe TL(n) à Dn alors que
TE(n) est le plus grand τn-point d’ordonnancement t qui vérifie t > A i ⇒ t ≥ Di
pour i = 1..n. L’intensité du travail à fournir entre les deux τn-points d’ordonnance-
ment ta et τb est définie comme :
In(ta, tb) =
∑n
i=1 Ci · 1I[ta≤Ai<tb]
tb − ta . [4.5]
Un intervalle [ta, tb] est une « τn-période d’activité » (busy interval), avec τa, τb
deux τn-points d’ordonnancement dans [TE(n), TL(n)] tels que ta ≤ An < tb, si le
processeur est toujours utilisé dans [ta, tb] lorsque la vitesse In(ta, tb) est appliquée
sur tout l’intervalle. Les auteurs montrent (lemme 3 de [QUA 01]) qu’un intervalle
[ta, tb] est une τn-période d’activité ssi In(ta, t) ≥ In(ta, tb) pour tout t étant τn-point
d’ordonnancement dans ]ta, tb]. Parmi toutes les τn-période d’activité, la plus grande
est appelée « l’intervalle essentiel » pour τn. Le résultat important est donné par le
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lemme 4 de [QUA 01] qui dit que si [ts, tf ] est l’intervalle essentiel pour τn, alors,
avec une vitesse processeur fixée à In(ts, tf), l’exécution de τn sera nécessairement
terminée avant Dn. Il est aussi montré que ts et tf vérifient :
In(t, ts)<In(ts, tf ) ∀t ∈ [TE(n), ts[ [4.6]
In(ts, tf )<In(tf , t) ∀t ∈ ]tf , TL(n)]. [4.7]
Les deux propriétés [4.6] et [4.7] sont utilisées par l’algorithme de recherche de
l’intervalle essentiel pour τn. Trouver Sn, la vitesse minimale qui garantit la faisa-
bilité de τn consiste à déterminer [ts, tf ], l’intervalle essentiel de τn. L’algorithme
proposé dans [QUA 01] construit itérativement cet intervalle en partant de An. Une
recherche est effectuée à droite de An pour trouver t1, le plus grand τn-point d’ordon-
nancement tel que In(An, t1) ≤ In(An, t)∀t ∈ [An, TL(n)]. Ensuite, on cherche
à gauche de An pour trouver t2, le plus petit τn-point d’ordonnancement tel que
In(t2, t1) > In(t, t1)∀t ∈ [TE(n), An]. A cette étape, l’intervalle essentiel courant
est [t2, t1] ; la recherche continue à droite de t1 puis à gauche de t2 pour trouver un
éventuel intervalle essentiel plus grand que [t2, t1]. L’algorithme s’arrête lorsque deux
intervalles essentiels correspondant à deux étapes successives de l’algorithme sont
identiques. La complexité de cet algorithme est O(m2).
4.3.2.2.2. Ordonnancement global
La connaissance de l’intervalle essentiel et de la fréquence de fonctionnement as-
sociée, pour chacune des tâches, ne nous donne pas directement une solution d’or-
donnancement faisable pour l’ensemble des tâches, en particulier parce que les in-
tervalles essentiels peuvent se chevaucher. Dans [QUA 01], les auteurs montrent com-
ment construire un ordonnancement global faisable avec une stratégie similaire à celle
utilisée dans [YAO 95] pour EDF. L’intervalle essentiel avec la plus grande intensité de
fonctionnement (voir l’équation [4.5]) est appelé l’intervalle critique de l’ensemble de
tâches. Cet intervalle critique est noté [ts, tf ] et nous supposons qu’il s’agit à la base
d’un intervalle essentiel pour τn. La première étape est d’allouer la vitesse In(ts, tf )
aux tâches associées à l’intervalle critique [ts, tf ], c’est-à-dire la tâche τn et les tâches
de priorités supérieures à τn mises à disposition dans [ts, tf [. On construit ensuite un
nouveau problème en supprimant l’intervalle déjà étudié et l’on détermine le prochain
intervalle critique. Pour cela, il faut mettre à jour les dates des points d’ordonnan-
cement plus grand que tf en les diminuant d’une quantité (tf − ts) et fixer tous les
points d’ordonnancement restant entre [ts, tf ] à la valeur ts. L’ensemble des inter-
valles critiques et les fréquences de fonctionnement associées constituent la solution
au problème. La complexité d’une implémentation est O(m 3) car il y a au plus m
intervalles critiques nécessitant un calcul en O(m2) (voir le paragraphe 4.3.2.2.1).
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4.4. Politiques dynamiques
Le plus souvent, dans les applications temps réel, toutes les instances des tâches
ne nécessitent pas leur WCET. Compte tenu de la complexité des architectures maté-
rielles actuelles (différents niveaux de caches, pipelining, etc.), il est même difficile
d’évaluer de manière réaliste les WCETs (voir chapitre 5) et il est courant que ceux-ci
soient surestimés et que donc aucune instance ne requiert son WCET. Certaines stra-
tégies prennent en compte cette possible différence entre WCET et temps d’exécu-
tion effectif. On les appelle dans ce chapitre « politiques dynamiques » car les vitesses
d’exécution utilisées varient en-ligne en fonction de l’historique de l’ordonnancement.
On distingue deux classes de techniques, la première appelée « ordonnancement
stochastique » consiste à trouver, pour chaque cycle processeur, la vitesse qui mini-
mise l’espérance de l’énergie en faisant certaines hypothèses probabilistes sur le temps
d’exécution. La seconde classe de techniques, connue dans la littérature sous le terme
de politiques « gain reclaiming » consiste à utiliser le temps processeur « économisé »
par rapport au WCET pour réduire dans le futur la vitesse d’exécution d’une ou de
plusieurs tâches.
4.4.1. Ordonnancement stochastique
En ordonnancement stochastique, l’exécution d’une tâche débute à une vitesse pro-
cesseur faible et cette vitesse est augmentée graduellement au cours de l’exécution de
la tâche de telle façon à respecter l’échéance si le WCET devait être requis. Comme
le temps d’exécution est généralement plus petit que le WCET, les vitesses élevées ne
sont le plus souvent pas utilisées d’où le gain en énergie. La façon dont la vitesse pro-
cesseur varie au cours du temps est calculée hors-ligne en utilisant des informations
probabilistes, obtenues par exemple à l’aide de mesures effectuées sur la plate-forme
d’exécution, sur le nombre de cycles d’horloge requis pour finir une tâche. Nous pré-
sentons dans ce paragraphe les travaux de Gruian publiés dans [GRU 01, GRU 02] ;
une approche similaire a été également proposée dans [LOR 01].
On note F (x) la probabilité qu’une tâche finisse avant ou en le cycle d’instruc-
tion x ; en particulier F (x) = 1 pour x ≥ WCE où WCE est le nombre de cycles
correspondant au WCET. L’espérance de l’énergie consommée est :
E =
WCE∑
x=1
(1 − F (x)) · ex, [4.8]
où ex est l’énergie consommée au cycle x. Le temps d’exécution du cycle x, notée
kx, correspond à la fréquence fx = 1/kx. Il est montré dans [GRU 02] que l’énergie
consommée au cycle x est ex = K 1kβx où K est une constante fonction du proces-
seur et β = 2/(γ − 1) soit β = 2 dans le cadre MOSFET classique (avec γ = 2,
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voir paragraphe 4.2.1). La contrainte fixée est que la tâche doit terminer son exé-
cution en un temps T , ce qui implique pour garantir la faisabilité dans tous les cas
que
∑WCE
x=1 kx ≤ T . En remplaçant ex par son expression dans [4.8], on obtient pour
l’espérance E = K∑WCEx=1 (1 − F (x))/k2x. Il est prouvé dans [GRU 02] que E est
minimisée en fixant le temps du cycle y à la valeur :
ky = T
3
√
1− F (y)
∑WCE
x=1
3
√
1− F (y) .
En pratique, le nombre de cycles WCE est extrêmement grand et, pour réduire le
nombre de valeurs à calculer et stocker, il est nécessaire de travailler sur des ensembles
de cycles consécutifs. Se pose aussi le problème du nombre nécessairement fini de
fréquences disponibles, ce qui peut changer la forme de la solution optimale. A notre
connaissance, ces deux difficultés n’ont pas été entièrement résolues par les travaux
existants. De notre point de vue, l’intérêt de l’ordonnancement stochastique reste donc
aujourd’hui essentiellement théorique mais cette technique originale pourrait servir de
base à des heuristiques efficaces.
4.4.2. Redistribution du temps processeur non utilisé
Le pessimisme d’une analyse de pire temps d’exécution a deux causes principales :
la première est la surestimation du temps de chacun des « blocs de base » pris indi-
viduellement (voir chapitre 5 et [COL 03]), la seconde est que le programme n’em-
pruntera pas nécessairement le chemin d’exécution le plus long. Il est possible de
détecter en ligne et d’utiliser le fait que les temps d’exécution effectifs sont inférieurs
aux WCETs. On distingue classiquement dans la littérature les approches où le temps
CPU non utilisé par une tâche est réalloué à cette même tâche (intra-task DVS) et les
approches où le temps est redistribué aux autres tâches du système (inter-task DVS).
Ces techniques sont classiquement utilisées en complément des approches hors-ligne
(voir section 4.3) utilisant les hypothèses de WCET.
4.4.2.1. Redistribution intra-tâche
Ces techniques requièrent l’insertion de points de mesure dans le code pour évaluer
en-ligne le pire temps d’exécution restant et modifier en conséquence la vitesse de la
tâche en cours. Le code peut être instrumenté par le préprocesseur du compilateur et
l’on parle alors de compiler-assisted speed scheduling.
Le code d’une tâche est divisé en sections pour lesquelles le WCET est connu. La
vitesse du processeur est recalculée en-ligne après chacune de ces sections en fonction
de la différence entre le temps d’exécution effectif et le WCET. Plus l’exécution du
programme progresse et plus la connaissance du temps d’exécution restant est précise,
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et donc, plus la vitesse choisie sera proche de l’optimal. Il existe diverses stratégies
(voir [MOS 00]) pour répartir au sein d’une tâche le temps qui a été détecté non uti-
lisé : l’intégralité peut être allouée à la prochaine section où l’on peut répartir entre
les différentes sections qui suivent, par exemple proportionnellement aux pires temps
d’exécution prévus.
Une difficulté majeure de ces approches est de choisir la bonne granularité d’ins-
trumentation. En effet, le temps de commutation de fréquence et les instructions sup-
plémentaires rajoutées pour la mesure des temps d’exécution ainsi que le re-calcul de
la vitesse processeur peuvent induire une surcharge supérieure aux gains potentiels.
A notre connaissance, ce problème délicat a été encore incomplètement traité par les
travaux existants dans le domaine [MOS 00, SHI 01a, SHI 01b] ou, plus récemment,
[KUM 05].
A noter qu’une évaluation comparative, en termes de performances et de facilité
de mise en oeuvre, des techniques de redistribution intra-tâche et d’ordonnancement
stochastique, peut être trouvée dans [GRU 02].
4.4.2.2. Redistribution inter-tâches
Au contraire des techniques de redistribution intra-tâche, les techniques inter-tâches
ne nécessitent pas d’instrumentation du code. Le principe est que lorsqu’une tâche se
termine, le temps d’exécution qu’elle n’a pas utilisé est redistribué à la ou les tâches
suivantes.
Une étude importante est [PIL 01] qui propose des solutions simples et efficaces
pour des tâches à échéances égales aux périodes sous les politiques EDF et FPP. Sup-
posons qu’une tâche τk, de WCET (en nombre de cycles processeurs) Ck, termine
l’exécution d’une de ses instances en utilisant cck < Ck cycles. L’idée de la stratégie
Cycle-Conserving EDF est d’utiliser ce temps gagné pour réduire localement la vi-
tesse de toutes les autres instances actives jusqu’à l’arrivée de la prochaine instance de
τk. Le calcul se fait à l’aide des tests de faisabilité présentés aux paragraphes 4.3.1.1.1
et 4.3.1.2.2 avec l’utilisation processeur de τk égale à cck et non plus Ck. A la pro-
chaine arrivée d’une instance de τk, il faudra re-calculer la vitesse sous les hypothèses
pessimistes de WCET.
Dans le contexte d’EDF, les même auteurs proposent une politique qui spécule sur
les gains à venir (on parle dans la littérature de speculative speed reduction). Cette
politique, appelée Look-Ahead EDF, consiste à ne faire à chaque instant que le mi-
nimum de travail qui ne mettent pas en péril la faisabilité du système dans le futur.
Ainsi, à court terme, les fréquences processeur élevées ne sont pas utilisées et s’il ad-
vient que les tâches utilisent beaucoup moins que leur WCET, ces fréquences élevées
ne seront jamais utilisées ; Look-Ahead EDF est alors beaucoup plus performant que
Cycle-Conserving EDF. D’autres approches efficaces ont été développées par la suite,
le lecteur pourra consulter en particulier [AYD 04].
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4.5. Conclusions
Nous avons fait dans ce document un tour d’horizon des stratégies d’ordonnance-
ment sous contraintes de temps et d’énergie en présentant quelques travaux que nous
jugions importants, parce que ce sont des résultats de base ou par leur efficacité pra-
tique. Nous avons distingué les approches hors-ligne des approches dynamiques, dont
les représentants les plus utiles en pratique sont de la classe des politiques à « redis-
tribution du temps processeur non utilisé ». Approches hors-ligne et dynamiques ne
sont pas antagonistes et une efficacité maximale sera généralement obtenue en cou-
plant les deux. Le lecteur intéressé pourra par exemple consulter [AYD 04] pour une
illustration.
a)
b)
c)
d)
e) ordonnancement avec instrumentation du code
ordonnancement stochastique
étirement basé sur le WCET
vitesse maximale
étirement idéal
WCET
à fréquence max.
Temps d’exécution
effectif à fréquence max. EchéanceFréquence CPU
Fin d’exécution de la tâche
Figure 4.2. Profils de consommation d’une même tâche sous différentes
stratégies d’ordonnancement (d’après [GRU 02])
Nous concluons sur le schéma 4.2 adapté de [GRU 02] qui permet de mettre en
perspective la plupart des approches existantes. Cette figure représente l’évolution de
la fréquence CPU pendant l’exécution d’une tâche sous différentes stratégies d’or-
donnancement faible-consommation. Le WCET de la tâche, exprimé ici en nombre de
cycles processeur, est connu mais comme c’est le cas le plus généralement en pratique,
l’exécution considérée pour la figure 4.2 nécessite moins de cycles processeur que le
WCET.
La première stratégie (cas a) sur la figure 4.2) est d’exécuter les tâches à la vi-
tesse nominale (c’est-à-dire maximale) du processeur ce qui est le moins efficace d’un
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point de vue énergétique. Si l’on connaît a priori le nombre précis de cycles proces-
seur utilisés par la tâche, il est alors possible de diminuer la vitesse de cette tâche
de façon optimale (cas b)). Cette solution, appelée « étirement idéal », est en pratique
non utilisable car, dans le cas général, on ne peut naturellement prédire à l’avance
le nombre de cycles CPU requis par une tâche. Néanmoins, cette stratégie fournit un
bon référentiel pour évaluer a posteriori (après exécution ou simulation) les perfor-
mances de stratégies d’ordonnancement faible-consommation. Le cas c) représente
« l’étirement basé sur le WCET » qui est d’autant moins efficace d’un point de vue
énergétique que les tâches ne consomment pas l’intégralité de leur WCET. Dans ce
cas de meilleures solutions existent : « l’ordonnancement stochastique » (cas d), voir
paragraphe 4.4.1) ou « l’ordonnancement avec instrumentation de code » (cas e), voir
paragraphe 4.4.2.1) qui ont des profils de consommation opposés. En effet, la vitesse
du processeur augmente avec le temps en ordonnancement stochastique alors qu’elle
diminue avec l’instrumentation de code au fur et à mesure que la connaissance du
temps d’exécution réel restant devient plus précise.
Notons que si la figure 4.2 permet d’appréhender comment certaines stratégies
d’ordonnancement influent sur le profil de consommation, le problème global de l’or-
donnancement faible consommation est plus complexe car les systèmes sont générale-
ment multi-tâches, et les différentes activités sont en concurrence pour le processeur.
Comme nous l’avons vu dans ce chapitre, le choix de la fréquence de fonctionnement
d’une tâche, ou d’une instance de tâche, doit considérer la politique d’ordonnancement
sous-jacente et les autres activités en concurrence.
4.6. Perspectives : vers une prise en compte plus fine du matériel
Les études dans le domaine de l’ordonnancement faible consommation ont pris
leur essor un peu après le début des années 1990, motivées par les besoins naissant de
l’industrie. Depuis plusieurs années, on assiste à un nombre de publications et d’im-
plémentations très considérables dans ce domaine. Jusqu’à maintenant, la plupart des
études ont fait de fortes hypothèses simplificatrices sur les technologies matérielles
sous-jacentes, en particulier le fait de négliger le courant de fuite du CPU et de consi-
dérer des modèles de batterie simplistes. Sous ces hypothèses sur le hardware, il existe
des résultats optimaux, ou proches de l’optimal, pour la quasi-totalité des besoins ap-
plicatifs. Le challenge en ordonnancement faible-consommation est maintenant, de
notre point de vue, de prendre en compte plus finement le matériel.
Ainsi, le courant de fuite, qui pouvait être négligé il y a encore quelques an-
nées, devient maintenant très significatif avec les dernières technologies des semi-
conducteurs [Sem 05]. Des travaux dans cette direction ont déjà été effectués, par
exemple [JEJ 04] pour EDF et [QUA 04] pour FPP, mais beaucoup reste à faire. Tech-
niquement, la meilleure façon de réduire le courant de fuite est de mettre le processeur
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dans un état de veille. Au contraire, réduire la consommation due à la puissance dy-
namique par diminution de fréquence est le plus efficace lorsque le processeur fonc-
tionne le plus longtemps possible à vitesse réduite (conséquence de la convexité de
la puissance dynamique dissipée en fonction de la fréquence, voir 4.2.1). L’optimum
passe donc par un compromis qui nécessite généralement de repenser en profondeur
les solutions existantes.
Jusqu’à maintenant, la quasi-totalité des études en ordonnancement faible consom-
mation ont considéré un modèle de batterie idéale où le profil de décharge (c’est-à-
dire la variation de l’intensité fournie au cours du temps) n’influerait pas sur la quantité
d’énergie totale qu’il est possible d’extraire de la batterie, et donc sur le temps de fonc-
tionnement du système. Des expérimentations, par exemple dans [RAO 05], ont mon-
tré qu’en pratique le profil de décharge influait significativement sur la charge qu’il
est possible d’extraire d’une batterie, ce qui peut être pris en compte par les solutions
d’ordonnancement. Ces techniques sont référencées dans la littérature sous le terme
de Battery Aware Scheduling (le lecteur intéressé pourra consulter [RAO 06] pour un
point d’entrée dans le domaine) et se fondent généralement sur des heuristiques ti-
rées de l’étude de modèles de batterie, par exemple des modèles stochastiques à gros
grain [RAO 05] ou des modèles simulant précisément les réactions electro-chimiques
internes aux batteries [RAK 03]. Ainsi, il a été montré dans [RAK 03] qu’un profil de
décharge décroissant maximisait l’énergie qui peut être fournie par une batterie et des
heuristiques efficaces utilisant cette propriété ont été récemment proposées dans des
contextes applicatifs variés [ZHU 05, Y.C 05, RAO 06]. Si les gains sont significatifs
dans les études précitées, celles-ci ne couvrent pas tous les besoins et beaucoup reste
encore à faire.
Enfin, l’ordonnancement processeur doit s’étudier davantage en considérant les
autres composants du système : mémoires et périphériques comme ASIC (Application
Specific Integrated Circuit)) et DSP (Digital Signal Processor). Par exemple, réduire
la fréquence CPU peut augmenter le temps d’utilisation des périphériques et donc leur
consommation [KIM 01]. Là encore, des compromis sont à trouver entre DVS au ni-
veau du processeur et DPM (mode veille) au niveau des périphériques. Comme cela
a été fait dans [BIN 05], il faut également intégrer le fait que les entrées/sorties avec
les périphériques sont généralement d’une durée fixe et que le temps d’exécution de
certaines parties du code est donc presque indépendant de la fréquence de fonctionne-
ment du processeur.
Et l’on voit que les paramètres à prendre en compte lors de la conception ou du
choix d’une stratégie d’ordonnancement faible-consommation sont multiples et re-
quiert souvent des solutions antagonistes. Le bon choix pour une architecture maté-
rielle et une application donnée relèvera généralement de compromis délicats à trou-
ver. Le challenge est maintenant aussi de développer les outils méthodologiques et
logiciels qui aideront le concepteur d’un système dans la définition de ses stratégies
d’ordonnancement.
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