In order to study the capability of computational methods in investigating the mechanisms associated with disease and contaminants transmission in aircraft cabins, the computational fluid dynamics (CFD) models are used for the simulation of turbulent airflow and tracer gas diffusion in a generic aircraft cabin mockup. The CFD models are validated through the comparisons of the CFD predictions with corresponding experimental measurements. It is found that using large eddy simulation (LES) with the WernerWengle wall function, one can predict unsteady airflow velocity field with relatively high accuracy. However in the middle region of the cabin mockup, where the recirculation of airflow takes place, the accuracy is not as good as that in other locations. By examining different k-e models, the current study recommends the use of the RNG k-e model with the nonequilibrium wall function as an Reynolds averaged Navier-Stokes model for predicting the steady-state airflow velocity. It is also found that changing the nozzle height has a significant effect on the flow behavior in the middle and upper part of the cabin, while the flow pattern in the lower part is not affected as much. Through the use of LES and species transport model in simulating tracer gas diffusion, a very good agreement between predicted and measured tracer gas concentration is achieved for some monitoring locations, but the agreement level is not uniform for all the locations. The reasons for the deviations between prediction and measurement for those locations are discussed.
Introduction
According to the Bureau of Labor Statistics [1], the number of commercial airline passengers experienced an average growth of 340% between the years 1970 and 2008. Also, the statistics published by the Bureau of Transportation [2] indicates 650-800 million passengers travel by aircrafts each year in the United States, and around 20% of those are international passengers. Considering the close proximity of this huge number of passengers in aircraft cabins, the potential risk of spreading biological contaminants and diseases among passengers has been raised dramatically due to the impressive increasing trend in the number of airline passengers especially in international flights. Global outbreaks of SARS and swine flu, in the first decade of the current century, were the two instances in which airline passengers had the key role in spreading these diseases. Therefore, this serious potential threat to airline passengers has been the major reason for conducting this research which deals with the air quality in commercial aircraft cabins.
Since the biological contaminants and/or diseases may spread among aircraft passengers in the form of exhaled breath gases, cough or sneeze droplets, and airborne pathogens, the study of air quality in such enclosures requires the study of different transport phenomena: transport of mass, momentum, and energy. Due to the advances in computer technologies which have enabled researchers to solve the governing partial differential equations numerically, with a relatively high degree of accuracy, in a cost and time effective manner, the use of computational fluid dynamics (CFD) has been increased considerably in this field of research in recent decades.
There are a number of relevant research articles in the literature that have used computational methods in order to study the complex transport phenomena existing in enclosed environments such as aircraft cabins. Garner et al. [3] presented a CFD model which was developed to simulate the airflow characteristics in a Boeing 747 aircraft cabin. The applied CFD model was used to predict the unsteady buoyant ventilation flow field in an aircraft cabin at the cruise condition.
Lin et al. [4, 5] performed a numerical simulation of airflow and airborne pathogen transport in a Boeing 767 commercial aircraft cabin. Two types of turbulence models were used in that study: large eddy simulation (LES) and Reynolds averaged NavierStokes (RANS). It was found while the RANS simulation substantially under-predicted the turbulent intensity, the LES predicted values were in good agreement with the test data. Based on the LES results, the k-e equations in the RANS model were modified and then used in simulating the disease transmission. Less than 1/100 of the computing resource was required for the equivalent LES simulation of particle transport in the same cabin. In another research conducted by Lin et al. [6] , the CFD predicted velocity data for turbulent airflow in a generic cabin model were compared with corresponding particle image velocimetry (PIV) measurements. The main focus of that study was using LES simulation to compare the temporal variations in the experimental data. The good agreement between the simulation results and measured data validated the LES prediction. Also, it was observed that the energy-spectrum function calculated from the LES velocity prediction had an excellent correlation with the Kolmogorov spectrum law in the universal equilibrium range.
In order to investigate the effects of using two different air distribution systems on the contaminants propagation patterns in aircraft cabin and between passengers, Tang et al. [7] used a finite volume method to develop a three-dimensional contaminant dispersion model for a 4-row section of a Boeing 767-300 aircraft cabin. They assumed the cabin was pressurized and the heat transfer effects were negligible. The standard k-e turbulence model was used to solve the governing momentum equations. Comparisons of simulation results for CO 2 concentration and droplets residence times between the two air distribution systems indicated that using the under floor air distribution (UFAD) system, because of producing better flow circulation, leads to lower level of carbon dioxide and shorter residence times for the contaminant droplets comparing to the ceiling air distribution (CAD) system. Through the experiments and CFD simulations by Yan et al. [8] , it was found that the contaminant source location has a significant effect on pollutant transport within the cabin. In that research, the contaminant dispersion in a 5-row section of a Boeing 767-300 aircraft cabin was simulated through modeling tracer gas diffusion. It was also realized that increasing the ventilation rate is not necessarily useful for the receptors close to the source.
Su et al. [9] used three different sub-grid scale models of LES simulation for predicting airflow velocity, air temperature, and contaminant concentration in an air-ventilated room. Validation of the simulations indicated an acceptable agreement between computational and experimental profiles of velocity, temperature, and contaminant concentration except for the near wall regions. That study demonstrated the capability of LES, as an efficient tool, in studying indoor air quality. Zhao et al. [10] developed a simplified computational model to simulate the airflow in ventilated rooms more time and cost effectively which was easier to work with especially for design engineers. They used the N-point air supply opening model (ASOM) technique to overcome the difficulties associated with specifying the boundary conditions at the air supply diffuser and also to reduce the number of mesh elements. Zhang and Chen [11] used a commercial CFD software to study the effects of using under-floor and personalized air distribution systems in improving the performance of air distribution systems in aircraft cabins. They used the RNG k-e model for solving the Navier-Stokes equations. Their CFD model was validated through the comparisons of the predictions for airflow velocity, air temperature, and tracer gas (SF 6 ) concentration with the corresponding measurements for the mixing type air distribution system. The comparisons indicated that while there was a good agreement between predictions and measurements for airflow velocity and air temperature, there was a large discrepancy for the SF 6 concentration at some locations. After the validation of the CFD model, it was used in studying and analyzing the performance of three types of air distribution systems: mixing, displacement and personalized, through the simulation of transport phenomena in a 4-row section of a Boeing 767-300 aircraft cabin. Liu et al. [12] reviewed all the experimental and computational investigations in studying the airflow distribution and contaminant dispersion in aircraft cabins in the past two decades. They classified the experimental research into three categories: heat transfer-based devices (hotwire and hot-sphere anemometers), optical-based devices (particle tracking, particle streak and particle image velocimetries), and acoustic-based devices (ultrasonic anemometer). They also categorized the computational research in two groups of models: Zonal models and CFD models. Abdilghanie et al. [13] investigated the effect of using laminar and turbulent inlet velocity profiles on the behavior of turbulent flow inside a simple room through LES. They also compared the performances of LES and k-e models in predicting the flow characteristics in the same room. Their study showed that the standard k-e model is less sensitive to the level of turbulence at the inlet than the LES model. It was also found that when the flow at inlet is laminar, the standard k-e model fails to capture the slow development of the jet which is realized by LES.
The present study is designed to simulate the turbulent airflow and tracer gas diffusion in a generic aircraft half-cabin mockup model. Since the geometry of the cabin as well as the flow conditions at the boundaries are symmetric with respect to the aircraft cabin's longitudinal plane of symmetry, it can be expected that the mean flow characteristics show a symmetric behavior with respect to that plane. Due to the stochastic nature of turbulent flow fluctuations, the instantaneous flow characteristics are not symmetric. However, in this study, the mean quantities are of the interest and therefore, studying the flow in one half of the cabin is sufficient while it can decrease the cost associated with building the whole cabin and performing the required experiments in a larger space. Gambit is used as the grid generation tool and FLU-ENT is used as the CFD solver for the simulations presented herein. In the first part, the airflow characteristics are investigated. Two simulation methods are employed: LES and RANS. The LES method provides the temporal velocity variations while the RANS method is used to simulate the airflow for steady conditions. The predictions from both LES and RANS are compared with the PIV measured data for five monitoring surfaces on the cabin center plane parallel to the bulk airflow direction [14] . Throughout these comparisons the capability of the two types of aforementioned simulation methods in predicting the airflow velocities are discussed and compared. The effects of applying different k-e models on the accuracy of steady RANS simulations are also studied. Then the effect of reducing the inlet nozzle height to one-half of its original size, while maintaining the Reynolds number for inlet airflow at the same value, on turbulence level and airflow velocities is examined. In this part, the predictions are validated by comparing them with the corresponding PIV measurements. In the second part, the turbulent diffusion of tracer gas is simulated by solving the species transport equation. LES is used in solving the Navier-Stokes equations governing the turbulent flow of air as well as the species transport equation for tracer gas mixture. The simulations are validated through the comparison of timeaveraged predicted concentration of the tracer gas in specified monitoring locations in the cabin with the corresponding experimental measurements.
Experiments
The generic cabin mockup model (Figs. 1-2 ) has the key features of one-half of a twin-aisle Boeing 767 aircraft cabin. The upper left and upper right corners represent the overhead bins. The slit right below the upper left corner represents the nozzle port through which the fresh, conditioned air comes into the cabin and the slit in the lower right corner represents the outlet port for exiting exhaust air.
The PIV measurements were taken at the five measurement locations (see Fig. 2 and Table 1 ) when the airflow inside the cabin was fully developed [14] . Although the velocity measurements were made for two different inlet nozzle height: 53 mm (full-height) and 26.5 mm (half-height), the average airflow rate coming into the cabin was maintained at the constant value of 4.2 m 3 /min in all the airflow velocity and tracer gas concentration measurements.
In the tracer gas measurements, carbon dioxide was used as the tracer gas. A 12.7 mm schedule-40 porous polythene tube was installed horizontally inside the cabin perpendicular to the xy plane. One end of the tube was connected to a CO 2 tank through the Fig. 1 Full scale generic aircraft half-cabin mockup model [14] 111105-2 / Vol. 135, NOVEMBER 2013
Transactions of the ASME Fig. 3 . A pressurized CO 2 tank (p$5500 kPa) containing CO 2 with the purity of more than 99.6% was used to supply the carbon dioxide required for the experiments. By passing through an expansion valve, the pressure of carbon dioxide was regulated down from $5500 kPa to an atmospheric pressure. Since the density of CO 2 at the atmospheric pressure is higher than the air density at the same pressure and temperature, in order to maintain the neutral buoyancy condition, before flowing into the injection tube, CO 2 was blended with Nitrogen such that the density of the diluted CO 2 in the injection tube reached approximately the same density of air. Carbon dioxide was injected through small holes uniformly distributed over the circumferential surface of the injection tube. Figure 3 shows a schematic representation of the generic cabin model with the installed injection tube. In specifying the boundary conditions required for solving the species transport equation, the concentration of the carbon dioxide in the incoming air, which is in the range of $300 À400 ppm, is taken into account. In the experiments, the CO 2 was injected after quasi-steady conditions were achieved for the turbulent airflow in the cabin (in which the mean value of the measured velocity data does not change as time progresses). Also, the measurement of the carbon dioxide concentration was performed when the flow of air-CO 2 mixture showed a quasi-steady behavior (the mean value of the measured carbon dioxide concentration data did not change as time progresses). In tracer gas experiments, the inlet nozzle height was 26.5 mm (half-height nozzle) [14] .
Numerical Solution Method
In this study, the following assumptions are employed for the numerical simulation of three-dimensional turbulent airflow and tracer gas diffusion in the cabin. These assumptions are consistent with the existing conditions in the experiments:
(1) In the LES simulation, the flow is considered unsteady, while in the RANS simulation, the flow is steady. (2) In all the cases the flow is assumed to be incompressible (3) The heat transfer in the cabin is neglected. The inlet airflow is at the temperature of 27 C. In simulating the carbon dioxide diffusion, the temperature of injected CO 2 is also considered to be 27 C. (4) In simulating the turbulent flow and tracer gas injection, the effects of buoyancy are taken into consideration. (5) No chemical reaction is considered in the tracer gas diffusion calculations.
The governing equations for the instantaneous turbulent flow field and species transport in the cabin are: Continuity:
Momentum:
Species transport:
where, u i (m/s) denotes the velocity components, x i (m) represents the position along the coordinate directions, t(s) is the time, and l (Pa.s) and q (kg/m Equations (1)- (3) are the instantaneous governing equations for the turbulent flow of the mixture of air and CO 2 . The viscosity and density of the air-carbon dioxide mixture are not uniformly constant in the cabin and their values in each location are dependent on the concentration of constituents at that location. In this study, the "volumetric-weighted mixing law" and "mass weighted mixing law" are used to calculate the mixture density and viscosity, respectively, as presented below: Volumetric mixing law:
Mass weighted mixing law:
Through the simultaneous solution of Eqs. (1)- (3) along with the above two equations for the calculation of density and viscosity of the mixture, as well as the equation of state that correlates the pressure and density of the mixture, the flow velocity data, mass fraction, density, and viscosity of the mixture are calculated at every time step.
To solve the Navier-Stokes equations for the turbulent flow inside the cabin, two turbulence methods are applied: LES and RANS. In the LES method, the Smagorinsky-Lilly SGS model [15, 16] is used to calculate the turbulent viscosity. The Smagorinsky constant is selected as 0.14. A second order central differencing is used to discretize the spatial derivatives. There are three temporal-derivative terms in the Navier Stokes equations and one in the governing species transport equation. These equations have the following general form:
where u is a scalar: u qu i in Navier Stokes equations or u qY in species transport equation. In discretization of the temporal derivative terms, the second order implicit method is used as the time marching scheme:
where the superscript n indicates the time level [17] . The time step size is 0.05 s and the convergence criteria for the continuity and the momentum equations are 10 À4 and 10 À5 , respectively. The Werner-Wengle wall function [17, 18] is used for the near wall solution. The reason for using the Werner-Wengle wall function, as explained elaborately by Werner and Wengle [18] , is its simplicity as well as its accuracy in comparison with the other wall functions. While the other functions are multidomain functions based on nondimensionalized velocity and distance from the wall, the Werner-Wengle wall function defines unique relationships between shear stress and velocity that enhance accuracy and reduce the computational time.
In the RANS method, three types of k-e models are employed: standard, renormalization group (RNG) and realizable. The nonequilibrium wall function is used as the near wall treatment. The second order upwind scheme is used to discretize spatial derivatives in the governing equations. The same convergence criteria as in the LES model are used for the continuity and the momentum equations in the steady RANS simulations. For the k and e equations, the convergence criteria are both 10 À5 . In simulating the carbon dioxide diffusion in the cabin, the species transport model is used while LES is applied to solve the Navier-Stokes equations. The molecular diffusion coefficient of the carbon dioxide in the air-CO 2 mixture is assumed to be constant and have the estimated value of 1.57 Â 10 À5 m 2 /s [19] . The turbulent Schmidt number is taken as 0.7. The volumetricweighted mixing and mass weighted mixing laws [17] , as shown in Eqs. (4) and (5), are used to calculate the mixture density and viscosity, respectively.
Results and Discussion
4.1 Uncertainty Study (Check for the Grid-Independent Solutions). The uncertainty studies were done for the cabin in both cases of full-height and half-height air inlet nozzles. However, in this section the results of uncertainty study for the cabin with full-height nozzle are presented. LES and RANS were used for solving the turbulent flow governing equations. The boundary conditions (for both LES and RANS) and initial conditions (just for LES) need to be specified. The boundary conditions are: velocity-inlet for the flow at the inlet of the cabin mockup, no slip stationary wall for the cabin mockup walls, and outflow for the flow at the outlet of the cabin mockup. In setting the boundary conditions at the inlet, for both of LES and RANS (for all k-e models), the flow velocity as well as the turbulent kinetic energy and dissipation rate are specified at the inlet. Knowing the airflow rate at the inlet, the average airflow velocity at the inlet can be calculated. In the simulations performed in this study, it is assumed that the velocity at the inlet is uniform and equal to the calculated average velocity. In order to calculate the turbulence intensity at the inlet, the airflow Reynolds number based on the inlet hydraulic diameter is determined. Following the calculation of the Reynolds number, the turbulent intensity, turbulent kinetic energy, and turbulent dissipation rate at the inlet can be calculated through the equations listed below [17] : ) is the turbulent dissipation rate, U (m/s) is the average velocity at the inlet, C l is an empirical constant which is approximately equal to 0.09, and ' is the turbulence length scale (' ¼ 0:07D H ). The calculated turbulent kinetic energy and dissipation rate from the above equations are used in setting the boundary conditions at the inlet for LES as well as all the k-e models used in RANS. Since the velocity at the cabin inlet nozzle has its maximum magnitude throughout the entire flow field, from Eqs. (8)- (10) it can be seen that, at the inlet, the turbulent kinetic energy and dissipation rate can possibly have their maximum magnitudes at the inlet nozzle. We also studied the contours of turbulent kinetic energy and dissipation rate calculated through the simulations for the entire cabin and confirmed the above postulation. Following the calculation of turbulent kinetic energy and dissipation rate, the Kolmogorov length (g) and time (s) scales were determined as 9.28 Â 10 À4 m and 0.0589 s, respectively, through the following equations [17, 20] :
where g(m) is the Kolmogorov length scale, s (s) is the Kolmogorov time scale and (m 2 /s) is the kinematic viscosity. As discussed earlier, the turbulent dissipation rate has its maximum magnitude at the inlet; therefore, through Eqs. (11) and (12) it can be realized that the Kolmogorov length and time scales experience their minimum values at the inlet of the cabin, i.e., for the entire flow field in the cabin g ! 9.28 Â 10 À4 and s ! 0.0589 s.The numbers of mesh cells in the tested four different grids in this study are: 306,900, 576,000, 1,024,000, and 2,340,000. In all the cases
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Transactions of the ASME Table 2 . Figures 5(a) and 5(b) and 6 show the converging behavior of the LES and RANS predicted x-component of velocity data as the number of grid is increased. The deviation for every grid size was calculated based on the relative difference between the predictions corresponding to that grid size and the finest grid (2,340,000). As typically shown in Fig. 4 and also indicated in Table 2 , the LES predictions from the finest mesh have the closest RMS and mean values to those of PIV measurements. Also, as shown in Fig. 5 , the LES predictions demonstrate better converging behavior in locations 1 and 4 in the upper region of the cabin comparing to the middle and lower regions. Figure 6 indicates that in the steady RANS simulations, the location 3 at the middle of the cabin is associated with the highest grid uncertainties comparing to the other locations. It means that the flow in the middle region of the cabin has more complex structure and in order to predict the flow behavior more accurately, the regional mesh refinement is required. Based on the PIV measured velocity data, the mean values of the velocity and the RMS value of velocity fluctuations can be calculated at each of the PIV measurement locations. Accordingly, the turbulence intensity can also be estimated. In estimating local turbulence intensity at each PIV location, first the time average values of the PIV measurements for each of the three velocity components are calculated (see columns 2-4 of Table 3 ). Then the three components of velocity fluctuations are calculated through the following equation:
where u i (t) denotes the time-dependent velocity components, u 0 i (t) denotes the time-dependent velocity fluctuation components and u i denotes the time average (mean value) of velocity components. Then, the RMS values of velocity fluctuations are calculated (see columns 6-8 of Table 3 ). The turbulence intensity is calculated using the following equation:
where 0 (m/s) is the RMS value of the velocity fluctuations which is shown in the 9 th column of Table 3 . Also, V(m/s) is the magnitude of mean velocity data which is shown in the 5 th column of Table 3 . As it is seen from the last column of Table 3 , the location 3 has the highest turbulence intensity and that is the reason the flow in this region has the most complex structures comparing to the rest of the PIV measurement locations. It should be mentioned that the converging behavior of solutions is independent of the initial condition used to start the simulations. 4 The results of uncertainty study for the cabin with full-height nozzle when x component of velocity data are predicted for the location 5 of the PIV measuring windows. The PIV data were produced by Lebbin [14] . a u t h o r ' s p e r s o n a l c o p y energy and dissipation rate were calculated using Eqs. (9) and (10) . Also, the Spectral Synthesizer method [17, 21] was employed as the fluctuating velocity algorithm at the inlet. The CFD grid used in this part of the study consists of 2,340,000 hexahedral cells with the grid spacing varied in the range of 7g-34g (through the comparison of edge grid spacing with the Kolmogorov length scale). Also the time step size of 0.05 s is used in all LES simulations presented in this paper. Figure 7 shows the contours of velocity magnitude on the cabin central plane (symmetry plane, z ¼ 0) calculated using LES at six different flow-times: 3.6, 9.8, 16.6, 38.1, 43.7, and 123.7 s. Through these contours it can be seen how the airflow entrains into the cabin as the flow-time progresses. The jet of inlet airflow is divided into two main flow circulations within the cabin. The smaller circulation is produced within the upper part of the cabin in the space between the overhead bins and the larger one is developed in the lower part which is the main cabin area. In order to validate the simulation, the LES predictions are compared with the PIV measurement data as well as the CFD predictions by Lin et al. [6] at each of the five PIV measuring locations. The time interval between each of the two succeeding PIV sampling data was 0.2 s [6, 14] . A comparison between the corresponding LES parameters used in this study and those used by Lin et al. [6] is shown in Table 4 . As mentioned earlier, spectral synthesizer was used to produce the velocity fluctuations in LES simulations presented in this paper; however, since no information was found about the turbulence generation technique used in Ref. [6] , Table 4 does not show any comparison between the turbulence generation techniques used in this paper and in Ref. [6] . As seen in Fig. 8 , there is a good agreement among the simulation results of this study, PIV measurements, and those of Lin et al. [6] CFD simulations for location 1 of the PIV measuring window. The predictions and measurements for other PIV measuring window locations are similarly compared well. Especially, the comparisons indicate that the simulations predict the ranges of variations of instantaneous velocities fairly close to the variation ranges of the measurements. Since the PIV measuring window locations are on the central plane (z ¼ 0), the magnitude of z-components of velocity data are very small and close to zero and that is the reason they are not presented here.
In the above comparisons, the center point of each PIV measuring window was selected to monitor the predicted velocity data. However, in the experiments, the PIV velocity data were averaged over the area of each measuring window. In order to study the effect of changing the monitoring surfaces from the center points to the whole area of the PIV measuring windows on the predicted velocity data, the simulation results were reprocessed based on the area weighted average values of velocities over the measuring windows areas. Figure 9 shows the comparisons between the predictions from two differently processed velocity values and the corresponding experimental data for location 2 of the PIV window. It is observed that although the mean temporal behaviors of the predictions are almost the same between the two different simulation data sets, the area-averaged data set shows a smoother curve, which means the area-averaged velocity experiences less fluctuations than the local velocity at the center point of the window.
The above discussion was not actually made in favor of or against using either of bounded plane or center point as the monitoring surface represents each of the PIV measurement locations. Although it is not possible to measure the velocity data exactly at a single point using PIV technique, through CFD simulations the velocity data for the center point of the PIV measurement windows can be extracted. It is reasonable that when the whole PIV a u t h o r ' s p e r s o n a l c o p y measurement window is selected as the monitoring surface, taking the average of velocity data over the area of monitoring surface makes the averaged velocity data less oscillatory comparing to the case in which the center point of the PIV window is selected as the monitoring surface. Through the comparison of LES predictions and PIV measurements, better agreement between the oscillatory behavior of the experimental measurements and corresponding computational predictions was observed when the center point of PIV windows was selected as the monitoring surface for the airflow velocity data. It was more reasonable if the experimental and computational velocity maps for each of the PIV windows were compared together, however since we did not have the maps of airflow velocity measurements, the validation of airflow simulations was performed using experimentally determined area-averaged velocity data. Figures 10 and 11 represent the comparisons between the predictions for the x-component of airflow velocity data in locations 3 and 5 of the PIV measuring windows from the steady RANS simulations, using three types of the k-e turbulence models and the corresponding time-dependent PIV data. In the steady RANS simulations, the nonequilibrium wall function is used as the near wall treatment and also the finest mesh (with the grid number of 2,340,000) that previously used for the LES simulations is used for RANS simulations as well. Although the accuracy of RANS predictions is considerably less than LES, the computation time and cost associated with LES simulations are much more than RANS. Among the three examined RANS models-the standard k-e [22] the RNG k-e [23] and the realizable k-e [24]-the RNG model predicted value is closer to the mean value of the experimental data. The predictions from all the examined types of the k-e turbulence models are greater than the mean values of PIV measurements and LES predictions. Based on the simulations performed in this study, the RNG is the most accurate model.
In order to have better understanding of the flow structure near the PIV locations, the velocity vectors at each of the five PIV locations at four different flow times are shown in Fig. 12 . This figure indicates that as the time progresses, the center of flow circulation in the lower part (main region) of the cabin moves gradually from the corners and sides of the PIV location 3 (see Figs. 12(a) and 12(b) ) towards the center of the PIV location 3 (see Figs. 12(c) and 12(d) ). Then the center of flow circulation moves around the center of the PIV location 3, and the velocity shows a periodic behavior (see Fig. 10 ). At the same time, the center of the flow circulation also approaches the center of the PIV location 3, and therefore the mean velocity decreases over the time.
Airflow Simulations in Cabin With Half-Height Nozzle.
This section presents the study of flow characteristics when the cabin nozzle height is reduced to one-half of its original size. As a u t h o r ' s p e r s o n a l c o p y the flow rate of the incoming air to the cabin remains the same, by halving the nozzle height, the magnitude of the airflow velocity at the inlet is doubled. So it is expected that the magnitude of each airflow velocity component in the cabin experiences an increase. Figures 13 and 14 compare the PIV measurements [14] with the LES predictions from this study for the airflow x and y velocity components in locations 1 and 3 of the PIV measuring windows (The predictions and measurements corresponding to locations 2 and 5 are also well compared similar to location 1). As explained previously, the comparisons for z-component of velocity data is not presented here. The sampling frequency in the PIV measurements is 7.5 Hz. A structured grid consisting of 2,225,000 hexahedral mesh cells with the grid spacing in the range of 4g-43g is used in LES simulations for this part of study. Similar to the simulations done for the cabin with full-height nozzle, the time step size of 0.05 s is used in LES simulations for the cabin with halfheight nozzle as well. The comparisons indicate that, except for the location 3 of the PIV measuring windows, LES predicts the range of flow velocity variations fairly well. In location 3, however, due to the complexities associated with the flow in this region, the agreement between the LES predictions and PIV measurements is not as good for all flow times. For example, in Fig. 14, for the times between $12 s to $30 s and also greater than $35 s there is not an acceptable agreement between LES and PIV data. It seems in order to get better predictions for such regions in which the airflow patterns are more complicated, local grid refinements are needed. In order to establish the sub-grid scale independence of the LES results, the sub-grid scale turbulent kinetic energy should be smaller than the resolved turbulent kinetic energy. Figure 15 shows a typical comparison in which the contours of sub-grid scale and resolved turbulent kinetic energies on the central plane of the cabin are compared. As it can be seen from this figure, the sub-grid turbulent kinetic energy (Fig. 15(a) ) is considerably smaller than the resolved turbulent kinetic energy (Fig. 15(b) ). The ratio of sub-grid to resolved kinetic energy inside the cabin is less than 0.18.
It is important to explore the effect of inlet level of turbulence on the behavior of LES velocity predictions. As explained earlier, the turbulence intensity at the inlet of the cabin calculated using Fig. 8 Comparison of the predicted values (this study), PIV measurements [14] and predictions by Lin et al. [6] for the airflow velocity data corresponding to the location 1 of the cabin with full height nozzle (8) is 5.6% (medium turbulence level). In order to investigate the effect of inlet turbulence intensity on the quality of results, the LES simulations were repeated considering two other different turbulence intensities at the inlet of the cabin: 1% (low turbulence level) and 12% (high turbulence level). Figure 16 shows the comparison of LES predictions for x and y components of airflow velocity data at PIV location 3 while three different inlet turbulence intensities are used to determine the boundary conditions at the inlet of the cabin. As it can be observed from this figure, different levels of turbulence intensity at the inlet of cabin do not make a significant change in the behavior of the predicted results; however, for the flow-times beyond 20 sec, LES predictions resulted from inlet turbulence intensity of 12% show slightly better matching with experimental data.
Another question is about the necessity of adjustment in time step size as the inlet velocity is doubled by halving the inlet nozzle height. As explained before, the Kolmogorov time scale reaches its minimum value at the inlet of the cabin. By halving the inlet nozzle height, the Kolmogorov time scale at the inlet is decreased from 0.059 to 0.015 s. In order to determine whether or not we should decrease the time step size in LES simulations (due to the reduction of the minimum value of the Kolmogorov time scale), the LES simulations were repeated using time step size of 0.01 s (onefifth of the earlier used time step). Figure 17 shows a comparison of LES results at PIV location 3 when two different time step sizes of 0.01 and 0.05 s were applied in the simulations. As it can be seen, decreasing the time step size does not make a considerable improvement in the quality of results; however, it dramatically increases the computational cost and time and therefore, is not recommended.
Comparisons of the velocity data between the full and halfheight nozzle cases indicate that by halving the nozzle height, the mean value of the predicted as well as measured flow velocity, corresponding to locations 1 and 2 of the PIV measuring windows, are approximately doubled (compare Fig. 8 with Fig. 13 ). However for the locations 4 and 5, the expected increase in the velocity is slight and not as much as that experienced in the locations 1 and 2 (Fig. 18 ). In addition, comparison of the PIV measurements for the velocity data corresponding to the location 3 (as shown in Fig. 19 ) implies that by halving the nozzle height and consequently doubling the inlet airflow velocity, the flow in the location 3, which used to be almost stationary in the fullheight nozzle case, takes the tendency of moving to the upper left corner of the cabin.
Study of the Tracer Gas Diffusion in the Cabin
With Half-Height Nozzle. After the turbulent flow of the air-CO 2 mixture reached quasi-steady conditions, the measurement of the time-dependent values of carbon dioxide concentration at specified sampling points, as shown in Fig. 3 , was started and continued for about 10 mins [19, 25] . The measured data, denoted by Fig. 13 Comparison of the LES predictions and PIV measurements [14] for the x component of velocity data corresponding to the location 1 of the cabin with half-height nozzle Fig. 14 Comparison of the LES prediction and PIV measurements [14] for velocity data corresponding to the location 3 of the cabin with half-height nozzle C(t), were nondimensionalized using the concentration of CO 2 at the inlet of the cabin and the average value of the CO 2 concentrations at the outlet between two times: at the beginning of the measurement and at the end of the measurement through the following equation:
where t(s) is time, y(t) is the dimensionless concentration of carbon dioxide, C (ppm) is the CO 2 concentration at different sampling points, C inlet (ppm) is the CO 2 concentration at the inlet measured one time and assumed to be constant during the experiment, and C outlet (ppm) is the average of the two measured values for the CO 2 concentration at the outlet (the measured values are corresponded to the beginning and the end of measurement duration). The generated grid for the tracer gas simulations is unstructured and contains 1,728,000 mesh elements of a mix of tetrahedral, hexahedral, and wedge shapes. A schematic of this grid is shown in Fig. 20 .
In Figs. 21 and 22 , the time-averaged predicted and measured values of the CO 2 concentration are compared. For the sampling points above the tube (Fig. 21) , it is observed that there is an excellent agreement between predictions and measurements at sampling points 3, 5, and 6. However, the agreement for the sampling point 4 is not as good. There is an error between 11-30% in predicting the concentration data for the sampling points 1, 2, and 7. Figure 22 shows a graphical comparison between the timeaveraged predictions and measurements for CO 2 concentration corresponding to the sampling points located along the x-axis below the injection tube. As it can be seen, the best agreements to $40% (point 9). The errors are reduced when a finer grid is used as shown in Tables 5 and 6 . Tables 5 and 6 show the results of the grid independency study for tracer gas diffusion simulations using three different grid sizes: 1,082,478, 1,728,000, and 2,630,000. The deviation percentage of the coarse and coarser grids computational results from the corresponding fine grid computational results are calculated and shown in these tables. Since the computational results of tracer gas simulations are time dependent, the RMS and mean values of the computational data are used for grid independency study. Table 5 shows the RMS values and Table  6 shows the mean values of the computational results for species (CO 2 ) mass fraction. From Tables 5 and 6 it can be seen that the deviation of the coarse and coarser grids computational results from the fine grid results are greater for the sampling points located in the upper right of the injection tube. In order to explain the reason for this behavior, recall the study of the airflow in the cabin presented earlier in this paper. It was observed that the airflow in the location 3 of the PIV windows (Fig. 2) demonstrates more complexity than other locations. Since the sampling points located in the upper right of the injection tube are very close to that region, changing the grid size has a considerable effect on computational accuracy. Therefore, one expects higher computational uncertainties for the sampling points located in regions with more complex airflow structure.
Finally, to give an overall history of the tracer gas distribution in the cabin, Fig. 23 (a)-(p) shows the gradual diffusion of CO 2 injected through the circumferential surface of the CO 2 injection pipe. The contours of species (CO 2 ) mass fraction on the central plane of the cabin at 16 different flow times are shown in this figure. Fig. 19 The effect of decreasing the cabin nozzle height through a comparison between the PIV measured velocity data [14] corresponding to the location 3 of the PIV measuring windows for two cases of full and half-height nozzle Fig. 20 3D schematic of the unstructured grid (for the generic cabin with the injection tube) used in CFD simulation of the carbon dioxide diffusion in the generic cabin model Fig. 21 Comparison between the times averaged predictions and measurements of dimensionless CO 2 concentration [14] for the sampling points located along the x-axis above the injection tube In this study, the capability of a CFD commercial software in simulating turbulent airflow as well as tracer gas diffusion in a generic half-cabin model was evaluated. Two different types of turbulence models were used to find the turbulent viscosity in the governing equations: unsteady large eddy simulation (LES) and steady Reynolds averaged Navier Stokes (RANS) models. While the LES predicts the temporal variations of airflow velocity, the steady RANS method predicts a steady value for the velocity. Through the comparisons, it was concluded that the LES at least is able to predict the range of velocity variations fairly well. Examining the three different k-e (standard, RNG, and realizable) models indicated that, as expected, the errors associated with the RANS method are much more than those of LES. It was also recognized that among the above mentioned k-e models, the RNG k-e leads to the most accurate predictions.
In order to monitor the velocity data in PIV measuring windows, two different approaches were employed. The first approach used velocity data at the center points of the PIV windows and the second approach used the area-averaged velocity values of the PIV windows. The comparisons indicated that the area-averaged velocity value decreased the fluctuations in the velocity but the general behavior of predicted velocities did not change. Comparisons with the experimental data showed that the center point values got a better agreement with experimental measurements.
The effect of halving the cabin inlet nozzle height with the same airflow rate was studied. It was observed that although the LES method gave a good estimation of the velocity data in the locations 1, 2, 4, and 5 of measuring windows, the agreement between the simulations and measurements was not as good in location 3 at the middle of the cabin. A local refinement in grid size is recommended to achieve more accurate results in this region in the future study. Comparing to the cabin with the fullheight nozzle, it was seen that by halving the nozzle height and consequently doubling the inlet velocity, the magnitude of flow velocities in locations 1 and 4 increased dramatically (by 100%). However, in locations 2 and 5, the increase in the velocity value was slight and not as much. It was also realized that the airflow located in location 3 that used to be almost stationary in the fullheight nozzle case got the tendency of moving to the upper left corner of the cabin model.
In the second part of this study, the capability of commercial CFD software with LES in simulating the tracer gas diffusion in the generic cabin model was examined. Using the LES, the temporal variations in tracer gas concentration in the specified sampling points were predicted. Following the same procedure as used in the experiments the predicted values were nondimensionalized and compared with the experimental data. Although excellent agreement was observed in some sampling points, the predictions had an average error of 23%.
