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Sommaire
Ce travail est consacré au calcul du coefficient Seebeck pour le conducteur or-
ganique quasi-unidimensionnel TTF− TCNQ, lequel présente une transition de
Peierls sur la chaîne de TCNQ à 54 K et des fluctuations structurales unidimen-
sionnelles à partir de 150 K. Ainsi, les travaux présentés dans ce mémoire utilisent
la théorie de Landau-Ginzburg des fluctuations du paramètre d’ordre ∆ dans une
approche de Boltzmann linéarisée pour le calcul du coefficient Seebeck.
Le mécanisme de l’instabilité de Peierls pour un métal unidimensionnel ainsi que les
différentes expériences de conductivité, de susceptibilité et du coefficient Seebeck
du complexe TTF− TCNQ sont passés en revue.
Nous abordons ensuite la théorie de Landau-Ginzburg des fluctuations et l’approche
de Boltzmann au coefficient Seebeck. Ainsi, les différentes propriétés comme la lon-
gueur de corrélation, le paramètre d’ordre, la susceptibilité d’onde de densité de
charge, le temps de vie des quasi-particules et le coefficient de Seebeck sont calculés
numériquement en fonction de la température.
Les résultats obtenus pour les temps de vie des quasi-particules et le coefficient
Seebeck sont présentés et comparés à ceux des expériences sur le TTF − TCNQ
à différentes pressions hydrostatiques. Ces calculs ont été faits sous les logiciels
Matlab et Python.
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Introduction
Les effets thermoélectriques ont été découverts au cours du 19e siècle [1, 11].
Parmi ces effets, nous avons particulièrement l’effet Seebeck qui a été découvert
par le physicien allemand Thomas Johan Seebeck en 1821 [1, 12, 13]. Ainsi, ce
phénomène correspond à l’apparition d’une tension électrique produite par une
différence de température entre les jonctions de plusieurs corps conducteurs [1].
En effet, pour bien comprendre ce phénomène, considérons la figure (1.1) qui
représente deux matériaux a et b de nature différente reliés entre eux par deux
jonctions de température T. Une des jonctions est portée à la température T1 tel
que T1 > T. Alors, une différence de tension apparaît entre les jonctions froide et
chaude [1]. Cette tension qui apparaît sous cet effet, dépend donc de la différence
de température bien sûr, mais également des matériaux que nous avons en place.
Ainsi, pour chaque matériau, nous pouvons définir un coefficient de Seebeck. Il est
exprimé en VK−1 et caractérise la différence de potentiel (en volt) résultant d’un
écart de 1 K.
Figure 1 – Effet Seebeck [1].
1
2L’effet Seebeck, aussi appelé pouvoir thermoélectrique, a connu plusieurs appli-
cations. En effet, une des applications est la mesure de la température. Une autre
application est celle du thermo générateur. Dans cette dernière application, la ther-
moélectricité transforme n’importe quelle source de chaleur en générateur électrique.
Ce qui nous permet de recharger nos montres électroniques avec la chaleur corpo-
relle ou produire du courant avec tout ce qui chauffe, de la machine-outil au moteur
d’une voiture [1].
En plus des applications, il y a aussi des aspects plus fondamentaux. Parmi ces
derniers, il y en a un qui sera au centre du présent projet, soit l’étude de l’impact de
fluctuations structurales sur le coefficient Seebeck.
La théorie de Sommerfeld [14], nous permet d’avoir l’expression de cette grandeur
pour un gaz d’électrons libres :
Q0 = −π
2
2
kB
e
(
kBT
ϵF
)
(1)
montrant ainsi une dépendance linéaire en fonction de la température. Q0 ici est
le coefficient Seebeck, kB et ϵF sont respectivement la constante de Boltzmann et
l’énergie de Fermi. Cependant, pour une instabilité structurale de type Peierls, dans
unmétal quasi-unidimensionnel, l’état métallique est caractérisé par des fluctuations
structurales qui affectent les propriétés électroniques, et cette expression ne tient
pas en compte de l’influence des fluctuations du réseau sur la variation en énergie
du temps de relaxation des électrons [8]. Cette influence est prise en compte dans
l’expression obtenue par Mott dans une approche de Boltzmann en approximation
du temps de relaxation [15],
Q =− π
2
3
k2BT
e
∂ ln σ(ϵ)
∂ϵ
= Q0 − π
2
3
k2BT
e
∂ ln τ(ϵ)
∂ϵ
.
(2)
σ et τ sont respectivement la conductivité et le temps de relaxation des porteurs de
charges du composé en raison des collisions.
Ainsi, l’objectif visé dans ce projet est de calculer au-delà de l’approximation du
temps de relaxation l’influence de ce terme qui est habituellement négligé.
Nous appliquerons le calcul au conducteur organique quasi-unidimensionnel TTF−
3TCNQ, lequel présente une transition de Peierls sur la chaine de TCNQ à 54 K [16]
et des fluctuations structurales unidimensionnelles sous 150 K [17].
Dans notre travail, le premier chapitre sera consacré à l’étude de la théorie
sur l’instabilité de Peierls avec comme exemple le sel à transfert de charge TTF−
TCNQ. Le deuxième chapitre sera consacré à l’étude de la théorie de Landau-
Ginzburg, entrant dans le calcul des fluctuations structurales d’une instabilité de
Peierls unidimensionnelle avec et sans couplage interchaîne. Le troisième chapitre
portera sur le calcul du coefficient Seebeck utilisant la solution de l’équation de
Boltzmann semi-classique dans sa version linéarisée. Dans le quatrième et dernier
chapitre, nous étudierons l’application de ces calculs au matériau TTF− TCNQ,
en utilisant l’environnement Matlab et nous présenterons nos résultats obtenus.
Également, la comparaison entre théorie-expérience sera traitée dans ce chapitre.
Chapitre 1
Instabilité de Peierls : le TTF− TCNQ
comme exemple
Ce chapitre est une introduction à la physique de l’instabilité de Peierls unidi-
mensionnelle et sa réalisation concrète pour un métal unidimensionnel tel que le
conducteur TTF− TCNQ. Dans un premier temps, nous présenterons les caracté-
ristiques principales de la transition de Peierls et la formation d’une superstructure.
Dans un second temps, nous passerons en revue les structures cristalline, molécu-
laire et électronique du conducteur organique TTF− TCNQ, en faisant ressortir les
caractéristiques des deux principales instabilités de ce matériau. Enfin, nous termi-
nerons en présentant quelques expériences importantes sur ce conducteur portant
notamment sur la conductivité, la diffraction R-X, les susceptibilités magnétiques
locales et finalement le coefficient Seebeck.
1.1 Transition de Peierls
Prédite dans les années cinquante, la transition de Peierls, ou encore distorsion
de Peierls est une instabilité du réseau d’un métal unidimensionnel pour la forma-
tion d’une superstructure cristalline. Le théorème de Peierls énonce qu’un système
périodique unidimensionnel avec moins de deux électrons par ion est instable vis-à-
vis l’ouverture d’une bande d’énergie interdite de largeur 2∆ au niveau de Fermi
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5[18]. Pour l’illustrer, si dans le cas où chaque ion met en commun 1/2 électron en
moyenne, alors la bande ne sera qu’au quart occupée avec un vecteur d’onde de
Fermi kF = π4a . La distorsion ou superstructure de Peierls de vecteur d’onde 2kF = π2a
modifie la symétrie par translation et la nouvelle périodicité de la chaine dimérisée
introduit un gap au niveau de Fermi [6]. L’ouverture de ce gap a pour conséquence
d’abaisser l’énergie des états électroniques occupant des vecteurs d’onde inférieurs
à kF, tandis que les états vides d’électrons avec un vecteur d’onde supérieur à kF
verront leur énergie augmenter. C’est ce qui donne naissance à une modulation de
la densité de charge électronique statique à 2kF, appelée onde de densité de charge
(ODC) qui accompagne la distorsion structurale. Pour illustrer le phénomène, nous
présentons à la figure (1.1) une formation de l’onde de densité de charge pour un
métal unidimensionnel de vecteur d’onde de Fermi kF = π4a [18]. En effet, dans cette
figure, un métal unidimensionnel tel que représenté en fig.1.1 (a), peut réduire son
énergie en développant une ODC, montrée en fig. 1.1 (b) [6].
Figure 1.1 – Formation de l’onde densité de charge (ODC) d’un métal unidimen-
sionnel de bande au quart-remplie (kF = π4a ) (a) ; ouverture d’un gap à ±kF pour
une ODC de vecteur d’onde 2kF = π2a (b) [2].
Il faut noter que la formation d’un état ODC n’a pu être confirmée qu’après la dé-
couverte des solides dont les chaines atomiques possèdent une structure électronique
et cristalline hautement anisotrope [3]. Ainsi, la première évidence expérimentale
de cette distorsion en dessous d’une certaine température Tc a été observée en 1973
6dans le "sel de Krogman", KCP, à base de chaînes de platine (figure 1.2 ) par un
groupe français d’Orsay à l’aide de la technique de diffusion des rayons X [18]. Cette
transition a été par la suite détectée dans un grand nombre de conducteurs à transfert
de charge organiques quasi-unidimensionnels dont le composé TTF− TCNQ [6],
lequel nous intéressera plus particulièrement dans ce présent projet. Ce composé a
connu ses années de célébrité au milieu des années soixante-dix. Il faut également
noter que cette transition, bien qu’elle soit observée dans les systèmes unidimen-
sionnels organiques, apparaît aussi dans des systèmes inorganiques, par exemple
dans les chalcogénures de métaux de transition quasi-unidimensionnels comme le
NbSe3 et quasi-bidimensionnels comme le NbSe2 [6].
Figure 1.2 – Structure d’un plan du complexe moléculaire Pt(CN)4 (figure de
gauche), et chaîne linéaire de KCP (figure de droite) [3].
1.2 Structures cristalline, moléculaire et électronique
du composé TTF-TCNQ
Les sels d’ions radicaux dérivés du TTF sont en particulier obtenus par électro-
cristallisation comme c’est le cas de notre composé TTF− TCNQ [19]. Le domaine
des conducteurs organiques a réellement commencé en 1960 et 1970 avec respec-
tivement les synthèses des molécules TCNQ (tétracyanoquinodiméthane) et de
TTF (tétrathiofulvalène). Ce complexe à transfert de charge TTF− TCNQ fut le
7premier composé organique métallique à être synthétisé. L’intérêt que nous portons
pour ce composé tient du fait qu’en présentant une instabilité des points de vue
électronique et structural, il constitue un bon exemple d’instabilité de Peierls. La
figure (1.3) présente la molécule acceptrice TCNQ et celle donneuse TTF [7].
Figure 1.3 – Molécules de TTF et de TCNQ.
Pour comprendre la formation du complexe TTF− TCNQ, nous présentons à
la figure (1.4) une cellule d’électrocristallisation avec un verre fritté à fine porosité
équipée de deux électrodes constituées de fil de platine [20]. Les procédures prin-
cipales sont détaillées ci-après. Un petit barreau d’agitation magnétique est placé
dans chaque compartiment avec ajout de molécules donneuses au compartiment
anodique et une quantité suffisante d’électrolyte support contenant l’anion dans le
compartiment cathodique. Les complexes sont préparés par les trois réactions redox
suivantes, d’abord l’électrocristallisation (galvanostatique, c’est-à-dire à courant
constant en reliant les deux électrodes) ; ensuite la réaction directe des donneurs
(D) et des accepteurs (A) en solution donne naissance à la réaction de transfert de
charge (1.2) [20] :
TTF+ TCNQ −→ TTF+ρTCNQ−ρ,
où ρ est la charge transférée de la molécule donneuse de TTF vers la molécule
acceptrice de TCNQ. À partir des données rayons-X, nous avons le transfert ρ = 0.59
Les cristaux du complexe moléculaire TTF − TCNQ ont une structure mo-
noclinique, de maille élémentaire appartenant au groupe d’espace P21/c. Leurs
paramètres cristallographiques sont : a = 12.298 Å, b = 3.819 Å , c = 18.468 Å [3].
Ce composé (voir figure (1.6)) est constitué du double empilement des molé-
8Figure 1.4 – Cellule d’électrocrystallisation [4].
cules planes du cation TTF et de l’anion TCNQ, le long de la direction b [3]. À noter
que pour la suite, la distance de maille b = a sera identifiée à la distance a utilisée
à la figure (1.1). Dans cette direction, le recouvrement orbital est beaucoup plus
important, ce qui donne une relation de dispersion électronique avec une largeur de
bande longitudinale très prononcée comparativement aux directions transversales
[6]. À la figure (1.5), nous présentons la structure de bande du TTF− TCNQ. Il y
a transfert de charge entre les deux molécules dans le cristal et la vraie formule chi-
mique est plutôt (TTF)+0.59 − (TCNQ)−0.59. Puisque le conducteur à deux chaînes
est globalement neutre, les deux bandes se coupent en un seul vecteur d’onde de
Fermi lié à ρ par l’équation :
2kF =
π
a
ρ. (1.1)
Dans le composé TTF− TCNQ (avec deux électrons par cellule), tous les k-états
compris entre −π/a et π/a sont occupés, avec la restriction suivante : entre −kF et
+kF, les états occupés appartiennent à la bande de TCNQ alors que en dehors de ce
domaine, ils appartiennent à la bande TTF (figure 1.5).
9Figure 1.5 – Dispersion d’énergie électronique pour TTF− TCNQ [5].
Figure 1.6 – Empilement des molécules TTF et TCNQ suivant l’axe d’anisotropie b
[6].
1.3 Quelques expériences importantes sur le conduc-
teur organique TTF− TCNQ
Après avoir présenté dans ce qui précède la méthode conduisant à la synthèse
du composé TTF− TCNQ, ainsi que sa structure cristalline et de bande, nous rap-
portons ci-dessous quelques études expérimentales connues afin de mieux connaître
notre composé. Ainsi, nous commencerons d’abord par présenter la conductivité
de ce matériau pour mettre en relief la transition métal-isolant. Ensuite, nous parle-
rons de la diffraction des rayons X dans ce composé pour mettre en évidence les
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fluctuations structurales de nature unidimensionnelle. Puis, nous présenterons les
susceptibilités magnétiques locales, à savoir, propres à chaque chaîne. Enfin, nous
terminerons en présentant l’expérience de transport qui nous intéresse le plus dans
ce travail, c’est-à-dire le coefficient Seebeck et sa dépendance en température et en
pression.
1.3.1 Conductivité du TTF− TCNQ
Dans ce composé, nous avons vu que la molécule de TTF transfère 0.59 électrons
à celle de TCNQ de sorte que la bande électronique de chaque chaîne devient par-
tiellement remplie et que le système est en principe conducteur [3]. À la figure (1.7),
nous présentons la dépendance en température de la conductivité de ce complexe
et nous voyons qu’il a un comportement métallique le long des chaînes avec une
conductivité électrique qui augmente de 5× 102 à 104S.cm−1 lorsque la température
baisse de 300 à 58 K [7]. En dessous de 58 K, a lieu une transition métal-isolant qui
entraîne une chute de la conductivité. Cette chute s’étale jusqu’à 38 K, signalant
l’apparition d’une phase complètement isolante. D’après la référence [6], ce com-
portement est compatible avec une succession d’instabilités. Ainsi, des fluctuations
d’onde de densité de charge incommensurables selon la direction b, naissent et se
développent sur les chaînes de TCNQ pour des températures inférieures à T ≈ 150
K. À température plus basse, soit TP1 = 54 K, les chaines de TCNQ présentent une
réelle transition de phase type Peierls. En ce qui concerne les chaines de TTF, elles
développent elles-aussi une onde de densité de charge incommensurable et une
distorsion de Peierls à partir de TP2 = 49 K [6]. Les deux chaines s’ordonnent entre
elles à une température inférieure de TP3 = 38 K.
1.3.2 Diffusion des rayons X et de neutrons : fluctuations structu-
rales unidimensionnelles
À la figure (1.8), nous présentons la dépendance en température des intensités
de diffusion des rayons X aux vecteurs d’onde 2kF pour la chaîne de TCNQ et 4kF
pour celle de TTF [3]. Dans la précédente section, nous avons parlé de la formation
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Figure 1.7 – Variation de la conductivité selon l’axe b des chaînes du composé
TTF− TCNQ en fonction de la température [6, 7].
d’une ODC pour les chaines de TTF (TP2 = 49 K) et d’une autre ODC pour celles
de TCNQ (TP1 = 54 K). En dessous de T = 38 K, les deux ondes de densité de
charge se synchronisent [6, 7]. Ce mécanisme a été confirmé par des mesures de
diffusion diffuse des rayons X par Pouget et al. [17]. D’après ces auteurs, la diffusion
sur la chaine TTF est à 4kF (et non à 2kF) et marque la présence de corrélations
électroniques fortes [17, 18]. Cependant, observant la figure (1.8), nous constatons
que la partie à 4kF persiste au-delà de 150 K, alors que celle à 2kF (TCNQ) a disparu.
Ainsi, on distingue clairement la présence de fluctuations structurales de type Peierls
des chaînes de TCNQ dans la structure cristalline du composé dès T0c = 150∘K, ce
qui suggère un effet unidimensionnel. À une dimension, il ne peut pas y avoir de
transition de phase et d’ordre à longue distance à température finie, mais seulement
des fluctuations. Comme nous le verrons au prochain chapitre T0c = 150 K peut être
considérée comme une température champ-moyen. Cette température marque en
même temps le point d’amorce de la croissance d’un pseudogap.
La figure (1.9) représente la relation de dispersion des vibrations du réseau de
TTF− TCNQ à différentes températures telle quemesurée par diffusion de neutrons
[3]. Les trois courbes du graphe principal, obtenues à 295 K, correspondent aux
modes de phonons acoustiques transversaux (TA) et longitudinaux (LA). La courbe
encadrée correspond à la dispersion à une température de 84 K. En effet, nous
constatons aucune manifestation de l’anomalie structurale dans le graphe principal.
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Figure 1.8 – Intensité de la diffusion diffuse des rayons X en fonction de la tempéra-
ture pour les vecteurs d’onde 2kF (TCNQ) et 4kF (TTF) [6].
Cependant, la courbe encadrée met en évidence l’anomalie de Kohn à 84 K qui
correspond à un affaissement de la fréquence de phonon au vecteur d’onde 2kF,
conséquence des fluctuations structurales [3, 21].
Figure 1.9 – Spectre de dispersion du cristal de TTF− TCNQ. La courbe encadrée
met en évidence l’anomalie de Kohn à 84 K [3].
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1.3.3 Susceptibilités magnétiques locales
Dans cette sous-section, nous présentons les susceptibilités magnétiques (dé-
placement de Knight) locales des chaînes de TTF et de TCNQ pour le complexe
TTF − TCNQ comme le montrent les résultats de la résonance magnétique nu-
cléaire (RMN) de la figure (1.10) [3, 5]. Ces résultats nous montrent une chute des
susceptibilités aux alentours des températures caractéristiques (38 K, 49 K et 54 K).
Si on prend la contribution à la chaine de TCNQ, nous avons une décroissance ty-
pique d’un état métallique, qui devient plus marqué en dessous de 150 K environ, en
raison des fluctuations qui entraînent une chute de la densité d’états électroniques.
Ce qui montre également que cette transition de phase se manifeste également sur
les propriétés magnétiques de ce composé, à travers la densité d’états électroniques.
D’après [3], la perte complète des degrés de liberté magnétiques en dessous des
températures caractéristiques TP1 et TP2 donne lieu à une loi d’activation thermique
exponentielle. La chute graduelle de susceptibilité en dessous de 150 K pour la
chaine de TCNQ est vraisemblablement due aux fluctuations du type pseudogap.
Pour la chaine de TTF, la susceptibilité varie très peu avec la température, ce qui est
compatible au fait que nous n’avons pas de fluctuations à 2kF.
Figure 1.10 – Susceptibilités magnétiques locales des chaînes de TTF, TCNQ et
totale du complexe TTF− TCNQ [3].
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1.3.4 Coefficient Seebeck du TTF− TCNQ
Nous présentons à la figure (1.11), une mesure expérimentale du coefficient
Seebeck en fonction de la température pour le TTF− TCNQ à pression ambiante,
telle qu’obtenue par Chaikin et al. [8]. Selon l’échelle verticale, on constate que
le pouvoir thermoélectrique est négatif sur une grande gamme de température
au-dessus de Tc = TP1 = 54 K. Un pouvoir thermoélectrique négatif est compa-
tible avec une bande d’électrons (TCNQ). Et dans cette figure, nous constatons
une dépendance linéaire du coefficient Seebeck à haute température montrant le
caractère métallique du complexe. Cette linéarité est rompue en dessous de 150 K
environ, ce qui correspond, comme nous l’avons vu, à la température à laquelle des
fluctuations structurales sont observées. Le coefficient Seebeck ne s’extrapole plus
vers zéro lorsque T −→ 0, mais plutôt vers un changement de signe.
En effet, dans le domaine où la transition métal-isolant a lieu sur la chaîne de TCNQ,
soit près de Tc, le coefficient Seebeck change de signe [8]. C’est l’ensemble de ce
comportement en température du coefficient Seebeck que nous tenterons de com-
prendre d’un point de vue théorique dans le présent mémoire, en considérant les
effets des fluctuations qui modifient le temps de relaxation, lequel entre dans le
calcul du coefficient Seebeck.
Figure 1.11 – Variation du coefficient Seebeck en fonction de la température pour le
TTF− TCNQ à pression ambiante [8].
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La figure (1.12) présente les mesures par Weyl et al. du coefficient Seebeck en
fonction de la température, à diverses pressions (12.5 kbar, 8 kbar, 4.6 kbar, 2.5 kbar
et 1 kbar) [9]. Considérons la figure(1.12). Dans la plage de températures supé-
rieures à 60 K, le comportement est très similaire à toutes les pressions indiquées.
À haute température (de 100 à 300 K), les coefficients Seebeck ont tous une dépen-
dance sous-linéaire avec un comportement qui devient essentiellement constant en
température à 12.5 kbar.
Nous constatons aussi un comportement similaire pour toutes les pressions indi-
quées qui est celui d’un changement de régime, d’un changement de signe et d’une
remontée du coefficient Seebeck à basse température. Ainsi, comme précédemment
le changement de régime est dû à l’apparition des fluctuations qui deviennent impor-
tantes à basse température. Quant au changement de signe, il pourrait être causé par
l’influence des fluctuations sur la densité d’états et la vitesse des quasi-particules au
niveau de Fermi, mais aussi par l’influence du remplissage des niveaux électroniques
sur le temps de vie.
Figure 1.12 – Variation des coefficients Seebeck mesurés en fonction de la tempéra-
ture avec différentes pressions [9].
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1.4 Résumé
En définitive, ce chapitre consacré à l’instabilité de Peierls nous a permis de faire
une synthèse des travaux anciens et récents sur le complexe TTF − TCNQ. Une
revue sur la transition de Peierls, notamment le théorème sur l’instabilité d’un métal
unidimensionnel à former une superstructure cristalline jusqu’à la formation de
l’onde de densité de charge en passant par l’ouverture du gap, a été présentée. Dans
ce chapitre, nous avons introduit les structures cristalline, moléculaire et électro-
nique du composé TTF− TCNQ, ainsi que la méthode conduisant à sa synthèse.
Enfin, nous avons terminé ce chapitre en présentant les résultats de mesures de
conductivité, de l’intensité de diffusion des modes 4kF (TTF) et 2kF (TCNQ), des
susceptibilités magnétiques et du coefficient Seebeck, faites sur le conducteur orga-
nique. Ces mesures nous ont permis de mettre en évidence entre autres l’existence
des deux phases du matériau, la phase isolante à basse température et celle métal-
lique à haute température pour chaque chaine du composé, ainsi que la mise en
évidence de l’intervalle en température où des fluctuations d’onde de densité de
charge apparaissent dans la région métallique. Ces fluctuations ont un impact sur la
dépendance en température de quantités mesurables comme le coefficient Seebeck.
Par ailleurs, le prochain chapitre portera sur la théorie de Landau-Ginzburg, laquelle
nous permettra de décrire les fluctuations structurales du complexe et de confirmer
ces résultats.
Chapitre 2
Théorie Landau-Ginzburg des
fluctuations d’onde de densité de
charge
Dans ce chapitre, nous aborderons la théorie de Landau-Ginzburg, laquelle nous
servira tout au long de ce présent projet, comme outil de calcul des fluctuations
d’onde de densité de charge associées à l’instabilité de Peierls unidimensionnelle.
Dans un premier temps, nous présenterons le modèle d’interaction électron-phonon
pour l’instabilité de Peierls. Dans undeuxième temps, nous aborderons le formalisme
permettant de calculer les paramètres de la fonctionnelle d’énergie libre Landau-
Ginzburg. Finalement, nous introduirons la méthode de matrice de transfert qui
servira à calculer les propriétés liées aux fluctuations telles que la longueur de
corrélation, la susceptibilité d’onde densité de charge et les fluctuations du paramètre
d’ordre. Ces quantités entreront dans l’équation de Boltzmann pour le coefficient
Seebeck traité au prochain chapitre. Les résultats de simulation ont été obtenus dans
l’environnement Matlab.
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2.1 Modèle Electron-Phonon
Un réseau cristallin d’un composé moléculaire comme le TTF − TCNQ est
constitué d’un ensemble de chaînes de molécules organiques TTF et TCNQ réguliè-
rement espacées d’une distance a que l’on considère comme la maille élémentaire de
la chaîne. Si les molécules bougent, alors les électrons doivent se déplacer dans un
potentiel de réseau changeant. Ainsi, Su, Schrieffer et Heeger (SSH) ont proposé un
hamiltonien d’interaction permettant de décrire le couplage d’un système électro-
nique 1D en présence de vibrations moléculaires acoustiques [22, 23]. Les molécules
sont supposées couplées à leurs voisins immédiats via un couplage harmonique. Ces
vibrations moléculaires s’accompagnent d’une modulation de l’énergie électronique
et le hamiltonien total correspondant à cette interaction est donné par l’équation
[3, 22] :
ℋ = ℋ0p +ℋ0e . (2.1)
Le premier terme ℋ0p représente l’hamiltonien des vibrations acoustiques et est
donné par l’expression :
ℋ0p =∑
j
𝒫2j
2ℳ +
𝒦
2 ∑j
(uj+1 − uj)2, (2.2)
où uj est le déplacement par rapport à sa position d’équilibre de lamolécule demasse
ℳ occupant le site j du réseau ; 𝒫j est la quantité de mouvement associée ; alors
que 𝒦 est la constante de ressort élastique. Le second terme ℋ0e est l’hamiltonien
des électrons 1D sur réseau et est donné par l’équation de liaisons fortes :
ℋ0e = −∑
jσ
tj+1,j(c+j+1σcjσ + c
+
jσcj+1σ), (2.3)
où cjσ (c+jσ) est l’opérateur de destruction (création) d’un électron de spin σ = ±
au site j, et tj+1,j est l’intégrale de saut d’un électron du site j au site j+ 1. Si nous
considérons des faibles écarts par rapport à la position d’équilibre [24], nous avons
dans l’approximation linéaire la relation
tj+1,j ≃ t0 + λ(uj+1 − uj) + ..., (2.4)
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où t0 et λ = ∂t∂u représentent respectivement les deux premiers termes du développe-
ment. Dans ce qui suit, nous travaillerons dans l’espace de Fourier afin de parvenir à
une diagonalisation deℋ0p. Ainsi, à l’aide des opérateurs de seconde quantification
des phonons, la variable discrète uj devient
uj =∑
q
eiqja
√
h¯√
2Lℳωq (bq + b
+
q ), (2.5)
où L est la longueur de la chaîne 1D et ωq la fréquence des phonons de vecteur q.
En exprimant aussi les variables électroniques sur la base des fonctions d’onde de
Bloch, la relation (2.1) se réecrit
ℋ = ℋ0 +ℋep, (2.6)
oùℋ0 est la somme de deux hamiltoniensℋ0p etℋ0e correspondant respectivement
aux phonons et aux électrons libres. Le terme de phonons libres est donné par
ℋ0p =∑
q
h¯ωq(b+q bq +
1
2
), (2.7)
où le spectre de phonons acoustiques prend la forme
ωq = ωD sin(
qa
2
) , ωD = 2
√
𝒦
ℳ . (2.8)
Ici ωD représente la fréquence de Debye de la chaîne.
Pour la partie électronique,
ℋ0e =∑
kσ
ϵkσc+kσckσ, (2.9)
où ϵk décrit le spectre de liaisons fortes associé aux états électroniques k [14] :
ϵk = −2t0 cos(ka), (2.10)
où t0 est l’intégrale de saut. La partie ℋep représente l’hamiltonien d’interaction
électron-phonon
ℋep = ∑
k,σ,q
g¯(k, q)√
L
(b+−q + bq)c
+
k+qσckσ, (2.11)
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où
g¯(k, q) = − 4iλ
√
h¯a√
2ℳωq sin(
qa
2
) cos[(k+
q
2
)a] (2.12)
est le couplage du mode de phonon q à l’électron de vecteur d’onde k. Pour com-
prendre davantage le couplage électron-phonon, nous présentons la figure (2.1) où
nous avons un processus d’absorption et d’émission d’un phonon. Concernant les
Figure 2.1 – Processus interaction électron-phonon.
métaux unidimensionnels où les interactions ne sont pas trop fortes, les propriétés
physiques prennent place à basse énergie, soit au voisinage des points de Fermi
±kF [6, 25]. Ainsi, les degrés de liberté fermioniques importants sont donc liés au
continuum d’états électroniques entourant le niveau de Fermi et qui gouvernent
l’évolution du système à l’approche d’une instabilité. D’où l’idée de linéariser la
relation de dispersion (2.10) autour de ±kF [3]. Tenant compte des deux branches,
soit à gauche (p = −) et à droite (p = +) résultant de cette linéarisation pour les
valeurs positives et négatives de k, il vient la relation :
ℋ0e ≈ ∑
p,k,σ
ϵp(k)c+p,k,σcp,k,σ, (2.13)
où
ϵp(k) = h¯vF(pk− kF). (2.14)
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Ici, vF est la vitesse de Fermi et est donnée par l’équation
vk =
1
h¯
∇k(ϵk)|k=kF =
2at0
h¯
sin(kFa). (2.15)
La linéarisation du spectre, qui est représentée à la figure (2.2), fait apparaître
explicitement des propriétés de symétrie essentielles, telle qu’une symétrie électron-
trou au vecteur d’onde d’emboîtement 2kF [3, 6] :
ϵ+(k) = −ϵ−(k− 2kF). (2.16)
Cette symétrie est à l’origine de l’instabilité de Peierls à une dimension.
Figure 2.2 – Spectre linéarisé du gaz électronique 1D. E0 est la largeur de bande [3].
2.2 Fonctionnelle d’énergie libre Landau-Ginzburg
Dans cette section, nous présenterons l’énergie libre de Landau-Ginzburg, de-
puis le traitement champmoyen de l’hamiltonien électron-phonon jusqu’à l’établisse-
ment de l’intégrale fonctionnelle Landau-Ginzburg de la fonction de partition pour
la description des fluctuations d’onde de densité de charge. Ainsi, dans l’approxi-
mation du champ moyen, on remplace les opérateurs de création et d’annihilation
des phonons b+−q et bq dans (2.11) par leurs valeurs moyennes macroscopiques
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[26]. Autour de 2kF (q −→ Q± 2kF), nous obtenons l’hamiltonien du système en
approximation champ moyen :
ℋ =ℋ0e +∑
Q
h¯ωQ+2kF
(
< b+Q+2kF >< bQ+2kF > + < b
+
−Q−2kF >< b−Q−2kF >
)
+ ∑
k,σ,Q
g¯(k,Q+ 2kF)
(
< b+−(Q+2kF) > + < bQ+2kF >
)
c++,k+Q+2kFσc−,kσ
+ ∑
k,σ,Q
g¯(k,−Q− 2kF)
(
< b++Q+2kF > + < b−(Q+2kF) >
)
c+−,k−Q−2kFσc+,kσ,
(2.17)
où l’écart Q par rapport à 2kF, est considéré faible. Compte tenu de la symétrie
d’inversion entre −Q− 2kF et Q+ 2kF, nous avons l’égalité :
< b+Q+2kF >=< b
+
−(Q+2kF) > . (2.18)
On introduit le paramètre d’ordre ∆(*)Q = 2g¯(*)⟨b(+)Q+2kF⟩ et nous réécrivons (2.17)
sous la forme :
ℋ ≈ ∑
p,k,σ
ϵp(k)c+p,k,σcp,k,σ +∑
Q
h¯ωQ+2kF
∆*Q∆Q
2|g¯|2
+ ∑
k,σ,Q
∆Qc++,k+Q+2kF,σc−,k,σ
+ ∑
k,σ,Q
∆*Qc
+
−,k−Q−2kF,σc+,k,σ
≡ ℋ0e+ < ℋ0ph > +ℋCMe−ph,
(2.19)
où
< ℋ0ph >=∑
Q
h¯ωQ+2kF
∆*Q∆Q
2|g¯|2 . (2.20)
ℋ est l’hamiltonien champ moyen de l’instabilité de Peierls à une dimension. Ainsi,
la fonction de partition totale associée à cet hamiltonien est donnée par la relation
𝒵 = e−β<ℋ0ph> Tr e−β(ℋ0e+ℋCMe−ph). (2.21)
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Comme le hamiltonien électroniqueℋ0e ne commute pas avec le terme de couplage
électron-phononℋCMe−ph, alors un traitement perturbatif deℋCMep doit passer par la
représentation d’interaction [3, 27]. La trace sur les degrés de liberté électroniques
nous conduit à la relation
𝒵 = 𝒵0e e−β<ℋ
0
ph> < 𝒯τe−
∫ β
0 dτℋCMep (τ) >0, (2.22)
où 𝒯τ est l’opérateur de mise en ordre chronologique,
< .... >0=
Tr e−βℋ0e .....
𝒵0e
(2.23)
est la valeur moyenne sur les états électroniques et
𝒵0e = Tr e−βℋ
0
e (2.24)
est la fonction de partition des électrons libres. D’après le théorème des graphes
(diagrammes) connexes [27], nous avons l’égalité (2.25)
< 𝒯τe−
∫ β
0 dτℋCMep (τ) >0= e∑n Ξn , (2.25)
où Ξn est une correction perturbative connexe d’ordre n qui est donnée par :
Ξn =
(−1)n
n!
∫ β
0
dτ1.....
∫ β
0
dτn < 𝒯τℋCMep (τ1)....ℋCMep (τn) >0 . (2.26)
En représentation d’interaction, nous avons
ℋCMep (τ) = eℋ
0
eτ ℋCMep e−ℋ
0
eτ. (2.27)
Cette moyenne fait intervenir des contractions deWick successives sur les opérateurs
d’électrons. On démontre que les termes pour n impairs de Ξn sont nuls. Les termes
d’ordre deux et quatre vont nous permettre d’obtenir une expression à l’ordre
quartique en ∆(*) pour l’énergie libre ℱ :
e−βℱ [∆
*,∆] = e−β<ℋ
0
p>+Ξ2+Ξ4 (2.28)
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soit :
ℱ [∆*,∆] =< ℋ0p > −
1
β
Ξ2 − 1
β
Ξ4 (2.29)
Utilisant les contractions deWick successives et la transformation de Fourier-Matsubara,
nous obtenons la relation à l’ordre quartique en ∆ :
− 1
β
Ξ2 =∑
Q
|∆Q|2kBT ∑
k,ωn
2
1
ih¯ωn − ϵ+(k+Q+ 2kF) ×
1
ih¯ωn − ϵ−(k) , (2.30)
où ωn = (2n+ 1)πkBT/h¯ est la fréquence de Matsubara pour les fermions (n =
0,∓1...). Définissons χ0e (Q+ 2kF) par
χ0e (Q+ 2kF) =
2kBT
L ∑k,ωn
1
ih¯ωn − ϵ+(k+Q+ 2kF) ×
1
ih¯ωn − ϵ−(k) (2.31)
qui est la susceptibilité statique du gaz d’électrons libres près de 2kF.
Son développement à l’ordre deux
χ0e (Q+ 2kF) = χ
0
e (2kF, T) +
1
2
Q2
[
d2χ0e (Q+ 2kF)
dQ2
]
Q=0
+ ... (2.32)
À l’aide du théorème des résidus, la sommation sur les fréquences peut être
effectuée et le premier terme de ce développement donné en annexe A nous conduit
à l’expression,
χ0e (2kF, T) = −
2
L∑k
tanh βϵ+2
ϵ+
= −N(ϵF) ln(1.13 ϵFkBT ), (2.33)
qui représente une singularité logarithmique à température nulle. Ici ϵF = E02 et
N(ϵF) = 1πh¯vF sont respectivement l’énergie de Fermi et la densité d’états au niveau
de Fermi. En incorporant à Ξ2 le terme quadratique < ℋ0p > donné en (2.19), on
trouve à l’ordre quadratique :
ℱ (2)[∆*,∆] =< ℋ0p > −
1
β
Ξ2 ≡∑
Q
[
a(T) +𝒪(Q2)
]
|∆Q|2, (2.34)
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où
a(T) = N(ϵF)
(
− ln(1.13 ϵF
kBT
) +
h¯ω2kF
2N(ϵF)|g¯|2
)
. (2.35)
C’est le terme quadratique de l’énergie libre Landau-Ginzburg. Dans le cadre de la
théorie de Landau a(T0c ) = 0, permet d’obtenir l’expression de T0c , soit la tempéra-
ture de transition de Peierls champ moyen :
T0c = 1.13ϵFe
− h¯ω2kF
2N(ϵF)|g¯|2 . (2.36)
Finalement, à l’aide de cette expression on peut réecrire a(T) sous la forme
a(T) = N(ϵF)
(
ln
T
T0c
)
. (2.37)
Pour le terme d’ordre quatre Ξ4, une transformation de Fourier-Matsubara pour les
fonctions de Green évaluées à 2kF et à fréquences externes nulles permet d’obtenir
l’expression
Ξ4 =∑
Q
∆Q1∆Q2∆
*
Q3∆
*
Q4 ∑
k,ωn
1
[ih¯ωn − ϵ+(k+ 2kF)]2 ×
1
[ih¯ωn − ϵ−(k)]2
× δQ1+Q2=Q3+Q4 .
(2.38)
Nous définissons le paramètre b(T), pris indépendant de la quantité de mouvement
Q, par l’expression
b(T) =
1
L ∑k,ωn
1
[ih¯ωn − ϵ+(k+ 2kF)]2 ×
1
[ih¯ωn − ϵ−(k)]2 . (2.39)
En utilisant (2.16) et le théorème des résidus, la sommation sur les fréquences
peut être effectuée et nous arrivons finalement à la contribution quartique de l’éner-
gie libre
ℱ (4)[∆*,∆] = 1
L ∑Q1...Q4
b(T)∆Q1∆Q2∆
*
Q3∆
*
Q4δQ1+Q2=Q3+Q4 , (2.40)
où
b(T) ≈ b(T0c ) = 7ζ(3)
N(ϵF)
16π2(kBT0c )2
, (2.41)
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que nous avons évalué à T0c dans l’esprit d’une approche Landau-Ginzburg. Ici
ζ(3) ≈ 2.1.
Finalement, pour obtenir la correction 𝒪(Q2) au terme quadratique en (2.35), nous
ajoutons le terme en 12
d2χ0e
dQ2 |Q=0 de (2.32). D’après l’annexe A, à l’aide d’une mani-
pulation de la dérivée deuxième de χ0e (Q) à partir de (2.31) et après sommation sur
k est ωn, on obtient
c(T0c ) =
1
2
d2χ0e
dQ2
⏐⏐⏐⏐⏐
Q=0
= h¯2v2F × b(T0c ),
(2.42)
où nous avons fixé la température à T0c . La somme des contributions jusqu’à l’ordre
quartique pour ℱ donne l’énergie libre Landau-Ginzburg dans l’espace de Fourier
ℱ [∆*,∆] =∑
Q
[
a(T) + c(T0c )Q
2
]
|∆Q|2 + b(T
0
c )
L ∑{Q}
∆Q1∆Q2∆
*
Q3∆
*
Q4δQ1+Q2=Q3+Q4 .
(2.43)
À l’aide de la transformée de Fourier de ∆(Q)
∆(x) =
1√
L
∑
Q
∆(Q)eiQx, (2.44)
la fonctionnelle Landau-Ginzburg dans l’espace réel prend finalement la forme
ℱGL[∆*,∆] =
∫ L
0
dx
{
a(T)|∆(x)|2 + c(T0c )|
d∆(x)
dx
|2 + b(T0c )|∆(x)|4
}
. (2.45)
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2.3 Fluctuations et méthode de la matrice de transfert
Dans cette section, nous présenterons les résultats de la méthode de matrice de
transfert pour les fluctuations unidimensionnelles associées à l’instabilité de Peierls.
La méthode permet de résoudre exactement le problème de la fonction de corré-
lation des fluctuations unidimensionnelles dans la limite statique. Cette méthode
transforme un problème de la physique statistique classique à une dimension en un
problème de la mécanique quantique en dimension zéro. Les résultats obtenus en
utilisant cette méthode sont exacts [28].
L’utilisation de la méthode nécessite d’écrire la fonctionnelle Landau-Ginzburg dans
l’espace réel comme à l’équation (2.45). Prenant ce point de départ, nous considé-
rons e−βℱGL[∆*,∆] comme un facteur de Boltzmann pour les configurations de ∆*.
Nous écrivons alors la fonction de partition comme une intégrale fonctionnelle sur
les configurations (fluctuations) du paramètre d’ordre complexe ∆(*) qui est une
fonction de la position,
𝒵 =
∫ ∫
D∆D∆*e−βℱGL[∆
*,∆], (2.46)
où la fonctionnelle Landau-Ginzburg sous sa forme discrète est donnée par
ℱGL[∆*,∆] =∑
i
a
{
a(T)|∆i|2 + c(T0c )
|∆i+1 − ∆i|2
a2
+ b(T0c )|∆i|4
}
, (2.47)
où a et i représentent respectivement le pas et les sites du réseau à 1D. Il est possible,
en utilisant la méthode de matrice de transfert, de réduire la dimension spatiale de
notre système classique de dimension d = 1 à un système quantique de dimension
d = 0 [29, 30]. Pour les conditions aux limites périodiques ∆L = ∆0. Cette expression
de la fonction de partition, 𝒵 , peut être directement évaluée si les Φn sont des
fonctions propres de l’opérateur de transfert :∫
d∆*i d∆ie
−β(∆x)ϵnℱGL[∆i+1,∆i]Φn(∆i) = e−β(∆x)ϵnΦn(∆i+1). (2.48)
28
On peut alors écrire la fonction de partition sous la forme :
𝒵 =∑
n
e−βLϵn , (2.49)
où ϵn est l’énergie propre obéissant à l’équation de Schrödinger
ℋΦn = ϵnΦn, (2.50)
où l’hamiltonien
ℋ = − 1
2m
∂2
∂ψ2
+ A|ψ|2 + B|ψ|4, (2.51)
où dans le cas complexe ψ = |ψ|eiϕ, où |ψ| est l’amplitude du paramètre d’ordre et
ϕ sa phase.
A, B et m sont donnés par :
A = (kBT0c )
2ξ0N(ϵF) ln
T
T0c
, (2.52)
B = (kBT0c )
2ξ0N(ϵF)
7ζ(3)
16π2
, (2.53)
m =
2C
ξ20(kBT)2
, (2.54)
où C est donné par :
C =
h¯2v2F
kBT0c
7ζ(3)
16π4
, (2.55)
et le paramètre d’ordre normalisé est :
ψ ≡ ∆
kBT0c
. (2.56)
Nous pouvons encore réécrire l’hamiltonien (2.51) en un hamiltonien sans dimen-
sion
8β2C
ξ20
ℋ = ℋ¯ = 2
{
−
(
∂2
∂|ψ|2 +
1
|ψ|
∂
|∂ψ| +
1
|ψ|2
∂
∂ϕ2
)
+ a¯|ψ|2 + b¯|ψ|4
}
(2.57)
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avec
a¯ = (kBT0c )
2a(T)
8β2C
ξ0
b¯ = (kBT0c )
4b(T0c )
8β2C
ξ0
.
(2.58)
Vu que notre paramètre d’ordre est de dimension deux, nous pouvons utiliser les
éléments dematrice de ℋ¯ dans la base des fonctions propres |nd, ng > de l’oscillateur
harmonique à deux dimensions [31] correspondant à la partie quadratique de (2.57).
Ici nd et ng sont les nombres quantiques pour les quantas circulaires droits et gauches.
Les élements de matrice dans cette base deviennent :
ℋ¯
{
(n′d, n
′
g)(nd, ng)
}
=< n′d, n
′
g|ℋ¯|nd, ng > . (2.59)
Ici nd(ng) représente le nombre de quanta circulaire droite (gauche) et a+d,g et ad,g
sont les opérateurs de création et d’annihilation de quanta circulaire droite (gauche).
ℋ¯(a+g , ag, a+d , ad) est l’expression de l’hamiltonien réduit en termes des opérateurs
de création et d’annihilation de quanta circulaire droit et gauche, ce qui nous permet
de trouver les relations de récurrence des éléments de matrice de ℋ¯
ℋ¯ {(nd, ng), (nd, ng)} = 2[(nd + ng + 1)(1+ a¯)
+ (n2d + n
2
g + 4ndng + 3nd + 3ng + 2)b¯]
(2.60)
ℋ¯ {(nd, ng), (nd − 1, ng − 1)} = 2[(a¯− 1) + (2nd + 2ng + 4)b¯]√nd√ng
ℋ¯ {(nd, ng), (nd − 2, ng − 2)} = 2√nd(nd − 1)√ng(ng − 1)b¯. (2.61)
Les relations ci-dessous
det
(ℋ¯ − ϵ¯n1) = 0 (2.62)
ℋ¯|Φn > −ϵ¯n|Φn >= 0 (2.63)
permettent d’obtenir les énergies propres ϵn = ϵ¯n × ξ
2
0
8β2C et les fonctions propres
|Φn >.
On notera que l’hamiltonien de transfert ℋ¯ est seulement fonction du rapport T
T0c
= t.
Toute la dépendance sur les autres constantes microscopiques est absorbée dans la
redéfinition du paramètre d’ordre.
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2.3.1 Longueur de corrélation
La méthode de matrice de transfert permet aussi d’exprimer la fonction de
corrélation du paramètre d’ordre
< ∆*(x)∆(0) >= (kBT0c )2∑
n
| < Φn|ψ|Φ0 > |2e−βx(ϵn−ϵ0) (2.64)
en termes des énergies propres ϵn qui diagonalisent ℋ¯ et des élements de matrice
hors diagonaux entre les états excités Φn et le fondamental Φ0. Seule la différence
ϵ1 − ϵ0 peut tendre vers zéro lorsque T −→ 0, alors que ϵn>2 − ϵ0 reste fini. Ainsi,
dans une excellente approximation, on ne retient que le premier état excité,
< ∆*(x)∆(0) >≈ (kBT0c )2| < Φ1|ψ|Φ0 > |2e−βx(ϵ1−ϵ0). (2.65)
De cette expression, la décroissance exponentielle permet d’introduire l’expression
ξ−1 = β(ϵ1 − ϵ0), (2.66)
comme la longueur de corrélation reliée à l’écart du premier niveau excité ϵ1 au
fondamental ϵ0 du double puits (chapeau mexicain) de potentiel V(ψ) = a¯|ψ|2 +
b¯|ψ|4 de l’hamiltonien de transfert(2.57) [29, 30, 32] (voir figure (2.3)). La longueur
Figure 2.3 – Particule dans un double puits de potentiel [5].
de corrélation fonction de la température, normalisée par la longueur de cohérence
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ξ0, est donnée en unités réduites par
ξ0
ξ
=
2π2
7ζ(3)
t(ϵ¯1 − ϵ¯0), (2.67)
où t = T
T0c
et
ϵ¯ =
8β2C
ξ20
ϵ. (2.68)
Les résultats calculés par Matlab sont reportés à la figure (2.4). Nous constatons
que ξ −→ ∞ lorsque T −→ 0. En effet, à une dimension, il n’y a pas de transition de
phase et donc la longueur de corrélation reste finie sauf à T = 0. A la limite T −→ 0
à la figure (2.5), le comportement à basse température est celui du rotateur rigide
dont les équations sont présentées en annexe B. Dans ce cas, nous voyons que ξ
évolue en 1T avec la température et diverge lorsque T −→ 0.
Figure 2.4 –Variation de la longueur de
corrélation des fluctuations en fonction
de la température.
Figure 2.5 – Variation de la longueur
de corrélation des fluctuations à très
basse température.
2.3.2 Fluctuations du paramètre d’ordre
On s’intéresse dans ce paragraphe aux fluctuations du paramètre d’ordre de
l’instabilité de Peierls en fonction de la température. Pour les calculer, considérons
le fondamental |Φ0 > comme un développement dans la base des vecteurs de
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l’oscillateur harmonique 2D : {|nd, ng >},
|Φ0 >= ∑
nd,ng
cnd,ng |nd, ng >, (2.69)
où es cnd,ng sont les coefficients dans la base des
{|nd, ng >}. La valeur moyenne de
l’amplitude du paramètre d’ordre est donnée par la relation
< |ψ|2 >=< Φ0||ψ|2|Φ0 >, (2.70)
où |ψ|2 = nd + ng + 1+ a+g a+d + agad. Après avoir èffectué le produit scalaire, nous
obtenons
< |ψ2| >=
n
∑
i=1
|ci|2(2i− 1) + 2
n−1
∑
i=1
|ci+1ci|i, (2.71)
où n est la dimension de |Φ0 > et ci ses coefficients obtenus par (2.50). Les résultats
de nos calculs sont reportés à la figure (2.6). Dans cette figure, nous observons
d’abord une chute graduelle des fluctuations en abaissant la température et l’exis-
tence d’un minimum qui peut être expliquée par l’apparition d’un point d’inflexion
pour ξ qui croît rapidement. Ensuite, vers les basses températures (T ≪ TC), nous
constatons une augmentation de (
√
< |ψ2| >), cette augmentation est due à l’exis-
tence de nouveaux minima |ψ0| ̸= 0 qui compensent l’effet de la baisse de tempéra-
ture. Enfin, l’augmentation du paramètre vers les hautes températures s’explique
par les fluctuations thermiques d’amplitude de ψ.
2.3.3 Susceptibilité d’onde de densité de charge
Dans cette section, nous traiterons de la susceptibilité d’onde de densité de
charge χ. Elle est définie par la transformée de Fourier de la fonction de corréla-
tion pour le paramètre d’ordre. Par la méthode de la matrice de transfert, elle suit
selon (2.65) une décroissance exponentielle [29]. Par le théorème de fluctuation-
dissipation dans sa version statique, nous avons
χ1D(Q+ 2kF) =
1
kBT
∫ +∞
−∞
< ∆*(x)∆(0) > e−iQxdx. (2.72)
33
Figure 2.6 – Fluctuations de l’amplitude du paramètre d’ordre (
√
< |ψ2| >) en
fonction de la température
À l’aide de ξ(T), la transformée de Fourier conduit à une forme lorentzienne
χ1D(Q+ 2kF) =
(kBT0c )2 < |ψ|2 >
kBT
2ξ
1+Q2ξ2
. (2.73)
En définissant l’expression sans dimension χ¯ = χh¯vF , nous obtenons à Q = 0
χ¯1D(2kF) =
8(kBT0c )2
π2t2
< |ψ|2 >
ϵ¯1 − ϵ¯0 , (2.74)
où t = TTc .
Nous avons calculé cette dernière dansMatlab et les résultats sont reportés à la figure
(2.7). Dans cette figure, nous observons une évolution en 1T−T* de la susceptibilité
d’onde de densité de charge à haute température, où T* est une sorte de température
champ moyen renormalisée par les fluctuations. Cette linéarité est modifiée lorsque
T −→ 0 où χ1D(2kF) diverge. La relation (2.73) montre une divergence de χ1D(2kF)
à la même température que celle de ξ (voir figure (2.5)), où t = T
T0c
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Figure 2.7 – Évolution de l’inverse de la susceptibilité (normalisée) d’onde de densité
de charge à une dimension, χ¯1D(2kF), en fonction de la température.
Extension au cas dynamique
Pour le calcul du coefficient Seebeck et en particulier du calcul du taux de
diffusion des électrons sur les fluctuations d’onde de densité de charge en fonction
de l’énergie, une connaissance de χ1D(Q+ 2kF,ω) en fonction non seulement du
vecteur d’onde Q, mais aussi de la fréquence ω est nécessaire. La méthode de la
matrice de transfert ne donne pas ce type d’expression. Il est possible cependant
de connaître l’expression que χ1D(Q+ 2kF,ω) devrait prendre. Pour ce faire, on
réexprime dans un premier temps χ1D(Q+ 2kF) sous la forme
χ1D(Q+ 2kF) =
2(kBT0c )2 < |ψ|2 >0
kBT
ξ20
ξ
ξ20
ξ2
+ ξ20Q2
, (2.75)
où l’on fait apparaître un terme en ξ20Q2 au dénominateur. Ce terme est en fait celui
du développement de la susceptibilité électronique χ¯0e (Q+ 2kF,ω) donnée en (2.31)
en fonction deQ (voir annexe A). La dépendance en fréquence de cette susceptibilité
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peut être obtenue par l’expression développée en annexe
χ¯0e (Q+ 2kF,ωm) = χ¯
0
e (2kF, T) + ξ
2
0Q
2 + Γ0|ωm|+ ..., (2.76)
où on définit
Γ0 =
h¯π
8kBT
(2.77)
est un coefficient d’amortissement des fluctuations.
On fait ainsi apparaître un terme d’amortissement Γ0|ωm| qui s’ajoute au terme
ξ20Q
2, ce qui suggére d’utiliser la généralisation
χ1D(Q,ωm) =
2(kBT0c )2 < |ψ|2 >0
kBT
ξ
1+ ξ2Q2 + Γ|ωm| , (2.78)
où
Γ = Γ0
ξ20
ξ2
, (2.79)
qui est un terme d’amortissement lié à ξ.
La prolongement analytique iωm −→ ω+ i0+ nous permet d’avoir l’expression de
la susceptibilité dynamique
χ1D(Q+ 2kF,ω) =
2(kBT0c )2 < |ψ|2 >0
kBT
ξ
1+Q2ξ2 − iΓω . (2.80)
Cette susceptibilité entrera dans l’équation de Boltzmann.
Influence du couplage interchaine
Afin d’avoir la possibilité d’une transition de phase à température finie, nous
devons inclure l’influence du couplage interchaîne V⊥ qui décrit l’interaction cou-
lombienne entre les ondes de densité de charge des chaines i et j les plus proches
voisines. Ainsi, on peut inclure cette interaction en généralisant l’énergie libre du
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système sous la forme,
ℱ [∆*,∆] =∑
i
∫ L
0
dx
{
a(T)|∆i(x)|2 + c(T0c )|
d∆i(x)
dx
|2 + b(T0c )|∆i(x)|4
}
+ ∑
<i,j>
V⊥
∫ L
0
dx∆*i (x)∆j(x)dx
=ℱ1D[∆*,∆] +ℱ⊥[∆*,∆],
(2.81)
où ∆i(x) est le paramètre d’ordre de la chaîne i. Sa transformée de Fourier s’écrit
∆i(x) =
1√
LN⊥
∑
q−→q ⊥
∆i(q,
−→q ⊥)eiQxei
−→q ⊥.−→r i , (2.82)
où N⊥ est le nombre de chaînes d’un réseau que l’on supposera soit linéaire (D = 2)
ou carré (D =3 ). Supposons que le système interagit avec un champ externe h, tel
que sa contribution à l’énergie libre est :
ℱh[∆*,∆] = −∑
i
∫ L
0
dx {h*i (x)∆i(x) + hi(x)∆*i (x)} . (2.83)
Alors l’énergie libre totale devient
ℱ = ℱ1D +ℱ⊥ +ℱh. (2.84)
Faisant un traitement champ moyen du terme interchaîne dans (2.81), et une trans-
formée de Fourier de l’ensemble, nous parvenons à
ℱ = ℱ1D − ∑
Q,−→q ⊥
{
∆*(Q,−→q ⊥)he f f (Q,−→q ⊥) + ∆(Q,−→q ⊥)h*e f f (Q,−→q ⊥)
}
(2.85)
avec
he f f (Q,
−→q ⊥) = h(Q,−→q ⊥)−V⊥(−→q ⊥) < ∆(Q,−→q ⊥) >, (2.86)
à partir de la réponse linéaire
< ∆*(Q,−→q ⊥) >= χ1D(2kF +Q)he f f (Q,−→q ⊥) (2.87)
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et de (2.86), la définition
δ < ∆(Q,−→q ⊥) >
δh(Q,−→q ⊥)
= χ2D,3D(Q+ 2kF,
−→q ⊥) (2.88)
de la susceptibilité au vecteur d’onde Q,−→q ⊥ conduit à
χ2D,3D(Q+ 2kF,
−→q ⊥) = χ1D(Q+ 2kF)1+V⊥(−→q ⊥)χ1D(Q+ 2kF)
, (2.89)
laquelle definit les susceptibilités 2D et 3D dans une approximation de champmoyen
transverse [30]. Pour les cas d’un réseau linéaire (2D) ou carré de chaînes (3D),
nous avons respectivement pour une interaction plus proches voisins :
V⊥(q⊥) =
K
h¯vF
cos(q⊥d⊥) (2.90)
V⊥(
−→q ⊥) = Kh¯vF cos(q⊥1d⊥) +
K
h¯vF
cos(q⊥2d⊥). (2.91)
K
h¯vF
et d⊥ sont respectivement l’amplitude de la constante de couplage et la distance
entre les chaînes. Un couplage coulombien répulsif entre chaînes (K > 0) donnera
un V(q0⊥ = πd⊥ ) < 0 à q
0
⊥ =
π
d⊥ , soit un ordre en antiphase pour les ondes de densité
de charge dans la ou les directions transverses. Dans le cas 2D, nous avons (2.92)
χ¯2D(2kF,
π
d⊥
) =
χ¯1D(2kF)
1− Kχ¯1D(2kF) (2.92)
et 3D, on trouve
χ¯3D(2kF,
π
d⊥
,
π
d⊥
) =
χ¯1D(2kF)
1− 2Kχ¯1D(2kF) . (2.93)
Nous avons calculé χ¯2D,3D dans Matlab et les résultats sont reportés à la figure (2.8).
La figure représente l’évolution des susceptibilités 1D, 2D et 3D et nous renseigne
sur leur différence. Ayant déjà discuté le cas 1D, nous nous concentrons sur les cas
2D et 3D. Ainsi, en plus de la dépendance linéaire à haute température de la forme
1
T−T2D,3Dc
observée pour ces cas, il y a émergence d’une température critique Tc qui
n’est plus en 0. Ce Tc fini s’explique par la présence du couplage interchaine V⊥.
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Figure 2.8 – Variation des susceptibilités inverses 1D, 2D et 3D en fonction de la
température.
2.4 Résumé
En résumé, ce chapitre consacré à la description statistique de la fonctionnelle
Landau-Ginzburg de l’instabilité de Peierls nous a permis de déterminer l’influence
des fluctuations d’onde de densité de charge unidimensionnelles sur la longueur de
corrélation du paramètre d’ordre ainsi que sur la susceptibilité de ce dernier. Les
résultats de nos simulations avec une discussion sont aussi présentés. Le prochain
chapitre portera sur la théorie de Boltzmann, laquelle utilisera ces propriétés afin
d’achever le calcul du coefficient Seebeck d’un matériau tel que le TTF− TCNQ.
Chapitre 3
Coefficient Seebeck approche de
Boltzmann
Dans les systèmes électroniques fortement corrélés, les propriétés de transport
présentent souvent des écarts par rapport au comportement normal du liquide de
Fermi observé dans les métaux conventionnels. Un des exemples les plus remarqués
est le cas des supraconducteurs à haute température critique dont presque tous
les coefficients de transport ont tendance à présenter des déviations : la résistivité
à l’état normal (haute température) augmente de façon linéaire en température,
et les coefficients de Hall et de Seebeck (Q) varient fortement avec la température
[33, 34, 35]. Ainsi, comme nous l’avions mentionné dans l’introduction générale,
nous présenterons l’influence de la dépendance en énergie du taux de diffusion qui
est la plupart du temps négligée dans le calcul du coefficient Seebeck [14]. Pour cela,
nous utiliserons l’approche de Boltzmann semi-classique. Dans un premier temps,
nous traiterons l’équation de Boltzmann en présence d’interaction électron-phonon
menant au couplage des électrons aux fluctuations collectives d’onde de densité de
charge de basse énergie à l’origine d’une instabilité de Peierls à une dimension. Nous
procéderons à sa linéarisation pour enfin permettre une intégration numérique,
laquelle sera présentée au chapitre suivant.
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3.1 Équation de Boltzmann en présence d’interaction
électron-phonon
Dans l’optique de décrire la cinétique d’un gaz atomique, Boltzmann a introduit,
avec une intuition remarquable, plus d’un demi-siècle avant l’avènement de la
mécanique quantique, une description de type probabiliste de l’évolution d’un
concept de diffusion de particules [10]. Il a introduit une distribution de probabilité
à une seule particule dans l’espace des phases des variables canoniques −→r et −→p .
Cette fonction de distribution est habituellement notée f (−→r ,−→p , t) et est quasi-
classique, car en mécanique quantique, les opérateurs −→r et −→p ne commutent pas
[10, 34, 36, 37, 38, 39, 40]. Les variables −→r , −→k = −→ph¯ et t sont respectivement la
position, le vecteur d’onde et le temps. La fonction f (−→r ,−→p , t) que l’on notera f (k, t)
à une dimension obéit à l’équation
d f (k, t)
dt
=
∂ f
∂t
+
dr
dt
.∇r f + dpdt .∇h¯k f
=
∂ f
∂t
+ vk.∇r f + h¯ dkdt .∇h¯k f
=
(
∂ f (k)
∂t
)
coll
,
(3.1)
où
(
∂ f (k)
∂t
)
coll
est le terme de collisions des particules et donnera lieu à un chan-
gement de la fonction de distribution, décrivant ainsi l’effet des collisions sur le
transport. La règle d’or de Fermi nous permet d’avoir la probabilité de transition
par unité de temps lors des collisions et donc la contribution à
(
∂ f (k)
∂t
)
coll
[31].
Pour un gaz de Fermi 1D en interaction avec les phonons tel que décrit en (2.11), les
électrons, en absorbant ou en émettant un phonon q, sont diffusés de k à k′ = k± q,
(voir figure 3.1). Le terme de collision électron-phonon prend la forme [34, 41](
∂ fk
∂t
)
coll
=− 2π
h¯ ∑k′
|g(k, k′)|2 [{ fk (1− fk′) (1+ Nq)− fk′ (1− fk)Nq}
× δ (ϵk − ϵk′ + h¯ωq)+ { fk (1− fk′)Nq − fk′ (1− fk) (1+ Nq)}
× δ (ϵk − ϵk′ − h¯ωq)],
(3.2)
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Figure 3.1 – Interaction électron-phonon. Gauche(droite) : un phonon (ligne ondu-
lée) est absorbé ou émis par un électron de vecteur d’onde k qui passe à l’état k± q
[10].
où g(k, k′) est le couplage électron-phonon du modèle en liaisons fortes (2.10),
Nq est la fonction de distribution de Bose des phonons. Le premier(deuxième)
terme de (3.2) décrit une diffusion d’un électron de k à k′ accompagnée d’une
absorption(émission) d’un phonon de vecteur d’onde q. Le nombre d’électrons
est conservé, mais non le moment total et l’énergie du gaz d’électrons, en raison
du transfert au système de phonons. Il faut noter que la distribution des phonons
Nq est aussi gouvernée par une équation de Boltzmann. Dans notre cas, pour des
raisons de simplicité, nous considérons la distribution des phonons Nq = N0q qui
est à l’équilibre. Également notons que l’équation de Boltzmann ne peut pas être
utilisée pour des échelles de temps très courtes car l’hypothèse que l’énergie est
conservée n’est plus valide. En effet, dans des intervalles de temps très courts (δt),
l’énergie reste indéterminée à cause de la relation d’incertitude δtδϵ > h¯2 [10].
3.1.1 Linéarisation de l’équation de Boltzmann
Proche de l’équilibre thermique, l’équation de Boltzmann peut être linéarisée par
rapport à la distribution f 0. Pour simplifier, nous considérons ici un gaz d’électrons
spatialement homogène sans dérive. Il s’avère qu’il est avantageux d’utiliser un
écart normalisé à la fonction de distribution φ(k, t) notée φk. Ainsi, la fonction de
distribution hors équilibre f (k) et celle à l’équilibre f 0 sont données respectivement
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par les équations [10, 34]
fk =
1
eβ(ϵk−µ)−φk + 1
(3.3)
f 0 =
1
eβ(ϵk−µ) + 1
, (3.4)
où µ est le potentiel chimique.
Par conséquent, en bonne approximation (si les forces motrices ne sont pas trop
grandes), il suffit de résoudre l’équation de Boltzmann jusqu’à un ordre linéaire
en φk, du même ordre que la perturbation externe. Ainsi, nous supposons que la
fonction de distribution puisse être réécrite par l’équation
fk = f 0 + δ fk
≃ f 0 + ∂ f
∂φk
φk +𝒪(φ2)
≃ f 0 + e
β(ϵk−µ)
[eβ(ϵk−µ) + 1]2
φk +𝒪(φ2),
(3.5)
ce qui peut aussi s’écrire sous la forme :
fk ≃ f 0k + f 0k
(
1− f 0k
)
φk. (3.6)
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Nous pouvons maintenant écrire l’intégrale de collision en remplaçant δ f par son
expression et en gardant que les termes linéaires en φk, nous parvenons à l’équation
d fk
dt
= f 0k [1− f 0k ]
dφk
dt
=− 2π
h¯ ∑
k′
|g(k, k′)|2[ f 0k (1− f 0k′)(1+ Nq)− f 0k′(1− f 0k )Nq
+
{
f 0k (1− f 0k )(1− f 0k′)(1+ Nq) + f 0k f 0k′(1− f 0k )Nq
}
φk
−
{
f 0k f
0
k′(1− f 0k′)(Nq + 1) + f 0k′(1− f 0k )(1− f 0k′)Nq
}
φk′ ]
× δ(ϵk′ − ϵk + h¯ωq)
− 2π
h¯ ∑
k′
|g(k, k′)|2[ f 0k (1− f 0k′)Nq − f 0k′(1− f 0k )(1+ Nq)
+
{
f 0k (1− f 0k )(1− f 0k′)Nq + f 0k f 0k′(1− f 0k )(1+ Nq)
}
φk
−
{
f 0k f
0
k′(1− f 0k′)Nq + f 0k′(1− f 0k )(1− f 0k′)(1+ Nq)
}
φk′ ]
× δ(ϵk′ − ϵk − h¯ωq).
(3.7)
L’équation (3.7) peut être encore simplifiée en utilisant les relations suivantes à
l’équilibre, soit lorsque φk = 0 [41] :
f 0k [1− f 0k′ ]Nq = f 0k′ [1− f 0k ](1+ Nq) (3.8)
f 0k [1− f 0k′ ](Nq + 1) = f 0k′ [1− f 0k ]Nq. (3.9)
Après simplification, l’intégrale de collision en termes de φ devient :
dφk
dt
=− 1
f 0k (1− f 0k )
2π
h¯ ∑
k′
|g(k, k′)|2[ f 0k (1− f 0k′)(φk − φk′)
× {(1+ Nq)δ(ϵk′ − ϵk + h¯ωq) + Nqδ(ϵk′ − ϵk − h¯ωq)} . (3.10)
Lorsque l’on considère les phonons comme des excitations collectives de basse
énergie, du paramètre d’ordre (voir 3.17 et 3.19), l’énergie h¯ωq est en fait négligeable,
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de sorte que les deux processus se superposent et nous arrivons à l’équation
dφk
dt
=+
1
f 0k (1− f 0k )
2π
h¯ ∑
k′
|g(k, k′)|2[ f 0k (1− f 0k′)(1− δkk′)φk′(1+ 2Nq)]
× δ(ϵk′ − ϵk + h¯ωq)
≡ℒφk = −∑
k
ℒkk′φk′ ,
(3.11)
laquelle peut être vue comme l’action d’un opérateur linéaire intégral, ℒ, appelé
l’opérateur de collision.
On peut maintenant montrer comment les fluctuations sont injectées dans l’équa-
tion de Boltzmann via la fonction de distribution des phonons Nq. Pour cela, nous
introduisons la fonction de Green retardée des phonons
Dret(q, t− t′) = −iθ(t− t′) < A(q, t)A(−q, t′)− A(−q, t′)A(q, t) >, (3.12)
où θ(x) est la fonction d’Heaviside et A(q, t) est définie à partir des opérateurs de
création et d’annihilation de phonon par la relation
A(q, t) = eitℋ¯/h¯(bq + b+−q)e
−itℋ¯/h¯, (3.13)
où
ℋ¯ = ℋ− µN, (3.14)
où N est l’opérateur du nombre de particules.
On peut montrer que la fonction de distribution de phonons Nq est liée à Dret par la
relation [42]
1+ 2Nq = −
∫ ∞
−∞
dw
2π
nB(ω) (2×ℑm [Dret(q,ω)]) , (3.15)
où
nB(ω) =
1
eβω − 1 (3.16)
est le facteur de Bose [42, 43] et [Dret(q,w)] est la transformée de Fourier de la relation
(3.12) [42]. ℑm [Dret(q,ω)] est relié par le théorème de fluctuation-dissipation à
la transformée de Fourier de la fonction de corrélation temporelle du champ de
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phonons :
ℑm[Dret(q,ω)] = 12(1− e
−βh¯ω)
∫ +∞
−∞
dt < bq(t)b+q + b
+
−q(t)b−q > e
iωt. (3.17)
Pour le calcul de la fonction de corrélation, nous allons, en accord avec les hypothèses
utilisées en (3.11), remplacer le champ de phonon quantique b+q par sa valeur
classique collective associée à la configuration du paramètre d’ordre de Peierls, soit :
b+Q+2kF ≈
∆*(Q, t)
2|g¯| . (3.18)
La partie imaginaire devient :
ℑm[Dret(Q,ω)] = (1− e−βh¯ω)
[
< ∆*(Q,ω)∆(Q,ω) >
4|g¯|2 +
< ∆*(Q,−ω)∆(Q,−ω) >
4|g¯|2
]
,
(3.19)
où selon l’expression obtenue par la matrice de transfert et généralisée au cas dyna-
mique en (2.80), nous avons
< ∆*(Q,ω)∆(Q,ω) >= 2(kBT0c )2 < |ψ|2 >
ξ
1+Q2ξ2 − iΓω . (3.20)
Nous obtenons donc pour la partie imaginaire dans la limite basse fréquence pour
les fluctuations (βh¯ω ≪ 1)
ℑm[Dret(Q,ω)] = 2h¯ω
[
1
|g¯|2
(
T0c
T
)2
< |ψ|2 > ξ(1+Q2ξ2)
(1+Q2ξ2)2 + Γ2ω2
]
, (3.21)
où < |ψ|2 >, ξ et Γ sont donnés respectivement par (2.66), (2.71) et (2.79). En
remplaçant ℑm[Dret(Q,ω)] dans l’équation de Boltzmann qui est fortement piquée
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à ϵk′ − ϵk ∼ h¯ω, l’intégration sur les fréquences conduit à l’équation
dφk
dt
=−ℒφk
=− (T
0
c
T
)2
ξ0
L ∑Q
(1− f 0k+2kF+Q)
(1− f 0k )
(ϵk+2kF+Q−ϵk
h¯
)
nB[
ϵk+2kF+Q − ϵk
h¯
]⎡⎢⎣ 4 < |ψ|2 > ξξ0 (1+Q2ξ2)
(1+Q2ξ2)2 + Γ2
( ϵk+2kF+Q−ϵk
h¯
)2
⎤⎥⎦ (1− δk,k+2kF+Q)φk+2kF+Q.
(3.22)
À l’aide des quantités obtenues par la méthode de la matrice de transfert, cette
équation sera solutionnée numériquement pour obtenir la déviation φk entrant dans
l’expression du coefficient Seebeck.
Extension au cas 2D et 3D
Pour effectuer cette extension, nous allons inclure l’influence du couplage inter-
chaîne V⊥ qui décrit l’interaction coulombienne entre les ondes de densité de charge
des chaines i et j en l’absence de saut à un électron dans les directions transversales.
Nous nous intéressons à l’impact de cette interaction sur la susceptibilité d’onde de
densité de charge le long des chaînes χii(Q,ω). Pour cela, nous considérons le para-
mètre d’ordre à deux dimensions ∆(Q, q⊥,ωm) et à trois dimensions ∆(Q,−→q ⊥,ωm)
dans l’espace de Fourier-Matsubara. Ainsi, la transformée de Fourier en q⊥ de la
relation (3.20) et l’expression (2.89) permettent d’obtenir à 2D la susceptibilité
intrachaîne :
1
N⊥ ∑q⊥
< ∆*(Q, q⊥,ωm)∆(Q, q⊥,ωm) >= χii(Q,ωm)
=
1
N⊥ ∑q⊥
χ¯1D(Q,ωm)
1+V⊥(q⊥)χ¯1D(Q,ωm)
,
(3.23)
où
V⊥(q⊥) =
K
h¯vF
cos(q⊥d⊥) (3.24)
est la transformée de Fourier du couplage interchaîne et d⊥ est la distance entre les
chaînes.
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À 3D, nous obtenons :
1
N2⊥
∑−→q ⊥
< ∆*(Q,−→q ⊥,ωm)∆(Q,−→q ⊥,ωm) >= χii(Q,ωm)
=
1
N2⊥
∑−→q ⊥
χ¯1D(Q,ωm)
1+V⊥(
−→q ⊥)χ¯1D(Q,ωm)
,
(3.25)
où
V⊥(
−→q ⊥) = Kh¯vF cos(q⊥1d⊥) +
K
h¯vF
cos(q⊥2d⊥) (3.26)
et où nous avons supposé que N⊥ et l’amplitude K sont identiques dans les deux
directions transversales.
En remplaçant χ¯1D(Q,ωm) par les équations (3.23) et(3.25), puis en suivant les
même étapes que précédemment, nous obtenons l’équation linéarisée pour le temps
de vie des quasi-particules à 2D :
dφ2Dk
dt
=− 4(T
0
c
T
)2
ξ0
LN⊥ ∑Q,q⊥
(1− f 0k+2kF+Q)
(1− f 0k )
(ϵk+2kF+Q−ϵk
h¯
)
nB[
ϵk+2kF+Q − ϵk
h¯
]
(< |ψ|2 > ξ0
ξ
)
⎛⎜⎝ ( ξ0ξ )2 + (ξ0Q)2 − Υ[1− (q⊥ξ0⊥)2]{
( ξ0ξ )
2 + (ξ0Q)2 − Υ[1− (q⊥ξ0⊥)2]
}2
+ (Γ0h¯ )
2[ϵk+2kF+Q − ϵk]2
⎞⎟⎠
(1− δk,k+2kF+Q)φk+2kF+Q,
(3.27)
où q⊥ est l’écart en vecteur d’onde par rapport au vecteur de modulation transverse
q0⊥ =
π
d⊥ .
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À 3D, on trouve pour l’équation linéarisée
dφ3Dk
dt
=− 4(T
0
c
T
)2
ξ0
LN2⊥
∑
Q,−→q ⊥
(1− f 0k+2kF+Q)
(1− f 0k )
(ϵk+2kF+Q−ϵk
h¯
)
nB[
ϵk+2kF+Q − ϵk
h¯
]
(< |ψ|2 > ξ0
ξ
)
⎛⎜⎝ ( ξ0ξ )2 + (ξ0Q)2 − 2Υ[1− (−→q ⊥ξ0⊥)2]{
( ξ0ξ )
2 + (ξ0Q)2 − 2Υ[1− (−→q ⊥ξ0⊥)2]
}2
+ (Γ0h¯ )
2[ϵk+2kF+Q − ϵk]2
⎞⎟⎠
(1− δk,k+2kF+Q)φk+2kF+Q,
(3.28)
où nous définissons Υ par
Υ =
2 < |ψ|2 > KT0c ξ0
πTξ
(3.29)
et la longueur de cohérence dans une (2D) ou deux (3D) directions transverses est
donnée par :
ξ0⊥ =
d⊥√
2
. (3.30)
On note qu’en prenant une constante de couplage transverse (K), nulle dans les
équations (3.27) et (3.28), on retrouve la relation (3.22) à une dimension. Comme à
une dimension, les déviations φ2Dk et φ3Dk entrent respectivement dans le calcul des
coefficients Seebeck à 2D et 3D.
3.2 Coefficient Seebeck
Nous allons dans ce qui suit dériver l’expression du coefficient Seebeck. Nous
commençons par considérer l’équation de Boltzmann en présence d’un champ
électrique E statique uniforme et d’un gradient thermique ∇rT
vk
∂ f 0k
∂r
+
e
h¯
E
∂ f 0k
∂k
= f 0k
(
1− f 0k
) dφk
dt
. (3.31)
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Les dérivées partielles de la fonction de distribution à équilibre f 0 peuvent être
évaluées comme suit :
∂ f 0k
∂r
=
∂ f 0k
∂T
∇rT + ∂ f
0
k
∂µ
∇rµ
=
β
T
(ϵk − µ) f 0k (1− f 0k )∇rT + β f 0k (1− f 0k )∇rµ
(3.32)
∂ f 0k
∂k
=
∂ f 0k
∂ϵk
∇kϵk = −β f 0k (1− f 0k )h¯vk, (3.33)
où vk = 1h¯∇kϵk est la vitesse au vecteur d’onde k. Replaçant les équations (3.32)
(3.33) dans (3.31), nous arrivons à :
kBβ2vk(ϵk − µ)∇rT − eβℰvk = dφkdt = −ℒφk, (3.34)
où le champ effectif
ℰ = E+ ∇rµ−e (3.35)
est sous la forme d’une somme du champ électrique externe et d’un gradient du
potentiel chimique causé par la modification de la répartition des porteurs de charge
par le gradient thermique. Il sera commode pour la suite d’écrire la déviation φk
comme la somme de deux termes :
φk =− φTk + φℰk
=−ℒ−1kBβ2(ϵk − µ)vk∇rT + ℒ−1eβℰvk,
(3.36)
où ℒ−1 est l’inverse de l’opérateur ℒ (ℒℒ−1 = 1). Afin d’établir l’expression du co-
efficient Seebeck, nous devons prendre en compte les densités de courant électrique
et thermique qui, à une dimension, sont respectivement données par les équations
je =
2e
L ∑k
vk fk (3.37)
jth =
2
L∑k
(ϵk − µ)vk fk, (3.38)
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le développement à l’ordre linéaire φk = φℰk − φTk de f nous permet d’arriver aux
relations
je =
2e
L ∑k
vk f 0k (1− f 0k )(φℰk − φTk ) (3.39)
jth =
2
L∑k
(ϵk − µ)vk f 0k (1− f 0k )(φℰk − φTk ) (3.40)
pour lesquelles la partie d’équilibre ne donne aucune contribution aux courants.
Définissons les déviations normalisées
φ¯ℰk =
φℰk
eβℰvk (3.41)
φ¯Tk =
φTk
kBβ2(ϵk − µ)∇rTvk . (3.42)
Les courants peuvent être mis sous la forme matricielle ci-dessous :⎡⎣ je
jth
⎤⎦ =
⎡⎣K11 K12
K21 K22
⎤⎦ [ ℰ
−∇rT
]
. (3.43)
Les expressions de K11, K12, K21 et K22 sont données par
K11 =
2e2β
L ∑k
v2k f
0
k
(
1− f 0k
)
ℒ−1ℰ (3.44)
K12 =
2eβ2kB
L ∑k
v2k f
0
k
(
1− f 0k
)
ℒ−1(ϵk − µ)∇rT (3.45)
K21 =
βe
L ∑k
(ϵk − µ)vk f 0k
(
1− f 0k
)
ℒ−1ℰ (3.46)
K22 =
β2kB
L ∑k
(ϵk − µ)2vk f 0k
(
1− f 0k
)
ℒ−1∇rT. (3.47)
Le courant électrique est donc donné par :
je = K11ℰ − K12∇rT, (3.48)
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où on peut identifier le terme diagonal K11 = σ à la conductivité électrique. Lors-
qu’une différence de température est maintenue aux extrémités d’un échantillon
métallique ou d’un semi-conducteur ou encore d’un conducteur organique et qu’au-
cun courant électrique n’est autorisé à circuler alors une différence de potentiel
électrostatique s’établit entre les régions de l’échantillon. Le coefficient Seebeck Q
est défini par la condition de courant nul, je = 0, alors nous arrivons à l’expression :
Q =
K21
K11
=
ℰ
∇rT
=
2eβ2kB
L ∑k v
2
k f
0
k
(
1− f 0k
)
(ϵk − µ)φ¯k
2e2βkB
L ∑k v
2
k f
0
k
(
1− f 0k
)
φ¯k
.
(3.49)
Cette condition implique que φ¯ℰk = φ¯𝒯k et ils obéissent à l’équation unique :
ℒφ¯ℰ ,Tk −→∑
k′
ℒkk′ φ¯k′ = 1 (3.50)
avec l’opérateur ℒ qui est donnée en (3.22) et la notation φ¯ℰ ,Tk −→ φ¯k′ pour la
suite. Les unités de φ¯k correspondent à un temps, qui est en fait le temps de vie des
quasi-particules.
La relation (3.49) peut aussi s’écrire en fonction de l’énergie
Q =
∫
dϵkN(ϵk) f 0(ϵk)[1− f 0(ϵk)]φ¯ϵk(ϵk − µ)v2ϵk∫
dϵkN(ϵk) f 0(ϵk)[1− f 0(ϵk)]φ¯kv2ϵk
, (3.51)
où la densité d’états et la vitesse en fonction de l’énergie pour une bande en liaisons
fortes sont respectivement données par
N(ϵk) =
1
2t0πa0
1√
1− ϵ2k
(2t0)2
(3.52)
et
vϵk =
2t0a
h¯
√
1− ϵ
2
k
(2t0)2
. (3.53)
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Le produit des fonctions de distribution à l’équilibre f 0(ϵk)[1− f 0(ϵk)] est fortement
piqué au niveau de Fermi ϵk = µ ≡ ϵF à basse température. Un développement de
type Sommerfeld de N(ϵk), vϵk et φ¯ϵk autour du niveau de Fermi conduit à
Q =
π2
3
k2BT
e
{
d ln[N(ϵk)]
dϵk
⏐⏐⏐
µ
+ 2
d ln[vϵk ]
dϵk
⏐⏐⏐
µ
+
d ln[φ¯ϵk ]
dϵk
⏐⏐⏐
µ
}
≡Q0 +Qc,
(3.54)
où la somme des deux premiers termes correspond à l’expression
Q0 = −π
2
3
k2BT
|e|
{
d ln[N(ϵk)]
dϵk
⏐⏐⏐
µ
+ 2
d ln[vϵk ]
dϵk
⏐⏐⏐
µ
}
(3.55)
qui est associée aux électrons de bande. Son expression est donnée par :
Q0 = − kB|e|
π2
3
(kBT)
ϵF
(2t0)2 − ϵ2F
(3.56)
où ϵF = |ϵkF | est l’énergie de Fermi. Cette dernière relation donne une dépendance
linéaire du coefficient Seebeck en fonction de la température [14]. Elle généralise la
relation de Sommerfeld du gaz d’électrons libres (1) au cas d’une bande en liaisons
fortes.
Coefficient Seebeck pour deux types de porteurs de charge
Dans ce qui précède, on a dérivé le coefficient Seebeck pour un seul type de
porteurs, soit des électrons correspondant à la bande de TCNQ. En principe, il y a le
TTF qui correspond à une bande de trous et à une autre contribution au coefficient
Seebeck. Pour deux types de porteurs, on montre à l’annexe C que le coefficient
Seebeck est de la forme (C.6),
Q(T) =
σTCNQQTCNQ(T) + σTTFQTTF(T)
σTCNQ + σTTF
, (3.57)
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qui est une somme pondérée par la conductivité des coefficients Seebeck d’électrons
et de trous. Pour le TTF− TCNQ, σTCNQ ≫ σTTF et donc [5]
Q ≈ QTCNQ (3.58)
qui montre que le coeffcient Seebeck est en fait dominé par celui de la bande de
TCNQ.
3.3 Résumé
En résumé, ce chapitre a traité du calcul du coefficient de Seebeck à l’aide de
l’approche de Boltzmann semi-classique. Nous avons linéarisé le terme de collision
entre les électrons et les fluctuations d’onde de densité de charge de basse énergie.
Enfin, nous avons présenté les densités de courant thermique et électrique, lesquelles
nous ont permis d’établir les expressions des déviations φ¯k, φ¯k2D et φ¯k3D pour les
temps de vie des quasi-particules en une, deux et trois dimensions. Ces derniers
nous ont permis ensuite d’obtenir respectivement les coefficients Seebeck Q1D, Q2D
et Q3D. Par ailleurs, les résultats de nos simulations et la comparaison avec les
expériences seront présentés dans le prochain chapitre.
Chapitre 4
Application et comparaison théorie -
expérience
Dans ce chapitre, nous présentons d’abord les résultats obtenus en solutionnant
numériquement l’équation de Boltzmann linéarisée afin d’obtenir les temps de
vie des quasi-particules φ¯k, φ¯k2D et φ¯k3D , lesquels entrent respectivement dans les
expressions des coefficients Seebeck 1D, 2D et 3D. Pour résoudre ces équations, nous
avons utilisé Matlab et Python. Enfin, nous terminons par une comparaison de ces
résultats et ceux des expériences disponibles pour le TTF− TCNQ en fonction de
la pression hydrostatique.
4.1 Résultats de simulations à une dimension
Pour obtenir les résultats à 1D, nous avons solutionné numériquement l’équation
(3.22). Nous avons utilisé une taille de matrice de collision ℒ allant jusqu’à 800 x
800 qui permet une convergence des résultats à toutes les températures. Ainsi, nous
présentons à la figure(4.1) l’évolution des temps de vie φ¯k en fonction du vecteur
k, à différentes température réduites t = T
T0c
. Nous avons choisi les températures
typiques t = 0.3, 1 et 1.7 (voir la légende) auxquelles correspondent également les
différentes valeurs du niveau de Fermi kF(t) qui évolue légèrement en température.
Nous avons tracé des lignes verticales pour bien identifier le niveau de Fermi en
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fonction de t calculé à l’annexe D pour un système tel que TTF− TCNQ avec un
remplissage de n = 0.59é/site. On note que dans la gamme de température d’intérêt,
kF(t) augmente légèrement avec t (voir figure D.2). Les graphiques de φ¯k nous
révèlent un minimum autour du vecteur d’onde de Fermi, lequel nous intéresse vu
que nous avons fait un développement de type Sommerfeld par rapport au potentiel
chimique µ(t). Pour bien voir le comportement du temps de vie, nous avons fait un
zoom autour de kF(t) à la figure 4.2. Ainsi, le minimum observé s’explique par le
fait que les diffusions des électrons par des fluctuations d’onde de densité de charge
de vecteurs d’onde près de 2kF sont beaucoup plus importantes au niveau de Fermi
puisqu’elles connectent les points k ≃ kF et k′ ≃ −kF de même énergie, réduisant
ainsi le temps vie φ¯k=kF .
On remarque aussi que le minimum de φ¯k n’est pas situé exactement à kF(t), cela
Figure 4.1 – Évolution du temps de vie φ¯k en fonction du vecteur d’onde k à diffé-
rentes températures t. Les lignes verticales indiquent l’emplacement du niveau de
Fermi à ces températures et les points indiquent le minimum.
montre une brisure de symétrie électron-trou autour de kF. Il faut noter qu’au départ
le spectre ϵk n’a pas la symétrie électron-trou autour de kF pour un remplissage non
demi-rempli. Une symétrie électron-trou parfaite conduirait à un coefficient Seebeck
nul. Ici, l’asymétrie implique que φ¯k a une pente non nulle à k = kF (ou à ϵk = µ) et
donne donc un Qc non-nul, corrigeant Q = Q0 +Qc.
L’ordre de grandeur φ¯k v 10−15 sec calculé au niveau de Fermi est compatible avec
le temps de vie des électrons dans un bon métal à température ambiante comme
c’est le cas par exemple pour l’or (Au) et l’argent (Ag), lesquels présentent une
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Figure 4.2 – Évolution du temps de vie φ¯k en fonction du vecteur d’onde k, à dif-
férentes tempérarutes t avec une attention particulière proche de kF(t). Les lignes
verticales indiquent l’emplacement du niveau de Fermi à ces températures et les
points indiquent le minimum.
résistivité ρ v 0.5µΩ · cm à T = 77K [14]. En intégrant les résultats des temps de
vie dans l’équation (3.54), une dérivée numérique précise en kF(t) permet d’obtenir
le coefficient Seebeck.
Selon (3.54), le coefficient Seebeck Q apparaît comme une somme de deux contri-
butions, soit Q0 associée à la bande liaison forte et Qc, la contribution qui provient
du temps de relaxation. Ainsi, la figure (4.3) présente l’évolution du coefficient
Seebeck Q et Q0 en fonction de la température à différentes températures champ
moyen T0c de 150, 200 et 300 K pour les fluctuations d’onde de densité de charge.
Observant simplement les quantités Q0 et Q à T0c = 150K, nous constatons une
petite différence (augmentation) entre ces deux grandeurs, qui provient de la contri-
bution des fluctuations au temps de vie des quasi-particules. Nous remarquons
donc une dépendance sous-linéaire du coefficient Seebeck à haute température.
Ce comportement est rompu avec la diminution de la température et Q tend vers
un comportement linéaire, mais qui est suivi d’une remontée prononcée due à la
présence des fluctuations structurales qui deviennent plus importantes à basse tem-
pérature.
En s’intéressant maintenant au coefficient Seebeck correspondant aux tempéra-
tures champ moyen T0c = 200 et 300K, nous voyons que plus l’échelle de tempéra-
ture caractéristique des fluctuations T0c augmente, plus la déviation à la linéarité
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augmente suite à une asymétrie électron-trou qui augmente et avec elle la pente
∂ ln φ¯k
∂ϵ |ϵF = 1h¯vk
∂ ln φ¯k
∂k |kF . Le comportement de Q devient essentiellement constant
en température pour ensuite tendre vers un comportement quasi-linéaire à t < 1,
lequel cependant semble s’extrapoler vers Q = 0 pour t ̸= 0. Ce comportement
est suivi d’une remontée brusque à basse température qui s’explique par le fait
que la longueur de corrélation devient très grande dans cette zone et conduit à un
comportement quasi-critique avec un temps de vie qui devient très faible.
Figure 4.3 – Comparaison entre le coefficient Seebeck associée à la contribution de
bande (Q0) et le coefficient Seebeck total (Q), à différentes températures champ
moyen T0c à 150 K, 200K et 300K.
4.2 Résultats de simulations du coefficient Seebeck à
2D et à 3D
Après avoir présenté les résultats du temps de vie φ¯k et du coefficient de Seebeck
pour le cas à une dimension, on se propose maintenant de considérer l’influence du
couplage interchaîne V⊥ qui décrit l’interaction coulombienne entre les ondes de
densité de charge entre chaînes voisines. Pour le cas 2D, nous avons moyenné les
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fluctuations à tous les vecteurs d’onde transverses, comme nous le montre l’équation
(3.27), laquelle permet d’obtenir le temps de vie φ¯2Dk de chaque chaîne et finalement
le coefficient Seebeck le long des chaînes. Ainsi, la figure (4.4) présente l’évolution
du temps de vie en fonction du vecteur k, à température t fixée. En raison de la
divergence de la susceptibilité à 2D, environ à tc = T
2D
c
T0c
≃ 0.4 ( figure 2.8), nous
avons choisi des températures t = 0.4, 1 et 1.7 pour chaque temps de vie. Nous
avons d’abord comparé les résultats en variant N⊥ = 10, 20 et 50 pour vérifier que
les résultats convergent dès N⊥ = 10. Également à côté, nous avons présenté les
différentes valeurs de kF(t) et nous avons identifié le niveau de Fermi pour chaque
courbe. Comme à 1D, φ¯2Dk présentent aussi un minimum qui s’explique par le fait
que plus on s’approche du niveau de Fermi, plus les diffusions, ici de k ≃ kF à
kF − 2kF, deviennent importantes, ce qui réduit ainsi le temps vie.
Figure 4.4 – Variation du temps de vie φ¯2Dk en fonction du vecteur d’onde k à dif-
férentes températures t, avec une attention particulière proche de kF(t). Les lignes
verticales indiquent l’emplacement du niveau de Fermi à ces températures et les
points indiquent le minimum.
Pour le cas 3D, l’équation (3.28) nous permet d’effectuer lamoyenne des fluctuations
à tous les vecteurs d’onde dans deux directions transversales et d’obtenir le temps de
vie φ¯3Dk . Nous avons supposé que le couplage interchaîne est identique dans les deux
directions transversales. Comme à 2D, en raison de la divergence de la susceptibilité
à 3D, à t ≃ 0.55 ( figure 2.8), nous avons choisi des températures t = 0.55, 1 et 1.7
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(voir la légende). Également à côté, nous avons présenté les différentes valeurs de
kF identifiant le niveau de Fermi. Ainsi, les résultats convergent dès N2⊥ = 10× 10.
À la figure (4.5), nous présentons l’évolution de φ¯3Dk en fonction du vecteur d’onde
k et pour chaque température choisie. Ces résultats confirment encore le minimum
observé proche du niveau de Fermi.
Figure 4.5 – Variation du temps de vie φ¯3Dk en fonction du vecteur d’onde k à dif-
férentes températures t, avec une attention particulière proche de kF(t). Les lignes
verticales indiquent l’emplacement du niveau de Fermi à ces températures et les
points indiquent le minimum.
À la figure (4.6), nous présentons les temps de vie φ¯k, φ¯2Dk et φ¯3Dk , pour voir l’influence
du couplage interchaîne. Nous constatons que pour une même température, par
exemple t = 1 et 1.7, le temps de diffusion φ¯3Dk est au-dessus de φ¯2Dk , qui à son tour
est au-dessus de φ¯k. Ainsi, nous comprenons que l’effet du couplage interchaîne
diminue à haute température et gèle une part des fluctuations structurales.
La figure (4.7) présente la variation du coefficient Seebeck à 2D (Q2D) en fonction de
la température. Dans cette figure, nous avons reproduit le coefficient Seebeck à 1D
(Q1D) et celui d’électrons libres (Q0) pour comparaison. Nous constatons que Q1D
et Q2D sont décalés par rapport à Q0, mais se superposent de plus en plus lorsque la
température augmente. Ceci s’explique par le fait que plus la température augmente,
plus la longueur de corrélation devient faible, rendant ainsi la contribution du
couplage interchaîne négligeable à 2D. Comme à 1D, nous observons une remontée
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Figure 4.6 – Comparaison entre les temps de vie φ¯k, φ¯2Dk et φ¯3Dk à différentes tem-
pératures. Les lignes verticales indiquent l’emplacement du niveau de Fermi à ces
températures.
de Q2D à l’approche de la transition de phase. Cette courbure s’explique par une
grande longueur de corrélation à l’approche de T2Dc qui affecte demanière singulière
la variation en énergie du temps de vie au voisinage du niveau de Fermi.
Le coefficient Seebeck à 3D (Q3D) est présenté à la figure (4.8). Dans cette figure,
nous avons reproduit également Q1D, Q2D et Q0 pour voir le changement apporté
si nous tenons compte des couplages dans une et deux directions transverses. Nous
constatons comme précédemment que Q1D, Q2D et Q3D sont décalés par rapport
à Q0, mais sont confondus de plus en plus lorsque la température augmente. Ici,
nous voyons que le résultat de Q3D confirme la faible contribution du couplage
interchaîne à haute température. Nous observons ainsi un résultat similaire à 2D,
c’est-à-dire une remontée de Q3D à l’approche de T3Dc due à une grande longueur
de corrélation.
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Figure 4.7 – Évolution des coefficients Seebeck Q0, Q1D et Q2D en fonction de la
température.
Figure 4.8 – Variation des coefficients Seebeck Q0, Q1D, Q2D et Q3D en fonction de
la température.
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4.3 Comparaison entre théorie et expérience
Dans cette section, nous ferons une étude comparative entre nos résultats
obtenus pour le coefficient Seebeck calculé et celui des expériences faites sur le
TTF − TCNQ. Pour cela, nous commencerons d’abord par montrer les ressem-
blances et les dissemblances entre le coefficient Seebeck mesuré à pression ambiante
pour le TTF− TCNQ et ceux que nous avons calculés avec l’approche de Boltzmann.
Nous terminerons en montrant quelle est l’influence de la pression sur la variation
de la largeur de bande électronique et sur le coefficient Seebeck. Dans ce cas, nous
présenterons une mesure expérimentale du coefficient Seebeck à différentes pres-
sions et donc avec différentes largeurs de bande afin de situer nos résultats.
La figure (4.9) présente les résultats de mesures du coefficient de Seebeck obtenus
par Chaikin et al. sur TTF− TCNQ à pression ambiante [8], tandis que celle (4.10)
présente le coefficient Seebeck que nous avons calculé. Observant les deux figures,
nous constatons tout d’abord que l’ordre de grandeur (v 30µV/K) du pouvoir
thermoelectrique calculé à température ambiante correspond bien à celui mesuré.
Quant à la dépendance en température, une certaine déviation des résultats calculés
à la linéarité est observée à haute température. Nous constatons également de part
et d’autre un changement de régime dû à l’apparition des fluctuations que nous
avons fixée à T0c ≃ 150K en accord avec les résultatls de R-X de J.P.Pouget et al. [17].
Cependant, une différence notable est observée, soit celui d’un changement de signe
dans le cas mesuré à l’approche de Tc. Dans le cas calculé, on observe plutôt une
remontée du coefficient Seebeck. Cette différence peut être expliquée par le fait
que nous n’avons pas tenu compte, dans la partie associée aux électrons de bande,
de la correction provenant de l’influence des fluctuations sur la densité d’états et
de la vitesse des quasi-particules au niveau de Fermi. Il est possible également
que la variation du temps de vie des quasi-particules en fonction de l’énergie soit
affectée de manière singulière à l’approche du régime critique et modifie le signe
de ∂ ln φ¯k∂ϵ |ϵF = 1h¯vk
∂ ln φ¯k
∂k |kF . Notons finalement que selon l’équation(3.57)l’ouverture
d’un gap à Tc sur la chaîne de TCNQ devrait renforcer la contribution positive de la
chaîne de TTF que l’on a négligée.
Nous présentons à la figure(4.11), la variation du coefficient Seebeck calculé en
3D, en fonction de la température avec différentes largeurs de bande w = 4t0.
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Figure 4.9 – Variation du coefficient
Seebeck mesuré en fonction de la tem-
pérature pour le TTF− TCNQ à P =
1bar [8]. T0c = 150K est la température
de l’apparition des fluctuations en R-
X et Tc = 54K est la température de
transition.
Figure 4.10 – Variation des coefficients
Seebeck Q0, Q1D, Q2D et Q3D en fonc-
tion de la température.
Les différentes valeurs de t0 correspondent en fait à différentes pressions. Pour le
TTF − TCNQ par exemple, des mesures de compressibilité et de constantes de
réseau permettent d’estimer la variation ∂ lnw∂P ≃ 2− 3%/kbar pour la largeur de
bande en fonction de la pression. Ainsi, la variation de t0 utilisée à la figure (4.11)
correspond environ à une plage de pression allant de 1bar à 20kbar [9]. Il faut
noter que dans notre cas, nous avons considéré en première approximation la même
température champ moyen T0c = 150K pour chaque largeur de largeur de bande t0
parce qu’expérimentalement Tc varie peu avec la pression [9, 26], ce qui suggère
que T0c ne devrait pas trop varier.
La figure (4.12) présente les mesures par Weyl et al. du coefficient Seebeck en fonc-
tion de la température, à diverses pressions (12.5 kbar, 8 kbar, 4.6 kbar, 2.5 kbar et 1
kbar) [9]. Considérons la figure(4.12), dans la plage de températures supérieures à
60 K, le comportement est assez similaire à toutes les pressions indiquées. À haute
température (de 100 à 300 K), les coefficients Seebeck ont tous une dépendance
sous-linéaire avec un comportement qui devient essentiellement constant en tem-
pérature à 12.5 kbar. On note déjà à 1Kbar, le comportement sous-linéaire diffère
de la variation linéaire de Chaikin et al., à P = 1bar. Les résultats sous pression
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sont donc compatibles avec les résultats calculés. On note que selon (3.55), plus
la largeur de bande augmente plus le poids de la contribution de bande Q0(∝ 1w )
dans Q diminue, renforçant ainsi l’influence de celle liée à la variation du temps
de vie des quasi-particules en fonction de l’énergie. Ce qui suggère que c’est cette
contribution qui domine pour un coefficient Seebeck, constant en température. À
basse température, nous observons sensiblement le même changement de régime
dans les deux figures. Cependant, les calculs ne reproduisent pas le changement de
signe qui précède la remontée. Ainsi, nous présumons que l’absence du changement
de signe à la figure (4.11) est peut-être due au fait que nous n’avons pas pris en
compte les corrections provenant de l’influence des fluctuations sur la densité d’états
et la vitesse des quasi-particules au niveau de Fermi (voir 3.54). Aussi l’influence
sur le temps de vie du remplissage de bande sur la position de kF(t) peut jouer un
rôle.
Mentionnons en dernier lieu, qu’il n’existe que très peu de tentatives de calcul
Figure 4.11 – Variation du coefficients
Seebeck 3D calculé en fonction de la
température avec différentes largeurs
de bande w = 4t0.
Figure 4.12 – Variation des coefficients
Seebeck mesurés en fonction de la tem-
pérature avec différentes préssions [9].
de l’influence du temps de collision sur le coefficient Seebeck dans les systèmes
fortement corrélés. Dans le cadre du modèle de Hubbard à 2D pour les cuprates,
des calculs ont monté que l’influence du temps de vie jouait un rôle important dans
la dépendance en température de Q [44, 45]. Dans le contexte des supraconducteurs
organiques, l’influence des fluctuations antiférromagnétiques, proches du point cri-
tique reliant l’antiferromagnétisme et la supraconductivité sous pression, a montré
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que la dynamique du temps de collision était responsable d’un changement de signe
du coefficient Seebeck, et ce, en accord avec les expériences [46].
4.4 Résumé
En somme, ce chapitre a traité essentiellement nos résultats calculés par l’ap-
proche de Boltzmann pour le coefficient Seebeck et la comparaison avec ceux des
expériences. Nous avons présenté les résultats des temps de vie φ¯k, φ¯2Dk et φ¯3Dk près
du niveau de Fermi où la diffusion des électrons par des fluctuations d’onde de
densité de charge de vecteurs d’onde près de 2kF sont importantes. Nous avons
présenté les coefficients Seebeck Q1D, Q2D et Q3D. Ainsi, les résultats montrent entre
autres une variation sous-linéaire à haute température et que ce comportement est
rompu avec la diminution de la température vers un comportement quasi-linéaire
suivi d’une remontée prononcée due à la présence des fluctuations structurales qui
deviennent importantes à basse température. La comparaison entre ces résultats et
ceux des expériences pour le TTF− TCNQ nous a permis de constater les points
de concordance entre les prédictions et l’observation, ainsi que les limitations de la
théorie.
Conclusion
Ce projet d’étude a porté sur l’influence des fluctuations structurales sur le coef-
ficient Seebeck, pour un cas typique de système de Peierls quasi-unidimensionnel.
Ainsi, les travaux présentés dans ce mémoire ont utilisé essentiellement la théo-
rie de Landau-Ginzburg pour la description des fluctuations d’onde de densité
de charge des hautes températures jusqu’au voisinage de la transition, lesquelles
entrent dans une solution numérique de l’équation de Boltzmann permettant de cal-
culer le coefficient Seebeck. Nous avons appliqué le calcul au conducteur organique
quasi-unidimensionnel TTF− TCNQ, lequel présente une transition de Peierls sur
la chaine de TCNQ à 54 K et les fluctuations structurales unidimensionnelles à
partir de 150 K.
Le premier chapitre a été consacré à une introduction à l’instabilité de Peierls. Il
nous a permis de faire une synthèse des travaux expérimentaux sur le complexe
TTF− TCNQ comme les mesures de conductivité, de l’intensité de diffusion R-X
des modes 4kF(TTF) et 2kF (TCNQ), des susceptibilités magnétiques et du coef-
ficient Seebeck, faites sur le conducteur organique. Ces mesures nous ont permis
de mettre en évidence l’existence des deux phases du matériau, la phase isolante
à basse température et celle métallique à haute température pour chaque chaîne
du composé, ainsi que la mise en évidence de l’intervalle en température où des
fluctuations d’onde de densité de charge apparaissent dans la région métallique.
Ces fluctuations ont un impact sur la dépendance en température de quantités
mesurables comme le coefficient Seebeck.
Le second chapitre a porté sur la description statistique de la fonctionnelle Landau-
Ginzburg de l’instabilité de Peierls, laquelle nous a permis de déterminer l’influence
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des fluctuations d’onde de densité de charge unidimensionnelles sur la longueur de
corrélation du paramètre d’ordre, ainsi que sur la susceptibilité de ce dernier.
Le troisième chapitre a reposé sur le calcul du coefficient de Seebeck en utilisant
une théorie de Boltzmann linéarisée. Nous avons d’abord présenté l’équation de
Boltzmann en présence d’interaction des électrons avec des fluctuations de basse
énergie associées au paramètre d’ordre. Nous avons linéarisé le terme de collision,
ce qui nous a permis d’établir l’expression du temps de vie des quasi-particules et
du coefficient Seebeck.
Les résultats de nos simulations et la comparaison avec ceux des expériences ont été
présentés au quatrième chapitre. Ainsi, nous avons présenté les résultats des temps
de vie à une, deux et trois dimensions près du niveau de Fermi pour les diffusions
des électrons par des fluctuations d’onde de densité de charge de vecteur d’onde
près de 2kF. Les coefficients Seebeck à une, deux et trois dimensions ont été aussi
présentés et montrent entre autres une variation sous-linéaire à haute température.
Ce comportement sous-linéaire est rompu avec la diminution de la température vers
un comportement quasi-linéaire suivie d’une remontée prononcée due à la présence
des fluctuations structurales qui deviennent importantes à basse température. Nous
avons aussi constaté un comportement constant en température à haute pression.
Dans une grande mesure, ces résultats ont montré une certaine similitude avec
ceux des expériences. En effet, nous avons constaté une certaine compatibilité quant
à la sous-linéarité observée à haute température à basse pression et le comporte-
ment presque constant en température pour des pressions plus élevées. Nous avons
constaté également de part et d’autre un changement de régime dû à l’apparition
des fluctuations qui deviennent importantes à basse température. Cependant, une
différence notable par rapport à l’observation est celui d’un changement de signe
dans le cas mesuré à l’approche de Tc. Dans le cas calculé, on obtient seulement
une remontée du coefficient Seebeck. Cependant, l’absence du changement de signe
dans le cas calculé est peut-être due au fait que nous n’avons pas pris en compte
les corrections provenant de l’influence des fluctuations sur la densité d’états et la
vitesse des quasi-particules au niveau de Fermi.
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On mentionne que l’accord théorie et expérience est cependant suffisant pour
conclure que l’influence du temps de relaxation (dynamique) est un mécanisme im-
portant pour rendre compte de la dépendance en température du coefficient Seebeck.
Par ailleurs, ce travail pourra être amélioré en tenant compte, selon l’équation (3.54)
des corrections provenant de l’influence des fluctuations d’onde de densité de charge
sur la densité d’états et la vitesse des quasi-particules au niveau de Fermi, mais
aussi de l’influence de la modification du transfert de charge en température et en
pression sur le temps de vie. On pourra également améliorer ce travail à l’avenir
avec d’autres travaux théoriques qui nous permettront de calculer le coefficient
Seebeck à très basses températures, c’est-à-dire sous Tc dans la phase ordonnée. Où
la contribution de la chaîne de TTF pourrait devenir importante
Annexe A
Évaluation de la susceptibilité du gaz
d’électrons libres
Dans cette section, nous montrons comment nous sommes parvenus à évaluer
l’expression de la susceptibilité d’électrons libres χ0e (Q+ 2kF, T,ω). Ainsi, en ajou-
tant la fréquence externe bosonique ih¯ωm dans l’équation (2.31) pour χ0e , nous
obtenons :
χ0e (Q+ 2kF, T,m) =
2kBT
L ∑k,ωn
1
[ih¯ωn + ih¯ωm − ϵ+(k+Q+ 2kF)][ih¯ωn − ϵ−(k)] .
(A.1)
Dans le cas où Q = 0 et ωm = 0, nous avons la susceptibilité d’électrons libres
χ0e (2kF, T) qui est donnée par
χ0e (2kF, T) =
2kBT
L ∑k,ωn
1
ih¯ωn − ϵ+(k+ 2kF) ×
1
ih¯ωn − ϵ−(k) . (A.2)
Posons
n(z) =
1
eβz + 1
, (A.3)
les pôles de n(z) sont donnés par
zp = i(2p+ 1)kBTπ (A.4)
et le résidu en ces points est
Res[n(z)] = − 1
β
, (A.5)
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où p ∈ Z. Ainsi, pour la fonction auxiliaire, on posera :
nˆ(z) = − β
2πi
n(z). (A.6)
Après la transformation de la somme sur ωn en une intégration, nous obtenons
χ0e (2kF, T) =
2kBT
L ∑k
∮
C
nˆ(z)
[zn − ϵ+(k+ 2kF)][zn − ϵ−(k)] , (A.7)
où C est le contour qui entoure les pôles. Ainsi, à l’aide du théorème des résidus, la
sommation sur les fréquences peut être effectuée et nous arrivons à
χ0e (2kF, T) =
2kBT
L ∑k
{
−2πi
[
nˆ[ϵ+(k+ 2kF]
[ϵ+(k+ 2kF)− ϵ−(k)] +
nˆ[ϵ−(k)]
[ϵ−(k)− ϵ+(k+ 2kF)]
]}
.
(A.8)
De
ϵ+(k+ 2kF) = −ϵ−(k) (A.9)
et
∑
k
=
L
2πh¯vF
∫ ϵF
−ϵF
dϵ+, (A.10)
nous obtenons
χ0e (2kF, T) =−
2
L∑k
tanh βϵ+2
ϵ+
= N(ϵF)
∫ ϵF
−ϵF
tanh βϵ+2
ϵ+
dϵ+,
(A.11)
où
N(ϵF) =
1
πh¯vF
(A.12)
est la densité d’états au niveau de Fermi.
Ainsi, une intégration par partie de (A.11) nous conduit à
χ0e (2kF, T) = −N(ϵF) ln(1.13
ϵF
kBT
). (A.13)
Pour obtenir Γ0 et étendre l’expression statique χ0e (Q+ 2kF, T) au cas dynamique
χ0e (Q+ 2kF, T,ω), on remplace la somme sur k en une intégration sur l’énergie, nous
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obtenons
χ0e (Q+ 2kF, T,m) = −
kBT
πh¯vF
∑
ωn
∫ ϵF
−ϵF
dϵ−
[ih¯ωn + ih¯ωm − ϵ+(k+Q+ 2kF)][ih¯ωn − ϵ−(k)] ,
(A.14)
ou encore pour la susceptibilité d’électrons libres normalisée
χ¯0e (Q+ 2kF, T,m) = −2kBT∑
ωn
∫ ϵF
−ϵF
dϵ−
[ih¯ωn + ih¯ωm − ϵ+(k+Q+ 2kF)][ih¯ωn − ϵ−(k)] .
(A.15)
Maintenant, notre objectif c’est de faire apparaître la fréquence dans la fonction de
corrélation. Pour cela, nous simplifions les notations en posant
ϵ+(k+ 2kF +Q) = ϵ+ (A.16)
ϵ−(k) = ϵ−. (A.17)
Pour plus de commodité, nous posons
z =
ϵ−
πkBT
, (A.18)
alors l’équation (A.15) se réécrit en
χ¯0e (Q+ 2kF, T,m) = −∑
ωn
1
π
∫ ϵF
kBTπ
− ϵFkBTπ
f (z)dz, (A.19)
où
f (z) =
1
[z+ i(2n+ 1+ h¯ωmkBTπ )−
h¯vFQ
πkBT
][z− i(2n+ 1)] . (A.20)
Lorsque kBT ≪ ϵF, nous pouvons étendre les bornes d’intégration de (A.19) en
±∞. Dès lors, à l’aide du théorème des résidus, l’intégrale sur l’énergie peut être
effectuée et nous arrivons à
χ¯0e (Q+ 2kF, T,m) = −
1
2
∞
∑
n=0
⎧⎨⎩ 1n+ 12 + |m|2 − h¯vFQ4iπkBT +
1
n+ 12 +
|m|
2 +
h¯vFQ
4iπkBT
⎫⎬⎭ .
(A.21)
La représentation en série pour la fonction digamma s’écrit :
ψ(x) = −γ+
∞
∑
n=0
(
1
n+ 1
− 1
n+ x
)
, (A.22)
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où γ est la constante d’Euler.
En utilisant cette dernière relation et en posant
x1 =
1
2
+
|m|
2
− h¯vFQ
4iπkBT
(A.23)
x2 =
1
2
+
|m|
2
+
h¯vFQ
4iπkBT
, (A.24)
nous arrivons à
χ¯0e (Q+ 2kF, T,m) =−
∞
∑
n=0
1
n+ 12
+ ψ(
1
2
)
− 1
2
{
ψ(
1
2
+
|m|
2
− h¯vFQ
4iπkBT
) + ψ(
1
2
− |m|
2
+
h¯vFQ
4iπT
)
}
,
(A.25)
où m est tel que
ωm = 2mπkBT/h¯. (A.26)
Le développement limité de χ¯0e (Q+ 2kF, T,m) au premier ordre en |m| et au second
ordre en Q, au voisinage des points m = 0 et Q = 0 est donnée par
χ¯0e (Q+ 2kF, T,m) = χ¯
0
e (2kF, T) +
1
2πkBT
(
∂χ¯0e
∂|m|
)
0,0
|ωm|+ 12
(
∂2χ¯0e
∂Q2
)
0,0
Q2.
(A.27)
Ainsi, le deuxième terme de ce développement limité donne la premième contri-
bution en fréquence et permet de faire l’extension au cas dynamique. Après calcul,
nous obtenons pour le coefficient d’amortissement :
1
2πkBT
(
∂χ¯0e
∂|m|
)
0,0
= Γ0 =
h¯π
8kBT
. (A.28)
Le développement en Q donne quant à lui
1
2
(
∂2χ¯0e
∂Q2
)
0,0
=
1
2
7ζ(3)(h¯vF)2
16π2(kBT0c )2
. (A.29)
Annexe B
Solution par matrice de transfert dans
la limite des basses températures
Dans cette annexe, nous discuterons de la solution à la méthode de la matrice de
transfert à basse température. Dans cette situation, on peut calculer la longueur de
corrélation à basse température. On se propose d’évaluer l’intégrale fonctionnelle
de la fonction de partition 𝒵 du système avec la fonctionnelle Landau-Ginzburg à
T < T0c [47],
𝒵 =
∫
[dψ*dψ]e−ℱGL[ψ
*,ψ]/kBT. (B.1)
Pour cela, il est plus commode de redimensionner le paramètre d’ordre ψ(x) −→
ψ(x)/ψ0(x) et d’écrire la fonctionnelle comme suit :
ℱGL[ψ] = V0
∫
dx
[
−2|ψ|2 + 2c(T)|a(T)| |
∂ψ
∂x
|2 + |ψ|4
]
, (B.2)
où V0 et ψ0 sont définis par les relations ci-dessous :
V0 =
a(T)2
4b(T)
(B.3)
ψ20 =
|a(T)|
2b(T)
. (B.4)
Selon Scalapino et al [30], la méthode de matrice de transfert peut être utilisée pour
réduire le problème à celui de la diagonalisation d’un hamiltonien de transfert ℋtr
[32]. Pour un paramètre d’ordre complexe cela implique d’écrire une équation de
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Schrödinger cylindrique avec le degré de liberté complexe ρeiϕ où
ρ =
|ψ|
ψ0
. (B.5)
Comme il s’agit d’un potentiel "central", les états Ψn,l sont ceux de la partie radiale
et angulaire avec n et l les nombres quantiques associés à l’énergie et au moment
cinétique selon z (l = 0,±1, ...). Ainsi, l’équation de Schrödinger peut s’écrire :
ℋtrΨn,l =
{
−κ
(
∂2
∂ρ2
+
1
ρ
∂
∂ρ
+
1
ρ2
∂2
∂ϕ2
)
− 2ρ2 + ρ4
}
Ψn,l = λn,lΨn,l, (B.6)
où les fonctions propres sont de la forme
Ψn,l =
un,l(ρ)√
2πρ
eilϕ, l = 0,±1,±2, .... (B.7)
et
κ =
2(bkBT)2
a3c
. (B.8)
En tenant compte de l’expression de Ψn,l, l’équation (B.6) peut être réécrite sous la
forme radiale : {
−κ ∂
2
∂ρ2
+
κ(l2 − 1/4)
ρ2
− 2ρ2 + ρ4
}
un,l = λn,lun,l (B.9)
dont la résolution permet d’avoir les valeurs propres (λn,l) et les fonctions propres
(un,l), lesquelles nous permettent de calculer la longueur de corrélation
ξ =
kBT
V0(λ0,1 − λ0,0) , (B.10)
à l’aide des deux premiers niveaux en énergie, λ0,1 et λ0,0. Dans la limite basse
température, ce sont ceux du rotateur rigide à l = 1 et l = 0. Dans cette limite, ξ ∝ 1T
et varie comme l’inverse de la température. La suceptibibilité d’onde de densité de
charge s’écrit
χ(2kF, T) =
4
|a| f (κ), (B.11)
où f (κ) est définie par la relation ci-dessous :
f (κ) =∑
n
| < un,1|ρ|u0,0 > |2
λn,1 − λ0,0 . (B.12)
Annexe C
Expression du coefficient Seebeck
pour un matériau avec deux types de
porteurs
Dans cette partie, nous donnons l’expression du coefficient Seebeck lorsque
nous sommes en présence de deux porteurs de charges (électrons et trous). Soit jn et
jp les densités de courant des électrons et trous. En présence d’un champ électrique
et d’un gradient de température, nous avons en réponse linéaire :
−→
j n,p =
↔
L
11
n,p .
−→ℰ + ↔L
12
n,p .(−
−→∇ rT), (C.1)
où les coefficients de transport
↔
L
11
n,p=
↔
σ n,p (C.2)
↔
L
12
n,p=
↔
σ n,p Qn,p(T) (C.3)
sont reliés au tenseur de conductivité ↔σ et au coefficient SeebeckQn,p(T). Ce dernier
est obtenu à courant nul −→j n +−→j p = 0, ce qui nous permet d’écrire
↔
σ n .
−→ℰ + ↔σ n .Qn(T).(−−→∇ rT) = (− ↔σ p).−→ℰ + (− ↔σ p).Qp(T).(−−→∇ rT), (C.4)
ou encore
(
↔
σ n +
↔
σ p).
−→ℰ = (↔σ n Qn(T)+ ↔σ p Qp(T)).(−→∇ rT). (C.5)
Le coefficient Seebeck de l’ensemble est alors le coefficient de proportionnalité entre
le champ électrique et le gradient de température. Nous obtenons donc l’expression
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ci-dessous :
Q(T) =
σnQn(T) + σpQp(T)
σn + σp
(C.6)
qui est une somme pondére par la conductivité des coefficients Seebeck d’électrons
et de trous. Lorsque la conductivité d’un type de porteurs domine largement, comme
par exemple σn ≫ σp alors Q(T) ≈ Qn(T), ce qui est le cas du TTF− TCNQ.
Annexe D
Calcul du potentiel chimique pour
TTF− TCNQ
Dans cette annexe, nous allons obtenir le potentiel chimique µ, pour les chaînes
de TCNQ du composé de TTF− TCNQ. Nous considérons la densité électronique
(ρ), c’est-à-dire le nombre d’électrons transférés par molécule de TCNQ,
ρ =
2
L∑k
1
eβ(ϵk−µ) + 1
= 0.59, (D.1)
où le facteur 2 vient de la dépendance des spins et L est la longueur de la chaîne ; ϵk
est la relation de dispersion dont l’expression est donnée par l’équation (2.10) du
chapitre 2.
Si
βϵk =
2t0
kBT
(− cos(ka)) (D.2)
et
βµ =
1
kBT
µ, (D.3)
alors en posant
µ
′
=
µ
2t0
(D.4)
et
1
x
=
2t0
kBT
, (D.5)
l’équation (D.1) devient :
ρ =
2
Na∑k
1
e− 1x (cos(ka)+µ
′ ) + 1
= 0.59, (D.6)
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où nous avons pris L = Na, avec N et a qui sont respectivement le nombre de site et
la distance entre deux sites. Ainsi, en résolvant l’équation (D.6) dans Python, nous
obtenons le potentiel chimique µ′ en fonction de la température. Son évolution en
fonction de la température réduite t = T0cT est représentée à la figure (D.1).
Figure D.1 – Variation du potentiel chimique (µ′) en fonction de la température
réduite t = T
T0c
. Ici T0c = 150K.
La relation
µ
′
(t) = − cos[kF(t)a], (D.7)
permet d’obtenir les différentes valeurs du niveau de Fermi kF(t) en fonction de la
température réduite t = T0cT (voir figure D.2). Nous constatons que dans la gamme de
température qui nous intéresse, le vecteur d’onde de Fermi kF augmente légèrement
avec la température. Il faut également noter que ces valeurs de kF ne sont pas loin
de la valeur donnée dans Jérôme à température nulle, équivalent à t = 0 [5] :
kF =
π
2a
ρ = 0.9267 (D.8)
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FigureD.2 – Variation du vecteur d’onde de Fermi (kF) en fonction de la température
réduite t = T
T0c
.
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