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The minimum size of a linear set
Jan De Beule Geertrui Van de Voorde
Abstract
In this paper, we first determine the minimum possible size of an Fq-linear set of
rank k in PG(1, qn). We obtain this result by relating it to the number of directions
determined by a linearized polynomial whose domain is restricted to a subspace.
We then use this result to find a lower bound on the number of points in an Fq-
linear set of rank k in PG(2, qn). In the case k = n, this confirms a conjecture by
Sziklai in [9].
1 Introduction
Let q = ph, p prime, h ≥ 1. The finite field of order q will be denoted as Fq. Let f :
Fq → Fq be a function. The graph of f is the set of affine points {(x, f(x))|x ∈ Fq}. The
following theorem expresses the state of the art on the number of directions determined
by this affine point set.
Theorem 1.1 ([1]). Let f : Fq → Fq be a function. Let N be the number of directions
determined by f . Let s = pe be maximal such that any line with a direction determined
by f that is incident with a point of the graph of f is incident with a multiple of s points
of the graph of f . Then one of the following holds:
(i) s = 1 and q+3
2
≤ N ≤ q + 1;
(ii) Fs is a subfield of Fq and
q
s
+ 1 ≤ N ≤ q−1
s−1
;
(iii) s = q and N = 1.
Moreover, if s > 2, then the graph of f is Fs-linear.
Theorem 1.1 completed two unresolved cases from [2, Theorem 1.1]. Many general-
izations of the questions studied in [2] have been investigated, and it is impossible to
summarize them in a concise way in this introduction. One notable generalization is
found in [4], where bounds on the number of directions determined by an affine set points
of size smaller than q are derived. This paper turns out to be very useful to study the
following question.
Let n > 1 and let V ⊂ Fqn be a set of size q
k, k ≥ 1, that is also a k-dimensional
vector space over Fq. Let f : V → Fqn be a function that is Fq linear, i.e. f(λx+ µy) =
λf(x) + µf(y) for all x, y ∈ V and for all λ, µ ∈ Fq. Then what is the minimum number
of directions determined by the graph of f , i.e. the set {(x, f(x))|x ∈ V } ⊂ AG(2, qn)?
This question is motivated by the question to find a lower bound on the size of an
Fq-linear set of rank k in PG(1, q
n). The main result can be stated as follows.
Theorem 1.2. An Fq-linear set of rank k ≤ n in PG(1, q
n) which contains at least one
point of weight one, contains at least qk−1 + 1 points.
1
For linear sets of rank n in PG(1, qn), Theorem 1.2 was shown in [3, Lemma 2.2].
In Section 2, the connection between linear sets in PG(1, qn) and the direction problem
is described. Section 3 is devoted to the proof of Theorem 1.2, and in Section 4 we will
use Theorem 1.2 to derive a lower bound on the size of linear sets in PG(2, qn) under
certain assumptions.
2 Preliminaries
For any additive group V let V ∗ := V \ {0}.
2.1 Linear sets
Let k ≥ 1 and r ≥ 2. A point set in PG(r− 1, qn) is an Fq-linear set of rank k if it equals
a set LU for some Fq-vector subspace U of F
rn
q of dimension k, where
LU = {〈u〉qn | u ∈ U
∗}.
In other words, LU consists of the projective points defined by the vectors of U
∗. Let
P = 〈v〉qn be a point of LU , then the weight of the point P in LU is defined as wt(P ) =
dimq(〈v〉qn ∩U). Hence, whenever we talk about the weight of a point in a linear set, the
underlying defining vector space U should be specified.
An equivalent point of view on linear sets and their weights is obtained using field
reduction. The underlying vector space of the projective space PG(r − 1, qn) is V (r, qn);
if we consider V (r, qn) as a vector space over Fq, then it has dimension rn, so it defines
a projective space PG(rt− 1, q). In this way, every point P of PG(r− 1, qn) corresponds
to a subspace of PG(rn − 1, q) of dimension (n − 1) and it is not hard to see that this
set of (n − 1)-spaces forms a spread of PG(rn − 1, q), which is called a Desarguesian
spread. If U is a subset of PG(rt − 1, q), and S a Desarguesian (n − 1)-spread, then
we define B(U) := {R ∈ S | U ∩ R 6= ∅}. In this paper, we consider the Desarguesian
spread S as fixed and we identify the elements of B(U) with their corresponding points
of PG(r−1, qn). An Fq-linear set T of rank k in PG(r−1, q
t) is then a set of points such
that T = B(µ), where µ is an (k − 1)-dimensional subspace of PG(rt− 1, q). If µ is the
(k−1)-space defined by the k-dimensional vectorspace U of V (rn−1, q), then B(µ) = LU .
The weight of a point P = B(p) of the linear set B(µ) can then equivalently be defined
as dim(µ ∩ B(p)) + 1, i.e., one more than the projective dimension of the intersection of
the spread element corresponding to the point P with the subspace µ defining the linear
set B(µ). We see that a point Q belongs to the linear set B(µ) if and only if the weight
of Q in B(µ) is at least one. For more information about linear sets and field reduction,
we refer to [5, 8].
Remark 1. Suppose that we have a linear set B(µ) that has only points of weight at
least j for some j > 1 and contains a point Q = B(q) of weight exactly j. We can pick a
subspace ν of codimension j − 1 in µ meeting B(q) ∩ µ in exactly a point. As all points
have weight at least j and ν has codimension j − 1 in µ, B(µ) = B(ν) and Q has weight
1 in B(ν).
We see that every Fq-linear set LU can be written as an Fq-linear set LU ′ that contains
at least one point of weight one. In Theorem 3.7, we will restrict to linear sets having
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a point of weight one, which should by the previous argument not be seen as a heavy
restriction. However, the study of linear sets LU where all points have weight > 1 is of
interest as well (see Remark 13).
Remark 2. The only Fq-linear set of rank k > n in PG(1, q
n) is the set of all points of
PG(1, qn). For this reason, we restrict ourselves to Fq-linear sets of rank k ≤ n.
Lemma 2.1. Let LU be an Fq-linear set of rank k in PG(1, q
n), k ≤ n, not containing the
point 〈(0, 1)〉qn, then L = {〈(x, f(x))〉qn|x ∈ V
∗} for some vector subspace V of dimension
k and some Fq-linear map f : V → Fqn.
Proof. We have that LU = {〈u〉qn | u ∈ U
∗}, where U is a subspace of dimension k of
F2nq . We consider F
2n
q as F
2
qn and see that every element of U can be written as (αi, βi) for
some αi, βi in Fqn , i = 1, . . . , q
k. Put βi = f(αi). Suppose to the contrary that αi0 = αj0
for some i0 6= j0. The elements (αi0 , f(αi0)) and (αj0, f(αj0) are distinct elements of
U , so if αi0 = αj0, then f(αi0) 6= f(αj0). As U is a vector subspace, it follows that
(αi0 , f(αi0))− (αj0 , f(αj0)) = (0, f(αi0)− f(αj0) is an element of U . But LU is skew from
the point 〈(0, 1)〉qn, a contradiction. We conclude that V = {αi | 1 ≤ i ≤ q
k} has size qk.
Since U is an Fq subspace, we have that for all 1 ≤ i ≤ q
k, and λ, µ ∈ Fq that
λ(αi, f(αi))+µ(αj, f(αj)) = (λαi+µαj, λf(αi)+µf(αj)) has to be a vector of U . Hence,
both the set V = {αi | 1 ≤ i ≤ q
k} as the map f are closed under Fq-linear combinations.
It follows that V = {αi | 1 ≤ i ≤ q
k} is an Fq-subspace of dimension k and that f is an
Fq-linear map.
From now on, whenever we write LU = {〈(x, f(x))〉qn|x ∈ V
∗}, we assume that U is
the subspace {(x, f(x))|x ∈ V }. In this way, the weight of a point in LU is unambiguously
defined.
2.2 Directions determined by a point set
The set of directions determined by an affine point set A = {〈(1, xi, yi)〉qn | 1 ≤ i ≤ n}
in PG(2, qn) is the set {〈(0, xi − xj , yi − yj)〉qn | 1 ≤ i 6= j ≤ n}. The slope of a direction
〈(0, 1, y)〉qn is y, while the slope of 〈(0, 0, 1)〉qn is ∞. If A is an affine pointset, we define
DA to be the set of slopes of the directions determined by A.
Lemma 2.2. The number of points of L = {〈(x, f(x))〉qn|x ∈ V
∗}, where V is a vector
subspace of Fqn and f : V → Fqn is an Fq-linear map, is equal to the number of directions
determined by the affine pointset A = {〈(1, x, f(x))〉qn | x ∈ V }.
Proof. The number of points of {〈(x, f(x))〉qn|x ∈ V
∗} = {〈(1, f(x)/x)〉qn|x ∈ V
∗} is
clearly equal to the size of the setW = {f(x)/x|x ∈ V ∗}. The points 〈(1, x1, f(x1))〉qn and
〈(1, x2, f(x2))〉qn determine the direction 〈(0, x1−x2, f(x1)−f(x2))〉qn. Since f is Fq-linear
and V is a subspace, 〈(0, x1 − x2, f(x1) − f(x2))〉qn is the direction 〈(0, 1, f(x3)/x3)〉qn ,
with x3 = x1 − x2. This implies that every direction determined by A is an element of
the set {〈(0, 1, w)〉qn | w ∈ W}. Vice versa, take a point 〈(0, 1, w0)〉qn , with w0 ∈ W , then
w0 = f(x0)/x0 for some x0 ∈ V
∗. Then 〈(1, 0, 0)〉qn and 〈(1, x0, f(x0))〉qn are points of
A that determine the direction 〈(0, 1, w0)〉qn. This proves that the number of directions
determined by A is equal to the size of W .
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Remark 3. Note that the direction 〈(0, 0, 1)〉qn with slope ∞ is not determined by
A = {〈(1, x, f(x))〉qn|x ∈ V
∗}.
2.3 The Re´dei polynomial
Let S = {〈(1, xi, yi)〉qn | 1 ≤ i ≤ |S|} be a set of affine points in PG(2, q
n). Define the
Re´dei polynomial of S as follows:
R(X, Y ) =
|S|∏
i=1
(X − xiY + yi).
As usual (see e.g. [2, 4]), we will consider the expansion of R(X, Y ) using elementary
symmetric polynomials. Let σi(Y ) be the i-th elementary symmetric polynomial of the
set {−xiY + yi|1 ≤ i ≤ |S|}, then
R(X, Y ) = X |S| +
|S|∑
i=1
σi(Y )X
|S|−i.
Note that deg σi(Y ) ≤ i.
Let y be a slope. Then x is a root of R(X, y) = 0 with multiplicity m if and only if
the line with equation xX0 − yX1 +X2 = 0 contains exactly m points of S.
3 Linear sets of PG(1, qn)
Substituting the variable Y in R(X, Y ) by slopes will provide particular information on
the shape of the Re´dei polynomial. In the language of direction problems, the next
Lemma deals with substitution of a determined slope.
Lemma 3.1. Let P = 〈(x0, f(x0))〉qn be a point of weight j in LU = {〈(x, f(x)〉qn | x ∈
V ∗}, then R(X, y0) with y0 = f(x0)/x0 is of the form
R(X, y0) =
qk−j∏
i=1
(X − αi)
qj ,
for distinct αi ∈ Fqn.
Proof. Let P = 〈(x0, f(x0))〉qn be a point of weight j in LU = {〈(x, f(x)〉qn|x ∈ V
∗}. By
definition, P has weight j in LU if there are q
j elements Λ ∈ Fqn such that (Λx,Λf(x))
is contained in U = {(x, f(x))|x ∈ V }. This implies that
f(Λx0) = Λf(x0) (1)
has qj solutions for Λ.
Let x1 ∈ V . For any Λ ∈ Fqn , the point 〈(1, x1 + Λx0, f(x1) + Λf(x0))〉qn ∈ A ⇐⇒
f(x1+Λx0) = f(x1)+Λf(x0) and x1+Λx0 ∈ V . The condition x1+Λx0 ∈ V is equivalent
with Λx0 ∈ V , and so the condition f(x1 + Λx0) = f(x1) + Λf(x0) is equivalent with
f(Λx0) = Λf(x0).
4
Hence, the number of points ofA on the line through 〈(1, x1, f(x1)〉qn and 〈(0, x0, f(x0))〉qn
equals precisely the number of solutions of Equation 1 (and Λ = 0 corresponds with the
point 〈(1, x1, f(x1))〉qn).
By definition, R(X, y0) =
∏
x∈V (X − xy0+ f(x)). Now X − xy0+ f(x) = X − x1y0+
f(x1) if and only if the points 〈(1, x, f(x))〉qn, 〈(1, x1, f(x1))〉qn , and 〈(0, 1, y0)〉qn are
collinear. Hence, the factor (X − x1y0+ f(x1)) appears exactly q
j times in R(X, y0).
Remark 4. We can also deduce Lemma 3.1 from a more geometrical point of view. Let
LU = B(π), where π is a (k − 1)-space in PG(2n − 1, q), embed PG(2n − 1, q) as the
subspace consisting of all points of the form 〈(0, y, z)〉q in PG(3n− 1, q) and consider LU
as a subset of PG(2, qn), contained in the line X0 = 0 (at infinity). Let µ be the subspace
spanned by the point 〈(1, 0, 0)〉q of PG(3n − 1, q) and π. Then B(µ) \ B(π) consists of
the qk points of {〈(1, x, f(x)) | x ∈ V 〉qn}). If P = 〈(0, x0, f(x0))〉qn, x0 ∈ V
∗ is a point
of weight j in LU = B(π), this means the spread element S (of the Desarguesian (n− 1)-
spead S) corresponding to P meets π, and hence also µ, in a (j − 1)-dimensional space.
Every line through P in PG(2, qn) containing a point 〈(1, x0, f(x0))〉qn of 〈(1, x, f(x)) |
x ∈ V 〉qn corresponds to a (2n − 1)-dimensional subspace of PG(3n − 1, q), spanned by
spread elements of S, meeting µ in a subspace ν of dimension j. As π is a hyperplane
of µ, and P = B(π ∩ ν) this means that the line B(ν) contains exactly qj points of
{〈(1, x, f(x)) | x ∈ V 〉qn}. Hence every line on a point of weight j of LU that contains a
point of A, contains exactly qj points of A. From the definition of the Re´dei polynomial
R(X, Y ), this is saying exactly that every root of R(X, y0) has multiplicity exactly q
j, if
y0 is a slope corresponding with a point of weight j of LU , in other words, every factor
of R(X, y0) has multiplicity q
j.
We are now ready to deduce the shape of the Re´dei polynomial of the set A =
{〈(1, x, f(x))〉qn | x ∈ U}.
Lemma 3.2. If A = {〈(1, x, f(x))〉qn | x ∈ V }, where V is an Fq-vector subspace of Fqn
of dimension k and f : V → Fqn is an Fq-linear map, then the Re´dei polynomial of A is
of the following shape:
R(X, Y ) = Xq
k
+ σqk−qk−1(Y )X
qk−1 + σqk−qk−2(Y )X
qk−2 + . . .+ σqk−1(Y )X . (2)
Proof. First consider an element y0 /∈ DA. Then the set Vy0 = {−xy0 + f(x)|x ∈ V } is
an Fq-vector subspace of Fqn of dimension k. Hence, by [6, Theorem 3.52],
R(X, y0) =
∏
β∈Vy0
(X − β) = Xq
k
+ α1X
qk−1 + α2X
qk−2 + . . .+ αkX ,
with αi ∈ Fqn. Then consider an element y1 ∈ DA. By Lemma 3.1, we know that if
〈(1, y1)〉qn is a point of weight j1, then R(X, y1) contains q
k−j1 distinct factors, each of
degree qj1. As before, the set Vy1 = {−xy1+f(x)|x ∈ V } is an Fq-vector subspace of Fqn ,
but the number of elements in Vy1 is q
k−j1, and hence, the dimension of Vy1 is q
k−j1. We
now obtain that
R(X, y1) =
∏
β′∈Vy1
(X − β ′)q
j
= (Xq
k−j1 + α′1X
qk−j1−1 + α′2X
qk−2 + . . .+ α′k−j1−1X)
qj1 ,
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We conclude that for all y ∈ Fqn, σi(y) = 0 if i 6∈ {q
k − qj|j = 0 . . . k − 1}. Since
deg σi(Y ) ≤ i, each of the polynomials σi(Y ), i 6∈ {q
k − qj|j = 0 . . . k − 1} has more
roots than its degree, and so is identically zero. Also note that since 〈(1, 0, 0)〉qn ∈ A,
0 ∈ {−xiY + yi|1 ≤ i ≤ |A|}, hence σqk(Y ) is identically zero. So R(X, Y ) has the shape
of (2).
Remark 5. A set of the form A = {〈(1, x, f(x))〉qn | x ∈ V }, where f is an Fq-linear
map and V is an Fq-vector subspace of Fqn, is called an affine Fq-linear set in [4].
We see that if R(X, Y ) is the Re´dei polynomial associated with {〈(1, x, f(x))〉qn | x ∈
V } then R(X, Y ) is an Fq-linear map in the variable X , and for every y ∈ Fqn , the map
R(X, y) is a linearised polynomial.
The following arguments are based on [4]. We consider the polynomial R(X, Y ) as a
univariate polynomial in X over the ring Fqn[Y ]. Since R(X, Y ) is monic, division with
remainder of Xq
n
−X by R(X, Y ) can be executed using the ordinary Euclidean division
algorithm for polynomials over a field. Hence there exists polynomialsQ(X, Y ), r(X, Y ) ∈
Fqn[Y ][X ] such that
Xq
n
−X = R(X, Y )Q(X, Y ) + r(X, Y ) , (3)
with degX r(X, Y ) < degX R(X, Y ). Since R(X, Y ) is monic of degree q
k, we can write
Q(X, Y ) = Xq
n−qk +
qn−qk∑
i=1
σ∗i (Y )X
qn−qk−i . (4)
For convenience, we define σ∗0(Y ) = 0.
Lemma 3.3. Consider the polynomials Q(X, Y ) and r(X, Y ) from Equation 3. Then
degQ(X, Y ) ≤ qn and deg r(X, Y ) ≤ qn (where degQ(X, Y ) means the total degree).
Furthermore, in Equation 4, deg σ∗i (Y ) ≤ i.
Proof. Before starting the Euclidean division with remainder algorithm, Q(X, Y ) is ini-
tialized as 0 and r(X, Y ) is initialized as Xq
n
−X . So let
r(X, Y ) =
qn∑
i=0
ρi(Y )X
qn−i . (5)
Then initially, ρ0(Y ) = 1, ρqn−1(Y ) = −1, and ρi(Y ) = 0 for i 6∈ {0, q
n − 1}, so initially
deg ρi(Y ) ≤ i and deg r(X, Y ) = degX r(X, Y ) = q
n. As induction hypothesis, we assume
that after execution of step j − 1 ≥ 0 in the Euclidean algorithm, deg r(X, Y ) ≤ qn,
degX r(X, Y ) ≤ q
n − j, and deg σ∗i (Y ) ≤ i for all i ≤ j − 1.
During step j of the algorithm, (1) σ∗j (Y ) is computed and (2) r(X, Y ) is changed.
(1) The polynomial σ∗j (Y ) becomes the leading coefficient of r(X, Y ) if degX r(X, Y ) =
qn − j (because R(X, Y ) is monic), and 0 otherwise. From the induction hypothesis,
deg r(X, Y ) ≤ qn and degX r(X, Y ) ≤ q
n − j, so in both cases deg σ∗j (Y ) ≤ j.
(2) The remainder r(X, Y ) becomes r(X, Y )−σ∗j (Y )X
qn−qk−jR(X, Y ). Since degR(X, Y ) =
qk and by the induction hypothesis, deg σ∗j (Y ) ≤ j and deg r(X, Y ) ≤ q
n, the total de-
gree of r(X, Y ) remains bounded by qn. Clearly, after executing step j, degX r(X, Y ) ≤
qn − (j + 1), so deg ρi(Y ) ≤ i for all admissible i.
By induction we can now conclude that after execution of the algorithm, deg r(X, Y ) ≤
qn, degQ(X, Y ) ≤ qn, deg σ∗i (Y ) ≤ i, and deg ρi(Y ) ≤ i, for all i.
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As in [4], define H(X, Y ) = −r(X, Y )−X , then
Xq
n
−X = R(X, Y )Q(X, Y )−H(X, Y )−X . (6)
Corollary 3.4. Consider the polynomialH(X, Y ) from Equation 6. Then degX H(X, Y ) ≤
qk − 1. Let
H(X, Y ) =
qn∑
i=0
hi(Y )X
qn−i ,
then deg hi(Y ) ≤ i.
Proof. This follows from H(X, Y ) = −r(X, Y )−X and deg r(X, Y ) ≤ qn by Lemma 3.3.
Remark 6. Since degX H(X, Y ) ≤ q
k− 1, the polynomials hi(Y ) are identically zero for
i ∈ {0, . . . , qn− qk+1}. In [4], it is also mentioned how the coefficient polynomials hi(Y )
can be computed from the polynomials σi(Y ) and σ
∗
i (Y ).
The following lemma is essentially Lemma 15 from [4], where the authors prove a
similar theorem assuming ∞ ∈ DA, whereas in our case ∞ /∈ DA.
Lemma 3.5. Let R(X, Y ) be the Re´dei polynomial of the point set A = {〈(1, x, f(x))〉qn |
x ∈ V }, and H(X, Y ) the polynomial defined in Equation 6. Then the number of points
in LU = {〈(x, f(x)〉qn | x ∈ V
∗} is at least degX H(X, Y ).
Proof. By Lemma 2.2, the number of points in LU is the number of directions determined
by the point set A = {〈(1, x, f(x))〉qn | x ∈ V }, where f is an Fq-linear map and V is an
Fq-vector subspace of Fqn.
Recall that the slope y ∈ DA corresponds with the direction 〈(0, 1, y)〉qn, and that
〈(0, 0, 1)〉qn is not a direction determined by A. Assume now that y 6∈ DA, then R(X, y) |
Xq
n
−X , hence H(X, y) = −X , from which it follows that hi(y) = 0 for all i 6= q
n − 1.
Now assume that y ∈ DA. Then R(X, y) ∤ X
qn−X , so there exists an index j 6= qn−1
such that hj(y) 6= 0, hence hj(Y ) 6≡ 0. Define i0 to be the smallest index such that
hi0(Y ) 6≡ 0, then
i0 = q
n − degX H(X, Y ). (7)
The polynomial hi0(Y ) has at least q
n − |DA| roots, so
deg hi0(Y ) ≥ q
n − |DA|. (8)
From Corollary 3.4, we have that deg hi0 ≤ i0, which implies that q
n ≥ deg(Xq
n−i0hi0(Y )).
By Equation 8,
deg(Xq
n−i0hi0(Y )) = q
n − i0 + deg hi0(Y ) ≥ 2q
n − |DA| − i0.
Combining the above two inequalities, we obtain that qn ≥ 2qn − |DA| − i0 and we find
by Equation 7 that |DA| ≥ q
n − i0 = degX H(X, Y ).
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Remark 7. From Lemma 3.5, we could have deduced that the number of points in LU
is at least degX H(X, Y ) + 1 (just like in [4]) instead of the slightly weaker lower bound
degX H(X, Y ) that we now have. However, in order to obtain this impovement, we would
have needed to transform our point set so that ∞ is a determined direction. While it is
perfectly possible to do so, we chose to avoid doing this as in the proof of Theorem 3.7,
we will obtain the same lower bound degX H(X, Y ) + 1 anyhow.
We will need the following result, which easily follows from the geometric point of
view on Fq-linear sets.
Result 3.6. [8] The number of points in an Fq-linear set is congruent to 1 mod q.
Theorem 3.7. Let LU = {〈(x, f(x))〉qn | x ∈ V
∗}, where V has dimension k, be an
Fq-linear set in PG(1, q
n) of rank k which contains at least one point of weight one, then
the size of LU is at least q
k−1 + 1.
Proof. With R(X, Y ) the Re´dei-polynomial of A = {〈(1, x, f(x))〉qn | x ∈ V
∗}, and
H(X, Y ) defined as in (6), by Lemma 3.5, we know that the number of points in LU is at
least degX H(X, Y ). Let P = 〈(x0, f(x0)〉qn be a point of weight one in LU . By Lemma
3.1, R(X, y0) with y0 = f(x0)/x0 splits in factors of degree q, and since R(X, y0) has
degree qk, there are qk−1 different factors, each of the form (X − αi)
q for some αi ∈ Fqn ,
i = 1, . . . , qk−1. Since X − αi divides X
qn − X , it divides H(X, y)− X as well. As we
have found at least qk−1 different linear factors dividing H(X, y)− X , this implies that
degX H(X, Y ) is at least q
k−1. We conclude that the number of points in LU is at least
qk−1, and hence, by Lemma 3.6, at least qk−1 + 1.
In Theorem 3.7, we find that the number of points in an Fq-linear set of rank k
in PG(1, qn), containing a point of weight one, is at least qk−1 + 1. In the following
proposition, we see that we can always find an example of such an Fq-linear set, and
hence, that this lower bound is sharp.
Proposition 3.8. Let 2 ≤ k ≤ n. There exists an Fq-linear set of rank k in PG(1, q
n)
with qk−1 + 1 elements.
Proof. As usual, consider the Desarguesian (n − 1)-spread S in PG(2n − 1, q). Take a
(k−2)-space µ contained in a spread element S1 of S and let π be a (k−1)-space meeting
S1 exactly in µ. Then B(µ) has size q
k−1 + 1.
Remark 8. An example of a set B(π) from Proposition 3.8 can be obtained using co-
ordinates as follows: take α0 = 1, α1, . . . , αn−k to be Fq-linearly independent elements of
Fqn, let V be the vector space of Fqn defined by Tr(αix) = 0, for i = 1, . . . , n− k and put
LU = {〈(x,Tr(x))〉qn | x ∈ V
∗}.
However, not every Fq-linear set of size q
k−1 + 1 arises as in Proposition 3.8. For
example, in PG(1, q4), it is possible to find two non-equivalent Fq-linear sets of rank 4,
each containing q3+1 points (see Example B1 and C12 of [3]). The example of Proposition
3.8 arises as B(π), where π is a 3-space meeting one element of the Desarguesian 3-spread
S of PG(7, q) in a plane, and q3 other elements in a point. The other example arises as
B(π) where π meets q+1 elements of a regulus of S in a line and q3− q others in a point.
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Remark 9. In [3, Lemma 2.2], the authors prove that a linear set LU of rank n in
PG(1, qn) containing at least one point of weight 1 has size at least qn−1 + 1, and they
show that U is spanned by the vectors of U defining the points of weight one in LU . Now
consider a linear set LU of rank k in PG(1, q
n) containing at least one point of weight
one. By Theorem 3.7, LU has at least q
k−1 + 1 points. Using this result, it is easy to see
that the proof of the second part of [3, Lemma] goes through for k < n, and we obtain
that also in this case, U is spanned by the vectors defining the points of weight 1.
Looking at the proof of Theorem 3.7, one might think that for Fq-linear sets of rank
k with more than qk−1+ 1 points, the lower bound on degX H(X, Y ) could be improved.
This is not the case: we will show in Corollary 3.10 that degX H(X, Y ) is independent of
the choice of the Fq-linear set of rank k (as long as it has a point of weight one).
For this, we need the symbolic product of linearised polynomials, which is defined
as their composition and denoted by ◦. More precisely, let F (x) and G(x) be two Fq-
linearised polynomials, then
(F ◦G)(x) := F (G(x)) mod xq
n
− x.
Unlike the ordinary product of two linearised polynomials, the composition of two lin-
earised polynomials is again a linearised polynomial. A linearised polynomial G(x) is
called a (right) symbolic divisor of a linearised polynomial F (x) if F (x) = Q(x) ◦ G(X)
for some linearised polynomial Q(x). With respect to symbolic (right) division, one
can execute Euclid’s algorithm (see [7]). So for any two linearised polynomials F (x)
and G(x) with deg(G) ≤ deg(F ), there are linearised polynomials Q(x) and H(x) with
deg(H) < deg(G), such that
F (x) = Q(x) ◦G(x) +H(x). (9)
Proposition 3.9. Let A = {〈(1, x, f(x))〉qn | x ∈ V }, where f is an Fq-linear map and
V is a k-dimensional subspace of Fqn. Let R be the Re´dei-polynomial of A, and Q and
H as in Equation 6. Then degX H(X, Y ) is a power of q.
Proof. Pick an element y ∈ Fqn and write Ry(X) = R(X, y). By Lemma 3.2, R(X, y) is
a linearised polynomial. Note that Xq
n
−X is a linearised polynomial as well. So we can
symbolically divide Xq
n
−X by Ry(X) and find (see Equation 9):
Xq
n
−X = Q˜y(X) ◦Ry(X) + H˜y(X) = Q˜y(X) ◦Ry(X)−H
′
y(X)−X,
for some linearised polynomials Q˜y(X) and H˜y(X) where degH
′ ≤ deg H˜ < degRy. Note
that H ′y(X) = −H˜y(X)−X is a linearised polynomial as well and that the polynomials
Q˜y and H
′
y are dependent on the choice of y.
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Write Q˜y(X) =
∑n−k
i=0 Q˜y,iX
qi. Now
Xq
n
−X = Q˜y(X) ◦Ry(X)−H
′
y(X)−X
= Q˜y(Ry(X))−H
′
y(X)−X
=
n−k∑
i=0
Q˜y,i(Ry(X))
qi −H ′y(X)−X
= Ry(X)
n−k∑
i=0
Q˜y,i(Ry(X))
qi−1 −H ′y(X)−X
We find that
Xq
n
−X = Ry(X)
n−k∑
i=0
Q˜y,i((Ry(X))
qi−1 −H ′y(X)−X = Ry(X)Q
′
y(X)−H
′
y(X)−X
where we defined Q′y(X) =
∑n−k
i=0 Q˜y,i((Ry(X))
qi−1.
However, we know that, for a fixed y,
Xq
n
−X = Ry(X)Q(X, y)−H(X, y)−X.
This implies that for every y ∈ Fqn,
Xq
n
−X = Ry(X)Q(X, y)−H(X, y)−X = Ry(X)Q
′
y(X)−H
′
y(X)−X,
or
Ry(X)(Q(X, y)−Q
′
y(X)) = H(X, y)−H
′
y(X).
But, if the polynomials in this equation are non-zero polynomials, then the degree of
the left hand side is at least degX R(X, Y ) and the degree of the right hand side is less
than degX R(X, Y ) since H and H
′ have degrees less than degX R(X, Y ). Hence, for all
y,
Q(X, y) = Q′y(X) and H(X, y) = H
′
y(X).
Since for all y ∈ Fqn , H(X, y) = H
′
y(X) is a linearised polynomial in the variable X ,
and degH(X, Y ) < qn (see Corollary 3.4), we have thatH(X, y) is a linearised polynomial
which means that degX H(X, Y ) = q
i for some i.
Corollary 3.10. Let LU = {〈(x, f(x))〉qn | x ∈ V
∗} be an Fq-linear set of rank k contain-
ing a point of weight 1. Let A = {〈(1, x, f(x))〉qn | x ∈ V }, let R be the Re´dei polynomial
of A and let Q and H be as in Equation 6. Then degX H(X, Y ) = q
k−1.
Proof. By Proposition 3.9, degX H(X, Y ) is a power of q. But degX H(X, Y ) < degX R(X, Y ) =
qk, which shows that degX H(X, Y ) ≤ q
k−1. In the proof of Theorem 3.7, we have seen
that degX H(X, Y ) is at least q
k−1. Hence, degX H(X, Y ) = q
k−1.
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4 The size of an Fq-linear (blocking) set in PG(2, q
n)
In this section, we will extend the results found for linear sets on a line in Theorem 3.7,
to linear sets in a plane.
Theorem 4.1. Let L be an Fq-linear set of rank k in PG(2, q
n) such that there is at
least one line of PG(2, qn) meeting L in exactly q + 1 points, then L contains at least
qk−1 + qk−2 + 1 points.
Proof. As usual, let S be the Desarguesian (n− 1)-spread in PG(3n− 1, q). Recall that
we identify a point of PG(2, qn) with its corresponding element of S.
Let L = B(π), where π is a (k−1)-dimensional subspace of PG(3n−1, q). Let p1 and
p2 be points of π such that the line T = 〈B(p1),B(p2)〉 of PG(2, q
n) meets B(π) in q + 1
points (these are then exactly the q+1 points of the form B(r) with r a point of the line
p1p2 in PG(3n− 1, q)). Let T˜ be the (2n− 1)-space of PG(3n− 1, q) corresponding to T ,
i.e., the subspace of PG(3n− 1, q) spanned by the spread elements B(p1) and B(p2).
Consider a line M of PG(2, qn) through the point B(p2), but not containing the point
B(p1). ThenM corresponds to a (2n−1)-dimensional subspace M˜ of PG(3n−1, q) which
is spanned by spread elements of S. Project π from p1 onto M˜ . Since B(p1), the spread
element through p1, meets π in a point, the projection µ of the (k − 1)-space π from p1
onto M˜ is (k−2)-dimensional. Let π′ be the (k−1)-dimensional subspace of PG(3n−1, q)
spanned by p1 and µ. The Fq-linear set B(π
′) clearly contains qk−1 + |B(µ)| points. Now
B(µ) contains the point B(p2). The intersection of the spread element through p2 with µ
is precisely the projection of the intersection of the (2n− 1)-dimensional space T˜ with π.
We know that T˜ meets π = 〈p1, µ〉 in the line p1p2 so it follows that the spread element
through p2 meets µ only in the point p2. Hence, B(p2) is a point of weight 1 in B(µ)
and by Theorem 3.7, B(µ) has size at least qk−2 + 1. This shows that B(π′) has at least
qk−1 + qk−2 + 1 points.
Now consider a line N of PG(2, qn) through B(p1) and a point of B(π), different from
B(p1). The number of points of B(π) on N is the number of points of B(π∩ N˜), where N˜
is the (2n−1)-dimensional subspace of PG(3n−1, q) corresponding to N . Let ν = π∩N˜ ,
and suppose that ν is r-dimensional, then B(p1) is a point of weight 1 in B(ν) and by
Theorem 3.7, B(ν) has at least qr−1 + 1 points. Note that ν is r-dimensional, and hence,
π′ meets N˜ in an r-dimensional space. By construction, this means that π′ ∩ N˜ ∩ M˜
is (r − 1)-dimensional, and B(π′ ∩ N˜) has exactly qr + 1 points. Hence, for every line
N through B(p1), the number of points of B(π) ∩ N is at least the number of points of
B(π′) ∩ N . We conclude that the number of points in B(π) is at least the number of
points in B(π′), which is at least qk−1 + qk−2 + 1.
Just as in Proposition 3.8, it is easy to see that the bound in Theorem 4.1 is sharp.
Proposition 4.2. Let 3 ≤ k ≤ n. There exists an Fq-linear set of rank k in PG(2, q
n)
with qk−1 + qk−2 + 1 elements.
Proof. Let S be the Desarguesian (n−1)-spread in PG(3n−1, q). Let µ be a (k−3)-space
of a spread element B(p) of S. Consider a line N in PG(2, qn) skew from B(p) and let N˜
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be the (2n−1)-dimensional subspace of PG(3n−1, q) corresponding to N . Let ℓ be a line
of N˜ . Then 〈µ, ℓ〉 is a (k − 1)-dimensional subspace of PG(3n − 1, q), so B(〈µ, ℓ〉) is an
Fq-linear set of rank k. By construction, it spans PG(2, q
n) and contains qk−1 + qk−2 + 1
points.
Concluding remarks
One particular instance for which the question of finding the minimum size of a linear
set is very relevant, is for linear sets of rank n in PG(2, qn). In this case, the Fq-linear set
defines a minimal blocking set. A blocking set in PG(2, qn) is a set B of points such that
every line of PG(2, qn) meets B in at least 1 point. If a blocking set in PG(2, qn) does
not contain a line, it is called non-trivial and if it contains less than 3(qn+1)/2 points, it
is called small. It is conjectured (see [9, Conjecture 3.1]) that all small minimal blocking
sets in PG(2, qn) are Fp-linear sets if q is a power of the prime p. In the same paper, the
author conjectures the following:
Conjecture 4.3. [9, p.1170] Let p be a prime. If Fpe is the “maximum field of linearity”
then a non-trivial blocking set in PG(2, pt), with t = en, has at least (pe)n + (pe)n−1 + 1
points.
The notion “maximum field of linearity” is used by Sziklai to indicate the following:
the maximum field of linearity of a blocking set in PG(2, pt) is Fpe if and only if every
line meets the blocking set in 1 mod pe points, but not every line meets in 1 mod pe+1
points. The fact that e is a divisor of t, and hence, that there is a subfield Fpe of Fpt
follows from his work on blocking sets, but it does not necessarily hold for linear sets in
general (see Remark 12).
Remark 10. In Theorem 4.1, we proved that an Fq-linear set of rank k that contains a
(q+1)-secant, contains at least qk−1+qk−2+1 points. It is clear if an Fq-linear set contains
a (q+1)-secant, then the maximum field of linearity is indeed Fq. In [9, Corollary 5.2], the
author also shows the converse for blocking sets with respect to k-spaces in PG(r−1, qn):
if the maximum field of linearity is Fpe, then there are (many) (p
e + 1)-secants to the
set. This observation shows that assuming that there is (q + 1)-secant in the case of an
Fq-linear blocking set in PG(2, q
n), is equivalent to assuming that the maximum field of
linearity is Fq. So we see that if the linearity conjecture for blocking sets holds, then
Theorem 4.1 proves Conjecture 4.3.
Remark 11. We know that every linear set LU can be written as a linear set LU ′ that
contains at least one point of weight 1. However, in Theorem 4.1, we cannot replace the
condition “there is a (q + 1)-secant” with the condition “containing a point of weight
1” which we used in Theorem 3.7. For example, a subplane PG(2, q2) of PG(2, q4) can
be written as B(µ) where µ is a 4-space in PG(11, q) that meets a certain 7-dimensional
space spanned by elements of S in a 3-space π which intersects every element of S in a
line. We see that B(µ) has q4 + q2+1 < q4+ q3 +1 elements, and does contain q4 points
of weight one. Note that in this case, the maximum field of linearity is Fq2 .
Remark 12. Note that, for general sets, from the condition “every line meets a set in 1
mod pe points, but not every line meets in 1 mod pe+1 points” does not need to follow that
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e is a divisor of t, and hence, that Fpt has a subfield Fpe. For an example of this behaviour,
consider L to be a subline PG(1, q3) in PG(1, q9). By field reduction, L corresponds to a
set T of q3 + 1 elements of a Desarguesian 8-spread S in Π = PG(17, q) such that there
is a 5-dimensional space µ of PG(17, q) meeting each element of T in a plane (the q3 + 1
planes form a Desarguesian subspread of µ). Now let µ′ be a hyperplane of µ, then B(µ′)
consists of the q3 + 1 elements of T ; there is one element of T that meets µ′ in a plane,
and all other elements of T meet µ′ in a line. Now embed Π in PG(26, q) and extend
the Desarguesian spread S in Π to a Desarguesian 8-spread in PG(26, q). Take π to be a
5-space that meets Π in µ′. Then B(π) is an Fq-linear set in PG(2, q
9) of rank 6 which
has size q5 + q3 + 1 < q5 + q4 + 1. Moreover, a line through two points of B(π) meets
B(π) in 1 mod q2 points, and there are (1 + q2)-secants to this set. However, 2 is not a
divisor of 9. Note that in this case, B(µ′) has only points of weight at least 2.
Remark 13. Remark 12 leads us to a crucial point for a possible extension of Theorem
4.1 to general dimension, without having to impose heavy conditions on the point set as
in Theorem 4.4. Namely, it would be useful to deduce whether or not the following holds:
if an Fq-linear set of rank k LU has only points of weight at least 2, is it then true that
LU is an Fqi-linear set for some i > 1? It follows from [2] that this statement is true for
Fq-linear sets of rank n in PG(1, q
n).
If we impose the assumption that there is a hyperplane of PG(r−1, qn) that meets the
linear set in q
r−1−1
q−1
points that span this hyperplane, then it is clear that we can repeat
the argument of Theorem 4.1 and, by induction, obtain the following Theorem:
Theorem 4.4. Let L be an Fq-linear set of rank k spanning PG(r− 1, q
n) (hence k ≥ r)
such that there is at least one hyperplane Π of PG(r− 1, qn) meeting L in exactly q
r−1−1
q−1
points which span Π, then L contains at least qk−1 + qk−2 + . . .+ qk−r+1 + 1 points.
Of course, ideally, we would like to obtain a lower bound for Fq-linear sets of rank
k which span PG(r − 1, qn), where this condition is removed and replace by a different
condition.
Remark 14. In the case r = 3, the imposed condition for Theorem 4.1 is that there is
one line meeting the linear set in an Fq-subline. It is not clear to the authors whether it
is possible to have an Fq-linear set in PG(2, q
n) such that every line meets it in 1 mod q
or 0 points, but not in 1 mod q2 or 0 points, which does not admit a (q + 1)-secant. As
said before, it follows from the work of [9, Corollary 5.2] for blocking sets that it is only
possible for this situation to occur for Fq-linear sets of rank k < n.
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