The celebrated Hoffman-Wielandt theorem reveals the strong stability of the spectrum of a normal matrix under perturbations. Over the past decades, some analogs of the HoffmanWielandt theorem have been developed to characterize the stability of the spectrum of an arbitrary matrix. In this paper, we establish new perturbation bounds to characterize the variation of the spectrum of an arbitrary matrix. The counterparts of the existing results are also given, which are sharper than the existing ones. Moreover, our results have generalized some perturbation bounds for the spectrum of a normal matrix.
Introduction
Let C m×n and U n be the set of all m × n complex matrices and the set of all unitary matrices of order n, respectively. The identity matrix of order n is denoted by I n . For any X ∈ C m×n , let X * , X 2 , and X F denote the conjugate transpose, the spectral norm, and the Frobenius norm of X, respectively. For any M ∈ C n×n , its diagonal part, strictly lower triangular part, and strictly upper triangular part are denoted by D(M ), L(M ), and U(M ), respectively.
For any M ∈ C n×n , we define M M * = M * M . Let A ∈ C n×n and A = A + E ∈ C n×n (E ∈ C n×n is a perturbation) have the spectra {λ i } n i=1 and { λ i } n i=1 , respectively. For any permutation π of {1, . . . , n}, we define
If both A ∈ C n×n and A = A + E ∈ C n×n are normal, Hoffman and Wielandt [6] proved that there exists a permutation π of {1, . . . , n} such that 4) which is the well known Hoffman-Wielandt theorem. Over the past decades, various analogs of the Hoffman-Wielandt theorem have been established to characterize the variation of the spectrum of a matrix (see, e.g., [9, 17, 2, 4, 7, 10, 16, 8, 12, 11, 13, 14, 18, 3] 5) provided that A ∈ C n×n is normal and A = A+E ∈ C n×n is non-normal. In view of the quantity s(·) defined in (1.2), Li and Sun [12, Theorem 2.3 ] refined the estimate (1.5) and derived that
Recently, Xu and Zhang [18, Theorems 3.6 and 3.10] established that
It is easy to see that the estimates (1.7) and (1.8) are sharper than (1.5) and (1.6), respectively. For more theories on the variation of the spectrum of a normal matrix, we refer to the recent paper [18] . As is well known, for any A ∈ C n×n , there is a nonsingular matrix Q ∈ C n×n such that
where m := max 1≤i≤p m i and E Q := Q −1 EQ. Some applications of the estimate (1.9) can be found, e.g., in [5, 1, 15] . On the basis of (1.6), Li and Chen [11, Theorem 2.1] restudied the variation of the spectrum of an arbitrary matrix and proved that 10) where
F . In this paper, we establish some new perturbation bounds for the spectrum of an arbitrary matrix based on the estimates (1.7) and (1.8). For comparison, we here exhibit the counterparts of (1.9) and (1.10) (see Theorems 3.1 and 3.4), i.e.,
(1.12)
Theoretical analysis suggests that our results (1.11) and (1.12) are sharper than (1.9) and (1.10), respectively; see Remarks 3.1 and 3.4 for details. Furthermore, if the original matrix A is normal, the estimates (1.11) and (1.12) will reduce to (1.7) and (1.8), respectively. The rest of this paper is organized as follows. In Section 2, we introduce some auxiliary results, which play an important role in our analysis. In Section 3, we develop some new upper bounds to characterize the variation of the spectrum of an arbitrary matrix. Finally, some conclusions are given in Section 4.
Preliminaries
In this section, we introduce some useful lemmas, which play a fundamental role in our analysis.
The first lemma gives an upper bound for
, which is invariant under a unitary similarity transformation.
From the inequality (2.1), we can readily observe that M is a diagonal matrix if δ(M ) = 0. Indeed, M must be a scalar matrix (i.e., M = µI n for some µ ∈ C), which can be seen from the following lemma.
it follows that m ij = 0 (∀i = j) and m ii = const (∀i = 1, . . . , n), i.e., M is a scalar matrix.
In order to analyze the variation of the spectrum of an arbitrary matrix, we need the following perturbation bounds for the spectrum of a normal matrix (see [18, Theorems 3.6, 3.10, and 4.2]). Lemma 2.3. Let A ∈ C n×n be a normal matrix with spectrum {λ i } n i=1 , and let A = A+E ∈ C n×n with spectrum
, where E ∈ C n×n is a perturbation. Then there exists a permutation π of {1, . . . , n} such that
2)
In particular, if A is Hermitian, then there exists a permutation π of {1, . . . , n} such that
For any A ∈ C n×n , there exists a nonsingular matrix Q ∈ C n×n such that
where each
is a Jordan block with the form
where T i = diag 1, ε, . . . , ε m i −1 for all i = 1, . . . , p. Then we have
where Λ = diag λ 1 I m 1 , . . . , λ p I mp and Ω = diag Ω 1 , . . . , Ω p with
Under the above settings, we can show that the following lemma holds, which is the foundation of our analysis.
Lemma 2.4. Let A ∈ C n×n have the decomposition (2.5), and let A = A + E, where E ∈ C n×n is a perturbation. Let Λ = diag λ 1 I m 1 , . . . , λ p I mp and T = diag T 1 , . . . , T p , where T i = diag 1, ε, . . . , ε m i −1 for all i = 1, . . . , p. Then, for any 0 < ε ≤ 1, it holds that
where
Proof. From (2.6), we have that
which yields
we get
(ii) It is easy to see that
. . , p and j = 2, . . . , m i , we obtain
Re tr(
1)), it follows that
(iii) Furthermore, we can easily see that
Combining (2.8), (2.9), (2.10), and (2.11), we can derive the inequality (2.7) immediately.
Main results
In this section, we develop some new upper bounds to characterize the variation of the spectrum of an arbitrary matrix based on the estimate (2.7).
Complex eigenvalues case
In this subsection, we consider the (general) case that the eigenvalues of A ∈ C n×n are complex. Using (2.2) and (2.7), we can obtain the following estimate for D 2 , which is sharper than (1.9).
Theorem 3.1. Let A ∈ C n×n have the decomposition (2.5), and let A = A + E, where E ∈ C n×n is a perturbation. Assume that the spectra of A and A are {λ i } n i=1 and { λ i } n i=1 , respectively. Then there exists a permutation π of {1, . . . , n} such that
Proof. Observe that Λ = diag(λ 1 , . . . , λ n ) is normal and the spectrum of
. In view of (2.2), we obtain
By (2.7), we have
The estimate (3.1) then follows immediately by using the following results:
This completes the proof.
Due to
it follows that
which is the first estimate in (1.9). On the other hand, if E Q F ≥ 1, then (3.1) reads
which is the second estimate in (1.9). Therefore, the estimate (3.1) is sharper than (1.9).
The following two estimates for D 2 are based on the different constraints for E Q .
Theorem 3.2. Under the assumptions of Theorem 3.1, there exists a permutation π of {1, . . . , n} such that
Direct computation yields
Using the similar argument as in Theorem 3.1, we can derive the estimate (3.2).
Theorem 3.3. Under the assumptions of Theorem 3.1, there exists a permutation π of {1, . . . , n} such that
where the conditions C 1 and C 2 are given by
Proof. We first note that A is diagonalizable if and only if n = p, or, equivalently, m = 1.
(i) If A is diagonalizable, then T = I n , n = p, and m = 1. In this case, (2.7) reduces to
Using (2.2), we obtain
(ii) If A is not diagonalizable, then n > p and m > 1. Straightforward calculation yields
where Φ (ε) denotes the derivative of Φ(ε) with respect to ε. Evidently,
Then we set
The rest of the proof is similar to Theorem 3.1.
Remark 3.2. We remark that (3.3) has contained the diagonalizable case (i). More specifically, if A is diagonalizable, then the condition C 2 is satisfied. From (3.3), we have that
which is consistent with (3.4).
Remark 3.3. If A ∈ C n×n is normal, then Q can be chosen as a unitary matrix. In this case, the estimates (3.1), (3.2) , and (3.3) all reduce to
which is exactly (2.2). In other words, these results have generalized the estimate (2.2).
Analogously, using (2.3), we can derive the following three estimates for D 2 .
Theorem 3.4. Under the assumptions of Theorem 3.1, there exists a permutation π of {1, . . . , n} such that
Because
F , which is the first estimate in (1.10). On the other hand, if E Q F ≥ 1, then (3.5) reads
we obtain
F . which is the second estimate in (1.10). In conclusion, the estimate (3.5) is sharper than (1.10).
Theorem 3.5. Under the assumptions of Theorem 3.1, there exists a permutation π of {1, . . . , n} such that 6) where
Theorem 3.6. Under the assumptions of Theorem 3.1, there exists a permutation π of {1, . . . , n} such that Remark 3.5. If A ∈ C n×n is normal, then (3.5), (3.6), and (3.7) will reduce to
which is exactly the estimate (2.3).
Example 3.1. For any A ∈ C n×n , taking E = tI n with 0 < |t| < 
Real eigenvalues case
If the eigenvalues of A ∈ C n×n are all real, then we can get the following more accurate estimates by applying (2.4).
Theorem 3.7. Let A ∈ C n×n have the decomposition (2.5), and let A = A + E, where E ∈ C n×n is a perturbation. Let {λ i } n i=1 and { λ i } n i=1 be the spectra of A and A, respectively. If λ i are all real, then there exists a permutation π of {1, . . . , n} such that
