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[1] The transport and acceleration of low-energy electrons (50–250 keV) from the plasma
sheet to the geostationary orbit were investigated. Two moderate storm events, which
occurred on 6–7 November 1997 and 12–14 June 2005, were modeled using the Inner
Magnetosphere Particle Transport and Acceleration model (IMPTAM) with the boundary set
at 10RE in the plasma sheet. The output of the IMPTAM was compared to the observed
electron fluxes in four energy ranges (50–225 keV) measured by the Synchronous Orbit
Particle Analyzer instrument onboard the Los Alamos National Laboratory spacecraft. It was
found that the large-scale convection in combination with substorm-associated impulsive
fields is the drivers of the transport of plasma sheet electrons from 10RE to geostationary orbit
at 6.6RE during storm times. The addition of radial diffusion had no significant influence on
the modeled electron fluxes. At the same time, the modeled electron fluxes are one (two) order
(s) smaller than the observed ones for 50–150 keV (150–225 keV) electrons, respectively,
most likely due to inaccuracy of electron boundary conditions. The loss processes due to
wave-particle interactions were not considered. The choice of the large-scale convection
electric field model used in simulations did not have a significant influence on the modeled
electron fluxes, since there is not much difference between the equipotential contours given by
the Volland-Stern and the Boyle et al. (1997) models at distances from 10 to 6.6RE in the
plasma sheet. Using the TS05 model for the background magnetic field instead of the T96
model resulted in larger deviations of the modeled electron fluxes from the observed ones due
to specific features of the TS05 model. The increase in the modeled electron fluxes can be as
large as two orders of magnitude when substorm-associated electromagnetic fields were taken
into account. The obtained model distribution of low-energy electron fluxes can be used as an
input to the radiation belt models. This seed population for radiation belts will affect the local
acceleration up to relativistic energies.
Citation: Ganushkina, N. Y., O. A. Amariutei, Y. Y. Shprits, and M. W. Liemohn (2013), Transport of the plasma sheet
electrons to the geostationary distances, J. Geophys. Res. Space Physics, 118, 82–98, doi:10.1029/2012JA017923.
1. Introduction
[2] The distribution of low-energy electrons with energies
from approximately 10 to 250 keV, which is the seed popu-
lation, is critically important for the radiation belt dynamics.
During periods with sufficiently high phase space density in
the plasma sheet [e.g., Huang and Frank, 1986; Christon
et al., 1989; Taylor et al., 2004] and strong convective
driving, these particles may serve as a source of MeV
particles. Radiation belt models need to specify the flux at
a low-energy boundary at all L-shells. Quite often, the lower
energy boundary condition is fixed at several keV. However,
the electron flux at these energies varies significantly with
geomagnetic activity. Satellite measurements cannot provide
continuous measurements of tens to a few hundreds of keV
at all magnetic local time (MLT) and L-shells.
[3] An examination of near-Earth and plasma sheet densi-
ties, temperatures, and entropies showed that the plasma
sheet is usually spatially homogeneous [Borovsky et al.,
1998]. Friedel et al. [2001] analyzed the electron data from
the Polar HYDRA instrument [Scudder et al., 1995] with the
coverage of the inner magnetospheric region at radial
distances from 2 to 9 RE and geosynchronous data measured
by the Los Alamos National Laboratory (LANL) Magneto-
spheric Plasma Analyzer (MPA) [Bame et al., 1993]. They
showed that the simple corotation and convection electric
field can describe rather well the average properties of trans-
port for these particles for a wide range of geomagnetic
activity and over a large part of the inner magnetosphere.
Recently, Kurita et al. [2011], using the electron data from
the THEMIS spacecraft from 2007 to 2009, derived global
phase space density (PSD) distributions of plasma sheet
electrons (2–100 eV/nT) to examine the transport process
of the electrons into the inner magnetosphere and possible
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loss mechanisms of plasma sheet electrons during convec-
tive transport. They reconfirmed the previous results accor-
ding to which the large-scale convection electric field
controls the electron transport to the inner magnetosphere.
The gradual decrease in PSD observed in the morning sector
was attributed to the existence of the loss of plasma sheet
electrons as a result of pitch angle scattering by whistler
mode chorus. Particle tracing studies [e.g., Elkington et al.,
2004] have shown that, during times of strong convection,
tens of keV plasma sheet electrons can have access to
geosynchronous orbit, and in the process of diffusion can
be accelerated to MeV energies. Similarly, local acceleration
depends on injection of plasma sheet electrons into near-
Earth space [e.g., Mauk and Meng, 1983; Kerns et al.,
1994; Shprits et al., 2009]. Miyoshi et al. [2006] combined
the relativistic ring current-atmosphere interactions model
(RAM) [Jordanova et al., 1996, 2003], which reproduces
the convective transport of electrons with a radial diffusion
model to simulate the October 2001 storm. Their study
concluded that additional in situ energization was required
to explain the observations.
[4] Several studies have shown that during disturbed
conditions earthward transport of plasma and magnetic flux
occurs in the form of short-duration, high-speed plasma
flows, rather than as slow, steady convection [Baumjohann
et al., 1990; Angelopoulos et al., 1992]. Recently, there
have been quite a few studies on the dipolarization fronts
observed during substorms [Sergeev et al., 2009; Runov
et al., 2011, 2012; Birn et al., 2012]. The main observa-
tional characteristics of these fronts include [Runov et al.,
2012]:
[5] (1) rapid (1 to a few seconds) increase in Bz
accompanied by rapid decrease in the plasma density, often
preceded by a short Bz dip and followed by gradual Bz
decrease at time scale of a minute;
[6] (2) enhancement in electric field (up to 10mV/m)
during a few tens of seconds;
[7] (3) gradual increase in energetic ion flux, which stars
30 s ahead of the front;
[8] (4) rapid, step-like increase or decrease in energetic
electron flux.
There is no definite answer about the relationship (if any)
between the fronts and the global substorm dipolarization
observed at geosynchronous orbit. There exist some assump-
tions that the substorm dipolarization is a cumulative effect
of braking fronts [Lyons et al., 2012]. However, there is
not enough evidence for that.
[9] At the same time, there exist observational and mode-
ling results for the electric fields in different scales in
the inner magnetosphere during substorms and storms.
Substorms often occur during storms, and together with the
large-scale convection electric field, smaller-scale inductive
electric fields make their contribution to particle transport
and acceleration in the plasma sheet. Observations show that
substorm-associated electric fields usually display a very
complicated behavior [Maynard et al., 1996]. The intense
electric fields with a strong impulsive component with
amplitudes of up to even several tens of mV/m have been
detected deep in the inner magnetosphere (3–4RE) during
the substorm onset [Shepherd et al., 1980; Aggson et al.,
1983; Cattell and Mozer, 1984; Wygant et al., 1998;
Rowland and Wygant, 1998; Tu et al., 2000]. These fields
were found to be coincident with braking of the fast flows
and correlated with magnetic field dipolarization in the inner
central plasma sheet [Slavin et al., 2002; Nakamura et al.,
2002]. At the same time, dipolarization fronts do not
penetrate deeper than geostationary distances (A. Runov,
private communication, 2012). The origin of strong tran-
sient electric fields at substorm onset and their detailed
relationship to the magnetic field dipolarization is still an
open question.
[10] Substorms are generally associated with injection of
electrons of energy up to only a few hundred keV [Cayton
et al., 1989; Baker et al., 1989]. Birn et al. [1997, 1998]
have investigated particle injections using geosynchronous
observations and test particle tracing in the fields generated
by a three-dimensional MHD simulation of the magnetotail
neutral line formation and dipolarization. Test particle simu-
lations by Birn et al. [1997, 1998] can explain the initial rise
of the particle injection at geosynchronous orbit at different
local times near midnight. Several models have been
proposed to explain particle injections [Li et al., 1998;
Zaharia et al., 2000; Sarris et al., 2002]. The models are
built on the idea that a perturbation farther out in the magne-
totail propagates inward, probably in the form of bursty bulk
flows, and produces dipolarization and dispersionless injec-
tions. So far these models give good agreement with the
observed dispersionless electron injections at geostationary
orbit [Ingraham et al., 2001; Li et al., 2003; Mithaiwala
and Horton, 2005; Liu et al., 2009]. Glocer et al. [2011]
made simulations with the Space Weather Modeling
Framework [Tóth et al., 2005] configured with global
magnetosphere, radiation belt, ring current, and ionosphere
electrodynamics model. They concluded that storm-time
dipolarization events in the magnetospheric magnetic field
result in strong radial transport and energization of radiation
belt electrons.
[11] Although many studies address the modeling of the
electron injections from the plasma sheet, the question of
the relative importance of the large-scale convection and
substorm-associated fields in the transport and acceleration
of low energy electrons of less than 100 keV from the
near-Earth plasma sheet to the geostationary orbit remains
open. Another important factor for relativistic electron
dynamics is the background conditions in the inner magne-
tosphere. Magnetic field distortions lead to huge reductions
in particle flux (known as the Dst effect [Kim and Chan,
1997]), and the topology of this field depends on the ring
current [Parker and Stewart, 1967; Tsyganenko and Sitnov,
2005] and near-Earth tail current [Ganushkina et al., 2010].
[12] In the present paper, we investigate the low energy
electron (50–250 keV) transport and acceleration from the
plasma sheet to geostationary orbit. We specifically study
the roles of large-scale convection and substorm-associated
fields. We use the Inner Magnetosphere Particle Transport
and Acceleration model (IMPTAM) [Ganushkina et al.,
2005, 2006, 2012b] with the boundary at 10RE in the plasma
sheet, where we set boundary conditions for the low-energy
electrons following Tsyganenko and Mukai [2003]. We
model two moderate storm events, which occurred on 6–7
November 1997 and 12-14 June 2005. We follow the evolu-
tion of the electron distribution function from 10RE to
6.6RE in two different magnetic field models and two
electric field models. Moreover, we launch a series of
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substorm-associated electromagnetic pulses at substorm
onsets to represent the changes, which occur during
substorm dipolarizations. The output of the IMPTAM
modeling is compared to the observed electron fluxes in four
energy ranges (50–250 keV) measured onboard the LANL
spacecraft by the Synchronous Orbit Particle Analyzer
(SOPA) instrument [Belian et al., 1992]. The obtained
model distribution of low-energy electron fluxes can be used
as an input to the radiation belts models for local acce-
leration up to relativistic energies and for modulating the
relativistic electron phase space density.
2. Storm Event Overview
[13] Two moderate storm events were selected for the pres-
ent study. Figure 1 presents an overview of the first modeled
coronal mass ejection (CME)-driven storm, which occurred
on 6–7 November 1997. The solar wind and the interplane-
tary magnetic field (IMF) data were obtained from the Wind
spacecraft, including about 40min time shift for propagation
to the Earth’s magnetopause. The AE, Kp, and SymH indices
data were obtained from the World Data Center C2 for
Geomagnetism, Kyoto. As seen in Figure 1, the storm that
occurred on 6–7 November 1997 was of a moderate inten-
sity. On 6 November, the IMF Bz (Figure 1a) fluctuated
around 0 and dropped to 15 nT at the end of the day at
around 2300 UT. Together with the Bz drop, at 2210 UT
there was an increase of the Vx component of the solar wind
speed (Figure 1b) from 330 km/s up to 460 km/s. On the
same day, 6 November, the solar wind dynamic pressure
(Figure 1c) was about 3 nPa, increasing up to about 10 nPa
at about 2200 UT. The AE index (Figure 1d) had several
peaks with its highest magnitudes of about 1300 nT at
0200 UT and 1500 nT at 0500 UT on 7 November. The Kp
index (Figure 1e) reached 7 during the storm maximum.
The SymH index (Figure 1f) reached 120 nT at about 0400
UT on 7 November and recovered to 20 nT by the end of
the day.
[14] Figure 2 presents an overview of the second modeled
storm, which occurred on 12–14 June 2005. This storm was
also a CME storm, when IMF Bz (Figure 2a) fluctuated
around zero in the beginning of 12 June, then turned nega-
tive around 1330 UT and reached 15 nT for a short time,
then went northward and finally dropped from +10 nT to
15 nT at 1700 UT and stayed negative till the end of 13
June. At the same time with the variations and drop of
IMF Bz, the Vx component (Figure 2b) of the solar wind
speed increased from 320 km/s up to 490 km/s. Solar wind
dynamic pressure (Figure 2c) showed a peak of 12 nPa
around 0820 and 0950 UT and later of 10 nPa at 1640 UT
on 12 June. The AE index (Figure 2d) had several peaks with
its highest magnitudes of 2000 nT at 1850 UT on 12 June
and later with a magnitude of about 1400 nT on 13 June.
The Kp index (Figure 2e) reached 7 during the storm main
phase. The SymH index (Figure 2f) started to drop from
positive to negative values at 1745 UT on 12 June and
reached 110 nT at about 0330 UT on 13 June and recov-
ered to 10 nT by the end of 14 June.
3. Modeling Approach
3.1. Inner Magnetosphere Particle Transport and
Acceleration Model
[15] The Inner Magnetosphere Particle Transport and
Acceleration Model (IMPTAM), developed by Ganushkina
et al. [2001]; Ganushkina et al. [2005, 2006], follows distri-
butions of ions and electrons with arbitrary pitch angles from
the plasma sheet to the inner L-shell regions with energies
Figure 1. Overview of modeled magnetic storm on 6–7
November 1997 (see text).
Figure 2. Overview of modeled magnetic storm on 12–14
June 2005 (see text).
GANUSHKINA ET AL.: TRANSPORT OF PLASMA SHEET ELECTRONS
84
reaching up to hundreds of keVs in time-dependent
magnetic and electric fields. The detailed description was
presented recently in Ganushkina et al. [2012b]. We trace
a distribution of particles in the guiding center, or drift,
approximation, and the drift velocities are considered such
that relativistic effects for electrons are taken into account.
[16] The drift velocity is a combination of the velocity VEB
due to EB drift VEB= (EB)/B2, where E and B
are electric and magnetic fields, respectively, and the
velocities of gradientVr and curvature Vcur driftsVr þ Vcur ¼
mv2⊥
 
= 2qB2ð Þ B  r Bð Þ þ mv2k
 
= qR2cB
2
 
Rc  Bð Þ
[Roederer, 1970], wherem is the particle mass, q is the particle
charge, v⊥ and vk are the particle velocities perpendicular and
parallel to the magnetic field, respectively, Rc is the radius of
curvature of the magnetic field line (r⊥B= (B/Rc)n, where
n is the unit normal vector along the radius of curvature). We
assume that the first and second adiabatic invariants are con-
served.We consider the bounce-average drift velocity after av-
eraging over one bounce of EB magnetic drift velocities
[Roederer, 1970]
v0h i ¼ E0  B0
B20
þ 2p
qtb B0
rI  e0; (1)
where E0 and B0 are the electric and magnetic fields in the
equatorial plane, respectively, p is the particle’s momentum,
tb is the particle’s bounce period, I ¼
Z S0m
Sm
1 B sð Þ
Bm
h i1=2
ds,
Sm and S0m are the mirror points, B(s) is the magnetic field
along magnetic field line, Bm is the magnetic field at the
mirror point, and e0 is the unit vector in the direction of
the magnetic field B0.
[17] The changes in the distribution function f(R,f,t,
Ekin,a), where R and f are the radial and azimuthal coordi-
nates in the equatorial plane, respectively, t is the time, Ekin
is the particle energy, and a is the particle pitch angle, are
obtained by solving the following equation:
df
dt
¼ @f
@f
Vf þ @f
@R
VR þ sources losses; (2)
where Vf and VR are the azimuthal and radial components of
the bounce-average drift velocity. Liouville’s theorem is
used to gain information of the entire distribution function
with losses taken into account.
[18] If we know the distribution function f(R,f,t,Ekin,a) of
particles at a time moment t1, then we can obtain the distri-
bution function of particles at a time moment t2 = t1 +Δt,
by computing the drift velocity of the particles. The distribu-
tion function at t2 will not be the same as at t1 at the
corresponding positions, since we need to take into account
the phase-space-dependent losses (tloss). The final distribu-
tion function at t2 will be f(t2) = f(t1)exp(Δt/tloss).
[19] After that for the obtained distribution, we apply
another process that IMPTAM is able to take into account,
which is the radial diffusion. Radial diffusion plays a role
in electron energization [Fälthammar, 1965; Schulz and
Lanzerotti, 1974; Brautigam and Albert, 2000]. We solve
the radial diffusion equation [Schulz and Lanzerotti, 1974]
for the distribution function from equation (2):
@f
@t
¼ L2 @
@L
L2DLL
@f
@L
 
 f
teL
; (3)
where teL is the electron lifetime, and DLL is the radial diffu-
sion coefficient. Kp-dependent radial diffusion coefficients
DLL for the magnetic field fluctuations are computed follo-
wing Brautigam and Albert [2000] using
DLL ¼ 100:056Kp9:325L10: (4)
Since diffusion by the magnetic field fluctuations at L> 3
dominates diffusion produced by electrostatic field fluctua-
tions [Shprits and Thorne, 2004], we ignore the electrostatic
component of the radial diffusion coefficient.
[20] At the next time step we repeat the order of calcula-
tion: first we solve transport with losses with equation (2)
and then apply the diffusion with equation (3).
[21] The purpose of this study is to investigate how the
convection and substorm-associated fields can bring plasma
sheet electrons inward; thus, we neglect losses and assume
that electron lifetime teL is infinite and consider only
convection outflow as a loss process when following the
low-energy electrons from 10RE to 6.6RE.
3.2. Representations for Boundary Conditions and
Magnetic and Electric Fields Used in Simulations
[22] To study the transport of the plasma sheet electrons to
geostationary orbit, we set the model boundary at 10RE. For
the electron distribution at the boundary we used a kappa
distribution function with n and T given by the empirical
model derived from Geotail data by Tsyganenko and Mukai
[2003]. The electron number density is assumed to be the
same as that for ions in the model. However, for the electron
temperature, the correction factor Te/Ti = 0.2 is taken into
account (as was shown, for example, in Kaufmann et al.
[2005] and Wang et al. [2012], based on Geotail and
THEMIS data). We also introduced a time shift of 2 h
following Borovsky et al. [1998], who found that solar wind
material reaches the midtail plasma sheet in about 2 h by
investigating the time lags between the solar wind density
and the plasma sheet density statistically and on a case-
by-case basis.
[23] We set the model boundary at 10RE at all MLTs with
n and T given by Tsyganenko and Mukai [2003] model
derived mainly for the nightside plasma sheet. This is not a
problem, since on the dayside, the particles move outward,
not inward, when we start to follow their motion. We trace
the magnetic field lines and consider only closed magnetic
field lines. If the particles happen to be on the open magnetic
field lines, they are considered lost. So, the motion of the
magnetopause (given, actually, by Tsyganenko magnetic
field model used in calculations of the magnetic field lines)
is taken into account and, therefore, the outflow loss too.
Whatever the electric field is on the dayside, we follow the
particles in it and in the magnetic field and follow only the
particles which stay on the closed magnetic field lines.
[24] As an example, Figure 3 presents the perpendicular
electron temperature in keV (Figure 3a) and number density
at midnight (Figure 3c) as observed by LANL MPA instru-
ment at geostationary orbit, the electron temperature in
keV (Figure 3b) and number density at midnight (Figure 3d)
as computed using the empirical model derived from Geotail
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data by Tsyganenko and Mukai [2003], and the observed
SymH index for magnetic storm on 6–7 November 1997
(Figure 3e). The number density n and perpendicular
temperature (T⊥) estimates at geostationary orbit (Figures 3a
and 3c) were obtained using data from the LANL MPA
instrument measuring ions in the energy range 0.1–40 keV.
During the period of 6–7 November 1997 storm, data from
four LANL spacecraft, 1990-095, 1991-080, 1994-084,
and LANL-97A, were available. The number density and
perpendicular and parallel temperatures were created from
measurements obtained within 4 h of local time around
midnight. Values were averaged when more than one space-
craft were simultaneously in that region. When no satellites
were near midnight, the data were interpolated linearly.
[25] As expected, the model electron temperature and
number density at 10RE (Figures 3b and 3d) differ from
those ones at 6.6 RE, showing rather different time-
dependent profiles and up to twice as high values at
geostationary. It is very important to have an adequate
model for time-dependent boundary conditions, when we
study the electron transport from the plasma sheet. The
Tsyganenko and Mukai [2003] model is the best we can
use for time-dependent boundary conditions at 10 RE in
the present study.
[26] The evolution of the modeled electron distributions
was followed using combinations of several representations
for magnetic and electric fields. We use a dipole model for
the internal magnetic field. For the external magnetic field
two different representations were used:
[27] (1) T96 [Tsyganenko, 1995] with Dst, Psw, and IMF
By and Bz as input parameters;
[28] (2) Tsyganenko and Sitnov TS05 [Tsyganenko and
Sitnov, 2005] with Dst, Psw, IMF By and Bz, and six variables
Wi, i= 1, 6 as input parameters. The variables W enter in the
six magnitude coefficients for the magnetic fields from each
source and are calculated as time integrals dependent on solar
wind and IMF parameters from the moment in time when
IMF Bz turns southward.
[29] The electric field representations include
[30] (1) Kp-dependent Volland-Stern VS [Volland, 1973;
Stern, 1975] convection electric field;
[31] (2) Boyle et al. [1997] polar cap potential dependent
on solar wind and IMF parameters applied to a Volland-
Stern type convection electric field pattern.
3.3. Substorm-Associated Impulsive Electric and
Magnetic Fields
[32] One of the advantages of the IMPTAM model is the
ability to simulate the full pitch-angle distribution of parti-
cles and utilize any magnetic or electric field configuration.
In addition to the large-scale fields, transient fields associ-
ated with the dipolarization process in the magnetotail
during substorm onset are included. The origin of strong
transient electric fields at substorm onset and their detailed
relationship to the magnetic field dipolarization is still an
open question. However, several models have been
proposed to explain particle injections [Li et al., 1998;
Zaharia et al., 2000; Sarris et al., 2002]. In our study, we
use Li et al. [1998] model with modifications for pulse
velocity introduced by Sarris et al. [2002] to represent the
dipolarization process. The dipolarization was modeled as
an earthward-propagating electromagnetic pulse of localized
radial and longitudinal extent. During this dipolarization
process, the northward equatorial magnetic field increases
due to a temporally and spatially varying westward electric
field. The electric field is modeled as a time-dependent
Gaussian pulse with a purely azimuthal electric field compo-
nent that propagates radially inward at a decreasing velocity,
decreases away from midnight, and is partially reflected
near the plasmapause. The earthward propagation speed
decreased as the pulse moved inward to mimic the breaking
of the flows. According to Li et al. [1998], the pulse is
present during about 10min.
[33] In the spherical coordinate system (r, θ,f), where
r= 0 at the center of the Earth, θ = 0 defines the equatorial
Figure 3. (a) Perpendicular electron temperature in keV as
observed by LANL MPA instrument at geostationary orbit
and (b) electron temperature in keV as computed using the
empirical model derived from Geotail data by Tsyganenko
and Mukai [2003], (c) number density from LANL MPA
and (d) number density given by Tsyganenko and Mukai
[2003] at midnight with (e) the observed SymH index for
magnetic storm on 6–7 November 1997.
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plane and f= 0 is at local noon (positive eastward), the
electric field is given by
E’ ¼ e^fE0 1þ c1cos f f0ð Þð Þpexp x2
 
(5)
where x= [r ri + v(r)(t ta)]/d determines the location of
the maximum value of the pulse, v(r) = a + br is the pulse
front velocity as a function of radial distance r, d is the
width of the pulse, c1(> 0) and p(> 0) describe the local
time dependence of the electric field amplitude, which is
largest at f0, ta = (c2/va)(1 cos(ff0)) represents the
delay of the pulse from f0 to other local times, c2 deter-
mines the magnitude of the delay, va is the longitudinal
speed of the pulse (assumed constant),and ri is a parameter
in the simulation that determines the arrival time of
the pulse.
[34] Equation (5) can generally be viewed as a product of
three main terms:
[35] (1) E0, which can be seen as a weight of the
magnitude of the pulse and can be manipulated to vary
the absolute value of the amplitude of the pulse;
[36] (2) (1 + c1cos(ff0))p is the term that describes the
local time dependence of the electric field amplitude and
ensures largest values of the pulse at f0; and
[37] (3) the exponential term e x
2ð Þ ¼ e rriþv rð Þ ttað Þ½ =d
that is responsible for the inward propagation of the pulse
front. The exponential term determines the shape and the
speed of the propagation front of the pulse and it is highly
dependent of the width of the propagating impulsive
electric field.
[38] Figure 4 shows the evolution of the electric and
magnetic fields from the pulse at 10, 8, 6, and 4RE. The
electric and magnetic fields were computed for the pulse
with initial amplitude E0 of 4mV/m. At 10 RE, the electric
field of the pulse reaches 60mV/m and the magnetic field
is about 220 nT. Already at 6RE, the electric field decreases
down to 8mV/m and magnetic field to 30 nT. The relation
between the electric and magnetic fields is similar as in
Li et al. [1998] and Sarris et al. [2002]. We introduced a
normalization coefficient AEmax = 1024 for the electric pulse
amplitude since using directly the equation (1) from Sarris
et al. [2002] gives unrealistic numbers for maximum Ef at
midnight [Ganushkina et al., 2005]. Following Sarris et al.
[2002], we used f0 = 0, c1 = 1, c2 = 0.5RE, a=53.15 km/s, b=
0.0093 s- 1, p=8, va=20 km/s, ri=100RE, and d=4  107 m.
The magnetic field disturbance from this dipolarization
process was obtained from Faraday’s law (@ B/@ t=rE).
The total fields are always used in the drift velocity
calculations.
[39] There are two main input parameters, the amplitudes
and the times of pulses, which must be specified, when mode-
ling a storm development with a series of substorm-associated
pulses. We launch a pulse at each substorm onset during the
period of a modeled storm. The substorm onsets and the
peaks have been automatically detected by a routine that
locates steep gradients and local maxima in AL and AE indices
[Amariutei and Ganushkina, 2012]. The algorithm enables us
to launch pulses at every substorm onset, at a precise time. The
amplitude of the pulse has been scaled accordingly to the
amplitudes of the AE peaks. Assuming a baseline value
E0 = 4mV/m for AE index of 1000 nT [Sarris et al., 2002],
we set the ratio of the pulse amplitudes similar to the ratios
of the peak values in the AE index. Figure 5 shows the AE
index for the 6–7 November 1997 storm with times of
substorm onsets marked by vertical lines and Table 1 presents
the times of substorm onsets, corresponding peak magnitudes
of the AE index, and amplitudes E0 of the launched pulses.
[40] Figure 6 shows the AE index for the 12–14 June 2005
storm with times of substorm onsets marked by vertical lines
and Table 2 presents the times of substorm onsets,
corresponding peak magnitudes of the AE index, and ampli-
tudes E0 of the launched pulses.
[41] It is necessary to mention that after the pulse has gone,
there exists a residual magnetic field [Li et al., 1998, Figure 1].
This is the magnetic field from the pulse which does not disap-
pear but continues to contribute to the total magnetic field.
When a set of pulses is launched, the residual magnetic field
causes non-realistic gradients in the total magnetic field and
non-realistic behavior of particle trajectories. Therefore, we
have introduced a damping mechanism that switches on a
decay of the disturbance magnetic field from the pulse with a
damping decrement t. This moment corresponds to the end
of the active phase of the pulse. It is determined from the ratio
between the magnetic field changes with time @B@t (computed
from the Maxwell equation @B@t ¼ r E), and the magnetic
field changes, which provide a decrease of the current intensity
of the magnetic field B by a factor of e during the time of t =15
min. If this ratio is smaller than 1, then the magnetic field from
the pulse starts to decrease as B(t) =B(t=0)exp(t/t). The
physical interpretation of this procedure is that after becoming
more dipolar during the substorm onset, the magnetic field
lines should return to their more tail-like configuration during
the substorm recovery.
4. Modeling Results: Comparison of Electron
Fluxes at Geostationary Orbit with LANL
Observations
[42] The output of the IMPTAM modeling was compared
to the observed electron fluxes in four energy ranges
measured onboard LANL spacecraft by the SOPA instru-
ment for 6–7 November 1997 and 12–14 June 2005 storms.
The variability of fluxes observed on LANL is a result of a
delicate balance of non-adiabatic acceleration, loss to the
magnetopause, and adiabatic changes and variations in
MLT. Accurate modeling of observed fluxes is a challenging
task and needs to account for all these competing processes.
Although we show the comparison for all MLTs, it should
be noted that modeled electrons move only by EB and
magnetic drifts with the only loss process of convective
outflow on the magnetopause. No other loss processes are
taken into account when the modeled electrons come from
the plasma sheet and reach the geostationary orbit at other
than nightside MLTs. Thus, the most appropriate compa-
rison can be made on the nightside.
4.1. Influence of the Choice of the Electric Field Model
[43] First, we investigated the possible influence of choice
of the electric field model on the modeled electron fluxes along
the orbits of LANL satellites. Figure 7a shows the measured
pitch angle averaged electron fluxes at geostationary orbit by
SOPA instrument onboard LANL 1994-084 satellite and
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Figure 4. Illustration of the evolution of the electric and magnetic field from the pulse (a and e) coming
from 10RE, (b and f) decreasing in velocity as it approaches 8RE, (c and g) then 6RE, and (d and h) arrives
to 4RE at a considerable reduced amplitude during 10min. Note that the panels have different Y axis scales.
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Figure 7d onboard LANL-97A satellite during 6–7 November
1997 storm. Four energy channels are presented: 50–75 keV
(black lines), 75–105 keV (pink lines), 105–150 keV (red
lines), and 150–225 keV (blue lines). Yellow and blue
triangles indicate local noon and midnight, respectively. The
LANL SOPA data are in the format of spin-averaged diffe-
rential fluxes (#/(cm2sec sr keV)). The output from the model
is integral flux (#/(cm2sec)) produced by all electrons coming
from all directions with energies in those four energy ranges.
In order to be able to compare the observed and modeled
fluxes more properly, we need to introduce the width of the
energy channel and the solid angle 4p. So, the model electron
fluxes are in model flux/(4pΔE). Figures 7b and 7e present the
modeled electron fluxes obtained using IMPTAM by
following the electron distribution from 10RE to LANL orbits
in the combination of the Tsyganenko T96 magnetic field and
Volland-Stern electric field models. Figures 7c and 7f present
the model electron fluxes obtained with the combination of
the Tsyganenko T96 magnetic field and Boyle et al. [1997]
electric field models.
[44] We start simulations with an empty magnetosphere
and allow the model to spin up for 8 h to produce an initial
state. We show the modeled fluxes (Figures 7b, 7c, 7e,
and 7f) starting from 0800 UT on 6 November. The increase
in the modeled fluxes, which occurred at about 1200 UT on
6 November roughly corresponds to the peak in the data at
around 1400–1500 UT, when the satellite was close to local
midnight. The modeled fluxes are about one order of
Figure 6. AE index for 12–13 June 2005 storm with times of substorm onsets marked by vertical lines.
Figure 5. AE index for 6–7 November 1997 storm with times of substorm onsets marked by vertical lines.
Table 1. Times of Substorm Onsets, Corresponding Peak Magni-
tudes of AE Index, and Amplitudes E0 of the Launched Pulses for
6–7 November 1997
UT AE peak, nT E0, mV/m
6 November 1997
0340 580 3
1455 700 4
2255 1350 7
7 November 1997
0510 1580 8
0820 1100 6
1225 800 4
1500 700 4
Table 2. Times of Substorm Onsets, Corresponding Peak Magni-
tudes of AE Index, and Amplitudes E0 of the Launched Pulses for
12–13 June 2005
UT AE peak, nT E0, mV/m
12 June 2005
0540 601 3
1319 1023 4
1711 2115 8
2240 1391 5
13 June 2005
0121 1452 7
0536 1573 6
0816 1183 4
1153 1203 5
1739 959 4
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magnitude lower than the observed fluxes during this time
(two orders for higher energy electrons with 150–225 keV).
When moving toward noon on 7 November, the modeled
fluxes show another increase, smooth now, which also has
a corresponding peak in the data at about 00 UT 7 November.
There is a pronounced decrease in the modeled fluxes at noon
with fluxes with energies at 150–225 keV almost dropping to
zero. Another drop of the observed fluxes, when the satellite
was at midnight around 1800 UT is seen in the modeled fluxes
but with different magnitudes. In general, the dynamics of the
modeled fluxes follows very approximately the dynamics of
the observed fluxes but the magnitudes have one to two orders
difference. The combination of models for electric and
magnetic fields and boundary conditions used to model the
electron fluxes was not sufficiently accurate for IMPTAM to
be able to reproduce the fluxes.
[45] The Volland-Stern electric field model used to
produce Figure 7b is Kp-dependent, and changes in the
electric field in the magnetosphere occur every 3 h. Figure 7c
presents similar model results but using Boyle et al. [1997]
electric field model, which depends on the IMF and solar
wind parameters, namely, the IMF total magnetic field,
clock angle, and solar wind velocity. As can be seen in
Figure 7c, the general profiles and magnitudes of the
modeled fluxes do not significantly change, when changing
from the Volland-Stern to the Boyle et al. [1997] electric
field model. All features described above are valid for
Figures 7e and 7f, where modeled fluxes were compared to
the measured ones onboard the LANL-97A satellite.
[46] Similarly to Figure 7, Figure 8 shows the measured
electron fluxes at geostationary orbit by SOPA onboard the
LANL-01A satellite and onboard the LANL-02A satellite
together with modeling results but for 12–14 June 2005 storm
event starting at 0800 UT on 12 June. Similarly to the previous
storm, there is one order of magnitude difference between the
observed and modeled fluxes and two orders for electrons with
energies of 150–225 keV that can be clearly seen in Figures 8b
and 8c. The increase of fluxes at all energies seen at 1800 UT
on 12 June can be also seen in the modeled fluxes when using
both Volland-Stern (Figure 8b) and Boyle et al. [1997]
(Figure 8c) electric field models. The drop in the observed
fluxes around 2000 UT appears in the modeled fluxes closer
to the end of the day of 12 June. Modeled fluxes maintain
lower values longer, slowly recovering by 0500 UT on 13
June. A drop in the modeled fluxes around 1000 UT and an
increase in all modeled fluxes at the end of 14 June are observ-
able in the simulation results near noon but such a pronounced
drop is not observable in the measured data. In general, using
the Boyle et al. [1997] electric field model instead of Volland-
Stern did not change the pattern of the modeled fluxes much.
All features described above are valid for Figures 8e and 8f,
where modeled fluxes were compared to the measured ones
onboard LANL02A.
4.2. Influence of the Choice of the Magnetic Field Model
[47] Next, we investigated the possible influence of the
magnetic field choice on the modeled electron fluxes along
the orbits of the LANL satellites. Figure 9a shows the
Figure 7. Electron fluxes at geostationary orbit measured by SOPA instrument onboard (a) LANL 1994-084
satellite and (d) LANL-97A satellite during 6–7 November 1997 storm andmodeled by IMPTAM in (b and e)
Tsyganenko T96 magnetic field and Volland-Stern electric field models and in (c and f) Tsyganenko T96
magnetic field and Boyle et al. [1997] electric field models with Tsyganenko and Mukai [2003] boundary
conditions at 10RE. Yellow and blue triangles indicate the local noon and midnight, respectively.
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Figure 8. Similar to Figure 7 but for 12–14 June 2005 storm when electron fluxes at geostationary orbit
were measured by SOPA instrument onboard LANL-01A and LANL-02A satellites.
Figure 9. Electron fluxes at geostationary orbit measured by SOPA onboard (a) LANL 1994-084 and (d)
LANL-97A during 6–7 November 1997 storm and modeled by IMPTAM in (b and e) the Tsyganenko
T96 magnetic field and Boyle et al. [1997] electric field models and in (c and f) the Tsyganenko and Sitnov
TS05 magnetic field and Boyle et al. [1997] electric field models with Tsyganenko and Mukai [2003]
boundary conditions at 10RE. Yellow and blue triangles indicate the local noon and midnight, respectively.
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measured electron fluxes at geostationary orbit by SOPA
onboard LANL 1994-084 and Figure 9d onboard LANL-97A
during 6–7 November 1997 storm. Figures 9b and 9e present
the modeled electron fluxes obtained by following the electron
distribution from 10RE in the plasma sheet to the LANL orbits
in the combination of the Tsyganenko T96 magnetic field and
Boyle et al. [1997] electric field models. Similarly as was
mentioned above, we compare the observed electron fluxes
with the modeled ones, where the width of the energy channel
and the solid angle are taken into account. Figures 9c and 9f
present the model electron fluxes obtained with the combina-
tion of the Tsyganenko and Sitnov [2005] TS05 magnetic field
and Boyle et al. [1997] electric field models. Similarly to the
previously shown results, we present the modeled fluxes
starting from 0800 UT on 6 November so that the magneto-
sphere is filled with particles after the beginning of our
IMPTAM modeling with the empty magnetosphere.
[48] Comparison between Figures 9b and9 c reveals that
changing from T96 magnetic field model, which is depen-
dent on Dst, IMF and solar wind parameters, to the TS05
model, where each source was parameterized by solar wind
and IMF integrals from the moment in time when the storm
started, does not significantly change the magnitudes of the
modeled fluxes. The modeled electron fluxes are one order
of magnitude lower than the observed ones for the electron
energies from 50 to 150 keV, and about two orders lower
for the high-energy electrons (150–225 keV). The profiles
of fluxes (Figure 9c), when TS05 model was used, are closer
to the observed ones, showing more changes, although not
dramatic. The nightside variations of fluxes observed at
around 1500–1800 UT on 6 November are reflected in the
modeled fluxes as an increase in all energy ranges around
1200–1500 UT. The first observable difference is the higher
values for fluxes and more variations at around 0300–0600
UT on 7 November, when the LANL94 satellite was near
noon. The flux decrease observed at around 1800 UT on 7
November, when the satellite was near midnight, is present
in the model fluxes (Figures 9b and 9c). Comparison with
the electron fluxes observed onboard LANL-97A shows
similar features as described above.
[49] Similarly to Figure 9, Figure 10 shows the measured
electron fluxes at geostationary orbit by SOPA onboard
LANL-01A (Figure 10a) and onboardLANL-02A (Figure 10d)
together with modeling results but for 12–14 June 2005 storm
event. For this storm, using the TS05 model instead of the T96
model resulted in rather different modeled fluxes. The striking
signature is the large increase of the modeled fluxes when
using TS05 around noon in the middle of 12 June (Figure 10c),
which is not seen in the data and was not obtained using the
T96 model (Figure 10b). Later increases and dropouts of the
modeled fluxes have rather different timing compared to the
data and when T96 model was used. The same pattern can
be seen when comparing with LANL-02A data (Figures 10e
and 10f). In general, simulations using the TS05 model
resulted in the modeled electron fluxes much less resembling
observations that simulations using the T96 model.
4.3. Role of Substorm-Associated Electromagnetic Fields
[50] In addition to the large-scale electric and magnetic
fields, we launched several electromagnetic pulses at substorm
onsets determined as sharp increases in theAE index (Figure 5)
with amplitudes given in Table 1 when modeling the 6–7
Figure 10. Similar to Figure 9 but for 12–14 June 2005 storm when electron fluxes at geostationary orbit
were measured by SOPA onboard LANL-01A and LANL-02A.
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November 1997 storm event. Figure 11 presents the electron
fluxes at geostationary orbit (Figure 11a) measured by SOPA
onboard LANL 1994-084 during the 6–7 November 1997
storm and modeled by IMPTAM where the width of the
energy channel and the solid angle are taken into account with
Tsyganenko and Mukai [2003] boundary conditions at 10 RE
in the T96 magnetic field and Boyle et al. [1997] electric
field models (Figure 11b), with the addition of several
substorm-associated electromagnetic pulses (Figure 11c) at
substorm onsets (Figure 5), in the Tsyganenko and Sitnov
TS05 magnetic field and Boyle et al. [1997] electric field
models (Figure 11d), and with the addition of several
substorm-associated electromagnetic pulses (Figure 11e) at
substorm onsets (Figure 5).
[51] As can be seen when comparing Figures 11b and 11c,
the introduction of seven pulses during the modeled storm
event did not change the modeled electron fluxes signifi-
cantly, when the T96 and Boyle et al. [1997] models were
used. The main differences include a sharp increase of the
modeled fluxes at all energies in the beginning of the
modeling on 6 November around 0400–0500 UT, which
corresponds to the initiation of the first pulse at 0340 UT
(see Table 1). LANL 1994-084 was near noon at that time.
Since pulses are coming from the nightside and decrease
toward dawn and dusk, their influence should be seen most
on the nightside. When the satellite moved to the nightside
around 1700 UT, no pulses were launched, and the influence
of the second pulse at 1455 UT has already diminished.
Similar features can be seen in Figures 11d and 11e,
when the TS05 model was used for the magnetic field
instead of T96.
[52] During the 12–14 June 2005 storm, the difference
between the modeled fluxes with and without the influence
of the launched pulses is more evident (see Figures 12b
and 12c, where T96 and Boyle et al. [1997]models were used).
From 0600 to 1800 UT on 12 June, when LANL-01A was on
the dayside, adding pulses resulted in about one order higher
electron fluxes for all energies. We can see (Figure 12c) the
increases in the modeled fluxes around 0600 UT, 1400 UT,
and 1700 UT, which correspond to the pulses launched at
about those times (Figure 6 and Table 2). In the beginning of
Figure 11. Electron fluxes at geostationary orbit measured
by SOPA onboard (a) LANL 1994-084 during 6–7 November
1997 storm and modeled by IMPTAM in (b) T96 magnetic
field and Boyle et al. [1997] electric field models, (c) with
addition of several substorm-associated electromagnetic
pulses at substorm onsets (Figure 5), (d) in Tsyganenko and
Sitnov TS05 magnetic field and Boyle et al. [1997] electric
field models, and (e) with addition of several substorm-
associated electromagnetic pulses at substormonsets (Figure 5)
with Tsyganenko and Mukai [2003] boundary conditions at
10RE. Yellow and blue triangles indicate the local noon and
midnight, respectively.
Figure 12. Similar to Figure 11 but for 12–14 June 2005
storm when electron fluxes at geostationary orbit were mea-
sured by SOPA onboard LANL-01A.
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13 June, LANL-01A moved to the nightside and there is an
evident increase in the modeled fluxes around 0300 UT
(101 #/(cm2sec sr keV) instead of almost 100 for electrons with
energies of 150–225 keV, 102 #/(cm2sec sr keV) instead of
almost 100 #/(cm2sec sr keV) for electrons with energies of
105–150 keV, 103 #/(cm2sec sr keV) instead of 101 for
electrons with energies of 75–105 keV and 104 #/
(cm2sec sr keV) instead of 102 for electrons with energies of
50–75 keV). During that time, two pulses were launched at
2240 UT on 12 June and 0121 UT on 13 June. Another rather
significant difference can be seen around 1200 UT on 13 June,
when LANL-01A came back to the dayside. Electron fluxes
modeled with the influence of the pulses do not show the drop
(Figure 12c), which was seen when using just the T96 and
Boyle et al. [1997] models (Figure 12b) and was not seen in
the data (Figure 12a). The last feature is the increased fluxes
around 1200 UT on 14 June during the storm recovery phase,
when LANL-01Awas on the dayside. Fluxes stayed increased
on the dayside as was on 13 June. The addition of pulses, when
using the TS05 magnetic field model (Figure 12e), shows
similar flux increases associated with the launching times of
pulses (Figure 6 and Table 2) compared to fluxes when the
T96 model was used (Figure 12d). As before, using the
TS05 model with pulses resulted in the modeled electron
fluxes less close to the observed ones than did the fluxes
using the T96 model.
4.4. Role of Radial Diffusion
[53] In addition to drifts, we investigated if radial diffusion
(equations (3) and (4)) has any influence on the modeled
electron fluxes. Although transport via convective and
inductive electric fields is expected to dominate at electron
energies of a few tens of keV, at higher energies of a few
hundred keV transport by radial diffusion should become
more important. Since the agreement between our model and
data becomes poorer at higher energies, here we investigate
whether radial diffusion is capable of substantially increasing
high energy fluxes. We applied the radial diffusion equation
(3) for a range of m values between 0.006 and 6 keV/nT.
At L=10, this corresponds to energies of 0.12–120 keV
(assuming a magnetic field of 20 nT) rising to 0.3–300 keV
(assuming 50 nT) at L=6.6. The diffusion coefficients given
by Brautigam and Albert [2000] were extrapolated to L=10
using the same equation, which means that radial diffusion is
very large at larger L-shells. Thus, our results may only over-
estimate the effects of transport by radial diffusion. Figure 13
Figure 13. Electron fluxes at geostationary orbit (a) measured by SOPA onboard LANL 1994-084
during 6–7 November 1997 storm together with modeled fluxes when different combination of electro-
magnetic fields and transport processes were used, such as (b) T96 and Boyle et al. [1997] models, (c)
T96 and Boyle et al. [1997] models with addition of radial diffusion by equations (3) and (4), (d) T96
and Boyle et al. [1997] models with addition of several substorm-associated electromagnetic pulses at
substorm onsets (Figure 5), and (e) T96 and Boyle et al. [1997] models with addition of pulses at substorm
onsets and radial diffusion. Figures 13f–13j present similar results but for comparison between the
modeled electron fluxes and observed onboard LANL-01A during 12–14 June 2005 storm.
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shows the electron fluxes at geostationary orbit (Figure 13a)
measured by SOPA onboard LANL 1994-084 during the
6–7 November 1997 storm together with modeled fluxes
where the width of the energy channel and the solid angle
are taken into account when different combination of electro-
magnetic fields and transport processes were used, such as
T96 and Boyle et al. [1997] models (Figure 13b), T96 and
Boyle et al. [1997] models with addition of radial diffusion
by equations (3) and (4) (Figure 13c), T96 and Boyle et al.
[1997] models with addition of several substorm-associated
electromagnetic pulses (Figure 13d) at substorm onsets
(Figure 5), and T96 and Boyle et al. [1997] models with
addition of pulses at substorm onsets and radial diffusion
(Figure 13e). Figures 13f–13j present similar results for
comparison between themodeled electron fluxes and observed
onboard LANL-01A during the 12–14 June 2005 storm. It can
be clearly seen that the addition of radial diffusion, with or
without the combination of pulses, does not produce any
significant influence on the modeled fluxes.
5. Discussion and Conclusions
[54] We investigated the low energy (50–250 keV) electron
transport and acceleration from the plasma sheet to geosta-
tionary orbit. This low-energy electron population is critically
important for the radiation belt dynamics as it can serve as a
seed population for the high-energy MeV particles and can
also provide energy for chorus waves. We specifically studied
the role of large-scale convection, choice of the background
magnetic field model, influence of the substorm-associated
electromagnetic fields, and radial diffusion processes on the
modeled electron fluxes at geostationary orbit. We used the
Inner Magnetosphere Particle Transport and Acceleration
Model (IMPTAM) [Ganushkina et al., 2001; Ganushkina
et al., 2005, 2006, 2012b] with the boundary at 10RE,
where we set boundary conditions for the electrons based on
Tsyganenko and Mukai [Tsyganenko and Mukai, 2003]
model. We modeled two moderate storm events, which
occurred on 6–7 November 1997 and 12–14 June 2005. The
output of the IMPTAM modeling was compared to the
observed electron fluxes in four energy ranges measured
onboard LANL spacecraft by SOPA.
[55] As a result of the comparison of modeled fluxes to the
LANL observations, we found that our first modeling results
can approximately capture the general dynamics of the
observed fluxes for both storms. Increases and dropouts of
the modeled fluxes reproduce some of the trends seen in
observations (see, for example, Figures 7 and 8); however,
the timing of fast changes was not often captured. The main
difference was in the magnitudes of the modeled fluxes
which were one (two) order(s) smaller than the observed ones
for 50–150 keV (150–225 keV) electrons, respectively. This
difference of one/two orders of magnitude cannot be explained
by inaccuracy of the field models, since it was present for all
combinations of electric and magnetic field models. One
possible explanation for the underestimates of the observed
fluxes is that the boundary conditions we used at 10RE were
adapted from the empirical model derived from Geotail data
by Tsyganenko and Mukai [2003] for ions. We used the same
number density as for ions and for electron temperature we just
set Te/Ti=0.2. According to recent studies based on Geotail
data analysis [Wang et al., 2011], the ratio Te/Ti can vary
during disturbed conditions. Furthermore, there was no
MLT-dependence in the kappa distribution with n and T
parameters from Tsyganenko and Mukai [2003] model, which
is also not the case according to the observations [Wang et al.,
2011]. Thus, the model we used for boundary conditions has a
number of limitations. However, it is currently the best
analytical model that can be used for time-dependent
boundary conditions at 10RE in the plasma sheet. Use of more
accurate analytical models for boundary fluxes may signifi-
cantly improve the simulation results.
[56] Another important issue is the absence of the loss
processes for modeled electrons to the atmosphere due to
the resonant pitch-angle scattering by chorus waves, which
can have an influence at distances from 10 to 6.6RE in the
plasma sheet. Shprits et al. [2007] developed parameteri-
zation for the loss of electrons with energies of 100 keV
and above to the atmosphere due to the resonant pitch-angle
scattering by chorus waves. Chorus waves are excited by the
anisotropy of ring current electrons, which are injected into
the inner magnetosphere during the periods of enhanced
convection [Meredith et al., 2001; Lyons et al., 2005].
Interactions with chorus waves lead to electron pitch angle
scattering into the loss cone, where they are removed within
a quarter bounce time [Horne and Thorne, 2003]. Future
modeling should include loss process similar to Shprits
et al. [2007] and/or Chen et al. [2005]. We considered only
convection outflow as a loss process, when following the
low-energy electrons from 10RE to 6.6RE on purpose to
study how the convection and substorm-associated fields
can bring plasma sheet electrons inward. Introducing the
loss processes due to wave-particle interactions is important
for low-energy electrons and will be part of our future study.
[57] Changing of the global electric field model used in
IMPTAM from the Kp-dependent Volland-Stern model to
the Boyle et al. [1997] model, which depends on the IMF
and solar wind parameters, did not result in significant
changes of the general profiles and magnitudes of the
modeled fluxes. There is not much difference between the
equipotential contours given by these two convection
models at the distances from 10 to 6.6RE in the plasma
sheet. The main differences are present inside 6.6RE
(see, for example, the analysis done by Pierrard et al.
[2008]). For the background magnetic field, using the
TS05 model resulted in the modeled electron fluxes much
less close to the observed ones than using the T96 model.
TS05 model was constructed by using the data only for 37
storms with Dst<65 nT that occurred between October
1996 and November 2000 [Tsyganenko et al., 2003]. As in
the previous versions, the model magnetic field is a super-
position of the magnetic fields from several modules, which
represent the magnetospheric current systems. As was
shown by Ganushkina et al. [2012a], the different modules
can occupy the same space and sometimes produce non-
physical configurations (e.g., thin tail current piercing thick
ring current region). Thus, particle trajectories depend on
the magnetic field models that are used and special care
should be taken when the modeling results are interpreted.
IMPTAM can take into account the self-consistency of the
magnetic field by calculating the magnetic field produced
by the model currents and feeding it back to the background
magnetic field. It is necessary to be careful when calculating
a self-consistent magnetic field using a realistic model
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magnetic field such as Tsyganenko models. These models
contain the prescribed ring and near-Earth tail currents. If
they are used together with calculations of the induced
magnetic field to trace particles in them, the obtained results
will be incorrect [Ganushkina, 2011]. To be accurate, it is
necessary to remove the model ring and near-Earth tail
currents from the background magnetic field model and
consider self-consistent calculations of the magnetic field.
At the distances from 10 to 6.6RE, the effect of the self-
consistent magnetic field is expected to be small. This
subject will be for future study.
[58] The substorm-associated electromagnetic fields play a
role in the electron transport and acceleration from the
plasma sheet to the inner magnetosphere and they must be
taken into account when modeling the electron population.
As can be seen in Figures 11 and 12, the increases in the
modeled fluxes correspond to the pulses launched at about
those times (Figures 5 and 6, and Tables 1 and 2). The
increase can be as large as two orders of magnitude
(Figures 12b and 12c). Pulses are launched on the nightside,
in the representation by Sarris et al. [2002] used here, they
move rather fast (less than 10min). The modeled fluxes
along LANL orbits at different MLTs may not show the
influence of the launched pulses.
[59] At the same time, as the results shown in the pres-
ent paper are our first attempts to take into account the
smaller-scale fields associated with substorms in addition
to large-scale fields, further investigation and develop-
ment of the employed model for pulses is necessary.
There have been several studies where a similar represen-
tation of electromagnetic pulses by Li et al. [1998] or
Sarris et al. [2002] were used and good agreement with
the observed dispersionless electron injections at geosta-
tionary orbit was obtained [Ingraham et al., 2001; Li
et al., 2003; Mithaiwala and Horton, 2005; Liu et al.,
2009]. However, previous studies considered individual
substorms or injections. In our study, we launch several
pulses during each storm event, since several substorms
occur during storms. Stormtime substorms can be very
different from the isolated substorms [Pulkkinen et al.,
2005], and the pulse model needs to be modified. For
example, the linear dependence of the pulse’s velocity
on RE and the arrival time of the pulse as the pulse would
not stop propagating at the specified distance must be
modified to fit observations [Ohtani, 1998; Sergeev
et al., 1998; Reeves et al., 1996]. Another two parameters
that might also be critical in capturing the effectiveness
of a substorm pulse in transporting particles are the
azimuthal extent and impact location, which were
discussed in Sarris and Li [2005].
[60] The addition of radial diffusion practically did not
change the modeled electron fluxes. Radial diffusion is one
of several means of accelerating radiation belt electrons to
their observed relativistic energies, and is sometimes used
as the only acceleration method to describe the electron flux
variations [Barker et al., 2005]. Similar to any of the
diffusion processes, radial diffusion requires a gradient in
at least one coordinate and multiple displacements of the
particles of this coordinate. In the case of radial diffusion,
there must be a radial gradient in phase space density. At
the considered distance from 10 to 6.6RE in the plasma
sheet, the distribution function produced by convection with
neglect of losses is rather flat, so no significant influence
from radial diffusion is expected.
[61] The electron fluxes in higher energy ranges, such as
150–225 keV, were almost never high enough as a result
of our modeling in all combinations of models. Addition
of pulses and radial diffusion also did not produce
significant high energy fluxes. This can mean that the
assumptions in IMPTAM and combination of models and
boundary conditions used to model the electron fluxes
were not sufficiently correct for IMPTAM to be able to
reproduce higher energy fluxes. There can be an internal
acceleration source due to wave-particle interactions that
contributes at this energy. Global simulation results also
found that additional acceleration is required [Varotsou
et al., 2005; Horne et al., 2006; Albert et al., 2009; Fok
et al., 2008; Shprits et al., 2009]. Shprits et al. [2009]
suggested that electrons at energies of tens of keVs are
injected inside geostationary orbit where they are accelerated
to MeV energies. This process will create peaks in PSD
at L-shells of 4–5. These electrons accelerated locally to
MeVs will then diffuse inward and outward. During the
outward transport, particles will be decelerated. This
process may explain the origin of energetic particles at
geostationary orbit.
[62] We must stress once again that although we show the
comparison between the modeled and observed fluxes at all
MLTs, the most appropriate comparison can be made only
on the nightside. No loss processes due to wave-particle
interactions were taken into account when the modeled
electrons come from the plasma sheet, enter the inner
magnetosphere, and reach the geostationary orbit at other
than nightside MLTs. Keeping the points discussed above
in mind, the conclusions are as follows:
[63] 1. Transport of plasma sheet electrons from 10RE in
the plasma sheet to geostationary at 6.6RE during storm
times is due to the large-scale convection in combination
with substorm-associated impulsive fields. The addition of
radial diffusion has no significant influence on the modeled
electron fluxes.
[64] 2. The modeled electron fluxes are one (two) order(s)
smaller than the observed ones for 50–150keV (150–225keV)
electrons, respectively, which indicate the inaccuracy of
electron boundary conditions. The loss processes due to
wave-particle interactions should be considered. Modeling
with current version of IMPTAM and combination of models
and boundary conditions used to model the electron fluxes
were not sufficiently correct.
[65] 3. The choice of the large-scale convection electric
field model does not significantly influence on the modeled
electron fluxes, since the equipotential contours given by
the Volland-Stern and Boyle et al. [1997] models are quite
similar at the distances from 10 to 6.6 RE in the plasma sheet.
The main differences are present inside 6.6 RE. Using the
TS05 model for the background magnetic field instead of
the T96 model resulted in the modeled electron fluxes much
less close to the observed ones due to specific features of the
TS05 model.
[66] 4. The increase in modeled electron fluxes can be as
large as three orders of magnitude when substorm-associated
electromagnetic fields are taken into account. Modifications
of the pulse model by Sarris et al. [2002] used here are
needed, especially related to the pulse front velocity and
arrival time.
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