Fig. 1 Artifact categories in endoscopy artifact detection (EAD) dataset (Ali et al., 2019)
The yellow border regions are with high saturation, the purple border regions represent the bubbles, the green border regions represent the mirror reflection (a), and the blue border region represents an artificial device (b) devices using endoscopy (Bouget et al., 2017; Münzer et al., 2018) . Early detection and segmentation of medical devices typically depend on the unique color or shape of devices, particularly resorting to circle detection (Münzer et al., 2013) . However, the accuracy attained is not reliable when the medical devices deal with complex conditions such as blurs, smoke fog, blood immersion, and bubbles. Classic support vector machine (SVM) and deformable part model (DPM) have also been introduced into endoscopic scenes to improve detection (Bouget et al., 2015) . With the rise of deep learning in recent years, datadriven feature representation learning has demonstrated better performance on numerous tasks than manual design features. However, due to the lack of labeled endoscopic datasets, deep learning methods could not be applied regularly.
By considering the increasing amount of endoscopic data, a number of deep models performing well in other visual tasks, gradually become the mainstream processing methods for such images. In the 2017-2018 segmentation competition for medical devices (Allan et al., 2019) , deep models such as UNet and fully convolution neural network (FCN) overtook the most competitive methods (Shvets et al., 2018) . Unlike previous endoscopic scene datasets, endoscopy artifact detection (EAD 2019) detects and segments not only medical devices, but also areas of over-exposure, reflection, and special bubbles (Ali et al., 2019) . Furthermore, in the segmentation task, one single pixel could be labeled for multiple categories, which is rather different from segmentation tasks previously. Our proposed approach achieves better results than previous methods in dealing with these new challenges.
Except for general artifact analysis, specific methods have been proposed by several researchers. Kalalembang et al. (2009) used various size blockbased discrete cosine transform (DCT) calculations on the distorted image to detect blurring. Loukas and Georgiou (2015) performed smoke detection to ensure successful video retrieval. Leibetseder et al. (2017) used pre-trained CNNs and threshold-based saturation analysis for the smoke detection task.
In the multi-class artifact detection task, it is possible that we may encounter the problem of domain gaps between datasets; alternatively, the data have been derived from videos recorded using different endoscopes (Fig. 2 ). Fig. 2 demonstrates different categories and sizes of ground-truth bounding-boxes, which indicates that there is a profound discrepancy among the scales of different classes. Additionally, objects from different classes may appear similar, e.g., red boxes and blue boxes in Fig. 2b ; thus, it overlaps in some areas, which also means that even the manual labeling standards of one single object class may not be the same in different pictures.
To resolve the abovementioned problems, we proposed a deep neural network structure combining feature pyramid network (FPN) and cascaded R-CNN ( Fig. 3 ). To detect small object areas, we used input images with 1024×1024 resolution; various data augmentation techniques were adopted to avoid overfitting due to the small amount of training data. Meanwhile, we introduced the FPN to extract and fuse multi-scale feature map information in a "top-down" mode, which generated a large number of high-quality candidate boxes through the regional proposal network (RPN), and significantly raised the detection recall rate. Finally, the cascade structure designed by us further improved the precision of candidate detection boxes via a layer-by-layer correction mechanism.
In comparison with single-scale detection methods (including Faster R-CNN), the proposed FPN structure could generate a large number of candidate boxes (Fig. 4) , which greatly increased the recall rate in mean average precision (mAP). Although increased numbers of incorrect boxes would simultaneously reduce the precision, which may result in a lower mean IoU (mIoU); however, the overall performance could be improved by adjusting the output confidence and non-maximum suppression (NMS) threshold.
In data augmentation, we introduced noise interference to hue-saturation-value (HSV) color space and randomly alternated the channels of red-greenblue (RGB) image, which enlarged the domain scope by introducing color divergence. Randomly cropping or enlarging an image, which simulates local focusing, was used as well to counteract the effects of a difference in scale. We also performed the geometric transformation on the images, including horizontal and vertical flips, to produce variations in the geometric structure.
We employed a technique to transfer learning experience in training. Firstly, the model was pretrained on Microsoft Common Objects in Context (MS COCO) dataset (Lin et al., 2014) . Consequently, an output layer of the model was initialized according to EAD class numbers. Lastly, the model was retrained with EAD data. Regardless of the large-scale domain gap between natural and medical images, the underlying representational features continued to share certain commonalities. Due to the small volume of the EAD data, our transfer strategy had a considerable advantage than the "train-from-scratch" method when training on EAD dataset.
In this task, we explore a variety of training strategies to resolve the multi-label classification problem at pixel level. Some of the pixels in an image may be associated with multiple labels. Therefore, it is not appropriate to use classical softmax with crossentropy loss function (L) to resolve this problem. Denote the finite set of labels as: L={l 0 , l 1 , …, l K ; l k }; M= {l i , …, l j ; i, j=0, 1, …, K and i≤j} is a subset of L, where K is the number of classes in L. Dataset consisting of N training samples is denoted as {(x 0 , M 0 ), (x 1 , M 1 ), …, (x n , M n ); n=1, 2, …, N}, where x denotes training samples, and then the objective function can be expressed as follows:
where f is the network and θ represents the model parameters that need to be optimized. We can decompose this multi-label classification problem into a set of binary classification tasks {τ 0 , τ 1 , …, τ k ; k=0, 1, …, K}. We can resolve each sub-task independently if there is no correlation between τ k . However, this assumption is not valid considering the task. Essentially, the probability that a certain pixel is classified into classes i or j may not be equal, but there is a certain degree of co-occurrence.
To model the more flexible co-occurrence relationship, we constructed a CC method: each binary classifier B k uses the image and prediction results of all previous stages as input to produce results of the current stage. Characteristically, the predicted results of ith stage Ο i can be expressed as:
where Ο 0 , Ο 1 , …, Ο i−1 represent the outputs of the previous k−1 classifiers. The order of classifiers is fixed, related to the segmentation difficulty in each Fig. 3 Architecture of artifact detection network All the regional proposal phases, including Bbox1, Bbox2, and Bbox3, are refined with increasing intersection over union (IoU) value, for the motivation of retaining proposals with low IoU but high quality. R-CNN: region-based convolutional neural network
Fig. 4 Feature pyramid network (FPN) detection results
There are boxes within boxes, which show false positives category (order from easy to difficult is medical devices, over-exposed areas, bubbles, specular reflection, and other artifacts).
In terms of network architecture, we investigated three mainstream segmentation structures: UNet (Ronneberger et al., 2015) , PSPNet (Zhao et al., 2017) , and DeepLabv3 (Chen et al., 2018) . We noted that PSPNet achieved relatively optimal performance. EAD2019 included three subsets, each corresponding to three tasks: artifact detection, semantic region segmentation, and detection generalization. Regarding the artifact detection and generalization tasks, the training set contained 2613 images. We randomly selected 2322 images for training and 291 images for validation. K-fold cross validation was not considered because of the limited data size which may bring performance fluctuation in the process. We will elaborate on the same if more data are collected in a future study. The sample numbers of test sets for detection and generalization tasks were 195 and 51, respectively. In the segmentation task, 474 samples from 589 images were included in the training, and the rest was used as a test set.
We trained on four graphic processing units (GPUs) with a batch-size of 8, and augmented training data by using random scaling, random flipping, and color normalization. Stochastic gradient descent algorithm with momentum was used in the optimization process; the initial learning rate was set to 0.02 with a scheduling strategy of multistep. Cascaded R-CNN had three stages, and each stage was trained in sequence. The thresholds of RPN were set to 0.5, 0.6, and 0.7 for each training session, respectively. Table 1 lists the improvements in the performance using different techniques sequentially. Notably, data augmentation effectively prevents a model from overfitting, while pre-training further enhances the generalization of the final model.
To illustrate the effectiveness of our cascade detection method, we compared the detection performance of networks with/without the cascade structure. The results demonstrated that the cascade structure could significantly improve the detection score of different types of artifacts (Table 2 ). Fig. 5 shows the results of our proposed method on EAD dataset qualitatively. The size variances of different classes are significantly large. This also reflects on the specialization of medical image detection, which differs from general object detection.
We evaluated several backbone networks for the segmentation task, including UNet with VGG-11 and VGG-16, PSPNet with residual structure, and DeepLabv3 with residual structure. PSPNet with a structure of ResNet-34 achieved the best results.
We divided the entire dataset into training and test sets according to a ratio of 4:1. To perform data augmentation, the original image was first resized into five different spatial scales (0.7, 0.9, 1.0, 1.2, and 1.5 times of the original size); then, the scaled images were randomly cropped to 224×224. Next, the processed images were randomly flipped horizontally or vertically and rotated at a certain angle. Thereafter, the augmented images were transferred to a CC for training, in which each classifier was initialized with pre-trained weights. Finally, the predicted results at current resolution were mapped back to the original image by interpolation from the nearest neighbor. Similar to the detection task, we used a batch size of 8 to train the four GPUs. Stochastic gradient descent algorithm with momentum was used for optimizing, where the weight decay was set to 5×10 −4 , and the initial learning rate was 0.01. In the first 100 epochs, five epochs were deemed as a cycle to adjust the learning rate cyclically. Table 3 compares the performance between DeepLabv3 and PSPNet. DeepLabv3 is trained with five independent binary classifiers, while PSPNet corresponds to the CC structure. Fig. 6 shows some results of our proposed method on segmentation set. We observe that the model learns the apparent characteristics of various artifact classes well, and can outline the region contours accurately. 
Fig. 5 Qualitative detection results of method on EAD dataset
The red boxes represent specular reflection, the light blue boxes represent bubbles, the dark blue boxes represent supersaturated regions, the green boxes represent blurs, and the purple red boxes represent other defects
Fig. 6 Qualitative segmentation results of method on EAD dataset
The yellow region represents the supersaturated region, the blue region represents the artificial devices, the green region represents the specular reflection, the purple region represents the bubble, and the red region represents other artifacts In this paper, we propose two methods, based on deep neural network, to perform the multi-class artifacts detection and segmentation in endoscopic video imaging environment. For the detection task, we integrate the FPN with neural network, and introduce the idea of cascade detection. For the segmentation task, we revise the classical PSPNet network and combine it with CC. We have achieved inspiring results on both tasks. This technology is expected to be applied to automated or semi-automated endoscopic organ examination in the near future, so as to improve the efficiency of medical workers.
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