Bayesian image reconstruction for ultrasonic array imaging and, in particular, two reconstruction methods are presented. These two methods are based on a linear model of the array imaging system and they perform compensation in both the spatial and temporal domains using a minimum mean squared error (MMSE) criterion and a maximum a posteriori MAP) estimation approach, respectively. The presented estimators perform compensation for both the electrical and acoustical wave propagation effects for the ultrasonic array system at hand. The estimators also take uncertainties into account, and, by the incorporation of proper prior knowledge, high-contrast superresolution reconstruction results are obtained. The novel nonlinear MAP estimator constrains the scattering amplitudes to be positive, which applies in applications where the scatterers have higher acoustic impedance than the surrounding medium. The linear MMSE and nonlinear MAP estimators are compared to the traditional delay-and-sum (DAS) beamformer with respect to both resolution and signal-tonoise ratio. The algorithms are compared using both simulated and measured data. The results show that the modelbased methods can successfully compensate for both sidelobes and grating lobes, and they have a superior temporal and lateral resolution compared to DAS beamforming. The ability of the nonlinear MAP estimator to suppress noise is also superior compared to both the linear MMSE estimator and the DAS beamformer.
I. Introduction
I n traditional delay-and-sum (DAS) ultrasonic array imaging, the lateral resolution is determined by the physical size of the array and the temporal resolution is determined by the length and shape of the transmit pulse. In more recent array imaging methods [1] - [3] , more advanced processing methods have shown that these restrictions can be alleviated resulting in images with both high temporal and lateral resolution, which does not necessarily depend only on the array size and the shape of the transmit pulse. In this article we will discuss time-domain methods to achieve high-resolution imaging results by means of a linear modeling of the array system and a careful choice of reconstruction methods (based on a linear model that acknowledge both uncertainties and prior information regarding the scattering strengths). Normally in ultrasonic array imaging, an image of the insonified object is formed by (i) transmitting several acoustic pulses which are focused and steered at different parts of the region-of-interest (ROI), or (ii) by means of mechanical scanning using a wide-beam transducer and then constructing an image from the collected RF-data. The first method will be denoted physical array imaging (PAI) in this article and the latter synthetic array imaging (SAI).
Traditionally, acoustic array data, both from physical and synthetic arrays, have been processed by means of spatial filtering, or beamforming, to obtain an image of the scattering objects [4] , [5] . Beamforming, using the classical time-domain DAS method, is analogous to the operation of an acoustical lens, and it can be performed efficiently using delay-line operations in real time or using postprocessing as in SAI systems [6] - [8] . Conventional beamforming, which is essentially based on a geometrical optics approach [9] , is computationally attractive due to its simplicity but it has several inherent drawbacks. In particular, conventional beamforming does not perform well using sparse arrays or using arrays where the element size is large compared to the wavelength of the transmitted waveform.
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In this paper we will consider more advanced models of the imaging system which then will be used in the image reconstruction process. The approach taken here is Bayesian-influenced, and we view the array imaging problem as an inference problem. We will show that the three factors below are important for the reconstruction performance:
• The use of prior information regarding scattering strengths is vital to obtain stable estimates.
• We must consider the uncertainties (model errors and measurement noise) that we have. • A suitable model for the imaging system is important in order to be able to compensate for diffraction effects and the electrical characteristics of the array system.
By acknowledging these three factors we can obtain very high resolution images, even though our imaging system may not be perfect in the sense of traditional array imaging (i.e., well-sampled arrays with small array elements).
The main motivation for developing the reconstruction algorithms discussed here is the wish to improve the per-formance of traditional ultrasonic array imaging methods. In particular, it is desirable to relax the restrictions of the array design imposed by the DAS method, that is, the requirement of an array pitch less than half the transmitted wavelength and the need to use small array elements so that the point source assumption is valid. Moreover, in many applications a high frame rate is desirable and the limiting factor is often the round-trip travel time of the acoustic pulse. If many points could be reconstructed from a single transmission, then the frame rate could be increased significantly. Such systems have been proposed before where a wider-than-normal transmit beam is used and a few lines of the total ROI are reconstructed using a parallel receive beamformer [11] - [13] . These systems can, however, beamform only a few lines per transmission. The methods proposed here do not have these restrictions and their performance depends, as will be shown later, mainly on the signal-to-noise ratio (SNR).
In this article we will see that, by using a suitable model for the imaging system and appropriate assumptions on the scattering amplitudes, the reconstruction performance can be significantly improved compared to traditional DAS imaging.
This article is organized as follows: In Section II the linear model is introduced, and the reconstruction methods based on the model is described in Section III. The simulations and experiments are given in Sections IV and V, respectively, and the conclusions are finally given in Section VI.
II. The Impulse Response Model
In order to compensate for the frequency-dependent diffraction effects, input pulse shape, and the electroacoustical properties of the array system, we need a model that is more advanced than the common point-source model. We have chosen a linear model here which is sufficient for our purposes. It has been shown to be adequate for compensating transducer size effects in SAI [14] as well as to compensate for grating lobes in undersampled linear arrays [15] . Note that we do not consider the model used here to be flawless but it is sufficient for our purposes; that is, it allows us to compensate for many of the effects that cause problems in traditional DAS imaging.
The linear model used here is based on the impulse response method [14] , [16] - [19] , where each observation point is associated with an impulse response. The impulse response can be divided into the forward (f), or transmit, impulse response and the backward (b), or receive, impulse response. We make a distinction between the forward and backward impulse responses since the transmit and receive apertures may not be identical, and the electrical characteristics of the transmitters and receivers may also differ.
The forward response can be divided into three parts: the input signal u(t), the forward electro-acoustical response h ef (t), and the forward acoustical or spatial impulse response (SIR) h f-SIR (r, t). In the simulations performed in this article, the input signals are of the form δ(t−τ ) where τ is the focusing delay for the corresponding transmit element. The model described below is, however, not limited to this type of input signals; that is, any type of input pulse can be used in the model. The SIRs account for the acoustical diffraction effects associated with the transmit elements and they can be obtained by several means such as analytic solutions to the wave equation, numerical procedures [20] , [21] , or measurements. 2 The transmit process for a single observation point in the x-z plane is illustrated in Fig. 1 . Note that the total forward impulse response is a superposition of the forward impulse responses corresponding to all transmit elements.
The backward response can be similarly divided into two parts, the backward acousto-electrical impulse response h eb (t) and the backward SIR h b-SIR (r, t). Now, consider an array with K transmit elements and L receive elements and contributions from a single observation point, r = x y z T , where T denotes the transpose operator. The received signal, y l (r, t), from the lth receive element can be expressed
where * denotes temporal convolution, and e l (t) is the noise for the lth receive element. The object function o(r) is the scattering strength at r, h ef k (t) is the forward electrical impulse response for the kth transmit element, h eb l (t) is the backward electrical impulse response for the lth receive element, and u k (t) is the input signal for the kth transmit element. Hereafter we will refer to the pulse-echo (doublepath) impulse h l (r, t) as the system impulse response.
A discrete-time version of (1) is obtained by sampling the impulse responses and by using discrete-time convolutions. If we, for simplicity, consider two-dimensional (2-D) imaging, where the scatterers are located in the x-z plane (cf. Fig. 1 ), then the received discrete waveform from a target at an observation point r = (x n , 0, z m ) can be expressed as
where the column vector h (m,n) l is the discrete system impulse response for the lth receive element, and e l is the noise vector for the lth receive element. 3 The M × N matrix O represents the scattering amplitudes in the ROI, and the notation (O) m,n denotes element (m, n) in O.
To obtain the received signal for all observation points, we need to perform a summation over m and n, which equivalently can be expressed as a matrix-vector multiplication,
where the vector o is the vectorized matrix
If we now append all L receive signals y l into a vector y, then we finally obtain the linear model
for the total array imaging system [15] . The propagation matrix, P, in (4) now describes both the transmission and the reception process for an arbitrary focused array. 4 Note that
• each column in P is the vectorized B-scan response for a unit area point target at the corresponding observation point. The received vectorized B-scan data y is thus a weighted sum of B-scan responses for all observation points.
• the "noise" vector e describes the uncertainty of the model (4). Hence, e not only models the measurement noise but also all other errors that we may have, such as multiple scattering effects, cross talk between array elements, nonuniform sound speed in the media, etc.
The model (4) plays a vital part of the image reconstruction methods discussed in this paper. The model (4) allows us to compensate for many properties such as sidelobes, grating lobes, and the electrical characteristics of the array system. In Section III below, the model (4) will be utilized, and two reconstruction methods based on the model will be presented.
III. Bayesian Image Reconstruction Methods
In Bayesian estimation theory a probability density function (PDF) describes the uncertainty, or the degree of belief, of the true value of the variable under study [23] . In other words, a PDF is thought of as a carrier of information. In our case we want to study the scattering strength at each image point described by the vector o. To accomplish this we perform an experiment that gives us some data y. Note that our knowledge regarding o is usually not coming only from the data. Typically we know, without seeing any data, that o cannot have an arbitrary scattering amplitude; the scattering amplitude must at least be limited to some interval. The PDF p(o|I), that describes our knowledge before seeing the data, is usually called "the prior", and I denotes any background information that we have regarding o. When we have performed an experiment, we have received more information about o and the updated PDF after seeing the data are given by the posterior PDF, p(o|y, I). If the measurement contained relevant (new) information of o, then the posterior PDF should be more concentrated around the true value of o.
Bayes' theorem,
describes how to update our knowledge of the variable, o, when new data, y, are observed. The conditional PDF p(y|I) is a normalization factor not dependent on o, and p(y|o, I) describes the likelihood of seeing the data y, given o. In this paper the errors e are assumed to be Gaussian, and p(y|o, I) will therefore be given by the multidimensional Gaussian distribution,
where P is the propagation matrix from (4), C e is the covariance matrix C e = E{ee T }, and E{·} is the expectation operator.
The two most common estimators in Bayesian estimation applications are the maximum a posteriori (MAP) estimator and the minimum mean square error (MMSE) estimators. The MAP estimate is defined as the maximizing argument of p(o|y, I), where (5) was used in the last equality. The MAP estimate is thus the value o that is most probable, given both data and prior information. The MMSE estimate is defined bŷ
In this paper we focus on two estimators for estimating the scattering strengths. They are based on two different assumptions:
1. Both o and e are zero-mean Gaussian processes. 2. The scattering amplitudes o are positive and exponentially distributed, and e is zero-mean Gaussian.
To see more clearly what these a priori assumptions mean, consider the 1-D Gaussian and the exponential PDFs shown in Fig. 2 . We see here that small amplitudes are more likely than large ones, and the width (the variance) of the PDFs tells us how large are variations in the scattering strengths that we expect. Roughly, we assume here that only the scattering energy must be limited (it is very unlikely to have very large scattering amplitudes). This is actually a rather conservative assumption since we know that the scattering amplitudes must in reality be limited to some fixed interval.
5 Furthermore, these prior assumptions are also attractive since they, as will be discussed below, lead to relatively efficient algorithms.
In practice, the mean and variance values may not be known exactly. In such case one can, more practically, see mean and variance values simply as tuning parameters for the algorithms. The authors' experience is also that the reconstruction performance is not too sensitive regarding 5 The a priori distributions used here can also be motivated from an information theoretic perspective. Say that we have knowledge of the expected scattering variance (energy) of o and that we have no reason to favor positive amplitudes over negative ones, so the mean must be zero. What prior should we then assign to o? Clearly, we do not want that our choice of prior should add more information about o than we have. Thus, we want the prior to be absolutely noncommittal for everything except for the information that actually we have. It turns out that the Gaussian PDF is the most noncommittal PDF if the mean and variance are known, and the exponential PDF is the most noncommittal PDF if we know the mean and that o is positive; the most noncommittal distribution is the one that has the maximum entropy, given the prior information. We recommend [23] for more information regarding this subject.
the exact value of these parameters, as will be discussed further in Section IV-D.
A. The Linear MMSE Estimator
The optimal linear estimator, which has the formô = Ky, is based on the assumptions that both o and e are Gaussian distributed and the estimator is found minimizing a mean squared error criterion,
where y = Po + e and where we assume that o and e are mutually independent with covariance matrices C o = E{oo T } and C e = E{ee T }, respectively. The linear MMSE (LMMSE) estimator,ô = K LMMSE y, is presented here for reasons of comparison since it is closely related to the novel MAP estimator presented in Section III-B. The LMMSE estimator is given by [3] , [15] 
Furthermore, by also assuming that the covariance matrices C o and C e have the form C o = σ 
where µ = σ 2 e /σ 2 o . The optimal linear estimator (11) has been shown to be able to successfully compensate for finitesized array elements in SAI [14] as well as to suppress sidelobes and grating lobes in PAI [15] .
B. The MAP Estimator for Positivity-Constrained Scattering
In Section III-A it was assumed that o could take both negative and positive values. Such an assumption is reasonable if the inspected object may have an acoustic impedance that can be both higher and lower from that of the surrounding medium. In some applications it may, however, be appropriate to assume that the scattering strength only can take positive values.
6 Such applications can be found in, for example, nondestructive testing, sonar mapping, sea-floor imaging, etc. Let us therefore consider a scenario where it is known a priori that the scatterers have a higher acoustic impedance than the surrounding medium (resulting in positive scattering amplitudes). Also, let us assume that o, instead of being Gaussian, has elements that are exponentially distributed, thus allowing only for positive values. If we also assume that all o i s are independent identically distributed (IID), then the prior is given by
Using that e is Gaussian results in the posterior PDF
The MAP estimate can be found by finding the argument minimizing the negative log of (13) . Thus, the MAP estimate can then be found by solving the quadratic programming (QP) problem
where
The estimate obtained by solving (14) will hereafter be denoted the positivity constrained quadratic programming, or PCQP, estimate.
QP problems can always be solved in a finite number of iterations, if a solution exists [24] . Here, the QP problem is convex since the Hessian matrix,
e P, is positive semidefinite which further facilitates the solution of the problem.
IV. Simulations
In this section we will study, by means of simulations, the behavior of the proposed LMMSE and PCQP estimators. The simulated data used here were obtained using the linear model (4), where the noise vector e was simulated as white with Gaussian amplitude distribution. In all simulations performed here, a certain amount of noise has been used since a noise-free measurement situation is unrealistic. 7 The SNR used in this article is defined as
The signal energy, o T P T Po, is then the total (noise-free) energy received by all array elements. 8 Note that the received signal energy when, for example, imaging a single point target will depend on the target's position. The SNR will therefore also be a function of the target's position and, consequently, the SNR will be low when the target is in regions with low acoustic energy and high when the target is in the main lobe (or in a grating lobe).
In Section IV-A-C below, we will study the proposed model-based methods with respect to three important factors: imaging with finite-sized array elements, imaging with undersampled arrays, and the influence of SNR for the reconstruction performance, respectively. The estimators will also be compared with traditional DAS beamforming. In all simulations in this article, the forward and backward electrical impulse responses have a corresponding center frequency of 3.5 MHz, as shown in Fig. 3 . The wavelength, λ, at the center frequency is then 0.43 mm for a sound speed of 1500 m/s.
A. Imaging with Finite-Sized Array Elements
Imaging with a finite-sized aperture, that is, using a transmitter where the size is in the same order (or larger) than the wavelength of the acoustic pulse, is common in many applications. In such imaging, the specific diffraction effects due to the finite aperture cannot be neglected. These effects are most significant close to the aperture, and the LMMSE and PCQP methods are here studied for a such case. A 32-element array, focused at z = 25 mm, with a 0.5-mm pitch and 5 × 10-mm elements, has been used. Such an array is not realizable in PAI, since the elements are larger than the array pitch, but it can be used in SAI.
In Fig. 4(a) , a snapshot of the wave field at (x = −25-25 mm, z = 15-25 mm) is shown. It is apparent that the wave field differed significantly from that of a focused array with point-like elements since the field at the focal point roughly has the same width as the array elements.
The reconstruction results, shown in Fig. 4(b) -(d), are computed for a unit area point target located at the focal point (x = 0 mm, z = 25 mm). As can be seen in the DAS-processed image, shown in Fig. 4(b) , the DAS beamforming has resulted in a lateral resolution that is in the same order as the size of the transmitters. The modelbased LMMSE and PCQP methods, on the other hand, have both successfully compensated for the size effects of the array elements, as can be seen in Fig. 4(c) and (d) .
B. Imaging with Undersampled Arrays
Imaging with undersampled, or sparse arrays, is attractive since this allows for larger array elements in PAI due to a larger array pitch, and the hardware complexity of the array system is decreased compared to that of a dense array [25] . This is of particular interest for 2-D arrays where the number of, for example, connectors rapidly becomes large for dense arrays [26] . In traditional DAS array imaging, one must carefully consider the position of the array elements and the aperture weighting since, otherwise, sidelobes and grating lobes can deteriorate the contrast in the image. The model-based methods proposed here have the ability to compensate for essentially any beam pattern; hence a more flexible array design should be possible. To illustrate this property, a simulation with a 32-element undersampled array is shown in Fig. 5 . The array has a pitch of 2 mm which is roughly 4λ (at the center frequency of the pulse). Fig. 5(a) shows a simulated snapshot of the transmitted waveform, and it can be seen that there are strong grating lobes for x ±10 mm.
The simulated data were obtained using a unit area point source at the focal point (x = 0 mm, z = 50 mm). The DAS beamformed result is shown in Fig. 5(b) , and it is evident that the grating and sidelobes result in a substantial leakage. As can be seen in Fig. 5(c) and (d) , the model-based LMMSE and PCQP methods both successfully compensated for these effects, and the leakage, for both of the model-based methods, is minimal.
C. Performance with Respect to SNR
In this section the PCQP estimator is compared with the DAS beamformer and the LMMSE estimator for a fixed setup but with a varying SNR. The objective is to show the importance of prior information regarding the scattering strengths for obtaining good estimates. As de- scribed in Section III-B, the prior for the PCQP method is based on positivity constraints on the scattering amplitudes and it will be shown below that such knowledge can greatly improve the reconstruction performance. Here, the simulations are performance using a 16-element array with pitch 1 mm, and 0.9×10-mm elements, focused at z = 50 mm. A snapshot of the acoustic field around the focal point for this setup is shown in Fig. 6 . Since the array is undersampled, one can notice two grating lobes, at approximately x = ±18 mm, but most of the acoustic energy is focused around the center axis x = 0.
Three simulations were performed, with SNR = 18, 3.4, and −10.1 dB, where the SNR is defined by (15) . The true scattering image, o, had five pairs of unit area point targets located at the horizontal positions x = −20, −10, 0, 10, and 20 mm, and vertically at z = 50 and z = 50.5 mm. The vertical distance between the point targets is then roughly one wavelength at the corresponding center frequency of the array.
To obtain a fair comparison, we need to set the parameters in the LMMSE and the PCQP so that the expected energy using both estimators is the same. The prior that is determined by the mean value λ o , used in the PCQP estimator, was based on the assumption that we can expect to find one unit area point target in the ROI. The mean scattered energy is the sum of the squared mean value and the variance, which for a single point target becomes Fig. 7 . If we study the DAS beamformed images, it is evident that, even for the data with the relatively high SNR of 18 dB, shown in Fig. 7(b) , the DAS method can only resolve the targets located close to the focal point. On the contrary, the LMMSE and PCQP estimators were able to resolve all targets. The PCQP estimator had, as it can be seen in Fig. 7(d) , very low error in the scattering amplitudes at all target positions.
When decreasing the SNR to 3.4 dB, the LMMSE and the PCQP estimators underestimated the amplitudes in the regions where the acoustic power was low, shown in Fig. 7(g ) and (h), which is a reasonable behavior since the SNR in those regions is lower than in the focusing region, and the estimates are therefore more uncertain; that is, the estimators become more cautious at regions with low acoustic power. This is even more evident in the reconstructions from the rather low SNR of −10.1 dB, shown in Fig. 7(j)-(l) . Now, the LMMSE and PCQP estimators only trust responses from the focusing region, and all other responses are close to zero. Noteworthy in Fig. 7 (h) and (l) is also the remarkable high ability of the PCQP estimator to suppress the noise, even though the received signals were completely hidden in the noise; see Fig. 7(i) . The PCQP estimator managed to predict the two targets at the focal point with a remarkable high contrast in the reconstructed image.
It is evident from these simulations that the two modelbased LMMSE and PCQP methods are superior to traditional DAS-based beamforming, DAS processing does not perform well for targets outside the focusing region, whereas the two model-based LMMSE and PCQP methods can reconstruct the targets with high temporal and lateral resolution provided that the SNR is sufficiently high.
D. Sensitivity to the SNR Setting
In practice, the SNR is normally not known exactly. The statistics of the measurement noise may be obtained from measurements but other uncertainties included in e, such as model errors and nonlinear effects, is difficult to measure. Typically, one can then treat the SNR setting for the LMMSE and PCQP estimators as tuning parameters. An important question is then: how sensitive are these algorithms for variations in this parameter? To answer this question we illustrate the behavior of the modelbased methods (when the SNR setting deviates from the true value) by presenting simulated reconstruction results with the same setup as used in Section IV-C. We present reconstruction results for four different SNR settings in Fig. 7 . In Fig. 8(a) and (c) , the SNR settings were 4 times too low compared to the true value. By comparing with the reconstruction results when using the true SNR value, shown in Fig. 7(g) and (h) , respectively, one can see that both estimators have become more conservative and underestimated the amplitudes of scatterers outside the focal zone. If we instead use a 4-times-too-high SNR setting, shown in Fig. 8(b) and (d) , the estimated amplitude of the scatterers is closer to the true value but at the cost of more noisy reconstructions. This trend is seen even more clearly in Fig. 8 (e)-(h) where the deviations from the true values were ±10 times. Note that even though the deviations from the true SNR values were as large as 10 times, none of the methods became unstable (with possibly useless results as a consequence).
The simulation results presented here are in agreement with the well-known properties of Bayesian estimators; that is,
• If the noise is large, then we have more trust in the prior than in the data.
• If the noise is low, then the prior is not so important and we rely mostly on the data.
These properties can be seen in the LMMSE estimator (10) by considering the two extreme cases when the noise increases to infinity and decreases to 0. Let us first consider when the noise is large. If the noise increases, then the matrix C e will be dominating in the factor (PC o P T + C e ) and (10) reduces tô
where we have used (11) in the last equality. Thus the LMMSE estimator reduces to a matched filter, P T y, when the noise is large (which has the well-known property to optimize the SNR at a single point).
9 If the noise approaches infinity σ 2 e → ∞, thenô → 0; that is,ô approaches the a priori mean value.
If we now consider the other extreme case, when we have a very high SNR, then PC o P T will dominate the factor (PC o P T + C e ) and the LMMSE estimator reduces to: 
where we have C o = σ 2 o I; that is, the LMMSE estimator reduces to the least squares (LS) solution [27] . The potential danger with the LS estimate is that the matrix PP T normally has eigenvalues close to zero and the operation (PP T ) −1 y will therefore result in a strong noise amplification if there is even the slightest error in y.
The PCQP estimator has a behavior similar to that of the LMMSE estimator. If the noise is large, then the factor 1 T o will dominate over (y − Po) T C −1 e (y − Po), and (14) reduces toô
The minimum of (18) will be attained whenô = 0; hence the most likely estimate when the noise goes to infinity is where the prior has its maximum. From the discussion above, we note that it can be potentially dangerous to use an overly optimistic setting of the SNR value, and also, an overly pessimistic setting results in reconstruction results similar to the matched filter for the LMMSE estimator. The span where the model-based methods presented here are superior to DAS imaging is, however, rather large.
As a final comment about tuning the SNR parameters in these methods, we note that since e accounts for more errors than only measurement noise, the SNR setting should in general be lower than the measured noise variance indicates. If the reconstruction performance is poor with this setting, then either (a) the model errors are large and another model should to be considered, or (b) the measurement noise is large, resulting in reconstruction performance similar to that of matched filters, and another design of the experiment should be considered.
To summarize, the general observation from the simulations presented in this section is that it is the spatial distribution of acoustic energy that is most important for the reconstruction performance, not the actual pulse shape. More specifically, the reconstruction performance of the model-based methods employed here mostly depends on the SNR in the particular region and not the length or shape of the waveform. Moreover, as demonstrated above, the LMMSE and PCQP estimators could estimate targets outside the focusing region, where the transmitted waveforms from each element are not in phase, provided that the SNR is sufficient.
V. Experiments
To verify the presented theoretical results and simulations above, two experiments have been performed. The data have been acquired with an ALLIN array system and a 3-MHz 64-element concave array manufactured by Imasonic (Imasonic S.A., Besançon, France) has been used. The concave Imasonic array, originally designed for inspection of immersed copper and steel specimens, is geometrically focused at 190 mm. 10 The experiments were conducted at room temperature in water using a steel wire target. Since this type of target has a much higher acoustic impedance than water, the requirements for the PCQP method are fulfilled.
We used 16 elements of the array, focused at z = 50 mm and steered −20 degrees, and the wire targets were positioned both in the main lobe at x = −18 mm and in the grating lobe at x = 10 mm, at depth z = 50 mm. The reconstruction results are shown in Fig. 9 . The results for the DAS method, shown in Fig. 9(a) and (b) , demonstrate the typical leakage from the grating lobe associated with conventional beamforming. Also, the tem-poral resolution for the target in the grating lobe is poor. The results for the LMMSE and the PCQP estimators on the other hand, shown in Fig. 9(c)-(f) , show that these methods suppressed the grating lobe well for both target positions, and the temporal resolution has also been improved significantly compared to DAS processing.
In summary, both of the model-based LMMSE and PCQP estimators were able to accurately estimate the target strength, regardless whether the wire target was located in the main or the grating lobe. This is in complete agreement with the simulations presented above.
VI. Conclusions
In this paper we have discussed two model-based methods for ultrasonic array imaging; the first one is an optimal linear estimator based on a linear minimum mean squared error (LMMSE) criterion and the second one is a novel nonlinear estimator based on a positivityconstrained quadratic programming (PCQP) problem.
The two model-based methods have been evaluated and their performances have been compared with classical delay-and-sum (DAS) beamforming. It is evident from the results presented here that the two model-based LMMSE and PCQP methods are superior to traditional DAS-based beamforming. In the sense that DAS processing does not perform well for undersampled arrays and when the targets are outside the focusing region, the LMMSE and PCQP methods can reconstruct the targets with high temporal and lateral resolution, provided that the SNR is sufficiently high. The general observation from the experiments presented here is that it is the spatial distribution of acoustic energy that is important for the reconstruction performance if the reconstruction method is properly chosen. Also, at least for high-contrast targets, the use of an exponential prior for the scattering amplitudes can give impressive results with very high temporal and lateral resolution. The contrast is also very high and the noise levels in the reconstructions are often very low. The remarkable performance of the PCQP estimator is due to the proper prior information that was incorporated into the reconstruction process, which enables the estimator to effectively discriminate between noise and the target responses.
