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Abstract
Understanding most of the physical and chemical phenomena determining the
world around us requires the possibility to interrogate their main characters on
their natural scale in space and time. The insulating or conductive behavior of
matter, its magnetic properties or the nature of chemical bonds are dependent
by the nuclear and electronic structure of the atoms, molecules or solids con-
sidered. Hence, tools are needed to probe electrons and nuclei directly at the
atomic scale with a temporal resolution allowing the observation of electron dy-
namics (on the attosecond-to-femtosecond timescale) and structural dynamics
(on the femtosecond-to-picosecond timescale) in real-time.
Attosecond science offers unique opportunities to investigate electronic and
structural dynamics at the heart of important processes in atomic, molecular
and solid-state physics. The generation of attosecond bursts of light, in the form
of trains of pulses or isolated pulses, has been achieved on table-top sources by
exploiting the high-order harmonic generation (HHG) process. The photons
constituting the attosecond emission have energies that range from the extreme
ultra-violet (XUV) up to the soft X-ray (SXR) region of the spectrum, allowing
to interrogate the electronic structure of the probed material directly at the
level of the inner electronic shells. Because of this property of accessing the
characteristic electronic structure of the elements constituting the target, XUV
and, especially, SXR spectroscopy are considered element-specific techniques.
Attosecond pulses have already proven to be able to observe ultrafast phenom-
ena in atoms, molecules or solids previously inaccessible.
In this thesis, the application of time-resolved X-ray absorption fine-structure
(XAFS) spectroscopy using attosecond SXR pulses to the study of carrier and
structural dynamics in graphite is reported. In Chap. 1, an introduction to the
field of attoscience and the presentation of the state of the art of ultrafast dy-
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namics in graphite are given. The established technique to generate attosecond
pulses is described and a review of the most significant application of attosec-
ond pulses to the study of electron dynamics is presented. The electronic and
structural properties of graphite are then discussed, highlighting some of the
most representative experiments detecting electron and lattice dynamics.
The experimental setup developed at ICFO in the group of Prof. Dr. Jens
Biegert and used for this Ph.D. thesis project is described in detail in Chap.
2. The system needed for the generation, propagation, and detection of the
attosecond SXR radiation is presented. The performances of the SXR source
in terms of spectral tunability, photon flux and stability are discussed. The im-
plementation of an IR pump - SXR probe scheme is reported, allowing beams'
recombination in both collinear and non-collinear fashion. To conclude, the
results of an attosecond streaking experiment are presented, through which a
temporal characterization of the HHG emission has been achieved.
A discussion on the spectroscopic capabilities of XAFS technique to inter-
rogate the electronic and lattice structure of the observed material is presented
in Chap. 3. The potential of this technique has been demonstrated with an
experimental investigation of a graphite thin film, with the results showing the
possibility to probe the first unoccupied electronic bands and the characteristic
distances defining the lattice structure.
Finally, the XAFS capabilities have been exploited in a time-resolved exper-
imental study of graphite to observe light-induced carrier and lattice dynamics,
presented in Chap. 4. The interpretation of the experimental data reveals in-
sights on the ultrafast interaction of the pump laser field with charge carriers
and on the effects of carrier-carrier and carrier-phonon scattering following pho-
toexcitation.
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Chapter 1
Introduction
This introductory chapter contains an overview of the two different fields that
the work presented in this thesis aims at bridging: the generation and applica-
tion of attosecond X-ray pulses to the study of electron and structural dynamics
in graphite. The chapter is divided into two parts, each describing one of these
two research areas. First, the field of attoscience is presented, describing the
scientific and technological revolution that started after the observation of the
first generation of attosecond pulses. The general approach employed for the
generation of such short pulses is discussed and a summary of the most signif-
icant results achieved by the application of attosecond pulses to time-resolved
studies of ultrafast dynamics is reported. The second half focuses instead on the
state of the art of the electronic and structural dynamics observed in graphite.
The fascinating properties of this material are presented and the most impor-
tant time-resolved studies of light-induced dynamics involving both the electron
and the lattice system are discussed.
1.1 Attoscience
The development of light sources capable to deliver laser pulses of femtosecond
(fs) duration opened the way to the widespread use of time-resolved experimen-
tal techniques to study the evolution of physical and chemical phenomena in na-
ture. The resulting advances are elegantly summarized in a review article by Ze-
wail [1], describing in detail how the possibility to unravel fundamental chemical
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and physical processes is related to the development of experimental techniques
able to probe them on their natural timescale. Femtosecond-resolved methods
have proven already to be able to monitor rotational and vibrational properties
of molecular and solid-state targets, following in real-time processes like bond
breaking and formation, passage through conical intersections or phonon exci-
tation in crystals. These experimental techniques are in continuous evolution
and have become a standard feature of any physics or chemistry lab aimed to
study structural dynamics.
The electronic and lattice configurations of the material are responsible for
the shape of the potential energy ruling both the electronic and atomic mo-
tion: changes in this configuration induced by electron dynamics will affect the
structural properties of the molecule or the crystal under observation. While
fs-resolved experiments can follow the electron-induced structural dynamics,
catching the electron motion in real-time requires the use of experimental tech-
niques with higher temporal resolution. Electron motion can take place on
a sub-fs timescale: as an example, in a classical picture, the time needed for
an electron to orbit around the hydrogen atom is 150 attoseconds (as). For
visible or infrared (IR) light sources, the ultimate limit for pulse compression
resides in the optical cycle duration of the central wavelength of the laser, which
ranges in the few-fs regime for visible light (at 800 nm it corresponds to 2.6 fs).
Even if visible laser pulses carrying electric field with sub-fs structure have been
synthesized [2], lasers working at higher frequencies extending in the extreme
ultra-violet (XUV)/ X-ray regime are needed to realize sub-fs pulses.
The possibility to engineer laser sources delivering high-intensity pulses thanks
to the chirped-pulse amplification (CPA) technique (for which Donna Strickland
and Gerard Mourou received the Nobel Prize in 2018 [3]) allowed to study light-
matter interaction at previously unreachable intensity values (in the range of
1013− 1014 W/cm2). By focusing such intense laser pulses on noble gas targets,
the first observation of harmonics of the laser frequency of very high order was
observed for the first time in the late 1980s, reaching the UV-XUV region (the
maximum photon energy of ∼ 80 eV was detected) [4, 5]. Since then, this fre-
quency up-conversion non-linear process today known as High-order Harmonic
Generation (HHG) has been intensively studied from both a theoretical and
experimental point of view in the 1990s and brought to the demonstration of
the emission of the first light pulses of attosecond pulse duration in 2001 [6, 7].
These breakthroughs launched a new research field called Attoscience which
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reached incredible results in the generation of ultrashort bursts of light of at-
tosecond duration and their application to the study of electron dynamics in
the matter, as resumed in many review articles [8, 9, 10, 11, 12]. The process
of HHG is presented in Sec. 1.1.1, discussing how it can generate pulses of
attosecond duration ranging in the XUV - X-ray energy range. The most im-
portant results obtained with the application of attosecond pulses to resolved
electron dynamics are reported in Sec. 1.1.2, with particular attention to the
experiments conducted on solid-state materials.
1.1.1 High Harmonic Generation
The high harmonic generation process is a complex nonlinear phenomenon which
is the object of research studies even after several decades after its discovery.
In a nutshell, the process consists of the highly nonperturbative interaction of
a high-intensity laser pulse, usually ranging in the IR photon energy region,
with a target material, typically an inert gas contained in a gas cell or waveg-
uide or streaming out of a gas jet. The strong-field interaction originating the
HHG process is elegantly interpreted in terms of the semi-classical treatment
known as the 3-step model [13, 14], represented in Fig. 1.1. In the first step,
the high field amplitude occurring in the proximity of each field crest of the
linearly-polarized laser driver distorts the potential barrier seen by the electron,
resulting in a tunneling ionization event that releases an electron wave-packet
in the continuum. In these conditions, the electric field exerts a force on the
ejected electron, which is accelerated away from its parent ion along the field
polarization direction until the field changes in sign, accelerating the electron
back towards the originating ion (step 2). Finally, in the third step, the return-
ing electron recombines with its parent ion with the subsequent release of the
excess kinetic energy acquired with the field acceleration as light bursts with
photon energy in the XUV - X-ray region and same linear polarization of the
laser driver. The highly nonlinear dependence of the instant of initial ionization
event on the electric field of the laser driver confines the electron ejection to
short time intervals near the maximum of the optical cycle. The result of this
temporal confinement is that XUV/SXR photons are produced in short bursts
with a duration that is a small fraction of the optical cycle of the driver laser.
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Figure 1.1: Schematics of the three-step model for HHG. In step 1, electrons are
emitted through tunnel ionization occurring in the proximity of a field crest (for
example, at the A point). The driving field accelerates the free electrons away and
then back towards their parent ions (step 2), where recombination is possible leading
to the emission of attosecond bursts of XUV-SXR photons (step3, around the B
point). Reprinted with permission from [15]. Copyright (2017) American Chemical
Society.
Ponderomotive scaling of HHG process
The upper limit to the frequency that can be generated via HHG process in
gases (called cutoff energy) is determined by the amount of kinetic energy ac-
quired by the electron in the second step, hence related to the laser driver
parameters. An expression for the cutoff energy can be derived analytically
from the quantum-mechanical model of HHG [16], in agreement with several
experimental observations:
Ecutoff = IP + 3.17UP (1.1)
where IP is the ionization potential of the gas and UP is the ponderomotive
energy of the ejected electrons under the electric field force, described (in atomic
units) by UP = IL/4ω2L, where IL and ωL are respectively the intensity and the
central frequency of the driving laser. Typical intensities to achieve HHG are
on the order of 1013 − 1014 W/cm2, which for the case of 800 nm laser results
in cutoff energies of ∼ 30 eV in Xenon or ∼ 100 − 150 eV in Neon. Further
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increasing the laser intensity to extend the cutoff energy can unfavorably affect
the phase-matching process (deeply described in the work of Balcou and coau-
thors [17, 18]) and reduce the recombination probability due to the excursion
experienced by the electrons in the strong electric field. Hence, the strategy to
extend the HHG spectrum to the SXR region is to drive the process with laser
drivers working at longer wavelengths.
The recent developments in the realization of intense and tunable ultrafast
sources operating in the short-wavelength IR (SWIR, 0.9 − 2.5µm) spectral
region opened the way to the investigation of HHG process beyond the popu-
lar 800 nm case. After the first demonstration of the cutoff energy extension
reported by Shan et al. [19], many groups have exploited SWIR sources to pro-
duce HHG extending to the SXR region [20]. However, the scaling of the HHG
cutoff energy for SWIR drivers has always been accompanied by the unfavorable
scaling of the efficiency of the HHG process. For these wavelengths, the flight
time of the electron before recombination is longer, resulting in a larger spatial
spread of the electron wavepacket hence lowering the recombination probability
and lower HHG flux (a theoretical investigation of the wavelength scaling of the
HHG efficiency is found in [21, 22]). On the other hand, the energy dispersion
of the HHG emission in time (induced by the property that different electron
flight times correspond to different kinetic energies) is also expected to vary
with the driver wavelength. This quantity is called attochirp and theoretical
calculations [23] and experimental observations [24] report a λ−1 scaling, sug-
gesting that SWIR-driven HHG can generate shorter attosecond pulses respect
to the 800 nm case.
A general breakthrough overcoming the unfavorable phase-matching was
demonstrated by the pioneering work of my group using a sub-2-cycle, 1.85µm
laser driver, reporting the generation of SXR radiation up to the oxygen K-edge
(543 eV) [25, 26, 27]. The low HHG flux obtained for laser drivers at these
wavelengths was overcome by achieving phase-matching at very high pressures
of gas for the generation [27] (the setup used for HHG and the spectral charac-
terization of its emission are reported in Sec. 2.2, 2.2.1 and 2.2.2). Following
this work, several demonstrations of SXR radiation generated via HHG with
SWIR laser drivers have been reported [28, 29, 30, 31]. A further extension of
the cutoff energy above the oxygen K-edge has been reported by Popmintchev
et al., obtained by focusing 3.9µm laser pulses in a hollow-core fiber (HCF)
filled with high pressure of Helium, producing HHG emission up to 1.6 keV [32],
however producing a lower flux with respect to the above-mentioned cases.
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Attosecond pulse train vs Isolated attosecond pulse
The HHG process is initiated for each half-cycle of the electric field resulting
in a field amplitude able to trigger the tunneling ionization step. As a con-
sequence, multiple HHG emissions can be obtained with a single pulse of the
laser driver, usually referred to as an attosecond pulse train (APT), with two
consecutive emissions separated by half the optical cycle of the laser driver.
The interference between the different pulses contained in the APT generates
the characteristic spectrum of the HHG emission, consisting of a discrete series
of peaks positioned at odd multiples of the frequency of the driving laser until
the cutoff region, a continuum spectrum corresponding to the contribution of
the most intense half-cycle. APTs have been employed in several interferometry
experiments to study electron dynamics [33, 34], but offer a limited amount of
applications for pump-probe investigations, where generally the system is inves-
tigated with a pair of individual pulses.
The general approach to generate an isolated attosecond pulse (IAP) is to
isolate one single emission event per each laser shot from the HHG process. This
can be achieved by applying a gate to the process in either the spectral or tempo-
ral domain. In the amplitude gating scheme, by means of reflective/transmissive
optics, the continuum produced in the cutoff region of a stable HHG spectrum
can be isolated, resulting in the isolated emission of the most intense half-cycle
[7, 35]. For an efficient application, it requires nearly-single-cycle laser drivers
with good CEP stability and the use of proper XUV-SXR optics, which are
not always available. In the temporal gating, the drop in HHG efficiency oc-
curring for nonlinear laser driver polarization (electron trajectories follow the
ellipticity of the electric field, reducing the recombination probability) is used to
obtain HHG emission by a single half-cycle. Examples of this approach are the
polarization gating [36, 37, 38] or double-optical gating techniques [39], which
differ in the way the generating laser field is engineered (the combination of two
circularly-polarized fields with controllable delay).
Another approach implying a gate in the time domain is the so-called ioniza-
tion gating scheme. Here, by means of a few-cycle, high-intensity laser driver,
a nearly-total ionization of the generating medium can be achieved within the
leading edge of the driving pulse, with possible confinement to a single half-
cycle. The intensity is such that the phase-matching conditions for the HHG
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process are varying in time over the duration of the laser driver pulse. While
this scheme has been discussed and demonstrated in several applications for
isolated XUV pulse generation [40, 41], the extension of this scheme to the SXR
range was investigated for the first time by our group in the work of Teichmann
et al. [27]. The higher gas pressure values needed for long-wavelength-driven
HHG required the study of phase-matching conditions for this new regime.
Using the expressions for the phase-matching of the HHG process defined
in [18], Teichmann and coauthors calculated numerically the dependence of the
phase-mismatch for generating HHG in Helium and Neon at different photon
energy in space and time, as a function of time (within the pulse duration) and
space (around the focal plane). An example is reported in figure 1.2, where the
case of HHG in Helium generating 500 eV radiation is considered. The colormap
defines the on-axis phase-mismatch, while the black circle defines the time-space
region where pulse intensity is enough to generate 500 eV radiation according to
the cutoff law. Results show how the temporal window for good phase-matching
becomes narrower for increasing pressure, achieving confinement to a single half-
cycle for pressures above 4bar. Similar results have been obtained for photon
energies down to 300 eV and for Neon as generating medium, supporting the
existence of a very narrow temporal window providing the condition for the
emission of a single attosecond burst of soft X-ray radiation, corresponding to a
broadband SXR continuum. The setup to perform HHG in these conditions is
widely described in 2.2, 2.2.2, while more details regarding the numerical simu-
lations can be found in [27].
Other strategies to generate IAP are the attosecond lighthouse technique
and the two-color field HHG. In the attosecond lighthouse, firstly proposed by
Vincenti and Quéré [42], the spatio-temporal coupling occurring in ultrashort
laser pulses is exploited to separate different HHG emissions. In particular, if
the laser driver is affected by a pulse-front tilt introduced by a dispersive optics
at an angle, each attosecond pulse in the train is emitted along a slightly differ-
ent direction corresponding to the instantaneous direction of propagation of the
driving field at the instant of emission. Then, spatial filtering in the far-field
allows the isolation of single attosecond pulses [43], like in the work reported
by Silva et al. from our group [26]. The idea behind using a two-color field for
HHG is to manipulate electron trajectories by superposition of electric fields at
different wavelengths. By combining an 800 nm driver with its second-harmonic
[44] or a SWIR component, both in the few-cycle [45] or multi-cycle regime[46].
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Figure 1.2: Calculated on-axis phase mismatch as a function of propagation position
and time within the pulse for 500 eV radiation generated in helium. Laser parameters
are: 12 fs of pulse duration, 54µm of beam waist, 0.5PW/cm2 of laser intensity.
Dark red indicates good phase-matching and the black oval area denotes the zt
space with field strength sufficient to generate 500 eV radiation. Reprinted with
permission from [27]. Copyright c© 2016, Springer Nature.
Temporal characterization of HHG emission
Standard methods for temporal characterization of visible-IR optical pulses rely
on the possibility to exploit a non-linear interaction with a crystal (i.e. auto-
correlation, frequency-resolved optical gating (FROG)). Hence, extending these
techniques to the XUV-SXR range requires pulse energies able to produce mea-
surable non-linear signals, making the application of such methods challenging.
First, pulse energies obtained with HHG are low (on the order of pJ/nJ) com-
pared to optical laser sources. Second, it is not easy (if not impossible) to find
transparent non-linear media for the XUV-SXR photon energy range, which are
highly absorbed in any kind of material.
In 2001 two experimental methods have been proposed and demonstrated to
temporally characterize the HHG emission: RABBITT (Reconstruction of At-
tosecond Beating By Interference of Two-photon Transitions) for APTs [6] and
Attosecond Streaking for IAPs [7, 47]. The first one is the established method
nowadays to characterize in time an APT: the photoelectron distribution pro-
duced by ionization of a gas target induced by the APT is dressed by a weak
IR field, synchronized in phase and time with the APT. The analysis of the
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interference pattern produced by the two-photon transitions (XUV-SXR ± IR)
on the recorded spectra permits to reconstruct the spectral phase of the APT
over the measured photon energy range.
As in the case of RABBITT, the Attosecond Streaking technique used to
characterize IAPs also relies on an IR-dressed XUV - SXR photoionization
measurement on a gas target, recorded varying the time delay between the two
pulses. The photoelectron pulse is assumed to be a replica (shifted in energy by
the ionization potential) of the photon pulse, obtained via single-photon absorp-
tion. The IR streaking field intensity is higher compared to the RABBITT case
(here on the order of 1012−1013W/cm2) and modulates the kinetic energy spec-
trum by adding a contribution to the electron momentum proportional to the
IR vector potential. The spectrogram obtained recording photoelectron spectra
as a function of the delay between IR and XUV - SXR pulses is described by
F (v, τ) =
∣∣∣∣∫ ∞∞ EX(t− τ) · d[v +AL(t)]eiΦG(v,t)ei(v2/2+IP )dt
∣∣∣∣2 (1.2)
where EX is the electric field of the attosecond pulse; d(v) is the dipole tran-
sition matrix element from the ground state to the continuum state; AL(t) is
the vector potential of the IR field; v2/2 is the electron kinetic energy in atomic
units; IP is the ionization potential and ΦG(v, t) is the quantum phase acquired
by the electron during the interaction with the IR field. Mairesse and Quéré [48]
suggested interpreting the streaking spectrogram as a FROG trace, meaning as
the spectrogram obtained with a FROG measurement, expressed by
F (ω, τ) =
∣∣∣∣∫ ∞∞ E(t− τ)G(t)eiωτdt
∣∣∣∣2 (1.3)
where G(t) is the (amplitude or phase) gate function used to measured the
complex field E(t). The method introduced by Mairesse and Quéré, called
FROGCRAB (FROG for Complete Reconstruction of Attosecond Bursts), in-
cludes the approximations needed to justify the analogy between 1.2 and 1.3 (i.e.
central-momentum approximation). The streaking trace can be then processed
with numerical algorithm solving the phase-retrieval problem (like the principal
component generalized projection algorithm (PCGPA)) to reconstruct ampli-
tude and phase of the complex XUV-SXR electric field (firstly demonstrated in
[38]) and of the IR streaking field (as demonstrated in [49]). Another possibil-
ity to reconstruct the XUV-SXR electric field is offered by the Ptychographic
reconstruction method [50], which relaxes some of the constraints needed for
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FROGCRAB, resulting in a faster reconstruction. Finally, a streaking char-
acterization method employing weak perturbative IR field has been proposed
called PROOF (Phase Retrieval by Omega Oscillation Filtering) [51], suggest-
ing a superior sensitivity for the case of ultra-broadband attosecond pulses.
While Attosecond Streaking is nowadays a well-established technique for
IAPs in the XUV regime, the extension to the SXR range requires facing several
challenges, resulting in the fact that only a few works can be found in literature
at date [28, 52, 53]. The HHG flux can easily be orders of magnitude lower
in the SXR range, which together with lower ionization cross-section for this
energy region makes the characterization a lengthy process. The IR pulse used
for generating SXR is in general longer due to longer wavelengths used for the
HHG drivers, requiring to scan a longer delay range in the experiment. What
probably is the most challenging condition to fulfill is to find a gas target in
which the photoelectron spectrum produced via ionization constitutes a replica
of the photon spectrum (i.e. electrons are ionized from mainly one single shell),
which can be difficult to satisfy for the ultra-broadband SXR spectra produced
with long-wavelength-driven HHG. In section 2.4, our approach to temporally
characterize the SXR IAP is described and the results discussed.
1.1.2 Attosecond-resolved ultrafast dynamics
Attosecond pulses resulting from the HHG process represent an ideal tool to fol-
low ultrafast dynamics in real-time. The possibility to induce or probe electron
or structural changes with sub-fs resolution is accompanied by the possibility
to interrogate the target from the high lying valence electronic states in the
XUV region down to core-shell energy level using X-ray photons. Examples of
attosecond pump - attosecond probe experiments have only been reported using
APTs [54], limited by the low intensity of attosecond pulses achieved with the
HHG process. For this reason, pump-probe experiments with an IAP or an APT
are performed synchronizing it with a more intense visible-IR few-cycle pulse,
usually a replica of the laser pulse driving the HHG process. The temporal
resolution of the experiment, given by the cross-correlation between pump and
probe pulses, is then limited by the duration of IR pump pulse (3− 5 fs) unless
the IR pump is a CEP-stable pulse, resulting in a reproducible electric field that
can induce fast dynamics on the sub-fs time scale. In this section, an overview of
the most significant experiments involving attosecond pulses is presented, with
particular attention to transient absorption (TA) measurements on solid-state
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target for their analogy to the experimental results reported in this dissertation.
The first pump-probe experiment involving a single attosecond pulse has
been reported by Drescher et al. [55], where the lifetime of the 3d hole in Kryp-
ton created by XUV ionization has been measured. Using the attosecond streak-
ing technique, a lifetime of 7.9 fs is determined, governed by the Auger recom-
bination process following the ionization. Time-resolved charged-particle spec-
troscopy with attosecond pulses has produced impressive results on the study
of electron dynamics on both gas-phase and solid-state targets. Light-induced
electron tunneling in Neon atoms has been resolved by capturing multi-electron
excitation and relaxation with sub-fs resolution [56]. Electron localization dur-
ing a dissociation process initiated by XUV molecular photoionization in H2
and D2 has been followed with attosecond resolution by analyzing the velocity
and angular distribution of the photofragments [57]. A study of IR strong-field
ionization of an XUV-ionized phenylalanine molecule allowed to resolved an ul-
trafast hole migration process, modulating the yield of the immonium dication
with 4.3 fs oscillation period [58]. Attosecond delays between electrons coming
from different energetic levels have been observed in photoemission from atoms
and metal surfaces, employing both IAP [59, 60, 61] and APTs [62, 63, 64].
Another method that has proven to be able to access sub-fs electron dy-
namics in molecular and solid-state targets is the so-called high harmonic spec-
troscopy (HHS). This technique, consisting of analyzing the HHG emission to
extract information on the generating medium, has been reported the first time
by Itatani et al. [65]. By performing HHG measurements in laser-aligned N2
molecules, the 3D tomographic reconstruction of the highest occupied orbitals
contributing to the HHG process is reported. HHS method does not imply the
typical pump-probe scheme, but several works have demonstrated how sub-fs
electron dynamics can be extracted from these measurements [66, 67]. In the
case of a solid-state target, the first observation of HHG has been reported by
Ghimire et al. in [68], where harmonics of an IR driver have been measured in a
ZnO crystal extending beyond the band edge with a cutoff energy that linearly
scales with the laser intensity. Following this first observation, several studies
have been published on this topic, nicely reviewed in [69], showing how HHG in
solids is related to inter- and intra-band carrier motion taking place on sub-fs
timescales. HHS applied to solid-state targets may hold promise to access in-
formation on the electronic band structure and to probe driven ultrafast carrier
dynamics at petahertz speed (sub-fs timescale).
19
Finally, TA measurements have been performed with attosecond pulses in
the XUV-SXR range to study electron dynamics in many different materials.
The typical scheme involves a few-cycle IR pulse initiating dynamics in the tar-
get, which are then probed by recording the changes in XUV-SXR absorption.
Compared to charged-particle spectroscopy, electronic transitions result in ab-
sorption edges at specific photon energies determined by their electronic energy
structure, with XUV-SXR photons accessing the inner-shell levels of the target
elements. This property makes XUV-SXR absorption an element-specific tech-
nique, which allows the unambiguous and simultaneous detection of electronic
transitions from different energetic levels or different elements composing the
probed material. The X-ray absorption technique and its properties are widely
described in Chap. 3.
Attosecond transient absorption in solids
The most interesting results obtained by attosecond-resolved TA experiments in
solid-state targets have been nicely reviewed in [70] and can be grouped in two
categories: first, the non-linear response of carriers to strong-field pump pulse;
second, the material response following pump-induced carrier excitation in the
linear regime. Up to date, because of the number of available sources, these
applications have been realized using mostly attosecond XUV sources, able to
access mainly the M- or L-edges of several solid-state samples. In this section,
some of these works are presented and the extension of these applications to
attosecond SXR sources is discussed.
In the non-linear interaction regime, the strong electric field of the IR pump
pulse directly interacts with the electrons inside the material at the optical-cycle
timescale. A comprehensive review of strong-field phenomena due to non-linear
interaction of intense laser pulses with electrons in solids has been recently
published by Kruchinin et al. [71]. The first investigation of this non-linear in-
teraction has been reported by Schultze et al. [72] in a SiO2 thin film, pumped
with a few-cycle 1.55 eV pulse and probed with an XUV IAP at the L2,3 edge
(transitions from the 2p states of silicon). The material is dielectric with a 9 eV
band-gap, hence no carrier injection from the valence band (VB) to the conduc-
tion band (CB) is expected. The experiment shows a strong modulation of the
absorption at the L2,3 edge oscillating at twice the IR frequency and appearing
during the temporal overlap of the two pulses. The effect has been interpreted
in terms of Wannier-Stark localization: a strong electric field creates highly-
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localized electronic states at lattice sites, leading to a band shift proportional
to the field strength, mapped by the modulation of the absorption edge. The
oscillations at twice the laser frequency confirm the non-linear nature of the
interaction. An experiment carried out with the same setup on pure Si reported
a different result [73]. In this case, the 3.2 eV band-gap allows non-linear carrier
injection, which signal has been observed at the L2,3 edge over ∼ 100 fs time
range. By zooming into the rise time of the transient signal, a step-like structure
synchronized with the IR electric field is revealed, suggesting tunneling ioniza-
tion as carrier injection mechanism, as already observed in atomic targets [56],
and supported by a Keldysh parameter of 0.5.
The IR pump - XUV probe scheme has been then applied to different cases of
nonlinear field-carrier interaction, investigating different pump intensity ranges
or different classes of materials. Mashiko and coauthors [74] resolved the three-
photon absorption mechanism in GaN (3.35 eV band-gap), producing a modula-
tion of the spectrum at three times the pump laser frequency(0.86 fs) and consti-
tuting the first observation of petahertz carrier motion in solids. In GaAs, where
the band-gap is bridged by absorption of a single photon at 800 nm, Schlaepfer
et al. found the injection of carriers in CB to be described by a transient fea-
ture spread over the band-gap region and the bottom of the CB oscillating at
twice the pump frequency [75]. DFT simulations revealed the role of inter- and
intra-band currents in GaAs, with the latter dominating the observed transient
signal. Finally, in conditions where the XUV photons are probing regions of
the band structure where no carriers are injected, Lucchini et al. probed the
ultrafast modification of the electronic bands induced by the strong IR field,
explained in terms of the dynamical Franz-Keldysh effect[76].
To study the response of the material following the excitation of carriers
from VB to CB, a linear pumping regime is desirable in order to rule out laser-
induced modifications of the material properties and focus on the generation
and evolution of carrier population. To study these phenomena in real-time the
attosecond resolution is not strictly needed (temporal resolution is given by the
femtosecond duration of the pump pulse) but the broadband spectrum carried
by IAPs or APTs ranging in the XUV-SXR region allows the probing of a wide
range of the electronic band structure. A clear example of this application is the
work published by Zürch et al., investigating carrier and structural dynamics in
nanocrystalline Ge thin films [77]. An XUV IAP probes absorption changes at
the Ge M-edge induced by the creation of electron and hole distributions respec-
tively in CB and VB. An iterative numerical fit routine allows them to disentan-
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gle pure state-blocking signals (the presence of an electron/hole blocks/allows
XUV-induced electronic transitions) from carrier-induced edge shift and broad-
ening, interpreted in terms of band-gap renormalization, a well-known effect in
semiconductor physics. The high spectral resolution of the experiment helped
to follow the evolution of electron and hole populations through different valleys
of the band structure.
Besides the evolution of the excited electron and hole population, several
ultrafast phenomena involving both the electronic and lattice degree of freedom
have been resolved using attosecond XUV pulses. The laser-induced impulsive
coherent excitation of phonon modes in crystals has been studied in two recent
works, respectively on Bi [78] and LiBH4 [79], where the phonon excitation pro-
duces modulations of the XUV absorption, from which the phonon frequency
can be extracted via time-domain analysis. A charge transfer mechanism fol-
lowing photoexcitation leading to the formation of polarons was detected by
Carneiro et al. in haematite (α-Fe2O3) [80]. The evolution of a system under-
going a photoinduced phase transition, like VO2, has been investigated by Jagel
and coworkers in [81], where XUV TA measurements revealed an underlying
process more complicated than a purely-phononic (vibrational periods are on
the order of 100 fs) or purely-electronic effect (the period related to the plasma
frequency is 4 fs).
In conclusion, it is important to highlight that while a wide variety of stud-
ies of attosecond-resolved dynamics in different materials have been reported
using XUV pulses, very few examples employing attosecond X-ray pulses are
present to date. On one side, two sources generating femtosecond SXR pulses
via HHG reaching the carbon K-edge (284 eV) have been used to study molec-
ular dynamics. Attar et al. investigated an electrocyclic ring-opening reaction
in cyclohexadiene following absorption of UV light by monitoring changes in
absorption at the carbon K-edge [29]. The dissociative dynamics of CF4 and
SF6 following laser-induced ionization have been studied by Pertot et al. by
following transient SXR absorption at both carbon K-edge and sulfur L-edges
(180 − 240 eV) [82]. The only one study of attosecond-resolved dynamics in
solids using attosecond SXR sources is the work we realized in our group study-
ing ultrafast carrier motion in a transition-metal dichalcogenide (TiS2) [83]. A
few-cycle IR pulse promotes carriers from VB to CB through a direct band-gap
of 0.23 eV, while the system is probed by an SXR ultra-broadband attosecond
pulse spanning over the water window region (from the carbon to the oxygen
K-edges, 284 − 543 eV). An oscillating signal at twice the IR laser frequency
22
is detected at the bottom of the CB, probed by SXR absorption at the Ti L-
edge (458− 464 eV) and interpreted, through the help of numerical simulations,
as laser-driven intra-band carrier motion. This work and the one presented in
this thesis (4) aim at opening the way to the application of attosecond pulses
to study electron and structural dynamics to the SXR region, hence exploiting
all the advantages given by X-ray spectroscopy (discussed in details in Chap. 3).
1.2 Ultrafast dynamics in graphite: state of the
art
The crystalline structure of carbon atoms known as graphite (shown in Fig.
1.3b) is the result of the sp2 (trigonal) hybridization of carbon's orbital s, px
and py, while the remaining pz is oriented perpendicularly to the plane defined
by the sp2 orbitals [84]. The three-dimensional structure consists of a vertical
series of planar layers (called graphene), arranged in the so-called AB stacking
configuration. In the graphene layer, carbon atoms are arranged in a hexagonal
pattern at a distance of 1.42Å from each other and they are connected by the
strong covalent bonds resulting from the sp2 hybridization and denominated σ.
Consecutive graphene layers are separated by a distance of 3.35Å and kept to-
gether by the weak van der Waals force produced by the delocalized pi orbitals
(related to the atomic pz orbitals), oriented perpendicularly to the graphene
layers [85]. If the AB stacking is conserved for long-range distances, the crys-
tal structure is usually denominated highly-oriented pyrolitic graphite (HOPG),
while amorphous graphite refers to graphite crystals where the AB stacking is
conserved only for short distances. The nature of the chemical bonds is respon-
sible for the different intra- and inter-layer properties of graphite: the covalent
σ bonds produce a metallic behavior within the graphene layer, while the van
der Waals force makes graphite a poor electrical and thermal conductor perpen-
dicular to the layers.
The electronic band structure produced by graphite's lattice structure and
carbon's electronic configuration is reported in 1.3a as the result of DFT calcu-
lation performed with the Quantum Espresso package [86]. Each carbon atom
has four electrons in the valence shell and the crystalline unit cell is formed by
four atoms. The 16 electrons per unit cell are generating 16 bands, of which
12 are σ-bands and 4 are pi-bands. For the σ-bands, 6 have a bonding char-
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Figure 1.3: Electronic band and crystalline structure of graphite. a) presents the
band structure of graphite calculated with the DFT package Quantum Espresso.
The main contribution to both valence (VB) and conduction bands (CB) are re-
ported in terms of pi (VB) and pi∗ (CB) bands, originated by the carbon pz orbitals
and of σ (VB) and σ∗ (CB) bands, results of the sp2 hybridization. In b) the crys-
talline structure is shown: a vertical stack of graphene layers kept together by weak
van der Waals forces, while the hexagonal in-plane structure is the result of the sp2
hybridization of carbon atoms.
acter and 6 anti-bonding, with the two groups separated by an energy gap of
∼ 5 eV. The pi-bands lie between the σ-bands and form the top of the VB and
the bottom of the CB (as indicated in 1.3a). Only 8 of the 16 bands are filled,
resulting in a Fermi level (the energy of the highest occupied electronic state)
lying in between the 4 pi-bands. The nearly-zero energy band-gap (40meV [87],
confirmed by DFT calculations) opening at the K point of the reciprocal lat-
tice and the overlap of the highest valence pi-bands at the Brillouin zone edges
make graphite a semimetal material. The band-gap is not present in single-
layer graphene because of a degeneracy argument, removed in graphite by the
AB vertical stacking. The position of the Fermi level can be manipulated to be
in the VB or CB by controlling the carrier doping [88], the sample temperature
[89] or by applying an electrical voltage [90].
The most attracting properties of graphite and graphene, which make them
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some of the most studied solid-state materials of the last decades, all derive
from the band dispersion in the proximity of the K point of the reciprocal lat-
tice (see band structure in 1.3a). The pi-bands at both the top of the VB and
the bottom of the CB exhibit an almost-linear dispersion (linear for the gap-
less graphene), meaning that electrons are described by a linear relationship
between energy and momentum, hence behaving like massless Dirac fermions
[86, 91, 92]. This property of the electronic band structure gives rise to a wide
variety of unique phenomena characterizing the optical and electronic properties
of graphite. Quantum integer and fractional Hall effect [93], high conductivity,
and carrier mobility and near-ballistic transport at room temperature [92, 94],
broadband optical absorption from the far-IR up to the ultraviolet region [95],
saturable absorption are examples of graphite's extraordinary properties. The
miniaturization of graphite thin film (down to the single layer) has opened the
way to a wide range of possibility in the field of optoelectronics (photovoltaic
devices, light-emitting devices, photodetectors, terahertz devices, etc.), which
have nowadays become of ordinary use in technological applications [96, 92].
Finally, the metallic nature of graphite within the graphene layer makes it a
good thermal conductor along the plane, while it becomes an insulator in the
perpendicular direction [97]. The in-plane lattice geometry is responsible for
strong coupling between the electronic and vibrational degrees of freedom, de-
termining the dominating energy decay channel following photoexcitation, as
deeply described in Sec. 1.2.1 and 1.2.2.
With the advent of femtosecond lasers and the establishment of pump-probe
techniques, a new world of possibilities opened up for the study of light-induced
dynamics in the matter. Graphite and graphene became the object of a wide
variety of experimental investigations to study the interaction with a laser pulse
and the mechanisms through which the deposited energy is dissipated. Through
the use of different experimental techniques, several attempts have been made
to describe the excitation of charge carriers from VB to CB and the phenomena
ruling the decay channels, involving both carriers and lattice. An overview of
the most important results in terms of carrier and lattice dynamics are pre-
sented respectively in Sec. 1.2.1 and 1.2.2. The close analogy between optical,
electronic and thermal properties of graphite and graphene is the reason why
this overview contains experiments conducted on both materials.
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1.2.1 Carrier dynamics
In static conditions, graphite is considered a semimetal because of its nearly-
degenerate band structure at the K point, producing a band-gap of ∼ 40meV
(see Fig. 1.3a). Modification of the Fermi edge position through carrier dop-
ing [88], temperature [89] or by applying an external electrical voltage [90] can
create electron and hole pockets conferring graphite a metal-like behavior. The
shape of the pi and pi∗ bands allows optical absorption in a wide range going
from the far-IR up to the UV range. Absorption of photons at these frequencies
will promote electrons from pi (VB) to pi∗ (CB) band, leaving a concentration
of holes in the pi (VB) band. The evolution of these photoexcited charge carrier
distributions has been and still is the object of study of several time-resolved
investigations.
The evolution of the carrier distributions in graphite takes place on a timescale
shorter than 1ps, which translates in the need of experimental techniques with
femtosecond temporal resolution. The first pump-probe investigation with sub-
picosecond resolution was carried out by Seibert et al. ([98]) in 1990. Using
an optical pump-probe setup employing 50 fs pulses, they reported the satu-
ration of pump light absorption and interpreted the result in terms of a state
filling process (usually referred to as state- or Pauli-blocking) producing a hot
dense electron plasma in the pi∗ band. By monitoring the change in optical ab-
sorption, they concluded that a carrier thermalization process takes place after
photoexcitation on a timescale faster than 50 fs (hence limited by the tempo-
ral resolution of the technique) followed by a subsequent slower cooling process
involving carrier-phonon scattering. They finally found a dependence of the
characteristic time of the carrier-phonon scattering process on pump fluence
and probe wavelength, suggesting a connection to the electronic states involved
in the process. The excited carrier lifetime and its dependence on the electronic
energy state have been studied in graphite both theoretically [99] and exper-
imentally [100]. Results are showing that the scattering rate (the inverse of
carrier lifetime) does not depend quadratically on the energy (relative to the
Fermi edge) as expected for a 3D gas of interacting electrons according to Lan-
dau's theory [101]. Scattering rate data rather follows the shape of the band
structure (namely the density of states (DOS)) and presents singularities for
energies close to the critical points of graphite's band structure (in this case, at
the M point of the reciprocal lattice).
Kampfrath et al. [102] were among the first to discuss the coupling of the
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excited electron distribution to phonon modes. By analyzing the transient di-
electric function measured with time-resolved THz spectroscopy, they detected
an increase in absorption at frequencies higher than 15THz at 500 fs after pho-
toexcitation. They modeled the observed changes introducing the coupling of
optical phonons (frequencies higher than 15THz) to electronic transitions, re-
sulting in the best fit to the transient dielectric function data. Finally, they
estimated that after 500 fs most of the excitation energy of the electronic sys-
tem (90%) is transferred to these optical phonons, which are then denominated
strongly-coupled optical phonons (SCOPs) because of the strong effect on elec-
tronic properties at these timescales. Only with the use of shorter laser pulses
(< 10 fs), like in the case of the experiment carried out by Breusing and cowork-
ers [103], better insight on the thermalization processes was given. The higher
temporal resolution allowed the identification of a first ultrafast decay of 13 fs,
assigned to carrier-carrier thermalization, accompanied by a slower one of about
100 fs and interpreted as carrier-phonon scattering. The broadband spectrum
provided by the < 10 fs pulses has been used to verify that the decay time
decreases for increasing probe energies (i.e. electrons further away from the
Dirac point, in line with [100]), see Fig. 1.4a,b. Imposing a Fermi-Dirac (FD)
distribution to the measured data revealed the creation of electron and hole dis-
tributions with different chemical potentials recovering the equilibrium in less
than a picosecond.
After the general physical picture following pi − pi∗ photoexcitation was es-
tablished (carrier-carrier thermalization after tens of fs, carrier-SCOPs thermal-
ization on few hundreds of fs timescale), two main research directions developed
with a focus on carrier dynamics. The first aimed at understanding the forma-
tion of the out-of-equilibrium electron distribution and its evolution in terms
of carrier thermalization before the scattering with the optical phonons takes
place. The second mainly focused on trying to understand which mechanisms
are dominating carrier-carrier scattering processes, responsible for the ultrafast
energy and momentum redistribution of the photoexcited carriers. Most of the
studies have been extended to the more popular case of graphene: in general, the
interpretation of these processes can be applied to both graphite and graphene
because of their almost identical band structure.
The electronic system is described by a FD statistical distribution if in con-
ditions of thermodynamic equilibrium, which is safe to assume in absence of
any pump pulse (the same probe pulse can move the electronic system towards
out-of-equilibrium conditions, but this effect is not considered here). The prob-
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Figure 1.4: Ultrafast carrier dynamics in graphite following pi − pi∗ excitation. a)
Spectrally resolved differential transmission (DT) as function of time delay and
probe photon energy Epr. b) DT for Epr = 1.24 eV (solid), 1.55 eV (dash-dotted)
and 1.77 eV (dashed). Inset: Decay time τ2 vs Epr. Reprinted with permission
from [103]. Copyright (2009) by the American Physical Society. c) Stages of
thermalization and characteristic timescales of energy and momentum exchange
processes. Time markers separating the stages result from the evaluation of the
experimental data for F = 0.9 and F = 1.7mJ/cm2. Reprinted with permission
from [104]. Copyright (2018) by the American Physical Society.
ability distribution is described by
FD(E, Te, µe) = {exp[(E − µe)/kBTe] + 1}−1 (1.4)
where kB is the Boltzmann constant, Te is the temperature of the electronic
system, µe is the chemical potential and E the electron energy (same can be
written for the holes, with an inverted sign for the probability distribution).
The photoexcitation process creates carrier distributions out of equilibrium, for
which the FD statistics is not valid anymore. Subsequently, a carrier ther-
malization process is initiated to restore an equilibrium state, which happens
to be at a higher temperature compared to the initial state (a hot electron
gas has been created). Finally, the system loses energy going back to a low-
temperature state by carrier-carrier and carrier-phonon scattering. In the work
of Stange et al. [105], a detailed description of the numerical methods to ex-
tract important parameters like carrier temperature and chemical potential from
time-resolved angularly-resolved photoemission spectroscopy (ARPES) data is
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presented. The transient electronic temperature is then fitted with the so-called
three-temperature model (3TM, explained in detail in Sec. 4.2.5) describing the
energy exchange between the carrier, the SCOPs and the lattice thermodynamic
systems, confirming the fast and strong coupling of the electronic excitation to
optical phonons. By pushing the temporal resolution of time-resolved ARPES
to ∼ 10 fs with the use of few-fs pulses, Rohde and coauthors [104] identify the
timescales of the different steps bringing to the formation of the hot electron
gas and its further decay, see Fig. 1.4c. After 8 fs most of the pump pulse is
already absorbed, creating an anisotropic electron distribution in both energy
and momentum. The momentum distribution is fastly redistributed via carrier-
carrier interaction at around 22 fs, while the electronic system is internally fully
thermalized (i.e. also energetically redistributed) only at 50 fs after the pump
arrival. The main channel for energetic redistribution is the scattering with
SCOPs, starting earlier than 50 fs and lasting for several tens of fs.
In order to shed light on the carrier-carrier scattering mechanisms taking
place on the first tens of fs after photoexcitation, Winzer, Malic, and coworkers
[106, 107, 108, 109] introduced a theoretical background considering different
carrier-carrier interactions, with particular attention to Auger processes. These
processes (called Auger Heating (AH) and its counterpart Impact Ionization
(II), see Sec. 4.2.2) involve either the annihilation or creation of an electron-
hole pair along with, respectively, the energy gain or loss by a third electron.
Their calculations show that, under certain circumstances, carrier multiplica-
tion takes place in graphene and graphite, resulting in the generation of more
carriers in CB (or VB, the same argument can be extended to holes) than the
ones generated by pump-light absorption, hence making these materials ap-
pealing for optoelectronics applications [96]. Experimental proofs are found for
graphene in the works from Brida et al. [110] and Gierz et al. [111], reporting
the detection of carrier multiplication in graphene under certain pump pulse
and time resolution conditions (see Fig. 1.5), while still no evidence has been
reported for graphite. The topic of carrier multiplication will be described in
detail in Sec. 4.2.2 together with the presentation of our results.
1.2.2 Lattice dynamics
In the previous section, a list of important works on carrier dynamics in graphite
has been presented. Here the attention is moved to dynamics involving the lat-
tice degrees of freedom. Starting from the condition that the excited carrier
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Figure 1.5: Direct evidence for impact ionization in graphene. Comparison between
the temporal evolution of the total number of carriers in conduction band (NCB ,
light red) and their average kinetic energy (ECB/NCB , light blue). Reprinted with
permission from [111]. Copyright (2015) by the American Physical Society.
distribution dissipates most of the acquired energy into the carrier-SCOPs scat-
tering channel [102], a list of the experimental works elucidating the nature of
the vibrational dynamics involved is presented.
For graphite, the vibrational properties are mostly dictated by the hexag-
onal symmetry of the graphene layers, the result of the strong covalent bonds
produced by the sp2 hybridization (1.3b). The interatomic force inside the
graphene layer is stronger than the van der Waals force acting between differ-
ent layers: for this reason, graphite, graphene and carbon-based structures (i.e.
nanoribbons, nanotubes) share the same lattice properties. The phonon band
dispersion of graphite (shown in Fig. 1.6 as the result of DFT calculations) and
the identification of the atomic displacements produced by the main phonon
modes in real space are present in the work of Maultzsch et al. and Mohr and
coauthors [112, 113]. Through inelastic x-ray scattering and by comparison with
available DFT calculations, they mapped the phonon band dispersion over the
main crystallographic directions, identifying several acoustic bands and three
main optical bands, one longitudinal and two transverse, with energies in the
range of 150− 200meV.
A different type of characterization of the vibrational properties of graphite
30
Figure 1.6: Phonon band dispersion of graphite obtained with DFT calculations.
The optical modes that strongly couple to the electronic excitation, the E2g and
A′1 mode, are highlighted, together with the main decay channels involving in-
teraction with lower-frequency phonons (TA stays for transverse-acoustic, LA for
longitudinal-acoustic) identified by Stern et al. in [114]). The overestimation of
the A′1 mode frequency (corresponding to 35THz based on literature [113, 112]),
is due to inaccuracy of set of parameters used for DFT calculations.
and graphene is provided by studies of Raman spectroscopy [115, 116]. Light
can interact with the crystal via Raman scattering only for vibrational modes
(so-called Raman-active modes) satisfying the selection rules: the susceptibil-
ity tensor ruling the non-linear interaction with the laser field must have off-
diagonal terms (mode is not fully-symmetric). For the case of HOPG, there are
two different Raman-active modes, both situated at the Γ point of the phonon
band structure: the E2g2 optical mode (47THz), completely inside the graphene
plane, and the E2g1 acoustic mode (1.3THz), also known as shearing mode,
where the graphene planes slide against each other (for mode visualization, see
[117, 113, 115]). The Raman peak corresponding to the E2g2 mode is usually
called G-peak. The Raman spectra of HOPG presents a second peak at higher
energies (75THz), usually called the 2D peak: it is originated by a two-phonon
excitation of the fully-symmetric A′1 mode at the K point of the reciprocal
lattice, not active for single-phonon Raman excitation. For the case of multi-
crystalline graphite, the increased disorder reduces the symmetry of the A′1 mode
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and a third Raman peak appears, corresponding to the single excitation of the
A′1 optical phonon at 37THz. For the rest of the manuscript, the E2g2 mode
will be referred to as E2g, while the E2g1 mode will be called the shearing mode.
Phonon excitation in graphite can be achieved through electron-phonon cou-
pling (EPC) following pi− pi∗ electronic excitation (as described in the previous
section) or by coherent interaction of an ultrashort laser pulse with the vibra-
tional modes of the crystal. In the former case, the process is initiated by a
scattering event, resulting in an incoherent excitation of phonon modes satisfy-
ing energy and momentum conservation. In the latter case, if the laser's pulse
duration is shorter than the vibrational period of the phonons, the laser field
can coherently excite phonons in the crystal. The excitation takes place through
Impulsive Stimulated Raman Scattering (ISRS) for Raman-active modes, while
fully-symmetric modes can be excited according to the Displacive Excitation of
Coherent Phonons (DECP) mechanism if the laser is in resonance with elec-
tronic excitation. A detailed discussion about ISRS and DECP is reported in
Sec. 4.2.6 or can be found in [118, 119, 120].
The coherent excitation of the shearing mode in graphite was reported for
the first time by Mishina and co-authors [117]: the interaction of a 130 fs pump
laser with the sample coherently excites the Raman-active mode, which modu-
lates the transient reflectivity signal detected in the experiment. The frequency
of the shearing mode is found to be independent of the carrier excitation, while
it redshifts for increasing lattice temperature. With the same experimental
setup but involving shorter laser pulses (< 10 fs), Ishioka et al. some years after
revealed the coherent excitation of the E2g optical phonon mode along with
the shearing mode [121]. The increased temporal resolution allowed them to
follow the dynamics of the E2g mode, which frequency changes in less than 1 ps
after photoexcitation. They interpret these changes by stating that the E2g is
involved in the strong EPC following photoexcitation: the dynamics of excited
carriers influence the phonon dispersion at the Γ point, where a Kohn anomaly
is present. A Kohn anomaly is a discontinuity in the derivative of the dispersion
relation that occurs at certain high symmetry points, proper of metallic mate-
rials and in general system with strong EPC, like graphite. Similar conclusions
were found by Yan and co-workers using time-resolved Raman spectroscopy
[122]: the dynamics of the E2g mode were studied, evolving in time with a de-
cay constant of ∼ 2ps. With a different experimental approach (ultrafast core
electron energy-loss spectroscopy), van der Veen et al. [123] studied the elec-
tronic and structural dynamics of graphite with femtosecond and nanosecond
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temporal resolution. An electron pulse is interacting with the target as in the
case of ultrafast electron diffraction (UED), but instead of analyzing the result-
ing diffraction pattern, the transmitted electrons are energy-dispersed by means
of an electron spectrometer. In this case, energies above 100 eV were considered,
to access core-shell electronic transitions the same way XAFS spectroscopy does.
Their results indicate that the modification of the carbon-carbon distances (as
a result of the EPC) can affect the shape of the electronic band structure on
the ps time scale, producing an effect similar to band-gap renormalization in
semiconductors.
A deeper insight on which modes are actually participating in the strong
EPC is found in the works of Yang, Chatelain and Stern [124, 125, 114]. In
the work of Yang et al., by the combination of time-resolved ARPES and Ra-
man spectroscopy, beside the coupling to the E2g mode already presented in
[121] a new decay channel is proposed involving first the excitation of optical
phonon modes at the K point, suggesting a relation to the A′1 mode. UED is
instead the experimental technique used in the works of Chatelain and Stern.
By measuring the pump-induced changes on the scattering intensity at different
peaks of the reciprocal lattice, transient data shed light on the different phonon
modes involved in the EPC and their dynamics. Chatelain et al. confirmed the
incoherent excitation of the E2g and A′1 optical modes via the strong coupling
following pi − pi∗ excitation. At later times, they detected on top of the in-
coherent transient signal the coherent excitation of two low-frequency acoustic
phonon modes: the shearing mode, as for [117, 121] and the so-called breathing
mode, corresponding to an expansion of the interlayer distance plus an oscil-
lation at 0.2THz. As a consequence of the excitation of the breathing mode,
the interlayer distance resulted to be modified by ∼ 0.1Å, at least one order of
magnitude larger than other vibrational amplitudes in graphite. Finally, Stern
et al. followed the same approach of [125], but rather focusing on the decay of
the incoherently excited E2g and A′1 optical mode. A decay on the 1−2 ps time
scale was found consisting of two-phonon excitation at half the initial frequency
and opposite wave-vector: the top part of the acoustic branches along both
ΓK and ΓM starts to be populated until further decay takes place towards the
lower-frequency region.
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1.3 Conclusions
In this introductory chapter, two research fields have been presented constitut-
ing the background from which my Ph.D. project developed. On one side, the
field of attoscience providing the possibility to generate ultrashort light pulses in
the XUV-SXR photon energy range and to exploit them to study atomic-scale
electron dynamics in real time. On the other side, the unique electronic and
thermal properties of graphite, resulting in extremely interesting carrier and
structural dynamics taking place on a ultrafast timescale.
The emergence of attosecond science constituted a technological and scien-
tific revolution which allowed to go beyond the limits set by the use of femtosec-
ond lasers in studying ultrafast phenomena. The possibility to generate sub-fs
light bursts, both in the shape of isolated pulses or of pulse trains, with photon
energies in the XUV-SXR range allowed the use of new methods to investi-
gate electron dynamics in atoms, molecules and solids. By means of transient
XUV-SXR absorption or photoemission spectroscopy, phenomena like tunneling
ionization, charge localization and migration, bond breaking have been observed
with sub-fs resolution.
Most of the extraordinary properties of graphite are consequences of the
almost-linear dispersion of the electronic band structure around the Fermi level
in the proximity of the K-point of the reciprocal lattice. The nearly-metallic
behavior of the single 2D layers, called graphene, is responsible for graphite's
electronic properties, like high conductivity and high carrier mobility. These
properties, together with a broadband optical absorption from the IR to the
UV range, do not strongly depend on the thickness of the material, making
graphite suitable for implementation in optoelectronic devices.
Despite several experimental works have been reported on both carrier and
structural dynamics in graphite, there are few open questions which have not
been addressed yet, mainly related to the limitations of the experimental tech-
niques used. The ultrafast response of carriers to an intense electric field carried
by a laser pulse has never been investigated. While the evolution of the excited
electron distribution in conduction band has been intensively studied, at date
no real investigation has been reported on the evolution of the hole distribu-
tion produced in the VB after photoexcitation. The analysis of the mecha-
nisms ruling the ultrafast carrier-carrier scattering is only available for the case
of graphene, while it is still debated whether the results apply to the case of
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graphite too. Finally, an experimental study able to directly observe dynamics
involving both carrier and lattice degrees of freedom all at once is still lack-
ing: the strong electron-phonon coupling has always been indirectly inferred by
looking at physical quantities related to either the electron or the lattice sys-
tem. With the work presented in this thesis, we aim at answering these open
questions.
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Chapter 2
Beamline for attosecond SXR
spectroscopy
This chapter contains a detailed description of the experimental setup built to
produce isolated attosecond soft X-ray (SXR) pulses and to realize time-resolved
XAFS experiments using an IR pump - SXR probe scheme.
In Sec. 2.1, a brief presentation of the laser system used to drive the high-
harmonic generation (HHG) process is provided, with a particular emphasis on
the HHG process driven in ionization-gating conditions and exploiting the pon-
deromotive scaling of the emitted photon energy.
In Sec. 2.2, the scheme implemented for HHG is presented, together with
a description of how the SXR radiation is propagated and detected along the
beamline. Characterization of the SXR source in terms of stability and flux
will be presented together with its spectral tunability in the SXR range from
below 200 eV up to 550 eV, covering the so-called water window spectral region.
Finally, the results of the temporal characterization of the isolated attosecond
pulses (IAP) will be discussed.
The chapter ends with a description of the IR pump - SXR probe scheme
implemented for time-resolved XAFS studies in Sec. 2.3. The different pumping
schemes implemented will be presented together with the procedure to determine
the spatio-temporal overlap between the pump and the probe pulses.
36
2.1 Laser system
As explained in Sec. 1.1.1, the main ingredients that a laser system must have
in order to drive the HHG process are: high pulse intensity (ranging in the
1014 W/cm2 range), short pulse duration (usually down to the few-optical-cycle
level), control on the CEP and in general good stability performance, which
are needed to achieve good spectral stability of the HHG output. In addition
to this, to extend the HHG spectrum to the SXR region the quadratic depen-
dence of the cutoff energy on the laser wavelength has to be exploited, resulting
in the need of a laser system working at wavelengths longer than the output
of commercially available Titanium:Sapphire (Ti:Sa) laser systems. To satisfy
all these conditions, the laser architecture consists of a multi-mJ femtosecond
Ti:Sa system which output is used as a seed for a high-energy optical paramet-
ric amplification (OPA) stage used for wavelength conversion. Finally, a pulse
compression scheme is implemented before entering the Attosecond beamline.
A detailed explanation of the laser system can be found in [126].
The Ti:Sa system is composed of two chirped-pulse amplification (CPA)
stages, namely a regenerative amplifier cavity followed by a multi-pass booster,
both partially home-built, and a pulse compressor (see the sketch reported in
Fig. 2.1). The 80MHz, 15 fs femtosecond output of the oscillator is firstly
modulated in amplitude and phase by an acousto-optic programmable disper-
sive filter (Dazzler, Fastlite) for spectral shaping and then temporally stretched
to about 200 ps before entering the two stages for CPA. The first stage is a
cryogenically-cooled regenerative amplifier cavity working at 1 kHz repetition
rate in which the pulse energy is brought from the nJ up to 2 − 2.5mJ level,
where the effect of gain narrowing is mitigated by the spectral shaping induced
by the Dazzler.
The cavity output is then propagated to the next stage, consisting of a mul-
tipass booster amplifier, still cryogenically-cooled, where amplification up to
10 − 11mJ is achieved. In both amplification stages, the crystals are pumped
with high-power diode lasers (respectively 20 and 50W), for which heating ef-
fects like thermal lensing are not negligible. The high-power cryogenic system
(Cryomech) connected to both crystals ensures the handling of the high power
deposited, resulting in high-quality spatial properties of the output beam, key
ingredient for efficient non-linear wavelength mixing. The final stage of the
Ti:Sa system is the pulse compressor, where a pair of reflective gratings are
used to recompress the pulses to 40 fs pulse duration.
37
Ti:Sa
TOPAS
Hollow Core Fibre
1.85 μm, 1 mJ, 45 fs
0.5 mJ, 11 fs
CEP
7 mJ, 40 fs
nJ, 80 MHz
2 mJ, 1 kHz
10 mJ
Figure 2.1: Schematics of the laser system, from the Ti:Sa part up to the entrance
of the Attosecond Beamline. Listed after each step are some key laser parameters,
like pulse energy or temporal duration. At the output of the hollow-core fiber (HCF),
the dichroic filter (RG1000, Schott) is represented, used both for pulse compression
and for the CEP f-2f interferometer.
The output of the Ti:Sa system is propagated up to the beginning of the sec-
ond part, where it enters a commercial set of OPA stages (HE-TOPAS, Light
Conversion) to downconvert the 800 nm output to longer wavelengths. In the
first stage, the 800 nm seed is combined non-collinearly in a beta barium borate
crystal (BBO) with a white-light continuum generated in a yttrium-aluminum-
garnet (YAG) to amplify its 1.3µm component. In the second stage, the 1.3µm
pulse is used as the signal and it is further amplified by the 800 nm seed in a
collinear OPA in a BBO crystal, resulting in the creation of an idler centered
at 1.85µm. It is very important to stress that the 1.85µm component is in-
herently CEP-stable, being the idler of the OPA process in which the random
phase component carried by the two other pulses gets canceled out. The final
stage is a non-collinear OPA stage, again in BBO, where the main portion of
the input 800 nm seed (almost 90%) is used to boost the amplification of the
idler, resulting in a final output of 1mJ at 1.85µm, slightly stretched towards
45 fs because of propagation through OPA crystals. Together with the idler,
the output also contains the leftover 800 nm seed and the signal at 1.3µm, both
38
spatially separated from the idler because of the non-collinear angle in the last
stage.
After creating high-energy pulses at SWIR wavelengths, they are post-compressed
down to the few-optical-cycle regime thanks to self-phase modulation (SPM)
achieved in glass HCF, a standard scheme for high-energy pulses firstly pro-
posed by Nisoli et al. [127] for 800 nm light sources and then adapted to the
SWIR [128]. Coupling the laser into a glass capillary of few-hundred-µm inner
diameter (ID) filled with a noble gas (usually Argon or Neon, depending on
pulse energies involved), the propagation of high-intensity pulses allows SPM to
take place and a multi-octave-spanning spectrum can be generated, while more
than 50% of input light can be coupled. In our case, using a HCF with 300µm
ID filled with 1 bar of Argon, spectra like the one in Fig. (see 2.2 below) can
be generated, supporting Fourier-transform limit of less than 10 fs, with around
550µJ of pulse energy at the output.
The broad 1.85µm pulses are then propagated through a bulk piece of glass,
namely a 2mm IR filter (RG1000, Schott), to partially compensate the re-
maining spectral phase. After the filter, pulses have been temporally char-
acterized with a home-built second-harmonic frequency-resolved optical gating
(SH-FROG) setup [129], measuring a pulse duration of 11.2 fs (see Fig. 2.2),
which at this wavelength correspond to slightly less than two optical cycles
(T1.85µm = 6.17 fs).
I have already mentioned while describing the TOPAS setup, that the 1.85µm
pulse is CEP-stable being the idler of the OPA process. If on one side this
property excludes random shot-to-shot fluctuations, CEP stability can be dete-
riorated by environmental conditions affecting the pulse propagation in the long
term. As already said in Sec. 1.1.1 and as it will be shown in the next one, the
HHG spectrum heavily depends on the CEP value [27], especially in the cutoff
region, so it would be impossible to acquire meaningful spectroscopic data with
a spectrum that drifts over time. To overcome this issue, an f-2f interferometer
was implemented in our setup exploiting the multi-octave-spanning spectrum,
using the reflection of the RG1000 filter after the HCF. This reflection contains
the blue tail of the spectrum below 1000 nm together with a small portion of the
main part of the spectrum because of Fresnel losses. It is this second part that,
once frequency-doubled in a BBO, produces a spectrum that overlaps with the
blue tail of the fundamental, resulting in spectral fringes measured on a spec-
trometer. Through a feedback loop directly acting on a delay stage inside the
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Figure 2.2: Spectral and temporal characterization of 1.85µm pulse, measured
at the input of the attosecond beamline. a) Measured SH-FROG trace, while b)
presents its reconstruction using the PCGPA phase retrieval algorithm, in good
agreement with the experimental one. In c) there is the retrieved temporal profile
of the pulse. Finally, the measured spectrum is shown in d).
second stage of the TOPAS we are able to lock the CEP to a given relative value
and doing so we can balance slow drifts. Using the feedback loop, we are able
to go from around 300mrads of CEP root-mean-square down to < 100mrads
[25] and to keep it over the long time windows needed to do pump-probe exper-
iments in these conditions.
2.2 HHG setup for attosecond SXR pulses
In Sec. 1.1.1 and 1.1.2 the process of HHG was presented, describing the dif-
ferent approaches used to generate IAP and to produce radiation in the SXR
region. Here the experimental setup is presented, where a few-optical-cycle,
1.85µm laser driver is chosen to generate IAPs spanning over the water window
spectral region in the high-pressure, ionization-gating regime, as described in
1.1.1.
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One key ingredient of each experimental setup built to work with XUV or
X-ray light is the vacuum technology, as these types of radiation would propa-
gate on incredibly short distances (on the order of mm) before being completely
absorbed. For this reason, at the end of our optical table a thin fused-silica win-
dow (400µm thick, with anti-reflective coating for the broad 1.85µm spectrum,
glued on a metallic tube) separates the table, at atmospheric pressure, from the
Generation chamber, as we usually refer to the vacuum chamber where the HHG
process takes place (see Fig. 2.3 at the end of the section). In this chamber, by
means of a mechanical booster pump (Leybold, 650m3/h), a pressure level of
10−4 mbar is maintained in static condition, while pressure can be kept to the
mbar level when high gas pressure (around 12 bar) is used for generation. Due
to the high capacity of the vacuum pump, it is possible to connect this chamber
to the rest of the beamline without the use of any physical separator.
Once the laser beam is in the chamber, silver flat mirrors (Layertec, en-
hanced reflectivity around 1.85µm) are used to guide it until the final concave
silver mirror (Layertec, 200mm radius of curvature), which focuses the beam
into the gas cell. A motorized iris is also inserted on the beam path and used
in the HHG optimization process to fine adjust the spatial properties of the
beam and hence the phase-matching. At the focal plane, beam size of 50µm
full-width-half-maximum (FWHM) is obtained, which results in peak intensity
of about 5 · 1014 W/cm2, range needed to achieve the ionization gating regime.
The design of the gas cell used to reach high pressure for HHG while keep-
ing the ambient pressure in the chamber sustainable for the vacuum pumps has
been the object of careful study and constitutes the core of the whole vacuum
system (more details can be found in [130]). In addition, the remaining gas in
the vicinity of the generation point will reabsorb the SXR radiation when the
pressure becomes substantially higher than the mbar level. The final geometry
consists of a stainless steel tube with 1.5mm outer diameter and 0.5mm inner
diameter where 2 aligned holes of 200µm diameter have been fabricated via
laser drilling in order to accommodate the laser beam. Gas is injected from the
bottom, where the gas cell is connected to a high-pressure gas line, and it can
only stream through the small side holes, producing at the center a region of
high pressure suitable for the interaction with the laser pulses.
Usual optimal pressures for HHG phase-matching with Helium are on the
order of 10 − 12 bar, for which we measure an ambient pressure in the rest of
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the chamber of around 10mbar. This value is highly dependent on the vacuum
pump performance and on the gas cell hole size (it scales with the fourth power
of the radius). The high-intensity of the laser pulse can easily ablate stainless
steel and, despite a careful alignment protocol, the hole quality deteriorates
with time on a timescale of 2-3 months, after which usually the ambient pres-
sure and the phase-matching backing pressure rise. Monitoring these pressure
values while doing HHG helps us to diagnose the gas cell quality.
The interaction of high-pressure gas density with the few-cycle, high-intensity
laser pulse translates in the generation of IAP with a spectrum reaching up to
550 eV when Helium is used (the cutoff energy is 160 eV in Argon, while it
extends up to 400 eV using Neon). However, the optimization of the process
requires the sensitive alignment of the laser beam through the gas cell (up to
the end of the beamline) together with the control of macroscopic parameters
like gas pressure, gas cell position along beam propagation and CEP (see sec.
2.2.2 to visualize their effect on the HHG spectrum).
Phase-matching conditions for these parameters ensure that there is only a
short temporal window in which high-harmonics are efficiently generated, re-
sulting in one (efficient) emission usually corresponding to the most-intense
half-optical cycle. A detailed study for the phase-matching conditions of the
HHG process with our parameters is presented in [131, 27], while experimental
proofs come from attosecond lighthouse and attosecond streaking experiments
[26, 52]. The results of the streaking measurements will be presented in sec. 2.4.
2.2.1 SXR propagation and detection
At the exit of the gas cell, the generated SXR beam will co-propagate with
the IR driver along the same path, even though the beams have very different
divergence. The two beams co-propagate together inside the Differential pump-
ing chamber until entering the next one, called Mirror chamber (see Fig. 2.3),
where pressure values are on the order of 10−6 − 10−7 mbar. At the beginning
of this chamber, a motorized wheel gives the possibility to insert a thin metallic
filter on the beam path to block the remaining IR driver while transmitting the
SXR beam. Filters have thicknesses of 100− 200 nm and are chosen according
to the spectral region needed for applications. In the water window spectral
range, a common choice is to use either tin (Sn) or aluminum (Al) filters, for
which transmission ranges between 50 − 70% over the bandwidth of the HHG
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Figure 2.3: Setup for generation, propagation and detection of SXR attosecond
pulses. A motorized iris (MI) is used to fine tune the beam profile after the beam is
focused in the gas cell (GC) with the focusing mirror (FM1). The pumping aperture
(PA) and the glass window (GW) regulate the gas flow between the generation
chamber and the rest of the beamline. The remaining IR is blocked at the metallic
filter (MF) right before the ellipsoidal mirror (XE), used to refocus the SXR beam.
Finally, the grating (XG) and the camera (CCD) allow the detection of SXR light
at the end of the beamline. Pressure values obtained when HHG gas is flowing are
indicated at the bottom of each chamber.
spectrum. Other filters, like carbon or titanium, are mainly used for the spectral
calibration of the home-built spectrograph, due to their clear absorption edges
at respectively 284 and 454 eV.
After the filter, the diverging SXR beam hits an ellipsoidal mirror, sitting
1.4m after the HHG gas cell, and re-imaging the generation spot after 0.7m with
a magnification factor of 0.5. The mirror (Carl Zeiss Laser Optics) is coated
with platinum with a final surface roughness of < 0.5nm rms and is aligned
to reflect the SXR at grazing incidence, namely 2o, to reduce the losses. The
ellipsoidal mirror sits on a 6-axis hexapod positioner to achieve fine control of
all translational and rotational degrees of freedom.
The reflection of the ellipsoidal mirror enters the next chamber, named Ex-
perimental chamber, designed such that the image plane of the ellipsoidal mirror
coincides with its center. Here is where the sample is placed, mounted on a sam-
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ple holder and moved with a 4-axis (3 translation + 1 rotation) linear positioner
(Smaract) with sub-µm precision. A knife-edge measurement of the SXR beam
revealed a spot size in focus of 12µm FWHM (taken as the average of the beam
radii on x- and y-axis, see Fig. 2.4), optimized for ellipsoidal mirror alignment.
This chamber can reach vacuum levels down to 10−8 − 10−9 mbar and it has
been used in the past also for charged-particle spectroscopy, like in the attosec-
ond streaking measurement, reported in Sec. 2.4.
Figure 2.4: Knife-edge characterization of the SXR beam size at the sample plane
in the experimental chamber. Vertical (a) and horizontal (b) cut in the transverse
plane are presented, together with a fit using the error function, from which the beam
radius w0 can be extracted. The SXR beam FWHM is then calculated assuming
the average of the radii and considering the relation FWHM ' 1.18 · w0. The
slight astigmatism can be related to a minor ellipsoidal mirror misalignment.
Detection of the SXR radiation is performed via a home-built spectrograph,
as sketched in Fig. 2.3. The experimental chamber is connected to a small
vacuum chamber containing a flat-field, aberration-corrected, gold-coated, re-
flecting concave grating (2400 lines/mm, Hitachi High Technologies America,
Inc.), which disperses the different wavelengths in the horizontal plane. The
first diffraction order is detected by a cooled charged-coupled device (CCD)
camera (PIXIS-XO, Princeton Instruments, −75 oC), connected to the grating
chamber with a metallic bellow. The camera is positioned at the focal plane
of the grating in order to re-image in the horizontal plane the focal spot of
the experimental chamber. Nominal resolving power of the spectrograph is
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E/dE = 1000, which translates in a maximum spectral resolution of about 0.3 eV
at 300 eV.
Figure 2.5: Detection of HHG spectrum generated in helium. a) shows the average
of 20 2D spectra, each one obtained with 40 seconds integration time, optimized
for flux at the carbon K-edge. b) Integration along the horizontal direction gives in-
formation about vertical beam size, where divergence has been calculated using the
distance between the SXR and CCD plane of 472 mm. c) To obtain the SXR spec-
trum, integration along the vertical dimension is performed, revealing a broadband
spectrum around the 284 eV, where clear carbon contamination is detected.
To estimate the flux of the SXR source, the number of detected counts on
the CCD (see Fig. 2.5) can be converted to the number of photons consider-
ing that the operational regime produces 1 electron/count and that 3.7 eV are
needed to generate an electron. This operation allows calculating the number
of detected photons/second/eV, reported in Fig. 2.6a for spectra optimized in
three different conditions, namely at the carbon K-edge (284 eV), nitrogen K-
edge (410 eV) and titanium L2,3-edge (458−464 eV). To calculate the number of
photons delivered to the sample, it is needed to take into account the response
of the optical components seen by the SXR beam. The CCD camera has a de-
tection efficiency directly related to the response of the silicon chip and ranges
45
between 40 − 60% for our bandwidth. The reflection from the SXR grating is
only ∼ 1.5%, reducing consistently the number of detected photons. Finally, the
transmission through an aluminum filter must be considered, blocking ∼ 50% of
the photons. Considering the spectrum corresponding to the red curve in 2.6a,
the total number of photons per second impinging on the sample is 1.6·107 ph/s.
This number can be finally translated into SXR pulse energy considering the
relation E = hνNph: the result is a pulse energy of 0.6 pJ at the sample plane,
corresponding to a fluence of 84 nJ/cm2.
Figure 2.6: Flux and stability of the SXR source. a) The number of detected
photons/s/eV is reported for spectra optimized for three different absorption edges,
indicated on the figure. All spectra are taken with an aluminum filter and are the
average of 15 spectra of 40 s integration time each. b) The long-term stability of
the source is estimated calculating the variation of the total number of detected
photons during one of the experimental campaign on graphite reported in Chap. 4.
One important feature that a light source must have for spectroscopic appli-
cations is stability. The capability to detect small signals, whatever is its nature,
relies on the possibility to acquire data for long experimental times with a re-
producible spectrum. The HHG process is non-linearly dependent on the laser
intensity, resulting in amplification of any possible intensity fluctuations coming
from the laser side. In addition, HHG spectral instability can also come from
fluctuations of other parameters, like pressure or CEP. This is why we carefully
monitor laser intensity, CEP and gas pressure while working with SXR beam.
To evaluate the stability over the measurement time needed for experiments,
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one can consider the evolution of total detected SXR counts and define it as
the long-term stability of the source; an example of such analysis is presented
in Fig. 2.6b.
2.2.2 Spectral tunability across the water window
In the previous section, the setup to perform HHG has been presented, from the
geometrical details of the generation up to the handling of the SXR radiation.
Here the spectral characterization of the SXR source is reported, emphasizing
the capability to tailor the spectrum according to experimental needs.
Besides the mutual alignment of laser beam and gas cell, the efficiency of
the HHG process depends on its phase-matching condition, containing several
contributions as indicated in [17, 18]. The relation for the phase-mismatch
wavevector ∆k = kqω − qkω can be written as:
∆k ≈ q · [∆kgeo + ∆kdisp] + ∆kdip, (2.1)
∆kgeo = ∇ΦGouy = ∇(−arctan(z/zR)), (2.2)
∆kdisp ≈ −P · [(1− η) · 2pi∆n/λ0 − ηNatmreλ0], (2.3)
∆kdip ≈ −∇[UP · (tr(qω)− tb(qω))]. (2.4)
The geometric term ∆kgeo is related to the Gouy phase term, which depends
on the position along the propagation axis (here called z) and the Rayleigh
length zR = piw20/λ0, where w0 is the beam radius at focus and λ0 is the driving
laser wavelength. The dispersive term ∆kdisp depends on the gas pressure P ,
the ionization fraction η, the classical electron radius re, the density of atoms
at atmospheric pressure Natm and ∆n, which is the refractive index change
between the driving laser and harmonics wavelength. Finally, the dipole term
∆kdip depends on the ponderomotive energy of the driving laser field, UP , and
the electron times of birth tb and recombination tr for the HHG process.
The control of macroscopic parameters in the laboratory like the gas cell
position z, the gas pressure P or the CEP, determining the electric field am-
plitude triggering the HHG process, is crucial to achieve phase-matching and
generate the desired SXR flux. It is important to stress that these parameters
are not totally uncorrelated: the desired HHG performances cannot be obtained
by simply optimizing separately the variables one after the other. Nevertheless,
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it is interesting to observe how the spectrum depends on these quantities and
how this can be used to tailor it according to the experiment. This being said,
in the following section we present the single-variable dependence of the HHG
spectrum on CEP, pressure and z position.
The dependence on the CEP is probably the most intuitive: changing the
relative phase between the electric field and the pulse envelope translates in
varying the electric field amplitude, with a periodicity of pi. If the ionization
gating scheme is used in combination with a few-cycle laser pulse, with the CEP
we can move from a condition of isolated attoescond pulse emission to a train
containing two pulses (see the Argon case in [52] for a clear example). The
effect on the spectrum is known as half-cycle cutoff and it produces a strong
modulation of the spectrum together with a shift of the cutoff energy, in our
case up to 10%, as it can be observed in Fig. 2.7 or [27].
Figure 2.7: Impact of the CEP on HHG spectrum. a) SXR spectra generated in
helium as function of CEP, each corresponding to 100 seconds integration time.
The sharp cut above 450 eV is due to the L-edge of the titanium filter used for the
measurement. The effect has a periodicity of pi and allows to tune the HHG flux
over a broad energy range, as clearly shown in b) where spectra for 3 extreme cases
have been selected.
The gas pressure and the gas cell z-position are connected to microscopic
quantities ruling the phase-matching of the process, as indicated in the equa-
tions above. Their effect on the generated spectrum is stronger than the one
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produced by the CEP, as it can be observed in Fig. 2.8. The pressure has in
general a strong effect on the HHG flux and it usually presents a saturation
point, i.e. a pressure value after which the flux decreases instead of increasing.
On the other side, the dependence on the z-position mainly modifies the shape
of the spectrum, which can be moved around the whole water window energy
region. The combination of these two parameters allows a proper optimization
of photon flux for a broad range of energies, hence for multiple spectroscopic
applications.
Figure 2.8: Spectral tunability of SXR spectrum with gas cell pressure and z po-
sition. In a) the z position is kept fixed while the pressure scanned, revealing a
relatively narrow window in which phase-matching is achieved. b) If pressure is kept
fixed and the gas cell moved along the beam propagation axis, the spectrum can
be smoothly tuned from higher to lower energies. All spectra were recorded with
40 seconds integration time and a titanium filter to block the IR driver.
2.3 IR pump - SXR probe scheme
After describing in detail in the previous section the setup for generation, prop-
agation, and detection of SXR attosecond pulses, here the propagation and
characterization of a second laser beam is presented, which will constitute the
pump pulse for all the pump-probe experiments here reported.
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During my Ph.D., I worked with two different geometries for the pump-probe
scheme. The collinear setup, using the same 1.85µm exploited as driver pulse
for HHG as a pump, has been exploited for the attosecond streaking experiment
(2.4) and is presented in Sec. 2.3.1. The second implementation implies a small-
angle non-collinear geometry and it has been used for the whole experimental
campaign on graphite presented in 4.1. For this second setup, the 1.85µm pulse
or its second harmonic constitute the pump pulse, respectively reported in Sec.
2.3.1 and 2.3.2.
For both the different geometries used, the setup consists of a Mach-Zender
interferometer, starting at the beginning of the beamline with a beam splitter
whose transmission always constitutes the HHG laser driver while its reflection
is arranged to be the pump pulse. The recombination of pump and probe takes
place further along the beamline, either in the mirror or directly the experimen-
tal chamber, as it will be shown in the next sections.
2.3.1 CEP-stable, 1.85µm pump
Two different experiments have been carried out with the pump pulse being a
replica of the CEP-stable, 1.85µm laser pulse used for HHG driver: attosecond
streaking (2.4) and time-resolved XAFS (4.1). Due to the different detection
scheme, two different geometries have been implemented for these experiments,
with pros and cons that will be described in this section.
For the attosecond streaking experiment, the commonly used collinear setup
was chosen, represented in Fig. 2.9. The first optical element in the chamber
is the beamsplitter, which constitutes the beginning of a Mach-Zender interfer-
ometer where the pump and probe beams follow the two separate arms. The
pump beam is first sent to the delay-line stage, used to control and scan the
time delay between the two pulses, then propagated up to the mirror chamber
(with the least amount of optics to reduce losses). At the end of this chamber,
the two beams recombine with the use of a 45o holey-mirror (2mm hole size).
The pump beam, after hitting a concave mirror used for focusing the beam on
the sample, is reflected by the holey-mirror, being perfectly centered respect to
the hole. The SXR beam instead simply propagates through the hole, where the
small divergence of these wavelengths ensures having no beam clipping. After
the holey-mirror, the two beams co-propagate up to the sample, which in this
case is a gas (Krypton, see Sec. 2.4) streaming out of a metallic nozzle.
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Figure 2.9: Collinear scheme for 1.85µm pump - SXR probe, used for the attosec-
ond streaking experiment. The reflection of the beam splitter (BS) constitutes the
pump beam, synchronized with the probe by means of a delay-line stage (DL). The
pump beam is propagated up to mirror chamber, where it is reflected by the focus-
ing mirror (FM2) and finally by the holey mirror (HM), where it recombines with
the SXR beam. Both beams travel together up to the interaction region, where the
photoelectrons are detected by a time-of-flight (TOF) spectrometer.
The main advantage of this setup is that, once the collinearity is ensured
over a distance at least as large as the beam path between the holey mirror and
the sample, the result is a perfect spatial overlap and the absence of any tempo-
ral smearing effect coming from the angle between the two beams. On the other
hand, using the holey-mirror to reflect the pump produces two main undesired
effects: the first is that the central (most energetic) part of the beam is lost in
the hole, reducing consistently the pump pulse energy, which can be critical for
experiment like streaking where pump intensity is a key parameter for a good
characterization. The second is that the reflected beam has a doughnut shape
in the far-field, which can limit the spot size at focus and add spatial aberrations.
For pump-probe spectroscopy, any detected signal not related to the probe,
as the background signal coming from the pump, constitutes contamination
that has to be reduced to the minimum possible. For the case of streaking,
for the intensity achieved on the pump pulse (on the order of 1011 W/cm2),
the photoelectron detection always turned out to be pump-background-free.
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When switching to time-resolved XAFS measurements, where the transmitted
SXR spectrum is detected on the cooled CCD camera, the suppression of pump
background (scattered pump photons hitting the camera) turned out to be more
complicated. Even the insertion of movable slits and an additional metallic filter
was not enough to shield the camera from undesired pump light, with the effect
becoming worse when moving the pump central wavelength towards the visible
(because of the higher sensitivity of the silicon detector). This constitutes the
main reason behind the choice of a non-collinear setup.
For this scheme (see Fig. 2.10), a 90-degree periscope is inserted at the be-
ginning to flip the polarization from p to s (related to experiment in graphite,
presented in 4). After the delay-line stage, the beam enters a reflective telescope,
which doubles the beam size and provides a focus along the way, exploited for
the 0.8µm pump case as explained in the next section. The beam then propa-
gates up to the mirror chamber where a thin CaF2 lens (f=500mm) is used as
a focusing element and the last mirror, slightly displaced respect to the SXR
beam path, steers the beam to achieve spatial overlap directly at the sample
plane in the experimental chamber, where the interferometer is closed. The
angle between pump and probe is the minimum possible given the beam sizes
and amounts to 1.5o ± 0.5o.
Thanks to this angle, at the end of the experimental chamber the beams
are separated enough in the horizontal plane such that the combination of a
movable slit and a metallic filter reduces the pump background almost to zero,
which allowed us to perform experiments with high pump intensity. The draw-
back is the presence of the effect of temporal smearing introduced by the angle
which could wash out fast dynamics in a pump-probe experiments. For our ex-
perimental conditions, considering the measured FWHM beam sizes for pump
(D = 50µm) and probe (d = 12µm), the induced temporal smearing can be
estimated according to the formula
tsmear ' dsinα
c
=
(12 · 10−6) · (sin1.5o)
(3 · 108) ≈ 1fs. (2.5)
The estimation provided by the formula can be considered as the worse case
scenario for linear interaction of the pump pulse with the sample, while the case
of nonlinear interactions would relax this condition. The temporal and spectral
characterization of the pump pulse for both schemes is presented in Fig. 2.11.
The spectrum is slightly modified respect to the one used for HHG, due to the
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Figure 2.10: Non-collinear scheme for 1.85µm pump - SXR probe, used for time-
resolved XAFS experiments. In contrast to the collinear case, the pump beam is
expanded with a telescope (FM2 and FM3) and then focused with a lens (FL)
into the experimental chamber, where it recombines with the SXR directly on the
sample. After the interaction, a movable slit (MS) and a metallic filter (MF) are
used to shield the spectrograph from residual pump light.
coating of the different optics used. The pulse duration changes from 11.2 to
12.5 fs, difference due to the propagation of the pump pulse through thin pieces
of CaF2 glass, i.e. a window between generation and differential pumping cham-
ber and the focusing lens.
2.3.2 CEP-stable, 0.8µm pump
In time-resolved spectroscopy, a common practice is to vary pump pulse param-
eters (i.e. pulse intensity, photon energy, etc.) and study their influence on the
observed dynamics. With the aim of adding tunability to the pump wavelength,
a second-harmonic generation (SHG) stage was designed and implemented to
be inserted into the path, at will, as reported in Fig. 2.12.
There are only a few differences with respect to the 1.85µm pump case. In
between the expanding telescope constituted by FM2 and FM3, a BBO crystal
(200µm thickness) near the focus is used to generate the second harmonic of
the 1.85µm pulse, then two dichroic mirrors are used in reflection to separate
the SH from the fundamental. The phase-matching condition of the SH process
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Figure 2.11: Temporal (a) and spectral (b) characterization of the 1.85µm pump
pulse. Due to the propagation along the beamline, the pump pulse results to be
slightly longer than the HHG driver, shown in Fig. 2.2.
has been tuned to maximize the SH pulse energy, resulting in the spectrum
presented in Fig. 2.13. Instead of the initial periscope, a waveplate is used after
the dichroic mirrors to make sure the beam is s-polarized.
To compensate the dispersion added by the BBO crystal and the waveplate,
a pair of chirped mirrors (Layertec, −40 fs2/reflection) is used, with four total
reflections, to achieve a final pulse duration of 15 fs (see Fig. 2.13). Finally,
the focusing lens used for the 1.85µm pump beam path is replaced with a 15o,
silver-coated, off-axis parabola (f=500mm, Edmund Optics), because of the
higher dispersion provided by the CaF2 lens for these wavelengths compared to
the 1.85µm case.
2.3.3 Spatio-temporal overlap
In this section, the protocol to ensure the spatio-temporal overlap of pump and
probe is presented, distinguishing the two different cases of attosecond streaking
and time-resolved XAFS experiments. To detect the overlap of two beams of
very different wavelength (µm vs. nm scale) and intensities (µJ vs. pJ level)
can be challenging and, in this case, it should take place completely in vacuum.
It is for this reason that to verify the spatio-temporal overlap, the SXR beam is
replaced by the remaining IR driver transmitted along the beamline in absence
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Figure 2.12: Non-collinear scheme for 0.8µm pump - SXR probe, used for time-
resolved XAFS experiments. The telescope placed in the generation chamber pro-
duces a focus used for SHG in a BBO crystal, which component is isolated by
means of dichroic mirrors (DMs). Polarization is set by a waveplate (WP) and
pulse is again compressed with 4 bounces on chirped mirrors (CMs). Finally, an
off-axis parabolic mirror (OAP) replaces the lens as focusing element before the
recombination with the SXR probe.
of metallic filters on the probe path.
For the case of attosecond streaking, collinearity between the two beams
needs to be enforced. Using a movable pick-off mirror placed after the gas noz-
zle, the two IR beams are sent outside the vacuum chamber through a glass
window to a home-built imaging system. With the help of an IR beam profiler
(WincamD, DataRay) and moving two motorized mirrors placed along the pump
beam path, the collinearity of the two beams is established. The coarse temporal
overlap is obtained via spectral and spatial linear interferometry between the two
beams. For higher resolution overlap detection, the available intensities for both
IR pulses (1010 − 1011 W/cm2) don't allow using strong-field ionization-based
cross-correlation methods on a gas target. For this reason, photoemission-based
in-situ IR-IR cross-correlation on the metallic nozzle is rather used, recording
photoelectron spectra with the TOF electron spectrometer as a function of the
time delay, ensuring the zero delay determination with sub-fs precision. Even
if the photoelectron signals produced by the two IR beams have very different
amplitudes, the cross-correlation trace exhibit high-visibility fringes (see Fig.
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Figure 2.13: Temporal (a) and spectral (b) characterization of the 0.8µm pump
pulse. Optimizing SHG for pulse energy produces a double-peak spectrum with a
center-of-mass wavelength around 0.8µm.
2.14 below) and ensure the presence of spatio-temporal overlap at the exact
plane where the experiment will take place. The delay stage position for which
the maximum cross-correlation signal is obtained is considered as the time zero
for the experiment.
For the time-resolved XAFS measurements, the non-collinear setup required
a different approach. The spatial overlap needs to be verified at the exact plane
of the sample we want to probe because any offset would translate in a temporal
shift of the overlap position. For this reason, on the same sample holder where
the target is mounted a 50µm nickel pinhole and a thin BBO crystal (20µm)
are placed. The pinhole is used to get spatial overlap: it is centered on the SXR
beam after signal optimization and, by means of motorized mirrors, the pump
beam is steered to have maximum transmission through it. Finally, the two IR
beams are sent to the BBO and, thanks to the non-collinear angle, the sum-
frequency generation (SFG) signal between the pump and probe is detected in
the imaging system. Again, this cross-correlation signal is recorded, the profile
is fitted with a Lorentzian function and the delay value corresponding to the
center of the Lorentzian distribution is chosen as time zero for the experiment
(see Fig. 2.14).
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Figure 2.14: Detection of spatio-temporal overlap for the two different experiment
of streaking and time-resolved XAFS. a) For the case of the cross-correlation be-
tween IR pump and IR probe on the needle tip, time zero for the experiment is
chosen as the delay value showing the stronger modulation (here corresponding to
the minimum between the two peaks). b) The obtained SFG signal is fitted with a
Lorentzian, which center is chosen as time zero for the experiment.
2.4 Temporal characterization: Attosecond Streak-
ing
In Sec. 1.1.2 the general approach used in attoscience for temporal characteri-
zation of IAP was introduced, namely the attosecond streaking technique. The
experimental setup realized to perform such a measurement is presented in Sec.
2.3, while here the results are reported.
It is interesting to observe that at the time the measurement was performed
(2014/2015), while the technique was well established in the attoscience com-
munity for XUV photon energies, no temporal characterization was reported
for attosecond pulses in the SXR region. At present, the work still constitutes
the experimental proof of IAP with the highest average photon energy (band-
width centered around the carbon K-edge at 284 eV) ever reported [52], even
if other works have been published later showing spectra reaching the SXR re-
gion [28, 53]. For the two mentioned cases, pulse durations around 50 as have
been extracted with retrieval algorithms (PROOF for [28], a modified version
of FROGCRAB for [53]). However, a recent publication highlighted inaccura-
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cies of these methods for applications to broadband SXR attosecond pulses [132].
Attosecond streaking experiments in the SXR region become more compli-
cated due to a number of factors (compared to the XUV case, see [52, 132])
like:
• HHG flux for sources operating at SXR photon energies is generally lower
compared to the XUV energy range; same applies for photoionization
cross-sections in this energy range, which are at least one order of mag-
nitude lower compared to the XUV case, resulting in considerably longer
integration times for data acquisition;
• difficulty in finding for the whole IAP bandwidth a gas target which photo-
electrons are coming (mainly) from a single orbital to constitute a replica
of the photon spectrum. Helium would solve the problem, but presents a
very low ionization cross-section compared to other gases;
• a longer optical cycle (and pulse duration) for the IR driver compared to
the 800 nm case, extending the time delay range needed for the measure-
ment.
For the spectrum obtained with HHG in Neon (see Fig. 2.15a), the best gas
target to generate the photoelectron replica of the spectrum turned out to be
Krypton. Its ionization cross-section in the energy range of interest shows a 3d
shell contribution at least one order of magnitude higher than the other ones.
The detection gas streams out of a gas nozzle placed at the center of the exper-
imental chamber and aligned respect to the beams and to a TOF spectrometer
(Stefan Kaesdorf) used to detect the photoelectrons. Spatio-temporal overlap
between the pulses is detected using the leftover IR driver from the HHG process
instead of the SXR pulse, using an IR-IR cross-correlation method as described
in Sec. 2.3.3. Combination of several filters and analysis of the photoion spec-
trum has been used to ensure the nature of the photoelectron signal, excluding
any contamination from secondary emissions (e.g. Auger processes).
The recorded streaking trace is shown in Fig. 2.15. Step size for the delay
axis is 600 as and integration time per each spectrum is 10 minutes, resulting in
a total acquisition time of about 10 hours over which high spectral and CEP sta-
bility are required. The IR streaking intensity corresponds to 3.2 · 1011 W/cm2,
which translates into a electric field amplitude of 0.15V/Å and a ponderomo-
tive energy of 0.1 eV (spectral and temporal information are indicated in Fig.
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2.10). Clearly visible is the modulation due to the presence of the IR field, able
to shift the spectrum of about 50 eV moving from a maximum to a minimum
of the vector potential. The absence of any spectral modulation and of any
contribution delayed in time by half a period (like in the case of HHG in Argon,
shown in [52]) allows us to conclude that the SXR pulses are isolated.
Figure 2.15: Attosecond streaking characterization of water-window IAP. The spec-
trum of HHG in Neon is shown in a), where the center-of-mass of the spectrum lies
above the carbon K-edge. b) Measured streaking trace, where the photoelectron
spectrum is modulated by the presence of the IR laser field (the shift is proportional
to the square of the laser vector potential).
For the reconstruction of the SXR electric field, several attempts have been
made with different retrieval algorithms: FROGCRAB, PROOF, Ptychography.
Here the results obtained with FROGCRAB are discussed, but the same prob-
lems have been found in the analysis using the other methods. The FROGCRAB
algorithm [48] has been used, as for the most of the streaking experiments found
in literature, conscious about the fact that it was never tested on broadband
SXR attosecond pulses. The reconstruction, no matter which interpolation or
filtering method is used, always returns a pulse duration of 20−25 as, very close
to the Fourier transform limit of the spectrum of 15 as [52]. To explain such
short pulse duration, some phase compensation mechanism must take place to
reduce the intrinsic spectral phase coming from the HHG process itself, known as
attochirp. For this reason, all the possible sources of phase have been evaluated
(see [52] for more details), but none of them is comparable to the semi-classical
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estimation of the attochirp for our condition of 2500 as2. This spectral phase,
applied to the spectrum, would produce a pulse with a duration of about 320 as.
We conclude that the solution of the retrieval is not robust, a consequence of
the limitations of the algorithm for these experimental conditions.
To test the capabilities of the FROGCRAB method for the reconstruction
of broadband SXR pulses, we turned to numerical simulations. Through the
use of the definition of the spectrogram, based on the so-called strong-field
approximation [48], it is possible to simulate streaking traces and then use the
algorithm to retrieve the simulated complex SXR electric field. The main results
of this numerical investigation are:
• The streaking intensity used (3.2 · 1011 W/cm2) is too low for the band-
width of our pulse, for which only values above 1 · 1012 W/cm2 are able to
return a sensible number for the pulse duration.
• At a given streaking intensity, the accuracy of the retrieval lowers for
increasing bandwidth (for intensities on the order of 1011 W/cm2 the re-
trieval starts to deviate for bandwidth above 60 eV, considerably far from
the ∼ 150 eV bandwidth of our SXR pulse). This is a consequence of the
central-momentum approximation, for which the central energy must be
larger than the bandwidth, which doesn't apply to our case (central energy
of 250 eV is comparable to the bandwidth of 150 eV).
• Low signal-to-noise ratio (limited by the long integration time) and fi-
nite energy resolution (related to the instrumental resolution of the TOF
spectrometer and connected to the temporal resolution by the sampling
criterion δτδE = 2pi}eN , with N number of points) contribute to lowering
the accuracy of the reconstruction.
During the last year, a new retrieval algorithm has been introduced by the
group of prof. C.D. Lin [132]. To prove its improved accuracy compared to
other existing methods, the new retrieval algorithm has been tested with our
streaking measurement and the other two experiments reported for SXR pulses
[28, 53]. The main difference with respect to the other methods relies in the
verification of the goodness of the guessed solution: the algorithm doesn't try
to minimize the differences between the spectrograms S(E, τ) but it rather
compares their autocorrelation, defined as Q(τ1, τ2) =
∫∞
0
S(E, τ1)S(E, τ2)dE.
They showed how this quantity is more sensitive to the spectral phase all over
the bandwidth, resulting in a more accurate retrieval of the spectral phase for
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broadband SXR pulses. The application of this new method to our measure-
ment assigned a pulse duration of 165 as to the SXR pulse generated in Neon.
This new algorithm opens new possibilities for attosecond pulse characteri-
zation even for the extreme conditions of our ultrabroad spectra. Improving the
detection of photoelectron spectra to increase energy resolution and detection
efficiency, increasing streaking intensity by means of different focusing geometry
or simply higher laser output, together with the application of this new algo-
rithm, will make the characterization of the HHG radiation reliable and feasible
on reasonable timescales even for lower HHG flux, like in the case of generation
in Helium.
2.5 Conclusions
A complete setup for the realization of femtosecond IR pump - attosecond SXR
probe transient absorption (TA) spectroscopy experiments has been presented in
this chapter, constituting the experimental tool allowing the time-resolved inves-
tigations presented in this thesis. A home-built laser system consisting of a high-
pulse energy Ti:Sa-based laser source and an OPA stage for frequency down-
conversion with final pulse-compression stage delivers sub-two-cycle (11.2 fs),
CEP-stable, 0.5mJ laser pulses centered at 1.85µm. These pulses enter a series
of vacuum chambers called Attosecond Beamline, where they are split into two
replicas by means of a beam splitter to constitute the pump and probe beam,
recombining at the end of the interferometer on the experimental target.
Isolated attosecond SXR pulses are generated by extreme frequency up-
conversion of the IR pulse via HHG and constitute the probe of the experi-
mental setup. By tightly focusing the IR beam in a semi-infinite gas cell at
high gas pressures of helium (∼ 10 bar), the HHG process is driven in ionization
gating conditions, efficiently producing a single attosecond burst per each laser
shot. The SXR contribution to the HHG emission is separated from the co-
propagating remaining IR driver with a metallic filter, after which an ellipsoidal
mirror focuses the SXR beam in the experimental chamber. The transmitted
SXR light is dispersed with an X-ray reflective grating and collected by an X-ray
CCD camera.
The spectrum of the attosecond SXR pulses spans over the entire water win-
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dow region (284 − 543 eV), allowing the coverage of different absorption edges,
as presented in Chap. 3. Flux and spectral bandwidth can be highly tuned by
controlling macroscopic parameters like gas pressure, gas cell position or laser
CEP, directly affecting the phase-matching conditions at a microscopic level.
The flux delivered on the experimental target is on the order of 107 ph/s and
great spectral stability has been shown on a timescale of several hours.
Different implementations of the pump-probe scheme have been presented,
according to different experimental requests. The non-collinear setup, used for
TA measurements, has been reported, providing the possibility to use the same
1.85µm pulse or its SH as pump pulse, hence offering tunability of the excitation
photon energy. The collinear setup has instead been exploited to perform an
attosecond streaking experiment, aiming at characterizing the HHG emission in
the time domain. The experiment revealed the emission of a single attosecond
pulse, with a duration of 165 as retrieved by means of reconstruction algorithms.
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Chapter 3
Attosecond X-ray absorption
fine structure spectroscopy
In this chapter, the well-established experimental technique of X-ray absorption
fine-structure (XAFS) spectroscopy is presented. The basic principles of XAFS
are explained and its implementation on a table-top attosecond source is de-
scribed, discussing its capabilities with a presentation of the latest results.
A general presentation of the technique is reported in Sec. 3.1. Starting
from its fundamentals, the spectroscopic capabilities of XAFS are described
and a discussion on the available sources suitable for such applications is re-
ported. In detail, a description of how the technique can provide information
on the electronic (3.1.1) and lattice (3.1.2) structure of the probed material is
presented.
In Sec. 3.2 the results of XAFS investigation of a graphite thin flake with
the SXR attosecond light source are presented. The simultaneous access to elec-
tronic and lattice degree of freedom with unprecedented temporal resolution is
reported.
The XAFS characterization of the graphite samples studied in this thesis is
presented in Sec. 3.3. Samples are first evaluated in terms of previous results
achieved in graphite, then compared with experimental data collected at a syn-
chrotron light facility.
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Finally, a numerical approach to model XAFS spectra based on density-
functional-theory (DFT) calculations is presented in Sec. 3.4.
3.1 Introduction to XAFS
X-ray absorption fine-structure spectroscopy is a powerful technique providing
information on the electronic, lattice and chemical structure of the measured
target with atomic resolution [133, 134, 135]. All its properties are a direct
consequence of the light-matter interaction taking place when X-ray photons
are absorbed by the target, described by the photoelectric effect [136]. Given
E0 the binding energy of the electron in a certain energy state, the X-ray photon
can be absorbed by the material allowing an electronic transition to continuum
states if its energy Eph is higher than the electron binding energy, Eph ≥ E0.
The emitted electron (usually referred to as a photoelectron) propagates with a
wave-vector described by the formula
k =
1
}
√
2me(Eph − E0), (3.1)
where me is the electron mass and } is the reduced Planck constant. For photon
energies approaching the electron binding energy, the absorption of X-ray light
in the material experiences a sharp rise called absorption edge.
Photoemission of electrons to the continuum is not the only possible result
of the interaction of X-ray light with matter. For photon energies close to the
absorption edge, electronic transitions to unoccupied bound states of the sys-
tem (conduction bands (CBs) for solids, excited states for atoms/molecules) are
possible, if allowed by the selection rules. The analysis of the spectral region
close the absorption edge provides then information on the electronic structure
of the material and is called XANES (X-ray absorption near-edge structure,
see 3.1.1) [137, 138]. The part of the absorption spectrum corresponding to
electronic transitions to the continuum is called EXAFS (Extended X-ray ab-
sorption fine-structure): the analysis of this region provides instead information
on the lattice structure, as described in Sec. 3.1.2 [139, 133].
The interaction of X-ray radiation with the material is ruled by the Beer-
Lambert equation:
I(E) = I0(E)e
−µ(E)·x, (3.2)
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where I0(E) and I(E) are respectively the incident and transmitted intensity
at the photon energy E, µ(E) is the absorption coefficient of the material and
x its thickness. The absorption coefficient is a function of the photon energy E
and presents a sharp rise for each energy corresponding to electronic transitions
from inner shell levels to first unoccupied bound states, as described before. In
the X-ray range, the photon energy is comparable to the energy of the inner
electronic shells of the materials (1s, 2p, s2, etc...). These energy levels are
characteristic of the probed material, being it a solid or a molecule, and do not
strongly depend on the chemical composition as the outer valence shells. Ab-
sorption edges related to transitions from the 1s inner shell are called K-edges,
while L-edges refer to 2s/2p inner shell, M-edges refer to 3s/3p/3d and so on.
Because of this property of being sensitive to energetic fingerprints of the ma-
terial, XAFS spectroscopy is defined as element-specific technique.
The implementation of XAFS spectroscopy implies the use of an X-ray
source, which availability was limited mainly to large-scale facilities until about
a decade ago. At synchrotron radiation facilities monochromatic X-ray sources
of high brightness and excellent spectral stability are available to perform high-
quality XAFS investigations [140, 141]. Drawbacks for these sources are the
need for energy scanning (increasing the acquisition time and sometimes re-
quiring concatenation of different spectra for simultaneous XANES/EXAFS
analysis) and the temporal resolution, which is on the order of hundreds of
femtoseconds for slicing sources [142], hence limiting its application to ultrafast
spectroscopy. Nowadays shorter X-ray pulses with even higher brilliance can be
obtained at Free-Electron Lasers (FELs), where pulse durations on the order of
few-fs have been demonstrated (although for limited ranges of photon energies)
[143, 144, 145]. The extraordinarily high number of photons per laser shot ob-
tained at FEL sources allows to study light-matter interaction in the extreme
non-linear regime but can also constitute a limit to the number of spectroscopic
applications for these type of light sources (they are not suitable to study matter
in an almost-unperturbed ground state). On the other side, the main limitation
comes from the intrinsic nature of FEL X-ray pulses, which are originated from
spontaneous emissions, hence lacking shot-to-shot reproducibility (some seeded
cases with higher reproducibility are available but not for the whole X-ray spec-
tral range [146, 147]). Finally, a common feature for both these type of sources
(FEL and synchrotron) is their large-scale dimensions: there are only a limited
amount of synchrotron and FEL sources nowadays and the access to the beam-
lines requires acceptance of beam-time requests, which can be challenging.
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Large-scale facilities like FEL and synchrotron sources are not the only avail-
able option to generate X-ray light. One option to produce this radiation from
a table-top source is to implement a plasma-based X-ray source: the X-ray ra-
diation is produced by focusing a high-intensity laser onto a solid-state target in
vacuum, producing a high density of electrons through photoemission. The elec-
trons, accelerated by the electric field carried by the same laser pulse, penetrate
inside the material, generating both X-ray continuum and emission lines [148].
However, the duration of this radiation is always confined to the picosecond-
nanosecond regime, hence still not suitable for ultrafast spectroscopy.
Figure 3.1: Measured SXR spectrum generated via HHG in Helium spanning over
the water window region (284−543 eV). The spectrum is the average of 10 spectra,
each one obtained with 60 s integration time. Reported on the figure are some of
the absorption edges covered by the bandwidth of the SXR pulse: the solid black
lines correspond to K-edges, the red dashed lines correspond to L-edges, the yellow
dashed lines correspond to M-edges. For edges presenting spin-orbit splitting (as in
the case of L- and M-edges), the line sits at an energy corresponding to the average
between the different edges. Data for absorption edges are taken from [149].
Finally, the implementation of a table-top high-harmonic-generation (HHG)
setup with SWIR-wavelength laser driver as the one described in Chap. 2 is, to
date, the only available possibility to generate ultrashort (< fs), high-coherence
SXR pulses for XAFS applications with possible synchronization to a second
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laser pulse on the sub-fs timescale. The generated flux is several orders of mag-
nitude lower than all the other mentioned sources and the emitted radiation
only spans the SXR region, reaching a maximum of 1 keV, with an efficiency
decreasing for increasing photon energy [21]. On the other hand, XAFS spec-
troscopy has already been demonstrated with this type of sources, as in the case
of the pioneering works of our group [25, 150], and the temporal resolution of
the attosecond SXR pulses has already been applied to several studies of elec-
tron dynamics, as presented in Sec. 1.1.2 [82, 29, 83]. The broadband spectrum
produced by HHG in these conditions, as the one reported in Fig. 3.1, allows
the simultaneous coverage of several absorption edges, offering a wide variety
of possibilities for XAFS spectroscopy. These properties make the HHG-based
SXR sources unique for application to ultrafast spectroscopy of electron and
lattice dynamics, as will be shown in 3.2, 4.1 and 4.2.
3.1.1 XANES - probing electronic structure
In Fig. 3.1, the HHG spectrum generated in Helium is presented together with
some of the absorption edges covered by the attosecond SXR radiation. Be-
side the K-edges of Carbon, Nitrogen and Oxygen, considered as the building
blocks of most of the biological compounds, we find several L-edges (like Ti-
tanium, Vanadium, Chlorine, Argon, etc...) and M-edges (Boron, Zirconium,
Molybdenum, Silver, etc...) which offer a wide variety of possibilities for XAFS
spectroscopy. For each absorption edge, electronic transitions from inner shells
to bound electronic states induced by absorption of X-ray photons (XANES
spectrum) follow Fermi's golden rule
Γi→f =
2pi
}
|〈f |H ′|i〉|2 ρ(Ef ), (3.3)
where Γi→f is the transition probability from initial state i to final state f , H ′
is the perturbation inducing the transition and ρ(Ef ) is the density of states
at the energy Ef of the final state. In the dipole approximation, the operator
H ′ can be written as H ′ = −e ~E · ~d, where e is the electron charge, ~E is the
electric field carried by the X-ray laser pulse and ~d is the dipole moment of the
sample. The scalar product between these two last quantities sets the so-called
selection rules, consisting of a relation between the laser polarization and the
symmetry of the initial and final electronic states. The transition probability
hence depends on the character of the orbitals/bands involved, making XANES
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spectroscopy an orbital-selective technique.
The analysis of the XANES spectrum allows detecting quantitatively the
chemical composition of the material, wherever the spectral resolution of the
spectrometer permits to resolve the chemical shifts. In a publication of some
years ago [25] my group showed the possibility to perform XANES spectroscopy
of an organic compound (polyimide thin film) at the carbon K-edge, resolving
the features relative to all the different chemical bonds involving carbon atoms.
For solid-state samples, the XANES spectrum provides instead a quantitative
measurement of the unoccupied density of states (DOS) of the material to which
transitions are allowed. In Sec. 3.4 a model to reproduce the XAFS spectra
based on the DOS is presented.
To extract meaningful information about the probed material, XAFS spec-
troscopy sets a requirement on the concentration of the sample, both for gas-
phase and solid-state targets. The concentration has to be enough to have
efficient interaction with the X-ray photons, but without heavily reducing the
number of transmitted photons detected by the spectrometer. For spectroscopy
studies of a single absorption edge, the general rule for the sample concentration
is to choose a thickness equal to one absorption length, meant as the length after
which the intensity drops by a factor 1/e. Clear examples of XANES spectra
are reported in 3.2 and 3.3.
3.1.2 EXAFS - probing lattice structure
As anticipated in Sec. 3.1, EXAFS usually refers to the region of the absorp-
tion spectrum several tens (hundreds) of eV above the edge corresponding to
electronic transitions from inner shell states to the continuum. During the
photoemission process, the electrons interact with the electron clouds around
the surrounding atoms because of Coulomb interaction and eventually return
to the absorbing atom, acting as a perturbation of the local electron density.
The spherical wave associated with the emitted electron can interfere construc-
tively or destructively with the electron density at each position corresponding
to neighboring atoms, traveling for an average distance corresponding to the
photoelectron mean-free-path.
The interference is reflected in the absorption spectrum as spectral modu-
lations depending on the distance of the nearest neighbors. The interference
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pattern is described by the so-called EXAFS equation [133]:
χ(k) = S20
∑
j
Njfj(Rj, k)
e−2σ
2
jk
2
e
− 2Rj
λej(k)
kR2j
sin(2kRj + δj(k)), (3.4)
where S0 is the probability of scattering from the absorbing atom while j is an
index referring to the surrounding atoms; Nj is the number of scattering atoms
in the jth shell, positioned at a mean distance Rj from the absorbing atom;
fj(Rj, k) is the scattering amplitude function for the jth shell. The term e−2σ
2
jk
2
is the Debye-Waller factor accounting for damping due to static and thermal
disorder in absorber-backscatterer distances σj . The term e
− 2Rj
λej(k) considers
losses due to inelastic scattering, with λej(k) being the electron mean-free-path.
The oscillations in the EXAFS spectrum are reflected in the sinusoidal term
sin(2kRj + δj(k)), where δj(k) is the scattering phase function for shell j. This
sinusoidal term shows the direct relation between the frequency of the EXAFS
oscillations in k-space and the absorber-backscatterer distance.
It is possible to extract information about the distances of the first near-
est neighbors and their coordination numbers applying the EXAFS equation to
the experimental data. The EXAFS signal, through the use of well-established
software in the community like Athena and Arthemis [151], is obtained by the
absorption spectrum after a spline polynomial removal, normalization to the
edge jump and conversion from energy to wave-vector values. Scattering and
phase amplitudes can be estimated with ab initio calculations [152]. Finally, a
windowed Fourier transform is applied to the spectrum to retrieve the lattice
distance from the position of the peaks in the Fourier spectrum. Application of
EXAFS analysis to a solid-state target is reported in the next section.
3.2 Attosecond XAFS in graphite
In a work published by our group in 2018 [150], the application of the XAFS
technique using SXR attosecond pulses to simultaneously identify the electronic
and lattice structure of a solid-state target was demonstrated for the first time.
With the analysis of both the XANES and EXAFS region of the absorption
spectrum, the study exploits the extreme bandwidth of isolated SXR attosec-
ond pulses to access the electronic and lattice parameters of a highly-oriented
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pyrolitic graphite (HOPG) film. In this section, a summary of the results is
presented.
Graphite is a well-studied material because of its unique optical, electronic
and thermal properties, originating from a peculiar crystalline structure con-
sisting of a vertical series of one-dimensional layers (called graphene) arranged
in hexagonal cells of carbon atoms, as reported in Fig. 3.2b. The sp2 hybridiza-
tion of carbon's atomic orbitals produces strong covalent bonds (called σ) in
a planar configuration, distributed in hexagonal structure, while the remaining
p-like orbital (called pi) is oriented perpendicularly to the graphene layer and
is responsible for the weak van der Waals force keeping the different layers to-
gether. The electronic band structure resulting from such lattice geometry and
atomic electronic configuration is reported in Fig. 3.2a: the top of the valence
band (VB), predominantly of pi character, exhibits an almost-linear dispersion
and is separated from the bottom of the conduction, with main pi∗ contribution,
by a small energy band-gap of ∼ 40meV.
The inner 1s shell of graphite is 284 eV far from the Fermi energy, hence the
XAFS spectrum of graphite is expected to produce a first absorption edge at
this photon energy. As resumed in the sketch in Fig. 3.2c, the XANES region of
the absorption spectrum consists of electronic transitions from the 1s inner shell
to the first unoccupied electronic bands, namely the pi∗ and σ∗ bands, accord-
ing to the selection rules. For higher photon energies, the spectral modulations
present in the EXAFS region carry information on the graphite lattice structure.
The results of the XANES analysis are summarized in Fig. 3.3a. The or-
bital selectivity of XAFS technique is reflected in the angular dependence of the
absorption features: for an angle of 0o between the SXR beam polarization and
the crystal basal plane, only transition to σ∗ states inside the graphene layer
are allowed, resulting in a sharp edge at 292.5 eV. On the other hand, rotating
the crystal allows having a non-zero projection along the pi∗ orbital, resulting in
another absorption edge at lower energies, corresponding to 285.5 eV, with am-
plitude increasing for higher angles (as clearly shown by Fig. 3.3a). The results
are in excellent agreement with high-resolution XAFS measurements carried out
at synchrotron light facilities [153, 154].
Figure 3.3b reports the main results of the EXAFS analysis. After back-
ground subtraction and conversion from photon energy to photoelectron wave-
vector values, the resulting signal is fitted with the EXAFS equation 3.4, where
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Figure 3.2: XAFS sensitivity to the electronic band structure of graphite. a)
presents the band structure of graphite which we calculated with the DFT pack-
age Quantum Espresso. Highlighted in colors are the main contributions to the
VB and CB: in red the pi (VB) and pi∗ (CB) bands, originated by the carbon pz
orbitals, while in blue the σ (valence) and σ∗ (conduction) bands, results of the sp2
hybridization. A schematics of the contributions to XAFS spectrum is reported in
b) [150] transitions from the 1s inner shell to electronic bound states close to the
Fermi edge, constitute the XANES, while the EXAFS originates from emission of
photoelectrons in the continuum. Note that there is no hard boundary separating
the two regions of the XAFS spectrum.
the lattice distances and the coordination numbers are fitting parameters, while
the scattering amplitudes and phases have been evaluated with ab initio calcu-
lations. Individual contributions to the EXAFS signal coming from groups of
neighboring atoms can be calculated as well as their overall sum, as indicated by
the figure (in this case, calculations are limited to the first four nearest neighbors
due to the limited range of wave-vector values). From the Fourier analysis, con-
sidering the relative coordination numbers, the distances for the first four nearest
neighbors are: (1.66± 0.03)Å, (2.58± 0.12)Å, (2.92± 0.03)Åand (4.01± 0.10)Å,
where the error is the one obtained by the fit routine. The results are again
in agreement with values extracted from measurements taken with synchrotron
X-ray sources [155].
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Figure 3.3: AttoXAFS spectroscopy on graphite [150]. a) The XANES region ex-
hibits orbital-selectivity as function of the angle between the SXR beam polarization
and the graphite basal plane. For any component projected onto the basal plane
(graphene layer) a peak at 292.5 eV is obtained, corresponding to transition to σ∗
band, while the pi∗ edge appears at 285.5 eV only for angles different from normal
incidence. The lattice bond distances relative to the first four nearest neighbors
are retrieved from the EXAFS region: b) shows the Fourier amplitude of the ex-
perimental spectrum together with the individual contributions from the first four
scattering paths (dashed lines) and their sum (red line). Reprinted with permission
from [150]. Copyright (2018) by the Optical Society of America.
3.3 Sample characterization
In this section, the XAFS characterization of the graphite samples used for
time-resolved experiments (Chap. 4) is reported. Two different thin flakes of
HOPG, namely 95 and 20 nm thickness, have been studied. The 95 nm sample
has been chosen because it corresponds to the absorption length of graphite at
the carbon K-edge. A thinner sample has been instead used for investigations of
lattice dynamics, where the effects result to be stronger for lower thickness. The
flakes are deposited directly on a metallic TEM grid (see Fig. 3.4) without the
support of any substrate, which is of great help for XAFS application because
of the non-negligible absorption in the substrate itself. The thickness of the thin
flakes has been verified through electron energy-loss spectroscopy.
The SXR spectrum and the transmitted portion through the 95 nm thick
sample is present in Fig. 3.5. Both in the 2D and the 1D spectra, a clear ab-
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Figure 3.4: Sample holder and graphite flake used for the time-resolved XAFS
measurements. a) Indicated with letters are the components used in the experi-
mental campaign: A is the 20 nm thick graphite sample, B is the Nickel disk used
for spatial overlap, C is the 95 nm thick sample, D is a metallic thin wire for imag-
ing system calibration, E is the BBO used for spatio-temporal overlap. b) Picture
of the 95 nm thick sample directly deposited on the copper TEM grid, together
with its electron-energy loss spectroscopy image in c), from which the thickness is
determined.
sorption edge is detected around 284 eV and non-zero absorption is detected up
to ∼ 450 eV. Also, visible modulations on the transmitted SXR spectrum are
appearing for energies higher 284 eV, as expected in the EXAFS region accord-
ing to the description in 3.1.2.
The dependence of the XAFS spectra on angle and thickness is shown in
Fig. 3.6. As for the results discussed in Sec. 3.2, both features correspond-
ing to transitions to pi∗ and σ∗ bands are identified, with the results being in
agreement with observations found in [150]. For energies after the edge, clearer
modulations appear for both the reported spectra with respect to the measure-
ments shown in 3.3a: this could be related to a higher quality of the samples
here reported. In 3.6b, the clear difference in absorption amplitude between the
two samples is shown, while the general shape of the absorption spectrum is
conserved.
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Figure 3.5: Detection of transmitted SXR spectrum through the 95 nm thick sam-
ple. To obtain the absorption of the material, measurements of the reference spec-
trum (a) and of the transmission through sample (b) are recorded on the SXR
camera. Both spectra are obtained by averaging 20 spectra of 40 s integration time
each. The vertically integrated spectra are reported in c) to highlight the energy-
dependent transmission of the material. The absorbance is defined as the logarithm
of the ratio between the "no sample" and "sample" spectra.
Figure 3.6: Graphite XAFS sample characterization. a) shows the angle depen-
dence of the XAFS spectrum for the 95 nm sample. The two absorption edges
corresponding to transition to pi∗ and σ∗ bands are clearly identified, as observed
in the results of [150]. The dependence on sample thickness is shown in figure (b),
where the XAFS spectra for the 95 nm and the 20 nm thick samples are reported.
Most of the spectral features appear identical on a broad spectral range, despite
being two different samples measured at slightly different angles. Intensity scale is
set to be logarithmic to highlight the small differences.
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Finally, the XAFS data are compared to spectral measurements carried out
at the NAno Magnetism Unit (NAMU) beamline at ALBA synchrotron facility
by our collaborators. A summary of the comparison is presented in Fig. 3.7.
Data collected on the 95 nm thick sample are considered for two different angles
(0o and 40o) and result to be in unexpectedly good agreement with synchrotron
data. Despite the lower energy resolution of our spectrometer, the most im-
portant features are identified over the reported energy range, highlighting the
sensitivity of XAFS spectroscopy using attosecond SXR pulses and its potential
for time-resolved spectroscopy.
Figure 3.7: Comparison with XAFS data collected at a synchrotron SXR beamline.
For the 95 nm thick sample, the XAFS spectra for 40o (a) and 0o (b) is plotted
together with spectra measured at ALBA synchrotron by our collaborators from
NAno Magnetism Unit (NAMU). Despite the lower spectral resolution of the HHG
measurements (see Sec. 2.2.1 for details), the spectra are in excellent agreement
over the reported energy range.
3.4 Modeling the XAFS spectra
The XAFS spectrum is, by definition, a quantitative measurement of the unoc-
cupied electronic DOS of the probed material, especially when the absorption
involves core levels (K-, L- edge spectroscopy) for which ambiguities coming from
multiplet state can be resolved. This means that, upon experimental resolution
and non-zero transition dipole elements, a direct mapping of the unoccupied
DOS is possible. In this section, the model is applied to static XAFS spectra,
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while in Sec. 4.2.4 an attempt to model time-resolved data is reported.
The main ingredient of the numerical model is the calculation of an accurate
band structure, from which the DOS can be obtained. For this, we employed
the density-functional-theory (DFT) code Quantum Espresso, which result is
shown in Fig. 3.2. To extract the DOS from the band structure, integration
along the k-space dimension is performed directly via software, which also al-
lows the possibility to consider the individual band contributions along with the
total sum (used to identify the predominant character of each band, as reported
in the figure).
Once the DOS is calculated, it is possible to get a quantitative compari-
son between the measured absorption spectrum and the number of unoccupied
states, which are described by
Nun(E) = [1− FD(E, Te, µe)] ·DOS(E), (3.5)
where FD stands for a Fermi-Dirac distribution, used to model the electronic
system in thermodynamic equilibrium given its temperature Te and chemical
potential µe. To connect this quantity to the measured spectra, the last thing
to consider is the finite resolution of our measurement, which can be modeled
by a Voigt function (distribution given by the convolution of a Lorentzian and a
Gaussian distribution). In this way, the transition lifetime can be described by
the Lorentzian component while the spectral resolution modeled as a Gaussian
broadening. So, a final convolution between the Voigt profile and the Nun gives
the proper function to numerically fit the absorption spectrum.
Using the fit to the static absorption spectrum, it is possible to fix most
of the free parameters involved: we find ∆L = 150meV for the 1s core-hole
lifetime (fixed according to [156, 157]), ∆G = 250meV for experimental reso-
lution, Te = 350K, µe = 284.75 eV (meant as center of FD distribution). The
agreement is extremely good for most of the region around the pi∗ edge, while
it slightly deviates around the σ∗ and in the region between the two edges, as
shown in Fig. 3.8. The discrepancy between the two edges comes from imposing
a theoretical DOS (based on DFT) and experimental XAFS with certain spec-
tral resolution. Also, the XAFS spectrum is highly dependent on the incident
angle (as observed in 3.2 and 3.3, so the contributions of different bands have
to be taken into account with their specific weights. The estimation of these
contributions with their correct weights and general refinement of the DFT cal-
culations for the DOS are key ingredients to obtain a better agreement with
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experimental spectra.
Figure 3.8: Measured XAFS spectrum of 95 nm thick graphite at 40o respect to
the SXR beam polarization together with analytic model based on the DOS and FD
distribution. For completeness, all the ingredients of the model have been reported.
The shaded area represents the statistical error on the acquisition.
Another attempt to model the XAFS spectra has been done using numerical
simulations using the self-consistent real-space FDMNES package [158], shown
in Fig. 3.9. The package is based on ab-initio approach and it aims to simulate
general x-ray absorption or scattering data. It is based on DFT (single elec-
tronic effects) but it includes some time-dependent corrections (TD-DFT) to try
to simulate the excited states produced by light-matter interaction. Here, we
obtain excellent agreement between simulations of non-excited atoms and exper-
iment. The output of the calculations is an absorption spectrum at extremely
high spectral resolution corresponding to a measurement of the transition prob-
abilities at any given photon energy. For comparison with experimental data,
the spectrum is then convoluted with a gaussian of 1.2 eV and energy-dependent
arctangent-like function of 15 eV total height [158].
3.5 Conclusions
X-ray absorption spectroscopy is a powerful and well-established technique to
investigate the matter in different states, from gases to crystals, accessing infor-
77
Figure 3.9: Measured XAFS spectrum of 95 nm thick graphite at 40o respect to the
SXR beam polarization together with numerical model based on FDMNES package,
showing a good agreement between the two curves over a broad energy range
(70 eV). The shaded area represents the statistical error on the acquisition.
mation on the electronic and lattice structure of the target. The photon energy
range allows interrogating electronic levels of the inner shells which are charac-
teristic of the elements constituting the experimental target, making XAFS an
element-specific technique.
The XAFS spectrum is usually considered composed of two different regions,
related to different electronic transitions and hence carrying different informa-
tion. The region in the proximity of the absorption edge is called XANES and
corresponds to transitions from the inner shell to the unoccupied bound states
close to the Fermi level satisfying the selection rules. The analysis of the XANES
region gives access to the electronic structure with orbital selectivity. For pho-
ton energies higher than the absorption edge, electrons are directly emitted into
the continuum as electron waves that scatter against the electron density sit-
uated at each surrounding atom. The spectral interference produced by this
scattering can be analyzed to extract information on the position of the nearest
neighbors with the EXAFS analysis.
While XAFS is a well-established technique for applications at large-scale
facilities like synchrotron or FEL X-ray sources for several decades, the ad-
vent of HHG-based sources during the last years brought two main advantages.
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First, the possibility to have table-top X-ray sources brought XAFS into optics
laboratories, where the technique has been demonstrated for the first time in
our group with satisfactory results [25], despite the definitively lower photon
flux compared to large-scale facilities. Second, and probably most interesting,
the possibility to confine X-ray radiation to pulses of sub-fs duration, while it
is in general limited to the fs/ps regime for large-scale facilities (tens of fs for
FELs, hundreds of fs up to several ps for synchrotron sources). X-ray pulses with
sub-fs duration constitute the best probe for ultrafast electron dynamics, taking
place on the few-fs timescale, hence too fast to be probed at large-scale facilities.
The first demonstration of the capabilities of using attosecond SXR pulses
produced by our setup for XAFS spectroscopy to study the electronic and lattice
structure has been reported in [150] with a study on graphite. The simultaneous
probing of the pi∗ and σ∗ orbitals together with the retrieval of the distances
of the four nearest neighbors has been obtained, resulting in excellent agree-
ment with synchrotron data found in the literature. XAFS spectra of graphite
samples used for the experiments reported in this thesis have been compared
with data taken at ALBA synchrotron light source, demonstrating an extremely
good agreement despite the lower spectral resolution of the HHG setup.
Finally, preliminary results of two different strategies for modeling experi-
mental XAFS spectra are presented. The first approach relies on the quantita-
tive information present in XAFS data on the unoccupied electronic states of
the material and implies the use of the DOS, obtained with DFT calculation,
combined with a FD distribution at a given temperature. The second is instead
a completely numerical approach, still based on DFT, to simulate the expected
XAFS data over a broad spectral range. Refinement of these approaches will
extend their application to the more complex time-resolved case.
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Chapter 4
Ultrafast carrier and lattice
dynamics in graphite
This chapter contains a description of the experimental investigation carried out
on graphite to study ultrafast carrier and lattice dynamics via attosecond tran-
sient XAFS spectroscopy, constituting the core of my Ph.D. research project.
First, the measured time-resolved data are presented in Sec. 4.1. The experi-
mental conditions to perform transient XAFS spectroscopy, the data acquisition
protocol and the estimation of the pump pulse parameters are reported. Finally,
the measured data are presented in two different groups, each related to a dif-
ferent graphite sample thickness, as introduced in Sec. 3.3.
The final section (4.2) contains a comprehensive report of the data anal-
ysis developed for the interpretation of the experimental data. The retrieved
dynamics are presented from fastest to slowest, describing in detail the tools
used to extract information. The carrier response to the electric field carried by
the pump pulse is described in 4.2.1, while the mechanisms dominating carrier-
carrier scattering in the first tens of femtoseconds are studied in 4.2.2. The
evolution of the excited carrier distribution is analyzed in 4.2.3 and modeled
with Fermi-Dirac (FD) statistics in 4.2.4. The coupling of the electronic excita-
tion to SCOPs and in general to the lattice is modeled with a three-temperature
model (3TM) (4.2.5). The effects induced by phonon excitation on the band
structure are reported in 4.2.7, while a Fourier analysis is used to identify the
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different excited vibrational modes (4.2.8).
4.1 Attosecond transient XAFS in graphite
In this section, the experimental campaign of time-resolved measurements car-
ried out on graphite is presented. A detailed description of the data acquisition
protocol used is reported in Sec. 4.1.1, while the estimation of the pump pulse
parameters is described in Sec. 4.1.2 for all the different conditions implemented.
Finally, an overview of the time-resolved XAFS measurements is presented for
both graphite samples of 95 nm and 20 nm thickness.
Measurements have been carried out on both samples with different con-
figurations of the pump pulse, varying the pump fluence (from ∼ 1 up to
∼ 200mJ/cm2) and the pump wavelength (1.85µm and 0.8µm), where the
dependence of the observed signal on these parameters resulted to be decisive
for the interpretation of results. As described already in 3.3, the thicker sam-
ple, chosen with a thickness similar to one absorption length, has been studied
for general carrier and lattice dynamics. The thinner one has been instead in-
vestigated mainly looking for evidence of lattice dynamics, an effect proven to
be stronger for decreasing thickness (1.2.2). The overview contains the most
significant datasets which have been evaluated for the data analysis and for the
interpretation of the experimental results. The remaining datasets are reported
in the Appendix for completeness.
The SXR probe pulse is p-polarized as the IR driver used for the HHG pro-
cess. The pump pulse polarization is instead rotated by 90o with respect to the
probe (s-polarization for the pump, p-polarization for the probe): the reason
for this choice is to maximize the pump light absorption for the excitation of
charge carriers from pi to pi∗ band, only obtained for in-plane polarization. The
graphite sample is rotated with respect to the SXR beam polarization in order
to achieve sensitivity to both pi∗ and σ∗ bands (as reported in Sec. 3.3).
4.1.1 Data acquisition protocol
In order to detect small variations of the SXR absorption spectrum induced by
the IR pump pulse, the data acquisition protocol consists of a collection of se-
ries of transmission spectra with different combinations of the pump and probe
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beams overlapped on the sample. The alternation is made possible using shut-
ters along with the probe and the pump way, synchronized with the acquisition
camera.
The transient signal will be constituted by the differences between the spec-
trum taken with both pump and probe and the spectrum taken with only the
probe after a proper background subtraction is performed. In this scenario,
recording the probe only spectrum is of high importance to be able to rule out
any possible influence of SXR spectral fluctuations on the analysis, while the
pump only spectrum is important for correct background subtraction. For every
experiment performed, the acquisition scheme is composed of:
• 15 spectra of 40 seconds each for pump+probe and only probe cases
• 4 spectra of 40 seconds for only pump case, taken every 4 spectra of the
other combinations
These numbers translate in a total integration time of about 25 minutes per
each time delay thus to record the entire full trace like the ones shown in Sec.
4.1.3 and 4.1.4 a total experiment time of about 33 hours is required.
Figure 4.1: Measured transmission spectra of graphite with the three combinations
of pump and probe pulses. All the spectra are obtained with the sum of 15 acquisi-
tions, each corresponding to an integration time of 40 s, and removal of dark noise
background.
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The raw, recorded 2D transmitted spectra are integrated over the region
of interest in the vertical dimension of the CCD and the recorded frames for
pump+probe (Tpp), probe only (T0), pump only (Tp) are summed to obtain
individual 1D spectra at each time delay. Then the detector dark and thermal
noise is removed from each spectrum.
Next, to remove the residual pump background the summed 1D pump only
spectrum is multiplied by 15/4, accounting for the reduced integration time,
and then subtracted from the pump+probe spectrum. Typically, the pump
only spectrum shows larger noise coming from the lower pump only integration
time and therefore a 3-point boxcar smoothing is applied to the pump only spec-
trum. In order to account for slow changes in the SXR flux the pump+probe,
and probe only spectra are normalized to signal before carbon K-edge and 3-
point boxcar smoothing is applied.
We finally calculate the differential transmission normalized to the unpumped
case
∆T = (Tpp − T0)/T0 (4.1)
from which we can obtain the differential absorption from the simple relation
− log(∆T + 1) = ∆A, (4.2)
using the definition of absorbance, A = log( I0It ), with I0 is the intensity incident
on the sample and It the transmitted one.
4.1.2 Pump pulse parameters
For the calculation of the pump pulse parameters, the beam profile has been
measured with a knife-edge scan while the temporal duration quantified with a
second-harmonic frequency-resolved optical grating measurement (SH-FROG).
The retrieved temporal profile has been already shown in Fig. 2.11 and 2.13
respectively for the two cases of 1.85µm and 0.8µm. Calibration of the pump
pulse energy is obtained with the use of different beam splitters at the beginning
of the beamline (5% reflection for the low and medium fluence, 30% for the high
fluence) and attenuation stages, made of thin pellicles used in transmission, for
fine-tuning.
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To calculate any quantity inside the material, the Fresnel losses occurring
at the front surface of the graphite film are considered for a crystal axis ro-
tation of 39o for the 95 nm sample and a rotation of 55o for the 20 nm sam-
ple. A carrier-independent refractive index is considered for the calculations:
n1.8µm = 3.8497 − 3.092i and n0.8µm = 3.0867 − 1.8855i [159]. This produces
a reduction of the pump pulse energy of about 60% for the 1.85µm case and
about 46% for the 0.8µm one. Also, no effect related to absorption is included,
meaning that the value indicated corresponds to the one right after the front
surface.
In the appendix of the thesis three tables are provided (A.1), each one re-
suming the important pulse parameters for the different sets of measurements
reported in Sec. 4.1.3 and 4.1.4, namely the 1.85µm and 0.8µm case for the
95 nm sample and the 1.85µm again but for the 20 nm one.
4.1.3 95nm thick sample
The results of the time-resolved XAFS experiments on the 95 nm thick sample
are reported in this section. For all the measurements, the sample is rotated in
order to have an angle of 40o between the SXR beam polarization (p-polarized)
and the crystal axis. At this angle, according to the results shown in Sec. 3.3,
the SXR pulse can probe both the pi∗ and σ∗ bands of graphite. The pump
beam is s-polarized to maximize the pump light absorption for the excitation of
charge carriers from pi to pi∗ band, only obtained for in-plane polarization. The
results are grouped according to the pump pulse configuration used, showing for
each configuration two different datasets: one measurement at high temporal
resolution, scanning over few tens of femtoseconds around the zero time delay;
the second measurement is recorded over a longer time delay range (usually
∼ 1 ps) but with lower temporal resolution.
For each dataset, two different plots are reported:
• a 2D color plot showing the differential absorption spectrum ∆A (as de-
fined in Eq. 4.1, 4.2) as function of time delay;
• a 1D plot showing the ∆A lineouts over a certain energy range as function
of time delay, defined as the sum over the energy pixels contained in the
transient signal,
∑
i ∆A(Ei).
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The lineouts are useful to track the temporal evolution of transient signals re-
lated to different physical quantities, as it will be clearly shown in this section.
Before starting the overview of all the measurements performed, a general
discussion on the shape of the differential absorption spectrum is presented here,
which applies to all the measurements shown in this chapter. An example of
∆A spectrum is shown in Fig. 4.2 (the case of high-fluence pump pulse has
been chosen because it presents the strongest transient signals), together with
the static XAFS spectrum. Two distinct transient features are visible in the
differential absorption spectrum, positioned at the pi∗ and σ∗ edges, producing
changes in absorption up to 15%.
Figure 4.2: Differential absorption measurement in 95,nm graphite for 1.85µm,
208mJ/cm2 pump pulse over 1 ps time delay range. The right panel of the figure
presents the static absorption spectrum of graphite, reported here to highlight where
the transient signals occur. The positive and negative signal around 285 eV (slope
of the pi∗ edge) is related to creation of holes in VB and electrons in CB due to
pump photoexcitation. The signal at 291.5 eV occurs at the σ∗ edge and is not
related to carrier excitation, but rather to band structure modifications induced by
the excitation of strongly-coupled phonons (SCOPs).
The transient signal observed at the pi∗ edge presents a positive and negative
feature, respectively below and above 284.7 eV. Both signals grow fast in time
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(they peak around 10− 15 fs) and decay after few hundreds of fs (see Fig. 4.5).
The pump photon energy (0.67 eV) is enough to promote electrons from VB to
CB near the K-point of the band structure, given the almost-zero band-gap of
graphite (∼ 40meV, as indicated by DFT calculations). The energy position,
the temporal evolution and the sign of the signals allow us to assign these fea-
tures to the creation of electrons in the CB and holes in the VB. An increase in
electron population in CB would block transitions from the carbon 1s inner shell
to CB states, producing a decrease in SXR absorption (i.e. negative feature).
The opposite can be stated for the VB: the creation of holes as the result of
photoexcitation would allow transitions to these unoccupied states, previously
denied due to Pauli-blocking. The temporal evolution of these features is related
to carrier population dynamics, as will be shown in 4.2. The additional negative
signal appearing at higher photon energies has a similar temporal evolution of
the electron and hole signals, it is responsible for the asymmetry between the
two and is observed only for pump fluences above 8mJ/cm2. We interpret this
signal as band structure modification due to the high concentration of excited
carriers (an effect similar to band-gap renormalization effects in semiconduc-
tors).
On the other hand, the pump photon energy is not sufficient to excite carri-
ers at the Γ point, where the direct band-gap is 6 eV, for which reason we don't
expect a carrier-related feature at the σ∗ edge. Here the observed signal is slower
respect to the feature at the pi∗ edge: it peaks around 250 fs and doesn't show
a clear decay over the observed time delay range (see Fig. 4.5). The feature
presents a mainly positive signal which can be explained in terms of an edge
shift and broadening (see Sec. 4.2.7). We attribute this modification of the ab-
sorption spectrum to the phonon-induced changes of the DOS of graphite. This
interpretation was already proposed in the work of Van der Veen et al. [123] as
the result of the interaction between the electronic system and SCOPs.
1.85µm, low fluence pump pulse
The differential absorption spectrum obtained in the experiment with 1.85µm,
8mJ/cm2 pump pulse is shown in Fig. 4.3 over 1 ps time delay range. Clearly
visible are the positive and negative signals at the pi∗ edge, almost symmetric
in energy, and a weak positive signal at the σ∗ edge. The right panel presents
the lineouts calculated for the three mentioned features: electrons and holes
signals present a rise time longer than the pump pulse duration (peak around
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50−60 fs) and decay over few hundreds of fs. The σ∗ signal instead appears only
at ∼ 400 fs and doesn't present a clear decay over the observed time delay range.
Figure 4.3: Differential absorption measurement in 95 nm graphite for 1.85µm,
8mJ/cm2 pump pulse over 1 ps time delay range. In a) the ∆A spectrum as
function of time delay is reported. Time delay step size is: 5 fs in −40 : 100 fs
range, 10 fs in 100 : 250 fs range, 30 fs in 250 : 1000 fs range. b) Temporal behavior
of the signal assigned to holes, electrons and σ∗ is obtained by summing ∆A over
the corresponding group of energy pixels, as defined in 4.1.3.
Using the same pump pulse conditions, a high-temporal-resolution experi-
ment is reported in Fig. 4.4. The rise of the electron and hole signal is nicely
resolved and again results to be longer than the pump pulse duration, suggest-
ing an additional underlying mechanism different from photoexcitation (see Sec.
4.2.2). No signal is detected at the σ∗ edge for the time delay range scanned.
By looking at the lineouts, the rise of the ∆A signal for both electrons and
holes presents modulations with a period of ∼ 6 fs. A Fourier analysis of these
oscillations is presented in Sec. 4.2.1.
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Figure 4.4: Sub-fs-resolved differential absorption measurement in 95 nm graphite
for 1.85µm, 8mJ/cm2 pump pulse. Time delay step size is 0.9 fs for the whole time
delay range.
1.85µm, high fluence pump pulse
The ∆A spectrum obtained with 1.85µm, 208mJ/cm2 pump pulse over 1 ps
time range is reported in Fig. 4.5 and has been partially described in Sec. 4.1.3.
Here, in addition, the lineouts relative to the three main features of the spec-
trum (electron and hole signals at the pi∗ edge and the positive signal at the
σ∗ edge) are presented. The rise time of the carrier signals is faster compared
to the low-fluence case (peaks around 10 − 15 fs for both electrons and holes)
and comparable to the pump pulse duration, while the general time evolution is
conserved. The signal at the σ∗ edge is definitely stronger than the one at low
pump fluence: it peaks around 250 fs and presents a faint decay with a constant
definitely longer than the 1 ps range here reported.
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Figure 4.5: Differential absorption measurement in 95 nm graphite for 1.85µm,
208mJ/cm2 pump pulse over 1 ps time delay range. Time delay step size is: 10 fs
in −100 : −40 fs range, 5 fs in −40 : 100 fs range, 10 fs in 100 : 250 fs range, 30 fs
in 250 : 1000 fs range.
The sub-fs-resolution scan with 1.85µm, 208mJ/cm2 pump pulse is reported
in Fig. 4.6. The rise time is on the order of the pump pulse duration (12.5 fs)
and no clear oscillations on the rise of the hole and electron signals are detected,
in contrast with the observations for the 1.85µm, low fluence case. Interestingly,
the signal at the σ∗ edge (assigned to the coupling of carrier excitation to optical
phonons) is already visible at 20 fs, a sign of extremely fast coupling dynamics
occurring between the carrier and lattice system.
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Figure 4.6: Sub-fs-resolved differential absorption measurement in 95 nm graphite
for 1.85µm, 208mJ/cm2 pump pulse. Time delay step size is 0.9 fs for the whole
time delay range.
0.8µm, medium fluence pump pulse
For the experiments performed with 0.8µm, 5.3mJ/cm2 pump pulse, here two
different measurements are reported: a fs-resolved scan up to 80 fs time delay
and a sub-fs-resolved scan around the zero time delay. A long-delay-range scan
is reported in the appendix A (because it has not been considered for the data
analysis reported in this thesis). Figure 4.7 shows the results of the fs-resolved
scan: despite the finite resolution of the SXR spectrometer, the separation be-
tween holes and electrons signals is slightly clearer than the 1.85µm, 8mJ/cm2
case due to the higher pump photon energy. Also for this case, the lineouts are
presenting a rise longer than the pump pulse duration both for electrons and
holes, suggesting a similarity with respect to the 1.85µm, 8mJ/cm2 case. For
the time delay range reported, no clear signal is discernible at the σ∗ edge.
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Figure 4.7: Differential absorption measurement in 95 nm graphite for 0.8µm,
5.3mJ/cm2 pump pulse. Time delay step size is 4 fs for the whole time delay
range.
Finally, the results of the sub-fs-resolved scan are reported in Fig. 4.8. The
scan is a zoom on the rise of the signal with 0.6 fs step size and it reveals, as
for the case of 1.85µm, 8mJ/cm2 pump, an intensity modulation on top of the
rise signal, this time with a higher frequency (period is around 3 fs). Also for
this scan, a proper analysis of the oscillatory behavior is reported in Sec. 4.2.1.
Figure 4.8: Sub-fs-resolved differential absorption measurement in 95 nm graphite
for 0.8µm, 5.3mJ/cm2 pump pulse. Time delay step size is 0.6 fs for the whole
time delay range.
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4.1.4 20nm thick sample
Compared to the case of the thicker sample, measurements on this sample have
been carried out on both the fs and the ps timescale, with the aim of looking for
evidence of lattice dynamics following the electronic excitation and the EPC.
Measurements on this sample have been performed only for 1.85µm pump pulse
at high and medium fluence (respectively 150 and 42mJ/cm2). Pump param-
eters are lower than the ones for thicker sample due to the fact that here the
angle between SXR polarization and crystal axis is higher, namely 55o.
First, pump-probe measurements similar to the ones performed on the thicker
sample were recorded, with the goal of proving that the material response after
photoexcitation stays unchanged. The following experiments were carried out:
• sub-fs scan at high pump fluence, reported in A;
• fs-resolved scan at high (here reported) and medium pump fluence (pre-
sented in A).
• ps-resolved experiment at high pump fluence has been performed (pre-
sented in A) aiming at detecting lattice dynamics.
Femtosecond resolved scan
The results of the fs-resolved measurement on the 20,nm graphite sample are re-
ported in Fig. 4.9. The observed features are in line with measurements carried
out on the thicker sample at similar pump pulse conditions (4.5). The only vis-
ible difference is the amplitude of the signals: by looking at the lineouts, while
the holes and electrons signal have similar amplitude, the signal detected at σ∗
edge is definitely lower than the one observed on the thicker sample (4.5). A
possible explanation is the lower pump fluence (due to the higher angle between
SXR beam polarization and crystal axis): while the carrier signal stays con-
stant, probably close to saturation effects, the excitation of SCOPs is reduced.
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Figure 4.9: Fs-resolved differential absorption measurement in 20,nm graphite for
1.85µm, 150mJ/cm2 pump pulse. Time delay step size is: 5 fs in −70 : 50 fs range,
25 fs in 50 : 400 fs range, 50 fs in 400 : 700 fs range, 150 fs in 700 : 1000 fs range.
4.2 Data analysis and interpretation
After the overview of all the time-resolved data collected on graphite shown in
the previous sections, the data analysis and the interpretation of the results is
presented here. The approach is to start with the fastest observed dynamics, on
the order of the pump pulse's optical cycle, and then move towards the slower
ones, up to picosecond regime. In each of the following section, the general
idea behind the analysis will be explained, together with the presentation of the
method and the indication of which datasets have been considered.
4.2.1 Sub-optical-cycle dynamics
In general pump-probe experiments, the duration of the laser pulses used sets
a limit to the temporal resolution. In our case, having a probe with sub-fs du-
ration, the main limitation resides in the pump pulse, which in our case ranges
between 12 and 15 fs. A consequence of this is the fact that the observed tran-
sient signal has a rise time which is usually the convolution of the pump pulse
profile and the characteristic time of the photo-induced dynamics. Important
insights on carrier dynamics taking place in the first tens of femtoseconds have
been extracted by examining the dependence of the rise time of the signal on
pump pulse parameters like fluence and wavelength (shown in next Sec. 4.2.2),
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but nothing really faster than 15− 20 fs could be deduced from such analysis.
An important quantity to consider in light-matter interaction when pump
intensity is relatively high (for values above 1011 W/cm2) is the electric field
carried by the laser pulse, entering in the non-linear regime. For these laser
intensities and for CEP-stable laser pulses (meaning with a reproducible elec-
tric field over time), the interaction of the electric field with nearly-free charge
carriers is not negligible and can induce measurable modulations of the absorp-
tion/reflection spectrum, as reported in Sec. 1.1.2. If this type of interaction
occurs, the time scale of the induced dynamics is not only the pulse duration
but its optical cycle, resulting in the possibility to detect sub-optical-cycle car-
rier dynamics. Experiments involving pump pulses with similar conditions have
shown evidence of non-linear interaction of pump light with carriers, modulat-
ing the spectrum at twice ([83, 73, 72, 76, 75]) or three times ([74]) the pump
laser frequency. The reason resides in the mechanism behind this modulation,
related to nonlinear interaction with the electric field (or the vector potential)
carried by the pump light (intraband currents for [83, 75], multi-photon absorp-
tion for [74], tunneling ionization for [73], Wannier-Stark localization for [72] or
dynamical Franz-Keldysh effect for [76]). The electronic band structure of the
material (i.e. insulating, semi-conductor, semi-metal behavior) and the pump
pulse intensity determine which of these non-linear interactions dominate. These
conditions are in general familiar to all the experiments involving a pump pulse
which is a replica of the HHG driver, for which high pulse intensity and CEP
stability are necessary requisites to obtain good HHG flux and spectral stability.
To look for possible field-driven effect in our experiments, we considered the
datasets with sub-fs step size, for the cases of high- and low-fluence 1.85µm
pump and the medium-fluence 0.8µm case, whose lineouts for electrons and
holes are shown in Fig. 4.6, 4.4 and 4.8 respectively and represented here below
for explanation (Fig. 4.10). Oscillations are visible on the rise of both elec-
tron and hole signal for the cases of low- and medium-fluence pump, while they
are not detected for the high-fluence case. Besides, the comparison of the two
cases at different pump wavelengths shows that the frequency of the oscillation
changes, suggesting a dependence on this parameter.
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Figure 4.10: Sub-optical-cycle carrier dynamics. Lineouts extracted from measured
differential absorption data, both for electrons and holes, are presented in a), d) and
g), together with sine waves oscillating at the laser frequency to guide the eye over
the sub-cycle modulations. The FFT amplitude obtained with STFT are presented
on the two other columns, where b), e) and h) show information about the holes
and c), f) and i) about the electrons.
For a proper frequency analysis, we performed a short-time Fourier trans-
form (STFT) of these lineouts, whose results are shown in Fig. 4.10. While for
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all scans no clear frequency component can be observed throughout the whole
scan range, for short periods around the zero time delay some spectral content
is revealed at frequencies close to the driving laser frequency. In the figures,
sine waves have been plotted on top of the lineouts to help the eye visualizing
the modulation. This is not reflected in the high-fluence data, where no clear
frequency component appears.
Our findings are supported by numerical simulations based on real-time time-
dependent density-functional theory (TD-DFT) performed by our collaborators
from Prof. Dr. K. Yabana's group at the University of Tsukuba [160]. They
calculated the effect of the IR field on the charge density or the effective poten-
tial for our experimental conditions. The results show that these quantities are
modulated at the laser frequency for the first ∼ 10−15 fs, after which higher fre-
quencies appear, smearing out the initial modulation effect (see Fig. 4.11). The
time window in which the modulation appears is faster with increasing pump
fluence, which explains the absence of such effect for the high-fluence case.
Figure 4.11: Numerical investigations on induced carrier dynamics with TD-DFT.
a) The effect of the IR pump on the graphite sample is to modify locally the charge
density, hence the crystalline potential felt by the electrons. This modulations
shows for the first 10 − 15 fs oscillations at lower frequency, while clearly higher
frequencies appear later smearing out the effect. From the FFT analysis shown in
b), it is clear that at the beginning the frequency corresponds to the ωpump, while
higher components at 2ωpump and 3ωpump appear at later times.
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The main reason behind this behavior resides in the extremely high car-
rier mobility for graphite: after photoexcitation, the nearly-free excited carriers
show an almost metallic response to the electric field, resulting in a modulation
at the same laser frequency, confirmed by the behavior observed at the two
different pump wavelengths. We do not observe any spectral content at twice
the laser frequency, as observed in other similar experiments [83, 73, 75, 72, 76].
A limiting condition fo the observation of these features is the fact that pump
and probe have crossed polarization (chosen to maximize the pi − pi∗ electronic
excitation): if the non-linear modulation induced by the pump pulse is not
probed in the same direction, the visibility of the effect decreases dramatically
(as experimentally proved for atomic targets [161, 162]). The temporal smear-
ing effect induced by the non-collinear angle can also play a role in this case,
washing out the eventual faster modulations at higher frequency components.
In any case, repeating the same experiment with parallel polarization could give
another important piece of information regarding the interaction of the excited
carriers with the pump electric field.
4.2.2 Carrier multiplication
The concept of carrier multiplication has been introduced already in Sec. 1.2.1
while discussing some recent experiments carried out in graphene [110, 111]
and theoretical investigations [106, 107, 108, 109]. Carrier multiplication takes
place when, through carrier-carrier scattering processes, the final number of
excited carriers exceeds the number of carriers produced via photoexcitation.
This phenomenon has attracted high interest in the field of energy harvesting
and fabrication of optoelectronic devices for the possibility of generating strong
currents with low-intensity laser pulses [96].
The idea behind this analysis is trying to identify which are the mecha-
nisms dominating the ultrafast carrier-carrier scattering on the first tens of
femtoseconds after photoexcitation and verify the possibility to detect carrier
multiplication in graphite, at date never experimentally proved. Theoretical in-
vestigations [106, 107, 108, 109] propose Auger processes, in the form of Auger
Heating (AH) and its counterpart Impact Ionization (II), as main mechanisms
for carrier cooling and, under certain optical pumping conditions, carrier mul-
tiplication in graphene and graphite. Both II and AH, by definition, affect
directly the number of carriers and their average kinetic energy, as resumed in
the sketch in Fig. 4.12.
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To extract from the differential absorption trace any insight on the primary
carrier scattering phenomena occurring after photoexcitation, an analysis is per-
formed on the generated carrier distribution (both for holes-VB and electrons-
CB) inspired by the work of Gierz et al. [111]. Their experiment consists of
time-resolved ARPES investigation on graphene, pumped with a < 10 fs, 800 nm
pulse at a fluence of 20mJ/cm2: the similar pump fluence used and the analogy
in optical properties between graphene and graphite justify the use of the same
approach.
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Figure 4.12: Schematic illustration of the two opposite processes dominating
carrier-carrier scattering in graphite. For Impact Ionization (II), the energy lost
by an electron in a scattering process is used to generate a new electron-hole pair
at energies closer to the Dirac point. In Auger Heating (AH), the energy gained by
the recombination of an electron-hole pair is instead acquired by a second electron
to reach a higher-energy level. After the generation of excited carrier distributions,
AH is usually limited by the available phase space, hence II is thought to dominate
at earlier times. As clear by the picture, only II can lead to carrier multiplication,
both in CB and VB (same treatment can be done for electrons and holes).
With this general scheme in mind, I analyzed the experimental ∆A data
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at each time delay for the three different cases studied (high- and low-fluence
1.85µm and 0.8µm). As a reminder, for the VB the positive signal in the ∆A
trace below 284.7 eV is attributed to the holes and for the CB the negative sig-
nal above 284.7 eV is attributed to the electrons. For each configuration, the
sub-fs-resolved scans were averaged with lower-resolution scans to increase the
signal-to-noise ratio.
To evaluate the number of carriers Nc, at each delay we summed the values
of ∆A spectrum over the energy range in which we detected a transient signal,
as described for the calculation of the ∆A lineouts
Nc ∝ |
∑
i
∆A(Ei)|. (4.3)
Considering the SXR absorption as a measurement of the density of unoccupied
electronic states (in absence of any other contribution to the XAFS spectrum),
this sum (in absolute value) is directly proportional to the number of carriers
present in the evaluated energy range. To extract the average kinetic energy
Êc, the energy corresponding to the center-of-mass of the carrier distribution is
calculated, both for holes and electrons, with the formula
Êc =
∑
iEi ·∆A(Ei)∑
i ∆A(Ei)
. (4.4)
Finally, the two quantities are plotted together versus time delay: a temporal
window in which Nc increases while Êc decreases would correspond to II and
hence to carrier multiplication. The opposite behavior is instead expected for
AH, with the Nc decreasing while Êc increases.
The results for all the different combinations are shown in Fig. 4.13, 4.14
and 4.15 . We start with the 0.8µm pump case to help the interpretation of
the results. For this configuration, both electrons and holes are showing the
same pattern: after the initial rise due to photoexcitation, there is a clear win-
dow (∼ 40 fs) in which Nc keeps increasing while Êc decreases (4.13). This
scenario corresponds to the II scheme and results are in line with the findings
of Gierz and coauthors [111]. If on one side the slightly lower pump fluence (5
vs 20mJ/cm2) of our case and the longer pulse duration (15 vs 8 fs) could be
responsible for the longer window for II (40 vs 25 fs), it is interesting to observe
that same result is obtained between graphite and graphene, demonstrating
once again their similarity in terms of band structure and carrier dynamics. It
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is also important to highlight that holes and electrons are showing the same be-
havior, which was theoretically predicted but never confirmed with experiments.
Figure 4.13: Carrier multiplication analysis for the measurements with 0.8µm pump
pulse, both for holes (a) and electrons (b). The two behavior are almost identical,
with the number of carriers increasing for a time window longer than the pump
pulse. At the same time, it is possible to identify a window for both cases in which
the average kinetic energy decreases, hence in which II takes place.
The case of low-fluence 1.85µm pump case is presented in Fig. 4.14. For
the electrons, we can identify a similar trend to the one observed for the 0.8µm
case but with a shorter window (∼ 25,fs), indicating again that II is dominat-
ing. The shorter time window can be explained in terms of the smaller phase
space available for the electron to lose energy when using pump photon energy
of 0.69 eV compared to 1.6 eV, where the electrons are distributed further away
from the Dirac point. For the holes, the same trend can be observed only for
an even shorter time window (∼ 10 fs), after which the average kinetic energy
rather increases, contradicting the II scheme and breaking the symmetry with
the electron side. A possible reason for this is the presence of p-doping which
would further limit the phase space available for the holes and accelerating the
takeover of AH. It is worth to highlight here that with a similar pump photon
energy (0.95 eV), Gierz et al. carried out the same experiments on graphene
[163], concluding that no II was observed. We believe the reason they could not
recognize a time window for impact ionization is the time resolution, due to the
pump pulse duration of their experiment, definitively longer (100 fs) compared
to our case.
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Figure 4.14: Carrier multiplication analysis for the measurements with low-fluence,
1.85µm pump pulse, both for holes (a) and electrons (b). The electrons show
a behavior similar to the 0.8µm case, but carrier multiplication takes place on a
shorter time window. For the holes, II is observed for a very short time window,
after which the energy stays constant or rather increases. The asymmetry could be
related to the presence of carrier doping, as predicted in [106].
Finally, for the high fluence case, we can observe again a similar trend for
electrons and holes, but it can't be explained in terms of either II or AH. Af-
ter the initial rise, both quantities are staying constant for the reported time
delay range. Our interpretation is that at this very high fluence, the rate of
both processes is so high that there is a competition between them, resulting in
an almost constant number of carriers and average kinetic energy, until other
processes, like carrier-phonon scattering, take place.
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Figure 4.15: Carrier multiplication analysis for the measurements with high-fluence,
1.85µm pump pulse, both for holes (a) and electrons (b). This case is fundamentally
different from the previous two and it cannot be read in neither of the two schemes
for carrier scattering (II and AH). The two mechanisms could have equivalent rate
at this high fluence, resulting in a negligible net effect on both number of carrier
and average kinetic energy.
4.2.3 Energy-dependent carrier lifetime
Exploiting the capability of XAFS spectroscopy to directly interrogate the band
structure via the unoccupied electronic states of the material allows extracting
information on the evolution of the carrier distribution in reciprocal space. Iden-
tifying in which state electrons and holes are created and through which channel
(towards which valley or direction) they decay can give a complete description
of the carrier dynamics, not always available in angularly-integrated detection
scheme.
One interesting aspect is to study the energy dependence of the observed
signal referring to photoexcited carriers. In our measurement, this translates in
analyzing the transient features appearing in the ∆A trace without summing
up all the energy pixels, but rather comparing them. An obvious bottleneck
for applying this analysis to our measurements is the spectral resolution, which
at the carbon K-edge has the nominal value of ∼ 0.3 eV, limiting the number
of pixels that can be considered. To extract some meaningful information, I
considered for this analysis only the high-fluence cases, both for the 95 (4.5)
and 20 nm (4.9) thick sample, exhibiting the broadest transient signal.
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For these measurements, while for the VB we have a uniform positive signal,
for the CB it splits into a positive and negative contribution. The positive fea-
ture can be assigned to the excitation of carriers in the CB because they would
block transitions from the inner 1s shell (state-blocking). The negative signal
is instead opposite in sign, hence incompatible with a state-blocking picture for
that energy range. On the other hand, the temporal evolution of this signal is
in line with the other two features observed at the pi∗ edge, suggesting the same
common nature, and it appears in the proximity of the M-point of the band
structure, where the density of electronic states has a local maximum. We in-
terpret this signal as the modification of the band structure (complex interplay
of edge shift and/or broadening) induced by the high concentration of excited
carriers (which explains why this effect is visible only for the experiments with
high pump fluence). In conclusion, being the electron signal not broad enough
to extract a meaningful energy dependence, for this analysis only the (VB) holes
signal is considered.
Plotting the value of ∆A versus time delay for each pixel with detectable
changes, one obtains the plot shown in Fig. 4.16a (here the case of the 95 nm
sample is shown). The curves have all the same shape (fast rise and slower
decay) and are definitively noisier than the one obtained when summing up
all the pixels, but the general trend can still be discussed. Regarding the rise
time, there is a clear dependence on energy (values are all related to the pho-
ton energy corresponding to the zero-crossing line the ∆A spectrum) for which
the rise is slower for energies further away from the Dirac point. This can be
explained in terms of band-filling, which is the saturation of available empty
states reached by the pump photon energy for a high concentration of excited
carriers, resulting in a blue-shift of absorption spectrum (the effect is well-known
for semiconductor laser [164]). Another possible explanation is ultrafast carrier-
carrier scattering processes (like AH, as discussed in the previous section), for
which the distribution spreads over energy due to the high density of excited
carriers.
If one focuses the attention on the decay, it is not difficult to identify that it
is faster for energies further away from the Dirac point. The energy dependence
of the decay time, or in general the excited carrier lifetime, has been the object
of both theoretical [99] and experimental investigations [100] and relates directly
to the shape of the band structure. The relation between the carrier lifetime
in a 3D gas of interacting electrons is described by Landau's theory of Fermi
103
liquids [101], for which
1/τ ∝ (E − EF )2. (4.5)
Anyway, things behave differently when considering electrons in a periodic crys-
talline potential, for which it is important to consider that electronic states can
have the same energy but a different position in the k-space, even if considering
only the first Brillouin zone. In particular, Moos et al. [100] have shown with
photoemission spectroscopy (ARPES) on graphite pumped by 800 nm light that
anisotropy of carrier lifetime can show up in proximity of critical points of the
band structure, like the saddle point present at the M point of the reciprocal
lattice (see band structure 3.2).
Figure 4.16: Energy-dependent carrier rise and decay time. a) shows a series of
differential absorption curves, each one considering a single pixel involved in the
hole transient signal for the high-fluence 95 nm case. The darkest color corresponds
to the energy pixel closest to EF , while the furthest energy pixel is given by the
lighter color. The dashed line is to guide the eye over the energy-dependent rise
time. In b) the obtained scattering rates are plotted against the DOS: the change
in slope occurs in the proximity of the saddle point of the band structure at the M
point (∼ −2 eV). Error bars refer to uncertainty on the decay constant obtained by
the numerical fit (see A.3).
To calculate the dependence of the scattering rate on the energy for the holes
in our experiment, a single exponential fit is performed on all the energy pixels
where a transient signal appears, as presented in Fig. 4.16a (an example of
exponential fit of a single trace is reported in the App. A.3). The inverse of the
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decay constants obtained with the fit is then plotted against the energy axis, as
shown in Fig. 4.16b for the two cases of 95 and 20 nm samples, together with
the DOS corresponding to the VB. The scattering rate for both cases increases
with increasing energy, denoting a shorter hole lifetime, until it changes slope
for energies around 2.0 eV, where the DOS shows a maximum, corresponding
to the saddle point at the M point of the k-space. This result is in line with
the findings shown by Moos et al [100]. However, it is important to highlight
that our analysis refers to the holes instead of electrons and confirms the XAFS
potential to track carrier dynamics for both VB and CB in the same experiment.
4.2.4 Modeling the carrier distribution with Fermi-Dirac
statistics
In Sec. 3.4 the general approach to model experimental XAFS spectra was intro-
duced. It relies on the knowledge of the DOS of the material and the use of the
FD distribution to describe the electron system. This distribution is described
by the chemical potential µe and the temperature Te of the thermodynamical
system at equilibrium. The effect of photoexcitation is to create a concentration
of carriers out-of-equilibrium, for which the FD statistics is not valid anymore.
Nevertheless, the system will recover a thermodynamical equilibrium through
carrier-carrier and carrier-phonon scattering on timescales which can be very
fast [104], ending up in a state at a usually higher temperature than the ini-
tial one. Following the evolution of parameters like temperature and chemical
potential can give important information on the photo-induced dynamics inside
the material.
The starting point is the analytical fit used for the static XAFS spectrum,
described in 3.4. Once a good set of fit parameters is found, we apply the same
fit routine for the transient data, leaving only a few parameters free, like the tem-
perature and the chemical potential. For this part, we focused our analysis on a
narrow region around the pi∗ edge (±2.5 eV), since only here we expect changes
in carrier distribution due to the presence of the pump pulse. We expect the
electronic system to be out-of-equilibrium for a certain temporal window right
after photoexcitation, but thermalization has been observed in less than 100 fs
[104], after which it is justified to assign again a temperature and a chemical
potential to the system.
In Fig. 4.17a the retrieved temperature behavior, both for the high and
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low fluence case, is reported. In both cases there is a very fast rise due to the
photoexcitation process, bringing the temperature to several thousands of K
(respectively ∼ 2000K in the low and ∼ 5000K in high fluence case), followed
by an exponential decay. The decay constant is the result of two underlying
processes affecting the carrier temperature, namely scattering with SCOPs and
lattice. In the next section, through the use of a numerical model, the interpre-
tation of the temperature evolution will become clearer.
Figure 4.17: Temporal evolution of carrier temperature (a) and chemical potential
(b) extracted from imposing a FD distribution to experimental data. Data are
reported for the high and low fluence case, both with 1.85µm pump pulse. For all
the curves, the decay has been fitted with a single exponential and the resulting
decay constant reported on the graph (τl stays for low fluence, τh for high).
The behavior of µe with time is presented in Fig. 4.17b. The rise time is
again very fast around the zero time delay, result of the out-of-equilibrium con-
dition of the system, while the recovery is faster than the one observed with the
temperature (see decay constants reported in Fig. 4.17). The faster decay can
be justified by the fact that the chemical potential rather depends on carrier
density and its dynamics, so it manifests a smaller (or no) dependence on the
slower scattering with the lattice. The dynamics of the chemical potential reflect
the out-of-equilibrium state of the electron and hole distribution, but can also
be related to the ultrafast modification of the band structure. For semimetals
like graphite, in absence of a real band-gap, it is not correct to talk about effects
like band-gap renormalization, but a rearrangement of the band structure due
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to the high concentration of excited carriers is expected [165]. On the other side,
the amplitude of the effect (namely the maximum value in 4.17b), evaluated for
these the two cases, seems to scale with the number of excited carriers according
to the relation ∆E ∼ N1/3e , as expected for band-gap renormalization effects
[77].
4.2.5 Three-temperature model
Modeling the electron (hole) gas system as a FD distribution allows us to assign
statistical quantities like the temperature of the system, as seen in the previ-
ous section. Following photoexcitation, the hot electron system will reach very
high temperature until undergoing thermalization processes which will bring
the system back towards the initial thermodynamic state. The most dominant
decay channels in graphite are carrier-carrier scattering (discussed in Sec. 4.2.2,
∼ 10− 20 fs time scale) and carrier-phonon scattering resulting from the strong
coupling with optical phonons (SCOPs, ∼ 200− 300 fs time scale, extracting up
to 90% of the excitation energy [102]), which can further decay by coupling to
the lattice via phonon-phonon scattering (∼ 1 ps time scale) [125, 114, 124].
A general procedure applied to solid-state pump-probe experiments to esti-
mate the time scales and coupling strengths of carrier-phonon and/or phonon-
phonon interaction is the so-called three-temperature model (3TM). In this
model, three different systems are introduced (usually electrons, optical phonons,
and lattice) and their temporal evolution is ruled by a system of differential equa-
tions. The adaptation of this model to our experimental findings is the result
of a collaboration with Dr. Thomas Vasileiadis and Prof. Dr. Ralph Ernstorfer
from Fritz Haber Institute in Berlin [166, 167].
The experimental evolution of the electronic temperature, extracted by mod-
eling the experimental data with the FD distribution (Sec. 4.2.4), has been fit-
ted with a 3TM in which graphite is composed of three, interacting heat baths:
(1) the laser-excited hot electrons, (2) the strongly coupled optical phonons
(SCOPs) and (3) the entire lattice. The 3TM can be expressed with a system
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of three coupled differential equations:
CE
dTE
dt
= −GE−SC · (TE − TSC) + S(t), (4.6)
CSC
dTSC
dt
= GE−SC · (TE − TSC)−Gph−ph · (TSC − TL), (4.7)
CL
dTL
dt
= Gph−ph · (TSC − TL), (4.8)
where Ci are the heat capacities, Ti are the temperatures and the lower indices
denote the heat bath (E, SC and L for the electrons, the SCOPs and the lattice,
respectively). The S(t) is a source term for the absorbed laser pulse, which is
primarily exciting the electrons. The heat capacity of the electrons is given by:
CE = γ · TE (4.9)
with γ = 2.5 J/m3K2 based on published works [168]. In the model, the SCOPs
have an energy of }ω = 200meV and their heat capacity is calculated according
to the formula [124]:
CSC =
d
dt
fN}ω
e}ω/kBT − 1 (4.10)
where N = 3.4 · 1029 m−3 is the total number of vibrational modes per volume
for graphite and f is the fraction corresponding to the SCOPs. Finally, the heat
capacity of the lattice (CL) is found from the work of E. Pop et al [169]. The
equations of the 3TM are used for a nonlinear fitting of the experimental data,
where the fitted parameters are the coupling constants (GE−SC and Gph−ph),
the fraction of the SCOPs (f) and the laser fluence.
The comparison between the temperature profile extracted from the data
and the nonlinear fit produced by the 3TM is presented in Fig. 4.18a. The
electronic temperature is in excellent agreement with the temperature data, ex-
cept for the initial time delays, where the profile is mainly dominated by the
non-equilibrium carrier excitation induced by the pump pulse. The rising part
can be included introducing a convolution with a Gaussian pulse simulating the
photo-excitation.
Based on the fitting, SCOPs represent 0.24% of all the vibrational modes,
they are excited by hot electrons with an energy transfer rate GE−SC = 2.8 ·
1016 W/Km3 and they cool down by phonon-phonon coupling with an energy
transfer rate Gph−ph = 5.5 · 1016 W/Km3. Fitting the modelled temperature
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evolution with a bi-exponential decay shows that the time-constants for heating
and cooling of SCOPs are τ1 = 120 fs and τ2 = 600 fs, respectively.
Figure 4.18: Results of the 3TM model and comparison with experimental data.
In a), the behavior of the temperature for the electron, SCOPs and lattice system
is reported, where the nonlinear fit obtained with the 3TM is in agreement with the
temperature extracted from FD analysis. b) Comparison between temporal trends
of ∆A detected at the σ∗ edge and TSC and TL, denoting a close relation between
the excitation of these phonon modes and the experimental findings.
The time constant for heating of SCOPs is very similar to the general rise
time of the transient signal detected at the σ∗ edge for the measurements with
the high-fluence pump pulse. This strongly suggests the comparison between
the temporal evolution of TSC and TL and the ∆A lineout for the σ∗ (related to
4.5), as reported in Fig. 4.18b. Even though we are comparing distinct physical
quantities, it is impressive the agreement of the two curves (∆A(σ∗) and TSC),
while after about ∼ 600 fs, they start to differ. Interestingly, this is the time
delay after which the temperature of the lattice (i.e. the population of acoustic
phonons) becomes significant, as the result of the decay of SCOPs.
In our interpretation, this is clear evidence that the nature of the transient
signal at the σ∗ edge is related with the excitation of phonons, dominated by
the excitation of SCOPs but accompanied by a minor contribution from the
acoustic phonons, only becoming consistent for time delays after 600 fs. This
relation is further investigated in Sec. 4.2.7 and 4.2.8.
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4.2.6 Coherent vs incoherent phonon excitation
The results of the 3TM suggest a close connection between the temporal evo-
lution of the phonon excitation, both for SCOPs and acoustic phonons, and
the measured ∆A signal at the σ∗ edge. Before entering into the analysis of the
observed signal, a brief discussion on possible mechanisms for phonon excitation
in graphite is reported, analyzing the interaction of the lattice with both the
few-optical-cycle pump pulse and the excited carrier distribution. The direct
phonon excitation via IR photon absorption is not reported in this discussion
because not related to our experimental findings.
Experimental evidence of coherent vibrations of the lattice driven by fem-
tosecond laser pulses was reported since the early 1990s in pump-probe mea-
surements of differential transmissivity or reflectivity [118, 170, 171, 172]. The
induced coherent vibrations all obeyed Raman transitions' selection rules (i.e.
Raman-active modes) and they have been produced in materials with very dif-
ferent electronic (insulators, semiconductors, metals) and structural properties.
On the other hand, different behavior was observed between transparent and
opaque materials [118, 170], which opened the search for a theory describing
this general phenomenon of light-matter interaction.
The first mechanisms suggested explaining the laser-induced coherent exci-
tation of phonons are Impulsive Stimulated Raman Scattering (ISRS) and Dis-
placive Excitation of Coherent Phonon (DECP). In the ISRS scheme [118, 173],
if a crystal (the same argument applies to molecular targets too) interacts with
a broadband laser pulse which duration is shorter than the period of the phonon
modes of the crystal, a vibrational coherence can be induced in the material.
The driving force (the light pulse) acts on the atoms inducing non-linear po-
larizability, responsible for the impulsive excitation of coherent vibrations for
the case of ultrashort pulses, resulting in a sin-like oscillation (derived from the
equation of motion including the laser driving force [118]). This mechanism
applies to every transparent medium, in which case the laser pulse induces the
vibrational coherence via coupling to electronic virtual states (as by definition
of Raman scattering). The extension of the ISRS scheme to absorbing media,
where light is in resonance with electronic excitation, resulted to be not straight-
forward.
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For the case of opaque materials, the DECP scheme was proposed [119]. The
carrier promotion from VB (bonding character) to CB (antibonding character)
weakens the atomic bonds and induces a change in the equilibrium nuclear co-
ordinates which leads to the minimization of the total energy of the system.
This movement, initiated by the quasi-instantaneous shift induced by the e-h
formation, induces the coherent vibration of the lattice around the new atomic
positions only for fully-symmetric mode respect to the nuclear coordinates. The
amplitude of the oscillations depends on the concentration of excited carriers
and the phase is expected to be 0o (cos-like oscillation, due to the step-like na-
ture of the excitation force).
A unified mechanism for the coherent phonon excitation has been proposed,
which considers the ISRS and DECP interactions as two different aspects of the
same light-matter interaction, for the cases of transparent and opaque materials
respectively, but allowing any intermediate configuration [120]. In this general-
ized scheme, oscillations with phase intermediate between φ = 0 and φ = ±pi2
are allowed, as observed in many experiments. The interplay between excited
carrier distribution and lattice vibrations is considered [174], and responsible of
many interesting observed features, like frequency shifts [175], lineshape modi-
fication [176] or interaction between different phonon modes [177].
The laser-induced coherent excitation is not the only possible mechanism
to excite phonon in the material. The energy deposited in the electron sys-
tem via photoexcitation can decay through carrier-phonon scattering, involving
both optical and acoustic vibrational modes [178, 179]. As already discussed
in Sec. 1.2.1 and 1.2.2, graphite is a clear example of such connection between
the electron and lattice degrees of freedom. Experiments have reported a strong
coupling of the electron excitation with optical phonons (namely the E2g and
A′1 mode), in which channel ∼ 90% of the deposited energy decay in less than
500 fs [102]. This excitation mechanism, being based on scattering processes,
is not deterministic, hence can only give rise to an incoherent contribution to
phonon-related features.
In graphite, experimental proofs of coherent and incoherent phonon exci-
tation have been reported. Laser-induced coherent excitation of Raman-active
E2g modes (with periods of 21 and 770 fs) have been experimentally reported
[117, 121] and numerically simulated [180], while on a slower (picosecond) time
scale even coherent out-of-plane modes (the breathing mode [125]) have been
reported. The incoherent phonon excitation obtained through EPC have been
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instead reported in experiments of UED ([125, 114]) and combined time-resolved
Raman and ARPES spectroscopy ([124]), identifying the E2g and A′1 mode as
the main characters of the EPC.
For our experimental conditions, we expect to observe signatures of both
coherent and incoherent excitation of phonon modes in graphite in the time-
resolved XAFS experiments. The sub-2-cycle IR pump pulse is resonant with
electronic excitation and at the same time shorter than any vibrational mode in
graphite. Hence, our conditions allow exciting both the E2g mode via ISRS and
the A′1 mode via DECP. We expect to detect a signal similar to the one obtained
in the experiments of time-resolved UED ([125, 181], where phonon modes have
been identified through time-domain analysis of the measured oscillatory com-
ponent superimposed to transient incoherent contribution. Being the E2g and
A′1 mode fast compared to the time delay range scanned in our measurements,
the changes in the detected coherent contribution could also provide informa-
tion on phonon dynamics (i.e. decay). The signal observed at the σ∗ edge is
a good candidate for such analysis, which is described in the Sec. 4.2.7 and 4.2.8.
4.2.7 Incoherent phonon excitation: DOS modification
The temporal evolution pump-induced transient feature detected in the prox-
imity of the σ∗ peak has already been compared with the excitation of optical
and acoustic phonons in Sec. 4.2.5. In light of this comparison, we interpret
this feature as the modification of the band structure induced by the excitation
of phonons. This is justified by its time evolution (in line with the excitation
of SCOPs and acoustic phonons reported by the 3TM results=, the nearly-zero
probability of directly exciting carriers with the pump pulse directly from the
VB (more than ten absorbed photons would be needed) or the absence of the
typical state-blocking spectral feature (as the one observed at the pi∗ edge). In
general, for the strong coupling condition of graphite, it is expected to have
phonon-induced effects for the high concentration of excited carriers. Moreover,
it was already suggested as a possible mechanism by van der Veen et al. [123]
in an ultrafast electron energy-loss spectroscopy experiment on graphite with
picosecond resolution. We interpret this modification of the band structure as
the signature of incoherent excitation of phonons via EPC.
This feature is clearly visible in the experiment with high-fluence (Fig. 4.5)
and medium-fluence (Fig. A.1) 1.85µm pump pulse and still detectable in the
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measurement with same pump photon energy but lower fluence (Fig. 4.3), while
it was never detected in the experiments with the 0.8µm pump pulse. For the
rest of the discussion, we will consider the more interesting case of high-fluence
1.85µm pump pulse, while still applying the same analysis to the low fluence
case for comparison. The signal presents a strong feature (almost 20% change
in absorption) peaked at 291 eV in correspondence of the inflection point of the
edge but extending over a range of about 3 eV (see Fig. 4.2.7). Here a decom-
position of the detected signal in terms of two different contributions, namely
an edge shift and broadening, is presented [77]. The contribution related to
the edge shift is calculated with a fit routine applied to the SXR absorption
spectrum at each time delay, while the broadening one is considered as the re-
maining signal once the other contribution is subtracted.
To evaluate the edge shift, at each delay the fit routine applies a rigid energy
shift to the static (i.e. no pump pulse) absorption spectrum such that the cor-
responding differential absorption spectrum results in the same amplitude value
of the measured signal at the σ∗ edge (see Fig. 4.2.7a for clarification). Letting
the fit routine run over the full experiment, the edge shift (the pumped edge
position minus the static one) is evaluated as a function of time delay (see Fig.
4.2.7b). The σ∗ edge shifts up to 160meV towards lower energies for the high
fluence configuration, while we can detect a shift of maximum 20meV for the
low fluence case, the result of the lower phonon excitation compared to the high
fluence case.
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Figure 4.19: Spectral decomposition of measured differential absorption signal de-
tected at the σ∗ edge. a) presents the measured spectrum together with a simulation
of the signal produced by a redshift of 130meV, able to reproduce only the feature
around 291 eV. Applying the fit routine, a value of edge shift can be extracted per
each delay value, producing the curves in b). Finally, the measured ∆A trace (c)
can be decomposed in the rigid redshift component (d) and a remaining signal,
attributed to edge broadening (e).
It is important to highlight the fact that, while the redshift can reproduce
the feature at the σ∗ edge, we cannot say the same for the region around the
pi /pi∗ edge, where it produces a feature opposite in sign with the measured data
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(see Fig. a). Our explanation, in line with the proposal by van der Veen et al.
in [123], goes back to the nature of this signal: band structure modification due
to excitation of phonon modes. These strongly-coupled modes, which have been
identified with a Fourier analysis (see Sec. 4.2.8) and cross-checked with related
works performed on graphite in similar condition [114], are producing atomic
motion taking place mainly inside the graphene layers, where the covalent σ
bonds lay. This motion consists in a perturbation of the σ bonds bigger com-
pared to what happens to the pi bonds, oriented perpendicularly to the graphene
sheets, then resulting in a stronger modification of the SXR absorption at the
σ∗ edge.
If the redshift contribution (Fig. 4.2.7d) is removed from the measured ∆A
trace, what is left is a feature, with both positive and negative sides, mostly
symmetric around the inflection point (see Fig. 4.2.7e). Such features can be
reproduced if the spectrum is convoluted with a Gaussian function to simulate a
broadening effect and are usually present when heating mechanisms are involved
or more generally disorder (like vibrations) is induced in the crystal, as in the
case of the Debye-Waller effect.
Finally, we attempted to numerically simulate the effect of phonons on XAFS
spectrum. Through the use of the FDMNES package, the lattice distortion in-
duced by the two dominant phonon modes involved in EPC (the E2g and A′1
mode) is simulated by redefining the lattice structure according to the mode
representation reported in [113]. The modified XAFS spectrum is considered as
a "pumped" case, from which a differential absorption is calculated as defined
for all the tr-XAFS measurements here reported. The results are summarized
in Fig. 4.20 for three different displacements (0.75, 1 and 3 pm). The changes
induced by the E2g mode are more similar to the measured ∆a spectrum (here
reported is the time-delay-integrated ∆a spectrum for the high-fluence case)
compared to the A′1 case, with the case for 1.5 pm displacement matching quite
well with measured data. Interestingly, both modes seem to induce changes
also at the pi∗ edge. Further investigations are needed to implement a numerical
fit routine to extract meaningful comparison between the data and simulated
lattice vibrations.
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Figure 4.20: Simulation of phonon-induced modification of XAFS spectrum with
FDMNES. The two strongly-coupled vibrational modes E2g and A
′
1 have been sim-
ulated, choosing three different values for atomic displacements (0.75, 1 and 3 pm)
and the resulting differential absorption evaluated. For comparison, the time-delay
integrated ∆A spectrum for the high-fluence case is reported. Figure is provided
by Dr. Themistoklis Sidiropoulos.
4.2.8 Coherent phonon excitation: time-domain analysis
The temporal evolution of the transient signal detected at the σ∗ edge has been
shown in Fig. 4.5 (considering the high-fluence 1.85µm pump case showing the
clearest feature) and discussed in the previous section (Fig. 4.2.7). By looking
at the lineout obtained when summing up the intensity for all the pixels showing
a transient signal, it is not difficult to identify an oscillatory behavior on top
of the slow exponential rise, as expected for light-induced coherent excitation
of phonon modes. The spectral analysis of these oscillations is presented here,
providing information on the involved vibrational modes and their dynamics.
For the spectral analysis, only the three pixels around 291.3 eV showing the
strongest transient signal are considered to increase the signal-to-noise ratio in
the following analysis: the sum of their intensities produces the black curve in
Fig. 4.21a below. Then, the curve is interpolated on an equally spaced time
delay axis (acquired time delay axis is not uniform) and a polynomial fit is sub-
tracted to reduce the DC component obtained in the Fourier space, as generally
done in time-resolved ISRS spectroscopy (see Fig. 4.21a). The result is the red
curve in Fig. 4.21b, which presents different spectral components: for smaller
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delay values frequency is higher, while it becomes lower when going towards the
second half of the trace.
The long integration time needed to acquire low-noise data (about 25 min-
utes per each time delay value) does not allow scanning over a long delay range
with high temporal resolution. For this reason, the delay step size was changed
during the experiment (the high-fluence 1.85µm pump case), with a time reso-
lution higher around the zero time delay and lower towards the end of the scan,
assuming that the fast (electronic) dynamics would take place earlier than the
slow (vibrational) ones. Precisely, the step size during the scan corresponds to:
• 5 fs in the 0− 100 fs range
• 10 fs in the 100− 250 fs range
• 30 fs in the 250− 1000 fs range.
It is important to stress that the delay step size chosen for the measurement
sets a limit to the higher frequency component we can retrieve in the Fourier
analysis. The effect of changing the step size becomes clear when observing the
data shown in Fig. 4.21b: at 250 fs there is a sharp change, after which we
lose resolution on the high-frequency components and only the low frequencies
become detectable.
Using the discrete Fourier transform algorithm, we obtain the Fourier am-
plitude spectrum shown in Fig. 4.21c. It presents a series of peaks which are
in good agreement with the frequencies of the E2g (45THz) and A′1 (35THz)
vibrational modes of graphite and to the products of their decays, as described
by Stern et al. in [114]. Slight modifications of the phonon frequencies can be
induced by the high concentration of excited carriers for the high-fluence case
studied here. These modes are SCOPs and they constitute the main energy
decay channel in graphite after photoexcitation from pi to pi∗ band.
If this analysis allows us to retrieve the frequencies of the involved phonon
modes with a good spectral resolution, it doesn't provide any information on
their temporal dependence. To access any dynamics, we performed the so-called
short-time discrete Fourier transform analysis, which consists of a Fourier trans-
form performed on a moving time window sliding over the temporal axis. The
shorter delay axis over which the Fourier transform operation is evaluated re-
sults in a lower final spectral resolution but allows to follow frequency changes
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Figure 4.21: Discrete Fourier transform analysis of the differential absorption signal
detected at the σ∗ edge. a) The signal is fitted with a polynomial function over the
time delay range, which is then subtracted from the measured lineout to highlight
its oscillatory part, shown in b). This trace is then Fourier-transformed to obtain
the amplitude spectrum in c). The dashed lines correspond to the frequencies of
the E2g and A
′
1 together with the products of their decay, as indicated in [114].
over the measured range. It is easy to deduce that the choice of the window
length is important and related to the expected frequency values.
In our case, we know from the spectrum that frequencies from 7 up to 45THz
are involved, with the high frequencies appearing before the low ones. Consider-
ing this, we found the best choice is to have a window ∆ with a varying length,
dictated by the following relation:
∆ = (0 + j ∗ a, 100 + j ∗ b) fs (4.11)
where j is an index that moves the window over the time delay axis and sets
the desired final resolution, while a and b are time-delay coefficients that adjust
the rate at which the window length changes. A good choice of parameter for
our case is to set a = 6.25 fs and b = 12.5 fs, which results in a window length
that goes from 100 up to 550 fs. To define the new delay axis for the final plot,
at every step the time delay value is defined as the center of the window.
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The obtained results are presented in Fig. 4.22, showing a clear temporal
trend of the frequency content. In the first 100 fs, spectral content is detected
between 30 and 50THz, corresponding to the superposition of E2g and A′1 mode,
confirming the ultrafast EPC in graphite. The former mode is Raman-active,
so it can be the result of coherent excitation via ISRS. The latter is a fully-
symmetric mode whose coherent excitation in graphite has never been observed
before: the high-pump-fluence conditions of our experiment suggest a coherent
excitation of this mode via the DECP mechanism.
Between 100 and 250 fs, most of the spectral content has already moved to
the 15− 30THz region. This result can be explained as the combination of two
different reasons: first, the bigger step size in this time delay window (10 fs)
doesn't allow a proper detection of frequencies higher than 30THz resulting in
a decreasing amplitude; second, these modes are already decaying towards lower
frequency acoustic modes, as indicated in [114]. Both modes can decay creat-
ing two phonons of same energy but opposite wave-vector in the lower-energy
acoustic branches: for the E2g mode this can happen along with both ΓK and
ΓM directions, while for the A′1 mode the ΓK is preferred [114]. The frequen-
cies of the decay products (between 19 and 24THz) are in good agreement with
FFT results for this time window. Also, results reveal that the decay process
takes place on an unexpectedly fast timescale if we compare these numbers to
the findings of Stern et al. (corresponding to decay times of about 1 ps). The
faster decay mechanism can be attributed to the higher pump fluence used in
our experiment (about 1 order of magnitude higher than [114]), which produces
a higher phonon density, leading to an acceleration of their decay process.
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Figure 4.22: Phonon dynamics studied via STFT analysis. From the comparison of
the 1D spectrum in a) and the 2D map resulting from the STFT, we can extract the
time evolution of the excited phonon modes. The E2g and A
′
1 modes present an
ultrafast decay already on the first 150−200 fs, while acoustic modes are efficiently
excited only after 500 fs.
From 250 fs up to the end, the step size (30 fs) doesn't allow efficiently de-
tecting frequencies above 15 − 20THz, thus about the E2g and A′1 mode and
their primary decay products. On the other side, an interesting feature appears
at low frequencies (7−11THz) in the graph around 500 fs which increases in am-
plitude towards the end of the detected range. Comparing the frequency values
again with literature [114], numbers are in good agreement with the frequen-
cies of secondary products of the decay of E2g and A′1 mode, when the phonon
populations move towards the lower frequency region of the acoustic phonon
bands (see phonon dispersion band in Fig. 1.6 and data in [114]). In line with
the previous observation regarding the primary decay product, also here the
observed timescale results to be faster than the expected one, due again to the
higher density of excited phonons via EPC.
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The interpretation of the STFT results in terms of the excitation of different
phonon modes, each with its temporal evolution, is also supported by a numer-
ical fit of the measured ∆A signal at the σ∗ edge as reported in Fig. 4.23. The
fit function is composed by the same polynomial function used in 4.21 plus the
sum of two sine waves, with frequencies varying for the three temporal region
discussed before (0 − 100 fs, 100 − 250 fs and 250 − 1000 fs). The frequencies
of the phonon modes are used as the initial guess for the fit parameters. The
excellent agreement between fit and experimental data (except for the region
250 − 500 fs, as revealed from the STFT analysis) and between the retrieved
frequencies (4.23) and the values from literature gives additional strength to
our interpretation of the experimental results.
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Figure 4.23: Reconstruction of the oscillatory component of the ∆A signal at the
σ∗ edge. For three different time windows (0−100 fs, 100−250 fs and 250−1000 fs),
the oscillatory component is reproduced by the sum of two sine waves, where the
frequencies of the phonon modes obtained in 4.21 have been used as initial guess.
The frequencies obtained from the fit are in good agreement with values taken from
literature for the E2g and A
′
1 mode and their decay products.
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4.3 Conclusions
In this final chapter, the results of the experimental campaign of time-resolved
XAFS on graphite have been presented and discussed. The capabilities of XAFS
spectroscopy to access information on the electronic and lattice structure of the
material have been combined with an IR, few-cycle, CEP-stable pump pulse,
which is resonant with electronic excitation from the top of the valence (pi) band
to the bottom of the conduction (pi∗) band. Two different pump wavelengths
(1.85 and 0.8µm) and different pump fluences (from 1 up to 200mJ/cm2) have
been used to get a deeper insight on the observed dynamics.
The differential absorption spectrum ∆A obtained as a function of the de-
lay between pump and probe (4.2) presents two groups of transient features,
evolving with different characteristic times. A comparison with the static ab-
sorption spectrum of graphite allows associating these features with the pi∗ and
the σ∗ absorption edges. The group of spectral features at the pi∗ edge, showing
both increase and decrease of SXR absorption, has been interpreted in terms of
state-blocking (excited electrons in CB decrease absorption for these energies,
opposite for the holes in VB) together with an ultrafast carrier-dependent mod-
ification of the band structure, responsible for the extra positive signal around
∼ 286 eV. The transient signal appearing at the σ∗ edge shows a slower build-up
time respect to the pi∗ one and has been explained as a combination of edge shift
and broadening induced by phonon excitation.
The analysis of the rise of the transient feature at the pi∗ edge revealed a
modulation of the signal oscillating at laser frequency both for holes and elec-
trons, confirmed by the data obtained at two different pump wavelengths. With
the help of DFT calculations, the modulation is explained in terms of the metal-
lic response of the nearly-free carriers to the phase-stable electric field of the
pump pulse, which drives carrier motion on a sub-optical-cycle timescale.
By following the temporal evolution of the number of carriers (proportional
to the amplitude of the transient signal) and their average kinetic energy (re-
spect to the Fermi energy) on the first tens of fs after photoexcitation, insight
on the mechanisms dominating carrier-carrier scattering has been obtained. For
low pump fluences (below 10mJ/cm2) and both pump wavelengths, Impact Ion-
ization has been found to dominate over Auger Heating for a short time window
(30−40 fs) after the pump arrival, producing a carrier multiplication effect. For
the case of high pump fluence, no clear evidence of one dominating mechanism
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is observed, most likely due to the extremely high excitation density which in-
creases the rate of Auger processes.
Modeling the experimental data with FD statistics allows extracting infor-
mation on the carrier distribution, like the temperature of the carrier system.
The temperature evolution extracted via numerical fit is then reproduced by a
three-temperature model describing the interaction of the excited electron sys-
tem with two thermal baths, corresponding to optical phonons and the lattice.
The energy transfer rate from the electron to the optical phonon system and
from this last one to the lattice system are obtained from this model.
The temporal evolution of the excitation of optical phonons is in agreement
with the transient signal observed at the σ∗ edge, supporting the interpretation
of a phonon-induced modification of the absorption edge. Preliminary results
based on DFT-based numerical calculations trying to simulate the effect of vi-
brations on the XAFS spectrum show further support to this interpretation.
The transient feature observed at the σ∗ edge, dominated by the incoherent
excitation of optical phonons via strong electron-phonon coupling, presents a
modulation with frequency changing over the measured time delay region. This
modulation reveals the coherent contribution to the phonon-induced signal, re-
lated to the pump-induced coherent excitation of the Raman-active E2g via
impulsive Raman scattering and the fully-symmetric A′1 modes via displacive
excitation. A Fourier analysis of the coherent modulation allows identifying the
excitation of the E2g and A′1 mode as well as their decay products.
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Chapter 5
Summary and Outlook
5.1 Summary
The results accomplished during my Ph.D. project are the fruit of the ap-
plication of a powerful experimental technique like attosecond-resolved X-ray
absorption spectroscopy to the study of carrier and structural dynamics in a
highly-interesting material like graphite in real-time. We employed for the first
time (along with the work reported in [83]) attosecond XAFS spectroscopy on
a solid-state target and report, for the first time, a comprehensive study of ul-
trafast dynamics in graphite involving both the charge carriers and the lattice,
from the sub-fs up to the ps regime.
The first Chap. (1) aims at providing the necessary background in which
this thesis project has been developed. The new research field of attoscience
is presented, with particular attention to the established process to generate
attosecond pulses (high-order harmonic generation (HHG)). The most signifi-
cant applications using attosecond pulses to study electron dynamics on atoms,
molecules, and solids are reviewed, highlighting the strong impact attoscience
had on the study of ultrafast phenomena. In the second part, the most inter-
esting properties of graphite are presented together with a review of the most
representative experiments investigating ultrafast carrier and structural dynam-
ics. With the help of a short description of the experimental techniques used,
the general picture of ultrafast dynamics in graphite following photoexcitation
of carriers from valence to conduction band is described: the excited carrier
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distribution thermalizes through carrier-carrier scattering in the first tens of fs,
after which it loses energy via a strong coupling to optical phonons, which fi-
nally further decay by coupling to the lattice.
A detailed presentation of the experimental setup used for time-resolved X-
ray absorption spectroscopy has been reported in Chap. 2. The important
features of the laser system needed to drive the HHG process are discussed.
The vacuum system needed for generation, propagation, and detection of at-
tosecond SXR pulses is described in detail. Ultrabroadband spectra supporting
Fourier transform limit of less than the atomic unit of time (24 as) are pro-
duced by focusing the 1.85µm, few-cycle, phase-stable laser pulse in a gas cell
filled with high pressures of helium (10 − 12 bar). The SXR beam is refocused
using an ellipsoidal mirror and detected with a home-built spectrograph (reso-
lution of 0.3 eV at 300 eV). The source flux is such that 1.6 · 107 ph/s impinge
on the experimental target. The attosecond SXR pulses are synchronized with
an infrared pulse constituting the pump beam for time-resolved experiments.
A replica of the HHG driver or its second harmonic can be used as a pump,
which is recombined collinearly or with a small angle with the SXR probe. Fi-
nally, a temporal characterization of the HHG emission is presented through an
attosecond streaking experiment. The results are showing that isolated attosec-
ond pulses are produced per each laser shot with a duration of 165 as due to the
intrinsic dispersion of the HHG process.
In Chap. 3 the X-ray absorption fine-structure spectroscopy technique is
described. Starting from its fundamentals, the powerful capabilities of this tech-
nique to obtain information on both the electronic and lattice structure with
element-specificity are discussed. The implementation of XAFS spectroscopy
with HHG-based sources allows increasing considerably the temporal resolution
compared to the case of large-scale X-ray sources like synchrotron or FEL fa-
cilities. Attosecond XAFS has been performed with our experimental setup
in graphite to probe the first unoccupied electronic bands (pi∗ and σ∗) and
to retrieve the distances of the first four neighboring atoms, resulting in good
agreement with data collected at synchrotron sources. In the end, a description
of a numerical approach to model the XAFS spectra based on DFT calculations
is presented.
The results of the experimental investigations of carrier and structural dy-
namics in graphite via time-resolved XAFS absorption spectroscopy are con-
tained in Chap. 4. Graphite is pumped by a few-cycle IR pump pulse resonant
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with electronic excitation from valence (pi) to conduction (pi∗) band. Two main
features appear in the differential absorption spectrum, located in the proxim-
ity of the pi∗ and σ∗ absorption edges, evolving with different timescales as a
function of the time delay between pump and probe. The first is interpreted
as the creation of electron and hole populations combined with an ultrafast
modification of the band structure due to the presence of excited carriers. The
second is instead explained in terms of a slower phonon-induced modification of
the band structure, consequence of the strong electron-phonon coupling (EPC)
happening in graphite after pi − pi∗ excitation.
From the analysis of time-resolved data taken at different pump fluences
(from 1 up to 200mJ/cm2) and two different pump wavelengths (1.85 and
0.8µm), deep insights are obtained on dynamics involving both the charge carri-
ers and the lattice. The sub-cycle response of the carriers to the intense electric
field carried by the pump pulse is observed for the first time in graphite, reveal-
ing a nearly-metallic behavior. Evidence of Auger scattering processes (namely
Impact Ionization) have been found to dominate carrier-carrier scattering on the
first tens of fs after photoexcitation, leading to the first observation of carrier
multiplication in graphite. The evolution of the carrier population is described
in terms of a FD distribution, from which statistical quantities like the temper-
ature of the electron system can be extracted. A three-temperature model has
been used to describe the electron-phonon and phonon-lattice coupling, provid-
ing an estimation of the energy transfer rate between these systems. The tem-
poral evolution of the excitation of optical phonons is in line with the transient
signal observed at the σ∗, supporting the interpretation of a phonon-induced
modification of the band structure. Finally, a Fourier analysis of the signal at
σ∗ reveals a coherent contribution to the phonon-induced signal, from which the
vibrational modes and their dynamics can be studied.
In conclusion, the work presented in this thesis aims at being a reference
for the application of X-ray spectroscopy with attosecond pulses in condensed
matter, providing access to the investigation of carrier and lattice dynamics in
real-time with element-specificity.
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5.2 Outlook
In the light of the results presented in this thesis, here an outlook section is
reported to discuss possible future directions of investigation. In the first part,
possible upgrades of the experimental setup will be discussed to improve the
sensitivity and extend the capabilities of attosecond XAFS spectroscopy. In the
second part, the focus of the discussion is moved to possible applications of this
technique to the study of ultrafast dynamics.
The experimental setup has proved to be a high-stability femtosecond IR
pump - attosecond SXR probe scheme capable to perform experiments with
sub-fs resolution on timescales of tens of hours. For future applications, the
system would benefit from an increase of SXR flux, which would allow reducing
the acquisition time for the experiments. To achieve this, higher pulse energy
for the HHG driver is needed. The increase in pulse energy can come from
higher Ti:Sa output, adjustment of the wavelength conversion process or new
pulse compression scheme (photonic crystal fibers show superior performances
compared to hollow-core fibers but are restricted, to date, to lower input pulse
energy). The increase of the cutoff energy of the SXR spectrum to higher photon
energies, completely covering the Oxygen K-edge for example, would extend the
spectroscopic possibilities to new materials, hence to new physics. As described
in Chap. 2, the most promising approach is to exploit the ponderomotive scal-
ing of the HHG process, i.e. using a longer-wavelength driver. Finally, recent
advances have been reported on driving the HHG process in a two-color field,
which has proven the possibility to increase both the flux and the cutoff energy
[182, 183]. In our case, the leftover 800 nm at the TOPAS output, the 1.3µm
signal of the OPA process or a weak second- or third-harmonic of the 1.85µm
can be used as second color field.
Another improvement of the experimental setup would be to increase the
spectral resolution of the spectrograph, which could be crucial to observe fine
spectral features in experiments. At the moment, the nominal resolution at
the Carbon K-edge (284 eV) is about 0.3 eV, which is not too far respect to the
pump photon energy if a replica of the HHG driver is used. Improving spectral
resolution is not an easy task for the availability of optics in this energy range,
hence a completely new design of the spectrograph (including a longer distance
between grating and camera with respect to the actual setup, or a tunable slit)
would be needed. New possibilities for experiments could also come from in-
creasing the wavelength tunability of the pump pulse. For experiments requiring
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a phase-stable pump pulse, one possibility is to perform spectral broadening in
a photonic crystal fiber, which has proven to generate short pulses down to the
UV range [184]. If CEP-stability is not necessary, new possibilities are offered
by the use of the leftover 800 nm at the TOPAS output or the 1.3µm signal of
the OPA process, for which prior pulse compression would be needed.
For time-resolved spectroscopy of condensed matter, the possibility to con-
trol the temperature of the crystal allows another dimension to the set of param-
eters available to investigate the material. Moreover, many materials undergo
phase transitions for certain temperature conditions, which are known to change
both the electronic and structural properties of the material. For this reason,
the implementation of a cooling stage for the experimental target by installing
a cryostat would bring access to new fascinating physical processes. The po-
tential of XAFS spectroscopy to interrogate both the electron and the lattice
system, combined with the possibility of controlling temperature, constitutes
the perfect tool to study strongly-correlated materials, where the EPC drives
mechanisms like superconductivity, charge- and spin-density waves or insulator-
to-metal transitions.
The ultra-broadband spectrum of the attosecond SXR pulses offers the pos-
sibility to simultaneously probe more than one absorption edge. Perform-
ing XANES spectroscopy of several edges at the same time allows monitoring
changes in the electronic structure of different elements composing the material.
Phenomena like ultrafast charge transfer, polaron formation or exciton dynam-
ics could be followed in real-time by transient XANES spectroscopy at different
edges and have a direct impact on several research fields, like energy harvesting
for example. Finally, the sub-fs resolution makes attosecond XAFS technique
the perfect tool to study the control of carrier motion on the timescales of
the optical cycle of the pump laser field, usually referred to as petahertz-speed
electronics. Creating and controlling photocurrents at this regime would in prin-
ciple allow increasing the maximum speed at which optoelectronics devices can
be used, at the moment limited to the terahertz regime. The work performed
by our group on ultrafast carrier motion in a transition-metal dichalcogenide
(TiS2, [83]) is one of the first investigations of this ultrafast carrier control in
solids.
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Appendix A
Appendix
A.1 Pump pulse parameters
Here, three tables are reported with the estimation of the main pump pulse pa-
rameters for the cases of 1.85µm pump pulse with thick and thin sample and for
the case of 0.8µm for the case of thick sample only. Values in vacuum refer to
estimation at the front surface of the graphite film, while the values in graphite
consider the Fresnel losses on the first surface.
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Pulse parameter 1.85µm High 1.85µm Medium 1.85µm Low
Fluence vacuum 204mJ/cm2 57mJ/cm2 8mJ/cm2
Intensity vacuum 1.4 · 1013 W/cm2 3.9 · 1012 W/cm2 5.5 · 1011 W/cm2
Field amplitude vac-
uum
1.03V/Å 0.54V/Å 0.20V/Å
Fluence graphite 81.4mJ/cm2 22.7mJ/cm2 3.2mJ/cm2
Intensity graphite 5.6 · 1012 W/cm2 1.6 · 1012 W/cm2 2.2 · 1011 W/cm2
Field amplitude
graphite
0.33V/Å 0.17V/Å 0.07V/Å
Ponderomotive
energy
10.8 eV 3.0 eV 0.4 eV
Keldysh parameter 0.03 0.06 0.15
Table A.1: Pulse parameters for the 1.85µm pump used for the experiments on
95 nm thick graphite.
Pulse parameter 0.8µ,m Medium 0.8µ,m Low
Fluence vacuum 5.3mJ/cm2 1.2mJ/cm2
Intensity vacuum 3.5 · 1011 W/cm2 7.7 · 1010 W/cm2
Field amplitude vacuum 0.16 V/Å 0.07 V/Å
Fluence graphite 2.8mJ/cm2 0.6mJ/cm2
Intensity graphite 1.9 · 1011 W/cm2 4.1 · 1010 W/cm2
Field amplitude graphite 0.07V/Å 0.03V/Å
Ponderomotive energy 0.08 eV 0.02 eV
Keldysh parameter 0.36 0.76
Table A.2: Pulse parameters for the 0.8µm pump used for the experiments on
95 nm thick graphite.
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Pulse parameter 1.85µm High 1.85µm Medium
Fluence vacuum 150mJ/cm2 42mJ/cm2
Intensity vacuum 1.0 · 1013 W/cm2 2.9 · 1012 W/cm2
Field amplitude vacuum 0.88V/Å 0.47V/Å
Fluence graphite 60mJ/cm2 16.8mJ/cm2
Intensity graphite 4.1 · 1012 W/cm2 1.2 · 1012 W/cm2
Field amplitude graphite 0.28V/Å 0.15V/Å
Ponderomotive energy 8.0 eV 2.2 eV
Keldysh parameter 0.035 0.07
Table A.3: Pulse parameters for the 1.85µm pump used for the experiments on
20 nm thick graphite.
A.2 Time-resolved XAFS
95nm sample, 1.85µm, medium-fluence pump pulse
Figure A.1: Differential absorption measurement in 95 nm graphite for 1.85µm,
57mJ/cm2 pump pulse over 1 ps time delay range. Time delay step size is: 10 fs in
−100 : 420 fs range, 20 fs in 420 : 700 fs range, 30 fs in 700 : 1000 fs range.
131
Figure A.2: Sub-fs-resolved differential absorption measurement in 95 nm graphite
for 1.85µm, 57mJ/cm2 pump pulse over 1 ps time delay range. Time delay step
size is 0.9 fs for the whole time delay range.
95nm sample, 0.8µm, medium-fluence pump pulse
Figure A.3: Differential absorption measurement in 95 nm graphite for 0.8µm,
5.3mJ/cm2 pump pulse over 1 ps time delay range. Time delay step size is: 10 fs
in −60 : 100 fs range, 15 fs in 100 : 550 fs range.
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95nm sample, 0.8µm, low-fluence pump pulse
Figure A.4: Differential absorption measurement in 95 nm graphite for 0.8µm,
1.2mJ/cm2 pump pulse over 1 ps time delay range. Time delay step size is: 5 fs in
−65 : 75 fs range, 25 fs in 75 : 250 fs range.
20nm sample, 1.85µm, high-fluence pump pulse
Figure A.5: Sub-fs-resolved differential absorption measurement in 20 nm graphite
for 1.85µm, 150mJ/cm2 pump pulse over 1 ps time delay range. Time delay step
size is 0.9 fs for the whole time delay range.
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20nm sample, 1.85µm, high-fluence pump pulse, picosecond scan
The energy axis of the ∆A plot is now increased up to 400 eV to monitor
changes in the EXAFS region. Beside a strong signal at 0 ps present around
285 − 293 eV and lasting several ps, most likely due to residual carrier popula-
tion, the ∆A spectrum presents an alternation of positive and negative signals
in the 300− 400 eV region appearing after 5 ps and reaching a maximum value
towards the end of the scan.
Figure A.6: Ps-resolved differential absorption measurement in 20,nm graphite for
1.85µm, 150mJ/cm2 pump pulse. Time delay step size is 1 ps for the whole time
delay range. Data is smoothed on the horizontal axis because of the small number
of delay values evaluated.
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20nm sample, 1.85µm, medium-fluence pump pulse
Figure A.7: Sub-fs-resolved differential absorption measurement in 20 nm graphite
for 1.85µm, 42mJ/cm2 pump pulse over 1 ps time delay range. Time delay step
size is 30 fs in −60 : 390 fs range.
A.3 Extraction of decay rate from ∆A data
An example of exponential decay fit to differential absorption data as function
of time delay is reported here. From the delay position corresponding to the
maximum ∆A value, a single exponential decay is fitted to the experimental
data. The resulting decay constant, together with the numerical uncertainty,
is reversed to obtain the scattering rate, evaluated for the analysis reported in
4.2.3.
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Figure A.8: Exponential decay fit to measured differential absorption data. The
inverse of the obtained decay constant, the decay rate, is then used for the analysis
of 4.2.3.
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