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ABSTRACT 
A systematic account is given of the properties and applications of the notion of 
infinite companion matrix of a polynomial p. It turns out to be a particular case of a 
companion matrix corresponding to a pair of polynomials p, w of degree n, if w is 
taken to be 2”. Connections with Bezoutians, projection operators, reproducing 
kernels, and dilation theory are explained. 
INTRODUCTION 
This paper is essentially the text of a survey lecture given by the author 
at the Operator Theory Symposion in Athens, 1985. A summary appeared in 
the Proceedings [24]. The paper presents a systematic account of the proper- 
ties and applications of the infinite companion matrix of a polynomial, a 
notion introduced by the author in the 1968 paper [9]. This notion was 
originally intended as a tool for the solution of an extremal problem; it soon 
turned out, however, that it is interesting in its own right. In several 
subsequent notes the author cleared up the connection of the infinite 
companion with projections, Hankel operators, Bezoutians, and related no- 
tions. 
Although the theory of infinite companion matrices was the result of 
independent work with a different aim, the connections with what is known 
today as dilation theory became more and more evident in the course of the 
development. It is one of the purposes of the present paper to explain these 
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connections. In order to make them more transparent it will be convenient 
also to adapt the notation to the standard one used in dilation theory. 
In distinction to all the previous notes, we now denote by S the forward 
shift and define the ordinary companion of a polynomial p(z) = 
pa + . . - + p,_lz”-l + zn as 
'0 . . . 0 -Po ’ 
1 . . . 0 - Pl 
. . 
\ i . - P,-11 
The infinite companion is defined now as an n-by-infinity matrix (indeed, the 
transpose of the matrix discussed in the previous notes) and appears as the 
concrete realization of a power dilation-with one important difference, 
however: the projection used is not orthogonal. 
Our approach is purely algebraic: we use the language of generating 
functions and demonstrate how the notion of infinite companion matrix is 
related to that of a reproducing kernel. This point of view makes it possible 
to present the infinite companion matrix as a particular case of a more 
general notion corresponding to a pair of polynomials of the same degree n. 
We define an infinite companion C”(w, p) for a pair of manic polynomials 
w,p of degree n-the classical infinite companion matrix Cm(p) results from 
the choice w(z) = z”. One of the most interesting features of this new notion 
is its close relation to the Bezoutian of the two polynomials. In particular, the 
BCzoutian of two polynomials appears here in a somewhat unconventional 
light. Our results seem to indicate that another form of the Bbzoutian, 
qY)fi(z) - P(Y)W(Z> 
l- yz 
is the more natural notion. It also has a nicer expression in terms of the shift 
operator. In the terminology of the monograph [4] it would be called the 
T-Bezoutian corresponding to w and p. 
The paper being the text of a lecture, particular attention has been paid 
to the presentation of the results-accordingly, the logical sequence some- 
times requires the inclusion of known results; we venture to say, though, that 
in these cases these results appear with simpler and more transparent proofs 
as part of a systematic and unified account. 
INFINITE COMPANION MATRIX 67 
THE INFINITE COMPANION 
Consider a manic polynomial p of degree n; it will be convenient to 
write it in the form 
p(z)=-(p,+p,z+ *** +p,_lz”-l)+x”. 
Suppose p is the characteristic polynomial of a linear operator A on an 
n-dimensional vector space. It follows from the Cayley-Hamilton theorem 
that p(A) = 0, and this makes it possible to express the nth power of the 
operator A as a linear combination of 1, A, A’, . . . , A”-l: 
A” = p, + p,A + * *. + p,_,A”-‘. 
Of course, all iterates of A may be expressed in this manner. Indeed, 
suppose 
A’=p,,.+p,,A+ *.. +pn_l,,An-l; 
then, multiplying by A and using Cayley-Hamilton again, we obtain 
A rfl = p,,A + . . . + pn_z,,A”-l + p,_,,,(p, + . * * + P,_~A”-‘); 
in other words, the coeffkients for Aril are connected with those for A’ by 
the relation 
/Po,r+, ’ /PO,, 
Pl,r+l P1.r 
=C(p) : 9 
\ P,-1,,+1) \ P,-I,,/ 
where C(p) is the companion matrix of p: 
IO . . . 0 PO 
1 . . . 
C(P) = 
0 Pl 
. . . . . . . 
b .:. ; 1),-l 
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The method adopted by the author for the solution of the maximum problem 
was based on the behavior of the coefficients p,, when expressed as 
functions of the roots of p. This was the motivation for the study of the 
notion of the infinite companion matrix of the polynomial p. This notion was 
introduced by the author in [9] and has since been the subject of further 
investigations which have yielded a number of simplifications in the proofs 
and established connections with modern mathematics, in particular dilation 
theory. We begin by giving the definition of the infinite companion matrix 
and listing its algebraic properties; some of them may be given a geometric 
interpretation which establishes a link with modem dilation theory. 
Let p be a manic polynomial of degree n. The infinite companion matrix 
C”(p) corresponding to p has n rows (indices 0, 1, . . . , n - 1) and an infinite 
number of columns 0,1,2,. . . The column of index r consists of the 
coefficients of the remainder obtained upon dividing zr by p(z); more 
precisely, if the entries of C”(p) are denoted by tij, then the column of 
index r is characterized by the requirement that 
z’- c tj,d 
O<j<n-1 
be divisible by p(z). We shall write m,(z) for Etjrzj and write this relation 
in the form 
zr = m,(z) + P(Z) + P(Z)%(Z). 
We shall see that the matrix can also be characterized by the properties 
of its rows. The jth row turns out to be the solution of the recursive relation 
corresponding to p with initial conditions 
tjj = 1, 
tjs = 0 for O<s<n-1, s# j. 
There are other important properties of C”(p) that also turn out to be 
characteristic. The columns of C”(p) satisfy a simple recursive relation. If 
c,=&)/.. t,_l,r)T is the rth column of C”(p), then 
c r+l = C( Pkr 
for each r=O,I,2 ,..., where C(p) is the companion matrix of p. 
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To avoid a possible misunderstanding, let us recall the definition of the 
companion. 
For a polynomial a of degree n 
9(z) = 90 + 9,z + . * - + 9”Z”, 
the companion matrix C(9) is defined as 
(0 . . . 0 -90/9, ’ 
0 
C(g)= 1 1” . . 
- 91/9” 
. , . 
o..:; . -9??1/9fJ 
Using the relation c,+r = C(p)c,, it is not difficult to see that the submatrix 
of c”(p) consisting of the fr consecutive columns m, m + 1,. . . , m + 12 - 1 
coincides with the mth power of C(p). 
A simple induction argument: suppose the identity 
is proved. Then 
CC r+l>...,c,+,) = (C(P)C,,...,C(P)C,+,-,) 
=C(P)(Cr,...TCr+“-,) =C(p>C(p)‘. 
It is, in particular, this last observation which makes the structure of the 
infinite companion quite transparent. The first tr columns (with indices 
0, 1, . . .) n - 1) make up the unit matrix, the columns with indices 1,2,. . . , n 
give C(p), the square of C(p) is obtained by taking the columns with indices 
2,3,..., n + 1, and so on. The whole matrix C”(p) thus appears as the result 
of stacking up the powers of C(p). 
The most important properties of the infinite companion can only be 
expressed in the language of operator theory. 
C”(p) is the matrix, in the natural bases, of the operator R which assigns 
to each polynomial the remainder upon dividing by p(z). 
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Indeed, consider an arbitrary polynomial h(z) = h, + h,z + * * . + h,zS. 
If we identify this polynomial with the infinite column vector 
h=(h,,h, )...) h,,O,O )... )’ 
and consider the n-vector 
and the corresponding polynomial 
u( 2) = a, + a,2 + . . . + u”_lZ”-l, 
then the difference h(z)- a(z) is divisible by p(z): this is an immediate 
consequence of the identity 
Indeed, each bracket contains a polynomial divisible by p; the difference 
h - a appears thus as a linear combination of multiples of p. 
It is easy to see that the transpose of Cm describes an extension operator. 
C”( p)T is the matrix, in the natural bases, of the operator E which assigns 
to each n-vector (m,, . . . , mn_l)T the solution of the recursive relation corre- 
sponding to p with initial conditions m,, . . , m, _ 1. 
Thus far we have applied the matrices to infinite (column) vectors with 
only a finite number of nonzero coordinates, and these were identified with 
the corresponding polynomials. It is, however, natural to work with infinite 
sequences and formal power series. 
We denote by H the linear space of all sequences 
of complex numbers 
shift operator 
h=(h,,h,,...) 
with usual algebraic operations. By S we denote the 
Sh=(O,h,,h, ,... ). 
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If we identify elements of H with formal power series 
71 
h(z) = c hkzk, 
kro 
the operator S may be interpreted as multiplication by a. If h, k E H, we 
define the scalar product 
(h,k) = c h$; 
p>O 
whenever the series is convergent. The matrix of S in the standard basis of H 
will also be denoted by S and has the following form: 
s= 
0 0 0 --* 
1 0 0 .** 
0 1 0 **- 
. . . . * . 
* . . 
We denote by S* the operator 
h(z) + $4 - h(o)1 
and observe that its matrix is the transpose of S and that the equality 
(Sa,b) =(a,S”b) 
holds whenever the corresponding series are convergent. 
We shall identify sequences with the corresponding formal series and 
speak, occasionally, about functions even in the case that the corresponding 
series are not convergent without additional assumptions. This convention 
simplifies the language considerably: what is even more important however 
is its heuristic value, which must not be underestimated. Needless to say, the 
reader will always be able to translate each such statement into a rigorous (if 
less intelligible) algebraic identity connecting the coefficients. 
The most important property of C”(p) is obtained upon considering the 
relation between R(h(z)) and &h(z)), h w ere R is the coperator assigning 
to the polynomial h its remainder, the polynomial a of degree < n - 1 for 
which h - a is divisible by p. 
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Let p be a monk polynomial of degree n, 
p(z) = p, + p,z + . *. + p,_lzn-l + z”; 
consider a polynomial 
h(z) = h, + h,.z + . . * + h,ZS 
and the corresponding infinite vector 
h=(h,,h, )...) h,,O,O )... )‘. 
Let a = Rh, a(z) = a, + * *. + u,_~z”-~, be the remainder of h, so that 
h=a+pq 
for some polynomial q. We have then 
zh(z)=za(z)-a,_,p(z)+p(z)[zq(t)+a,-,)I, 
so that 
In matrix form, the right-hand side of this relation may be rewritten in the 
form 
S,C”(p)h-(p, ,..., p,_,)T(O,O ,... >l)Cm(p)h> 
and this is nothing more than 
If we use the same letter S for the matrix of the shift operator on infinite 
sequences and for the corresponding operator of multiplication by z on 
polynomials, the left-hand side of the above relation may be written in the 
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form C”Sh. We have thus proved that the matrix C” satisfies the intertwin- 
ing relation 
CYP)S = C(?J)CYP). 
Of course, an intertwining relation may be iterated; thus 
for arbitrary exponents r > 0. It is not difficult to see that this is nothing 
more than another way of stating the fact that the matrix consisting of the 
columns r,r+l,..., r + n - 1 of C”(p) equals C(p)‘. 
Given a polynomial p of degree n, 
p(z) = p, + p,z + . * . + P”Z”, 
we say that a sequence x E H is a solution of the recursive relation 
corresponding to p if 
pox, + p1x,+1+ . *. + PnTr+n = 0 
for all r > 0. 
The reciprocal polynomial 3 is defined by the formula 
C(z) =z”p ; ; 
( 1 
observe that c(O) = p, # 0. The reciprocal polynomial may be conveniently 
used to characterize sequences satisfying the recursive relation correspond- 
ing to p. 
PROPOSITION 1.1. Let p be a manic polynomial of degree n, and consider 
a sequence h E H. Then the following conditions are equivalent: 
(1) h is a solution of the recursive relation corresponding to p; 
(2) p(S*)h = 0; 
(3) h may be written in the folnz h(z)= a(z>/$(z), where a is a 
polynomial of degree < n - 1; 
(4) P, p(l/z)h(z) = 0. 
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Proof. The equivalence of (1) and (2) is obvious. Now suppose that 
p(S*)h = 0, and let us show that the product fi(z)h(z) is a polynomial of 
degree < n - 1. This is an immediate consequence of the relation 
s*“$(s) = p(s*). 
Conversely, suppose a is a polynomial of degree < n - 1, and let us show 
that 
aEkerp(S*). 
1; 
To this end we represent the polynomial as the product of n linear factors. It 
suffices to show that, if (Y is a root of p, 
where b is a polynomial of degree smaller than the degree of a, and 9 is the 
product of the remaining factors. Thus 
P(Z) = (a - o)9(z), 9( 2) = z”-19 f 
( 1 
To prove this, we observe first that 
(s*-(Y)UU=s*(l-os)ffu 
for U, o E H. Applying this formula to u = l/(1 - (uz), o = a /$, we obtain 
(s* -+*+. 
Now it is easy to verify the identity 
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where 
b(z) =; a(z)-$j(z) .! I 
The equivalence of (2) and (3) is th us established. Condition (4) says that the 
formal Laurent series p(l/z)h(z) contains only negative powers of z, and 
this is obviously the same as (3). w 
The following proposition summarizes the different characterizations of 
the infinite companion. 
PROPOSITION 1.2. Let T be a matrix of type (n,m) with elements tjk, 
O<:j<n-1, k=0,1,2 ,.... Let p be a manic polynomial of degree n. The 
following conditions on T are equivalent: 
(1) the column of index r consists of the coeficients of the polynomial 
obtained as remainder upon dividing zr by p(z)-in other words, zr - 
C, G j d “_ ,tj,.zj is divisible by p; 
(2) the jth row is the solution of the recursive relation corresponding to p 
with initial conditions tjj = 1 and tjk = 0 fw 0 < k Q n - 1, k # j; 
(3) for each r the s&matrix of T consisting of the n consecutive columns 
r, r + 1,. . . , r + n - 1 equals C(p)‘; 
(4) the matrix T satisfies the intertwining relation TS = C(p)T and the 
initial condition T,, = I. 
We have seen already that (1) implies (3) and (4), and a moment’s 
reflection shows that (3) and (4) are only slightly different ways of expressing 
the fact that T is a power dilation of C(p). To prove the implication 
(4) d(l), observe that the rth column of T may be obtained in the form 
TS’e,, where e, is the unit vector (LO, 0,. . . IT. The corresponding polyno- 
mial is thus r(z)TS’e, if x(z) stands for the row vector r(z)= 
(1,2,z2 )..., z”-l 1. Using the intertwining relation, we obtain 
r(z)TS’e, = r(z)C(p)rTe, 
=7r(z)c(p)r(l,o )...) o)T. 
Now it suffices to observe that C(p) represents the operator of multiplication 
. by z modulo p(z); this is easy to see. 
To complete the proof it will be sufficient to prove the equivalence of (1) 
and (2). Suppose (1) is satisfied, and let us prove that the rows R,, , . . , R,_, 
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of T all satisfy the recursive relation corresponding to p. We shall prove the 
following equivalent statement: 
For every y the row vector C, G j ~ n _ lyjRj belongs to ker p(S* ). 
Identifying the row Rj with the formal power series z -+ Ctjkzk and 
setting m,(y) = Ct,,yj, the assertion to be proved may be reformulated in 
the following form: 
For each y the product fKz)Cm,(y)z’ is a polynomial of degree =G n - 1. 
To see that, consider an m > n, and let us compute the coefficient of z”’ 
in the product 
c akznpk c m,(y)z’. 
O<k<n-1 7>0 
This coefficient equals Ca,m,(y), the summation being extended over the 
pairs k, r with n - k + r = m. Recalling the fact that 
we obtain 
c akmm-n+k(?!) = Cak[ !f-“+k - P(Y)%-n+k(Y)] 
= Y ‘n-rip(y))) p(y) Cak%-n+k(y). 
The sum &km,(y) is thus divisible by p(y); since, at the same time, it is a 
polynomial of degree < n - 1, it must be zero. This shows that the product 
fi(z)Cm,(y)z’ contains no powers 2”’ with m > n. 
The proof of the implication (2) + (1) is also instructive; it will be 
deferred to the following section. 
We conclude this section by stating two important properties of C”‘(p) 
useful for applications. Let us state first an obvious fact. 
PROPOSITION 1.3. Let A be a linear operator on a vector space E. lf p is 
a manic polynomial of degree n such that p(A) = 0, then 
A’= c tj,Aj, 
O<.j<n-1 
the t ir being the elements of the r th column of C”(p). 
INFINITE COMPANION MATRIX 77 
This observation, obvious as it is, was essentially the motivation for the 
definition and investigation of the infinite companion in [9]. The solution of 
the extremal problem was based on the fact that the tjr could be expressed 
in terms of the roots of p. 
Another useful fact is the following: 
PROPOSITION 1.4. Suppose M is a matrix of size (m, a> whose rows 
satisfy the recursive relation corresponding to p. Then M may be written in 
the form 
M= M,C’(p)> 
where M, is the cm, n) matrix consisting of the first n columns of M. 
The intertwining relation for C”(p) makes it possible to give an explicit 
formula for the individual terms of a sequence satisfying the recursive 
relation corresponding to p in terms of the initial conditions. If h,, . . , , h,_ 1 
are the initial conditions, then the consecutive terms of the sequence may be 
expressed in the form 
where c, is the rth column of C”(p). More precisely: 
PROPOSITION 1.5. Let h,, h,, . . . be a sequence satisfying the recursive 
relation corresponding to p. Then 
h, = (h,,..., h._,)C(p)r(l,O,...,O)T. 
Proof. The row vector h = (h,, h,, . . .> may be represented in the form 
h = (h,,..., h,-X”(p) = h,C”(p). 
If we denote by e,, e,, . . . the standard basis of column vectors 
e,=(l,O,O ,... )T, 
ej = Sjeo, 
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then 
hr=her=h,C”(p)e,=h,C”(p)S’e, 
=h,C(p)rCm(p)e,=h.C(p)‘(l,O,...,O)T. 
GENERATING FUNCTIONS 
We define the generating function of a matrix M as the formal expression 
F(M;z,y) = &~~~y’z~. 
It follows that F(MT; z, y) = F(M; y, z>. For each complex number z we 
denote by r(z) the row vector (finite or infinite) 
7r(2)=(1,2,2 )... ). 
In order not to complicate the formulae, we do not specify the length of 
r(z); in all the subsequent identities the length of the vectors r to be used 
will be uniquely determined by the requirement that the formulae be 
meaningful. 
Using this notation, the generating function of a matrix M may be written 
in the form 
In particular, the generating hmction of the infinite identity matrix will be 
formally ~(yMz>~, and for small y and z it will be 
1 
1-yz’ 
For reasons that will become obvious later we shall use the expression the 
reproducing kernel for this function. 
Before computing the generating function of C”(p), let us include two 
remarks of heuristic character; these remarks will help to motivate the 
generalization to be discussed later. 
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We show first that the generating function of C” equals the reproducing 
kernel l/(1 - yz> module p(y). 
Denote, for r = 0,1,2,. . . , by m,(y) the polynomial of degree ,< n - 1 for 
which 
Yr= m,(y) + P(Y)%(Y), 
in other words, the remainder obtained in the division of yr by p(y). Using 
these relations, we obtain 
The difference F(z, y>- l/(1 - yz) is thus divisible by p(y). 
Let us compute F(z, y) by inverting the order of the summations. Since 
each row belongs to ker p(S*), it is of the form 
Wk(Z) 
a(Z) . 
The k th row is the element of ker p( S*) with initial conditions 
r,=l,rj=o for O<j<n-1, j#k. 
Thus 
k _ Wk(Z) 
d --++z”s&), 
Hz) 
whence 
n-l 
c ykZk = F(z,y) + ii” c ykqk(+ 
ock<n-1 0 
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In particular F(z, y) = l/(1 - yz) mod z”. We see thus that HZ, y) equals 
the reproducing kernel l/(1 - yz) modulo p(y) as well as modulo zn. 
By rearranging the computation, an explicit formula may be obtained. 
Indeed, multiplying the last formula by (1 - yz>$(z>, we obtain 
n-1 n-1 
(I- yz)B(z)F(z, Y) = (I- Yz)fi(z) c YkZk - (I- Yz)?%z)z” c yk4k(z) 
0 0 
=fi(z)(l- y"z")+z"M(z,y). 
Consider now the expression (1 - yz)C:-‘ykWk(z) = (1 - yz)j?(z)F(z, y); it 
follows from the preceding identity that it equals B(Z)+ z”K(z, y). Since the 
left-hand side is a polynomial in z of degree < n, it follows that K(z, y) = 
C(y). Setting z = l/y, we obtain fi(l/ y) + (l/ y”>C(y) = 0, whence C(y) = 
- p(y). Thus 
(l- yz)fi(z)F(z,y) = a(Z)- Z”P(Y)? 
whence 
1 1 
F(z,y) = ~ - 
1-yz z”p(y) (l- yz)fi(z) . 
This formula for F may be interpreted as follows: 
PROPOSITION 2.1. The generating function of Cm dij$ers from the repro- 
ducing kernel l/(1 - yz) by a multiple of the product p(y)z”. 
These heuristic remarks explain the motivation; the following reasoning, 
if less intuitive, gives a rigorous proof of the formula. 
Recall that the k th row of C”(p) has generating function 
wk(z) 
B(z) ’ 
where wk is a polynomial of degree < n - 1 for which 
zkfi(z) = t+(z) + Z”$(z)qk(z), 
in other words, w,(z) consists of the terms of degree not exceeding n - 1 in 
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the product .z?$(z>. It follows that wk may be written in the form 
It follows that 
n-l 
F(z,y) = c yk ,zk- L*“-kfi(Z) 
0 ( fi(z> I 
n-l 
= c y%k - -& n~ly”s*“-‘$(z). 
0 0 
The product (1 - yz)F(z, y) may thus be represented in the form 
(1-yz)F(z,y)=l-y”z” - &(l- yz)“&S*“-kfi(z) 
0 
cl- -& y”$(z)+(l- yz)n&“s*“-‘fqz) 
i 0 I 
n-l 
- c yk+‘(l- Po)s*“-k-l~(z) 
0 I 
+Zn 
3(z) i 
s*“$(z) f ~y’Pos*“-J~(z) 
1 1 
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We have thus proved the identity 
The heuristic considerations of the preceding paragraph suggest the 
possibility of viewing the infinite companion as a particular case of a more 
general concept obtained by replacing the polynomial Z” in the pair P(Y), z n 
by an arbitrary polynomial w(z) of degree n. The generating function of this 
generalized companion will again be l/(1 - yz) modulo, this time, P(y) and 
w(t). 
In defining the infinite companion we started by considering, for each 
polynomial h, the remainder upon dividing h by P; in this manner each h 
was represented as the sum of a polynomial of degree < n - 1 and of a 
multiple of P. Now we shall consider two manic polynomials P and w of the 
same degree n and the decomposition 
H=kerw(S*)bPH, 
which reduces to division by p in the case W(Z) = zn. 
For each r > 0 let b,(y) be the polynomial of degree < n - 1 for which 
b,(y) 
yr = 5(y) 
- + P(Y)9r(Y). 
It follows that 
NY) j$ = &WY)+ p(y)Ny) C~WY) 
r r 
and 
G(Y) = (I- YZ) &WY) + P(Y)W~,Y). 
r 
Considered as a function of y. the product p(y)M(z, y) is a polynomial of 
degree not exceeding n; it follows that M(z, y) = m(z) for some m. Taking, 
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in the last identity, l/z for y, we obtain d(l/z) = p(l/z)m(z) so that 
w(z) = l;(z)m(z) and, consequently, 
The generating function F(z, y) = Cz’b,(y)/3(y) satisfies thus 
Cl- Yz)F(z,Y) = l- P(Y)W(Z) qy;fi(z) 
= a(y;fi(z) [WY>?w - P(Y)WWl. 
The generating function of the projection onto ker w(S*) along pH 
belongs, module the product w(y)&), to the class of l/(1 - yz). The 
following proposition shows how it may be identified, within this class, by 
imposing an additional condition; it is the only function in the class of 
l/(1 - yz) which satisfies that condition. 
PROPOSITION 2.2. Suppose F(z, y) - l/(1 - y.z> is divisible by the prod- 
uct p(y)wCz) and one of the following two conditions is satisfied: 
(1) for each y the function fi(z)F(z, y> is a polynomial in z of degree 
<n-l; 
(2) for each z the function w,(y)F(z, y) is polynomial in y of degree 
Qn -1. 
Then 
1 
F(z7y) = $(y)$(z) 
aY)F(z) - P(Y)W(Z) 
l- yz 
Proof. Suppose first that (1) is satisfied. We have thus 
for a suitable W(z, y). Multiplying by B(z), we obtain 
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Taken as a function of z, the left-hand side is a polynomial of degree =Z n. It 
follows that M(.z, yl = m(y). Now take for z the value l/y; then 
-P(;)=+(Y). 
so that - p(y) = B(y)m(y) and, consequently, 
P(Y) 
(l-yz)~(z)F(z,Y)-~(z)=-w(Z)~' 
and this proves the assertion. A similar argument proves the assertion under 
assumption (2). n 
INFINITE VANDERMONDE MATRICES 
Given a complex number (Y and a nonnegative integer r, the generalized 
Vandermonde matrix V((Y, r) corresponding to (Y and r will be the matrix of 
type (r, 03) with the following property: For j = 0, 1, . . . , r - 1, the generating 
function of the jth row Ej(o) is 
Given a manic polynomial p of degree n written as the product of primitive 
factors 
(2 - cg . . . (2 - as)“” 
with distinct ok, we define the corresponding generalized Vandermonde 
matrix as the column 
V(P) = 
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There is, of course, ambiguity in the order of the factors-the intelligent 
reader will be able to give all the statements and formulae concerning 
generalized Vandermonde matrices the correct interpretation. 
Now consider the case IoJ < 1. We introduce the elements ej(a) E Hz as 
follows: 
id 
ej(a)(z> = 
(I_ a*z)j+l ’ 
and observe that, for h E H2, 
(h,ej(a)) = ;h(j’(a). 
These formulae make it possible to describe the remainder a in the division 
h=a+pq. 
Indeed, consider a manic polynomial p with all roots in the open unit disk, 
and let V be the corresponding generalized Vandermonde matrix. Let V, be 
the submatrix of V consisting of the first n columns. If h E H2 is given, 
consider a = Vl’Vh; it follows that V(a - h) = V,a - Vh = 0. If o is a root of 
p with multiplicity m, then for each j < m we have thus 
Taking a and h as elements of H2 again, this means that the difference 
a - h is divisible by (z - CXP. Since this is true for each root of p up to its 
multiplicity, the difference a - h is divisible by p. 
A formal statement and proof of this fact follows. 
PROPOSITION. Let p be a monk polynomial of degree n. Then 
Cm(P) =v(PL’v(P) 
Proof The rows of V(a,m> form a fundamental system of solutions of 
the equation (S* - ojrnr = 0. It follows that the rows of V(p) all satisfy the 
recursive relation corresponding to p. Thus V(p) = V(p),C”(p), and now it 
suffices to observe that V(p), is invertible. n 
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Since C”(p) represents the remainder operator upon dividing by p, the 
above formula makes it possible to express the remainder in terms of the 
roots of p. As an example, for n = 2, the expressions assume the following 
form. 
Suppose p is of the form p(z)= (z - (Y,XZ -a,> with or z (~a. If 
h E Hz and h = a + pq then the remainder a equals 
+ +(4] + [hk) - Wadb. 
This follows from the fact that 
1 (Yi -l 
i 1 I ff2 =-J--( -p2 “;). 
If p(z) has a double root (Y, p(z) = (z - aj2, then 
a(z)=[h(a)-ah’(a)]+h’(+ 
It is interesting to note that the classical relation between the companion and 
the Jordan matrix corresponding to a polynomial appears as an immediate 
consequence of the preceding representation of C”. 
Let us prove first the following matrix identity: 
V((“,m)S=l(a,m)V(a,m), 
where J(a, m> is the (m, m) matrix 
1U 0 0 a** 0 0 
1 a! 0 *-. 0 0 
j(o,m)= 0 1 CX *.* 0 0 
. . . . . . . . . . 
\; (j 0 . . . ; ; 
First of all, we observe that a matrix R consisting of m infinite rows R, 
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satisfies the identity 
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RS= [ ;;_l)s= [ ;:f:.,). 
In the case R = V((Y, m) the jth row is 
. j 
Rj = 
(l- az)j+l’ 
so that 
S*R, = aR,, 
zj-l z j zj-l 
S*R, = 
(l-az)j+l =a(l-az)j+l + (1-crz)j 
=aRj+ Rj_l 
for j 2 1. This proves the formula. 
Given a polynomial p in the form 
with distinct oj, we denote by J(p) the block diagonal matrix with ](oj,mj) 
on the diagonal. The preceding considerations may be used to give an 
immediate proof of the classical relation C(p) = Vi ‘J(p)%‘,. 
First of all we extend the relation V(cr,m)S = J(cw,m>V(a,m> to an 
analogous relation for p: 
V(P)S = J(P)V(P). 
Indeed, 
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This is essentially what we need. To pass from semiinfinite matrices to finite 
ones we use the relation V(p) = V( p)“Cm(p). Leaving out p, for brevity, we 
obtain 
V”CC = v,c-s = vs = ]V = ]V,c-, 
so that 
whence 
(V,C-]V,)C”=O, 
V”C = IV,. 
KERNELS AND PROJECTIONS 
Suppose &‘, @ are two closed subspaces of a Hilbert space 2? such that 
2 is the direct sum of & and 9. We shall denote by 9(&?, 68) the 
operator which assigns to each x E 2’ the component a in the direct 
decomposition 29’ = a + b, a E d, b E ~49. 
Consider now the Hardy space Hz; given two polynomials p, w of degree 
n both with all roots in the open unit disk, it is easy to see that pH2, the 
space of all multiples of p, is a closed subspace of Hz and that ker w(S*)@ 
pH2 is a direct decomposition of H2. Let us recall that an operator A E B(H’) 
for which the function 
t-+(Ae(t),e(s)) 
is holomorphic in a neighborhood of the unit disk for each s has the 
following kernel representation: For each h E H2, 
the integral being taken on the unit circle. 
We shall apply this formula to the operator 
R=9’(kerw(S*),pH2). 
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Since e(z) = T&Z*), we have 
(Re(z),e(y)) =r(y)R~(z*)~= F(~*,Y). 
For ItI = 1 we have thus 
1_ p(s)4l/t) 
G(s)B(l/t) 
h(t) dt 
1 1 
=-- 
q(s) 27ri I 
fi(s)p(t) - p(s)&(t) h(t) dt 
t-s p(t) . 
In the particular case w(z) = z” the reciprocal polynomial li, = 1, so that 
(a)(Y) = &j P(Z) - P(Y) h(z) dz, 
Z-Y P(Z) 
Taken quite formally, this formula is nothing more than splitting a formal 
Laurent series into its positive and negative part. Indeed, writing the relation 
h = a + pq in the form h/p = a/p + 9, we obtain 9 as the holomorphic 
part of the series for h/p, so that 
1 
1 
h(z) 
9(y)=- -- 
1 dz 
27ri p(z) z-y ’ 
The obvious decomposition 
h=pP_h+pP+h 
P P 
90 
assumes that the form 
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1 
/ 
42) P(Z) - P(Y) 1 
h(y)=- - 
27ri p(z) 2-y 
&+p(y)- -- 
/ 
h(z) I dz 
277i p(z) z-y ’ 
To obtain the coefficients of Rh explicitly we use the formula 
P(Z) - P(Y) n-1 
2-y 
= c ykS*k+‘p(Z) 
0 
This identity may be deduced from the following relation: 
n-l n-1 n-l 
(S - y) c ykS*k+’ = c yk(l- P,)S’k - c yk+lS*k+i 
0 0 0 
n-l 
= l- y”S”” - c ykPoS*k. 
0 
Applying this operator identity to p, we obtain 
n-1 
(2 - Y) c Yk(S*k+lP)Z = P(Z) - P(Y). 
0 
EXPRESSION IN TERMS OF THE SHIFT OPERATOR 
We have seen above that the generating function 
L@(kerw(S*),pH’) 
may be expressed in the neat form 
of the operator 
1 
qY)?xz) 
P(w, PI 
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with 
P(W,P)(Y7Z) = 
fi(y)fi(z) - p(y)w(z) 
l- yz 
Here p and w are two manic polynomials of degree n with all zeros in the 
open unit disk, so that the projection operator may be considered as an 
operator on Hz. The polynomial P(w, p) is the generating function of the 
matrix 
We intend to show that the matrix C(w, p) of the projection operator 
9(ker w(S*), pH2) may be expressed in a simple manner as a function of S 
and S*. Indeed, we intend to show that 
where 
C(w,p) =1-s(s)-‘p(s)w(s*)j3(s*)-’ 
The columns of C(w, p) are elements of ker w(S*). According to Proposi- 
tion 1.4 this implies that C(w, p) = C”(w)‘Z, where Z is the n-by-infinity 
matrix of “initial conditions.” Since the rows of Z all belong to ker p(S*), the 
matrix Z, in its turn, may be expressed as the product Z = MC”(p) for a 
suitable n-by-n matrix M. In this manner C(w,p)= C~(W)~MC?~). To 
identify the matrix M we observe first that 
where 
T(Y)C=(W) T =&0(Y)>.. 
wj(y)=(l-y”s*“)yqy) 
= yj+ w,_iyj+i + w”_2yj+2 + 
JGl(Y))~ 
* * + wj+ly”-l 
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The vector (w,(y), . . . , w,_ ,(y)) may thus be written in the form 
(WdY) )..., w"-l(y))=(l,Y> . ..) Yn-l)t?Q,). 
In a similar manner we obtain 
It follows that, for any n-by-n matrix R, the generating function of 
C”(w>‘RC”(p) equals 
1 
G(Y)fi(Z) 
G(~,Y), 
where G is the generating function of the product B(S,)RjZ?(Sz). Applying 
this rule to our matrix M, we obtain the following identity: the generating 
function of the product &(S,)Mfi(S’> equals P(w, p), the generating func- 
tion of S(S,>fi(S,*) - p(S,)w(Sz). 
It follows that 
M=l-8(S,)-‘p(S,)w(S,*)#(S,*)-‘. 
We conclude by mentioning an intertwining identity relating P(w, p) to 
C(p). First of all, it is easy to see that 
P(kerw(S*),pH’)=tX’(S)C”(p)&(S) 
if C”(p) is taken as a matrix infinite in both directions. Using Proposition 1.4, 
we can rewrite this product in the form 
cyw>‘s-‘(S,)C”(p)B(S) 
and, using the intertwining relation for S and C(p), in the form 
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In this manner we obtain the following equality: 
and this implies 
M= zC-‘(S&o(p)) = d(S,)%(C(p)), 
or 
The last identity yields a simple expression for polynomials in C(p). Indeed, 
+(P>) = Q(%)- PP,)w(wfm)-‘. 
Observe that every manic polynomial f of degree < rz may be written in the 
form f = 2i, for a suitable manic polynomial w of degree 72. 
Rewriting the identity in the form 
we obtain, for the class of T-Bezoutians, an analogon of the Bamett formula. 
To get the Bamett formula in its familiar form [in terms of C(pjT], we argue 
as follows: 
B(C,P) = [wnMw- PwwwlJ 
= B(c(P))~(s,*)l=J~(s,)3(c(P) ‘) 
= fi(m_w(c(P) ‘) = w#)~(c(P) T). 
REMARK. In the 1984 paper [2] M. Fiedler introduced a notion closely 
related to that of the infinite companion. An m-by-n matrix A is said to be an 
S-matrix if the Smith canonical form of the A-matrix (A,p(hjT) is of the 
form 
diag(I,..., I,f(A),O,O,...) 
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with r ones and a polynomial f of degree r. It turns out [2] that A may be 
written in the form 
A=C”(f),TB 
for a suitable matrix B of size (r,n); we denote by C”(f): the matrix 
consisting of the first m rows of Cm(f)T. The theory developed in the 
present paper explains the properties of S-matrices in a simple manner, the 
definition of an S-matrix being equivalent to the requirement that 
the columns satisfy the recurrence relation corresponding to f. We intend to 
clarify the connection in a forthcoming note. 
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