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Dans notre environnement, tous les matériaux sont poreux. De par leurs techniques de fabrica-
tion, les matériaux plastiques et composites sont ceux contenant le plus d’inclusions d’air. Mais
il ne faut pas oublier que les métaux sont également poreux, des métaux frittés (porosité de
10%) aux aciers (porosité de 0.01% ou moins). La rupture ductile est le mode prédominant de
rupture des métaux à température ambiante et élevée.
Les critères employés pour modéliser un matériau non poreux, comme le critère de Mises, pré-
voient une résistance infinie pour un chargement purement hydrostatique, ce qui n’est pas la
réalité pour un matériau poreux. C’est pourquoi des critères spécifiques aux matériaux poreux
ont été élaborés, tenant compte de ce paramètre supplémentaire. Le critère le plus largement
accepté, le critère de Gurson (1977), a été élaboré sur la base de la méthode d’homogénéisation
(dits des modules effectifs en élasticité) de type Hashin ou Hashin-Rosen et la seule approche
cinématique de l’analyse limite. Il permet d’approcher le domaine de rupture par l’extérieur à
partir d’une approche analytique.
Le modèle de Gurson a d’abord été modifié par Tvergaard et Needleman (1984) pour prendre en
compte les interactions entre les cavités et la coalescence. Puis Gologanu-Leblond-Devaux (1995)
ont incorporé l’effet de la forme des cavités. Ensuite, Pardoen-Hutchinson (2000) ont ajouté
un paramètre de distance inter-cavités, permettant de prévoir le début de la coalescence. Ces
modèles tiennent aussi compte de paramètres tels que l’écrouissage de la matrice, la nucléation
des cavités et la coalescence, les effets d’interactions et de taille des cavités, et l’anisotropie
plastique initiale. Par ailleurs, d’autres auteurs comme Rousselier (1987) et Ponte-Castañeda
(2002) ont pris un point de départ différent pour élaborer des critères originaux. Rousselier
est parti d’une approche thermodynamique tandis que le modèle de Ponte-Castañeda utilise sa
théorie d’homogénéisation dite du second ordre.
L’objectif premier de cette thèse a été l’étude approfondie du critère de rupture ductile des
matériaux poreux sur la base du modèle de Gurson en utilisant la double approche de l’analyse
limite pour un matériau poreux à cavités cylindriques puis à cavités sphériques. Le matériau
modélisé est donc un matériau vérifiant les hypothèses du critère de Gurson : la matrice est
rigide parfaitement plastique, les cavités n’ont pas d’interaction entre elles et il n’y a pas de
coalescence.
L’avantage de la double approche de l’analyse limite utilisée dans cette thèse est de fournir le
critère de rupture exact sur la base du modèle de Gurson ainsi que les champs solutions exacts,
sous réserve bien sûr que les deux approches par l’intérieur et par l’extérieur utilisées coïncident.
Ceci est un avantage par rapport aux approches théoriques ou expérimentales qui demandent
de définir ou d’ajuster les paramètres du modèle par des essais expérimentaux.
Cette thèse est organisée en 5 parties subdivisées en chapitres.
Première partie : Tout d’abord, une étude bibliographique rappelle quelques critères utilisés
pour les matériaux poreux comme le célèbre critère de Gurson dont la validité est étudiée dans
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cette thèse. La technique d’homogénéisation permet de modéliser le matériau réel par un Volume
Elémentaire Représentatif (VER) contenant les informations nécessaires à la description de la
structure réelle. Nous utilisons la théorie de l’analyse limite pour obtenir l’ensemble de tous
les chargements supportés par le matériau poreux. Ces deux approches statique (ou par borne
inférieure) et cinématique (ou par borne supérieure) conduisent à un problème d’optimisation,
qui est résolu indépendamment grâce à l’utilisation d’optimiseurs du type « Point Intérieur ».
Ces méthodes d’optimisation sont brièvement décrites, sans prétention d’exhaustivité, afin de
comprendre le fonctionnement des deux optimiseurs modernes utilisés dans cette thèse, XA et
MOSEK. Ces deux codes sont le résultat d’années de recherche dans le domaine de l’optimisa-
tion point intérieur dont le pionnier est Karmarkar [1984]. L’utilisation du code XA demande
une linéarisation préalable du critère, ce qui est fait grâce à une méthode originale et efficace
due à Ben-Tal et Nemirovski [a]. Le second code d’optimisation utilisé, MOSEK, permet de
résoudre directement le problème d’optimisation non linéaire dit de « programmation conique du
second ordre » (SOCP) auquel aboutit le cas du matériau de von Mises. Le passage du problème
mécanique à sa formulation comme problème d’optimisation est réalisé à l’aide de programmes
fortran propres à chaque cas étudié.
Deuxième partie : A l’aide des différents outils présentés, nous poursuivons l’étude commen-
cée au laboratoire d’un matériau poreux à cavités cylindriques (Thai [1997], Francescato et
al. [2001], Pastor et Ponte-Castañeda [2002] et Francescato et al. [2004]). L’utilisation des
approches statique et cinématique de l’analyse limite par Francescato et al. [2001] avait permis
de préciser très finement le critère de plasticité dans le cas d’un matériau poreux à cavités cy-
lindriques en contrainte plane. Cette étude a fait ressortir un point anguleux par rapport à l’axe
des pressions hydrostatiques non modélisé par le critère de Gurson mais prévu par les critères de
Rousselier et de Ponte-Castañeda. La thèse de Thai [1997] a montré qu’un tel point anguleux
apparaît également dans le cas de la déformation plane, toujours pour un matériau à cavités
cylindriques. Ce point anguleux a une importance particulière car il peut être à l’origine d’une
localisation de la déformation soulignée par différents auteurs dont Rice.
Ici sont rappelés tout d’abord ces résultats. Nous les complètons en déformation plane et gé-
néralisée, puis l’on passe au cas général pour les cavités cylindriques, appelé ici 3D plan. Ces
études montrent clairement que le critère de Gurson n’est pas celui à utiliser dans le cas d’un
matériau à cavités cylindriques. Le critère de Rousselier permet de représenter le point anguleux
pour de forts taux de triaxialités, ce qui est son point fort. Nous montrons également qu’un
critère correct, sur la base du critère de Gurson, devrait comporter les trois arguments que sont
les paramètres de chargement. Notons que ces conclusions ont été possibles grâce à la finesse
inédite de l’encadrement statique/cinématique permise par les formulations présentées.
Troisième partie : Après un matériau à cavités cylindriques, on s’intéresse à l’étude d’un
matériau à cavités sphériques, plus réaliste dans le cas général. Pour se ramener à une étude dans
le plan, on étudie tout d’abord une sphère creuse soumise à un chargement axisymétrique, d’où
un maillage plan en quart de couronne. Mais ce modèle axisymétrique ne permet pas d’obtenir
précisément le critère de plasticité car les deux approches de l’analyse limite demeurent assez
éloignées l’une de l’autre malgré l’ajout de champs analytiques.
On modélise donc ensuite la sphère creuse dans le cas tridimensionnel général, les éléments
finis utilisés étant des tétraèdres. C’est en fait l’un des travaux les plus long de ce mémoire,
sachant que les champs décrits sont discontinus d’un élément à l’autre et ceci dans les cas
statique et cinématique. Compte tenu de sa taille, le problème tridimensionnel complet est
résolu avec le code d’optimisation conique MOSEK. Ces modèles, avec des conditions au bord en
déformation ou en contrainte moyenne imposée, donne un encadrement très précis. Le problème
d’optimisation de 14 000 tétraèdres est résolu en moins de deux heures sur un PowerMac Apple
à 2GHZ. Le critère obtenu est légèrement intérieur à celui de Gurson et ne présente pas le point
anguleux trouvé dans le cas d’un matériau poreux à cavités cylindriques (deuxième partie).
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Quatrième partie : Pour se rapprocher davantage du matériau réel, le VER est maintenant
périodique et comporte plusieurs dizaines de cavités cylindriques aléatoirement réparties. Dans
un but de comparaison, on s’inspire ici des VER utilisés par le LMA de Marseille qui trouvent un
critère de rupture bimodal grâce à une technique utilisant les transformées de Fourier rapides.
On se place dans un milieu infini en imposant des conditions de périodicité classiques au bord de
quatre VER à 35 cavités, en déformation plane généralisée. La résolution du problème permet
de visualiser les zones de localisation en vitesses de déformation et on retrouve bien un critère
bimodal. L’étude des mêmes VER en contrainte plane donne des critères de rupture différent
selon le VER étudié. Cela prouve qu’ils ne sont pas assez représentatifs du milieu réel dans ce
cas de chargement.
C’est pourquoi on cherche à déterminer le nombre de cavités minimal dans un VER pour qu’il
soit sensiblement isotrope en contrainte plane. Pour cela, on utilise un programme fortran
générant aléatoirement des cavités. Mais cette étude ne permet pas de déterminer efficacement
le nombre de cavités minimal nécessaire.
Cinquième partie : Le critère de Gurson étant validé pour un matériau poreux à cavités
sphériques, on étudie dans cette dernière partie un matériau de Gurson homogène.
La difficulté est ici de résoudre un problème avec des contraintes non linéaires (le critère de
Gurson comporte un terme en cosh) ne pouvant être résolu avec XA ou MOSEK. C’est pour
cela que F. Pastor a mis au point avec le professeur E. Loute dans le cadre de sa thèse (en
cours) au CORE (Centre of Operation Research and Econometrics, Louvain la Neuve, Belgique)
un optimiseur non linéaire général de type Point Intérieur, écrit sous matlab et permettant de
résoudre le problème statique sous sa forme non linéaire la plus générale. Les applications testées
ont montré l’efficacité et la robustesse de cet outil permettant de prendre en compte jusqu’à
20 000 éléments finis triangulaires pour un matériau de Mises ou de Gurson en déformation
plane.
En cinématique, la puissance volumique est complexe : le calcul des hessiens et jacobiens est très
contraignant. Par ailleurs, la puissance apportée par les discontinuités n’est pas analytique. Ceci
a rendu nécessaire l’élaboration d’une méthode inédite permettant de déterminer rigoureusement
la borne cinématique à partir du seul critère de plasticté, en étendant un résultat d’Anderrhegen
et Knopfel (1972) dans le cas continu en vitesses de déplacement et pour les critères linéarisés.
Cette approche originale se ramène donc à un pseudo problème statique.
Cette technique est d’abord validée avec un très faible taux de porosité en vérifiant a posteriori
le caractère PA (incompressibilité) du champ solution. Elle est ensuite appliquée dans les pro-
blèmes de l’écrasement d’un lopin rectangulaire et celui de la traction d’un barreau bi-encoché.
En comparant les résultats pour un champ de déplacement virtuel linéaire avec et sans discon-
tinuités, on remarque qu’elles ne sont pas nécessaires pour obtenir une solution précise pour un
matériau de Gurson, comme on pouvait s’y attendre du fait que celui-ci est borné, mais elles
permettent un gain de temps appréciable. Dans le cas discontinu, l’approche matlab connaît
plus de difficultés en termes de robustesse. Plusieurs pistes sont exploitées en ce moment pour









Critères pour les matériaux poreux
1.1 Introduction : la mécanique de la rupture ductile
Ce premier chapitre récapitule les différentes avancées de la mécanique de la rupture ductile
pour les matériaux poreux afin de définir le cadre de cette thèse.
La rupture ductile se caractérise par une forte déformation avant la rupture (par exemple,
un métal à température ambiante). Cela l’oppose à la mécanique de la rupture fragile (par
exemple, un verre). Son but est de prévoir les mécanismes de l’endommagement menant à la
ruine de la structure. C’est une science très utilisée dans l’industrie de pointe, comme l’aérospatial
et le nucléaire. Contrairement à la mécanique de la rupture fragile pouvant s’étudier par une
approche globale, les différentes étapes de la rupture ductile doivent être considérées pour décrire
correctement le mécanisme menant à la rupture. Le mécanisme de la rupture ductile est identifié
depuis longtemps, au moins dans les métaux et alliages, et repose sur trois étapes (Leblond
[1998]), illustrées par la figure 1.1 :
1. germination de micro-cavités sous l’effet de contraintes de traction, généralement autour
d’inclusions (sulfures, carbures), par rupture de l’interface inclusion-matrice métallique ;
2. grossissement de ces cavités par écoulement plastique de la matrice ;
3. coalescence de ces cavités et formation d’une fissure macroscopique, menant à la ruine
finale de la structure.
La variable interne intervenant dans ce mécanisme d’endommagement est le taux de porosité
f . Les modèles décrivant la rupture ductile doivent simuler ces trois phases avec les lois de
mécanique des milieux continus. La phase de germination de micro-cavités est couramment
modélisée par le modèle de Beremin [1983] dérivant de résultats expérimentaux. Depuis, ce
modèle a été modifié par exemple par Lefevre et al. [2002]. D’autres modèles de germination
existent dans la littérature. Cette première étape est complexe et se fait très généralement
à l’aide de modélisations purement phénoménologiques. En revanche, les seconde et troisième
étapes font l’objet de modèles théoriques. Il s’agit de définir le comportement macroscopique
d’un matériau plastique poreux, plus précisément de décrire l’adoucissement progressif d’un tel
milieu sous l’effet de la croissance de la porosité.
Concernant la phase de grossissement des cavités, on doit considérer que le volume des cavités
dépend de l’évolution des contraintes et des déformations. Il y a deux catégories de modèles.
La première catégorie de modèles d’endommagement utilise comme hypothèse que l’initiation
et le grossissement des vides n’a pas d’influence sur la limite élastique du matériau. Cependant,
cette hypothèse est correcte seulement pour les matériaux avec de petites cavités. Le grossis-
sement des vides est basé sur une fonction qui n’influence pas la limite élastique. Le modèle le
7
1.2. Le critère de Gurson et ses développements Critères pour les matériaux poreux
Fig. 1.1: Les trois phases de la rupture ductile (photos SEM). Phase 1 : initiation d’un vide par la
fracture de particules ou par la décohésion des particules avec la matrice. Phase 2 : grossissement
des vides par augmentation de la déformation plastique (au centre : sulfure de manganèse dans une
cavité). Phase 3 : coalescence des vides par formation de bandes de cisaillement entre les cavités.
plus courant de cette catégorie est celui de Rice et Tracey [1969]. Ils ont étudié, de manière
approchée, la croissance d’une cavité initialement sphérique dans un milieu infini, située dans








avec R le rayon de la cavité, α = 0.283 une constante, ǫpeqv la déformation plastique cumulée.
Σm et Σ0 sont respectivement la contrainte moyenne et la contrainte limite en traction. L’emploi
de ce critère est limité à l’analyse préliminaire de l’amorçage de fissures. Le résultat majeur de
cette étude a été de mettre en évidence l’importance déterminante, sur la croissance des vides,
du paramètre de triaxialité des contraintes défini par :




où Σeqv est la contrainte macroscopique équivalente de von Mises. Ce modèle est appelé non
couplé car il n’y a pas de couplage entre l’endommagement et le comportement. Son inconvénient
est de ne pas déboucher sur un modèle de comportement pour un matériau poreux quelconque,
à cause du milieu infini considéré.
La seconde catégorie de modèles d’endommagement, plus récent, modélise l’influence des cavités
sur la limite élastique ce qui veut dire que la loi d’écoulement est prise en compte. L’effet de la
présence des cavités influence le comportement macroscopique des milieux poreux : c’est pour
cela que ces modèles sont appelés couplés. Les principaux représentants de cette catégorie de
modèles d’endommagement sont le modèle de Rousselier et bien sûr le modèle de Gurson que
nous décrivons maintenant.
1.2 Le critère de Gurson et ses développements
En rupture ductile des matériaux poreux, le critère de Gurson (Gurson [1977], Gurson [1975])
est le plus largement accepté car il est basé sur une méthode d’homogénéisation et l’approche
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cinématique de l’analyse limite. Il permet d’approcher le domaine de rupture par l’extérieur à
partir d’une approche analytique.
Ce modèle s’appuie sur l’analyse limite d’une sphère creuse ou d’un cylindre creux constitué
d’un matériau de Von Mises rigide parfaitement plastique et soumis à un chargement du type
déformation moyenne au bord, comme dans le modèle de Kerner, Hashin ou Hashin-Rosen. Cette
sphère ou ce cylindre creux représente un volume élémentaire dans un milieu poreux au sens de
l’assemblage des sphères ou cylindres composites de Hashin (Perrin [1992]).
1.2.1 Critère de Gurson original (1975)
Le modèle de Gurson s’emploie pour les matériaux poreux isotropes. Il a été obtenu avec des
conditions de déformation homogène imposées au bord de la cavité. Comme le fait remarquer
Leblond [2003], le potentiel plastique de Gurson, est une approximation extérieure du potentiel
réel pour une sphère creuse rigide parfaitement plastique. Le critère original s’écrit :









= 1 + f2 (1.3)









= 1 + f2 (1.4)
avec Σh =
Σx+Σy
2 dans le cas d’un cylindre d’axe Oz et où fest la fraction volumique des cavités
dans le matériau (porosité), k la résistance limite au cisaillement de la matrice.
Ce modèle comprend trois éléments issus du passage « micro-macro » : un critère de plasticité
macroscopique où apparaît la contrainte moyenne (du fait qu’une telle contrainte peut, dans
un milieu poreux, provoquer un écoulement plastique via la déformation des cavités) ; une loi
d’écoulement plastique macroscopique associée par normalité au critère (on démontre que la
propriété de normalité, respectée à l’échelle micro d’après le principe de Hill « passe » à l’échelle
macro) ; enfin une loi d’évolution de la porosité, déduite de l’incompressibilité approchée (l’élas-
ticité étant négligée) de la matrice. De plus, le modèle peut comprendre une description des effets
d’écrouissage, tenant compte de la croissance des vides. Mais ce dernier élément est introduit
de manière purement heuristique. Perrin [1992], Leblond [1998] ont proposé une amélioration,
reposant cette fois sur un authentique passage « micro-macro ».
Par sa construction, le modèle de Gurson original comporte des insuffisances :
– ce modèle néglige implicitement les interactions entre les cavités ;
– il ne prend pas en compte la coalescence des cavités ;
– la forme des cavités est sphérique ou cylindrique à base circulaire ;
– la méthode suppose par construction un comportement macroscopique isotrope (cavités sphé-
riques) ou isotrope transverse (cavités cylindriques).
Les modèles développés par la suite modifient le critère de Gurson en introduisant des coefficients
permettant de prendre en compte certains des points précédents.
1.2.2 Critère de Tvergaard et Needleman (1984)
Dans ce modèle, la fraction volumique de cavités f évolue avec la déformation plastique volu-
mique et contribue éventuellement à la nucléation de nouvelles cavités. Pour prendre en compte
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les interactions entre les cavités, Tvergaard [1981] a proposé de multiplier la porosité f par le
paramètre empirique q.
Puis, pour prendre en compte la coalescence, Tvergaard et Needleman [1984] ont introduit la
porosité « effective » f∗. Au delà d’une certaine porosité critique fc marquant le début de la
coalescence, la porosité f est multipliée par un facteur empirique δ.
f∗ =
{
f si f ! fc
fc + δ(f − fc) si f > fc avec δ = 1/q−fcfF−fc
(1.5)
fF est la valeur de la porosité vraie pour laquelle la rupture se déclenche (fin de la coalescence).








= 1 + q2f∗2 (1.6)
Les calculs numériques élasto-plastiques réalisés par Tvergaard sur un VER périodique parti-
culier le conduisent à proposer q ≈ 1.5. Cette valeur est confirmée (1.47) par une approche
théorique de Perrin et Leblond.
Koplik et Needleman [1988] ont trouvé que la porosité critique fc dépend essentiellement de la
porosité initiale, tandis que δ peut être considéré comme une constante (de l’ordre de 2-4). Perrin
[1992] a mis au point un modèle analytique permettant de reproduire ces résultats numériques
et ainsi de prédire de manière théorique la valeur de la porosité critique de début de coalescence.
Dans un matériau réel, les vides ne sont pas répartis de manière homogène et sont souvent
regroupés en amas. Cela conduit à un abaissement notable de fc. Perrin [1992] a obtenu des
valeurs de fc en présence d’inhomogénéités de la porosité en bon accord avec des résultats de
simulations numériques micromécaniques.
1.2.3 Critère de Richmond et Smelser (1985)
Le modèle de Richmond et Smelser [1985] introduit un paramètre m dans le critère de Gurson
permettant de prendre en compte le fait que l’apparition de bandes de cisaillement pourrait








= 1 + f2m (1.7)
où m est une constante liée au matériau, 2/3 ! m ! 1. Le critère baptisé de Richmond est défini
pour m = 2/3 dans l’équation précédente.
1.2.4 Critère de Sun et Wang (1989)
Le critère de Gurson, puisqu’il donne une borne supérieure, peut surestimer la résistance du
matériau poreux. Le critère de Sun et Wang [1989] est basé sur une approche intérieure des
capacités de résistance d’un matériau poreux rigide-plastique. Il prend en compte l’évolution
de micro-cavités sphériques avec des conditions en contrainte homogène au bord. Une approche








= b2 avec b1 = 2− 1
2
ln f et b2 = 1 + f(1 + ln f) (1.8)
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1.2.5 Critère de Gologanu-Leblond-Devaux (1995)
La forme des cavités est souvent loin d’être sphérique comme le suppose le modèle de Gur-
son. Pour prendre en compte les effets de forme des vides, Gologanu et al. [1997] étendent
l’analyse limite d’une sphère creuse de Gurson au cas d’un volume élémentaire représentatif de
forme ellipsoidales axisymétriques, contenant une cavité ellipsoïdale confoncale et soumis à un
chargement axisymétrique. L’introduction des effets de forme des cavités est particulièrement
pertinente dans le cas de vides très aplatis ; en effet ces vides influencent notablement le compor-
tement macroscopique, particulièrement dans le cas d’une traction perpendiculairement à leur
plan, alors que le modèle de Gurson prévoit à tort que leur influence tend vers zéro, f tendant
elle-même vers zéro. Ce modèle, détaillé en particulier dans Gologanu et al. [2001], dispose de
nombreux paramètres. Pour un chargement axisymétrique (Σx = Σy $= 0, Σz $= 0 les autres
Σij = 0), le critère GLD s’écrit :
C
σ20






− (g + 1)2 − q2(g + f)2 = 0 (1.9)
avec
Σh = 2α2Σx + (1− 2α2)Σz (1.10)
On ne détaille pas ici les valeurs des différents paramètres, qui sont des fonctions des caracté-
ristiques géométriques du VER (excentricité, demi-axes, porosité).
Concernant la troisième phase du mécanisme de rupture, l’apparition de la coalescence, Go-
loganu et al. [2001] considèrent une cellule est considérée comme un sandwich constitué de
trois couches, saine-poreuse-saine. Ils utilisent le critère Mises dans les couches saines et celui de
Gurson (ou Gologanu-Leblond-Devaux) dans la couche poreuse. La période de pré-coalescence
correspond à la phase pendant laquelle les trois couches sont plastiques et la période de coa-
lescence correspond à la phase pendant laquelle la seule couche poreuse demeure plastique, les
couches saines devenant soudain rigides. Le début de la coalescence surgit ainsi naturellement de
la solution du problème du sandwich : aucun ingrédient ad hoc supplémentaire n’est nécessaire.
1.2.6 Critère de Pardoen et Hutchinson (2000)
Pardoen et Hutchinson [2000] proposent un modèle analytique de grossissement et de coalescence
de petites cavités dans des solides élasto-plastiques. Deux modèles en sont à l’origine : le modèle
de Gologanu–Leblond–Devaux précédent, étendant le modèle de Gurson pour prendre en compte
des effets de forme des cavités et l’approche de Thomason [1985] pour déterminer le début de
la coalescence. Thomason a utilisé l’analyse limite, avec un champ de vitesses nul dans les
zones situées au-dessus et au-dessous des ligaments séparant les vides, pour évaluer la contrainte
induisant la coalescence.
Ces deux modèles ont été étendus heuristiquement dans Pardoen et Hutchinson [2000] pour
prendre en compte l’écrouissage. De plus, un modèle basé sur la micromécanique pour prendre
en compte la coalescence est proposé. Les paramètres phénoménologiques tels que le seuil de
porosité critique ne sont pas employés dans ce modèle amélioré. Il incorpore les effets de forme,
l’espace entre les cavités, l’écrouissage et la porosité. L’influence de la distance entre les vides
est spécialement étudié. Des prédictions pour une large variété de taux de porosité, distances
inter-cavités, forme initiale des vides, écrouissage et taux de triaxialité ont été réalisées pour
tester ce modèle de Gurson amélioré.
Depuis, Huber et al. [2005] l’ont adapté pour le tester expérimentalement sur un alliage d’alumi-
nium quasi-eutectique, matériau contenant une distribution homogène d’inclusions fragiles. Le
modèle est validé en comparant ses prédictions et les résultats expérimentaux en faisant varier
le taux de triaxialité et différents traitements thermiques.
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1.2.7 Utilisation pratique du critère de Gurson
Pour prendre en compte la porosité ou pour modéliser les effets de grossissement des cavités, le
modèle GTN (Gurson-Tvergaard-Needleman) est couramment utilisé pour décrire le comporte-
ment plastique lors de la mise en forme des métaux par frittage, formage à chaud ou forgeage,
procédés qui conduisent à une densification progressive du matériau. Pour une meilleure ap-
proche du matériau réel, le paramètre q est déterminé expérimentalement.
Ainsi, le but de l’étude de Huang et Cheng [2002] est de trouver les caractéristiques de la
déformation d’une poudre frittée et l’évolution des cavités dans le procédé de forgeage sous
différentes conditions de frottement. Parteder et al. [1999] étudient le comportement lors de
la densification du molybdène expérimentalement et par modélisation en utilisant un modèle
dépendant de la pression. Dans l’article de Parteder et al. [2002], deux modèles pour prévoir le
comportement de densification de métaux frittés réfractaires pendant les opérations de formage
à chaud sont présentés. Le premier modèle présenté est une extension phénoménologique du
modèle de Gurson, le second du modèle de Gologanu, Leblond et Devaux, qui a été implémenté
dans le code élément finis ABAQUS. Les résultats numériques sont comparés avec la distribution
de densité d’un disque en molybdène pur après formage à chaud. Dans l’étude menée par Yang et
Lippman [1996], le comportement pendant l’extrusion d’un métal dense est simulé en utilisant
le critère de Mises tandis que celui du frittage d’une poudre de métal est simulée en utilisant le
critère de Gurson.
Le modèle GTN est aussi utilisé pour les métaux denses. Chen et al. [2003] l’implémente dans
un code MEF pour tenir compte de l’effet des vides dans des feuilles en alliage d’aluminium
tandis que Hausild et al. [2001] l’utilise pour tenir compte du grossissement ductile des vides
crées par microfissuration de clivage dans le ferrite fragilisé. La nucléation des vides est considé-
rée comme étant gouvernée par la déformation plastique, comme suggérée par les observations
expérimentales.
Dans l’étude de Geni et Kikuchi [1998], le modèle GTN est utilisé pour étudier la relation entre
les contraintes et les dommages dans un composite à matrice métallique à particules de SiC.
D’après Leblond [2003], ce modèle permet de reproduire numériquement le phénomène de la
rupture en « tronc de cône » d’une éprouvette axisymétrique lisse (non entaillée). Dans une
telle éprouvette chargée en traction, on observe expérimentalement la succession d’événements
suivants. Tout d’abord, on observe la striction de la partie centrale de l’éprouvette. Ensuite une
fissure s’amorce au centre de la partie « strictionnée », au voisinage de l’axe de symétrie, et se
propage horizontalement vers la surface libre. Enfin, au voisinage de cette dernière et jusqu’à la
rupture finale de l’éprouvette, elle dévie à 45˚ du plan horizontal, soit vers le haut, soit vers le
bas, dessinant ainsi, compte tenu de l’axisymétrie, un tronc de cône.
En utilisant le critère de Gurson pour modéliser la déchirure en tronc de cône d’une telle éprou-
vette, il s’avère que la transition de la déchirure en ouverture à la déchirure en cisaillement
est difficile à obtenir ; elle s’obtient plus facilement avec le critère de Rousselier. Cette limite
du critère de Gurson est rencontrée quand une bande de cisaillement se forme. Dernièrement,
Besson et al. [2001] ont étudié l’influence de nombreux paramètres sur ce problème. Ils ont mon-
tré que la présence du paramètre f⋆ de Needleman-Tvergaard inhibe la déviation finale de la
fissure à 45˚ car la porosité effective favorise la coalescence plutôt que la formation d’une bande
de cisaillement. En général, les résultats semblent sensibles aux paramètres de la modélisation
(maillage, matériau plastique ou visco-plastique, effet de la nucléation...).
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1.3 Modèle de Rousselier (1987)
Rousselier [1987] aboutit par des considérations purement macroscopiques à un critère tendant
vers celui de Gurson pour des faibles porosités. Le modèle de Rousselier est basé sur la ther-
modynamique non linéaire des phénomènes irréversibles. On suppose dans ce modèle que l’état
d’un système peut être défini localement à l’aide des même variables qu’à l’état d’équilibre.
La thermodynamique interprète les variables d’état comme des valeurs moyennes de grandeurs
microscopiques. Dans les cas les plus simples : gaz parfaits, endommagement volumique isotrope
d’un solide, les principes thermodynamiques à l’échelle macroscopique suffisent à établir les mo-
dèles de comportement. Cette approche ne donne pas les valeurs des paramètres, qui doivent







avec ρ = ρ0(1− f)/(1− f0) la masse volumique relative, obtenue en divisant la densité du ma-
tériau endommagé par celle du matériau dans l’état initial. D, f0, σ1 sont des paramètres
ajustables. Dans la littérature, on préconise une valeur deD de 1.5 à 2. σ1 traduit la résis-
tance ductile de la matrice et est relié à la limite d’élasticité du matériau. L’auteur préconise
σ1 = 2σ0/3=0.67σ0, mais les différents travaux de la littérature de 0.6 à 1.2σ0. Pour de faibles
porosités, le critère de Rousselier est équivalent au critère de Gurson pour D = 0.75, ρ = 1,
σ1 = 2σ0/3 et R(ρ) = σ0. La coalescence des cavités est supposée correspondre à l’instabilité
mécanique progressive de la zone la plus endommagée et à la localisation de la déformation dans
cette zone.
Dans la littérature, le critère de Rousselier est souvent comparé au critère de Gurson qui sont
eux-mêmes comparés à des résultats expérimentaux. Ainsi, pour prédire le comportement de la
résistance à la fracture de tuyaux fissurés, Pavankumar et al. [2005] utilisent le modèle GTN
et le modèle de Rousselier qui donnent des résultats cohérents avec les valeurs expérimentales.
Par ailleurs, Mahnken [2000] compare les modèles de Gurson et de Rousselier avec le modèle
de Ehlers, utilisé pour les géomatériaux.
La comparaison des modèles GTN et de Rousselier est utilisée pour étudier l’influence de diffé-
rents paramètres sur la rupture. Drabek et Böhm [2005] implémentent différents modèles dans
ABAQUS, dont les modèles de Gurson et de Rousselier pour leurs capacités à décrire l’initiation
et le grossissement des fissures ductiles dans un matériau inhomogène. L’influence du maillage
est étudié.
Il arrive parfois que seul le modèle de Rousselier soit utilisé. Par exemple, Tanguy et al. [2004]
utilisent le modèle de Rousselier pour modéliser le comportement ductile d’un acier lors d’un
test d’impact Charpy et le modèle de Beremin pour la rupture fragile.
1.4 Modèle de Ponte Castañeda (2002)
Dans Ponte-Castañeda [2002], l’auteur montre que la théorie d’homogénéisation de second
ordre pour un matériau parfaitement plastique, en utilisant l’hypothèse de Hashin-Strickman
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L’expression (1.12) conduit à un point anguleux sur l’axe hydrostatique. Dans le cas d’un charge-
ment purement hydrostatique (Σeqv = 0) ces deux expressions conduisent à Σm = (1− f)/
√
3f .
Il est à noter que ce résultat est en parfait accord avec les prédictions issues des méthodes à
limites variationnelles de Suquet (Suquet [1982] et Suquet [1983]). Parmi toutes les méthodes
d’homogénéisation disponibles, cette théorie d’homogénéisation du second ordre est celle qui
permet d’approcher le mieux la loi de comportement d’un matériau macroscopique hétérogène
poreux.
1.5 Critères déterminés par l’analyse limite
Historiquement, l’analyse limite a d’abord été appliqué dans l’équipe de mécanique du labora-
toire à l’étude des matériaux poreux par Francescato [1994] puis par Thai [1997] lors de leurs
thèses dirigées par J. Pastor. La linéarisation du critère de Mises était alors réalisée par variables
séparables en statique et par plans tangents en cinématique.
Francescato [1994] a mis en œuvre la méthode d’homogénéisation des milieux périodiques en
analyse limite à la prévision des propriétés de résistance macroscopiques de matériaux composites
à matrice métallique à fibres longues ou de plaques perforées. Cela a permis de valider les
programmes par comparaison à des résultats expérimentaux, en particulier pour des réseaux
périodiques en contrainte plane.
L’étude de la déformation plane pour un matériau poreux à cavités cylindriques a été traitée par
Thai [1997]. Malgré l’éloignement des deux bornes, on voit apparaître un point anguleux. Mais
à cause de la taille du problème, son étude en déformation plane généralisée donne des bornes
trop éloignées l’une de l’autre pour permettre de conclure.
Francescato et al. [2001] et Francescato et al. [2004] ont réalisé l’étude en contrainte plane.
Les valeurs statiques et cinématiques sont très proches l’une de l’autre, permettant de constater
un point anguleux au voisinage de l’axe des pressions moyennes. Des essais de traction ont
été réalisés sur des plaques aléatoirement multiperforées : les résultats sont en accord avec les
prédictions numériques pour des taux de porosité de 5.75% et 1.25% (mais pas pour 16%), tandis
que les critères de Gurson et GTN surestiment la résistance à la rupture. Ce critère en contrainte
plane a ensuite été reproduit par Pellegrini [2002] par un critère non analytique par rapport à
la porosité pour différents taux de porosité.
En déformation plane, Pastor et Ponte-Castañeda [2002] présentent une comparaison entre les
estimations issues de la théorie d’homogénéisation du second ordre de Ponte Castañeda et les
résultats obtenus par analyse limite. Un bon accord est observé concernant le point anguleux et
sur la dépendance de la contrainte équivalente en cisaillement avec la porosité, contrainte dont
la limite pour les faibles porosités apparaît non analytique. Ces deux caractéristiques ne sont
pas prévues par le critère de Gurson.
Cette thèse s’inscrit dans le prolongement de ces travaux.
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1.6 Conclusion
Le modèle de Gurson (1977) a d’abord été modifié par Tvergaard et Needleman (1984) pour
prendre en compte les interactions entre les cavités et la coalescence. Puis Gologanu-Leblond-
Devaux (1995) ont incorporé l’effet de la forme des cavités. Ensuite, Pardoen-Hutchinson (2000)
ont ajouté un paramètre de distance inter-cavités, permettant de prévoir le début de la coales-
cence. Ces modèles peuvent aussi tenir compte de paramètres tels que l’écrouissage de la matrice,
la nucléation des cavités et de la coalescence, des effets d’interaction et de taille des cavités, et
de l’anisotropie plastique initiale.
Pour les prédictions expérimentales, les modèles les plus utilisés pour les métaux poreux sont les
modèles de Gurson-Tvergaard-Needleman, Rousselier, Gologanu-Leblond-Devaux et plus récem-
ment Pardoen-Hutchinson. Cependant, l’implémentation et l’utilisation pratique des différents
modèles dans des codes de calcul par éléments finis apparaît complexe, et demande pour déter-
miner les valeurs des différents paramètres des données matériaux qui ne sont pas mesurables
simplement ou doivent être ajustés heuristiquement.
De manière générale, la complexité des différents processus de la rupture ductile et des diffé-
rents paramètres intervenants est telle que sa prédiction théorique constitue un problème encore
ouvert.
Comme on l’a dit dans l’introduction, la double approche de l’analyse limite fournit le critère de
rupture exact sur la base du modèle de Gurson ainsi que les champs solutions exacts. Ceci est un
avantage par rapport aux différentes approches vues ici qui demandent de définir ou d’ajuster
les paramètres du modèle par des essais expérimentaux. Dans le prochain chapitre, l’outil de




Analyse limite et homogénéisation
2.1 Introduction à l’analyse limite
Le but de l’analyse limite est de déterminer quand le chargement (dit alors limite) provoque
l’écoulement plastique libre du système mécanique et donc sa ruine.
On s’intéresse seulement à ce qui se passe à l’écoulement plastique commençant (petites défor-
mations) du système et non pas à la description des états élastiques avant la rupture. Dans ce
cas, on peut montrer que le chargement limite du système élastique-parfaitement plastique est
le même que celui du système rigide-plastique de même seuil pourvu qu’on puisse négliger les
changements de géométrie avant la rupture (hypothèse à vérifier a posteriori). On étudie donc le
matériau rigide parfaitement plastique. C’est une schématisation convenable du matériau élas-
tique plastique sans écrouissage ni viscosité. La partie parfaitement plastique est définie par une
fonction seuil appelée critère de plasticité. Nous ne considérerons donc que le système rigide
parfaitement plastique de même seuil que celui du matériau élastique-parfaitement plastique de
départ.
Les variables mécaniques et les champs caractérisant l’état (plastique ou non) du matériau rigide
parfaitement plastique sont :
– le tenseur contrainte σ,
– le vecteur vitesse de déplacement u,
– le tenseur vitesse de déformation v.
Caractéristique du matériau, le critère de plasticité f(σ) est une fonction de σ telle que :
– pour f(σ) < 0 le matériau reste rigide,
– pour f(σ) = 0, il y a possibilité d’écoulement plastique.
On cherche un couple de champs (σ, v) solution de l’écoulement libre, autrement dit un champ
de vitesses de déformation (et donc de déplacements) et un champ de contraintes qui vérifient
les différentes conditions mécaniques et qui soient associées, le tout selon les termes que nous
allons rappeler succinctement maintenant, d’après Salençon [1983] et le cours de Pastor [2004].
2.2 Définitions de l’analyse limite
Soit un système mécanique A de volume V et de frontière ∂V , constitué d’un matériau rigide
parfaitement plastique et obéissant au critère de plasticité f(σ), convexe, lequel est également
pris comme fonction potentiel de la vitesse de déformation plastique. De plus, les conditions aux
limites doivent vérifier l’écoulement plastique libre de A.
17
2.2. Définitions de l’analyse limite Analyse limite et homogénéisation
2.2.1 Champs admissibles
Un champ de contrainte σ est admissible s’il est :
1. statiquement admissible (SA). Les conditions suivantes doivent être vérifiées :
– les équations d’équilibre σij,j + γi = 0 ;
– la continuité de σijnj au passage des lignes de discontinuité en contraintes, n définissant
la normale sortante ;
– les conditions aux limites en contraintes sur la frontière ∂V ;
2. plastiquement admissible (PA) :
f(σ) ! 0 est vérifié en tout point de A.
Un champ de vitesse de déformation v est admissible si il est :
1. cinématiquement admissible (CA) :











conditions aux limites en vitesse.





avec f(σ) = 0 et λ " 0 (2.1)
λ est appelé multiplicateur plastique.
2.2.2 Théorème des puissances virtuelles
Soit un mécanisme défini par le champ de vitesse de déplacement u et le champ de contrainte
σ où les champs v et σ sont respectivement CA et SA. Le théorème des puissances virtuelles
s’écrit : ∫
V
σ : v dV =
∫
S













γ.u est la puissance de l’effort extérieur poids.
La puissance dissipée par le système mécanique A lors de la rupture est donc égale à la puissance
des efforts extérieurs appliqués à A.
2.2.3 Paramètres de chargement
Soit les vecteurs de Rn Q = Q (σ) et q = q (v). Q est appelé vecteur force généralisée et q vecteur
vitesse généralisée. Ils sont définis respectivement sur les ensembles { σ SA } et { v CA }, tels
que la puissance P ext des chargements externes puisse s’écrire comme le produit scalaire de ces
deux vecteurs
P ext = Q(σ).q(v) =
∫
V
σ : v dV (2.3)
On dit alors que le système mécanique A est soumis à un processus de chargement à
– n paramètres statiques (ou de chargement) Qi, i = 1 à n,
– n paramètres cinématiques (de chargement) qi, i = 1 à n.
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2.2.4 Principe du travail maximal
Soit en un point du système un tenseur σ à la limite d’écoulement (c. à d. vérifiant f(σ) = 0)
et soit v un tenseur vitesse de déformation associé à ce σ ; soit σ⋆ un tenseur PA (donc tel que
f(σ⋆) ! 0). Alors :
(σ − σ⋆) : v " 0 ∀σ⋆. (2.4)
Cette inégalité signifie que tout σ⋆ vérifiant f(σ⋆) ! 0 est du même côté du plan tangent à la
surface de charge définie par f(σ) ! 0, et ceci quel que soit σ considéré. Ceci implique que :
– f(σ) = 0 est une surface convexe,
– v est dirigée suivant la normale extérieure à la surface de charge au point σ,
– si la surface de charge est régulière, on peut donc écrire :
(σ − σ⋆) : v " 0 ∀σ⋆ PA ⇐⇒
{
f(σ) convexe
f(σ) = 0 et v = λ∂f∂σ , λ " 0.
(2.5)
– si elle présente un point anguleux, v sera une combinaison linéaire des vitesses normales limites
ce qui entraîne que v appartient au cône engendré par ces normales limites.
2.3 Puissance
Soient σ et v PA associés. On appelle puissance dissipée la fonction de v définie par :
Π(v) = σ : v = σijvij . (2.6)
On montre grâce au principe du travail maximal que Π(v) ne dépend que de v, et qu’elle est
une fonction convexe de v. Cette propriété sera mise à profit dans les parties 3 et 5. C’est une
propriété intéressante sur le plan numérique : il existe un minimum unique pour la valeur de la
fonction Π (mais plusieurs champs v possibles pour cette même valeur de Πmin).
Pour exemple, on détaille le calcul de la puissance Π(v) dans le cas du critère de Mises en
déformation plane.
2.3.1 Calcul de la puissance dans le cas du critère de Mises en déformation
plane
Puissance volumique :
Dans le cas d’un matériau de Mises en déformation plane, le critère s’écrit
f(σ) =
√
(σx − σy)2 + 4τ2xy − 2k (2.7)
A partir de la loi de normalité (2.1), on calcule les vitesses de déformation vij , on s’aperçoit que
la condition PA est équivalente à :
vx + vy = 0 (2.8)
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Fig. 2.1: Ligne de glissement ; vecteur tangentiel et vecteur normal.
Condition PA pour un champ u avec des lignes de glissement :
Le long d’une discontinuité, représentée en figure 2.1, on associe un repère (n, t). Selon Salençon
[1983] et Pastor [1983], une surface de discontinuité de normale n peut être assimilée à une zone
mince dont on fait tendre l’épaisseur h vers zéro de telle manière que les dérivées normales (vt
et vnt) tendent vers l’infini mais la puissance dissipée reste bornée. En effet, comme h ≪ l et



















































La condition PA pour un champ u avec des lignes de glissement est donc :
[un] = 0 (2.14)
Puissance dissipée le long d’une ligne de glissement :
On utilise les équations (2.10), (2.11) et (2.12) pour calculer l’expression de la puissance apportée
par les lignes de discontinuités.
Π([u]) = σ : v











= ∆unσn + ∆utτnt
= σn[un] + τnt[ut] (2.15)
= [u]T · T (2.16)
Le principe du travail maximal (2.4) devient :
(T − T ⋆) : [u] " 0 ∀T ⋆ PA. (2.17)
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où T ⋆ vérifie fnt(T ⋆) ! 0. Ceci montre que les variables associées sont σn et [un], σnt et [ut] le
long de la ligne de discontinuité. Les variables statiques et cinématiques à considérer sont alors
le vecteur contrainte T = (σn , σnt) et le vecteur saut de vitesses [u] = ([un] , [ut]) associés par
la loi de normalité relativement au critère dans le plan de Mohr fnt (T ) = 0.
Passage au plan de Mohr :
Comme la ligne de glissement est une zone mince, on a vu en (2.10) que vt = 0. En utilisant la
loi de normalité (2.1), ceci donne, pour le critère exprimé dans les axes (n, t) :
∂fnt
∂σt
= 0 et fnt = 0 (2.18)
On note donc que si on se place dans le plan de Mohr (σn, τnt), cette relation exprime que la
courbe obtenue n’est autre que l’enveloppe des courbes f(σn, σt, τnt) = f(σn,λ, τnt) où σt est
le paramètre. Dans ces expressions, σ est seulement PA. On observe donc, dans le cadre de
l’analyse limite, qu’on peut travailler dans le plan de Mohr pour calculer la condition PA et la
puissance dissipée.







 =⇒ σt = h(σn, τnt) (2.19)




= −2λ(σn − σt) = 0 =⇒ σt = σn (2.20)
Le critère final obtenu en remplaçant, dans f , σt par son expression
g(σn, τnt) = f(σn, h(σn, τnt), τnt). (2.21)
Ici, pour le critère de Mises en déformation plane,
g(σn, τnt) = (2τnt)
2 − (2k)2 (2.22)
Calculons la puissance dissipée sur l’unité de longueur de ligne de discontinuité Ld.
Π([u]) = σn[un] + τnt[ut] (2.23)









On aboutit alors à l’expression de la puissance dissipée pour la ligne de glissement :
Π([u]) = k | [ut] | (2.26)
2.3.2 Calcul de la puissance avec le critère de Mises : autres cas
Dans cette section, les différentes expressions de la puissance dont nous avons besoin dans cette
thèse sont résumées. La méthode pour obtenir les expressions des puissances est la même que
celle exposée en déformation plane.
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En contrainte plane





+ (σx − σy)2 + (2τxy)2 − (2k)2 (2.27)
Puissance volumique : A partir de la loi de normalité (2.1) et en utilisant le critère, on calcule
les vitesses de déformation vij .
vx =
4λ






















λσt = 0 =⇒ σt = 1
2
σn (2.30)
Dans le plan de Mohr, ce critère est défini par :
g(σn, τnt) = σ
2
n + (2τnt)
2 − (2k)2 (2.31)
Π([u]) est défini par :
Π([u]) = σn[un] + σnt[ut] (2.32)









On aboutit alors à :












On peut remarquer que cette expression est convexe et borné, contrairement au cas de la défor-
mation plane.
En déformation plane généralisée












σx − σy)2 +
(
2τxy
)2 − (2k)2 (2.37)
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La puissance apportée par les discontinuités vaut :
Π([u]) = k | [ut] | (2.39)
Dans le cas général



















2 − (2k)2 (2.40)
Dans ce cas, on s’aperçoit que la condition PA est équivalente à :
vx + vy + vz = 0 (2.41)





















2 + [ut2 ]
2 (2.43)
2.4 Les deux théorèmes de l’analyse limite
2.4.1 Ensemble convexe des chargements licites K
Un chargement Q auquel on peut faire correspondre au moins un champ de contraintes admissible

















∣∣∣σ admissible , f(σ) = 0, v = λ∂f
∂σ
admissible , λ " 0
}
(2.45)




un chargement limite et q correspondant à v, alors on montre (voir Salençon [1983])
(Q
lim
−Q⋆) · q " 0 ∀Q⋆ admissible (2.46)
Les conséquences sont que ∂F (K) est convexe et que q
lim
est sur la normale extérieure à ∂F (K)
au point Q
lim





L’expression (2.46) sera utilisée au chapitre 14, étendue aux chargements plastiquement admis-
sibles, pour donner une formulation en contraintes de la méthode cinématique.
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2.4.2 Théorème et approche statique
Théorème statique : Les chargements limites appartiennent à la frontière de K.







Q(σ) = λQd, σ admissible
}
, (2.47)
est le chargement limite cherché. En faisant varier Qd, on obtiendra des points situés sur la
frontière de K si on peut envisager tous les σ licites, sinon ces points seront à l’intérieur ou sur
la frontière de K. L’ensemble convexe obtenu en reliant ces points par des segments de droite
est donc inclus dans K, comme illustré sur la figure 2.2.
2.4.3 Théorème et approche cinématique
Théorème cinématique : Soit Q⋆ un chargement admissible et v un champ de vitesse de
déformation admissible. Alors :
Q⋆ · q(v) !
∫
V
Π(v)dV = P (v) (2.48)
Approche cinématique : Définissons E1(v) =
{
Q⋆
∣∣Q⋆ · q(v) ! P (v)}. Alors le convexe K des
chargements admissibles est obtenu par l’intersection des demi-espaces E1(v) défini par
K ⊂ {∩E1(v), v admissible} = K1 (2.49)
Un terme de discontinuité doit être ajouté à la définition de la puissance dissipée P (v) pour
prendre en compte le saut de vitesse possible sur les surfaces de discontinuités des vitesses. En
fixant différentes directions de chargement q
d








Les différents hyperplans Qqd = P (v) sont extérieurs ou tangents à K. On obtient ainsi une
approche extérieure de ∂K, comme illustré sur la figure 2.2 qui schématise la double approche
de l’analyse limite.
2.5 Homogénéisation
Dans un milieu fortement hétérogène, on distingue deux échelles : l’échelle macroscopique (asso-
ciée au milieu hétérogène) et l’échelle microscopique (associée au milieu homogène). La technique
d’homogénéisation permet de modéliser le matériau réel par un Volume Elémentaire Représen-
tatif (VER) contenant les informations nécessaires à la description du comportement de la
structure réelle.
Différents auteurs s’intéressent à l’homogénéisation pour définir les lois de comportement ma-
croscopiques d’un matériau hétérogène partir des mécanismes microscopiques plus simples. Par
exemple, une de ces méthodes utilise un composite linéaire de comparaison (Suquet [1982]). Dans
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Fig. 2.2: Les deux approches de l’analyse limite.
Fig. 2.3: Technique d’homogénéisation.
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le domaine élastique, les méthodes d’homogénéisation permettent de calculer les coefficients élas-
tiques du composite à partir des propriétés mécaniques et géométriques des constituants (voir
figure 2.3).
La méthode d’homogénéisation relie par hypothèse les contraintes et vitesses de déformations
macroscopiques Σij et Eij aux contraintes et vitesses de déformations microscopiques σij et vij
par les relations :














uinj + ujni dS (2.52)
avec V Le volume du VER, Γ la frontière extérieure du VER et n la normale extérieure à Γ.
L’homogénéisation est le processus qui consiste à relier Σ et E en utilisant (2.51) et (2.52) ainsi
que les lois de comportement des constituants du milieu hétérogène qui relient σ et v.
Pour un VER périodique, les conditions à imposer au bord sont :{
σ.n antipériodique sur Γ
u = u˜ + E x u˜ périodique sur Γ
(2.53)
Soit un champ de vitesse de déplacement u et un champ de contrainte σ vérifiant (2.53) et les
équations d’équilibre. On obtient, sous les mêmes hypothèses de continuité que celles requises
par le théorème de la divergence, l’égalité :
〈σ : v〉 = Σ : E (2.54)
Cette égalité, appelée condition de macro-homogénéité de Hill joue un rôle essentiel dans la
théorie d’homogénéisation. En effet, elle exprime le principe des puissances virtuelles sur le
VER soumis à un chargement Σ .
Enfin, le VER peut être soumis à deux types de conditions aux limites donnant deux problèmes
mécaniques distincts :
– déformation homogène imposée au bord du VER ui = Eijxj .
– contrainte homogène imposée au bord du VER σijnj = Σijnj .
Dans chacun de ces cas de conditions aux limites, l’hypothèse de macro-homogénéité de Hill
montre que les paramètres de chargement sont bien les contraintes macroscopiques Σij et les
paramètres cinématiques Eij . Pour un chargement périodique, ces deux types de conditions sont
équivalentes.
2.6 Conclusion
En considérant le VER comme la structure à étudier et les contraintes macroscopiques comme
paramètres de chargement, on ramène la détermination du convexe de résistance du matériau
poreux à la résolution de deux problèmes d’analyse limite. La méthode statique donne une borne
inférieure à partir de la détermination des champs de contraintes microscopiques admissibles
tandis que la méthode cinématique donne une borne extérieure en déterminant des champs de
vitesses de déplacement et de déformations admissibles. Pour déterminer cet encadrement, il faut
résoudre pour chaque point du critère un problème d’optimisation dont les contraintes sont les
équations rendant les champs solutions admissibles et les variables les composantes des champs.
La résolution analytique et le traitement numérique de tels problèmes n’est pas simple et consti-
tue une branche scientifique à part entière. Un pan de cette branche est dédié aux méthodes
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de type point intérieur de résolution des problèmes d’optimisation à contraintes linéaires ou
convexes. Dans cette thèse, nous utilisons deux codes commerciaux point intérieur, XA et MO-
SEK et un code matlab sur lequel nous reviendrons dans la dernière partie. Les grandes lignes





3.1 Introduction et historique
Ce chapitre traite de la résolution des problèmes d’optimisation linéaire puis conique sous
contraintes linéaires puis coniques. Son but est de donner les grandes lignes de la résolution
de tels problèmes afin de donner un aperçu des outils mathématiques se cachant derrière ces
codes. Ce résumé a été écrit grâce aux sources suivantes, par ordre de spécialisation croissante :
Culioli [1994], Glineur [1997], Strodiot [2002].
Le but de la programmation linéaire (resp. non linéaire) est de déterminer une solution maximi-
sant ou minimisant une fonction objective linéaire, les variables de décisions étant soumises à des
contraintes linéaires (resp. non linéaires). On ne peut pas trouver la solution en comparant sim-
plement, pour quelques points réalisables, leurs valeurs dans la fonction objective. Ce serait une
méthode rapidement impossible à mettre en œuvre, vu le nombre de solutions possibles. Voici
un exemple illustrant cela : soit une usine avec 20 machines fabriquant 20 pièces différentes.
Chaque machine peut fabriquer un type de pièce différent. Le temps de fabrication de chaque
pièce sur chaque machine est différent et connu. Le problème d’optimisation est : comment
associer machines et pièces de manière à minimiser le temps de fabrication ? Sans prendre en
compte de considérations techniques qui permettraient de simplifier le problème et en regardant
uniquement l’aspect statistique, il y a 20 ! comparaisons possibles. Si chaque comparaison prend
1µs à l’ordinateur, il faudra 77 147 ans pour trouver la comparaison optimale ! D’où l’intérêt
d’avoir une méthode.
La programmation linéaire débute à la fin des années 1930, alors que des méthodes efficaces pour
résoudre des problèmes de production et de gestion de transports par programmation linéaires
commencent à être disponibles. Pendant la seconde guerre mondiale, la recherche opérationnelle
fait ses débuts pour des applications militaires. En 1947, Dantzig [1963] développe une nouvelle
méthode pour résoudre les problèmes linéaires, la célèbre méthode du simplexe.
Partant d’une solution de base réalisable, l’algorithme du simplexe effectue un parcours de solu-
tion de base en solution de base, qui peut être visualisé comme un cheminement sur la frontière
du polyèdre des contraintes. C’est une technique élégante et efficace, mais elle a l’inconvénient
d’avoir un nombre d’itérations qui augmente, en théorie, exponentiellement avec le nombre de
variables du problème. C’est pourquoi on a ensuite recherché une méthode moins longue, le
nombre d’itérations donnant la solution étant une fonction polynomiale du nombre de variables.
En 1955, Frisch [1955] invente une méthode point intérieur pour résoudre un problème non
linéaire et marque ainsi le début de la programmation point intérieur. En 1984, Karmarkar
[1984] découvre une méthode de point intérieur de complexité polynomiale plus efficace. Cet
algorithme est capable de résoudre des problèmes pratiques de planning ou d’organisation plus
efficacement qu’avec la méthode du simplexe.
L’algorithme de Karmarkar est fondamentalement différent de l’algorithme du simplexe. Contrai-
rement au simplexe qui va de sommet en sommet vers la solution optimale, cette méthode part
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de l’intérieur du domaine réalisable et se dirige vers la solution. Le simplexe s’arrête quand la
meilleure solution est déterminée alors que l’algorithme de Karmarkar s’arrête quand une solu-
tion ayant une fonctionnelle inférieure ou égale à une fraction prédéterminée de l’estimation est
déterminée.
En 1994, Nesterov et Nemirovski [1984] publient leur étude sur les méthodes de point intérieur
appliquées à la programmation convexe. Depuis l’article de Karmarkar, des milliers d’article
portant sur les méthodes de type point intérieur ont été publiés par la communauté scientifique.
Les méthodes points intérieurs sont appliquées à des problèmes comportant des matrices de
grandes tailles mais creuses, contenant de nombreux termes nuls. Cette approche est toujours
en développement.
Nous décrivons le principe de résolution employé par les deux codes commerciaux utilisés dans
cette thèse. XA est un code commercial d’optimisation linéaire utilisant la méthode d’opti-
misation linéaire point intérieur (contraintes linéaires) et MOSEK est un code d’optimisation
conique point intérieur (contraintes coniques). Pour terminer, on décrit quelques équations du
code matlab développé au CORE par F. Pastor dans le cadre de sa thèse. Ce code d’opti-
misation convexe point intérieur a été spécialement conçu pour les problèmes d’analyse limite
et permet d’optimiser des matrices que XA et MOSEK ne peuvent pas résoudre (contraintes
convexes).
3.2 Optimisation linéaire point-intérieur (code XA)
3.2.1 Dualité
En programmation linéaire, la fonction objective et les équations des contraintes sont linéaires.
Il s’agit de résoudre le problème de programmation linéaire sous la forme standard :

Min cTx
avec Ax = b
et x " 0
(3.1)
où A ∈ Rm×n, x ∈ Rn. De plus, on suppose que A est de plein rang, c’est à dire que toute les
contraintes (les lignes) sont linéairement indépendantes, il n’y a pas de contraintes redondantes.
La théorie de la programmation linéaire nous apprend qu’il est possible d’associer à tout pro-
gramme linéaire un programme, nommé programme dual (D) par opposition au programme
primal (P) . Lorsque le primal cherche à minimiser sa fonction objectif, le dual est un problème






avec Ax = b





avec AT y + s = c
et s " 0
(3.2)
avec A ∈ Rm×n, c, x, s ∈ Rn, b, y ∈ Rm
Le couple primal-dual présente quelques propriétés qu’il faut noter :
– Pour tout vecteur (x, y, s) vérifiant les contraintes du couple (P) & (D), on parle de solution
admissible mais pas forcément optimale et on a cTx " bT y. Toute solution admissible du dual
(respectivement primal) fournit une borne inférieure (respectivement supérieure) à l’objectif
du problème primal (respectivement dual).
– Si l’un des deux problèmes est non borné (de valeur optimale infinie), l’autre est impossible à
résoudre.
– Les problèmes (P) & (D) ont les mêmes valeurs optimales : cTx = bT y
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– La quantité cTx − bT y, toujours positive, est appelée saut de dualité. Il est défini comme la
différence entre la valeur objective primale et la valeur duale correspondante. Pour tout point
admissible, le saut de dualité est nul si et seulement si la solution est optimale.
– Pour toute solution optimale (x, y, s), on a xisi = 0 ∀i : au plus l’une des deux variables xi et
si est nulle. (th. des écarts complémentaires).
Les méthodes point intérieur de type barrière les plus efficaces résolvent en même temps le
problème (P) et le problème (D). Le nom de méthode « point intérieur » vient du fait que les
points générés par l’algorithme restent à l’intérieur du domaine réalisable, contrairement à la
méthode du simplexe qui parcourt la frontière du domaine réalisable. Les méthodes points inté-
rieurs consistent à suivre de plus ou moins près un chemin, paramétré par un nombre strictement
positif, situé à l’intérieur du domaine admissible.
3.2.2 Méthode de point intérieur de type barrière
La résolution du problème linéaire est faite en utilisant la méthode de Newton, permettant de
résoudre des systèmes à n équations non-linéaires à n inconnues. Au cours des itérations, il
peut arriver que le point courant devienne très proche de la frontière du domaine des solutions
admissibles ou qu’il ne soit pas réalisable (la solution courante ne vérifie pas x " 0 et s " 0).
La méthode de résolution de Newton devient alors inefficace : la stratégie est de modifier la
direction de recherche du nouveau point de telle manière à ce qu’elle pointe vers l’intérieur du
domaine admissible au lieu de se diriger trop près de la frontière. C’est le rôle des fonctions
barrières. Une fonction barrière F (x) est une fonction telle que limx→0+F (x) = +∞ . C’est une
fonction qui croit de manière très forte quand la variable se rapproche de zéro. Ainsi, quand une
variable se rapproche de la condition la rendant non admissible (x se rapproche de 0), la fonction
barrière tend vers l’infini et le point courant se redirige vers l’intérieur du domaine réalisable.
L’utilisation conjointe de l’algorithme de résolution de Newton et d’une fonction barrière permet
de résoudre efficacement le problème d’optimisation.
Dans le cas de l’algorithme primal-dual intérieur, on définit la fonction barrière :
F (x) = − lnx (3.3)
associée au problème de programmation linéaire.
On modifie les problèmes (P) & (D) en ajoutant un terme barrière à la fonction objectif. Résoudre




Min cTx− τ∑nj=1 lnxj
avec Ax = b




Max bT y + τ
∑n
j=1 ln sj
avec AT y + s = c
et s " 0
(3.4)
τ " 0 est appelé paramètre barrière.
3.2.3 Conditions KKT
Il faut maintenant traiter le problème non-linéaire (Pτ) & (Dτ), appelé problème barrière. La
solution optimale de (P) & (D) n’est pas celle de (Pτ) & (Dτ). Néanmoins, si on résout la série
de problèmes barrières avec τ → 0, la série des solutions optimales du problème barrière (Pτ) &
(Dτ) converge vers la solution optimale des problèmes initiaux (P) & (D). En effet, l’importance
du terme barrière décroît quand τ tend vers zéro.
La méthode barrière consiste donc à résoudre le problème (Pτ) pour des valeurs de τ de plus
en plus petites. Le problème (Pτ) est un problème de programmation non linéaire avec une
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fonction objective à minimiser strictement convexe. Lorsqu’on fait tendre τ vers zéro par valeurs
successives, la série des solutions optimales, x(τ), forme une trajectoire qu’on appelle le chemin
central.
Chaque problème donne lieu à un lagrangien définit par :




lnxj − yT (Ax− b) (3.5)
LD(x, y, s) = b
T y + τ
n∑
j=1
ln sj − xT (AT y + s− c) (3.6)
Les conditions d’optimalité de premier ordre nécessitent d’imposer un gradient du lagrangien
égale au vecteur nul et conduisent aux conditions dites KKT (Karush, Kuhn et Tucker). Ce
sont les conditions nécessaires d’optimalité dans le cadre de l’optimisation non-linéaire sous
contraintes avec objectif différentiable. Ces conditions KKT sont aussi suffisantes car la fonction





AT y + s = c ∀τ " 0
xisi = τ ∀i
x > 0 et s > 0
(3.7)
Pour une valeur de τ > 0 donnée, la solution de ce système KKT, (x(τ), y(τ), s(τ)) est la
solution optimale de (Pτ) & (Dτ). Quand τ tend vers 0, ces trois vecteurs qui suivent le chemin
central tendent vers la solution des problèmes (P) & (D). Tous les points du chemin central
correspondent à une solution réalisable des problèmes (P) & (D).
Les deux premières égalités du système (KKT) traduisent les réalisabilités primale et duale. La





Quand la condition de complémentarité est vérifiée, on parle de solution centrée. En pratique,
la solution centrée n’est pas calculée très précisément. Il suffit d’être dans son voisinage car
la détermination d’un point sur le chemin central demande beaucoup de travail de calcul. La
difficulté est d’approcher le chemin central en gardant la convergence.
3.2.4 Résolution
Les différentes étapes d’un programme de résolution d’un problème linéaire sont les suivantes.
On se place à un point courant donné, tel que x, y, s > 0.
– Si le saut de complémentarité µ est au-dessous d’un valeur prédéfinie et si les faisabilités
primales et duales sont vérifiées, alors le point courant peut être considéré comme la solution
du problème ;
– Choisir une valeur appropriée pour τ , normalement inférieure à la valeur courante, mais ce-
pendant pas trop petite ;
– Calculer une direction de Newton (∆x, ∆y, ∆s) de modification de (x, y, s) pointant vers
(x(τ), y(τ), s(τ)) permettant de calculer le point de l’itération suivante ;
– Calculer un pas α tel que le nouveau point défini par x = x+α∆x, y = y+α∆y, s = s+α∆s
vérifie x, y, s > 0.
– Redéfinir (x, y, z) comme étant (x, y, s) pour l’itération suivante.
La méthode de résolution générale étant posée, regardons ces différentes étapes plus en détails.
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Choix du paramètre barrière τ
Un point (x, y, z) est sur le chemin central si les n produits xisi, i = 1...n ont le même saut
dual. L’algorithme de chemin central suit la direction où τ = σµ décroît, σ est un paramètre
de centrage à choisir. Il faut donc diminuer progressivement la valeur de τ . Pour garantir que
les itérations successives se trouvent dans le voisinage du chemin central, la stratégie la plus
simple est de choisir σ régulièrement de plus en plus faible, d’un facteur (1−σ)τ , 0 < σ < 1 par
exemple.
Le choix de σ est motivé par deux objectifs :
– Améliorer la centralité, c’est à dire la proximité du point courant avec le chemin central ; c’est
exactement le cas si σ=1. On ne cherche pas à se rapprocher de l’optimum.
– Réduire le saut dual, c’est à dire se rapprocher de la solution optimale ; c’est exactement le
cas pour σ=0, la direction (∆x, ∆y, ∆s) est alors une direction de Newton pure. On s’éloigne
du chemin central.
Il y a trois stratégies possibles : à pas long, à pas court et méthode de suivi de chemin à
prédiction-correction.
Méthode de suivi de chemin à pas court : Si σ dépend de la dimension du problème (par exemple
σ = 1/
√
n) et est très proche de 1, on parle de stratégie à pas court. Cette méthode a l’in-
convénient d’être lente, car les valeurs de σ sont proches de 1 pour respecter une complexité
polynomiale, ce qui fait que la taille des pas d’itérations est petite. En théorie, la stratégie à pas
court a de meilleures propriétés de convergence que la stratégie à pas long, mais demande en
pratique un nombre significatif d’itérations supplémentaires.
Méthode de suivi de chemin à pas long : Si σ est constant pour toutes les itérations, σ ∈
[σmin, σmax], on parle de stratégie à pas long (pas le long du chemin central). σ est choisi de
façon heuristique. σmin garantit un recentrage pour ne pas s’écarter du chemin central. σmax
garantit une progression minimale vers la solution à chaque itération. Cette stratégie est un
compromis entre les recherches de centralité et d’optimalité de la solution.
Méthode de suivi de chemin à pas de prédiction-correction : Dans cette stratégie, il y a une
succession de deux sortes d’itérations : une itération réduisant le saut dual, suivie d’une itération
de correction améliorant la centralité de la solution. Pour les itérations de prédiction paires, on
effectue un pas de type σ = 0. Pour les itérations impaires de correction, on effectue un pas de
recentrage de type σ = 1.
Résolution par la méthode de Newton du système (KKT)
Cette étape occupe la majeure partie du temps de calcul d’une itération. On résout le système
(KKT) (3.7) non linéaire avec la méthode de Newton. Pour résoudre un système de n inconnues
à n équations non linéaires f(x) = 0, on démarre le calcul au point vecteur x = x0. Puis par
itérations successives, on calcule :





avec J le jacobien du système d’équations calculé en x. Le jacobien est la matrice des gradients
des équations. La direction de changement de variable ∆x est solution de J(xk)∆x = −f(xk).
Dans notre problème, la direction de changement de variables se présente en trois sous-vecteurs
(∆x, ∆y, ∆s) qui sont solutions du système :
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avec X et S sont des matrices diagonales dont les éléments diagonaux sont les composantes des
vecteurs x et s et ei = 1 ∀i. A partir du point courant (x, y, s), les vecteurs résidus rP et rD de
non-réalisabilité primal et dual sont calculés. Les conditions de complémentarité donnent aussi
lieu à un résidu : τe−XSe.
Dans la méthode de Newton standard, on devrait effectuer l’itération xk+1 = xk+∆x. Comme on
doit veiller à maintenir le caractère positif des variables x, on effectue un pas α dans la direction
de Newton xk+1 = xk + α∆x, avec en général 0 < α < 1. De la direction d’une itération de la
méthode de Newton (∆x, ∆y, ∆s), on utilise ∆x comme direction dans l’espace des x, et (∆y,
∆s) comme direction dans l’espace des y et s. Théoriquement on devrait utiliser le même pas α
dans les deux espaces. En pratique on ne le fait pas. On choisit un pas propre à chaque espace,
pas qui maintiendra x > 0 et s > 0.
Calcul du pas α
Une fois la direction (∆x, ∆y, ∆s) calculée, on calcule les pas maximum effectués respectivement
dans l’espace primal et dans l’espace dual :
αP = 0.995 min[−xj/∆xj |∆xj < 0] et αD = 0.995 min[−sj/∆sj |∆sj < 0] (3.11)
Remarquons que les composantes de y étant non contraintes en signe, y n’intervient pas dans la
détermination du pas.
L’itération de la méthode de Newton que l’on effectue est alors :

xk+1 = xk + αP∆x
yk+1 = yk + αD∆y
sk+1 = sk + αD∆s
(3.12)
On devrait en principe poursuivre les itérations de la méthode de Newton, c’est à dire recalculer
une nouvelle direction (∆x, ∆y, ∆s) et un pas (αP , αD) dans cette direction, jusqu’à ce que
le système KKT soit résolu, nous donnant ainsi un point (x(τ), y(τ), s(τ)) point appelé centre
analytique sur la trajectoire centrale. On choisirait alors une nouvelle valeur de τ positive mais
plus petite, on poserait un nouveau système d’équation KKT que l’on résoudrait à nouveau par
la méthode de Newton, obtenant ainsi un nouveau point sur la trajectoire centrale et ainsi de
suite.
3.3 Optimisation conique point-intérieur (code MOSEK)
Les contraintes auparavant linéaires sont maintenant coniques. La résolution d’un tel problème
est plus complexe qu’un problème à contraintes linéaires. Dans cette section, il ne s’agit pas
d’expliquer en détails la démarche de résolution d’un tel problème, mais d’en indiquer les grandes
lignes et de montrer du doigt les outils mathématiques nécessaires. Pour plus de détails, consulter
la référence Strodiot [2002].
Un des grands attraits des méthodes de point intérieur est qu’elles s’appliquent également à
la programmation non-linéaire. Ainsi, le travail de Nesterov et Nemirovski [1984] a fourni les
bases théoriques nécessaires au développement de méthodes point intérieur polynomiales pour
la programmation convexe, un cas particulier de la programmation non linéaire possédant de
nombreuses applications.
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3.3.1 Définition du problème
Les problèmes linéaires forment un sous-ensemble de l’ensemble des problèmes plus généraux,
les problèmes à contraintes non linéaires. Une manière d’étendre la méthode précédente est
d’ajouter la condition xt ∈ C, avec xt est un ensemble de variables et C un espace conique
convexe ou cône convexe, c’est-à-dire que :
x ∈ C ⇒ αx ∈ C pour tout α " 0 (3.13)
Avec cette condition supplémentaire, le problème à résoudre est un problème d’optimisation
conique. L’optimisation conique est un sous-ensemble des problèmes convexes non linéaires et
une généralisation de l’optimisation linéaire.
Le problème à résoudre est donc un problème d’optimisation conique s’écrivant :

Min cTx
avec Ax = b
et x ∈ C
(3.14)
avec A ∈ Rn×m, c, x, s ∈ Rn, b, y ∈ Rm
Dans cette section, nous nous limitons à la méthode de résolution de ces problèmes utilisée par
le code commercial MOSEK. Ce code d’optimisation conique résout les problèmes ayant des









Ces cônes sont appelés cônes de Lorentz. Ce nom vient du fait que ce cône était utilisé avec n = 3,
la quatrième dimension étant le temps, en théorie de la relativité. Avec ce cône, le problème
d’optimisation conique correspondant est appelé second-order conic programming problem ou
SOCP.
3.3.2 Vers la résolution
Comme en optimisation point intérieur à contraintes linéaires, on résout simultanément les





avec Ax = b





avec A⋆y + s = c
et y ∈ C
(3.16)
avec A⋆ l’adjoint de A. La solution de ces problèmes est la même que celle des problèmes faisant




Min cTx+ τF (x)
avec Ax = b




Max bT y − τF (s)
avec AT y + s = c
et y ∈ C
(3.17)
avec F la fonction barrière définie par :
F (x) = − ln(detX) (3.18)
Cette fonction est la plus simple permettant d’obtenir un algorithme de complexité polynomiale.
Son rôle est le même qu’en optimisation sous contraintes linéaires. Comme en programmation
linéaire, il faut déterminer le chemin primal-dual associés aux problèmes (PC) & (DC) pour
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obtenir une solution de ces problèmes. Soit l’itération courante (τ , x, s) telle que τ > 0 et (x,
s) un point primal-dual strictement faisable correspondant au point (x(τ), s(τ)) sur le chemin
central. La question est comment mettre à jour ce point pour obtenir la nouvelle valeur (τ+,
x+, s+) ayant les mêmes propriétés et une valeur plus faible du paramètre barrière τ+ < τ .
(x(τ), s(τ)) est l’unique solution du système :

Max bT y, A⋆y + s = c
x, s ∈ C
Gτ (x, s) := s+ τg(x) = 0
(3.19)
avec g(x) le gradient de la fonction barrière F en x. La valeur de y est connue dès que z est
déterminé car A est surjective. La dernière équation de ce système n’est pas linéaire : il faut la
linéariser autour du point (x, s). On obtient alors :
Gτ (x, s) +
∂Gτ (x, s)
∂x
(x+ − x) + ∂Gτ (x, s)
∂s
(s+ − s) = 0 (3.20)
avec les corrections ∆x = x+ − x et ∆s = s+ − s calculées de telle manière à ce que x+ et s+
satisfassent les deux premières équations du système précédent (3.19).
3.3.3 Programmation semi-définie
On remarque que si on écrit la condition Gτ (x, s) = 0 sous une autre forme, par exemple sous
la forme x + τg(s) = 0, la dernière équation de (3.19) change et les corrections ∆x et ∆s sont
différentes donnant lieu à un autre algorithme. En programmation semi-définie, il existe d’autres
formulations équivalentes à Gτ (x, s) = 0 permettant de concevoir des algorithmes très efficaces.
Un problème de programmation semi-défini est un problème d’optimisation conique où C est
l’ensemble Sn+ de toutes les matrices positives symétriques définies semi-positives. En utilisant
la programmation semi-définie, les problèmes sont redéfinis. On montre que Gτ (x, s) = 0 est
équivalent à XS = τI. En utilisant la programmation semi-définie, on montre que le chemin
central associé à (PC) & (DC) est défini, pour tout τ , par le système :

trAiX = bi, i = 1, ...,m
X, S ∈ Sn+∑m
i=1 yiAi + S = C
XS = τI
(3.21)
Comme en programmation linéaire, τ = σµ avec σ ∈ [0, 1] et µ = trXS/n le saut dual. Les
corrections (∆X, ∆y, ∆S) sont alors les solutions du système linéaire :

trAi∆X = 0, i = 1, ...,m∑m
i=1 ∆yiAi + ∆S = 0
∆XS +X∆S = στI −XS
(3.22)
Une fois les corrections calculées, la nouvelle itération sera :
X+ = X + ∆X y+ = y + ∆y S+ = S + ∆S (3.23)
Les hypothèses de la programmation semi-définie impose d’avoir des matrices X+ et S+ symé-
triques. Pour cela, il est important que les corrections correspondantes soient symétriques. ∆X
est symétrique (seconde équation de (3.22)), mais pas ∆S car la matrice XS peut être non
symétrique (troisième équation de (3.22) : un produit de matrice symétrique ne donne pas né-
cessairement une matrice symétrique). Un moyen de s’affranchir de cet inconvénient est d’écrire
l’équation XS = τI sous une autre forme, de manière à ce que la linéarisation donne une matrice
∆X symétrique.
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3.3.4 Direction NT
Dans la littérature, plusieurs linéarisations sont proposées. La plus importante, donnée par Y.





PMP−1 + P−1MTP T
]
(3.24)
pour une matrice P définie non singulière. Alors on aboutit au système

trAi∆X = 0, i = 1, ...,m∑m
i=1 ∆yiAi + ∆S = 0
Hp(∆XS +X∆S) = στI −Hp(XS)
(3.25)
Suivant la valeur de la matrice P , il y a différentes méthodes pour rendre ∆X symétrique et
donc différentes directions , dont les principales sont listées ci-dessous. Il existe de nombreuses
autres (plus de 20 sont connues). La direction NT conduit à un algorithme très efficace.
– P = I, direction AHO (Alizadeh, Haeberly, Overton)
– P = X−1/2 ou P = S1/2, direction primale ou duale HKM (Helmberg, Kojima, Monteiro)
– P = W−1/2 avec W = X1/2(X1/2SX1/2)−1/2X1/2), direction NT (Nesterov-Todd [1999]). W
est appelée matrice d’échelle.
La direction NT est celle utilisée par le code d’optimisation MOSEK utilisé dans cette thèse.
Dans la suite de l’algorithme de résolution, on utilise un algorithme de prédiction-correction.
3.4 Optimisation convexe point intérieur (code matlab)
La matière de cette section est tirée de F. Pastor et Loute [2005]. Ce code écrit par F. Pastor
et le professeur E. Loute du CORE (Centre of Operation Research and Econometrics, Louvain
la Neuve, Belgique) permet de résoudre un problème d’optimisation à contraintes convexes
générales, comme le critère de Gurson qui contient un terme cosh. XA et MOSEK ne peuvent
en effet pas résoudre de tels problèmes, exigeant des contraintes linéaires pour l’un et coniques
pour l’autre. Le but de cette section est d’introduire certaines notations, équations et paramètres
dont on parlera dans la dernière partie.
La forme générale d’un problème d’optimisation à contraintes convexes est :

Min cTx
avec Ax = b
et g(x) + s = 0
(3.26)
avec c, x ∈ Rn, b ∈ Rm, A ∈ Rm×n est une matrice de plein rang contenant les coefficients
des contraintes linéaires. g = (g1, . . . , gp) est un vecteur contenant les valeurs des contraintes
convexes gi, et s ∈ Rp+ est un vecteur des variables faibles associées à ces contraintes convexes.
Comme on l’a déjà vu, la méthode point intérieur primal-dual consiste à résoudre au lieu du
problème initial le problème suivant paramétré par le paramère barrière τ > 0 :

Min cTx− τ∑pi=1 ln(si)
avec Ax = b
et g(x) + s = 0
(3.27)
La condition des écarts complémentaires nous apprend que si une contrainte gi(x) est non active
(gi(x) ! 0) alors la variable duale yi correspondante est nulle. Si yi > 0 alors la contrainte
associée est nulle (contrainte active).
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Ax− b = 0,
g(x) + s = 0,
Y Se = τe,
(3.28)
avec w ∈ Rm, y ∈ Rp et Y , S sont les matrices diagonales associées à y ets respectivement. τ > 0
et s > 0 impliquent y > 0. En d’autres termes, w est le vecteur des variables duales associées aux
contraintes linéaires ; y le vecteur des variables duales associées aux contraintes non linéaires ; c
est le second membre des contraintes convexes ; A est la matrice des coefficients des contraintes
linéaires.
On résout la série de ces problèmes avec τ tendant vers 0 de manière à obtenir la solution de (3.26)
avec une bonne approximation. En fait, quand τ tend vers 0, les équations (3.28) deviennent
proche des conditions KKT du problème original. Dans ce but, on introduit le vecteur F suivant :
F : Rn × Rm × Rp+∗ × Rp+∗ → Rn × Rm × Rp × Rp






















Les conditions KKT pour (3.27) peuvent s’exprimer comme F (x,w, y, s) = 0, ce qui peut se
résoudre avec la méthode de Newton. La direction ∆z = (∆x,∆w,∆y,∆s) est calculée en
résolvant l’équation en ∆z :
∂F
∂z
∆z + F = 0. (3.29)








A 0 0 0
∂g
∂x 0 0 I
























. On peut prouver (cf. F. Pastor [2001]) que ce système admet une unique
solution. Pour démarrer cet algorithme, un point initial (x,w, y, s) est nécessaire, à l’intérieur de
l’orthant positif pour le signe des variables s et y i.e. un point (x0, w0, y0, s0) avec y0 et s0 > 0.





Y S−1 ∂g∂x et r = Fp2 − Y −1Fc. Après quelques manipulations de
matrice, on aboutit à : 









Il est facile de résoudre (3.31) si la matrice H est définie positive. Ce n’est malheureusement
pas toujours le cas (critère de Mises). Une méthode réputée assez efficace pour surmonter cette
difficulté est de conserver le système (3.31) en l’état et d’utiliser une factorisation LU, comme
si c’était un système asymétrique général. Le solveur standard LU utilisé par le programme
matlab s’appelle umfpack.
Il existe de nombreuses méthodes pour obtenir la décroissance de τ en résolvant (3.30) et (3.31).
L’une des méthodes les plus efficaces est l’algorithme de prédiction-correction de Mehrotra, utilisé
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dans le programme matlab. Cet algorithme remplace dans (3.28) τ par στ , avec σ le paramètre
de centrage et est constitué des deux étapes précédemment décrite (σ = 0 pas de prédiction et
σ $= 0 pas de correction). Finalement, on obtient une nouvelle direction ∆z = (∆x,∆w,∆y,∆s)
et le nouveau point courant peut être calculé :
xk+1 = xk + γαs∆x (3.32)
wk+1 = wk + γαy∆w
yk+1 = yk + γαy∆y
sk+1 = sk + γαs∆s
avec γ, αs et αy choisis de manière à avoir y,s >0 et néanmoins avoir γαs et γαy aussi proche de 0
que possible. Cet algorithme continue tant que les valeurs de Fp, Fd1, Fd2 et Fc sont suffisamment
proches de 0. La nouvelle valeur de τ dans l’itération est posée égale à yT s/p.
Cet algorithme conçu pour les problèmes d’analyse limite a déjà fait ses preuves en résolvant
le problème statique d’un matériau de Mises et d’un matériau de Gurson (F. Pastor et Loute
[2005]). Il s’avère assez robuste et précis. Il permet de résoudre des problèmes que les codes
commerciaux ne peuvent pas résoudre.
3.5 Conclusion
Nous avons exposé succinctement le principe de fonctionnement des deux codes commerciaux
utilisés dans cette thèse, XA et MOSEK, pour résoudre nos problèmes d’analyse limite. L’op-
timisation point intérieur est une science actuellement en plein développement. Dans ce cadre,
F. Pastor et E. Loute ont récemment développé un code d’optimisation point intérieur sous
matlab pour un problème à contraintes convexes non linéaires comme le critère de Gurson.
En effet, un tel problème d’optimisation ne peut pas se résoudre avec XA qui nécessite des
contraintes linéaires et MOSEK qui résout des problèmes à contraintes coniques. Afin d’utiliser





Méthode de linéarisation de Ben-Tal
et Nemirovski
Le but de ce chapitre est de décrire la technique employée pour obtenir une expression linéaire du
critère de Mises et de la puissance dissipée dans les différents cas de chargement. Ces expressions
sont en effet quadratiques et ne peuvent pas être employées en l’état avec le code d’optimisation
XA, exigeant des contraintes linéaires.
Cette technique de linéarisation a été appliquée pour la première fois à un problème d’analyse
limite par Loute et al. [2002]. Nous l’avons préférée aux méthodes de linéarisation par variables
séparables (en statique) et par plans tangents (en cinématique) utilisées dans les travaux an-
térieurs de l’équipe sur le sujet (Francescato [1994], Thai [1997]). En effet, les comparaisons
des résultats obtenus par les différentes techniques de linéarisation (Loute et al. [2002], Trillat
[2002]) montrent que cette technique est plus efficace (en précision et en temps de résolution)
que les méthodes de linéarisation précédemment employées.
Les performances sans cesse grandissantes des outils informatiques autorisent maintenant l’em-
ploi de cette méthode très efficace mais très gourmande en mémoire RAM, les problèmes étant
de très grande taille (plusieurs centaine de milliers jusqu’à plusieurs millions de variables non
nulles).
4.1 Idée
L’idée clé introduite par Ben-Tal et Nemirovski [a] est de considérer la projection d’un polyèdre
appartenant à un espace de dimension supérieure au cône. Un polyèdre régulier circonscrit à un
cône de dimension a un nombre de facettes qui augmente exponentiellement avec la dimension
du cône. Pour définir ce polyèdre, il faut donc un nombre d’inégalités augmentant exponentiel-
lement. La solution est de décomposer le cône en cônes plus petits. Chacun de ces cônes peut
être approché suffisamment par un polyèdre. Ainsi le cône de dimension (n+ 1) est décomposé
en (n− 1) cônes à 3 dimensions en ajoutant (n− 2) variables.
4.2 Construction du polyèdre
Soit k ≥ 2 un entier. Soit l’ensemble définit par les équations suivantes :







βi+1 ≥ βi cos π2i − αi sin π2i
−βi+1 ≤ βi cos π2i − αi sin π2i








4.2. Construction du polyèdre Linéarisation BTN
Cet ensemble défini par k+1 égalités, 2k inégalités et 2k variables est un polyèdre. Le théorème
qui suit permet d’en déterminer la structure : La projection d’un ensemble sur le sous-espace de
ses deux variables (α0, β0) est égal à un polyèdre régulier à 2k cotés. Démontrons ce théorème.
Pour fixer les idées, détaillons le cas k = 3. La démonstration se généralise facilement.




















avec νi+1 ≥ 0 une variable permettant de supprimer l’inégalité.
Soit i = k − 1. Soit Pi l’ensemble de points dont les coordonnées sont (αi, βi). Soit le repère
(αk−1, βk−1) tournant et le repère (αk, βk) fixe. La quatrième égalité de (4.1) est une équation
de droite dans le plan (αk, βk) et définit le lieu des (αk, βk). L’ensemble de points Pk appartient
à la droite (AB). Les inégalités de (4.1) peuvent s’écrire :
−βk ≤ βi cos pi
2k−1
− αi sin pi
2k−1
≤ βk (4.3)
D’où βk ≥ 0 pour k > 0. L’ensemble de points Pk se restreint maintenant à la demi-droite [AB)
.
Fig. 4.1: Etape 1 de la linéarisation BTN.
D’après les trois premières équations de (4.1), le point image de (αk−1, βk−1) appartient au
segment de coordonnées (αk, βk) et (αk, −βk). Quand νk est nul, le point image est en (αk,
βk). Puis νk peut augmenter jusqu’à ce que le point image soit en (αk, −βk). L’union de tous
les segments dont les extrémités ont pour coordonnées (αk, βk) et (αk, −βk) pour tous les Pk
donne la région délimitée par les demi-droites [AB) et [AB’) (voir figure 4.1).
Ceci est équivalent à dire que le point (αk−1, βk−1) appartient à l’image de cet ensemble par la



















En prenant l’image de l’ensemble Pk par la rotation d’angle pi/2
k−1 , on trouve que l’ensemble de
points Pk−1 doit appartenir à la région délimitée par les demi-droites [BA) et [BC) (figure 4.2).
On peut ensuite itérer cette procédure pour les ensembles de points Pk−2, Pk−3, . . . (figures 4.3
et 4.4). En effet, en utilisant le même raisonnement, on peut déduire l’ensemble de point Pi−1
connaissant l’ensemble de point Pi par la procédure :
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Fig. 4.2: Etape 2 de la linéarisation BTN. Ensemble P2 pour k = 3.
1. Restriction des points à ceux ayant une coordonnée βi+1 ≥ 0
2. Considérer l’union des segments de coordonnées (αi+1, βi+1) et (αi+1, −βi+1) où le point
image appartient à l’ensemble restreint précédent, i.e. ajouter pour chaque point (αi+1,
βi+1) l’ensemble de points (αi+1, x) pour tout x compris entre −βi+1 et βi+1.
3. Rotation de cette union autour de l’origine dans le sens trigonométrique d’un angle de
pi/2i pour trouver l’ensemble des points Pi.
Dans le cas de k = 3, Pk = P3 = [AB) :
Pk−1 = P2 = [BA)
⋃
[BC) ;
Pk−2 = P1 = [ABCDE] ;
Pk−3 = P0 =polyèdre ABCDED′C ′B′A.
Fig. 4.3: Etape 3 de la linéarisation BTN. ensemble P1 pour k = 3.
Pour un élément ou un sommet, chaque cône introduit, avec 2k le nombre de côtés du polyèdre :
– 2k inégalités
– 2k + 1 inconnues
– k + 1 égalités







4.3. Conclusion Linéarisation BTN
Fig. 4.4: Etape 4 de la linéarisation BTN. ensemble P0 pour k = 3.
On a une égalité et deux inégalités initiales, puis (k − 1) égalités et 2(k − 1) inégalités, soit 2k
inégalités et k égalités avec l’égalité finale en r. Les inconnues sont les αi et βi avec i = 1 à k et
r. Dans la suite de la thèse, on notera q au lieu de k le nombre de plans linéarisants afin de ne
pas confondre avec la cohésion, notée k.
4.3 Conclusion
Cette méthode de linéarisation repose sur la décomposition d’un cône en un nombre de cônes de
dimension inférieure. Cela permet de traiter efficacement la linéarisation du critère de Mises et
de la puissance correspondante dans le cas le plus général. Cependant, pour que l’approximation
faite sur le critère lors de la linéarisation devienne négligeable, il faut que le nombre de plans
tangents approchant le critère soit au moins de 28 soit 256. Ainsi, le nombre de contraintes et
de variables supplémentaires apportée par cette linéarisation est assez considérable. L’emploi de
cette méthode est donc limité à des problèmes d’optimisation comportant un nombre restreint
d’éléments comme c’est le cas pour les problèmes plans.
En effet, dans le cas 3D, il apparaît clairement que cette méthode ne peut pas être employée
pour obtenir un résultat très précis : le nombre d’élément est 20 fois plus important que dans
le cas plan. Avec la mémoire vive dont nous disposons, XA ne peut pas résoudre un problème
d’optimisation de si grande taille. C’est pourquoi nous utilisons le code d’optimisation conique
MOSEK. Avec ce code, également de type point intérieur, le nombre de contraintes et de variables
supplémentaires est raisonnable et des problèmes à grands nombres d’éléments peuvent être
traités.
Nous avons exposé les différents outils nécessaires à l’écriture et à la résolution d’un problème.
Dans le chapitre suivant, nous détaillons la mise en œuvre des approches statique et cinématique.
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Chapitre 5
Mise en œuvre des méthodes
numériques dans le cas d’un maillage
plan
La mise en œuvre de l’analyse limite est réalisée par un programme statique et un programme
cinématique en fortran pour chaque cas d’étude, basé sur un VER maillé en éléments finis.
L’étude dans le plan pour les matériaux à cavités cylindriques et le cas axisymétrique pour un
matériau à cavités sphériques nécessite seulement un VER plan constitué de triangles. Le cas
3D est quant à lui traité avec un maillage tridimensionnel constitué de tétraèdres à base trian-
gulaire. Après avoir donné la structure générale d’un programme et défini quelques paramètres
du maillage, ce chapitre détaille la structure d’un programme statique et d’un programme ciné-
matique dans le cas d’un VER plan à élément triangulaires, pour un chargement en déformation
plane généralisée. Le cas 3D est traité dans la partie correspondante.
5.1 Structure générale d’un programme
Chaque programme fortran est constitué des éléments modélisant les éléments suivants :
Maillage. Le code fortran permet de générer un maillage continu ou discontinu, plan ou 3D
selon l’étude. Dans un maillage continu, les noeuds sont communs à plusieurs triangles.
Dans un maillage discontinu, chaque élément est caractérisé par trois noeuds qui lui sont
propres. Ceci est illustré par la figure 5.1.
Equations. On écrit en fortran les équations de l’analyse limite rendant le champ solution
admissible. Si la résolution est effectué sous XA (optimiseur linéaire), on écrit la linéari-
sation du critère de Mises. Si MOSEK est utilisé, il faut détailler les variables nécessaires
à l’optimisation conique.
Génération du ﬁchier à optimiser. L’écriture du fichier contenant les données nécessaires à
l’optimisation diffère selon l’optimiseur. Néanmoins, ce fichier contient toujours la matrice
des contraintes, le type des lignes (=, ", ! ou non astreinte) et des colonnes (" 0 ou non).
Subroutines. On fait appel à des sous-programmes pour remplir de façon optimale la matrice
des contraintes ou pour calculer les coefficients d’interpolation.
Le maillage généré est soit plan, soit tridimensionnel. Le code permettant de générer le maillage
plan existant déjà, il n’a pas été nécessaire de l’écrire. Par contre la génération du maillage
tridimensionnel, originale, est détaillée en annexe A. On donne ici quelques définitions utilisées
tout au long de cette thèse.
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Fig. 5.1: Maillage continu (à gauche) et discontinu (à droite).
5.2 Définitions de quelques paramètres du maillage plan
Dans le cas d’un matériau à cavités cylindriques, le VER est un cylindre creux et l’étude se
ramène dans un plan normal du cylindre. Par la suite, nous donnons la structure des programmes
statiques et cinématiques dans le cas de la déformation plane généralisée avec la linéarisation
BTN du critère et dans le cas d’un chargement en déformation moyenne homogène imposé au
bord. La figure 5.2 montre le maillage à 672 éléments utilisé alors. Les autres cas de chargement
(contrainte plane, déformation plane) sont des cas plus simples, c’est pourquoi la structure de
leurs programmes n’est pas détaillée. La linéarisation du critère général traité dans le plan (3D
plan) est détaillée dans le chapitre correspondant.
Fig. 5.2: Exemple de Volume Elémentaire Représentatif pour un matériau à cavités cylindriques.
Maillage à 672 éléments - f=16%.
Les paramètres suivants relatifs au maillage sont définis ici. Le nombre entre parenthèses indique
la valeur pour le maillage de la figure 5.2 :
– nt : nombre d’éléments ou de triangles (672) ;
– ndisc : nombre de segments de discontinuités (982) ;
– nlim : nombre de côtés sur le bord de la cavité (12) ;
– nsym : nombre de côtés sur les bords à symétrie (14).
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5.3 Structure générale d’un programme statique dans le cas
plan
5.3.1 Variables
Le maillage est discontinu et on linéarise le critère par la méthode BTN décrite dans le chapitre
précédent. La structure générale du problème est la suivante :
[A]{x} = {b} (5.1)
avec A la matrice des contraintes, {x} le vecteur des inconnues et {b} le second membre dont
les termes sont des constantes. Le vecteur {x} est constitué des variables microscopiques du
problème (σx, σy, σz, σxy) en chaque sommet auxquelles il faut ajouter les (4q + 1) inconnues
supplémentaires par sommet pour la linéarisation du critère de Mises dans ce cas de chargement :
















Rappelons que q est un paramètre intervenant dans la linéarisation du critère de Mises (pris
en général égal à 8 pour avoir une linéarisation du critère suffisante, par 256 plans tangents).
Le nombre total de variable est donc de 4 + (4q + 1) = 37 pour chaque sommet, soit au total
[4 + (4q + 1)]× 3nt = 74 592.
5.3.2 Contraintes
Déﬁnitions
Les contraintes macroscopiques Σx, Σy, Σz, Σxy sont définies comme on l’a vu en homogénéisa-
tion comme la moyenne des contraintes microscopiques. Les paramètres de chargement Σh, Σdp,
Σdpg sont définis en fonction des contraintes précédentes. Le nombre de contraintes apportées
par ces définitions est de 7.
Equations d’équilibre (Première condition SA)
Cette condition dit que les équations d’équilibre σij,j + γi = 0 doivent être vérifiées. En coor-













Ecrire ces équations nécessite de faire appel à une subroutine donnant les coefficients di, ei, fi
de la matrice d’interpolation [N ].
Soit un triangle défini par ses sommets de coordonnées (x1, y1), (x2, y2), (x3, y3). On peut déter-
miner la valeur des contraintes σij en résolvant le système suivant :

d+ ex1 + fy1 = σij(x1, y1)
d+ ex2 + fy2 = σij(x2, y2)
d+ ex3 + fy3 = σij(x3, y3)
(5.4)
On résout avec la méthode de Cramer afin de trouver la valeur des coefficients intervenant dans
















Le calcul de la surface d’un élément fait également intervenir ces coefficients. Les deux équations
d’équilibre doivent être vérifiées dans chaque élément, soit 2nt = 1344 équations linéaires.
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Continuité (Deuxième condition SA)
Comme le montre la figure 5.3, une ligne de discontinuité est définie par les couples (l1, l2) dans
le triangle (1) et (l3, l4) dans le triangle (2).
Fig. 5.3: Représentation d’une ligne de discontinuité entre deux éléments triangulaires.
Pour un champ de tenseur de contrainte discontinu, la deuxième condition SA impose la conti-
nuité de σijnj au passage d’une ligne de discontinuité de normale nj , ce qui s’écrit :
σ
(1)
ij nj = σ
(2)









qu’on peut encore écrire :
[σn] = 0 et [τnt] = 0 (5.7)
Il faut donc définir [σn], [τnt] pour chaque couple de discontinuités.
Dans le cas plan, les vecteurs normal n et tangent t ont pour coordonnées en fonction de α ,











Le vecteur contrainte Ti est défini par :
Ti = σijnj (5.9)




















σn est défini par :
σn = n
T · Tn =
(
cosα sinα






2 ασx + sin
2 ασy + 2 cosα sinασxy (5.12)
τnt est défini par :
τnt = t
T · Tn =
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soit
τnt = (σy − σx) cosα sinα + σxy
(
cos2 α − sin2 α ) (5.14)
Les équations (5.14) et (5.12) sont celles à écrire en chaque sommet de discontinuité et apportent
ainsi 4ndisc = 3928 équations supplémentaires.
Conditions aux limites (Troisième condition SA)
Les conditions aux limites en contraintes sur la frontière ∂V doivent être vérifiées. On écrit que
le vecteur contrainte Ti = σijnj est nul sur les bords libres :
σn = 0 et τnt = 0 sur les bords libres. (5.15)
De plus, les conditions de symétrie doivent également être vérifiées. Les contraintes tangentielles
τnt sont nulles sur les bords à symétrie :
τnt = 0 sur les bords à symétrie. (5.16)
Le nombre d’équation nécessaire est respectivement de 4nlim = 48 et de 4nsym = 56.
Conditions PA
La condition f(σ) ! 0 doit être imposé en chaque sommet. Pour cela, on linéarise le critère de
Mises en déformation plane généralisée à l’aide de la méthode BTN décrite dans un chapitre
précédent. Le nombre de contraintes nécessaire pour cela est de 3nt× (3q + 2)× 2 pour chaque
noeud. La cohésion est choisie égale à 1 (k = 1) dans toute la thèse. En déformation plane












σx − σy)2 +
(
2τxy
)2 − (2k)2 (5.17)
Cette expression formée par quatre termes quadratiques se linéarise avec deux cônes dont les
expressions sont les suivantes.




















avec u2 " 0 (5.19)
Une telle linéarisation apporte dans notre problème :
nombre de lignes = (3× nt)× 2× (3q + 1) avec q = 8 et nt = 672
= 100800 (5.20)
nombre de colonnes = 3× nt× (4q + 1) avec q = 8 et nt = 672
= 66528 (5.21)
Fonctionnelle
Une ligne supplémentaire est nécessaire pour définir la fonctionnelle à optimiser. En déformation
plane généralisée, il s’agit de Σdp, Σdpg ou Σh.
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5.3.3 Structure de la matrice des contraintes
Pour un maillage à nt = 672 éléments et q = 8, le problème comporte au total 106 184 lignes,
74 599 colonnes et 326 099 termes non nuls. Avec XA sur Power Mac Apple G5 2GHz et 4.5 Go
de RAM 1, le problème d’optimisation est résolu en 45 s et 20 itérations environ. Le temps de
lecture de la matrice de données et de pré-résolution est de 30 s et le temps d’exécution de 15 s.
Dans la suite de cette thèse, le temps indiqué est uniquement le temps de résolution. Ce temps,
en particulier pour les problèmes de grandes tailles, doit être augmenté par le temps de lecture,
de ré-ordonnancement de la matrice et de pré-résolution. Cette première phase peut durer dans
les cas extrêmes plusieurs heures.
Plus spécifiquement, notre problème comporte au total 74 599 variables dont 66 528 sont né-
cessaires (ou 89%) pour la linéarisation du critère. De plus, comme on le voit dans le tableau
suivant récapitulant le nombre de lignes apporté par chaque type de contrainte, la linéarisation
du critère constitue 94% des contraintes du problème.
Déf. Equi. Cont. Cond. lim. Cond. sym. Linéarisation Total
7 1 344 3 928 48 56 100 800 106 183
Nous pouvons représenter schématiquement la structure de la matrice des contraintes par la
figure 5.4.
5.4 Structure générale d’un programme cinématique dans le cas
plan
5.4.1 Variables
En cinématique, le vecteur des variables {x} est constitué des vitesses de déplacement micro-
scopiques (ux, uy) du problème (2 × 3nt = 4032) en chaque sommet auxquelles il faut ajouter
(2q + 1) × 2 = 34 inconnues supplémentaires par élément (ou 22 848 au total) pour la linéari-
sation de la puissance volumique. De plus, 4ndisc variables supplémentaires interviennent pour
définir la puissance apportée par les lignes de discontinuité. La structure de {x} est finalement
la suivante :
{x}T = {u1x, u1y, u2x, u2y, ...u3ntx , u3nty r1, α111,β111,α1q1,β1q1,α112,β111, ..,α1q2, (5.22)






















Le maillage est discontinu et après avoir écrit les équations rendant le champ de vitesse de
déplacement licite, on linéarise la puissance volumique par la méthode BTN.
Déﬁnitions
On définit les paramètres de chargement Eh, Edp, Edpg en fonction des paramètres Ex, Ey, Ez.
1A cause du système 32 bits (Mac OSX 3), seulement 2Go peuvent être utilisés.
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Fig. 5.4: Structure de la matrice des contraintes dans le cas statique plan avec la linéarisation BTN
du critère de Mises.
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Divergence nulle







, vz = Ez (5.23)
rendant le champ u PA est écrite pour chaque élément. Pour cela, on utilise la même méthode
qu’en statique pour calculer les coefficients de la matrice d’interpolation.




L’écriture de cette condition demande une ligne par élément soit nt lignes (672) dans la matrice
[A].
Continuité
Dans le cas du critère de Mises en déformation plane généralisée, la condition PA est équivalente
à [un] = 0. Cette condition s’écrit :
[un] = cosα [ux] + sinα [uy] = 0 (5.25)
L’écriture des cette équation en chaque sommet de discontinuité ajoute 2ndisc lignes supplé-
mentaires (1964).
Puissance dissipée le long des lignes de discontinuité







où Ld est l’ensemble des surfaces de discontinuités et :
Π([u]) = k | [ut] |= k(− sinα [ux] + cosα [uy]) = k (ξ1 + ξ2) (5.27)
[ut] est le saut de vitesse de déplacement tangentielle, α étant l’angle entre l’horizontal Ox et la
normale à une discontinuité, comme représenté sur la figure 5.3.
L’écriture des cette équation en chaque sommet de discontinuité ajoute 2ndisc lignes supplé-
mentaires (1964) et demande 4ndisc variables supplémentaires (3928).
Conditions aux limites
En déformation imposée au bord, on impose sur les noeuds des éléments du bord nlim la
condition ui = Eijxj qui se décline en :
ux = Exx et uy = Eyy (5.28)
puisque Exy = 0, soit 4nlim équations (48). Sur les bords à symétrie de normale n, on impose
la condition un = 0, soit 4nsym équations (56).
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Puissance



































avec u1 " 0 (5.31)
(vxy)






avec u2 " 0 (5.32)
Avec u1, et u2 " 0 et les vitesses de déformations définies en fonction des vitesses de déplace-
ments et des vitesses de déformations macroscopiques. Une telle linéarisation apporte dans notre
problème :
nombre de lignes = nt× 2× (3q + 1) avec q = 8 et nt = 672
= 33600 (5.33)
nombre de colonnes = nt× 2× (2q + 1) avec q = 8 et nt = 672
= 22848 (5.34)
Fonctionnelle
Une ligne supplémentaire est nécessaire pour définir la fonctionnelle :
Σdp = Min
(




où E0dp = 1 ; Ez et Eh libres.
5.4.3 Structure de la matrice des contraintes
Pour un maillage à nt = 672 éléments et q = 8, le problème comporte au total 38 309 lignes, 30
815 colonnes et 142 466 termes non nuls. Avec XA sur Power Mac Apple G5 2GHz , le problème
d’optimisation est résolu en 20 s et 25 itérations environ. Le temps de lecture de la matrice de
données est de 5 s et le temps d’exécution de 15 s.
Plus spécifiquement, notre problème comporte au total 30 808 variables dont 22 848 sont né-
cessaires (ou 74%) pour la linéarisation du critère. De plus, comme on le voit dans le tableau
suivant récapitulant le nombre de lignes apporté par chaque type de contrainte, la linéarisation
du critère constitue 88% des contraintes du problème.
Déf. Div. [un = 0] Cond. lim. Cond. sym. Def. [ut] Linéarisation Total
4 672 1964 48 56 1964 33 600 38 308
Nous pouvons représenter schématiquement la structure de la matrice des contraintes par la
figure 5.5.
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Fig. 5.5: Structure de la matrice des contraintes dans le cas cinématique plan avec la linéarisation
BTN du critère de Mises.
.
5.5 Conclusion
En statique comme en cinématique, nous avons vu que la linéarisation du critère constitue la
part majoritaire de la matrice à optimiser. Néanmoins, l’optimisation est rapide et efficace.
Cette méthode de linéarisation est utilisée tout au long de la partie suivante, pour déterminer
le critère de rupture d’un matériau poreux à cavités cylindriques et dans le cas axisymétrique
pour le cas 3D. Pour un maillage tridimensionnel pur, cette méthode n’est pas efficace car elle
génère un trop grand nombre de contraintes et de variables. Nous verrons cela plus en détail
dans le chapitre en question.
54
Deuxième partie





Contrainte plane - Cavités
cylindriques
6.1 Introduction
Ce chapitre porte sur l’étude d’un matériau à cavités cylindriques étudié dans le cas de la
contrainte plane. Cette étude reprend les résultats publiés par Francescato et al. [2001] et
Francescato et al. [2004] et les complète en utilisant la méthode de linéarisation BTN.
Le VER est un un cylindre creux d’axe Oz (figure 6.1). La contrainte plane dans le plan xOy
est définie d’une manière générale, par un champ de contraintes microscopiques de la forme :
σ =





Cela permet de ramener l’étude dans un plan normal à l’axe du cylindre et la symétrie de
l’anneau ainsi obtenu permet d’étudier un quart de VER seulement (figure 6.1).
Les deux types de conditions aux limites sont étudiées : taux de déformation moyenne imposée
au bord et taux de contrainte moyenne imposée au bord. Après une brève description de la
mise en œuvre de la double approche de l’analyse limite, on compare notre critère numérique
au critère analytique de Gurson.
Fig. 6.1: Volume Elémentaire Représentatif pour un matériau à cavités cylindriques. Maillage à 672
éléments utilisé pour f=16%.
57
6.2. Statique Contrainte plane
6.2 Statique





+ (σx − σy)2 + (2τxy)2 − (2k)2 (6.2)








(Σx − Σy) Σt = Σxy (6.3)
Les vitesses de déformation associées sont :
Eh = (Ex + Ey) Ecp =
1√
3
(Ex − Ey) Et = 2Exy (6.4)

























z − ΣxΣy − ΣxΣz − ΣyΣz + 3Σ2xy + 3Σ2xz + 3Σ2yz (6.5)




















ij la partie déviatrice du tenseur des vitesses de déformation. Du fait de l’isotropie trans-
verse liée au problème, les axes x et y sont les axes principaux des tenseurs E et Σ. Les char-
gements moyens sont donc pris tels que Σt = 0. Ceci est également valable pour les prochains
chapitres portant sur l’étude en déformation plane et en déformation plane généralisée. On op-
timise et on trace Σcp en fonction de Σh. On compare ensuite à la valeur analytique tirée du
critère de Gurson pour les cavités cylindriques :
Σ2cp = 3
(
1 + f2 − 2f cosh (Σh)
)− Σ2h (6.8)
Le champ de contraintes est posé linéaire en x et y dans chaque élément. De plus, des dis-
continuités sont autorisées à l’interface entre deux éléments. Pour que le champ de contraintes
microscopiques solution soit statiquement et plastiquement admissible, les contraintes suivantes
sont imposées :
– En taux de déformation imposée au bord, on définit des valeurs moyennes de Σx et Σy comme
la moyenne des contraintes microscopiques correspondantes.
En taux de contrainte imposée au bord, on impose au bord Σijnj = σijnj .
– Dans chaque élément, les équations de l’équilibre doivent être vérifiées.
– Continuité du vecteur contrainte au passage d’une ligne de discontinuité de normale n : pour
chaque segment de discontinuité, on écrit la continuité du vecteur contrainte Ti = σijnj entre
les deux couples de points en vis-à-vis associés à un segment de discontinuité.
– Conditions aux limites : les vecteurs contraintes Ti = σijnj sont nuls au bord de la cavité.
– Conditions de symétrie : les contraintes tangentielles τnt sont nulles sur les plans de symétrie
x = 0 et y = 0.
– Champ plastiquement admissible : la condition f(σ)≤ 0 doit être vérifiée. Pour cela, le critère
de Mises est linéarisé avec la méthode BTN puis la résolution du problème d’optimisation se
fait avec le code d’optimisation linéaire XA.
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Contrainte plane 6.3. Cinématique
6.3 Cinématique
Pour que le champ de vitesses de déplacement soit cinématiquement et plastiquement admissible,
les équations suivantes doivent être vérifiées :
– Conditions de symétrie : ux = 0 en x = 0 et uy = 0 en y = 0.
– En taux de déformation imposée au bord : uij = Eijxj
En taux de contrainte imposée au bord : Ex et Ey sont définis comme la moyenne des vitesses
de déplacement microscopiques vx et vy. Cette moyenne est calculée en passant par le bord
du VER via le théorème de la divergence. Notons que l’isotropie transverse entraîne bien que
Σxy et Exy sont nulles en même temps (coïncidence des axes principaux).
La puissance dissipée totale P tot s’écrit comme la somme de la puissance volumique P vol et de
la puissance apportée par le frottement entre deux éléments, le long des lignes de discontinuités
P disc.
P tot = P vol + P disc (6.9)
Dautre part, d’après le principe des travaux virtuel, la puissance totale s’exprime aussi en fonc-
tion des paramètres de chargement du problème :
P tot = ΣhEh + ΣcpEcp (6.10)




















Le calcul de la puissance dissipée par les lignes de glissement est détaillé dans le chapitre 2.
Le critère dans le plan de Mohr peut être représenté par une surface convexe, fermée. Par
suite, contrairement au cas de la déformation plane où la condition d’incompressibilité limite
les champs de vitesses de déformation admissibles, dans le cas de la contrainte plane tous les
vecteurs vitesses de déformation sont admissibles. Il n’est pas indispensable d’ajouter des équa-
tions supplémentaires pour « améliorer » la solution, voire éviter les blocages (pas de solution
réalisable) bien connus. Cela permet de simplifier la mise en oeuvre de la méthode cinématique
dans ce cas : on se restreint donc au champ de vitesses de déplacement continu.
Finalement, on optimise :
Σcp = Min
(








Pour un maillage de 672 éléments conduisant à un critère assez précis, en taux de déformation
imposée au bord et avec une linéarisation du critère ou de la puissance, le problème cinématique
comporte 33 679 lignes, 23 908 colonnes et 110 197 termes non nuls. Le problème statique 106
181 lignes, 72 580 colonnes et 308 137 termes non nuls. La résolution est effectuée en moins
d’une minute sur Power Mac G5 2GHz.
Pour un taux de porosité de 16%, la mise en œuvre des méthodes décrites précédemment per-
mettent d’obtenir le critère numérique de la figure 6.2 dont les valeurs numériques correspon-
dantes sont dans la table 6.1. On voit sur cette figure que les critères numériques en déformation
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6.4. Résultats Contrainte plane
Fig. 6.2: Critère pour un matériau à cavités cylindriques - Chargement en contrainte plane - Défor-
mation (E) ou contrainte (S) imposée au bord - Maillage 672 éléments - q=8 - f=16%
Fig. 6.3: Comparaison de notre critère numérique au critère heuristique de Pellegrini en contrainte
plane, tiré de Pellegrini [2002] - f=16, 10, 5, 1%.
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ou en contrainte imposée au bord présentent un point anguleux avec l’axe horizontal Σh/k. Le
critère de Gurson n’est vérifié en aucun cas et présente lui une tangente verticale avec l’axe
horizontal.
Σcp déformation imposée contrainte imposée
Σh stat cine stat cine
0 1.2653 1.2818 0.9539 0.9805
0.2 1.2361 1.2521 0.9303 0.9560
0.4 1.1408 1.1563 0.8527 0.8790
0.6 0.9660 0.9812 0.7104 0.7419
0.8 0.7250 0.7092 0.5093 0.5397
1 0.3687 0.3864 0.2538 0.2780
Σmaxh 1.1643 1.1715 1.1623 1.1575
Tab. 6.1: Valeurs numériques de Σcp pour f=16%.
Afin de trouver une expression analytique permettant de reproduire notre critère numérique en














3k(1− f) exp−af2/3, a=0.501 Ym = k log f , Yeqv =
√
3k(1− f)
Yps est le seuil déviatorique déterminé par Pellegrini. Cette expression reproduit le critère nu-
mérique pour des taux de porosités de 16, 10, 5, 1% comme le montre la figure 6.3.
Le critère de Rousselier [1987], obtenu par une approche thermodynamique, est le seul à prévoir
ce point anguleux. Dans le chapitre suivant (déformation plane), son expression et les valeurs
de ses paramètres pour approcher notre critère sont détaillées.
La figure 6.4 représente l’évolution du champ de vitesses de déplacement pour différents char-
gements Σh, en déformation imposée au bord. On s’aperçoit que dans la zone proche de l’axe
vertical et du centre de la cavité, le champ change d’orientation. D’abord dirigé vers le centre de
la cavité (Σh = 0), le champ s’oriente peu à peu dans le sens opposé (Σcp = 0). En accord avec
ce résultat, la figure 6.5 représentant le champ de vitesses de déformation montre une concen-
tration de la vitesse de déformation dans la zone proche de l’axe vertical et du centre de la
cavité. L’intensité augmente et la zone de cette localisation se précise quand Σh croît, sans être






2 + (vity )
2 − vitx vity + 3(vitxy)2 (6.15)
Par ailleurs, le tracé du champ de contraintes montre que le critère est quasiment saturé en tout
point du VER pour tous les cas de chargement.
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6.4. Résultats Contrainte plane
Fig. 6.4: Evolution du champ de vitesses de déplacement - Déformation imposée au bord - Maillage
672 éléments - q=8 - f=16%
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Contrainte plane 6.4. Résultats
Fig. 6.5: Evolution du champ de vitesses de déformation - Déformation imposée au bord - Maillage
672 éléments - q=8 - f=16%
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6.5. Déformation plane généralisée locale et contrainte plane globale Contrainte plane
6.5 Déformation plane généralisée locale et contrainte plane glo-
bale
Fig. 6.6: Contrainte plane globale et déformation plane généralisée locale - Maillage 672 éléments -
f=16%
La figure 6.6 montre le critère obtenu en contraintes planes globales et en déformation plane
généralisée locale. Ceci est le cas d’une éprouvette taillée dans le matériau homogénéisé. Le
critère de plasticité est celui en déformation plane généralisée et la fonctionnelle est celle en
contrainte plane. On remarque que le point anguleux disparait lorsqu’on est en déformation
plane généralisée localement.
6.6 Conclusion
Grâce à la précision conjointe des deux approches fournies par l’analyse limite et les outils d’op-
timisation, nous avons pu montrer que le critère de Gurson surestime la capacité de résistance
et n’est pas exact quant à sa forme pour un chargement en contrainte plane dans le cas d’un
matériau à cavités cylindriques. En effet, tous les critères de type micro-macro prévoient une
tangente verticale au critère sur l’axe des pressions moyennes, alors que notre approche, rigou-
reuse, démontre l’existence d’un point anguleux. Seul le critère de Rousselier obtenu par une
approche thermodynamique indique cette propriété importante en matière de localisation de la
déformation. Dans le chapitre suivant, l’étude du VER cylindrique est menée en déformation
plane et confirme ce point.
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Chapitre 7
Déformation plane - Cavités
cylindriques
7.1 Introduction
Il s’agit de réaliser la même étude qu’en contrainte plane puis d’effectuer l’analyse du passage
à la limite quand la porosité tend vers zéro pour compléter l’étude faite par Pastor et Ponte-
Castañeda [2002]. L’étude de la déformation plane a d’abord été traitée par Thai [1997].
Nous reprenons ici cette étude en utilisant la linéarisation BTN puis directement MOSEK,
ce qui permet d’utiliser des maillages plus fins et donc de mieux préciser le critère. L’état de
déformation plane est défini par un champ de vitesses de déplacement :
ux = ux(x, y) uy = uy(x, y) uz = 0 (7.1)
d’où un tenseur de vitesse de déformation de la forme :
v =






En déformation plane, le critère de Mises s’écrit :
f(σ) = (σx − σy)2 +
(
2τxy)
2 − (2k)2 (7.3)
Rappelons que la contrainte σz n’est pas nulle. En effet la condition de normalité impose pour





Dans chaque élément triangulaire du maillage du quart d’anneau, on pose un champ de contraintes
microscopiques linéaire en x, y. Le champ de contraintes présente des lignes de discontinuité.
La puissance totale P tot s’écrit en fonction des paramètres de chargement :
P tot = ΣhEh + ΣdpEdp (7.5)
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(Σx − Σy) (7.6)
Eh = (Ex + Ey) Edp =
1√
3
(Ex − Ey) (7.7)




Pour que le champ de contraintes microscopiques solution soit statiquement et plastiquement
admissible, les contraintes suivantes sont imposées :
– En déformation imposée au bord, on définit des valeurs moyennes de Σx et Σy comme la
moyenne des contraintes microscopiques correspondantes.
En contrainte imposée au bord, on définit Σijnj = σijnj qu’on écrit au bord du VER en
utilisant le théorème de la divergence.
– Dans chaque élément, les équations de l’équilibre doivent être vérifiées.
– Continuité du vecteur contrainte au passage d’une ligne de discontinuité de normale n : pour
chaque ligne de discontinuité, on écrit la continuité du vecteur contrainte Ti = σijnj entre les
deux couples de points en vis-à-vis associés à une ligne de discontinuité.
– Conditions aux limites : les vecteurs contraintes Ti = σijnj sont nuls au bord de la cavité.
– Conditions de symétrie : les contraintes tangentielles τnt sont nulles sur les plans de symétrie
x = 0 et y = 0.
– Champ plastiquement admissible : la condition f( σ)≤ 0 doit être vérifiée. Pour cela, si la
résolution du problème utilise XA, le critère de Mises est linéarisé avec la méthode BTN. Si
la résolution utilise MOSEK, le critère n’est pas linéarisé.
7.3 Cinématique
Comme le champ de contraintes microscopiques en statique, le champ de vitesses de déplacement
est posé linéaire en x, y dans chaque élément et est discontinu. Pour que le champ solution soit
cinématiquement et plastiquement admissible, les équations suivantes doivent être vérifiées :
– Condition d’incompressiblité : trv = 0 dans chaque élément.
– Conditions de symétrie : ux = 0 en x = 0 et uy = 0 en y = 0.
– En déformation imposée au bord : uij = Eijxj .
En contrainte imposée au bord : définitions de Ex et Ey comme la moyenne des vitesses de
déplacement microscopiques vx et vy. via le bord extérieur du VER.
– Continuité des vitesses de déplacement normales au passage d’une surface de discontinuité.
La puissance totale P tot est égale à la somme de la puissance volumique P vol et la puissance
dissipée P disc dans les lignes de discontinuités Ld entre les éléments (équation (6.9)). En utilisant
la condition d’incompressibilité vx + vy = 0, la puissance volumique unitaire intervenant dans






Pour utiliser XA, la puissance volumique P vol doit être linéarisée en utilisant la méthode BTN.
L’expression de la puissance apportée par les discontinuités se recherche dans le plan de Mohr
(σn, τnt). P








Déformation plane 7.4. Résultats
avec Ld l’ensemble des lignes de discontinuité du maillage. La puissance apportée par disconti-
nuités est linéaire et vaut :
Π([u]) = k | [ut] |= k (ξ1 + ξ2) (7.11)
On optimise la puissance totale pour obtenir Σdp par :
Σdp =
P tot − Σ0hEh
E0dp
(7.12)




Fig. 7.1: Critère en déformation plane pour un matériau à cavités cylindriques - Déformation et
contrainte imposé au bord - 672 éléments - q=8 - f=16%
Σdp déformation imposée contrainte imposée
Σh stat cine stat cine
0 1.3200 1.3355 0.9843 1.0097
0.5 1.2583 1.2740 0.8958 0.9352
0.7 1.1961 1.2118 0.8123 0.8632
0.9 1.1070 1.1236 0.7084 0.7656
1.1 0.9792 0.9999 0.5876 0.6470
1.3 0.7973 0.8241 0.4494 0.5088
1.6 0.3958 0.4329 0.2049 0.2584
1.7 0.2238 0.2648 0.1113 0.1608
1.8 0.0326 0.0779 0.0113 0.0521
Σmaxh 1.8159 1.8351 1.8107 1.8354
Tab. 7.1: Valeurs numériques de Σdp pour f=16%.
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7.4. Résultats Déformation plane
Fig. 7.2: Evolution du champ de vitesses de déplacement - Déformation imposé au bord - 672
éléments - q=8 - f=16%
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Déformation plane 7.4. Résultats
Fig. 7.3: Evolution du champ de vitesses de déformation - Déformation imposé au bord - 672
éléments - q=8 - f=16%
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7.5. Recherche d’une expression analytique Déformation plane
Pour un maillage de 672 éléments conduisant à un critère assez précis (figure 7.1), en déformation
imposée au bord et avec une linéarisation du critère ou de la puissance (utilisation de XA), le
problème cinématique comporte 21 507 lignes, 19 389 colonnes et 82 762 termes non nuls. Le
problème statique 55 780 lignes, 38 308 colonnes et 215 418 termes non nuls. La résolution est
effectuée en 10 secondes environ sur Power Mac G5 2GHz.











= 1 + f2 (7.13)
avec C2eqv = 1 + 3f + 24f
6. Pour f = 0.16, Ceqv = 1.4804.
La figure 7.1 montre le critère numérique obtenu en déformation imposée au bord et le critère
de Gurson modifié avec Ceqv. Les valeurs correspondantes sont dans la table 7.1. On remarque
bien le point anguleux par rapport à l’axe horizontal, en opposition au modèle de Gurson et on
note le faible écart entre les bornes supérieures et inférieures.
On retrouve comme en contrainte plane une zone de localisation de la vitesse équivalente de
déformation (calculée par (6.15)) près de l’axe vertical et du centre de la cavité comme l’illustre
les figures 7.2 et 7.3. L’intensité de cette localisation est plus élevée (10s−1) qu’en contrainte
plane (7s−1). De plus, une zone secondaire de localisation apparaît pour Σh faible.
7.5 Recherche d’une expression analytique
Pour des porosités de 16, 10, 5 et 1%, le critère proposé par Pellegrini à l’origine pour la contrainte
plane (équation (6.14)), convient pour approcher notre critère numérique en déformation plane
en modifiant la valeur de deux paramètres : a = 1/3 (au lieu de 0.5) et Yeqv = 10. Pour des
taux de porosité de 16, 10, 5, 1%, on obtient les courbes de la figure 7.5. Le maillage est de 1152
éléments pour 16 et 10 % et de 3600 éléments pour 5 et 1%.
D’autre part, Rousselier déduit de considérations thermodynamiques le critère suivant, présen-







avec ρ = ρ0(1− f)/(1− f0) la densité relative, obtenue en divisant la densité du matériau en-
dommagé par celle du matériau dans l’état initial. D, f0, σ1 sont des paramètres ajustables. Pour
de faibles porosités, le critère de Rousselier est équivalent au critère de Gurson pour D = 0.75,
ρ = 1, σ1 = 2σ0/3 et R(ρ) = σ0. D est une variable interne relié à l’endommagement du système.
La figure 7.4 de droite montre le critère de Rousselier avec D = 1.6, ρ = 1, σ1 = 1.6σ0/3 et
R(ρ) = σ0 avec nos critères numériques pour des taux de porosité de 16, 10, 5, 1%. Les valeurs
de ces paramètres sont trouvées par tâtonnement.














avec Σ0dp la valeur de Σdp pour Σh = 0 et réciproquement. On peut donc déterminer les valeurs
numériques de σ1 et D en fonction du taux de porosité en ces deux points particuliers. La table
7.2 montre que σ1 varie plus lentement en fonction de la porosité par rapport à D. Les valeurs
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Déformation plane 7.5. Recherche d’une expression analytique
Fig. 7.4: Comparaison au critère de Rousselier en déformation plane. Maillage 1152 éléments pour
16 et 10 % et 3600 éléments pour 5 et 1%. A gauche : coefficients σ1 et D calculés en Σh et Σdp
nuls. A droite : ajustement à l’oeil.
Fig. 7.5: Comparaison au critère heuristique de Pellegrini modifié en déformation plane. Maillage






Tab. 7.2: Valeurs de σ1 et D en fonction du taux de porosité f calculés pour Σh = 0 et Σdp = 0.
71
7.6. Etude des faibles taux de porosité Déformation plane
de σ1 trouvées ici sont conforme à celles de la littérature. Par contre, alors que la littérature
préconise une valeur de D de 1.5 à 2, on a ici des valeurs supérieures à 2.
La figure 7.4 de gauche montre le critère de Rousselier avec les valeurs de D et σ1 indiquées
dans la table 7.2 et ρ = 1, R(ρ) = σ0 pour des taux de porosité de 16, 10, 5, 1%. Cependant, il
est difficile de trouver les valeurs de ces paramètres ajustables telles que les critères analytiques
et numériques coïncident. Dans tous les cas, on peut remarquer que les valeurs de D et σ1
sont supérieures à celles annoncées par son auteur. Notons que ce critère a été élaboré pour un
matériau poreux à cavités sphériques, ce qui peut expliquer ces différences.
Pour des taux de porosités élevés (plus de 5%), on constate que le critère de Rousselier surestime
les dommages en cisaillement pur (pour Σh = 0, la tangente à l’origine forme un point anguleux)
alors que notre critère numérique ne suggère pas de localisation (tangente horizontale). Par
contre, pour un chargement hydrostatique pur (Σeqv = 0), le critère de Rousselier et notre critère
numérique présentent un point anguleux avec l’axe des abscisses. Cela montre que pour des taux
de triaxialités élevés, le tenseur des déformations plastiques a généralement une composante non
nulle en cisaillement.
7.6 Etude des faibles taux de porosité
Pastor et Ponte-Castañeda [2002] montrent que la théorie d’homogénéisation de second ordre
mis au point par Ponte-Castañeda est en bon accord avec nos résultats obtenus grâce à l’ana-
lyse limite en déformation plane. Cette théorie met en évidence le point anguleux sur l’axe
hydrostatique et la dépendance de la contrainte équivalente en cisaillement (pour Σh = 0) avec
la porosité. Ponte-Castañeda a montré que cette contrainte est non analytique et vaut pour f
variant de 10−6 à 0.1 :
Σdp = (1− fm)σ0 (7.16)
avec m = 1/2 en contrainte imposée et m = 2/3 en déformation imposée, σ0 =
√
3k la contrainte
limite en traction. Cette dépendance est différente de celle du critère de Gurson en f . Les valeurs
de la table 7.3 montrent que cette relation est bien vérifiée pour Σh = 0 : en contrainte imposée,
la pente est de 0.5004, compatible avec celle de f1/2 de 0.5. En déformation imposée, la pente
de 0.7423 est compatible avec f2/3 en prenant en compte l’écart type.
Eij au bord Σij au bord
Σh = 0 0.7423 ± 0.0713 0.5004 ± 0.0032
Σh $= 0 0.4868 ± 0.0752 0.3162 ± 0.0151
f1/2 / 0.5
f2/3 0.6666 /





en fonction de f en déformation et en contrainte imposée.
Comparaison aux pentes des droites fm.
Pour compléter cette étude, on vérifie cette propriété pour une valeur non nulle de Σh (charge-




en fonction de la
porosité f .
Pour chaque taux de porosité, on recherche tout d’abord, pour les méthodes statique et cinéma-
tique, la contrainte Σmaxh maximale. Ensuite, on optimise Σdp pour Σ
0
h = 0, 4Σ
max
h . En effet, sur
le graphe de la représentation du critère en déformation plane de Σdp en fonction de Σh, Σdp
varie très faiblement pour de faibles valeurs de Σh. Une valeur relativement élevée de Σh (ici de
Σ0h) est donc nécessaire pour que Σdp optimisée se différencie de sa valeur maximale.
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en fonction de la porosité f - Contrainte imposée.
73
7.7. Conclusion Déformation plane
Les optimisations sont réalisées sous XA (linéarisation BTN) car le post-traitement annonce
une précision meilleure qu’avec MOSEK et un résultat systématiquement déclaré optimal. La
difficulté de ces calculs est de trouver le maillage donnant le meilleur résultat optimal. Ce maillage






en déformation et en contrainte imposée pour f variant de 10−6 à
0.1, soit des taux de porosité de 10−4 à 10%. Comme dans le cas Σh = 0, les points à contrainte
imposée obtenues par les deux méthodes sont plus proches que les points à déformation imposée.
Pour Σh $= 0, les pentes moyennes des droites sont données par la table 7.3. L’incertitude sur
les pentes est assez faible (0.1 à 15%) pour affirmer que les pentes sont différentes selon les
conditions imposées au bord. De plus, même en prenant en compte l’incertitude, la pente de nos
droites n’est pas de fm comme c’était le cas pour Σh = 0. Hors cisaillement pur, la dépendance
de Σh avec la porosité n’est donc pas en f
m.
7.7 Conclusion
L’utilisation conjointe de l’analyse limite et de l’optimiseur XA donne un critère de rupture
assez précis avec un maillage utilisant relativement peu d’éléments.
La détermination du critère en déformation plane a confirmé l’existence d’un point anguleux et
d’une zone de localisation, comme en contrainte plane. Le critère de Pellegrini modifié par nos
soins et le critère de Rousselier modélisent ce point anguleux non prévu par le critère de Gurson.
La méthode d’homogénéisation de second ordre de Ponte-Castañeda permet d’en retrouver les
caractéristiques. Dans le prochain chapitre, nous étudions la déformation plane généralisée.
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Chapitre 8
Déformation plane généralisée -
Cavités cylindriques
8.1 Introduction








avec une vitesse de déformation microscopique vz égale à la vitesse de déformation macroscopique
Ez libre et non nulle. Par suite de l’isotropie, les contraintes tangentielles en z sont nulles. On
s’intéresse ici à la déformation plane généralisée dans le cas Σxy = 0, l’axe Oz étant celui de la












σx − σy)2 +
(
2τxy
)2 − (2k)2 (8.2)
8.2 Méthode statique




(Σx + Σy) Σdpg =
(Σx + Σy)
2




(Σx − Σy) (8.3)











(Ex − Ey) (8.4)






= Σ2dp + (Σh − Σz)2 (8.5)
Le champ de contraintes est discontinu et linéaire en x et y dans chaque élément. Les contraintes
imposées rendant le champ admissible ont été détaillées dans le chapitre 5. Elles sont rappelées
ici de façon synthétique :
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8.3. Méthode cinématique Déformation plane généralisée
– Le chargement est représenté par les valeurs moyennes des contraintes, auxquelles sont reliés
les paramètres de chargement en déformation moyenne au bord.
– Dans chaque élément, les équations de l’équilibre en x et y doivent être vérifiées.
– La continuité du vecteur contrainte le long d’une surface de discontinuité entre deux élé-
ments finis est garantie en imposant les égalités des deux composantes non nulles du vecteur
contrainte entre les deux couples de nœuds en vis-à-vis associés aux surfaces de discontinuité,
celles-ci étant parallèles à l’axe Oz.
– Sur le bord de la cavité, le vecteur contrainte est nul.
– Condition de symétrie : sur les rayons frontières du quart de maillage, les contraintes tangen-
tielles sont nulles.
– La condition f(σ) ! 0 est vérifiée : le critère de Mises est linéarisé avec la méthode BTN.
En pratique, Σdp est optimisé en fonction de la valeur de Σh fixée, les autres contraintes étant
libres.
8.3 Méthode cinématique
Le champ de vitesses de déplacement est défini par :
ux(x, y) uy(x, y) uz = Ezzz (8.6)
Ce champ de vitesses est discontinu entre deux éléments.
Pour que le champ de vitesses de déplacement soit cinématiquement et plastiquement admissible,
les équations suivantes doivent être écrites :
– La condition d’incompressibilité trv = 0 est imposée directement pour chaque élément.
– Conditions de symétrie.
– Le taux de déformation homogène est imposé au bord.
– Continuité de la composante normale des vitesses de déplacement sur chaque discontinuité
[un] = 0 et [ut] = ξ2 + ξ1 avec ξ2, ξ1 " 0.
La puissance totale P tot est égale à la somme de la puissance volumique P vol et la puissance
dissipée P disc dans les segments de discontinuités Ld entre les éléments (équation (6.9)). La























Comme en déformation plane, la puissance dissipée dans les discontinuités est donnée par l’ex-
pression (7.11) et est linéaire.
Le théorème des puissances virtuelles s’écrit :
P tot = ΣxEx + ΣyEy + ΣzEz (8.9)
= ΣmEm + ΣdpEdp + ΣdpgEdpg (8.10)
= ΣhEh + ΣdpEdp + ΣzEz (8.11)
La puissance volumique est linéarisée par la méthode BTN. La fonctionnelle à optimiser est :
Σdp = Min
(




où E0dp = 1 ; Ez et Eh libres. Σeqv est ensuite calculé par (8.5).
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8.4 Résultats
8.4.1 Σeqv en fonction de Σh
En statique, on trace tout d’abord la contrainte équivalente en fonction de la contrainte moyenne,
comme en déformation plane. Pour un problème à 672 éléments et q=10, la matrice à maximiser
comporte 82 016 lignes, 58 472 colonnes et 25 3571 termes non nuls. Le temps de résolution
(exécution et optimisation) est inférieur à 1 min sur Power Mac G5 2GHz.
En cinématique, on cherche la valeur de Σ0z qui donne la valeur minimale de Σdp, Σ
0
z étant
déjà connu assez précisement grâce à la statique. Pour un problème à 672 éléments et q=10,
la matrice à optimiser comporte 46 373 lignes, 36 191 colonnes et 162 670 termes non nuls. Le
temps CPU est de l’ordre de 1.5 min sur Power Mac G5 2GHz.
Fig. 8.1: Σeqv en fonction de Σh, Σdpg libre - Maillage 672 éléments - q=10 - f=16%.
La figure 8.1 montre que les valeurs statiques et cinématiques sont quasi-confondues (1 % près
en moyenne) et donnent l’enveloppe de la surface de charge. Elles sont très proches du critère de
Gurson sur ce graphe, qui est parfaitement vérifié. L’expression de Gurson est donc confirmée
dans ce cas comme la projection de la surface de charge dans l’espace (Σeqv,Σh) avec Σdpg libre.
Sur les graphes suivants, par souci de clarté, nous ne représentons que les valeurs statiques,
compte tenu du fait que les écarts statique-cinématique sont toujours très faibles (moins de 2%)
pour un taux de porosité de 16%.
8.4.2 Σdpg en fonction de Σh, Σdp = cste
Σdp et Σh sont fixées et Σdpg est optimisée. Chaque courbe de la figure 8.2 présente la forme
caractéristique de Gurson, avec une tangente perpendiculaire à l’axe des pressions moyennes.
Mais quand Σh croît, l’écart entre nos valeurs numériques et le critère de Gurson croît.
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Fig. 8.2: Σh en fonction de Σdpg, Σdp = cste - Maillage 672 éléments - q=10 - f=16%.
8.4.3 Σdp en fonction de Σh, Σdpg = cste
Σdpg et Σh sont fixées et Σdp est optimisée. La figure 8.3 montre que le point anguleux mis
en évidence en déformation plane apparaît ici pour des valeurs de Σdpg faibles. On note que
Σdpg = 0 correspond au cas de la déformation plane, puisque on a en tout point du volume
(entièrement déformé) σz = (σx + σy)/2.
8.4.4 Représentation 3D dans le repère (Σh, Σdp, Σdpg)
La représentation (figure 8.4) du critère de rupture dans le repère 3D (Σh, Σdp, Σdpg) permet
de visualiser l’évolution du critère. Cette représentation est la seule correcte, car elle n’est pas
restrictive comme celle dans le plan (Σeqv, Σh). Cette représentation peut se comparer au critère
de Gurson représenté dans les mêmes axes sur la figure 8.5. On peut remarquer les tangentes
perpendiculaires aux axes, en particulier par rapport à l’axe Σh.
8.4.5 Tracé pour des taux de porosité supplémentaires des projections du
critère 3D dans le plan (Σh, Σdp = cste)
Les figures 8.6 et 8.7 représentent le critère pour des porosités de 10 et 1%. Seule l’approche
statique est représentée. Pour un taux de porosité de 10%, l’écart avec l’approche cinématique
est de 2%, le maillage est de 672 éléments. Pour un taux de porosité de 1%, le maillage comporte
1440 élément et l’écart entre les deux approches est de 3%. Lorsque le taux de porosité diminue,
le point anguleux s’atténue.
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Fig. 8.3: Σdp en fonction de Σh, Σdpg = cste - Maillage 672 éléments, q=10 - f=16%.
Fig. 8.4: Critère de rupture en déformation plane généralisé représenté dans le repère (Σh, Σdp,
Σdpg) - Maillage 672 éléments, q=10 - f=16%.
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Fig. 8.5: Critère de Gurson représenté dans le repère (Σh, Σdp, Σdpg) - f=16%.
Fig. 8.6: Σdp en fonction de Σh, Σdpg = cste - Maillage 672 éléments - q=10 - f=10%.
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Fig. 8.7: Σdp en fonction de Σh, Σdpg = cste - Maillage 1440 éléments - q=10 - f=1%.
8.5 Recherche d’une expression analytique
On recherche une expression analytique à partir du critère de Rousselier défini en (7.14) de
manière à reproduire les courbes de la figure 8.3. Pour cela, on teste tout d’abord les valeurs
des paramètres validés en déformation plane pour différents taux de porosité, à savoir D = 1.6






− Σ2dpg avec Σdpg = cste. (8.13)
On obtient les courbes de la figure 8.8. Avec les valeurs de ces paramètres, le critère de Rousselier
permet bien d’obtenir les courbes pour Σdpg = 0 et Σdpg = 0.2, mais ce critère s’éloigne de notre
critère numérique quand Σdpg se rapproche de sa valeur maximale. Pour Σdpg = 1 et Σdpg = 1.2,
le critère de Gurson est une meilleure approximation. Pour 0.4 ! Σdpg ! 0.8, ni le critère de
Gurson ni celui de Rousselier (avec ces valeurs de paramètres) ne conviennent.
8.6 Calcul des multiplicateurs plastiques
Dans le cas où Σdp est optimisé avec Σh fixé et Σdpg libre puis Σeqv calculé et représenté en
fonction de Σh, le critère de Gurson apparaît graphiquement confirmé quasi-exactement (figure
8.1). Si l’expression de Gurson est correcte, les trois relations E = λ
∂fGurson
∂Σ
, λ " 0, calculées
avec nos valeurs numériques, doivent donner des multiplicateurs λ identiques. Le critère de








= 1 + f2 (8.14)
Pour calculer la valeur des λ, on choisit donc de prendre comme paramètres de chargement Σx,









3k2(1 + f2) (8.15)
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Fig. 8.8: Comparaison au critère de Rousselier pour D = 1.6 et σ1 = 1.6σ0/3 - f=16%.







z − ΣxΣy − ΣxΣz −−ΣyΣz (8.16)
Ex = λ









et des expressions similaires pour Ey et Ez.
Σh Σx Σy Σz Ex Ey Ez λx λy λz
0 0.0099 -0.0099 -1.4550 113.2217 111.4896 -224.7136 267.509 274.436 270.904
0.2 0.2180 0.1819 -1.2483 33.1180 31.3860 -60.5262 72.66 73.854 73.305
0.4 0.4109 0.3890 -1.0283 73.9083 72.1763 -128.4926 156.349 158.992 157.800
0.6 0.6197 0.5803 -0.7928 31.3798 29.6477 -50.0972 62.637 63.449 63.092
0.8 0.8158 0.7842 -0.5398 43.0721 41.3400 -64.1348 83.324 84.38 83.966
1 1.0187 0.9813 -0.2642 33.3932 31.6612 -45.0539 62.166 62.677 62.512
1.2 1.2112 1.1888 0.0412 69.9792 68.2471 -85.1656 128.075 129.428 128.916
1.4 1.4144 1.3856 0.3915 40.3211 38.5891 -41.4458 71.962 72.030 72.087
1.6 1.6134 1.5866 0.8197 32.0076 30.2756 -25.3487 57.266 56.485 56.983
1.7 1.7097 1.6903 1.0925 37.7051 35.9731 -23.8803 69.3820 68.278 68.951
1.8 1.8115 1.7885 1.4825 9.0238 7.2918 -2.9782 17.943 15.090 16.454
Tab. 8.1: Valeurs numériques des multiplicateurs plastiques λ ( Σdpg libre, Σdp optimisé).
En calculant les multiplicateurs plastiques λ avec nos valeurs numériques à partir des expressions
de Ex, Ey, Ez on montre que dans ce cas où Σdpg est libre le critère apparaît bien vérifié, non
seulement par le fait que les bornes sont très proches, mais aussi par le fait que les champs de
contraintes et déformations moyennes sont associées à fort peu de chose près (multiplicateurs
très voisins pour un même point). Ceci prouve la qualité quasi-analytique des approches utilisées,
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et par suite confirme que l’expression usuelle de Gurson pose problème en dehors du cas où σdpg
est libre.
8.7 Conclusion
L’étude de la déformation plane a permis de confirmer l’existence d’un point anguleux quand le
chargement tend vers l’état de déformation plane. Le critère de Gurson en termes de Σeqv et Σh
est parfaitement vérifié. Cependant, il est trop général et ne prend pas en compte les différents
cas de chargement possibles. Pour décrire correctement le critère de rupture d’un matériau à
cavités cylindriques en déformation plane généralisée, il faut un critère faisant apparaître au
moins Σdpg, Σdp et Σh. Le prochain chapitre étudie le cisaillement et permet de déterminer si la




Cas général dans le plan : 3D plan -
Cavités cylindriques
Suite aux conclusions du chapitre précédent, il apparaît intéressant d’étudier l’influence des
contraintes de cisaillement Σxz, Σyz sur le critère de résistance considéré cette fois comme com-
plètement tridimensionnel. En effet, dans Francescato et Pastor [1997], on montre que le pro-
blème cylindrique est bien tridimensionnel dans toute sa généralité. Les contraintes σij et les
vitesses de déformation vij ne dépendant pas de z, on peut donc se ramener à un plan transversal
du VER quelconque. On se ramène donc à un maillage plan. Comme on étudie la contrainte de
cisaillement Σxz seule, il suffit finalement de considérer le demi-disque supérieur dans le plan
XOY avec condition de symétrie sur l’axe Ox, comme l’illustre la figure 9.1. Dans ce demi-plan,
Σxz est antisymétrique par rapport à l’axe horizontal OX. Σxz est optimisé, puis on trace les
approches intérieures et extérieures dans le plan (Σeqv, Σh ). L’étude est menée en taux de
déformation moyenne imposée au bord uniquement.
Fig. 9.1: VER - Maillage 1152 éléments - f=16%.
9.1 Méthode statique



















2 − (2k)2 (9.1)
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Les contraintes microscopiques dans chaque élément sont linéaires en x et en y et est discontinu.
Les paramètres de chargement inclus ceux de la déformation plane généralisée auxquels il faut
ajouter les contraintes Σij , i $= j et les vitesses Eij , i $= j.
Pour que le champ solution soit statiquement et plastiquement admissible, les conditions sui-
vantes sont ajoutées par rapport à la déformation plane généralisée :
– Les contraintes moyennes Σxz, Σyz sont définies.
– Une équation d’équilibre supplémentaire (celle en z).
– Continuité de la composante tangentielle sur l’axe z du vecteur contrainte.
– Deux équations assurent que les contraintes tangentielles supplémentaires sont nulles sur le
plan de symétrie Ox.
– Le critère de Mises est défini par une expression formée de cinq termes quadratiques inconnus.
Il se linéarise avec quatre cônes dont les expressions sont les suivantes :








































Avec u1, u2, u3, u4 " 0.
Le cône (9.3) permet de garder une symétrie entre les contraintes tangentielles τyz et τzx. Le
critère de Mises étant imposé en chaque sommet d’élément, une telle linéarisation apporte
dans notre problème :
nombre de lignes = 4× nt× (3q + 1) avec q = 8 et nt = 1344
= 134400 (9.6)
nombre de colonnes = 4× nt× (2q + 1) avec q = 8 et nt = 1344
= 91392 (9.7)
On peut mailler et optimiser le problème de deux manières, en fixant Σh :
– maillage d’un demi-cercle supérieur (1344 éléments) et optimisation de Σxz, l’axe horizontal
OX est axe de symétrie ;
– maillage d’un cercle complet (1024 éléments) et optimisation de Σxz ou Σyz.
Après vérification avec la deuxième méthode que l’optimisation de Σxz et de Σyz sont équiva-
lentes, à 10−7 près, on utilise la première méthode pour construire le critère. Elle permet de
mailler plus finement le VER et donne donc des résultats plus précis. On optimise Σxz en fixant









La courbe numérique obtenue dans le plan (Σeqv, Σh ) montre que le critère de Gurson n’est pas
vérifié en statique (voir figure 9.3) au voisinage de Σeqv/k = 0. Il est nécessaire de tracer la courbe
de la limite supérieure par la méthode cinématique pour déterminer exactement le convexe de
résistance par rapport à Gurson. On vérifie avec la statique qu’on a bien Σxy = Σyz = 0. On
remarque que Σh = Σz, d’où Σdpg = 0, ce qui caractérise la déformation plane, vérifiant qu’une
contrainte de cisaillement n’induit pas de variation de volume.
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9.2 Méthode cinématique
Par rapport à la déformation plane généralisée, l’équation supplémentaire de déformation im-
posée au bord suivante est écrite :
uz = Exzx+ Eyzy + Ezz (9.9)
Le terme Ezz est nul ici car on se place dans le plan z = 0. La condition PA devient, pour
chaque élément :
Ez + vx + vy = 0 (9.10)
Ici, les deux termes de la puissance totale doivent être linéarisés. L’expression générale de la
puissance volumique est donnée par P vol =
∫











































































Avec u1, u2, u3, u4, u5 " 0 et les vitesses de déformations définies en fonction des vitesses de





























2 + [ut2 ]
2dl (9.17)
avec [ut1 ] = [uz] et [ut2 ] = −[ux] sinα+ [uy] cosα, α étant l’angle entre l’horizontal Ox et la
normale à une discontinuité. Cette puissance se linéarise avec un cône :
[ut1 ]









Pour un maillage à nt = 1344 éléments et q = 8 (comme en statique), la matrice à optimiser
comporte 238 805 lignes, 170 750 colonnes, 739 874 termes non nuls.
Le principe des travaux virtuels s’écrit :
P tot = ΣhEh + ΣzEz + ΣdpEdp + 2ΣxzExz (9.19)
On optimise :
Σxz =




9.3. Résultats 3D plan
E0xz = 0.5 et Σ
0
dp est connu assez précisement à l’issu de la statique. On s’aperçoit qu’après
optimisation, Ez est fixé à zéro dans le fichier résultat, ce qui est cohérent avec le problème posé :
le plan XOZ est plan de symétrie, et le plan Y OZ d’antisymétrie (figure 9.2). L’orientation de la
contrainte de cisaillement Σxz impose que les vitesses de déplacement de part et d’autre du plan
Y OZ sont de signes opposés : uz(A) = −uz(B), d’où vz(A) = −vz(B). Globalement, la vitesse
de déformation macroscopique Ez est donc nulle.
Fig. 9.2: Plans de symétrie et d’antisymétrie.
9.3 Résultats
Fig. 9.3: Critère de rupture en cisaillement. Porosité 16% - Maillage 1344 éléments - q=8 - f=16%.
Pour un maillage à 1344 éléments, q = 8, le problème statique comporte 419 366 lignes, 294 345
colonnes 1 216 833 termes non nuls. Avec XA sur Power Mac G5, le problème d’optimisation
est résolu en 5 min environ. En statique, le post-traitement montre qu’au passage d’une discon-
tinuité, le saut de contrainte est inférieur à 2.10−6. Les équations d’équilibre sont vérifiées au
moins à 2.10−5. La fonctionnelle est corrigée à 10−8 par le post-traitement, ce qui est négligeable.
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Tab. 9.1: Valeurs numériques du critère Σeqv en fonction de Σh, Σxz optimisé - Maillage 1344
éléments - q=8 - f=16%.
Le problème cinématique quant à lui comporte 238 805 lignes, 170 750 colonnes, 739 874 termes
non nuls. L’optimisation est effectuée en 171 s et 27 itérations environ sur Compaq Alpha
833MHz. Grâce au post-traitement, le caractère PA du champ de vitesses de déformation est
vérifié au pire à 2.10−5 près et la continuité du champ de vitesses de déplacement au passage
d’une ligne de discontinuité est vérifié au moins à 2.10−6.
La figure 9.3 (valeurs numériques correspondantes dans la table 9.1) montre qu’en prenant
en compte les contraintes de cisaillement, nos approches statiques et cinématiques sont quasi-
confondues (0,8% en moyenne). Dans le plan (Σeqv, Σh ), Gurson n’est pas vérifié. La prise en
compte du cisaillement par le seul terme Σeqv n’est pas suffisante.
9.4 Recherche d’une expression analytique : invariants








I4 = trM Σ
I5 = trM Σ
2
(9.21)
avec M = ez ⊗ ez. En 3D plan,
Σ =
































9.5. Traction hors axes 3D plan
L’expression suivante, trouvée par tâtonnements, permet d’approcher notre critère numérique






− 2mfm I2 − 3I5
k2
= 1 + f2 avec m = 2/3 (9.24)
avec J2 = Σ
2
eqv/3 est le deuxième invariant du tenseur déviateur des contraintes.
9.5 Traction hors axes
Fig. 9.4: Principe de la traction hors axe pour un matériau à cavités cylindriques.
Fig. 9.5: Evolution de Σ1 suivant l’angle de traction α - Maillage 1344 éléments - q=8 - f=16%.
Cette étude a été mené en statique uniquement. Pour simuler la traction hors axes, on optimise
Σ1 donné par :
Σ1 = Σx sinα sinα+ Σz cosα cosα+ 2Σxz cosα sinα (9.25)
avec α l’angle entre l’axe Oz et la direction de la traction (figure 9.5).
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Comme attendu et à l’image de ce qui a été obtenu pour un composite unidirectionnel (Fran-
cescato [1994]), le comportement de ce matériau poreux est modérément anisotrope avec af-
faiblissement de la tenue à la rupture au fur et à mesure que l’on se rapproche de la traction
transversale (α = 90˚ ) pour laquelle on retrouve bien la valeur de Σh maximale de la table 9.1.
9.6 Comparaison XA et MOSEK
On compare les codes d’optimisation point intérieur linéaire XA et non linéaire MOSEK pour
le cas statique avec le maillage de 1344 éléments. Les deux optimiseurs sont testés sur un PC de
1.5 Go de RAM fonctionnant à 1.5 GHz.
Les tables 9.2 et 9.3 permettent de faire les commentaires suivants. Avec MOSEK, le temps
CPU (93 s) et le nombre d’itérations (13 ou 14) sont très stables pour les différentes valeurs de
Σh imposées, contrairement à XA. Les vérifications des équations d’équilibre, de la continuité
des composantes du vecteur contrainte au passage d’une ligne de discontinuité et le recalcul de
Σyz sont très légèrement meilleurs quand la résolution est effectuée en utilisant MOSEK. On
remarque que le nombre de lignes, colonnes, termes est bien inférieur (jusqu’à 7.8 fois moindre)
avec MOSEK qu’avec XA, c’est son intérêt. Ainsi, la résolution en utilisant MOSEK est 2.6 fois
(243/93) plus rapide qu’avec XA. C’est la raison pour laquelle nous retiendrons l’utilisation de
ce code pour la suite de nos calculs.
XA MOSEK
nb lignes 419 366 40 359
nb colonnes 294 345 48 395
nb termes 1 216 833 156 418
temps (s) 243 93
itérations 51 14
verif. equ.=0 10−7 10−8
verif. disc.=0 10−6 10−8
verif. Σyz=0 10
−7 10−8
Tab. 9.2: Comparaison XA (q=10) et MOSEK : temps et précision - Σxz optimisé - Maillage 1344








Tab. 9.3: Comparaison XA (q=10) et MOSEK : valeur de Σxz optimisée - Maillage 1344 éléments
- Porosité 16%.
9.7 Conclusion
L’étude du cas 3D plan a montré que la contrainte de cisaillement doit être prise en compte dans
le critère de Gurson par un terme supplémentaire. Dans cette optique, nous avons trouvé une
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expression analytique en fonction des invariants qui approche nos critères numériques. Cependant
cette expression ne reproduit pas notre critère dans le cas de la déformation plane généralisée.
L’étude d’un matériau à cavités cylindriques grâce aux théorie de l’homogénéisation et de l’ana-
lyse limite aboutit à un problème résolu par XA ou MOSEK, deux codes d’optimisation point
intérieur. Dans les quatre cas de chargement étudiés, nos critères numériques sont exacts et
montre que le critère de Gurson est vérifié seulement dans le cas de la déformation plane géné-
ralisée en traçant la contrainte macroscopique équivalente en fonction de la contrainte moyenne.
Cette courbe est une restriction du véritable critère dont l’expression doit faire apparaître les
différents paramètres de chargement. Par sa forme analytique, le critère de Gurson ne permet
pas de reproduire le point anguleux par rapport à l’axe des pressions hydrostatiques alors qu’un
critère comme celui de Rousselier le permet.
Dans la partie suivante, on étudie un matériau poreux à cavités sphériques. Comme dans cette
partie, le but est de comparer notre critère numérique au critère analytique de Gurson.
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Cas axisymétrique - Cavités
sphériques
10.1 Description du problème
On étudie le cas plus général d’un matériau à cavités sphériques sous les conditions en déforma-
tion imposée au bord (ui = EijXj). L’hypothèse d’axisymétrie permet de ramener le problème
tridimensionnel à une étude dans un plan méridien. Pour modéliser le VER, puisque le matériau
homogénéisé est isotrope, un quart de couronne est discrétisé en éléments triangulaires dans le
repère (ORθZ). Ce repère est tournant d’axe Z et permet ainsi d’obtenir une demi-sphère par
rotation autour de l’axe OZ (figure 10.1).
Fig. 10.1: Représentation du maillage à 672 éléments et du VER
Du fait de l’axisymétrie EY Z = EZX = 0 et EX = EY . De plus, l’isotropie du matériau
homogénéisé permet de poser EXY = 0 sans perte de généralité. D’où les relations : ΣY Z =
ΣZX = ΣXY = 0 et ΣX = ΣY . La puissance totale s’exprime par
P tot = ΣmEm + ΣdpEdp + ΣdpgEdpg (10.1)




(ΣX + ΣY + ΣZ) Σdpg =
(ΣX + ΣY )
2




(ΣX − ΣY ) (10.2)
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(EX − EY ) (10.3)
Dans le cas présent, la puissance totale se réduit à l’expression :
P vol/V tot = ΣmEm + ΣdpgEdpg (10.4)








La déformation macroscopique est imposée par l’intermédiaire des conditions aux limites dans
le repère de référence (OXY Z) : uX = EXX, uY = EXY , uZ = EZZ.
Dans le repère (ORθZ), ces conditions aux limites deviennent :
uR = EXR et uZ = EZZ. Cela nécessite de connaître les contraintes macroscopiques moyennes
ΣX , ΣY et ΣZ . La trace étant un invariant, on peut écrire :
ΣX + ΣY + ΣZ = ΣR + Σθ + ΣZ (10.6)
d’où
ΣX = ΣY =
1
2
(ΣR + Σθ) (10.7)
En utilisant la définition des contraintes macroscopiques en fonction des contraintes microsco-
piques, on obtient :
















〈ΣXY 〉 = 〈ΣY Z〉 = 〈ΣXZ〉 = 0 (10.10)
Les valeurs des contraintes macroscopiques moyennes seront notées sans crochet par la suite.
Fig. 10.2: Repère sphérique.
Le vecteur vitesse de déplacement dans le repère (ORθZ) est calculé par [u]RθZ = P
−1 [u]XY Z
avec P la matrice de passage du repère (ORθZ) au repère (OXY Z) :
uR = uX cosϕ+ uY sinϕ (10.11)
avec ϕ l’angle entre les axes OR et OX (figure 10.2) et
uX = EXX et uY = EY Y X = R cosϕ Y = R sinϕ (10.12)
d’où
uR = EXX cosϕ+ EY Y sinϕ = EXR et uZ = EZZ (10.13)
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10.2 Méthode statique










+ (σR − σZ)2 + (2τRθ)2 − (2k)2 (10.14)
La nécessité d’un champ à variation linéaire pour respecter localement le critère et le souci de
vérifier implicitement l’équilibre indéfini conduit à poser un champ de contraintes microscopiques
de la forme suivante dans chaque élément (Pastor et Turgeman [1982]) :


σR = aσ + bσZ + cσR
σθ = aσ + bσZ + 2cσR
σZ = dσ + eσZ + fσR
σRZ = −eσR/2
(10.15)
avec aσ, bσ, cσ, dσ, eσ, fσ réels. Ce champ de contraintes se trouve en posant chaque contrainte
égale à une expression de la forme A + BR + CZ et en leur imposant de vérifier les équations
d’équilibre en coordonnées cylindriques. L’union de ces constantes réelles dans tous les éléments
forment les variables du problème final d’optimisation.
Pour que le champ de contraintes microscopiques solution soit admissible, les conditions suivantes
sont imposées :
– Définition des contraintes macroscopiques moyennes ΣX , ΣY , ΣZ et des paramètres de char-
gement Σm, Σdpg.
– Conditions de continuité au passage des lignes de discontinuités. Les composantes du vecteur
contrainte σn et τnt sont continues au passage d’une ligne de discontinuité de normale n.
– Conditions aux limites. Le vecteur contrainte est nul au bord de la cavité.
– Conditions de symétrie. Les contraintes de cisaillement τRZ sur le coté vertical et le coté
horizontal sont nulles.
– f(σ) ! 0. Le critère de Mises (10.14) se linéarise en écrivant en chaque sommet d’élément le
critère sous la forme :










y = σR − σZ z = 2τRθ α " 0 (10.17)
Finalement Σeqv est maximisé pour des valeurs positives de Σm.
Le post-traitement vérifie que le champ de contraintes microscopiques trouvé issu de l’optimi-
sation est bien licite. Le critère est calculé dans chaque élément triangulaire. La valeur de la
contrainte optimisée est corrigée. La linéarisation étant assez fine, le post-traitement modifie
très peu la valeur de la contrainte optimisée.
Comme on le voit sur la figure 10.3, ce champ de contraintes microscopiques discontinu entre
chaque élément permet d’obtenir un critère présentant une tangente verticale au point Σm maxi-
mal. Le critère de Sun (Sun et Wang [1989]) est une bonne approche analytique de cette première
approche statique.
Cependant, l’éloignement à la valeur exacte sur l’axe horizontal est grand. Afin d’améliorer
cette approche, on ajoute au champ de contraintes défini localement un champ continu global.
Ce champ de contraintes continu est la solution du problème d’une cavité sphérique, de rayon
extérieur b et de rayon intérieur a, soumise à un champ de contraintes isotrope extérieur et un
97
10.3. Méthode cinématique Cas axisymétrique - Cavités sphériques
champ de contraintes nul au centre (Chakrabarty [1987]). Ce champ de contraintes s’écrit dans
le repère sphérique (r,θ,φ) de la figure 10.2 de la manière suivante :

σr = −2σ0 ln br + p
σθ = σ0 + σr
σφ = σθ
σr(a) = 0 ↔ p = 2σ0 ln ba
(10.18)
σ0 est la contrainte limite en traction : σ0 =
√
3k. On effectue le changement de repère pour se






cos θ − sin θ





cos θ sin θ






2 θσr + sin
2 θσθ
σZ = sin
2 θσr + cos
2 θσθ
σRZ = cos θ sin θ(σr − σθ)
(10.20)
et puisque σθ = σr + σ0, 

σR = σr + sin
2 θσ0
σZ = σr + cos
2 θσ0
σRZ = − cos θ sin θσ0
σθ = σr + σ0
(10.21)
L’invariance de la trace du tenseur des contraintes, permet de vérifier que la contribution de la
















On vérifie ainsi que 〈ΣY 〉 = 〈ΣZ〉 = 〈ΣX〉 et 〈ΣY Z〉 = 〈ΣXZ〉 = 〈ΣY Z〉 = 0.
Le champ continu ainsi obtenu vérifie bien le critère de Mises et les équations d’équilibre. Dans le
programme, des termes supplémentaires apparaissent dans les expressions des champs moyens et
dans l’expression du critère. Les équations portant sur les conditions aux limites et les symétries
sont inchangées. Les conditions aux limites au bord de la cavité sont déjà vérifiées par le champ
continu.
Après optimisation, une post-correction est rendue nécessaire car l’addition du champ continu
introduit une petite non linéarité sur chaque élément triangulaire. Pour faire cela, chaque élément
triangulaire du maillage est divisé en un nombre suffisant de triangles pour que la vérification
du critère au centre de gravité de chaque sous-triangle ne change plus. La contrainte optimisée
est ainsi corrigée de 0,09% en moyenne.
Sur la figure 10.3, l’amélioration obtenue est nette : l’ajout de ce champ de contrainte continu
permet de se rapprocher de la valeur cinématique sur l’axe horizontal. On retrouve en Σeqv = 0
la valeur précédente, sans champ continu. En Σm = 0, le critère vaut Σeqv = 3.1741k, comme
attendu.
10.3 Méthode cinématique
Pour obtenir des taux de vitesses de déformation linéaires, les composantes uR et uZ du champ
de vitesses de déplacement sont définies par :{
uR = R(au + buR + cuZ)
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avec au, bu, cu, du, eu, fu, hu, iu, ju réels (Pastor et al. [2002]). De l’axisymétrie, uT = 0.
En fait ce champ de vitesses de déplacement prend seulement en compte le changement de forme
du VER. Comme dans Gurson [1977], un champ radial incompressible en gu/r
2 (gu réel) est
ajouté pour fournir un changement de volume global. Ce champ ajoute le terme R
(R2+Z2)3/2
dans
uR et le terme
Z
(R2+Z2)3/2
dans uZ . Le champ de vitesses de déplacement est quadratique et
chaque côté de triangle est une ligne de discontinuité potentielle.
Pour que le champ de vitesses de déplacement solution soit cinématiquement et plastiquement
admissible, on impose les conditions suivantes :
– La linéarité de la vitesse de déformation nécessite d’imposer trv = 0 aux trois sommets.
– Le saut de la composante normale [un] de la vitesse de déplacement est nulle au passage d’une
ligne de discontinuité. Le saut de la composante tangentielle [unt] de la vitesse de déplacement
au passage d’un ligne de discontinuité est égal à la différence de deux coefficients plastiques
[unt] = ξ1 − ξ2 avec ξ1, ξ2 " 0. Comme le champ de déplacements est quadratique, on écrit
également cette équation au centre de chaque côté d’élément en plus des deux extrémités.
– Conditions de symétrie : uZ = 0 sur le bord horizontal. Comme le champ de déplacement est
quadratique, on écrit également cette équation au centre de chaque côté d’élément en plus des
deux extrémités.
– Conditions aux limites en déformation homogène imposée : uR = EXR et uZ = EZZ sont
imposées sur le bord externe de la cavité. Comme le champ de déplacement est quadratique,
on écrit également cette équation au tiers et au deux tiers de chaque côté du bord en plus des
deux extrémités. En fait on impose l’égalité en quatre points car le champ continu amène une
non linéarité d’un degré supplémentaire en ramenant la condition au limite sur le cercle, où
R et Z varient quadratiquement. On se ramène sur le cercle parce que le champ continu y est
exact.
– Définition des vitesses de déformation macroscopiques Em et Edpg.
– Définition de la fonctionnelle.
La puissance totale P tot est la somme de la puissance dissipée P disc le long d’une ligne de
discontinuité et la puissance volumique P vol.







k | [ut] | R dl (10.25)
où [ut] est le saut de vitesse tangentiel au passage d’une discontinuité et Ld est l’ensemble des
lignes de discontinuité du maillage. En supposant une variation linéaire des multiplicateurs
plastiques ξ1, ξ2, et donc de la puissance dissipée, le long des demi-côtés, l’intégration de
k(ξ1 + ξ2) donne une borne supérieure de la puissance dissipée du fait de sa convexité.
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Cette expression est linéarisée deux fois en utilisant l’algorithme BTN à chaque sommet d’élé-
ment :
√












, z = vRZ (10.29)
avec deux cônes BTN et deux variables additionnelles, β étant la seconde.
La convexité de Π(v) est utilisée pour avoir une borne supérieure de P vol en intégrant 2kβ, β
pris à variation linéaire sur le triangle :












où E0dpg et Σ
0
m sont fixés.
Après optimisation, afin de vérifier le caractère admissible du champ de vitesses de déplace-
ment solution, on contrôle que toutes les conditions imposées sont vérifiées. La puissance totale
est calculée en ajoutant la puissance volumique à la puissance apportée par les discontinuités.
Comme la puissance dissipée est non linéaire (terme en 1/r2), la méthode d’intégration numé-
rique qui suit est utilisée pour recalculer précisément la puissance volumique, en divisant chaque
nt triangles en nsub sous-triangles.
En utilisant les notations de (10.29), la puissance volumique est recalculée par :












où Gij est la position du centre de gravité (de coordonnée horizontale Rij) et Sij l’aire de chaque
subdivision triangulaire. La puissance dissipée sur les discontinuités est calculée d’une manière
analogue en divisant le segment de discontinuité en un nombre suffisant de sous-segments.
Comme attendu, le post-traitement de la puissance totale devient presque inutile avec la li-
néarisation du critère. La correction est d’environ 0.1% sur les valeurs de Σm et Σdpg.
Pour un problème à 672 éléments et q = 8, le problème a 108 849 lignes, 80 489 colonnes et
459 999 termes non nuls. L’optimisation est réalisée en 30 à 90s avec le code XA sur un Mac
G5-2GHz utilisant 2Go de RAM.
10.4 Résultats
La figure 10.3 montre la contrainte équivalente macroscopique Σeqv en fonction de la contrainte
moyenne macroscopique Σm pour un maillage de 672 éléments de la figure 10.1 pour un taux de
porosité de 6.4%. On peut voir que la courbe cinématique est assez proche de Gurson mais la
courbe statique en est assez éloignée pour de faibles triaxialités, pas assez proche pour pouvoir
qualifier le critère obtenu. Le champ statique linéaire n’est pas assez riche pour obtenir un critère
assez précis, même avec un champ continu global supplémentaire.
Leblond [2003] remarque que la démarche suivie pour obtenir le critère de Gurson conduit à
une surestimation de la dissipation plastique. Il est donc normal que notre approche cinématique
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Fig. 10.3: Σeqv en fonction de Σm, f=6.4% - Maillage 672 éléments, chargement axisymétrique.
Fig. 10.4: Déformation du maillage au cours du chargement en Σm.
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Fig. 10.5: Champ de vitesse de déplacement avec le chargement Σm.
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soit intérieure au critère de Gurson. Cela indique que notre maillage contient assez d’éléments
pour que nos calculs soient significatifs.
La figure 10.5 montre l’évolution avec Σm du champ de vitesse de déplacement. Pour Σm " 2.5,
le champ devient plus grand sur le bord de la cavité. Cela se justifie par le fait que l’expansion
volumique du milieu extérieur est compensée par l’expansion de la cavité. La figure 10.4 repré-
sente le maillage déformé.
10.5 Conclusion
Cette méthode axisymétrique a permis d’étudier le cas d’un matériau à cavités sphériques avec
un simple maillage plan. Cependant, l’écart entre les deux approches est trop grand pour obtenir
un critère exact. Pour étudier des champs solutions plus riches, il faut utiliser un VER géomé-
triquement tridimensionnel ainsi que des champs de vitesses de déplacement et de contraintes




Méthode tridimensionnelle - Cavités
sphériques
11.1 Description du problème
On étudie le cas d’un matériau à cavités sphériques dans le cas général. Pour cela, on modélise
un VER géométriquement tridimensionnel : les éléments de base du maillage sont des tétraèdres.
Grâce à l’isotropie du matériau homogénéisé et sans perte de généralité, le chargement E est
pris comme principal c’est-à-dire Eij = 0 pour i $= j. De ce fait, et par suite de la symétrie
sphérique du modèle, on se ramène à l’étude tridimensionnelle d’un huitième de sphère creuse.
La figure 11.1 illustre un exemple de maillage. La création du maillage est détaillée en annexe
A.
Fig. 11.1: Vues simplifiées d’un maillage 3D à 672 éléments.
Les différents paramètres du maillage sont ceux du cas plan étendu au cas tridimensionnel, à
savoir :
– nt : nombre d’éléments ou de tétraèdres (14 000) ;
– ndisc : nombre de lignes de discontinuités (27 300) ;
– nlim : nombre de triangles sur un bord libre (100) ;
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Fig. 11.2: Vue extérieure du VER maillé en 14 000 tétraèdres.
– nsym : nombre de triangles sur un bord à symétrie (400).
Le nombre entre parenthèses indique la valeur pour le maillage de la figure 11.2, qui est celui
utilisé tout au long de ce chapitre : un maillage à 14 000 éléments, utilisé dans ce chapitre (10
couches d’éléments dans l’épaisseur, 10 divisions selon le périmètre).
Après la présentation de la mise en œuvre des deux méthodes de l’analyse limite, on valide la
méthode en l’appliquant au problème de la compression d’un barreau 3D, où les bornes sont
connues (Pastor [1983]). Ensuite, on trace le critère dans le cas du chargement axisymétrique,
puis le cas général et finalement le chargement en contrainte plane et déformation plane macro-
scopique. On vérifie également le caractère isotrope en étudiant un matériau soumis uniquement
à du cisaillement. En calculant les multiplicateurs plastiques à partir de nos valeurs numériques,
on montre que le critère de Gurson convient dans le cas axisymétrique. On montrera enfin que
le critère de Gurson dépend également de deux invariants seulement.
11.2 Mise en œuvre de l’analyse limite et de l’optimisation
11.2.1 Nécessité de l’optimisation conique (MOSEK)
En statique comme en cinématique, nous avons vu que la linéarisation du critère constitue
dans le cas des problèmes plans l’essentiel (plus de 90%) des contraintes et des variables de la
matrice à optimiser. Dans le cas du problème tridimentionnel, le critère de Mises est général et
demande une linéarisation à 4 cônes, d’ailleurs réalisée dans le chapitre 9. Mais le maillage étant
maintenant tridimensionnel, le nombre d’éléments nécessaires est de 14 000 éléments (contre 672
dans le cas plan) et les champs sont linéaires selon les trois directions, ce qui amène d’autres
variables et contraintes. Une linéarisation BTN du critère, avec q=8 pour une précision suffisante,
fournirait dans ce cas :
Statique Cinématique
Nb de lignes (3× nt)× 4× (3q + 1) = 4 200 000 nt× 4× (3q + 1) = 1 400 000
Nb de colonnes (3× nt)× 4× (2q + 1)= 2 856 000 nt× 4× (2q + 1)= 952 000
On s’aperçoit donc que la taille de telle matrice est un obstacle à la résolution. Cela nous limite
à un maillage grossier ou à une linéarisation insuffisante du critère (Nous verrons un peu plus
les limites de la linéarisations en comparant les deux optimiseurs). C’est pour cela que nous
utilisons le code d’optimisation conique MOSEK qui, comme nous allons le montrer dans les
deux sections suivantes, requiert moins de mémoire.
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11.2.2 Structure générale d’un programme statique en 3D
Variables
Les variables macroscopiques Σx, Σy, Σz, Σxy, Σxz, Σyz et les paramètres de chargement Σm,
Σdp, Σdpg apparaissent tout d’abord. La structure générale du problème est comme dans le cas
plan, toujours :
[A]{x} = {b} (11.1)
avec [A] la matrice des contraintes, {x} le vecteur des inconnues et {b} le second membre dont
les termes sont des constantes. Le maillage est discontinu en statique comme en cinématique.
Les surfaces de discontinuités sont des triangles, surface de séparation de deux éléments tétra-
édriques. Dans chaque élément, on pose un champ de contrainte microscopique linéaire en x, y
et z. Les inconnues du problème sont l’ensemble des contraintes microscopiques σx, σy, σz, τxy,
τxz, τyz des quatre sommets des tétraèdres, soit 6× (4nt) variables (336 000).
D’autre part, MOSEK demande de définir les variables des coefficients de la manière suivante.











6 ! x0 avec x0 " 0. (11.2)










+ (σx − σy)2 + (2τyz)2 + (2τxz)2 + (2τxy)2 − (2k)2 (11.3)











x2 = σx − σy
x3 = 2τyz (11.4)
x4 = 2τxz
x5 = 2τxy
Il faut donc ajouter au vecteur {x} les variables x0, x1, x2, x3, x4, x5 en chaque sommet, soit
un nombre égal au nombre de variables nécessaires pour décrire le champ, soit 6 × (4nt) (336
000) variables. Ainsi, la structure du vecteur {x} est la suivante :






















Pour que le champ de contrainte microscopique solution soit statiquement et plastiquement ad-
missible, on impose les conditions détaillées par la suite dans le cas du problème en déformations
homogènes imposées au bord. En contraintes homogènes imposées au bord, il faut ajouter les
contraintes Σijnj = σijnj .
Déﬁnitions
En déformations moyennes imposées au bord, on définit les six contraintes macroscopiques Σij
comme la moyenne des contraintes microscopiques σij . De plus les paramètres de chargement
Σm, Σdp, Σdpg sont définis, soit 9 équations.
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Première condition SA





























Soit un tétraèdre de sommets de coordonnées (x1, y1, z1), (x2, y2, z2), (x3, y3, z3), (x4, y4, z4) et M
un point quelconque du tétraèdre. Chaque composante du tenseur contrainte est définie linéaire
sur l’élément :
σij(M) = d+ ex+ fy + gz (11.7)
Comme dans le cas plan, on peut déterminer la valeur des contraintes en résolvant le système
suivant : 

d+ ex1 + fy1 + gz1 = σij(x1, y1, z1)
d+ ex2 + fy2 + gz2 = σij(x2, y2, z2)
d+ ex3 + fy3 + gz3 = σij(x3, y3, z3)
d+ ex4 + fy4 + gz4 = σij(x3, y3, z4)
(11.8)
Un sous-programme résout avec la méthode de Cramer pour trouver les coefficients d, e, f, g. En











Le calcul de la surface d’un surface d’un triangle frontière de tétraèdre fait également intervenir




p(p− a)(p− b)(p− c) (11.10)
avec a, b, c les longueurs des côtés du triangle et p le demi-périmètre. Finalement, l’écriture des
trois équations d’équilibre pour chaque élément demande 3nt lignes (42 000).
Deuxième condition SA
La continuité du vecteur contrainte au passage d’une surface de discontinuité de normale n doit
être imposée. Pour chaque surface de discontinuité, on écrit la continuité du vecteur contrainte
Ti = σijnj entre les trois couples de points en vis-à-vis associés aux surfaces de discontinuité
(figure 11.3) :
[σij ]nj = 0 i, j = x, y, z (11.11)
avec (nx, ny, nz) les composantes du vecteur normale à la surface de discontinuité, définies par un
produit vectoriel. Le saut de la composante [σij ] est défini par la différence des composantes des
contraintes correspondante entre les couples de point en vis-à-vis sur la surface de discontinuité,
σl1ij − σl2ij par exemple. Il faut imposer ces trois équations en chacun des trois sommets d’une
surface de discontinuité, soit 9ndisc équations (245 700).
Troisième condition SA
Les conditions aux limites sont écrites en imposant un vecteur contrainte Ti = σijnj nul sur la
surface intérieure du VER, ce qui revient à imposer les équations :
σijnj = 0 (11.12)
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Fig. 11.3: Représentation d’une surface de discontinuité entre deux éléments tétraédriques.
De plus, les contraintes tangentielles sont nulles sur les plans de symétrie :
τxy = τxz = 0 sur le plan x = 0
τxy = τyz = 0 sur le plan y = 0 (11.13)
τxz = τyz = 0 sur le plan z = 0
Ces conditions ajoutent respectivement 9lim équations (900) et 3×3×2nsym équations (7200).
Condition PA
On définit pour chacun des quatre sommet des tétraèdres les variables x0, x1, x2, x3, x4, x5
en fonction de σx, σy, σz, τxy, τxz, τyz, soit 6× 4nt définitions (336 000). Ensuite, l’écriture du
fichier à optimiser fera apparaître implicitement l’équation (11.2) par désignation des seuls noms
des variables comme le demande MOSEK.
Fonctionnelle
Comme dans la partie précédente, nous voulons déterminer la contrainte équivalente macrosco-






On maximise selon le cas Σdpg, Σdp ou Σm.
Structure de la matrice des contraintes
Pour un maillage à nt = 14000 éléments, le problème comporte au total 631 809 lignes, 672 010
colonnes et 3 154 038 termes non nuls. Les contraintes se répartissent de la façon suivante :
Déf. Eq. d’équi. Cont. Cond. lim. Cond. sym. Déf. pour MOSEK Total
9 42 000 245 700 900 7 200 336 000 631 809
Nous pouvons représenter schématiquement la structure de la matrice des contraintes par la
figure 11.4.
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Fig. 11.4: Structure de la matrice des contraintes dans le cas statique 3D.
110
Méthode 3D - Cavités sphériques 11.2. Mise en œuvre de l’AL et de l’optimisation
11.2.3 Structure générale d’un programme cinématique dans le cas 3D
Variables
Comme le champ de contrainte microscopique en statique, le champ de vitesse de déplacement
est posé linéaire en x, y, z dans chaque élément tétraédrique et ce champ est discontinu. Les
variables macroscopiques du problème sont Ex, Ey, Ez, Eh, Edp, Edpg. Les inconnues du problème
cinématique sont l’ensemble des vitesses de déplacement ux, uy, uz définies en chaque sommet
d’élément, soit 3× (4nt) variables (168 000).
De plus, 6nt + 9ndisc variables supplémentaires interviennent pour définir les coefficients in-
tervenant dans la puissance volumique (x0, x1, x2, x3, x4, x5) et la puissance apportée par les
surfaces de discontinuité (y0, y1, y2) comme nous le verrons dans la définition des différentes
contraintes. Finalement, la structure de {x} est la suivante :
{x}T = {u1x, u1y, u1z, u2x, u2y, u2z, ...u3ntx , u3nty , u3ntz , x10, x11, x12, x13, x14, x15, (11.15)























Déﬁnition des paramètres de chargement
On définit les paramètres de chargement Em, Edp, Edpg en fonction des paramètres Ex, Ey,
Ez. En contraintes homogènes moyennes au bord, les moyennes macroscopiques sont définies en
utilisant le théorème de la divergence.
Divergence nulle











rendant le champ u PA est écrite pour chaque élément. Pour cela, on utilise la même méthode
qu’en statique pour calculer les coefficients de la matrice d’interpolation :




(e+ f) vxz =
1
2
(e+ g) vyz =
1
2
(f + g) (11.18)
L’écriture de cette condition demande une ligne par élément soit nt lignes (14 000) dans la
matrice des contraintes [A].
Continuité
La continuité des vitesses de déplacement normales au passage d’une surface de discontinuité




l1 = nx [ux]
l2
l1 + ny [uy]
l2
l1 + nz [uz]
l2
l1 = 0 (11.19)
De même pour les couples de points (l3, l4) et (l5, l6). Cela ajoute 3ndisc équations (81 900) au
problème.
111
11.2. Mise en œuvre de l’AL et de l’optimisation Méthode 3D - Cavités sphériques
Conditions aux limites et de symétries
En déformations homogènes imposées au bord, on impose sur les trois sommets des éléments
des surfaces nlim la condition ui = Eijxj , soit 9nlim équations (900). Sur les bords à symétrie
de normale n, on impose la condition un = 0, soit 9nsym équations (3600).
Puissance volumique
La puissance totale P tot est définie dans le chapitre précédent en (10.24) et la puissance volu-


































L’introduction de la variable πitV , puissance volumique pour l’élément it, permet de majorer la
puissance volumique, et par suite de rendre la fonctionnelle linéaire. Pour l’optimisation sous
















x3 = 2kvyz (11.21)
x4 = 2kvxz
x5 = 2kvxy
Ces variables sont ensuite écrites implicitement sous la forme (11.2). Leurs définitions demandent
5nt lignes (70 000).
Puissance apportée par les discontinuités
De même pour la puissance dissipée par les discontinuités, l’introduction de la variable πidiscd ,
puissance dissipée par la surface de discontinuité idisc, permet de majorer la puissance, et par







où Sd est l’ensemble des surfaces de discontinuités et :






[ut1] et [ut2] sont les projections des vitesses de déplacement suivant les composantes tangen-
tielles.
[ut1] = [ux] t1x + [uy] t1y + [uz] t1z
[ut2] = [ux] t2x + [uy] t2y + [uz] t2z (11.24)
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où [ui] = u
l1
i − ul2i , i = x, y, z.
t1 est défini par un côté de triangle de la surface de discontinuité et par suite t2 = n× t1. Le
repère formé par les vecteurs (t1, t2, n) est direct.




y1 = k [ut1] (11.25)
y2 = k [ut2]
πidiscd est la puissance dissipée par la surface de discontinuité idisc et intervient ensuite dans
la fonctionnelle. Cela introduit 3 × 2ndisc contraintes supplémentaires (163 800) et 3 × 3ndisc
variables supplémentaires (245 700).
Fonctionnelle
P tot = ΣmEm + ΣdpgEdpg + ΣdpEdp (11.26)
Prenons le cas où la fonctionnelle est Σdpg.
Σdpg = Min
(




avec E0dpg = 1, Σ
0
m est fixé et Σ
0
dp connu à l’issu de la statique. En fonction des définitions








La minimisation de la fonctionnelle conduit à un majorant de la puissance totale.
Structure de la matrice des contraintes
Pour un maillage à nt = 14000 éléments en déformations homogènes imposées au bord, le
problème comporte au total 334 204 lignes, 467 706 colonnes et 2 497 681 termes non nuls. Les
contraintes se répartissent de la manière suivante :
Déf. Div. [un = 0] Cond. lim. Cond. sym. Coef. P
vol Coef. P disc Total
3 14 000 81 900 900 3 600 70 000 163 800 334 203
Nous pouvons représenter schématiquement la structure de la matrice des contraintes par la
figure 11.5.
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Fig. 11.5: Structure de la matrice des contraintes dans le cas cinématique 3D.
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11.3 Validation de la méthode sur le problème de la compression
d’un lopin 3D
11.3.1 Description du problème
Pour contrôler la méthode 3D décrite depuis le début du chapitre avant de l’appliquer au pro-
blème de la sphère creuse, nous l’appliquons au cas du problème de la compression d’un lopin par
deux plaques rugueuses. Les résultats de ce problème sont en effet bien connus (Pastor [1983]).
Il s’agit de déterminer la contrainte macroscopique F/Sk limite pour un barreau à base carrée de
côté 2L et d’épaisseur H paramétrée par l’élancement n = L/H. On maille un quart de plaque
en ajoutant des conditions de symétrie pour se ramener à une plaque complète. Le barreau est
soumis à des conditions aux limites en déformation imposée sur la partie supérieure, en z = H.
Fig. 11.6: Écrasement d’un barreau à base carrée - Maillage d’un quart de barreau - Les conditions
de symétrie sont imposées sur les plans x = 0 et y = 0.
Le barreau est d’abord maillé en cubes et chaque cube est ensuite divisé en six pyramides, ayant
pour base chaque côté du carré. Chaque pyramide est finalement divisée en quatre tétraèdres.
Il y a donc 24 éléments tétraédriques par cube. La création de ce maillage est plus simple que le
précédent : il suffit de définir les éléments d’un cube puis de le translater selon les 3 directions.
Notons qu’ici on a utilisé seulement les symétries selon x et y. La symétrie selon z aurait aussi
pu être utilisée.
Toutes les équations décrites dans la section précédente rendant les champs solutions admissibles
sont appliquées. Les champs solutions sont ensuite post-analysés pour vérifier leur admissibilité.
Seuls les équations suivantes, spécifiques au problème, diffèrent.
11.3.2 Statique
– Conditions aux limites. Le vecteur contrainte est nul pour les nœuds des surfaces extérieures
en 2L : {
σx = τxy = τxz = 0 en x = 2L
σy = τxy = τyz = 0 en y = 2L
(11.29)
– Conditions de symétrie. En x = 0 et y = 0, les contraintes tangentielles des nœuds des faces
extérieures sont nulles. {
τxy = τxz = 0 en x = 0
τxy = τyz = 0 en y = 0
(11.30)
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– Fonctionnelle : Fz/Sk est optimisé, avec Fz la force d’écrasement appliquée sur la surface
supérieure en z = H, et S la surface de cette face.
Avec XA, pour n = 1 correspondant à l’élancement L = H et q = 10 pour la linéarisation, le
quart de plaque peut être maillé en 3000 éléments. Ce problème de 1 551 302 lignes, 1 068 001
colonnes et 4 449 902 termes non nuls est traité en 35 itérations et 2436 s sur PC 1.5GHz 1.5Go
de RAM.
Avec un tel maillage, le post-traitement montre qu’au passage d’une surface de discontinuité,
le saut maximal des composantes du vecteur contrainte est inférieur à 10−5. Les équations
d’équilibre sont vérifiées au moins à 10−5.
On obtient Fz/Sk = 2.0711 alors que Fz/Sk = 1.80 dans Pastor [1983].
11.3.3 Cinématique
Parmi les conditions habituelles rendant le champ de vitesse de déplacement admissible et détaillé
dans la section précédente, on précise les conditions suivantes.
– Conditions de symétrie : {
ux = 0 en x = 0
uy = 0 en y = 0
(11.31)
– Chargement imposé : {
uz = 0 en z = 0
uz = Ezz en z = H
(11.32)
– Fonctionnelle : on optimise la puissance totale.
Grâce au post-traitement, le caractère PA du champ de vitesse de déformation est vérifié à
10−7 près et la continuité du champ de vitesse de déplacement au passage d’une surface de
discontinuité est vérifié au moins à 10−4.
Avec XA, pour n = 1 (L = H) et q = 10 pour la linéarisation, le quart de plaque peut être
maillé en 1536 éléments. Ce problème de 481 156 lignes, 336 964 colonnes et 1 484 291 termes
non nuls est traité en 24 itérations et 5 157 s sur PC 1.5GHz 1.5Go de RAM. ou 24 itérations
et 10 497 s sur G4.
On obtient Fz/Sk = 2.1763 alors que Fz/Sk = 2.56 dans Pastor [1983].
Finalement, pour n = 1, on obtient le résultat : 2.0711 < Fz/Sk < 2.1763.
11.3.4 Résultats
n = L/H 1 2 3 4 5 6
Nouvel encadrement 2.07–2.18 2.68–2.95 3.37–3.66 3.87–4.53 4.53–5.22 5.19–5.91
Ancien encadrement 1.80–2.56 2.23–3.22 2.52–3.89 2.93–4.55 3.36–5.22 3.82–5.88
Tab. 11.1: Valeurs numériques de Fz/Sk en fonction de l’élancement n - Comparaison des résultats.
Sur la Fig. 11.7, sont représentés les résultats pour un maillage très raffiné. La table 11.3.4
indique les valeurs numériques correspondantes. On remarque que le nouvel encadrement est
bien meilleur que celui obtenu par Pastor [1983] comme on pouvait s’y attendre compte tenu
du faible nombre déléments alors utilisable en linéarisation classique.
Pour n > 3, les dimensions de la plaque deviennent importantes : le nombre d’éléments néces-
saires pour avoir un maillage aussi fin que pour n = 1 ou 2 devient élevé et il n’est pas possible
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Fig. 11.7: Compression du barreau - Fz/Sk en fonction de l’élancement n - Comparaison des
résultats.
de mailler aussi finement une plaque d’élancement n > 3 qu’une plaque d’élancement plus petit.
La valeur cinématique est bien moins améliorée que pour n ! 3.
L’étude de ce problème a permis de valider l’utilisation d’un maillage et de champs statiques et




Nous voulons déterminer Σeqv, la contrainte équivalente macroscopique définie par (11.14). Pour
commencer, on se place dans le cas d’un chargement axisymétrique, dont les résultats sont déjà
partiellement connus. Dans ce cas, Σx = Σy d’où Σdp = 0, Σm est fixé et Σdpg est optimisé.
Notons que le résultat est aussi une valeur statique pour le cas 3D général.
Comme dans la méthode axisymétrique, on peut ajouter le champ continu global (10.18) au
champ de contrainte local pour améliorer la borne inférieure pour des triaxialités élevées. Ce
champ global vérifie les équations de l’équilibre et étant par définition continu, il suffit d’ajouter
la valeur moyenne (10.22) apportée par ce champ global dans les définitions des contraintes
macroscopiques Σx, Σy, Σz dans le cas des conditions en déformation imposée. De plus, dans
la linéarisation du critère, on ajoute pour chaque contrainte microscopique la contribution du
champ global qui s’exprime de la façon suivante.

σx = σθ + (σθ − σr) cos2 ϕ sin2 θ
σy = σr + (σr − σθ)(cos2 θ sin2 ϕ− cos2 ϕ)
σz = (σr − σθ) cos2 θ + σθ
σxy = (σr − σθ) cosϕ sinϕ sin2 θ
σxz = (σr − σθ) cosϕ sin θ cos θ
σyz = (σr − σθ) sinϕ sin θ cos θ
(11.33)
σr et σθ sont définies en (10.18). Pour Σeqv = 0, on obtient alors en optimisant Σm une valeur
proche de la valeur analytique Σm = 3.1741k.
117
11.4. Chargement axisymétrique Méthode 3D - Cavités sphériques
Grâce à ce champ supplémentaire, pour le maillage de 1750 éléments, la courbe statique est
légèrement améliorée (5%) pour les grandes valeurs de Σm. Cette amélioration devient négli-
geable quand le maillage devient fin. Comme ce champ analytique supplémentaire améliore très
peu l’approche statique pour le maillage de 14 000 éléments utilisé, on ne l’utilise pas afin de
simplifier le post-traitement : la vérification du critère à l’intérieur d’un élément n’est ainsi pas
nécessaire. En effet, avec le champ continu, le critère est vérifié en chacun des sommets du té-
traèdre, mais n’étant pas linéaire, il est nécessaire de le vérifier à l’intérieur de l’élément, comme
on l’a fait en statique axisymétrique.
11.4.2 Comparaison XA et MOSEK en statique
Avec XA, pour 1750 éléments (5 couches d’éléments dans l’épaisseur, 5 divisions selon le péri-
mètre) et q = 5 pour la linéarisation, le problème de 85 210 lignes, 343 010 colonnes et 514 606
termes non nuls est traité en 45 itérations et 2000 s sur un PC 1.5 GHz 1.5Go de RAM.
Le post-traitement montre qu’au passage d’une surface de discontinuité, le saut maximal des
composantes du vecteur contrainte est inférieur à 10−6. Les équations d’équilibre sont vérifiées
au moins à 10−6. On vérifie également que le champ de contrainte solution vérifie les conditions
aux limites sur la partie intérieure de la sphère et que les contraintes tangentielles sont nulles sur
les surfaces intervenant dans les symétries. La valeur de la fonctionnelle est corrigée de moins
de 10−6, la correction est donc négligeable.
Avec MOSEK, le problème équivalent de 1750 éléments comporte 79 210 lignes, 84 011 colonnes
et 418 706 termes non nuls est traité en 9 itérations et 70 s sur un PC 1.5GHz 1.5Go de RAM.
Ces valeurs sont reprises dans la table 11.2 afin de les comparer avec celles de XA.
Le post-traitement montre qu’au passage d’une surface de discontinuité, le saut maximal des
composantes du vecteur contrainte et les équations d’équilibre sont compris entre 10−7 et 10−4.
La valeur de la fonctionnelle est corrigée de moins de 10−4, la correction est donc négligeable.
On remarque que le post-traitement est légèrement meilleur avec XA qu’avec MOSEK.
optimiseur nombre de nombre de nombre de nombre temps
lignes colonnes termes d’ itérations (s)
XA (q=5) 485 210 343 010 1 514 606 ≈ 45 ≈ 1500
MOSEK 79 210 84 011 418 706 ≈ 9 ≈ 70
Tab. 11.2: Comparaison de XA et MOSEK pour un maillage de 1750 éléments.
La taille d’un problème traité avec MOSEK est environ 5 fois plus petite que le même problème
traité avec XA, ce qui nous autorise à traiter de plus gros problèmes 1. Par la suite, tous les
problèmes sont résolus avec MOSEK permettant de résoudre des problèmes de plus grande
taille (14 000 éléments) tandis que XA nous limite à un peu plus de 1750 éléments. De plus,
l’optimisation avec MOSEK est au moins 10 fois plus rapide que celle avec XA.
Un des plus gros problème traité sous MOSEK concerne le problème statique à 14 000 éléments
(631 810 lignes, 672 011 colonnes, 3 409 939 termes non nuls) qui a été résolu en 2h environ sur
un PC 1.5 GHz, 1.5 Go de RAM alors qu’il est limité à 7168 éléments pour XA avec q = 6.
1Curieusement, il est impossible de traiter de gros problèmes (plus de 4000 tétraèdres) avec MOSEK si on
laisse le "presolve", dont le but est de réduire la taille du problème en supprimant les variables et contraintes
redondantes. Par la suite, l’optimisation sous MOSEK se fera donc toujours sans cette option.
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11.4.3 Cinématique
Comme en axisymétrie, on peut ajouter au champ microscopique de vitesse de déplacement
local, linéaire en x, y, z un champ continu global en 1/r2. Ce champ continu intervient dans le
champ de vitesse de déplacement en déformation imposée au bord, dans le champ de vitesse de
déformation et dans le critère. 

ux = cosϕ sin θ/r
2 = x/r3
uy = sinϕ sin θ/r
2 = y/r3
uz = cos θ/r
2 = z/r3
(11.34)
L’ajout de ce champ abaisse légèrement la valeur de la puissance totale surtout au voisinage de
l’axe Σm. Cependant avec ce champ supplémentaire, les sauts de discontinuités et le caractère PA
du champ dans chaque élément sont beaucoup moins bien vérifiés qu’avec uniquement le champ
discontinu, surtout quand le maillage se raffine. C’est pourquoi, finalement, aucun champ continu
n’est ajouté.
Avec uniquement un champ discontinu défini linéaire en x, y, z dans chaque élément, on re-
trouve les valeurs de la cinématique obtenue avec un maillage plan. Dans le programme du
post-traitement, il est nécessaire de tenir compte de la non-linéarité de la puissance apportée
par les discontinuités dans chaque élément. Pour cela, on découpe chaque surface de discontinuité
triangulaire en 64 sous-triangles. Pour chaque sous-triangle, on calcule la puissance apportée par
les discontinuités au centre de gravité. Cette intégration est nécessaire car si les vitesses de dé-
placements ux, uy, uz sont linéaires dans un élément tétraèdrique,
√
[ut1]2 + [ut2]2 intervenant
dans la puissance n’est pas linéaire dans l’élément et ne peut être approché par la valeur à
chacun des sommets de discontinuités du triangle.





plie ensuite par le volume de chaque élément. On somme sur tous les éléments. La correction
effectuée ainsi sur la puissance totale est négligeable. Pour vérifier le caractère licite du champ
de vitesse de déplacement solution, la trace est calculée sur chaque élément et les sauts de dis-
continuité en vitesse de déplacement sont calculés sur chaque surface de discontinuité. La trace
maximale et les sauts de discontinuité maximaux sont environ de 10−7.
Comme en statique, MOSEK est plus rapide que XA et permet de traiter de plus gros problèmes.
En cinématique, la différence des temps de résolution est encore plus frappante qu’avec la sta-
tique. Pour le maillage à 1750 éléments, MOSEK est en effet 100 fois plus rapide que XA. Par
contre, pour le problème de 14000 éléments, MOSEK demande 2h30 environ contre 2h environ
en statique.
11.4.4 Critère de rupture
La figure 11.8 compare les courbes obtenues avec la méthode axisymétrique (maillage plan) dé-
crite au chapitre précédent et la méthode tridimensionnelle avec un chargement axisymétrique,
pour une porosité de 6.4% et un maillage de 14000 éléments. La courbe statique est obtenue en
prenant en compte le champ continu global.
L’approche statique est très proche de l’approche cinématique obtenue avec la méthode axisymé-
trique. Par contre, la courbe statique axisymétrique est assez éloignée de la courbe statique 3D
pour de faibles valeurs de Σm. Les approches supérieures et inférieures sont quasi-confondues,
le critère de résistance exact est donc parfaitement déterminé.
Finalement, le modèle entièrement 3D permet de voir que l’approche cinématique axisymétrique
est excellente et peut être utilisée pour déterminer le critère macroscopique. L’approche statique
confirme l’approche cinématique et montre que le critère de Gurson est une bonne approximation
analytique, surestimant très légérement le critère réel, pour un milieu à cavités sphériques.
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Fig. 11.8: Critère sous chargement axisymétrique - f=6.4% - Maillage 14000 éléments.
11.4.5 Multiplicateurs plastiques
Nous avons vu que dans le cas général tridimensionnel avec un chargement axisymétrique, le
critère de Gurson est légèrement amélioré. Si nos approches numériques et l’expression analytique
sont corrects, on doit trouver les mêmes multiplicateurs plastiques λi pour chaque point du




avec λi " 0 , i=x,z (11.35)
ce qui conduit, pour un chargement axisymétrique à :
Ex = λx
























Avec un maillage de 14 000 éléments et une porosité de 6.4%, on obtient les valeurs de la table
11.3. Pour une même valeur de Σm, λx et λz sont assez proches (0.1%). Quand Σm est proche
de son maximum, la différence entre les deux valeurs de λ augmente légérement. Ceci est dû
au fait qu’on compare deux points qui se trouvent sur la même verticale, la différence entre les
deux augmentant quand Σm croît. Gurson est ainsi confirmé par nos valeurs numériques, ce qui
valide les calculs élasto-plastiques réalisés avec ce critère.
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dpg Σx Σz Ex Ez λx λz
0 1.5859 1.5901 0.5286 -1.0572 0.4970 -1.0030 1.0879 1.0977
0.9947 1.5399 1.8462 1.5080 -0.0319 0.5345 -0.9654 1.1262 1.1275
1.4913 1.4648 1.4738 1.9795 0.5150 0.5641 -0.9358 1.1862 1.1842
1.9874 1.3365 1.3440 2.4328 1.0964 0.6143 -0.8856 1.3032 1.2956
2.4828 1.0938 1.1084 2.8474 1.7535 0.7139 -0.7861 1.5852 1.5881
2.8809 0.7282 0.7570 3.1236 2.3954 0.9023 -0.5977 2.2447 2.6286
Tab. 11.3: Comparaison des valeurs des multiplicateurs plastiques pour un chargement 3D axisymé-
trique.
11.5 Chargement 3D
Fig. 11.9: Critère sous chargement 3D général - Déformation (E) ou contrainte (S) imposée -
Maillage 14000 éléments. f=6.4%.
Le chargement est maintenant général et tridimensionnel. Pour un maillage de 14000 éléments
et un taux de porosité de 6.4%, la figure 11.9 montre notre critère numérique obtenu avec
des conditions en déformation imposées au bord, comme dans le critère de Gurson et avec des
contraintes imposées au bord. La table 11.4 donne les valeurs numériques de Σeqv en fonction
de Σm correspondant à la figure 11.9.
Les figures 11.10, 11.11, 11.12, 11.13 représentent le critère pour des taux de porosité de 1%
et 10% avec les critères analytiques de Gurson (Gurson [1977]), Bigoni (Bigoni et Piccolroaz
[2003]), Tvergaard (Tvergaard [1981]), et Richmond (Richmond et Smelser [1985]), sous char-
gement 3D avec déformations ou contraintes moyennes imposées au bord pour un maillage de
14 000 éléments. Les tables 11.5 et 11.6 fournissent les valeurs numériques correspondantes.
Pour f=10%, les valeurs statiques sont assez proches des valeurs cinématiques. Toutes les courbes
numériques sont situées entre les critères de Gurson et de Tvergaard. Le critère de Bigoni sous-
estime le critère réel pour les valeurs de Σm intermédiaires.
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Fig. 11.10: Critère sous chargement 3D général - Déformation imposée - Maillage 14000 éléments.
f=10%.
Fig. 11.11: Critère sous chargement 3D général. Contrainte (S) imposée - Maillage 14000 éléments.
f=10%.
6.4% Eij au bord Sij au bord
Σm Gurson stat cine stat cine
0 1.6212 1.5848 1.5911 1.4421 1.4963
0.8 1.5913 1.5589 1.5651 1.4276 1.4749
1.6 1.4821 1.4417 1.4532 1.2836 1.3235
2 1.3759 1.3241 1.3420 1.1661 1.1922
2.4 1.2057 1.1330 1.1621 0.9642 1.0106
2.8 0.9086 0.7942 0.8528 0.6791 0.7396
3 0.6465 0.5057 0.5978 0.3968 0.5120
3.1 0.4309 0.2618 0.4077 / 0.3613
Σmaxm 3.1741 3.1086 3.1915 3.1085 3.1911
Tab. 11.4: Valeurs numériques de Σeqv en fonction de Σm sous chargement 3D avec Eij au bord
et Sij au bord pour f= 6.4%.
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Fig. 11.12: Critère sous chargement 3D général - Déformation imposée - Maillage 14000 éléments.
f=1%.
Fig. 11.13: Critère sous chargement 3D général. Contrainte (S) imposée - Maillage 14000 éléments.
f=1%.
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1% Eij au bord Sij au bord
Σm Gurson stat cine stat cine
0 1.7147 1.7 1.7086 1.6937 1.7048
1.6 1.6949 1.6784 1.6894 1.6732 1.6835
3.2 1.5872 1.5435 1.5805 1.5016 1.5511
4 1.4286 1.3452 1.4271 1.2745 1.3713
4.4 1.2824 1.1568 1.2888 1.0705 1.2214
4.8 1.0410 0.8450 1.0670 0.7698 1.0009
5 0.8493 0.5467 0.9013 0.5472 0.8467
5.1 0.7177 0.3856 0.7966 0.2001 0.7509
5.2 0.5389 / 0.6698 / 0.6355
5.3 0.2129 / 0.5084 / 0.4872
Σmaxm 5.3176 5.1746 5.4388 5.1791 5.4385
Tab. 11.5: Valeurs numériques de Σeqv en fonction de Σm sous chargement 3D avec Eij au bord
et Sij au bord pour f= 1%.
10% Eij au bord Sij au bord
Σm Gurson stat cine stat cine
0 1.5588 1.4805 1.5206 1.3774 1.4150
0.8 1.5100 1.4624 1.4774 1.3430 1.3849
1.6 1.3250 1.2669 1.2868 1.1550 1.1872
2 1.1319 1.0373 1.0820 0.9436 0.9912
2.2 0.9844 0.8598 0.9269 0.7918 0.8511
2.4 0.7712 0.6315 0.7106 0.5973 0.6608
2.5 0.6173 0.4621 0.5601 0.43175 0.5305
Σmaxm 2.6588 2.5650 2.6316 2.6229 2.6704
Tab. 11.6: Valeurs numériques de Σeqv en fonction de Σm sous chargement 3D avec Eij au bord
et Sij au bord pour f= 10%.
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Pour f=1%, les valeurs statiques et cinématiques sont plus éloignées les unes des autres car le
maillage n’est pas assez fin pour ce taux de porosité très faible 2. On voit d’ailleurs pour ce taux
de porosité que l’approche cinématique est supérieure à Gurson. Pour ces deux taux de porosité
supplémentaire, Gurson est donc le critère analytique le plus approprié parmi tout ceux cités.
La figure 11.14 représentent le champ de vitesses de déplacement dans le plan z = 0 en dé-
formation homogène imposée au bord pour f=6.4% et 14000 éléments (ou 400 dans le plan
z = 0).
Fig. 11.14: Champ de vitesses de déplacement dans le plan z = 0 - Déformation imposée au bord -
f=6.4% - Chargement 3D - 14000 éléments - Echelle = 3.
Fig. 11.15: Champ de vitesses de déplacementdans le plan x = 0 - Déformation imposée au bord -
f=6.4% - Chargement 3D - 14000 éléments - Echelle = 3.
La figure 11.15 représente le champ de vitesses de déplacement dans le plan x = 0 en déformation
homogène imposée au bord pour f=6.4% et 14000 éléments (ou 400 dans le plan x = 0). Pour
Σm = 0, le champ est orienté horizontalement vers l’intérieur de la sphère. Ceci est en accord
avec la valeur macroscopique Ez = 0 du champ solution. On peut remarquer que les conditions
aux limites sont bien vérifiées dans tous les cas.
2Un maillage plus fin n’est pas encore possible tant que MOSEK ne peut pas utiliser plus de 2Go de RAM
avec le système OS de 32 bits (10.3), utilisé dans cette thèse (ce serait possible avec Tiger, 10.4).
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11.6 Invariants
Pour le tenseur contrainte Σ dont seules les composantes diagonales sont non nulles, les 3
invariants du tenseur des contrainte (I1, I2, I3) et 3 invariants du tenseur déviateur S (J1, J2,
J3) sont définis.
Puisque le critère de Gurson est isotrope, il dépend uniquement de Σm (lié à I1), Σ
2
eqv (lié à J2)
et det Σ. Leblond (Leblond [2003]) constate que le critère de Gurson est obtenu en supposant
qu’il ne dépend pas de det Σ. En effet, le troisième argument n’intervient pas dans le critère de











− 1− f2 (11.37)
avec

I1 = trΣ = Σx + Σy + Σz = 3Σm
J2 = −12
[
trS2 − (trS)2] = 16(Σx − Σy)2 + (Σx − Σz)2 + (Σy − Σz)2 = Σ2eqv3
I3 = detΣ = ΣxΣyΣz
(11.38)
A partir de nos valeurs numériques, nous voulons vérifier la dépendance du critère en det Σ . La
difficulté est qu’on ne peut pas optimiser directement I3, non linéaire et non quadratique. Une
première idée consiste, pour Σm fixé, à optimiser Σeqv en fixant I3 par l’intermédiaire de Σz ou
Σx. Selon qu’on se place sous XA ou sous MOSEK, le problème est posé différemment.
En optimisation linéaire, avec XA, on pourrait maximiser un minorant de la contrainte macro-
scopique équivalente : Σeqv " u et maximiser u avec une expression de Σeqv linéaire, qui reste
à trouver. La méthode BTN ne peut pas être utilisée, les inégalités donnent des solutions à
l’intérieur du cercle exclusivement.
En optimisation conique, MOSEK peut résoudre des problèmes d’optimisation quadratique
(c’est-à-dire avec une fonction objectif quadratique). Σeqv peut s’écrire :
Σeqv = (Σx − Σy)2 + (Σy − Σz)2 + (Σx − Σz)2









avec Q semi-définie positive et symétrique comme l’exige la mise en forme du problème pour la
résolution. Malheureusement, cette fonction est convexe, on ne peut donc pas la maximiser mais
uniquement la minimiser ce qui ne nous intéresse pas.
A partir du système : 

Σx + Σy + Σz = a
1
6(Σx − Σy)2 + (Σx − Σz)2 + (Σy − Σz)2) = b
ΣxΣyΣz = c
(11.40)
Déterminons la condition sous laquelle b et c sont indépendants l’un de l’autre.
On pose Σz = Σ
0
z. De la première équation, on tire Σx qu’on réinjecte dans la troisième. On a







2 − aΣ0z) + c = 0. Cette expression
dépendant de c uniquement par
√
∆ avec ∆ le discriminant de l’équation en y. Donc b sera
indépendant de c si
√






Vérifions numériquement cette relation.
Pour Σm = 1, on maximise Σdpg en fixant I3 par l’intermédiaire de Σz = Σ
0
z. On calcule cnum
avec les contraintes Σx, Σy, Σz (cnum = ΣxΣyΣ
0
z) solutions et on compare à la valeur théorique
cth. Le maillage à 1750 éléments est utilisé.
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x Σy cnum cth
1 0 0.9984 1.0015 0.999 1
0.4 0.900 1.2975 1.3024 0.67599 0.676
0.2 1.200 1.3967 1.4032 0.392 0.392
Dans ce cas, maximiser Σdpg revient à maximiser
Σx+Σy
2 . On s’aperçoit que Σdp ≈ 0 (Σdp =√
3
2 (Σx − Σy)) : on a bien optimisé Σeqv par l’intermédiaire de Σdpg.
On voit que cnum = cth. Puisque b est indépendant de c, le troisième invariant I3 est indépendant
du second J2.
Un autre moyen, plus simple et plus direct pour montrer l’indépendance de I3 est le suivant.
Σdpg est maximisé avec I1 fixé et pour différentes valeurs de Σx ; après la résolution, J2 et I3
sont calculés à partir des valeurs optimales de Σx, Σy, Σz.
Σm Σ
stat
dpg Σdp Σeqv Σx Σy Σz I1 J2 I3
1 1.5425 -0.0072 1.5426 1.51 1.5183 -0.0283 3 0.7932 -0.0650
1 1.3293 -0.7674 1.5349 1 1.8862 0.1138 3 0.7853 0.2146
1 0.9157 1.2033 1.5121 2 0.6105 0.3895 3 0.7622 0.4756
1 -0.4686 -1.4615 1.5348 0 1.6876 1.3124 3 0.7851 0.4756
1 1.5479 -0.0276 1.5482 1.5 1.5319 -0.0319 3 0.7989 0
1 0.7741 -1.3129 1.5242 0.5 2.0161 0.4839 3 0.7744 0.4878
Tab. 11.7: Indépendance de I3 pour J2 quasi-constant.
Les résultats de la table 11.7 montre que J2 (et Σeqv) sont quasi-constant tandis que I3 varie
beaucoup. I3 est donc indépendant de J2 et I1. L’expression de Gurson en Σeqv et Σm suffit.
11.7 Ajout de la contrainte de cisaillement
Cet essai est fait à titre de vérification uniquement. En effet, l’approche précédente est complète
et cette étude est un cas particulier. Pour étudier l’influence de la contrainte de cisaillement,
une demi-sphère creuse est maillée à partir du huitième de sphère maillé précédemment. Ainsi,
le maillage comporte quatre fois plus d’éléments et on s’attend à ce que les deux approches de
l’analyse limite soient plus éloignées l’une de l’autre que dans les études précédentes.
On choisit de mailler la demi-sphère définit par : x " 0, −R ! y ! R, −R ! z ! R. R étant le
rayon de la sphère. La seule contrainte de cisaillement non nulle Σyz est optimisée avec Σm fixé.












(P tot − Σ0dpgEdpg − Σ0dpEdp − Σ0mEm) (11.43)
avec Σ0dp, Σ
0
dpg déterminés précedemment avec la méthode statique. ( Σdp et Σdpg ! 0.1 après
optimisation) et 2Eyz = 1.
En utilisant un maillage à 14 112 éléments sous MOSEK, on obtient les courbes numériques de
la figure 11.16 dans le cas de la déformation imposée au bord.
Bien que les deux courbes ne soient pas aussi proches l’une de l’autre que dans les cas précédents
127
11.8. Contrainte et déformation plane macroscopique Méthode 3D - Cavités sphériques
Fig. 11.16: Critère prenant en compte la contrainte de cisaillement - Maillage 14112 éléments pour
une demi-sphère - Déformation imposée au bord - f=6.4%.
car le maillage est moins fin, le critère de Gurson est vérifié. Dans le cas d’un matériau à cavités
cylindriques, Gurson n’étaient pas vérifié en cisaillement. Cela confirme que pour un matériau
à cavités sphériques, le critère de rupture est isotrope.
Les figures 11.17 montre l’évolution de la déformation dans le plan de symétrie x = 0 pour
plusieurs valeurs de Σm, pour f=6.4% et un maillage de la demi-sphère de 12 096 éléments (ou
576 dans le plan x = 0). Comme dans le cas de chargement général 3D, il semble avoir de la
localisation en vitesses de déplacement sur la face interne de la sphère quand Σm croît.
11.8 Contrainte et déformation plane macroscopique
Afin de vérifier encore la qualité du critère de Gurson, on étudie maintenant directement les cas
de la contrainte et de la déformation plane macroscopique.








(Σx − Σy) Eh = (Ex + Ey) Ecp = 1√
3
(Ex − Ey) (11.44)
On optimise Σcp avec Σh fixé. Le critère de Gurson pour des cavités sphériques s’écrit :
Σ2cp = 3
(












avec E0cp = 1 et Σ
0
h fixée. Pour un maillage de 14000 éléments et un taux de porosité de 6.4%, on
obtient la figure 11.18 de gauche en utilisant MOSEK, c’est-à-dire un critère proche de Gurson.












(Σx − Σy) (11.48)
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Fig. 11.17: Champ de vitesse de déplacement en cisaillement dans le plan de symétrie x = 0 de la
demi-sphère - Maillage 12092 éléments - Déformation imposée au bord. f=6.4%.
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Fig. 11.18: Critère en contrainte plane macroscoopique (gauche) et déformation plane macrosco-
pique (droite) - Maillage 14000 éléments - f=6.4%
Le critère de Gurson correspondant n’est pas analytique, la condition de déformation plane
s’écrivant pour le critère de Gurson :
2
3k2










Ainsi, pour chaque Σh, la valeur de Σdp est obtenue en résolvant le système non linéaire en
(Σx,Σy,Σz) constitué des équations (11.48), (11.49) et du critère de Gurson. La solution donne
la condition de déformation plane macroscopique du critère de Gurson représentée sur la figure
11.18 de droite ainsi que le résultat obtenu en utilisant un maillage de 14 000 éléments et un
taux de porosité de 6.4%. Comme dans le cas général, les critères de Gurson en contrainte et
en déformation plane macroscopique peuvent être utilisés comme une approximation du critère
réel.
11.9 Conclusion
Nous avons tracé le critère de résistance d’un matériau poreux contenant des cavités sphériques
homothétiques, sous les hypothèses que la matrice est rigide parfaitement plastique, que les
cavités n’ont pas d’interactions entre elles et en l’absence de coalescence (matériau de Gurson).
Pour cela, nous avons utilisé successivement deux méthodes. La méthode axisymétrique permet
de travailler dans un plan méridien mais ne permet pas d’obtenir une borne statique satisfai-
sante. La méthode 3D, utilisant un maillage et des champs solutions tridimensionnels permet de
qualifier l’approche cinématique axisymétrique précédente d’excellente.
Cette approche générale confirme que le critère de Gurson analytique est le critère à employer
pour un matériau poreux à cavités sphériques, même s’il s’agit d’une borne légèrement supérieure
à cause de la majoration de la dissipation plastique lors de sa construction.
Dans le cas d’un matériau à cavités cylindriques, on obtenait un point anguleux avec l’axe
horizontal des pressions hydrostatiques dans certains cas de chargement. Ce n’est plus le cas
avec un matériau à cavités sphériques, où le critère de Gurson est vérifié.
L’élaboration et la résoution de ce problème a aussi permis de tester l’efficacité et de connaître
les limites des codes commerciaux point intérieur XA et MOSEK.
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VER périodiques multicavités en
déformation plane généralisée
12.1 Introduction
Le but ici est de tracer le critère de rupture pour des VER multicavités en déformation plane
généralisée, avec des conditions de périodicité imposées aux bords. La figure 12.1 montre les 4
VER testés. Ces VER sont inspirés de ceux de l’article de Michel et al. [2001] où le critère trouvé
par FFT (Fast Fourier Transform) présente deux modes de rupture. Par rapport aux VER de
cet article, les cavités qui débouchent sur l’extérieur ont été supprimées afin de pouvoir mailler
le VER correctement avec ANSYS. Egalement des cavités ont été ajoutées au hasard pour 2
VER (une cavité supplémentaire pour le VER 3 et 3 cavités supplémentaires pour le VER 4)
afin d’avoir le même nombre de cavités (35) sur les 4 VER. Le taux de porosité correspondant
est alors de 10.65%. Les conditions aux limites imposées sont celles en déformations. En effet, si
le VER est périodique et représentatif, les conditions en déformations et en contraintes imposées
aux bords donnent le même résultat.
Chaque VER est maillé en environ 12 000 éléments, maillage très fin comme le montre la figure
12.1. Après maillage sous ANSYS, les fichiers contenant les coordonnées des noeuds et les nu-
méros des éléments ainsi que la géométrie du maillage sont récupérés. Ces fichiers sont lus par
le programme fortran générant le problème à optimiser. Pour écrire les conditions aux limites en
statique (vecteur contrainte nul sur les bords des cavités), il est nécessaire de repérer les coor-
données des couples de noeuds sur le bord des cavités. Ceci est fait à l’aide des coordonnées des
centres des cavités. Il est aussi nécessaire de repérer les couples de noeuds des côtés extérieurs
du VER pour écrire les conditions de périodicité.
12.2 Statique
Afin d’avoir un champ de contraintes microscopiques statiquement et plastiquement admissible,
les équations écritent sont les suivantes :
– Equations de l’équilibre.
– Continuité du vecteur contrainte au passage des lignes de discontinuité.
– Conditions de périodicité sur les côtés du VER :










– Conditions aux limites : sur les bords des cavités, le vecteur contrainte imposé nul.
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Fig. 12.1: 4 VER à 35 cavités aléatoirement réparties - f=10.65% - 12160, 12147, 12173, 12162
éléments triangulaires.
– Ecriture du critère déformation plane généralisée pour MOSEK.








Le post traitement vérifie toutes les contraintes et recalcule la fonctionnelle.
La résolution est faite sur PC 1.5GHz, doté de 1.5 Go de RAM, sous Suse Linux comme OS.
Les données numériques et temps de résolution sont données dans le tableau suivant :
1700 s (PC 1.5GHz) 291 848 termes
12160 éléments linéaires coniques
lignes 98 411 145 921
colonnes 145 928 145 920
12.3 Cinématique
Les équations rendant le champ de vitesses de déplacement admissibles sont les suivantes :
– trv = 0 ou Ez + vx + vy = 0 sur chaque élément.
– Continuité de la composante normale des vitesses de déplacement [un] = 0.
– Composantes tangentielle des vitesses de déplacement : [unt] = ξ2 − ξ1, ξ2, ξ1 " 0.
– Conditions de périodicité :
(ui − Eij .xj)gauche = (ui − Eij .xj)droite et (ui − Eij .xj)haut = (ui − Eij .xj)bas, c’est à dire :
ugauchex − udroitex − Exxgauche + Exxdroite = 0
ugauchey − udroitey − Exyxgauche + Exyxdroite = 0
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uhautx − ubasx − Exyyhaut + Exyybas = 0
uhauty − ubasy − Eyyhaut + Eyybas = 0
– Ecriture de la puissance volumique déformation plane généralisée pour MOSEK.




(P tot − Σ0zEz − 2Σ0xyExy) (12.2)
On fait varier Σz autour de la valeur donné à l’issue de l’optimisation du problème statique de
manière à ce que Σdp optimisé soit minimum. Σeqv est ensuite calculé avec :
Σ2eqv = Σ
2
dp + (Σh − Σz)2 + 3Σ2xy (12.3)
En pratique, on remarque que la statique donne Σxy ≈ 0 (10−3) et donc Σ0xy = 0. Ceci montre au
passage que les VER admettent sensiblement les axes x et y comme axes priviligiés d’anisotropie,
et donc que, sur ce plan au moins, le nombre de cavités (aléatoirement réparties) est suffisamment
important.
Précisons ici que, pour éviter les problèmes liés à la présence de colonnes denses (ce que la
méthode de Cholesky n’apprécie guère), les conditions de périodicité sont écrites en récurrence
afin d’avoir une matrice finale la plus diagonale possible. Les données numériques et temps de
résolution sur la même machine que précédemment sont données dans le tableau suivant :
400 s (PC 1.5GHz) 192 803 termes
12160 éléments linéaires coniques
lignes 84 000 71196
colonnes 71 196 121 607
12.4 Résultats
Fig. 12.2: Critère pour chacun des 4 VER - f=10.65%.
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Fig. 12.3: Critère de Michel tiré de Michel, Moulinec et Suquet (2001) pour une porosité de 12.5%.
La figure 12.2 montre que nos 4 approches cinématiques sont assez proches les unes des autres
tandis que nos 4 approches statiques sont plus éloignées. L’écart entre les approches statique
et cinématique augmente avec Σh. Néanmoins, on constate bien comme sur la figure 12.3 tirée
de Michel et al. [2001] un critère de rupture bimodal : une partie du critère suit quasiment
Gurson tandis qu’une autre partie est constituée par une droite verticale au point de triaxialité
maximal. Nos valeurs sont un peu plus élevées que celles de Michel et al. [2001] car notre taux
de porosité est de 10.65 % tandis que le leurs est de 12.5%.
La représentation graphique du champ de vitesse de déformation en fonction du chargement Σh
fait apparaître des lignes de localisation de vitesse de déformation sur le VER pour les valeurs
de Σh proche de son maximum. Ces zones de localisation forment des lignes de déformation
préférentielle sur chaque VER, joignant plusieurs cavités et traversant le VER. Afin de réduire
l’écart entre les deux bornes pour Σeqv = 0, les zones de localisation sont maintenant maillées
plus finement.
12.5 Raffinement du maillage
Lors de cette première tentative (tous les éléments sont à peu près identiques), nous constatons
que les deux bornes sont relativement éloignées l’une de l’autre (figure 12.2). Les champs de
contraintes et de vitesses de déformation déclarés trouvés par la résolution des problèmes d’op-
timisation ne sont donc pas les champs solutions exacts. Afin d’obtenir de meilleures bornes, les
zones du maillage présentant de la localisation (Σeqv proche de 0) en vitesse de déformation,
identifiable sur la figure 12.5 sont maillées plus finement. Pour cela, on procède de la manière







y − vxvy + 3v2xy (12.4)
Dans le post-traitement, on sélectionne les éléments ayant veqv > αv
max
eqv . Chacun de ces triangles
est ensuite remaillé en 3 triangles. Les nouveaux éléments ainsi crées sont définis à partir du
centre de gravité de l’élément à remailler (figure 12.4). Les paramètres des nouveaux maillages
sont indiqués dans la table 12.1 pour le point Σeqv = 0. Cette méthode permet de mailler plus
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finement les zones les plus déformées du maillage assez facilement, mais a l’inconvénient de ne
pas permettre plusieurs remaillages successifs. En effet, les nouveaux éléments sont définis à
partir des sommets et du centre de gravité de l’élément à remailler et sont donc plus aplatis que
les autres.
Fig. 12.4: Remaillage d’éléments à partir du centre de gravité.
Cette méthode de remaillage est appliquée au point du critère Σeqv = 0, chargement donnant
une localisation assez nette. Ainsi, la figure 12.5 montre les nouveaux maillages des 4 VER. Pour
ce point (Σeqv = 0), la valeur de la statique est assez nettement améliorée tandis que la valeur
de la cinématique varie peu.
VER α (veqv > αv
max
eqv ) nt (rem.) stat. ini. stat. rem. cine. ini. cine. rem.
1 0.05 14950 1.2127 1.2492 1.2922 1.2903
2 0.01 16341 1.0794 1.1747 1.2830 1.2749
3 0.05 14701 1.2129 1.2821 1.2988 1.2129
4 0.01 22880 1.1537 1.2411 1.2647 1.2610
Tab. 12.1: Paramètres du remaillage des zones de localisation en Σeqv = 0 pour les 4 VER testés.
Ce nouveau maillage obtenu est ensuite utilisé pour obtenir les autres points du critère. Pour
ces autres cas de chargements, la localisation s’amenuise quand Σh tend vers 0 et les valeurs
obtenues sont donc assez proches des précédentes.
Dans le cas des VER 1 et 3, un remaillage d’un nombre plus important d’éléments (α = 0.01) ne
permet pas d’obtenir des bornes plus rapprochées l’une de l’autre. Pour le VER 2, un remaillage
d’un nombre important d’élément ne permet pas d’augmenter la borne statique.
En dehors du point Σeqv = 0, le critère est maintenant assez semblable pour les 4 VER. On
obtient le critère représenté sur la figure 12.6. Sur cette figure, nos quatre bornes cinématiques
sont plus regroupées (1.15% près) que les bornes statiques (3.66% près). Les résultats de Michel
et al. [2001] sont ici confirmés : le critère de rupture est sensiblement bimodal. Le critère
suit quasiment celui de Gurson puis devient une droite verticale pour une contrainte moyenne
déterminée à 10% près.
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Fig. 12.5: 4 VER (f=10.65%) à 35 cavités après remaillage des zones de localisation.
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Fig. 12.6: Critère Σeqv/k= f(Σm/k) pour chacun des 4 VER (f=10.65%) à 35 cavités après re-
maillage des zones de localisation - Déformation plane généralisée.
Les figures 12.7, 12.8, 12.9 et 12.10 montrent le champ de contraintes et le champ de vitesses de
déformation pour les 4 VER remaillés en Σeqv = 0. Pour les autres points du critère, le critère
de Mises est saturé en tout point des VER. On vérifie grâce à ces figures que le critère de Mises
est bien saturé où il y a localisation.
12.6 Conclusion
L’application de la double approche de l’analyse limite à quatre VER périodiques contenant
35 cavités aléatoirement réparties confirme l’existence d’un critère sensiblement bimodal quasi-
identique pour les quatre distributions étudiées, ce qui démontre que ces VER sont équivalents
dans ce cas de chargement. Les solutions obtenues (champs de contraintes et de vitesses de
déplacement, vérifiés a posteriori) permettent de tracer les différents champs (quasi exacts)
dans le VER. On remarque en particulier que la localisation est présente uniquement dans le
cas de chargements proches d’un chargement hydrostatique pur. Dans le prochain chapitre, la
même étude est menée en contrainte plane.
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Fig. 12.7: Champ de contraintes et de vitesses de déformation pour Σeqv = 0 - VER 1.
Fig. 12.8: Champ de contraintes et de vitesses de déformation pour Σeqv = 0 - VER 2.
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Fig. 12.9: Champ de contraintes et de vitesses de déformation pour Σeqv = 0 - VER 3.




VER périodiques multicavités en
contrainte plane
13.1 Introduction
Comme dans le chapitre précédent, le but ici est de tracer le critère en contrainte plane à partir
des VER multicavités. La visualisation du champ de vitesse de déplacement permettra de situer
les zones de localisation. Le champ de vitesses est ici continu. Les VER et les maillages utilisés
sont ceux déjà présentés dans l’étude de la déformation plane généralisée. Les conditions aux
limites imposées aux bords sont celles en déformations. Les paramètres de chargement ont été
définis en (6.2). Du critère de Gurson, il vient :
Σ2cp = 3
(
1 + f2 − 2f cosh (Σh/k)
)− Σ2h/k2 (13.1)
On optimise et on trace Σcp en fonction de Σh.
13.2 Statique et cinématique
Les équations écrites sont les mêmes que celles de la section 12.2 en dehors du critère qui est
bien sûr différent et a été défini par l’équation (6.2). En statique, on trace Σcp en fonction de
Σh fixé.
Pour la cinématique, le champ de vitesses de déplacement est ici continu. L’absence de lignes
de glissement inter-éléments permet de mieux observer la localisation volumique. On écrit les
conditions de périodicité décrites dans la section 12.3 et on définit la puissance en contrainte
plane par l’équation (6.11).




(P tot − Σ0hEh − 2Σ0xyExy) (13.2)
avec E0cp = 1, Σ
0
h fixé et Σ
0
xy connu à l’issu de la statique.
13.3 Résultats
La figure 13.1 montre le critère Σcp/k en fonction de Σh/k pour chacun des 4 VER. On voit
que contrairement au chargement en déformation plane généralisée, les quatre critères sont bien
différents et que l’écart entre les bornes statique et cinématique est constant et assez grand.
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Fig. 13.1: Critère pour chacun des 4 VER - f=10.65%.
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Les figures 13.2, 13.3, 13.4 et 13.5 suivantes montrent le champ de vitesses de déformation pour
différents chargements. Contrairement au chargement en déformation plane généralisée, les lignes
de localisation sont présentes et évoluent dans le VER pour toutes les valeurs de Σh. La présence
de localisation à tout point du critère explique pourquoi les deux approches sont éloignées l’une
de l’autre d’une valeur constante. En déformation plane généralisée, cela était le cas uniquement
pour Σh maximale. Quand Σh décroissait, les lignes de localisation s’atténuaient et les valeurs
statiques et cinématiques se rapprochaient.
On remarque que dans ce chargement en contrainte plane, les interactions entre les cavités
influencent le critère de plasticité. Ce n’est pas le cas en déformation plane généralisée, sauf
pour Σeqv/k = 0. L’allure du critère dépend ici de la répartition des cavités sur le VER. Ces
quatre VER ne sont pas représentatifs. Pour diminuer l’écart entre les deux approches, il faut,
pour chaque point du critère défini par Σh/k, remailler le VER aux endroits où la vitesse de
déformation est élevée. Comme ceci doit être fait pour chaque point de chaque VER pour un
nouveau maillage différent, cela demanderait beaucoup de temps et devrait être fait avec un
système de remaillage plus élaboré que celui utilisé dans cette partie. Il faudrait aussi tester les
conditions de périodicité en contraintes imposées aux bords.
13.4 Caractère isotrope d’un VER multicavité de 35 cavités en
contrainte plane
Afin de tester le caractère isotrope d’un VER multicavité à 35 cavités, on étudie chaque VER
en traction hors axe sous les conditions de contrainte plane, comme illustré par la figure 13.6.
Dans ce nouveau repère, Σ1, la contrainte faisant un angle α avec l’axe Ox, qui est optimisée,
s’exprime en fonction de Σx, Σy, Σxy par :
Σ1 = cos
2 αΣx + sin
2 αΣy + 2 cosα sinαΣxy (13.3)
On vérifie bien que pour α = 0, Σ1 = Σx et pour α = 90˚ , Σ1 = Σy. En cinématique, Σ1 est
simplement déterminé en optimisant la puissance.
Sur la figure 13.7, Σ1 (en cinématique) est tracé en fonction de α pour les 4 VER étudiés. Cette
figure met en évidence le fait que la contrainte Σ1 varie beaucoup en fonction de α. Aucun de ces
VER n’est donc isotrope. On peut en conclure que dans le cas de la contrainte plane, un VER à
35 cavités est insuffisant pour modéliser un matériau réel isotrope. Il faut tester des VER avec
un nombre de cavités plus élevé.
13.5 Recherche d’un VER isotrope
On recherche un VER contenant assez de cavités aléatoirement réparties pour qu’il soit isotrope.
La porosité est toujours de 10.65%. Un programme fortran utilisant la fonction « rand » est utilisé
pour générer les positions aléatoires des coordonnées des centres des cavités dans le VER. Ces
cavités sont générées de manière à ce que la distance minimale entre deux cavités soit supérieure
ou égal au diamètre des cavités. De plus, les cavités ont toutes le même diamètre. Pour chaque
nombre de cavités testés, les résultats sont dans la table 13.1.
n est le nombre de cavité testé. Σ1 est la contrainte moyennée sur tous les angles de traction α
testés et β l’écart type. Pour chaque n différents, 4 VER sont testés. L’ensemble de tous les VER
testés comportent des répartitions aléatoires différentes, mais une porosité bien sûre toujours
identique (10.65%). Pour chaque VER, Σ1 est optimisé pour des angles allant de 0 à 160˚ par
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pas de 20˚ . La moyenne pour chaque VER est calculé, puis la moyenne sur les 4 VER à n cavités.
« Sans remaillage » signifie que le maillage utilisé est le même que celui utilisé jusqu’ici dans ce
chapitre. Il dépend de la taille du VER et compte de 8 000 à 15 000 éléments environ. « Avec
remaillage » signifie que chaque élément du maillage précédent est remaillé en 3 éléments à partir
du centre de gravité comme expliqué dans le chapitre précédent. Le maillage compte ainsi de
32 000 à 55 000 éléments environ. Le problème est résolu uniquement en cinématique pour une
raison de taille de problème et de vitesse de résolution par rapport au problème statique.
Ce raffinement du maillage est ici primordial. En effet, les valeurs de Σ1 sont deux fois plus
faible en remaillant 4 fois plus finement. Le VER se déforme alors plus facilement. Dans les deux
cas, les commentaires sont identiques. Un VER de 35 cavités est insuffisant car l’écart type est
environ de 20%. Ensuite, pour des VER de 60 à 100 cavités, les écarts types sont d’environ 10%.
Cela signifie qu’un VER de 50 cavités est équivalent à un VER de 100 cavités. Cet écart de 10%
est raisonnable pour une résolution par éléments finis. On ne peut pas conclure sur le nombre de
cavités nécessaires pour que le comportement soit isotrope. Soit 100 cavités sont insuffisantes,
soit le comportement isotrope est atteint dès 50 cavités.
sans remaillage avec remaillage
n 35 50 60 90 100 35 60 70 100
Σ1 1.05 1.08 1.07 1.09 1.12 0.536 0.555 0.54 0.58
écart β (%) 22 10 10 8 9 18 9 11 11
Tab. 13.1: Comparaison de Σ1 moyen dans la recherche d’un VER isotrope.
13.6 Conclusion
Les méthodes d’analyse limite et d’optimisation appliquées sur un VER multicavités à cavités
cylindriques aléatoirement réparties avec des conditions de périodicité aux bords permet de
tracer un critère approximatif en contrainte plane. Les écarts entre les deux bornes sont en effet
plus importants qu’en déformation plane généralisée car la localisation en vitesse de déformation
est présente pour tous les cas de chargements. C’est l’avantage de cette méthode qui permet de
visualiser les champs et de déduire les chemins de rupture entre les cavités du VER. On a
montré que le critère en contrainte plane dépend de la répartition des cavités dans le VER.
Les interactions jouent ici un rôle important. Contrairement au cas de la déformation plane
généralisée, les quatre VER étudiés ne sont pas représentatifs pour ce cas de chargement.
La recherche d’un VER isotrope n’aboutit pas. Le maillage en éléments finis engendre un écart
type de 10% identique pour un VER dont le nombre de cavités aléatoirement réparti varie de
50 à 100.
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Fig. 13.2: Evolution du champ de vitesse de déformation en fonction de Σh pour le VER 1.
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Fig. 13.3: Evolution du champ de vitesse de déformation en fonction de Σh pour le VER 2.
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Fig. 13.4: Evolution du champ de vitesse de déformation en fonction de Σh pour le VER 3.
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Fig. 13.5: Evolution du champ de vitesse de déformation en fonction de Σh pour le VER 4.
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Fig. 13.6: Principe de la traction hors axe.










Borne cinématique à partir d’un
problème défini en contraintes
14.1 Introduction
On a vu dans une partie précédente que le critère de Gurson est correct pour un matériau
poreux à cavités sphériques. On considère donc dans ce dernier chapitre un matériau de Gurson
homogène. Pour un matériau de Mises homogène, les contraintes non linéaires sont des inégalités
quadratiques convexes, menant à un problème de programmation conique pour lequel il existe
déjà des algorithmes efficaces (Ben-Tal et Nemirovski [b]), alors que le critère de Gurson mène
à des inégalités convexes qui ne sont pas compatibles avec la programmation conique à cause
des termes en cosh.
Le travail développé dans cette partie a été réalisé en collaboration avec F. Pastor (CORE,
Belgique) dans le cadre de sa thèse, en cours, dirigée par le professeur E. Loute. Ils ont dé-
veloppé un algorithme non linéaire général de type point intérieur pour résoudre un problème
statique d’analyse limite, présentant une fonction objective linéaire et des contraintes convexes
linéaires et non linéaires. Les références F. Pastor [2001] et F. Pastor et Loute [2005] détaillent
l’implémentation dans matlab de leur algorithme traitant les contraintes d’inégalités convexes,
lequel étend l’algorithme proposé par Vial [1994]. Ce code d’optimisation convexe leur a permis
de traiter les cas de problèmes statiques d’un matériau de Mises (cas du barreau bi-entaillé en
traction) et d’un matériau de Gurson à cavités cylindriques (cas de la compression d’un barreau
d’élancement 1/2, voir F. Pastor et Loute [2005]).
Pour prendre en main ce code, nous avons d’abord commencé à traiter le cas du problème ciné-
matique d’un matériau de Mises en déformation plane. Cette étude a montré que le traitement
du problème cinématique pour un matériau de Mises ou de Gurson est plus complexe que le pro-
blème statique notamment à cause de la puissance dissipée par les discontinuités, non analytique
dans le cas d’un matériau de Gurson.
C’est pour cela que nous traitons la cinématique à partir du problème défini en contraintes.
Seules les contraintes de critère sont alors nécessaires. Cette formulation en champ de vitesses
virtuelles discontinues est plus générale que celle de Anderheggen et Knopfel [1972] qui l’ont
établie dans le cas d’un champ de vitesses de déformation virtuelles continues et pour un critère
linéarisé. Elle est également plus générale que celle de Krabbenhoft et al. [2004], laquelle est
limitée par la simulation des discontinuités au moyen d’éléments finis fins, ce qui entraîne une
diminution sensible des degrés de liberté des éléments finis voisins. L’originalité est que chaque
discontinuité est traitée rigoureusement sans influencer le champ de vitesses des éléments voisins.
Elle est donc par construction totalement équivalente à une approche cinématique classique.
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La méthode exposée dans ce chapitre nous a permis de traiter le cas d’un matériau de Mises
(pour validation) et de Gurson en déformation plane pour un champ de vitesses de déplacement
virtuel linéaire dans chaque élément fini, et discontinu d’un élément à l’autre : les résultats seront
donc directement comparables à ceux obtenus avec les programmes cinématiques précédents.
La différence essentielle cependant est que les programmes classiques nécessitent l’expression
analytique des différentes fonctions puissance dissipée, lesquelles ne sont pas évidentes à obtenir
avec le matériau de Gurson par exemple.
14.2 Détermination de la borne cinématique
Comme on l’a vu dans le chapitre consacré à l’analyse limite, un champ de contraintes σ est
admissible si il est statiquement admissible (SA, i.e. les équations d’équilibre, les conditions de




! 0). De la
même façon, un champ de vitesses de déformation v est admissible si il est cinématiquement
admissible (CA, i.e. dérivant par morceaux d’un champ de vitesses de déplacement u à discon-
tinuités bornées et vérifiant les conditions aux limites, u est également dit CA par extension),








= 0, λ " 0 [u] = ξ
∂fnt
∂T
, fnt (T ) = 0, ξ " 0. (14.1)
fnt(T ) ! 0 est le résultat de la projection du critère de plasticité sur le plan de Mohr (σn, σnt)
relatif à l’élément de surface de discontinuité, n étant la normale à cet élément.
Faisons l’hypothèse, d’après Salençon [1974], que la puissance virtuelle des efforts extérieurs
Pext peut s’écrire sous la forme du produit d’un vecteur chargement Q et un vecteur de vitesse
généralisée q. Suivant Anderheggen et Knopfel [1972], on considère un champ de vitesses vir-
tuelles u CA. Le principe des travaux virtuels dit que le champ de contraintes σ et le vecteur
chargement sont en équilibre si pour tout u CA, l’équation variationnelle suivante est vérifiée :
Pext = Q · q (u) =
∫
V
σ : v dV +
∫
Sd
T · [u] dS (14.2)
Dans cette relation, V est le volume du système mécanique, Sd est l’union des surfaces de
discontinuité de vitesses de déplacement. Le résultat en termes de Q a valeur de borne cinéma-
tique si les variables correspondantes dans le volume V vérifient la loi de normalité (14.1), pour
q(u) = qd, où qd est une vitesse généralisée donnée.
Si la loi de normalité (14.1) est vérifiée, les quantités σ : v et T · [u] sont respectivement la
puissance piV (v) dissipée en volume dans le champ de vitesses de déformation et la puissance
pid([u]) dissipée par unité de surface de discontinuité due au saut de vitesse [u].
Par souci de simplicité, on suppose (sans perte de généralité) que le vecteur de chargement du
problème est un scalaire Q. Nous verrons par la suite comment traiter le cas d’une vitesse de
déplacement imposée. Nous allons montrer que nous obtenons une borne cinématique rigou-
reuse en résolvant le problème suivant, en utilisant l’algorithme point intérieur implémenté sous
matlab qui est décrit succintement dans la section 3.4 :
Max Q (14.3.i)





! 0, σ est constant dans les éléments finis, (14.3.iii)
fnt (T ) ! 0 aux extrémités des segments de discontinuités, (14.3.iv)
+ conditions CA. (14.3.v)
(14.3.vi)
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14.3 Cas d’un champ de vitesses de déplacement virtuel continu
On utilise ici les notations numériques. Soit {u} le champ de vitesses de déplacement continu et
virtuel, à variation linéaire. {u} est classiquement défini par :
{u} = [N(x, y)] {un} (14.4)
avec {un} les vitesses de déplacement définies en chaque noeud de l’élément triangulaire. La
matrice d’interpolation N est définie de façon classique. Le tenseur vitesse de déformation {v}
est défini en fonction de {un} par :
{v} = [B] {un} (14.5)





q (u) = {un}T {β}Q (14.6)∫
V












= {un}T [α] {σ} (14.7)
Finalement :
{un}T [ [α]{σ} − {β}Q ] = 0. (14.8)
qui est à l’origine de l’équation (14.3.ii) ci-dessus.
Considérons maintenant le problème d’optimisation (3.26) avec A = [[α],−{β}], b = 0 et
{x}T = {{σ}T , Q}. La solution optimale ({w}, {y}, {σ}, {Q}) de ce problème doit vérifier les
relations (3.28) avec τe = 0, ce qui donne, après transposition et changement de signe de la
fonctionnelle à cause de la maximisation :







– {f} sont les contraintes convexes du critère de plasticité,
– {w} sont les variables duales associées aux contraintes linéaires,
– {y} sont les variables duales associées aux contraintes de critère,
– {c} est le vecteur des coefficients de la fonctionnelle,
– [[α],−{β}] est la matrice des coefficients des contraintes linéaires, de plein rang.
Notons, qu’à la solution du problème (14.3), on a yit " 0 si f(σ) = 0 et yit = 0 sinon (th. des
écarts complémentaires).
La comparaison des équations (14.9) et (14.8) suggère l’identification suivante :
{u}T = −{w}T (14.10)
D’après la structure de (14.9), on remarque alors que :
– Les coefficient {cj} sont nuls sauf celui de Q qui vaut 1.0, du fait que Q n’a pas de terme
de critère. Donc la condition de chargement cinématique {un}T {β} = q = 1.0 = qd est bien
vérifiée à l’optimum.
– D’après la structure de [α], on vérifie bien que dans chaque élément on obtient la loi de
normalité (14.1) telle que vit = λit
∂f
∂σit
en posant λit =
yit
Sit
pour chaque triangle it, du fait que
les composantes de {c} correspondant aux colonnes σij sont nulles.
157
14.4. Cas d’un champ de vitesses de déplacement virtuel discontinu Borne cinématique
Chaque ligne de la matrice A correspond à une vitesse de déplacement virtuelle par noeud
tandis que chaque colonne correspond à une composante du tenseur des contraintes, constante
pour chaque élément. La dernière colonne correspond à la variable Q de la fonctionnelle. Les
conditions de symétrie et les conditions aux limites nulles sont imposées en supprimant les lignes
correspondantes de la matrice A. La prise en compte d’un vitesse imposée non nulle est détaillée
dans le paragraphe suivant.
En pratique, les coefficients des contraintes linéaires sont générés par un programme fortran et
les contraintes non linéaires du critère sont écrites dans le programme matlab d’optimisation,
ainsi que leurs jacobiens et leurs hessiens.
14.4 Cas d’un champ de vitesses de déplacement virtuel discon-
tinu
Le maillage étant discontinu, il faut prendre en compte la puissance dissipée le long des lignes
de discontinuités. Dans la section 2.3.1, on a montré que les variables statique et cinématique
associées à considérer sont alors le vecteur contrainte T = (Tn , Tt) = (σn , σnt) et le vecteur saut
de vitesses [u] = ([un] , [ut]) associés par la loi de normalité relativement au critère fnt (T ) = 0.
Fig. 14.1: Zone mince entre deux discontinuités.




π ([u]) dl =
∫
[12]
T · [u] dl avec T associé à u comme en (14.1). (14.11)
Cette relation implique que [u] doit être PA en tout point le long de [12]. Lors de la résolution
du problème d’optimisation (14.3), on obtient [u] PA aux extrémités du segment [12]. Le critère
étant convexe, l’ensemble des [u] est également un cône convexe. Comme le saut de vitesse [u]
varie linéairement le long de [12], [u] est PA en tout point le long de [12].








Li (π([u]i1) + π([u]i2)) (14.12)
où Li est la longueur du segment [12] et où i1 et i2 sont les deux noeuds définissant la ligne de
discontinuité. Deux cas peuvent finalement se présenter :
1. Soit le critère fnt est connu (cas du critère de Coulomb par exemple) ou peut s’obtenir
analytiquement en injectant dans le critère initial la condition de projection vtt = 0.
La méthode précédente s’applique en additionnant en chaque extrémité un vecteur T =
(σn, σnt) soumis à une nouvelle contrainte fnt ! 0.
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2. Soit le critère fnt n’est pas connu, ou ne s’obtient pas de manière analytique comme dans
le cas du critère de Gurson qui nous intéresse ici. La difficulté est contournée en ajoutant
le tenseur contrainte complet défini dans les axes (n, t) dont les composantes constituent
de nouvelles variables du problème.
Ceci est illustré sur la figure 14.1. σI et σII sont les tenseurs contraintes constants dans
l’élément. σ1 et σ2 sont des tenseurs supplémentaires affectés aux extrémités 1 et 2 défi-
nissant la discontinuité de vitesse.
Les lignes de la matrice [A] définissant vtt (calculés pour la zone mince [12]) sont suppri-
mées, les conditions de projection sont ainsi vérifiées. Si le matériau est isotrope, le critère
a la même expression pour toutes les orientations des discontinuités. On peut donc direc-
tement affecter comme inconnues le tenseur σ dans les axes de la discontinuité. Seule la
discontinuité de vitesse sera transportée des axes globaux vers les axes de la discontinuité.
Dans le problème illustré par la figure 14.3 d’un barreau infiniment long comprimé entre deux
plateaux rigides, les conditions aux limites de type vitesses de déplacement nulles sont prises en
compte en supprimant les lignes correspondantes de la matrice [A] = [[α],−{β}]. De plus, dans
le cas d’un champ discontinu, on suppose l’existence d’une interface à adhérence maximale entre
le barreau et le plateau supérieur (voir figure 14.2), traitée comme une surface de discontinuité
obéissant au critère du matériau du barreau (ceci pour simplifier l’exposé).
Fig. 14.2: Tenseurs contraintes et vecteurs déplacements supplémentaires.
La condition de vitesse de déplacement imposée u0 est traitée de la manière suivante :
– Le long de l’interface AB, mais dans le plateau, on ajoute un tenseur contrainte supplémentaire
constant en face du triangle du barreau, et un vecteur vitesse supplémentaire en face de chaque
extrémité de même côté du triangle du barreau. Ceci est illustré par la figure 14.2. La vitesse,
comme dans le triangle du barreau, est donc supposée varier linéairement entre ces deux
points. Soit Nip le vecteur contrainte normal (=σyy) constant et uip la vitesse normale sur le
côté du plateau ip. Si np est le nombre d’interfaces barreau-plateau d’aires Sip, la puissance







uipdS = {Np}T [γp]{up} = {u}T [γ]{Np} (14.13)
où [γ] est une matrice constante résultant de l’intégration des vitesses et de l’assemblage.
– Dans une seconde étape, on impose l’égalité des vitesses uip avec la première u11 = u0 = −1.0.
Ceci est réalisé en condensant sur la première ligne de [A] (à laquelle est associée la variable
duale u11) les lignes associées aux uip suivants. Finalement, on a bien une expression du type
Pext = Qq = u1pβQ. L’identification précédente conduit à q
d = u1p = −1.0, les conditions de
chargement cinématiques sont donc vérifiées.
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– L’interface est traitée comme une discontinuité avec un critère particulier. Dans les calculs
présentés plus loin, le critère de l’interface sera donc le même que celui du barreau (interface
à adhérence maximale). D’autres lois de contact (voir Salençon [1983] pour une présenta-
tion complète) peuvent être prises en compte en ajoutant le critère du matériau constitutif
et celui du contact à chaque extrémité. La normalité relative à l’intersection des domaines
des contraintes PA gouvernant le comportement de l’interface globale sera automatiquement
vérifiée par la solution optimale finale.
La méthode cinématique ainsi formulée est rigoureuse. Elle est la seule utilisable quand on ne
dispose pas de l’expression analytique de la puissance dissipée, ou du critère dans le plan de
Mohr pour les discontinuités.
Passons maintenant à sa validation et à son utilisation.
14.5 Application au problème de la compression d’un barreau
On applique cette méthode pour déterminer tout d’abord la borne cinématique du problème
de la compression en vitesse de déplacement constante u0 d’un barreau infiniment long entre
deux plaques rigides (figure 14.3). On étudie le quart supérieur gauche du barreau, les symétries
correspondantes sont imposées. La fonctionnelle à optimiser est la contrainte moyenne F/Lk
avec ici L/H = 2.
Fig. 14.3: Problème du barreau en compression.
Après optimisation, le post-traitement lit les variables duales {w} associées à chaque contrainte
linéaire afin de déterminer le champ de vitesses de déplacement {u} = −{w}. Ceci nous permet
de contrôler les conditions d’admissibilité du champ et la puissance dissipée exacte dans le champ
de vitesses optimal. On constate d’ailleurs que celle-ci est bien toujours quasi égale (et inférieure)
à celle correspondant au chargement cinématique optimal obtenu : le fait de borner la puissance
sur les discontinuités ne pénalise pas la méthode en pratique.
14.5.1 Validation avec Mises
On commence par mettre en œuvre la méthode pour un taux de porosité de 10−5. Pour ce taux,
le critère de Gurson est une approximation très fine du critère de von Mises en déformation plane.
On peut ainsi facilement contrôler le caractère admissible de la solution en vérifiant a posteriori
le caractère plastiquement admissible (incompressibilité), les symétries et les conditions aux
limites étant exactes par complétion ad hoc du champ de vitesses. Comme dit plus haut, la
fonctionnelle est recalculée en passant par la puissance dissipée.
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La table 14.1 fournit pour différents maillages la borne cinématique obtenue pour des champs de
vitesses de déplacement virtuels continus ou discontinus. L’optimisation a lieu sur Power Mac
Apple G5 2GHz et 4.5 Go de RAM 1.
Pour le champ de vitesses de déplacement virtuel continu, la tolérance d’arrêt de l’algorithme
d’optimisation est de 6.10−5 et γ = 0.2 pour le maillage 20 × 10 puis γ = 0.1. Pour le champ
de vitesses de déplacement virtuel discontinu, la tolérance d’arrêt est de 5.10−5 et γ = 0.2. Plus
précisément, le critère de fin d’optimisation est que la valeur supérieure des résidus Fp, Fd1,
Fd2 et Fc doit être inférieure à la tolérance d’arrêt (voir section 3.4). γ est un paramètre de
l’algorithme point intérieur (défini dans le système (3.32)) qui joue sur la taille du pas dans
la recherche de la nouvelle direction au cours d’une itération. Quand la valeur de γ diminue,
le nombre d’itérations et donc le temps pour aboutir au résultat optimal augmente mais la
convergence est bien meilleure.
Champ virtuel continu Champ virtuel discontinu
Maillage Vérif. PA Résultat Temps Vérif. PA Résultat Temps
20 × 10 (800 él.) 5.10−6 2.5137 27s 3.10−6 2.4738 3m 57s
40 × 20 (3 200 él.) 1.10−5 2.4741 9m 14s 6.10−5 2.4542 1h 27m 23s
60 × 30 (7 200 él.) 1.10−5 2.4599 57m 35s 9.10−6 2.4467 7h 58m 18s
80 × 40 (12 800 él.) 2.10−5 2.4526 3h 15m 31s / / /
Tab. 14.1: Borne cinématique pour le problème du barreau comprimé en utilisant les champs de
vitesses continus et discontinus - f=10−5.
La borne statique annoncée par F. Pastor et Loute [2005] est de 2.4247 pour un maillage
100 × 50. On obtient par exemple, pour un champ discontinu avec un maillage 20×10 : XA
(q=8) : 2.4799 ; matlab : 2.4738 ; divergence : 3.10−6 au maximum ; fonctionnelle recalculée par
la puissance : 2.4737.
Le caractère PA (divergence nulle) est vérifié dans tous les cas à au moins 10−5 près. La précision
est très bonne, surtout en prenant en compte le caractère point intérieur de la solution. Le
recalcul de la fonctionnelle en passant par la puissance de Von Mises donne une valeur identique
à 10−4 près à la valeur optimale donnée par matlab. De plus, la meilleure valeur cinématique
obtenue, 2.4467, est proche à moins de 1% de la valeur statique de 2.4247.
L’approche discontinue utilisant la linéarisation BTN (q = 8, équivalente à la substitution d’un
polyèdre de 256 polygones de côtés au critère de Mises) donne les valeurs cinématiques de
2.47400, 2.45444, et 2.44696 pour respectivement les maillages 20×10, 40×20, 60×30. La simu-
lation d’un matériau de Mises par un matériau de Gurson avec un faible taux de porosité est
donc à recommander.
En effet, le même programme avec le critère de Mises bloque dans le cas continu. L’introduction
des discontinuités lève le blocage mais jusqu’à un maillage 20 × 10. Aller au delà a nécessité
de borner la contrainte moyenne en ajoutant un deuxième critère de type (σx + σy)
2
! cste, la
constante étant supérieure à cinq fois la cohésion du matériau de Mises.
14.5.2 Critère de Gurson : porosité de 16%
Pour un taux de porosité de 16%, la borne statique indiquée en F. Pastor et Loute [2005] est
de 1.6499 pour un maillage 100 × 50. La table 14.2 indique la borne cinématique obtenue avec
un champ continu pour des problèmes de taille croissante. La tolérance d’arrêt de l’algorithme
1A cause du système 32 bits (Mac OSX 3 et matlab 7.0.1), seulement 2Go peuvent être utilisés.
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d’optimisation est de 6.10−5 et le paramètre ajustable γ vaut 0.2. L’optimum est obtenu en 96
itérations environ. On remarque que la borne cinématique obtenue de 1.6586 avec un maillage
80 × 40 est très proche de la borne statique (0.5%).
Taille nt - nn Variables Cont. linéaires Cont. convexes Résultat Temps
20 × 10 800 - 431 2 403 790 801 1.6779 8s
40 × 20 3 200 - 1 661 9 603 3180 3 201 1.6655 4m 35s
60 × 30 7 200 - 3 691 21 603 7 170 7 201 1.6611 30m 28s
80 × 40 12 800 - 6 521 38 403 12 760 12 801 1.6586 1h 32m 22s
Tab. 14.2: Borne cinématique pour le problème du barreau comprimé sans discontinuité - f=0.16.
La table 14.3 indique la borne cinématique obtenue avec un champ discontinu pour des problèmes
de taille croissante pour une porosité de 16%. La tolérance sur la solution est de 5.10−5 et γ = 0.2.
L’optimum est obtenu en 105 itérations environ. Des problèmes de grandes tailles peuvent être
résolu mais le temps de résolution devient excessivement grand. De plus, on remarque que la
borne est très peu améliorée par rapport à celle obtenue avec le champ continu (1.6578 et 1.6586).
Taille nt - nn Variables Cont. linéaires Cont. convexes Résultat Temps
20 × 10 800 - 2 400 9 600 4 741 3 200 1.6681 4m 9s
40 × 20 3 200 - 9 600 38 400 19 081 12 800 1.6606 1h 22m 58s
60 × 30 7 200 - 21 600 86 400 43 021 28 800 1.6578 7h 21m 2s
80 × 40 12 800 - 38 400 153 600 76 561 51 200 / >19 h
Tab. 14.3: Borne cinématique pour le problème du barreau comprimé avec discontinuités - f=0.16.
Méthode statique cinématique cinématique
continue discontinue
f=10−5 2.4134 2.5136 2.4738
f=0.16 1.6476 1.6586 1.6576
Tab. 14.4: Comparaison des bornes pour le problème du barreau comprimé - f=0.16 et f=10−5 -
Maillage 20×10.
La table 14.4 résume les résultats obtenus pour le problème du barreau comprimé avec un
élancement n = 2 et un maillage 20×10. Pour les taux de porosité de 10−5 et 0.16, la méthode
cinématique discontinue fournit une borne légèrement meilleure que la méthode avec un champ
continu. Cependant, à cause de la taille du problème, c’est la méthode continue qui permet de
traiter des problèmes avec un maillage plus fin. Les discontinuités ne sont donc pas nécessaires
pour obtenir le champ solution optimal. Le maillage discontinu ne sera donc plus utilisé par la
suite.
Les figures 14.4, 14.5 et 14.6 montrent le champ de vitesses de déplacement pour des taux de
porosité de 10−5, 0.16 et 0.9. Seul le quart du barreau est maillé, les plans de symétrie sont sur
le côté droit et le côté inférieur. On s’aperçoit que le changement d’orientation du champ de
vitesses s’atténue quand le taux de porosité augmente, suggérant l’apparition d’une rupture en
compression du barreau. Le taux de porosité de 0.9 n’est pas réaliste mais permet de voir que
les porosités "absorbent" les déformations.
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Fig. 14.4: Champ de vitesses de déplacement de vitesses de déplacement pour un matériau de Gurson
- Maillage 20 × 10 - f=10−5.
Fig. 14.5: Champ de vitesses de déplacement de vitesses de déplacement pour un matériau de Gurson
- Maillage 20 × 10 - f=0.16.
Fig. 14.6: Champ de vitesses de déplacement de vitesses de déplacement pour un matériau de Gurson
- Maillage 20 × 10 - f=0.9.
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14.6 Application au problème de la traction du barreau bi-
entaillé
Fig. 14.7: A gauche : Problème du barreau bi-entaillé en traction - A droite : Quart de structure
modélisé.
On détermine maintenant la borne cinématique avec uniquement le champ de vitesses de dé-
placement virtuel continu sur le problème de la figure 14.7. Une barre de longueur infinie est
entaillée symétriquement de part et d’autre et soumise à une contrainte de traction constante
q. La présence des entailles de longueur ici L/2 crée un champ de contraintes et de vitesses
non homogène dans la section, ce qui est une bonne manière de tester une nouvelle méthode
numérique.
La figure 14.7 montre la section du barreau et le quart de barreau utilisé pour l’étude. Le champ
de contraintes est constant dans chaque élément triangulaire et continu sur tout le système, le
champ de vitesses est continu, linéaire dans chaque triangle. Les côtés [AE] et [ED] sont libres de
contraintes. Les côtés [BC] et [DC] sont des côtés à symétrie : τxy = 0 et un = 0. La fonctionnelle
à optimiser est q/k. Le problème étant défini en contraintes (q imposé sur le bord [AB], nous
n’avons pas ici de conditions en déplacement du type uy1 = uy2 = ... = uyi = ... = uyn = u0 à
imposer.
Maillage XA matlab Puissance Caractère PA (Mises)
20×20 (1600 él.) 1.1885 1.1875 1.1875 2.10−6
50×50 (10 000 él.) 1.1569 1.1559 1.1559 2.10−8
Tab. 14.5: Comparaison des bornes cinématiques pour le problème du barreau encoché - f=10−5
Pour les mêmes raisons que précédemment, on détermine la borne cinématique tout d’abord
pour une porosité f = 10−5. La table 14.5 indique les bornes cinématiques obtenues avec XA,
matlab et recalculées par la puissance, ainsi que la vérification du caractère PA pour Von
Mises. Ces valeurs sont à comparer avec la valeur statique est de 1.1315 pour un maillage 70×70
(F. Pastor et Loute [2005]). Pour un maillage 50×50, le problème de 30 003 variables, 10125
contraintes linéaires et 10 001 contraintes non linéaires est résolu en 23 itérations et 735s sur la
même machine que précédemment. On constate ici que le caractère PA est mieux vérifié quand
le maillage se raffine.
Pour un taux de porosité f = 0.16, on obtient une borne cinématique de 0.9396 pour un maillage
30×30. Celle valeur est comparable à la valeur statique de 0.9131 pour un maillage 30×30. En F.
Pastor et Loute [2005], ce problème a été seulement traité pour le cas d’un matériau de Mises.
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Fig. 14.8: Champ de vitesses de déplacement {un} pour le quart de barreau encoché en traction -
f=0.16 - Maillage 30×30 (3600 él.).
La figure 14.8 montre le champ cinématique solution. Sur les deux plans de symétries (bord
droit et bord inférieur droit), on vérifie bien que les composantes du champ de vitesses un sont
nulles.
14.7 Conclusion
On a montré qu’une borne cinématique peut être obtenue à partir du seul critère de plasticité
en utilisant un programme d’optimisation point intérieur écrit sous matlab développé par F.
Pastor et E. Loute. L’efficacité de cette méthode est telle qu’il n’est pas nécessaire d’utiliser un
champ de vitesses de déplacement discontinu pour obtenir une solution précise pour un matériau
de Gurson. Le critère de Gurson étant borné dans toutes les directions, il n’y a pas de conditions
d’admissibilité plastique comme avec le critère de Mises.
D’une façon plus générale, cette méthode évite le calcul de la puissance dans le plan de Mohr
et constitue ainsi une méthode plus directe pour déterminer la borne cinématique, la seule
information à fournir étant le critère de plasticité.
La suite de ce travail consiste à utiliser un champ de contraintes linéaires et un champ de
vitesses de déplacement virtuelles quadratiques. Ainsi, les champs solutions pouvant être plus
riches, un maillage moins fin donnera un meilleur résultat, en espérant ainsi avoir un meilleur




Dans cette thèse, on s’est intéressé à l’étude du critère de rupture des matériaux poreux en
utilisant les techniques de l’homogénéisation, de la double approche de l’analyse limite et de
différents optimiseurs de type point intérieur. L’analyse limite fournit une borne inférieure (ap-
proche statique) et une borne supérieure (approche cinématique) et ainsi un encadrement du
critère de rupture. Elle nous garantit que le résultat obtenu est rigoureux car le caractère li-
cite des champs de contraintes et de vitesses de déplacement solutions est vérifié. Le matériau
modélisé est un matériau de Gurson : la matrice est rigide parfaitement plastique, les cavités
n’ont pas d’interaction entre elles et il n’y a pas de coalescence. Grâce à l’homogénéisation, on se
ramène à l’étude d’un VER cylindrique ou sphérique dont la matrice vérifie le critère de Mises.
Pour un matériau poreux à cavités cylindriques, l’étude de la déformation plane généralisée et
du cas 3D plan a confirmé le fait que le critère de Gurson est insuffisant en l’état. En effet, il
apparaît qu’un critère faisant intervenir les différents paramètres de chargement du problème
soit nécessaire pour modéliser le critère exact qui présent un point anguleux en déformation
plane et en contrainte plane. De plus, pour prendre en compte le cisaillement, le seul terme de
la contrainte macroscopique équivalente ne suffit pas.
Nous avons tracé le critère de résistance d’un matériau poreux contenant des cavités sphériques.
Pour cela, nous avons crée le maillage d’un huitième de sphère creuse en éléments tétraédriques,
et nous avons validé le maillage et de la méthode sur le problème de l’écrasement d’un barreau.
En traçant le critère pour trois différents taux de porosité dans le cas général, nous avons confirmé
le critère de Gurson par une approche statique. De plus, nous l’avons vérifié dans d’autres cas de
chargement (cisaillement, contrainte plane et déformation plane macroscopique), par le calcul
des multiplicateurs plastiques et par l’indépendance du critère avec le troisième invariant. Le
critère de Gurson analytique est donc le critère à employer dans ce cas de conditions aux limites,
même si il s’agit d’une borne légèrement supérieure à cause de la majoration de la dissipation
plastique lors de sa construction. L’élaboration et la résolution de ce problème de grande taille
a aussi permis de tester l’efficacité et de connaître les limites des codes commerciaux point
intérieur XA et MOSEK.
En étudiant dans le plan quatre VER périodiques à 35 cavités cylindriques aléatoirement ré-
parties, on a confirmé le critère bimodal en déformation plane généralisée, démontrant qu’un
tel VER est représentatif. La localisation en vitesse de déformation, constituant les zones de
rupture préférentielle, se manifeste uniquement pour un chargement hydrostatique.
En contrainte plane, le critère varie en fonction du VER, ce qui indique que les VER étudiés ne
sont pas représentatifs, contrairement au cas de la déformation plane généralisée. De plus, en
contrainte plane, la localisation est présente pour tous les états de chargements.
Le critère de Gurson s’avérant exact pour un matériau à cavités sphériques, on étudie pour
finir un matériau de Gurson homogène. F. Pastor et E. Loute du CORE (Centre of Operation
Research and Econometrics) de Louvain la Neuve en Belgique, ont mis au point un optimiseur
point intérieur pour des contraintes convexes programmé sous matlab permettant de déterminer
la borne statique d’un tel problème.
La borne cinématique est obtenue grâce à une méthode statique duale construite sur un champ
de contraintes constant et un champ de vitesses de déplacement continu ou discontinu, linéaire.
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Conclusion
L’application de cette technique à deux problèmes standards (barreau en compression et bar-
reau bi-encoché en traction) a permis de la valider en utilisant un très faible taux de porosité
pour lequel les résultats sont comparables à ceux de Mises. De cette étude, il ressort que les
discontinuités ne sont pas nécessaires pour un matériau de Gurson mais peuvent permettre un
gain de temps.
La suite de ce travail consiste à utiliser un champ de contraintes linéaires et un champ de
vitesses de déplacement virtuelles quadratiques. Ainsi, les champs solutions pouvant être plus
riches, un maillage plus grossier donnera une meilleure borne statique. Ensuite, on appliquera
cette méthode pour déterminer la borne cinématique d’un barreau axisymétrique en traction
pour le critère de Gurson. En effet, le modèle de Gurson permet de reproduire numériquement
le phénomène de la rupture en « tronc de cône » d’une éprouvette axisymétrique lisse. Un calcul
numérique fondé sur l’hypothèse d’un comportement local ductile décrit par le modèle de Gurson
doit reproduire en détail le processus de rupture observé expérimentalement.
Cette méthode constitue ainsi une méthode plus directe pour déterminer la borne cinématique,
la seule information à fournir étant le critère de plasticité. Cela ouvre finalement la perspective
d’étudier un matériau homogène de tout critère dont la puissance n’est pas analytique.
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Annexe A
Mailleur 3D d’un quart de sphère
creuse
Cette annexe détaille la création du maillage du huitième de la sphère creuse en tétraèdres
utilisée dans la partie 3.
A.1 Maillage d’une seule couche
Pour comprendre la création du maillage, nous prenons l’exemple d’un maillage à 4 divisions
(ndiv=4) sur le périmètre (figure A.1). Comme l’illustre cette figure, on crée tout d’abord une
surface triangulaire 3D, dont les sommets des triangles de la surface sont numérotés de manière
continue.
Fig. A.1: Surface extérieure maillée en 16 triangles et 15 noeuds
Chacun des 16 triangles sont définis par 3 sommets de façon récursive à partir des 4 premiers
triangles. Il faut auparavant déterminer le nombre de triangle par rangée et le numéro du triangle
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où il va avoir un saut dans la numérotation des sommets. Les triangles sont numérotés de 1 à
16, les noeuds de 1 à 15.
Coordonnées des noeuds
A partir des coordonnées sphériques
Fig. A.2: Angles θ et ϕ définissant le repère sphérique
Puisqu’on maille la surface d’une sphère dans un repère cartésien, les coordonnées sphériques
sont les plus adaptées pour définir les coordonnées des noeuds (figure A.2). A partir des angles
θ et ϕ définissant un sommet, les coordonnées cartésiennes sont déterminées par :

x = r sin θ cosϕ
y = r sin θ sinϕ
z = r cos θ
θ (en degré) est défini par θ = ouverture×π×180/ndiv avec ouverture = 90˚ pour ce maillage.
Pour ϕ, il faut regarder chaque rangée (z = constant) de noeuds. Pour ndiv = 4,
– ϕ = 0 et 90˚ pour la première rangée
– ϕ = 0, 45, 90˚ pour la deuxième rangée
– ϕ = 0, 33, 66, 90˚ pour la troisième rangée
– ϕ = 0, 22.5, 45, 67.5; 90˚ pour la quatrième rangée
A partir des milieux des côtés des triangles
Le maillage crée par la méthode précédente ne considère pas tous les axes comme identiques
puisque θ et ϕ sont définis à partir des axes z et x. La méthode suivante a l’avantage de
considérer les 3 axes comme rigoureusement équivalents géométriquement. La figure A.3 illustre
les 3 premières itérations de création de ce maillage, à partir du triangle initial. En pratique, les
valeurs optimisées obtenues en utilisant l’un ou l’autre de ces maillages sont quasi-identiques.
Surfaces intérieures, barycentres
On définit ensuite par homothétie la surface intérieure (du côté de la cavité) du huitième de
sphère creuse. Les triangles de cette surface sont numérotés de 17 à 32, les noeuds de 16 à 30. On
peut ainsi définir des prismes triangulaires ayant pour base des surfaces triangulaires supérieures
et inférieures. On définit alors le barycentre de chaque prisme triangulaire. Les barycentres sont
définis à partir des coordonnées des 6 sommets du prisme. Ces barycentres sont numérotés de
31 à 46. On définit aussi les centres des 3 faces latérales des prismes qui sont numérotés ici de
47 à 95.
170
Mailleur 3D d’un quart de sphère creuse A.1. Maillage d’une seule couche
Fig. A.3: Création du maillage en partant du milieu des côtés des triangles de l’itération précédente.
Déﬁnition des tétraèdres
Chaque prisme peut se décomposer en 2 tétraèdres ayant pour base les triangles des faces supé-
rieures et inférieures, et 3 pyramides de base carrée correspondant aux côtés des prismes. Chaque
pyramide se décompose en 4 tétraèdres. Finalement, chaque prisme triangulaire se décompose
en 14 tétraèdres comme l’illustre la figure A.4. Chaque tétraèdre est numéroté et défini par ses 4
sommets dont les numéros de noeuds déjà définis auparavant. La table A.1 indique les numéros
des sommets des tétraèdres du premier prisme.
numéro tétraèdre sommet 1 sommet 2 sommet 3 sommet 4
1 1 2 3 31
2 16 17 18 31
3 2 1 47 31
4 1 16 47 31
5 16 17 47 31
6 17 2 47 31
7 3 2 48 31
8 2 17 48 31
9 17 18 48 31
10 18 3 48 31
11 1 3 49 31
12 3 18 49 31
13 18 16 49 31
14 16 1 49 31
Tab. A.1: Numéros des sommets des tétraèdres du premier prisme.
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Fig. A.4: Décomposition du premier prisme en 14 tétraèdres. Des tétraèdres sont mis en évidence
en gris à l’intérieur du prisme et des 3 pyramides.
Passage à la numérotation discontinue
Chaque triangle est maintenant numéroté par 3 numéros de noeuds qui lui sont unique, comme
on le voit dans la table A.2. Cette numérotation discontinue permet de définir de façon unique
les surfaces de discontinuités.
Surfaces de discontinuités
Les surfaces de discontinuité sont constituées des côtés des tétraèdres et sont donc des triangles.
Chaque triangle de discontinuité est défini par 3 couples de points en vis à vis (figure A.5)
Regardons les discontinuités des 14 tétraèdres du premier prisme indiquées dans la table A.3.
La deuxième colonne donne les numéros des tétraèdres avec lequel le tétraèdre de la première
colonne présente des surfaces de discontinuités. Par exemple le tétraèdre 1 a une surface de
discontinuités avec les tétraèdres 3, 7 (figure A.5) et 11.
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numéro numérotation numérotation
du triangle continue discontinue
1 1 2 3 1 2 3
2 2 4 5 4 5 6
3 5 3 2 7 8 9
4 3 5 6 10 11 12
5 4 7 8 13 14 15
6 8 5 4 16 17 18
7 5 8 9 19 20 21
8 9 6 5 22 23 24
9 6 9 10 25 26 27
10 7 11 12 28 29 30
11 12 8 7 31 32 33
12 8 12 13 34 35 36
13 13 9 8 37 38 39
14 9 13 14 40 41 42
15 14 10 9 43 44 45
16 10 14 15 46 47 48
Tab. A.2: Passage de la numérotation continu à la numérotation discontinue.
Fig. A.5: Représentation de 2 surfaces de discontinuités définies par les couples (4-12 ; 1-10 ; 2-9)
du tétraèdre 3 et (2-26 ; 3-25 ; 4-28) du tétraèdre 7.
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numéro du numéro du 3 couples de
premier tétraèdre second tétraèdre discontinuités
1 3 2-26 ; 3-25 ; 4-28
7 3-42 ; 4-44 ; 1-41
11 4-12 ; 1-10 ; 2-9
2 9 6-33 ; 7-34 ; 8-36
5 7-49 ; 8-52 ; 5-50
13 8-20 ; 5-17 ; 6-18
3 4 10-13 ; 11-15 ; 12-16
6 11-23 ; 12-24 ; 9-22
4 5 14-17 ; 15-19 ; 16-20
14 16-56 ; 13-54 ; 14-53
5 6 18-21 ; 19-23 ; 20-24
6 8 24-32 ; 21-30 ; 22-39
7 35 25-138 ; 26-137 ; 27-139
8 26-29 ; 27-31 ; 28-32
10 27-39 ; 28-40 ; 25-38
8 38 29-150 ; 30-149 ; 31-151
9 30-33 ; 31-35 ; 32-36
9 37 33-146 ; 34-145 ; 35-147
10 34-37 ; 35-39 ; 36-40
10 36 37-142 ; 38-141 ;39-143
12 40-48 ; 37-46 ; 38-45
11 12 42-45 ; 43-47 ; 44-48
14 43-55 ; 44-56 ; 41-54
12 13 46-49 ; 47-51 ; 48-52
13 14 50-53 ; 51-55 ; 52-56
Tab. A.3: Définition des discontinuités du premier prisme.
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A.2 Maillage de n couches
Fig. A.6: Maillage d’un huitième de sphère creuse avec 3 couches d’éléments prismatiques
Nous prenons en exemple ndiv = 4 et ncou = 3, illustré sur la figure A.6. Chaque couche a la
même épaisseur suivant le rayon. On maille tout d’abord entièrement à l’aide de l’algorithme
précédent une couche complète de la sphère creuse avec une numérotation continue. Puis par
homothétie, on crée les couches intérieures en allant vers le centre de la sphère. Ensuite, on rend
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