Abstract: We consider the following coupled elliptic system :
where N = 3, 4, µ 1 , µ 2 are two positive constants and β < 0 is the coupling constant.
We prove the existence of infinitely many positive nonradial solutions.
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Introduction
We consider the following coupled elliptic system The coupling constant β ij is the interaction between the j th and i th component of the beam.
As β ij > 0, the interaction is attractive, and the interaction is repulsive if β ij < 0 (see [1] and references therein ). In particular, when the spatial dimension is one, the system (1.1) is integrable and there are many analytical and numerical results on solitary wave solutions of the general m coupled nonlinear Schrödinger equations (see [6, 9, 10, 12] ).
To obtain the solitary wave solutions of system (1.1), one set Φ j (y, t) = e In the case of subcritical, i.e. p <
2N
N −2 , the existence of ground state solutions for (1.2) may depend on coupling constant β ij s . More precisely, when all β ij s are positive and the matrix = (|β ij |) with β jj = µ j is positively definite, there exists a ground state solution which is radially symmetry. However if all β ij s are negative, or one of β ij s is negative and the matrix = (|β ij |) is positively definite, then there is no ground state solutions (see [13] and [2] ).
For more related results for coupled nonlinear Schrödinger equations, we refer the reader to [3, 4, 5, 14, 21] and references therein.
To study the a priori estimates of solutions to (1.2), we have to study the existence and non-existence of the limiting elliptic system (P). In the case of p < 2N N −2 and β 12 > − √ µ 1 µ 2 , it has been proved that problem (P) has no classical solutions ( [18] ). On the other hand, if β 12 < − √ µ 1 µ 2 , non trivial solutions exist ( [22] ).
The purpose of the present paper is to study the critical case. So from now on we assume that N ≥ 3 and p = .
On the other hand, it is known that when the coupling constant β is positive (the cooperative case), the only positive solutions to the system (P ) are radially symmetric with the form (u, v) = (c 1 U, c 2 U ), where U (y) = (N (N − 2))
is the solution of the equation (1.4) and c 1 , c 2 are some positive constants (see [8] ). In this paper we consider the case of non-cooperative, i.e. β < 0. We establish the following result, which seems to exhibit a new phenomena: ∀ fixed µ 1 , µ 2 > 0, β < 0, problem (P) admits infinitely many positive nonradial finite energy solutions, whose energy can be arbitrarily large.
To explain the main ideas of the proof, we have to go back to equation (1.4) . By remarks before, positive solutions to (1.4) are well classified. It is natural to ask wether or not there are finite energy non-radial sign changing solutions to (1.4) . This was answered first by Ding [7] .
His proof is variational: consider the functions of the form
The critical Sobolev embedding becomes compact and hence infinitely many sign changing solutions exist, thanks to the Ljusternik-Schnirelmann theory. See also [11] . Recently, del Pino, Musso, Pacard and Pistoia [15] - [16] gave another proof of countably many sign changing nonradial solutions. Their proof is more constructive: they built a sequence of solutions with one negative bump at the origin and large number of positive bumps in a polygon. This gives more precise information on such sign changing solutions.
It seems very difficult to apply variational method to obtain non-radial positive solutions to (P). So we turn to perturbative method as in [15] - [16] . First we observe that problem (P)
is invariant under rotation, reflection and Kelvin's transformation. As in [15] - [16] , we build a sequence of positive solutions with one positive bubble for u at the origin and large number of positive bubbles for v around a polygon. Since our system is coupled each other, in order to obtain a better control of the error terms, it is difficult to carry the reduction procedure by using the same norm in [15] - [16] (see also [23] , [17] , [19] , [20] ). We have to modify the norms. Moreover because of the coupling, the estimates in the reduction procedure is much more complicated than in [15] - [16] . We hope the method that we have delivered in this paper can be applied to general dimensions larger than 4. However, the difficulty of the proof of existence increases as the dimension N is getting larger. If N ≥ 5 , the powers of the nonlinear terms u
are sublinear in u, and the operator becomes singular when we consider the linearized operator (however we think that this is only technical). Some new methods are needed. We will come back to this question in a forthcoming paper. In this paper, we mainly focus on the problem of dimension N = 3, 4. Indeed, from the view point of physics, the case N = 3 is more significant.
Technically, the case of N = 3 is indeed more tricker than that of the case of N = 4. For reader's convenience, we first solve the problem of dimension 3, and leave the case of dimension 4 in the last section 5.
Our main result can be presented as follows:
There exists some sufficiently large k 0 ∈ N, such that for any k ≥ k 0 , the system (P ) has a finite energy solution (u k , v k ) of the following form:
where
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Approximation and Linearization
In this section and in the following sections 3 and 4, we deal with the case of N = 3. Note that in our proofs the values of the constants µ and β are not essential. Only the sign of them matters. So without loss of generality, we may assume µ 1 = µ 2 = 1 and β = −1. Namely we consider the following elliptic system
An important observation is the following invariance: Let T i be one of the following three
is also a solution to (2.1).
Here maps T i are given by
Because of the three invariances, we can define a symmetry class as follows
As in [15] - [16] , the following approximation solution
for j = 1, 2, · · · , k, belong to the symmetry class H s . To simplify the notations, in the following of the paper, we will use instead of k .
with norm
where ·, · D is defined by:
Linearizing the equations (2.1) around (u * , v * ), we obtain the following two linear operators L 0 , L 00 , namely:
We rewrite the system (2.1) in terms of this linear operator L = (L 0 , L 00 ) as:
In the following, we will focus on the solution to the following problem:
where (ψ, ϕ) ∈ H s .
We first introduce the following weighted L ∞ norm and the weighted L q norm:
It is well known that (see [15] - [16] and [23] ) the set of bounded solutions of the decoupled homogeneous system ∆ψ + 5u 4 * ψ = 0, ∆ϕ + 5v
is spanned by 8k functions (Z l , Z js ), where l = 1, 2, 3, 4,j = 1, 2, · · · , k;s = 1, 2 and
The following proposition solves (LN) with general orthogonal conditions. Proposition 2.1 Let h = (h 1 , h 2 ) be a vector function such that h * * = h 1 * * + h 2 * * < ∞, and satisfy the following orthogonal condition (C 0 ) :
ε,xr (y)Z js (y)ϕ(y)dy = 0, j = 1, 2, · · · , k; s = 1, 2.
(P HSI)
Proof. For fixed k, let us consider the subspace
Then H is a Hilbert space under the induced inner product
The norm · H on this space is defined by
By Hölder's inequality, we have
The following discussion is focused on the existence of the solution (ψ, ϕ) ∈ H, namely the solution satisfying the weak form of the system (P ) in the space H, i.e., for any testing pair (ξ 1 , ξ 2 ) ∈ H, it holds that:
, by the uniqueness of Riesz's theorem, we can define an injective, linear and bounded operator A = (
) and
For convenience, we also define an operator τ = (
Then the operator τ is compact due to the fact that
, and |y| ≥ 2. Furthermore, by Hölder's inequality, we have
and
For the details of the estimate of
, we have used the result of (v − ext) and (v − int), which will be explained in the proof of the following Proposition 2.2.
Now we define an operator B = A • τ : H → H, then B is also a compact operator and the system (2.3) is simplified to the following form:
A direct computation shows that
where (·, ·) denote the usual inner product in L 2 (R 3 ), which shows that B is also self-adjoint.
Since the linear problem (LN ) is equivalent to the equation of the operator:
By the injectivity of the operator A, for ∀(v 1 , v 2 ) ∈ ker(I − B),
which means that (v 1 , v 2 ) is actually the solution to the homogeneous linear problem (LN ).
Therefore, there exist some constants a p , b js , p = 1, 2, 3, 4; j = 1, 2, · · · , k; s = 1, 2, such that
Putting this formula into the restriction system (P HSI), we obtain that a p = 0, b js = 0, and
This yields the uniqueness and existence of the solution for the system (LN ).
Proposition 2.2
Under the same assumption of Proposition 2.1, there exists a large k 0 ∈ N, and a constant C independent of k, such that for any k ≥ k 0 , the solution (ψ k , ϕ k ) to the linear
which shows that T is a bounded linear operator.
Proof. We prove the results by contradiction. Suppose that the conclusion does not hold true, then there exists a series of (ψ k , ϕ k ) and (h 1k , h 2k ) satisfying
We rewrite the linear problem (LN ) into the following form:
Then the standard elliptic theory yields that
.
Hence, we obtain
Let s denote the Kelvin transform of s, that is s(y) = |y| −1 s y |y| 2 , then one can check that u * and v * are invariant under this Kelvin transform, hence
For the sake of further estimate, we split the whole space R 3 into two parts: namely, the interior region INT and the respective exterior region EXT.as
The exterior region EXT is defined as the complementary for INT, that is EXT = INT c .
For y ∈ EXT , we observe that |y − x j | ≥ 
(2) If y ∈ EXT ∩ B c 0 (2), then |y| > 2 and |y − x i | > η/k, we obtain that |y −
For y ∈ IN T , then ∃j ∈ {1, 2, · · · , k} such that y ∈ B x j (η/k). In this way, we can bring them all into the same concentration region around the origin, that is w ∈ B 0 η kε . On the other hand, observe the fact that 
Combining this result with that in the inner part B 0 (
However, noting that ψ k * * + ϕ k * * ≡ 1, we can find some fixed constants
which is a contradiction with the fact that
Proposition 2.3 Let h 1k , h 2k be such that
where T j s are the three invariance maps defined at the beginning of this section, then there exists a bounded linear operator T as that in Proposition 2.2, such that for any k ≥ k 0 , the
Proof. In the proof of Proposition 2.1, it is sufficient to check the condition (C 0 )
By the oddness of Z 3 and the condition (C2.1) − (C2.2), it is easy to verify that
For Z 1 , Z 2 , we consider the vector integral
then by the condition (C1), we calculate that,
which yields that I = 0 0 . Hence we get that 
, and
For the functions Z js , we define the unit vectors as e j = cos
. Then a direct computation shows that
· h 2k (y)dy, and
It follows from the condition (C3) that
Now it is sufficient to prove that
By changing the variables y → y |y| 2 and the condition (C2.1) − (C2.2), we obtain
where ε(t) = ε ε 2 +t 2 r 2 , r(t) = t ε 2 +r 2 t 2 . Noticing that ε(1) = ε; r(1) = 1, we have,
Comparing the identities (2.4) and (2.5), we obtain
and the condition (C 0 ) holds as desired.
Estimates of the error terms
In this section, we go back to the system (LS). Note that the problem (LS) is closely related to the problem (LN ). However, these two problems are essentially different because the nonlinear data term h k in (LS) depends on the solution (ψ k , ϕ k ) itself, while the one in (LN ) is independently given. We will present the precise asymptotic estimate for the nonlinear term h k .
Without loss of generality, we may assume that ψ k * , ϕ k * << 1. Recall the problem (LS) reads as:
where the nonlinear data term
We will give estimates of each part by the following lemmas.
Proof. Since the term E can be written into a form of a polynomial as the following:
which is a sum of (k 5 −k) terms, without loss of generality, we only consider the term u ε,
For y ∈ EXT , we have that |y − x 1 | ≥ η k , and hence
ε , we have
The desired estimation for E in the exterior region is the sum of k 5 − k such terms, hence the term
dominates |w|, hence the following estimates yields:
At last, we sum all k concentration balls together and obtain that
and the estimation for E in the region INT is the sum of (k 5 − k) such terms such that
Combining the results of exterior region and interior one together, we obtain the final estimate of the first error term E as
The following lemma 3.2 is due to (Lemma 3.5 of [24] ).
Lemma 3.2
We have for any t ≥ −1 and q > 1
Lemma 3.3
Proof. By Lemma 3.2, we have
Hence
Recall the interior estimate (v − int) and exterior estimate (v − ext) of v * in Proposition 2.2, we have
Proof. We we split the term N 2,3 (ψ k , φ k ) into four parts so that Lemma 3.2 can be used, more precisely,
Firstly, by Lemma 3.2, we have
Hence, the estimates (v − int) and (v − ext) give that
Similarly, as in the computation of I, we have
By using the similar arguments, we obtain
By Lemma 3.2 again, we have
Therefore, it is direct to obtain the following lemma without proof.
We reduce the problem (LS) into a fixed point form, namely
where T is a bounded linear operator defined in Proposition 2.1, X is a Banach space defined as:
where ρ is a small positive number.
Since T is bounded, by the results of nonlinear data terms in the previous section, and the assumption of 3 2 < q < 3, for k large enough, we have that
This implies that the operator M maps X to X itself. In the following, we will show that M is a contraction mapping in the · * norm. Choose any two elements (ψ 1 , ϕ 1 ) and (ψ 2 , ϕ 2 ) in X, we have
For the first term N 1 ((ψ 1 , ϕ 1 ), (ψ 2 , ϕ 2 )), by the mean value theorem, ∃θ ∈ (0, 1) such that
By using the similar computation as in the Section 3, we have,
In order to avoid the unnecessary repetitions, we briefly give the estimates of the rest of the nonlinear variances.
it yields that
For the term N 4 ((ψ 1 , ϕ 1 ), (ψ 2 , ϕ 2 )), we use the mean value theorem again,
and hence
The estimate of N 3 ((ψ 1 , ϕ 1 ), (ψ 2 , ϕ 2 )) is similar to that of N 6 ((ψ 1 , ϕ 1 ), (ψ 2 , ϕ 2 )) , we have
For the last two terms N 2 ((ψ 1 , ϕ 1 ), (ψ 2 , ϕ 2 )) and N 5 ((ψ 1 , ϕ 1 ), (ψ 2 , ϕ 2 )), the calculus is a little bit easier, we have
Combining all the six estimates together, we have
Therefore, we can find k 0 ∈ N large enough such that, for any k ≥ k 0 , Ck
verifies that the operator M is indeed a contraction map, hence the unique existence has been proved by the Banach fixed point theorem.
The case of N = 4
In this section, we consider the case of N = 4. The idea of the proof in this case is similar to the case of N = 3. Hence, it is sufficient to give the sketch of the proof that mainly shows the difference between them. Similar as in the case of N = 3, we reduce the problem to finding
Then the system (S) gets rewritten in terms of this linear operator L = (L 0 , L 00 ) as:
where L 0 , L 00 are defined as for any (ψ, ϕ)
where E , N 0,3 , N 2,1 , N 3,0 , N 1,2 are defined as:
Let T i be one of the following three invariance maps, i = 1, 2, 3:
(C 3).
Define the symmetric space
In the following it is sufficient to prove the invertibility problem of the linear operator L = (L 0 , L 00 ), namely, to find the solution to the problem:
,
In this case, we note that the set of bounded solutions of the homogeneous system L (ψ, ϕ) = 0 which is spanned by 10k functions (Z p , Z j,s ), where p = 1, 2, · · · , 5, j = 1, 2, · · · , k; s = 1, 2.
More precisely, we have:
To simplify the notations, In the following, we will use ε to denote ε k .
Proposition 5.1 Let h = (h 1 , h 2 ) be a vector function such that h * * = h 1 * * + h 2 * * < ∞, and h satisfy the orthogonal condition (H) : 
, which is defined by:
Proof: Indeed, the operator τ is compact due to the fact that u ν 1
, and |y| ≥ 2. Furthermore, by the Hölder inequality, we have
Indeed, for fixed k, let us consider the subspace H = {(ψ, ϕ) ∈ H s |(ψ, ϕ) satisfies (P HSI )}, similar to the case of H, the subspace H can be given induced inner product which makes it Hilbert space.
For y ∈ EXT ∩ B c 0 (2), then |y| > 2 and |y − x i | > η/k, we can obtain that |y − x i | ∼ 1 + |y|, since |x i | ∼ 1, i = 1, 2, · · · , k, and ε ∼ k −3 , we can get direct result as |v
For y ∈ EXT ∩ B 0 (2), we have two cases:
(1) ∃ some i 0 ∈ {1, 2, · · · , k}, such that y is closest to this point i 0 , but relatively far from all the other
(2) y is far from all x i s, i = 1, 2, · · · , k, such that ∃ some fixed constant c 0 > 0, |y − x i | ≥ c 0 , 1 ≤ i ≤ k, and then v * (y) ≤ Ckε ≤ Ck −2 .
In conclusion, for y ∈ EXT ∩ B 0 (2), v * (y) is uniformly estimated by k −1 . 
Now we turn to the interior region
On the other hand, the L 2 estimate of the term u ν 1 * v ν 2 * (y) can be given as follows:
Therefore, the bound of the operator τ is given by
Proposition 5.3
Under the same assumption of Proposition 2.1, we can find a large k 0 ∈ N, and a constant C independent of k, such that for any k ≥ k 0 , the solution (ψ k , ϕ k ) to the linear problem (Lin ) is equivalent to the equation (ψ k , ϕ k ) = T (h k ) with the data h k = (h 1k , h 2k ), we have the estimate
Remark 5.4
It is worthy to remind that the Kelvin transform here is of 4 dimensional, so the explicit meanings of the Kelvin-type notations ∧, ∼ of solutions and data terms are different from the 3 dimensional version in Proposition 2.2.
We define the Kelvin transform of the solution as
respectively, and the Kelvin transform of the error term reads
In the following, we need only to check the orthogonality restriction (P HSI ) so that the problem admits weak solutions. Under the following conditions, we can get the existence result of our problem which is essentially similar to Proposition 2.3.
Proposition 5.5 Assume that the data term h 1k , h 2k satisfies all the conditions (C 1), (C 2), (C 3), then for any k ≥ k 0 , the problem (Lin ) admits a unique weak solution (ψ k , ϕ k ) = T (h 1k , h 2k ) with (ψ k , ϕ k ) * := ψ k * + ϕ k * < ∞, and satisfies :
We point out that, all the propositions above stem from the linearized version of (LS ) and the condition that the data terms are given in advance, such that they are independent of (ψ k , ϕ k ). If we look back to (LS ), we can not avoid the appearance of (ψ, ϕ) in nonlinear data terms E , N 3,0 , N 2,1 , N 1,2 , N 0,3 . So we need to estimate them in terms of the norms · * and · * * to induce the contraction map, which is what we should do in the rest of this paper. Proof. Since we can decompose E into the sum of (k 3 − k) terms as the following,
Without loss of generality, it is sufficient to estimate only one term among them. We choose the term u ε,x 1 (y) · u 2 ε,x 2 (y) as an example. For y ∈ EXT , we have that |u ε,x 1 (y) · u Then, with the scaling transform y → w = y−x 2 ε , the exterior estimate of u ε,x 1 (y) · u 2 ε,x 2 (y) writes: u ε,x 1 (y) · u Since the calculus of nonlinear data terms N 3,0 , N 2,1 , N 1,2 , N 0,3 are so similar that it is reasonable to give the detail of N (3, 0) explicitly and show the other results briefly.
For N (3, 0), recall the important Lemma 3.2, by the assumption ψ k * , ϕ k * << 1, we can
give the coarse estimate as follows: We finish our proof by the following remark.
Remark 5.7 Now problem (LS ) can be reduced into a fixed point form if we define another new operator M , namely, the fixed point result we desire is the following:
where the operator M : X → X , the Banach space X is defined as a small ball in a product space as following:
where ρ is a small positive number, and T is the bounded linear operator defined in Proposition 5.3.
From the result of Proposition 5.6, and the bound of T for (ψ k , ϕ k ) ∈ X , that M maps X to itself is direct. The proof of the contraction mapping M is standard, and the difference from the proof of M is only technical, but not essential.
