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ABSTRACT 
A finite-dimensionM complex space with indefinite scalar product [.,-] having 
v_ = 2 negative squares and v+ > 2 positive ones is considered. The paper 
presents a classification of operators that are normal with respect o this prod- 
uct. It relates to the study by Gohberg and Reichstein in which the similar 
classification was obtained for the case v = min{v_, v+} = 1. 
1. INTRODUCTION 
Consider a complex linear space C ~ with an indefinite scalar product 
[., .]. By definition, the latter is a nondegenerate sesquilinear Hermitian 
form. If the ordinary scalar product (-, .) is fixed, then there exists a non- 
degenerate Hermitian operator H such that  Ix, y] = (Hx, y) Vx, y c C% If 
A is a linear operator (A: C '~ -* C~), then the H-adjoint of A (denoted by 
A[*]) is defined by the identity [A[*]x, y] = Ix, Ay] (hence A[*] = H-1A*H). 
An operator N is called H-normal if NN[*I = N[*IN, an operator U is 
called H-unitary if UU[*] = I ,  where I is the identity transformation. 
Let V be a nontrivial subspace of C n. V is called neutral if Ix, y] -- 0 for 
all x, y E V. In this case we may write IV, V] = 0. V is called nondegenerate 
if from x c V and Vy E V Ix, y] = 0 it follows that  x = 0. The subspace 
V [±l is defined as the set of all vec torsxE  C~: Ix, y] =0 VyE V. I fV i s  
nondegenerate, then V [±] is also nondegenerate and VSV [±] = C n. 
A linear operator A acting in C ~ is called decomposable if there exists a 
nondegenerate subspace V C C ~ such that  both V and V [±] are invariant 
for A. Then A is the orthogonal sum orAl = AIv and A2 = Alylll. Since 
the conditions AV [±} C V [±] and A[*IV C V are equivalent, an operator 
L INEAR ALGEBRA AND ITS  APPL ICAT IONS 241-243:455-517 (1996) 
(~) Elsevier Science Inc., 1996 0024-3795/96/$15.00 
655 Avenue of the Americas, New York, NY 10010 SSDI 0024-3795(95)00605-2 
456 0. v. HOLTZ AND V. A. STRAUSS 
A is decomposable if there exists a nondegenerate subspace V which is 
invariant both for A and A[*]. 
Pairs of matrices {A1, H1} and {A2, H2}, where H1 and/-/2 are Hermi- 
tian, are called unitarily similar if A2 = T-1A1T, H2 = T*H1T for some 
invertible T; in the case when H1 =/-/2 they are Hl-unitarily similar. 
Throughout what follows by a rank of a space we mean v = min{v_ ,v+ }, 
where v_ (v+) is the number of negative (positive) squares of the quadratic 
form [x, x], or (it is the same) the number of negative (positive) eigenvalues 
of the operator H. Note that without loss of generality it can be assumed 
that v_ _< v+ (otherwise H can be replaced by -H ;  the latter [invertible 
and Hermitian operator] has opposite eigenvalues). 
Our aim is to obtain a complete classification for H-normal operators 
acting in the space C n of rank 2, i.e., to find a set of canonical forms such 
that any H-normal operator could be reduced to one and only one of these 
forms. This means that for any invertible Hermitian matrix H with v = 2 
and for any H-normal matrix N we must point out one and only one of the 
canonical pa i rso f  matrices {N, H} such that the pair {N, H} is unitarily 
similar to {N, H}. 
Since any H-normal operator N: C n -~ C ~ is an orthogonal sum of 
H-normal operators each of which has one or two distinct eigenvalues 
(Lemma 1 from [1]), it is sufficient to solve our problem only for inde- 
composable operators having one or two distinct eigenvalues. 
Thus, in this paper we consider only indecomposable operators having 
one or two distinct eigenvalues and assume that 2 = v_ < v+. 
Finally let us introduce some notation. Denote the identity matrix of 
order r × r by I , ,  the r × r matrix with l 's on the secondary diagonal 
and zeros elsewhere by D~, and a block diagonal matrix with A, B , . . . ,  C 
diagonal blocks by A ~ B @. . .  @ C: 
/~ = , Dr  = 
0 (: 0) 
A~B@. . .oC= B 
C 
2. SOME PROPERTIES OF INDECOMPOSABLE 
H-NORMAL OPERATORS 
The results of this section hold for any finite-dimensional space with 
indefinite scalar product. 
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PROPOSITION 1. Let an indecomposable H-normal operator N acting 
in C n (n > 1) have the only eigenvalue A; then there exists a decomposition 
of C n into a direct sum of subspaces 
So = {x • C~ : (N -  )~I)x= (N[*I - -A I )x=O},  (1) 
S, $1 such that 
N = 0 N1 * , H = HI , (2) 
0 0 N" = )~I 0 
where Nq So --~ So, NI: S --* S, N": S1 ~ $1, the internal operator 
N1 is Hi-normal, and the pair {N1,HI} is determined up to the unitary 
similarity. 
Proof. Since N and N[*] commute, the subspace So defined by (1) 
is nontrivial. For N to be indecomposable So must be neutral. Indeed, 
otherwise 3v • So : Nv = Av, N[*] = ~v, [v, v] ~ 0; therefore, V = span{v} 
is a nondegenerate subspace that is invariant both for N and N[*], and 
hence, N is decomposable. Thus, So is neutral. Let us take advantage of 
the following well-known result: for any neutral subspace 1/1 C C n there 
exists a subspace V2 (V1 N V2 = {0}) such that 
Hl(v,4-v ) = (o I Io) (3) 
Therefore, for So there exists a neutral subspace $1 such that HI(so 4 sl) 
has form (3). Since the subspace (So $ $1) is nondegenerate, he subspace 
S = (So $ $1) [±] is also nondegenerate and C n = So $ S-~ $1. As Vv e C ~ 
(N - AI)v C S~ ±1 and (Y[*] - - f I )v  • S~ ±], the matrices N and H has 
form (2) with respect o the decomposition C n = So $ S $ $1. Since N is 
H-normal, the internal operator N1 is Hi-normal. 
It is seen that only the subspace So is fixed; S and $1 may change. 
However, the pair {N1, H1 } is unique in a sense, namely, it is determined up 
to the unitary similarity. Indeed, any transformation T such that TSo C_ So 
has the form 
T = T4 
% T7 
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Since 
H= HI , 
0 
from condition H = T*HT it follows that T6 = 0, g l  = T~HIT4. As 
.~ = T -1NT,  N1 = T41NIT4 so that the pair {N1, H1} is unitarily similar 
to {N1, Hi  }. • 
REMARK. The decomposition C ~ = So 4- S q- S1 was constructed in [1, 
Section 6] so that the first part of this statement is borrowed from [1]. 
COROLLARY. To go over from one decomposition C n = So -~ S ~- $1 to 
another by means of a transformation T it is necessary that T would be 
block triangular with respect o both decompositions. 
THEOREM 1. If  an H-normal operator N acting in a space C n of rank 
k >_ 1 is indecomposable, then either (A) or (B) holds: 
(A) N has two eigenvalues and n = 2k; 
(B) N has one eigenvalue and 2k < n < 4k. 
Proof. First show that n > 2k. Indeed, n = v_ +v+ > 2 min{v_, v+} = 
2k. Now prove (A). Let N have two distinct eigenvalues. Then, according 
to Lemma 1 from [1], C ~ is a direct sum of two neutral subspaces of the 
same dimension m which are invariant for N and N[*]. Since in a space 
with indefinite scalar product no neutral space can be of dimension more 
than rank of a space, m < k and n <_ 2k. But it was established before that 
n > 2k. Hence, n = 2k and the proof of (A) is completed. 
Now prove (B); i.e., show that i fN  has one eigenvalue, then n _< 4k. For 
k = 1 the proof is given in [1, Theorem 1]. Suppose inductively that for 
all i _< k the size of indecomposable operators having one eigenvalue is not 
more than 4i × 4i. Let v_ = k + 1, v+ > v_, N have the only eigenvalue 
A. According to Proposition 1, one can assume that the matrices N and 
g have form (2). Let N1 = N~ 1) ®. . .  ~ g~ p) be a decomposition of the 
internal operator N1 into an orthogonal sum of indecomposable operators, 
and let H1 = H~ 1) @...  G H~ p), S = S O) @...  @ S (p) be the corresponding 
decompositions of H1 and S. Let v(_ 0 be the number of negative igenvalues 
of H~ 0 (i = 1, . . .p) .  If dim So s, then P v~ )- - - -  Ei=l  = k + 1 - s. Let 
v(O>o v(j)=0 
CLASSIFICATION OF NORMAL OPERATORS 459 
Then H1 = HI  • HI  I, N1 = N[ @ N[', where N{, N{' are the corresponding 
sums of operators N~ i)." Since for any i = 1 , . . . ,  p rank of the subspace S~ i) 
is not more than v(  ~, v (i) < k (because k + 1 - s < k), and the size of an 
indecomposable operator in a space of rank 0 is equal to 1, by the inductive 
hypothesis dim S (~) < 4v(i); hence dim S' < 4(k + 1 - s). Since HI ~ has only 
positive eigenvalues, N[t is a usual normal operator having one eigenvalue 
A; therefore, N[ ~ = h i  so that 
/ N = N[ 0 • N[,] = N~ [.1 0 • 0 AI • ' 0 ~ I  • 
0 0 AI 0 0 ~ I  
If dim S" = r > 2s, then the system 
M1X = 0 
M~X = 0 
has a nontrivial solution X = (x l , . . . ,  2Cr) T (where yT  is Y transposed). 
7" 
Therefore, there exists a nonzero vector v = ~ i= l  x~wi (wi are the basis 
vectors of S") that  satisfies the condition (N - M)v  = (N[*I - -~I)v = O, 
i.e., v E So. But So N S = {0}. This contradiction proves that dim S" <_ 
2s. Thus, n = 2d imS0+dimS 1+dimS"  _< 2s+4(k+l -s )  +2s  = 
4(k + 1). 
Since an indecomposable operator cannot have more than two eigenval- 
ues [1, Lemma 1], either (A) or (B) is true so that the proof of the theorem 
is completed. • 
3. THE CLASSIF ICAT ION OF INDECOMPOSABLE 
H-NORMAL OPERATORS 
The principal aim of this paper is to prove the following result: 
THEOREM 2. I f  an indecomposable H-normal operator N (N: C ~ 
C n) acts in a space with indefinite scalar product with v_ = 2 negative 
squares and v+ >_ 2 positive ones, then 4 <_ n <_ 8 and the pair {N, H} is 
unitarily similar to one and only one of canonical pairs {(4),(5)} 
{(31), (32)}. The choice of the particular canonical form is determined as 
follows. 
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If N has two distinct eigenvalues A1, A2, then {N, H} is unitarily similar 
to {(4), (5)}: 
N = 
A1 I 0 0 "~ 
J 
0 AI 0 0 
0 0 A2 0 ' 
0 0 x A2 
xC C, 
^Jim{A1 - A2} > 0 
forx  ~ U[Re{A1 _ A2 } > 0 
i/Im{A1 - A2} # O, 
(4) 
otherwise, 
(o 
H= I2 O"  (5) 
If N has one eigenvalue A, dim So = 1, the internal operator N1 is inde- 
eomposable, and n = 4, then { N, H} is unitarily similar to {(6), (7)}: 
i A 1 irl i z I 
0 A z 0 
N=oo)~z~2)  ' 0  0 0 
Izl = 1, rl,r2 E ~, (6) 
g= D4. (7) 
If N has one eigenvalue A, dim So = 1, N1 is indecomposable, and n = 5, 
then {N, H} is unitarily similar to one and only one of pairs {(8), (11)}, 
{(9),(11)}, {(10),(11)}: 
/11oo r3) 0 A 1 irl -2r~+ir2 
N = 0 0 A 1 2ir1 , 
0 0 A 1 
0 0 0 
rl, r2, r3 E ~, (8) 
N = 
/i 1oo -3 / A z rl -2z2r~Im 2z+i r2z  2 
0 A z -2 i r lz  2Imz , 
0 0 A z 2 
0 0 0 A 
Izl =1,  z# i ,  
0<argz<~r ,  
rl,r2,r3 @ ~, 
(9) 
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/i lo0  i r l  2 r~+i r2  
N = 0 l i 2irl , r l ,r2,r3 6 ~, (10) 
0 0 l -1  
0 0 0 l 
H : Ds. (11) 
I f  N has one eigenvalue A, dim So = 1,N1 is decomposable, and n = 4, 
then iN ,  H}  is unitarily similar to one and only one of pairs {(12), (15)}, 
{(13), (15)}, {(14), (15)} : 
0 A 0 
N= 0 0 A , I z l= l ,  (12) 
0 0 0 
A 1 1 0 ) 
0 A 0 z 
N= 0 0 A ( l+ i r ) z  ' ] z [ : l ,  rE~>0,  (13) 
0 0 0 A 
I A 1 -I 0 1 0 A 0 z N= 0 0 A - (Z+ir )z  ' {z{: l , r~>0,  (14) 0 0 0 l 
H : D4. (15) 
I f  N has one eigenvalue A, dim So : 1, N1 is decomposable, and n : 5, 
then iN, H} is unitarily similar to {(16), (17)}: 
li i 
A 1 0 -~r 1 + ir2 0 
A 0 z 
N:  0 A 0 rl , I z l : l ,  r l , r2E~,  r l>0 ,  (16) 
0 0 A ' 
0 0 0 
H : D5. (17) 
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If N has one eigenvalue A, dim So = 1, N1 is decomposable, and n = 6, 
then {N, H} is unitarily similar to one and only one of pairs {(18), (20)}, 
{(19), (2o)}: 
N = 
A 1 2ir1 0 0 0 
0 A 1 it1 0 2r~ - r~/2+ir3 
0 0 A 1 0 0 
0 0 0 A 0 1 
0 0 0 0 A r2 
0 0 0 0 0 A 
N = 
r l , r2 C~,  r2 >0,  (18) 
A 1 -2 i r l Imz  0 0 0 \ 
J 
0 A z rl  0 (2rl 2Im 2 z -  r~12 + ir3)z 2 
0 0 A z 0 0 
0 0 0 A 0 z 2 ' 
0 0 0 0 A r 2 
0 0 0 0 0 A 
[z[ = 1, 
H = 
0 < argz < r ,  rl,r2,r3 E ~, r2 ~ 0, 
0 0 0 I1 
J 
0 D3 0 0 
0 0 11 0 
11 0 0 0 
(19) 
(20) 
If N has one eigenvalue A, dim So = 2, and n = 4, then {N, H} is unitarily 
similar to one and only one of pairs {(21), (23)}, {(22), (23)}: 
I~  0 z re- i~/3z l  
N = - (21) 
0 AO 0 ~ ) '  O~_argz<Tr i f r>v~,  
1 (22) 
N= 0 A ' 
0 0 
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H= I2 
I f  N has one eigenvalue A, dim So = 2, and n = 5, then { N,  H}  is unitari ly 
similar to one and only one of pairs {(24), (26)}, {(25), (26)}: /  oloI) 
0 k 0 1 
N= 0 0 A z , I z l= l ,  (24) 
0 0 0 k 
0 0 0 0 
(i01 0 i/ A 0 r 
N = 0 A z 2 , Izl = 1, r E ~ > 0, (25) 
0 0 A 
0 0 0 (: o I,) 
H= I1 0 . (26) 
I2 0 0 
I f  N has one eigenvalue A, dim So = 2, and n = 6, then {N, H} is unitari ly 
similar to {(27), (2s)}: 
N = 
? A 0 1 0 i r l  0 
I 
0 A 0 1 r2 Jr1 
0 0 k 0 z 0 
0 0 0 A 0 z ' 
0 0 0 0 A 0 
0 0 0 0 0 A 
I z ]= l ,  z#- l ,  
(2r) 
r l , r2  ~ ~, r2 > 0, 
H = (: I2 
12 0 
(2s) 
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I f  N has one eigenvalue A, dim So = 2, and n = 7, then {N, H} is unitarily 
similar to {(29), (30)}: 
/A 
0 
0 
N= 0 
0 
0 
0 
0 1 0 0 0 0 
A 0 1 0 0 0 
0 )~ 0 0 --Zl z-5 cos a sin a cos/3 
0 0 ,~ 0 Zl sin a z2 cos a cos/3 
0 0 0 A 0 sin/~ 
0 0 0 0 A 0 
0 0 0 0 0 A 
I z l [=[z2[=l ,  0<a,  t3<zr /2 ,  
Z 1 = 1 i f /3  = zc/2, z2 
(°o ° ) H= Ia . 
h 0 
= 1 i f  a = 7r/2, (29) 
(30) 
I fN  has one eigenvalue A, dim So = 2, and n = 8, then {N, H} is unitarily 
similar to {(31), (32)}: 
N = 
/A 0 1 0 0 0 0 0 
0 A 0 1 0 0 0 0 
0 0 A 0 0 0 -z l~-~sinacos/3 cosacos7  
0 0 0 A 0 0 Zl COS a COS /3 z2s inacos7  
0 0 0 0 A 0 sin/3 0 
0 0 0 0 0 A 0 sin 7 
0 0 0 0 0 0 A 0 
0 0 0 0 0 0 0 A 
Izll = Iz21 -- 1, 0 < a < 7r/2, 0 </3  < "7 < 7r/2, 
Z l= l  if T=Tr/2, z2=1 if a=O (31) 
H = 
o!) 
I4 
I2 o 
(32) 
The following sections contain the proof of this theorem. 
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4. TWO DISTINCT EIGENVALUES OF N 
Suppose an indecomposable H-normal operator N has two distinct eigen- 
values. Then [1, Lemma 1] C n = Q14Q2,  dim Q1 = dim Q2 = m, 
[Q1, Q1] = 0, [Q2, Q2] = 0, NQI  c_ ~1, NQ2 C_ Q2, N1 : N[Q1 (N2 : 
N[Q2) has only one eigenvalue l l  (A2). According to Theorem 1, m = 2 
and n : 4. Note that the subspaces Q1 and Q2 are determined up to in- 
terchanging. Since N is indecomposable, at least one of the operators N1, 
N2 is not scalar. Consequently, one can assume N1 #AI I .  If both N1 and 
N2 are not scalar, then we can fix Im{ l l  - A2} > 0 if Im{A1 - A2} # 0 and 
Re{A1 - 12} > 0 if Im{Ax - 12} = 0 (let us remember that l l  # A2). Now 
Q1 and Q2 are determined uniquely. 
As H is nondegenerate, for any basis in Q1 there exists a basis in Q2 
such that 
H : 
(0 :) 
Let us fix a basis in ~1 such that 
(A01 1)  (33) 
N1 : A1 ' 
N is H-normal if and only if 
N * N*  152 : 2 NI. (34) 
From (34) it follows that N j  = aN1 +/91. As N2 -- ~N~ + ~I  has the only 
eigenvalue A2, we conclude N2 = A2I + x(N~ -A I I )  (x E C). Thus, we 
have reduced N to the form 
0) 
• , z e c .  (35)  
N = A1 A2 
Show that forms (35) with different values of x are not H-unitari ly similar. 
To this end suppose that some matrix T satisfies the conditions 
NT : T/V, (36) 
TT  [*] : I ,  (37) 
where N = N1 (9 N2, /V = N1 (9 N2, N1 has form (33), 
N2 = A2 ' - A2 
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From (36) it follows that T is block diagonal with respect to the de- 
composition C n = Q1 + Q2: T = T1 @ T2, T1 satisfying the condition 
N1 = TI-IN1T1. Taking into account (37), we get T2 = T{-1; therefore, 
N2 = T21N2T2 = N2, i.e., ~ = x. 
It can easily be checked that (35) is indecomposable so that we have 
proved the following lemma: 
LEMMA 1. I f  an indecomposable H-normal operator acts in a space C n 
of rank 2 and has two distinct eigenvalues A1, A2, then n = 4 and the pair 
{ N, H} is unitarily similar to canonical pair {(4), (5)}: 
N = 
~I 1 0 0 \ 
) 0 A1 0 0 0 0 A2 0 ' 
0 0 x A2 
x EC,  
Jim{A1 - A2} > 0 if Im{A1 - A2} ~ 0, 
for x ~ 0 IRe{A1 A2} > 0 otherwise, 
0 
where the number x forms a complete and minimal invariant of the pair 
{ N, H} under the unitary similarity (in short, we say that x is an H-unitary 
invariant). In other words, every pair { N, H} satisfying the hypothesis of 
the lemma is unitary similar to pair {(4), (5)} and pairs {(4), (5)} with 
different values of x are not H-unitarily similar to each other. 
5. ONE EIGENVALUE OF N 
Throughout what follows we assume that N has only one eigenvalue A so 
that N and H have form (2). Since the neutral subspace So cannot be more 
than two dimensional, there appear two cases to be considered: dim So -- 1 
and dim So = 2. Now let us prove the following proposition which holds 
for all spaces with indefinite scalar product: 
PROPOSITION 2. An H-norrnal operator such that dim So -- 1 is inde- 
composable. 
Proof. Assume the converse. Suppose some nondegenerate subspace V
is invariant both for N and for N[*]. Let us denote 171 = V, V2 = V [±], 
N1 = N[v1, N2 = N[v2, H1 = HIv1, H2 = H[v2. The following conditions 
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must hold: N1 N} *] = N[ *] N1, N2N~ *] = N~ *l N2. Here N} *] is the H,-adjoint 
of Ni (i = 1,2). Let us define 
s ;  = {x  v , :  -  i)x = (y *l _  r)x -- 0} ,  i = 1, 2. 
Since the operators N1 and N} .1 (X2 and N2 [*1) commute, dim S~ >_ 1 
(i = 1, 2); therefore, dim{S0 = S 1 + So 2} >_ 2. This contradicts the condition 
dim So = 1. Thus, N is indecomposable. • 
If dim So = 1, then rank of S is equal to 1; therefore, to classify the 
internal operator N1 we may apply Theorem 1 from [1]. Since the indecom- 
posability (or decomposability) of N1 is a property that does not change 
under the unitary similarity of the pair {N1, HI}, we must consider both 
the case when N1 is indecomposable and that when N1 is decomposable. 
5.1. dim So = 1 and N1 is Indecomposable 
If N1 is indecomposable, then, according to Theorem 1, 2 < dim S < 4 
(recall that rank of S is equal to 1). Therefore, 4 < n < 6. Let us consider 
the alternatives n = 4, 5, 6 one after another. 
5.1.1. n = 4 According to Theorem 1 of [1], one can assume that NI 
and H1 are reduced to the form 
Hence 
z) 
N1 = 0 A ' I z l= l ,  HI =D2.  
(i 0 z N-A I  = 0 0 0 0 d , H= D4.  e 0 
az  = ez  (3S) 
Re{ab} = Re{d~}. (39) 
If a = 0, then e = 0; therefore, the vector v2 from S (v~ are the basis 
vectors) belongs to S0, which is impossible. Thus, a ¢ 0. Replace the 
Throughout what follows only H-unitary transformations are used unless 
otherwise stipulated. This means that for each case we fix some form of the 
matrix H and find out to what form it is possible to reduce the matrix N 
without the change of H. 
The condition of the H-normMity of N is equivalent to the system 
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vector  v 1 by avl and v4 by v4/~. This transformation reduces N - AI to 
the form 
N - AI = 
0 z d' 
0 0 z 2 " 
0 0 0 
Further, apply the transformation 
T = 
z 00 l  0 
0 1 - :d '  
0 0 
to the matrix N - AI. We obtain 
N - AI = 
i 1 b/' , / 
o~o 
oo o~) -
0 0 
It follows from (39) that b" = irl (rl E ~). Taking the transformation 
T = 
i 0 lgRe{c"g} 0 
1 0 - i z  Re{c"~} 
0 I 0 
0 0 1 
we reduce N - AI to the final form 
N - AI = 
i 1 it1 i z I o z ~ 
° ° o~ j ' 0 0
[z[ = l, rl,r2 C ~, (4o) 
where r2 = Im{c"-2}. 
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Let us prove that the numbers z, r l ,  r2 are H-unitary invariants_Indeed, 
let T be an H-unitary transformation of the matrix N to the form N, where 
/V -  XI = ooz:) 
0 0 
I~1 = 1, r l , r2 E ~. 
This means that T satisfies conditions (36) and (37). From the corollary 
of Proposition 1 it follows that T is block triangular with respect o the 
decomposition C ~ = So + S + $1. According to Theorem 1 from [1], z is 
an HFuni tary  invariant of N1. T4 = T[s is an HFuni tary  transformation N 
of N1 to the form NI ;  therefore, z is also an H-unitary invariant of N, i.e., 
= z. Applying condition (36), we see that T is uppertriangular nd its 
diagonal terms are equal to each other. From (37) it follows that Itul = 1. 
Therefore, without loss of generality one can assume that tn  = 1 (we 
replace our matrix T by the matrix T '  = tl-~T; the latter has the same 
properties (36), (37)). 
Thus, 
T = 
I t23 t24 
0 I t34 
0 0 I 
For T to be H-unitary it is neccessary and sufficient o have 
t34+t12  =0 
t24+t23~12+t13 =0 
Re t14 + Re{t12t-~} = 0 
Re t23 = 0~ 
(41) 
(42) 
(4a) 
(44) 
for T to reduce N to the form/V it is neccessary and sufficient o have 
t23 "+" irl = irl + ztl2 
t24 + irlt34 + ir2z = ir2z + z2Q3 
z t34  : z2t23 .
(45) 
(46) 
(47) 
Express t34 in terms of t23 from (47) and t12 in terms of t23 from (45): 
t34 ---- zt23, t12 ---- -5(@1 - ir l) + zt23. Substituting these expressions in 
(41), we get: 2Ret23 = i(rl - r l ) .  Since Ret23 = 0 (condition (44)), 
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F1 = rl. Further, let us express t24 in terms of t13 and t23 (condition (46)): 
t24 = (iF2 - ir2)z + z2t13 - irlzt23. Then condition (42) can be written in 
the form 
(ir2 - i r2 )+zt l3  +Ztl3 + i r l t~3+ [t23[ 2 =0.  
As Ret23 = 0, irlt2--3 c ~R, consequently, Ztl3 -4- Ztl3 + ir1~23 -k [t23[ 2 C ~}~. 
But i(r2 - F2) E ~. Therefore, r'2 = r2. Thus, the numbers z, rl, r2 are 
H-unitary invariants. 
Due to Proposition 2 matrix (40) is indecomposable so that we have 
proved the following lemma: 
LEMMA 2. If an indecomposable H-normal operator N (N: C 4 --* C 4) 
has the only eigenvalue A, dim So = 1, and the internal operator N1 is 
indecomposable, then the pair {N, H} is unitarily similar to canonical pair 
{(6), (7)}: 
/~  l irl i z /  
z o 
N= O0 A Z~ f l ' O  ]z ,=l ,  r l , r2E~,  
H = D4, 
where z, rl,r2 are H-unitary invariants. 
5.1.2. n = 5 According to [1, Theorem 1], it can be assumed that the 
pair {N1, H1} has either form (48) or (49): 
= 0 A , 
0 0 
[z I = 1, 0 < arg z < 7r, r ~ ~, H1 = D3, (48) 
N I= A , rE~R, H1- -D3.  (49) 
0 
For a while we consider both the cases together, assuming that 
N1 
z x) 
)t Z t , 
0 A 
Iz~[=l, 0_<argz ~<~r, xEC.  
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Then  
N - )~I = (lab i /  0 z ~ x 0 0 z ~ 
0 0 0 
0 0 0 
The  cond i t ion  of the  H-normal i ty  is equ iva lent  o the  sys tem 
az--7 = -~z ~ 
a-2 + bz -7 = -gx + --f z t 
2 Re{aT} + Ibl 2 = 2 Re{e~} + Ifl 2. 
(50) 
(51) 
(52) 
As above (see the  case when n = 4), one can check that  a ~ 0; hence a can 
be assumed equal  to 1, so g = z t2. Hav ing  in mind  these equal i t ies,  take 
the  (H-un i ta ry )  t rans format ion  iizzcxz bol I -~ lc  - x~b l  2 1 0 0 0 
T = 0 1 0 -z ' ( -~ --~z'-5) . 
0 0 1 -z'-b 
0 0 0 1 
I t  reduces N - h i  to  the  form 
(11 0 0 all) 0 Z t X e t 
N-  )~I = 0 0 z' f f  . 
0 0 0 
0 0 0 
Now app ly  e i ther  the  t rans format ion  
T = 
/i o o Red JRez2 l ° / 1
1 0 0 -Red ' / (Rez  '~ 
0 1 0 0 
0 0 1 0 
0 0 0 1 
(z' # i) 
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or  
1 0 0 -~z 0 
1 0 0 -½iImd' 
T= 0 1 0 0 
0 0 1 0 
0 0 0 1 
to the matrix N - AI. We get 
N - AI = 
or  
Ii 1 0 0 
0 z' x 
0 0 z' 
0 0 0 
0 0 0 
(z '  = i) 
i(Im dt + Im{d'z72})/(ReZ'2z 2fe'O + 1) / 
(il00Re / 
0 i x e' 
N -A I= 0 0 i f '  ( z '= i ) .  
0 0 0 -1  
0 0 0 0 
(z' # i) 
Now we distinguish cases (48) and (49). 
(a) z' = 1, x = irl (rl E ~). Conditions (51), (52) of the H-normality 
of N yield: f '  = 2ira, e' = -2r2 + ir2 . Denote (ira d' + Im( d' z72) / (Re z'2+1) 
by r3. We have 
(i 100 r3 / 0 1 irl -2r 2+ir2 
N - AI = 0 0 1 2irl , rl, r2, r3 E ~. (53) 
0 0 0 1 
0 0 0 0 
There remains to check the H-unitary invariance of the numbers rl, r2, r3. 
To prove this, let us suppose that some H-unitary matrix T reduces (53) 
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to the form (i 100  / 0 1 -2~ + i~2 
- A I  = 0 0 1 2i~1 , r l , r2 , r3  E ~. 
0 0 0 1 
0 0 0 0 
From condition (36) NT = TN it follows that T is uppertr iangular with 
diagonal terms which are equal to each other. According to [1, Theorem 1], 
r l  is an HFun i ta ry  invariant for N1. We already know that in this case r l  
must be an H-uni tary  invariant (see the previous case n = 4), i.e., r l  = r l .  
For T to be H-unitary,  i.e., to satisfy (37), It111 must be equal to 1. There- 
fore, as in case n = 4, one can assume that tu  = 1. Thus, T has the form 
l 
1 t12 t13 t14 t15 /  
0 1 t23 t24 t25 
T= 0 0 1 t34 t35 • 
0 0 0 1 t45 
0 0 0 0 1 
Condit ion (36) amounts to system (55)-(60), (37) to  system (61)-(66): 
(54) 
t23 = t12 (55) 
t24 = @1t12 + t13 (56) 
+ : i -3 + ( -  2d  + 
+ 2irlt13 + t14 (57) 
t34 ---- t23 (58) 
t35 + ir lt45 + ir2 = it2 + 2ivlt23 + t24 (59) 
t45 : t34 , (60) 
t4--~o + t12 = 0 (61) 
t35 + t34t12 + t13 = 0 (62) 
t2s + t24t12 + t2---3t13 + t14 = 0 (63) 
2 Re t15 +2 Re{tl2t-~4} + Itl312 = 0 (64) 
t3---4 + t23 = 0 (65) 
2 Re t24 + ]t2312 = 0. (66) 
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Express t35 in terms of t23, t24, t45 from (59) and substitute this expres- 
sion in (62), taking into account hat t12 = t23 -~- t34 = t45 and expressing 
t24 in terms of t12 and t13 from condition (56). We obtain ir2 - i~2 -~ 
2 i r l~12+2Re Q3 + It12I 2. Since Ret12 -- 0 (Eq. (61)), we have 2 i r1~ E ~; 
hence, the right-hand side of the condition obtained is real and the left one 
is imaginary. Therefore, r-2 = r2. 
Since t13 = t24 - i r l t l2  (condition (56)), t25 can be expressed in terms of 
t12, t24, and t14 in the following way (see condition (57)): t25 = i(~3 - r3) 
+ ir2t12 + 2irlt24 + t14. By substituting this expression in (63), we get 
it3 - -  i~3  -~ ir2tl---~ + irl(2r24 + [t12[ 2) + 2 Re{t12t--~} + 2 Re t14. Because 
of condition (66) i r l (2~ + [Q2[ 2) is real as well as the rest terms of the 
right-hand side; hence, F3 = r3. We have proved the H-unitary invariance 
of t  1, r 2, 7"3. 
(b) z ~ = z, [z[ = 1, 0 < arg z < zr, x -- r l  E ~. Applying conditions (51), 
(52) of the H-normality of N, we get 
N - AI = 
i 1 0 0 0 z rl
0 0 z 
0 0 0 
0 0 0 
or  
N-A I= 
0 1 0 
0 0 i 
0 0 0 
0 0 0 
0 0 0 
We join these cases, assuming 
0 0 
N-  AI = 0 0 
0 
0 
where 
it3 
-2z2r~ Im2z + ir2z2 I 
-2 i r l z  2 Im z ] ,  
: ) 
°T3 I rl 2r~ + ir2 i 2ir1 , 
0 -1  
0 0 
that 
0 0 
Z r 1 
0 z 
0 0 
0 0 
rl, r2, r3 c ~ (z # i) 
r l , r2 , r3E~ (z - - i ) .  
ix / -2z2r  2 Im 2 z + ir2z 2 
-2 i r l  z 2 Im z 
Z 2 
0 
r3 E ~, 
x-~ --ir 3 C .~ (r 3 E ~), 
z#i  
z~i .  
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Let us prove the H-uni tary  invariance of the numbers z, r l ,  ?'2, r3 (or x). 
Suppose some matrix T realizes the H-uni tary  transformation of N to the 
form N, where 
/Y  - A I  = 
0 z r l  -2z2~12Ira 2z+tr '2z  2 
0 0 ~ -2 iK l~ 2hn~ . 
0 0 0 ~2 
0 0 0 0 
By Theorem 1 of [1], z and r l  are Hi -uni tary  invariants; hence, they are 
H-un i tary  invariants, i.e., ~ = z, r'l = rl.  Further, from (36) it follows 
that  T is uppertr iangular with diagonal terms that  are equal to each other. 
Applying (37), we get that  T has form (54). Now condition (37) is equivalent 
to system (61)-(66), condition (36) to system (67)-(72): 
t23 = zt12 (67) 
t24 = r lt l2 + zt l3 (68) 
t2a + ix  = iY + (-- 2z2r~ Im 2 z + i~2z2)t12 
-- 2 ir lz  2 Imz  tla + z2t14 (69) 
t34 = t23 (70) 
zt35 + rlt45 + i r2z 2 = i r2z 2 -- 2 i r l z  2 Im z t23 + z2t24 (71) 
zt45 = z2t34 . (72) 
Express t35 in terms of t23, t24, t45 and, taking into account he equalities 
t12 = 7t23 (67), t13 = 7(t24 - r l t t2 )  (68), t34 = t23 (70), t45 = zt23 (72), 
substitute the obtained expression in (62). After multiplying both sides by 
7, we have: ( i r2 - i~2)  = -2 J r1  Im zt23+t24+t24+lt2a12-r l  (gt2a+zt-~a). Since 
Ret23 = 0 (65), the right-hand side of this equality is real. Consequently, 
r2=r2  . 
Now let us express t25 in terms of t23, t24, tl4 from (69): t25 = i(2 - 
x) - 2r~z Im 2 z t2a + ir2zt23 - 2 ir l  z Im z t24 + 2ir~ hn z t23 + z2Q4 • Rewrite 
condition (63) in the form t25 + t24t-~2 + t23t13 + t14 = 0, multiply both 
its sides by 7, and substitute the expression for t25 in it. We obtain: 
i ( x  - ~)g = -2r~ Im 2 z t2a + ir2t23 - 2 ir l  Im z t24 -~ 2ir127Im z/;23 -~- zt14 + 
7t1---4 + t2at2--4 + t24t2---~  zr l  It2a L 2. Since -2 r l  2 Im 2 z + 2ir~7 Im z = ir~ hn z 
Rez  and -2 i r l  Imzt24 - rlzlt2312 = r t (2RezRet24  + 2 Imz Imt24) ,  tile 
r ight-hand side is real. Therefore, Im[ig(x - 7)] = 0. If z ¢ i, then this 
condition means (ra -~'3)Re z = 0; hence r3 = ra because Re z ¢ 0. If 
z = i, then Im[i(~a - r3)] = 0; hence we also get Q = r3. This concludes 
the proof of the H-uni tary  invariance of z, rx r2, rz. 
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Due to Proposition 2 all obtained forms are indecomposable. They are 
not H-unitari ly similar because their internal matrices N1 are not H1- 
unitarily similar due to [1, Theorem 1]. Thus, we have proved the following 
lemma: 
LEMMA 3. I f  an indecomposable H-normal operator N (N: C 5 --* C 5) 
has the only eigenvalue A, dim So = 1, and the internal operator N1 is 
indecomposable, then the pair {N, H} is unitarily similar to one and only 
one of canonical pairs {(8), (11)}, {(9), (11)}, {(10), (11)}: 
N = 
A 1 0 0 ir3 
0 A 1 irl -2 r~+i r2  
0 0 A 1 2irl 
0 0 0 A 1 
0 0 0 0 A 
r 1 , r 2 , r 3 E ~}~, 
N = 
N(I 
H = D5, 
A 1 0 0 
0 A z rl 
0 0 A z 
0 0 0 A 
0 0 0 0 
1 0 0 
A i rl 
0 A i 
0 0 A 
0 0 0 
) --2z2r 2 Im 2 z + ir2z 2 -2 i r l z  2 Im z 
z 2 
A 
r3 
2r21 + ir2 
2ir1 
-1  
A 
r l , r2 , r3  C ~}~, 
Izl =1 ,  z#i,  
0 < argz  < 7r, 
r l~r2 , r3  E ~J~, 
where z, rl, r2, r3 are H-unitary invariants. 
5.1.3. n = 6 In this case, according to [1, Theorem 1], the matrices 
N1 and/-/1 can be written in the form 
N~ = 
cos sin i) 
0 A 0 0<c~<7r /2 ,  H i= /2 0 
0 0 A ' 0 0 
0 0 O. 
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so that  
N - AI = 
/0 a b c d eX 
0 0 cosa  s ina  0 f 
0 0 0 0 1 g 
0 0 0 0 0 h 
0 0 0 0 0 p 
0 0 0 0 0 0 
, H= 
/0 0 0 0 0 IX 
0 0 0 0 1 0 
0 0 1 0 0 0 
0 0 0 1 0 0 
0 1 0 0 0 0 
1 0 0 0 0 0 
The condition of the H-normMity  of N 
a z 
0= 
bcosa  + cs ina  = 
2 Re{ad) + ]bl 2 + Ic] 2 = 
From (74) and the condition 0 < a 
m equivalent o the following system: 
cos a (73) 
~s ina  (74) 
2 ne{/~} + Igff + Ihl 2. 
< ~r/2 it follows that  p = 0. Then 
from (73) we obtain also that  a = 0. Hence, the vector v2 E S belongs to 
So, which is impossible. This contradiction proves that  for indecomposable 
operator  N: C 6 -~ C 6 dim So # 1. 
Recall that  if n > 6, then the operator  N1 is always decomposable [1, 
Theorem 1]. Thus, we have obtained the classification for all indecompos- 
able operators N having also indecomposable internal operator N1. 
5.2. dim So --- 1 and N1 is Decomposable 
If the operator  N1 is decomposable, then it can be represented as an 
(1) (p) (1) 
orthogonal sum of indecomposable operators N 1 , . . . ,  N1 : N1 = N 1 • 
• -' ® N} p), H1 = H} 1) ®'"  • H} p). Without  loss of generality it can be 
assumed that  H} 1) has one negative eigenvalue. Denote H} 1) by H2, N} 1) 
by N2, H} 2) * ' "GH~ p) by H3, N} 2) G" 'ON} p) by N3. Since H3 has only 
positive eigenvalues, one can assume that H3 = I. N3 is a usual normal 
operator having the only eigenvalue A; hence, N3 = AI. 
Show that the size of N3 is equal to I × I. Indeed, let dim 172 = k, 
dim V3 -- l > i (V2 and V3 are the subspaces of S corresponding to N2 and 
N3, respectively), I12 = span{w~ 2), w~2),. . . ,  w~2)}, V3 : span{w~ 3), w~3), • • • , 
w}3)}. Then, by the above, 
(i (i 3 4i) o x2 o • N *1 o N = , N[*] = 0 AI * 0 AI ' 0 0 A 0 0
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where M1 =- (al ,a2,. . . ,ak),  M2 = (bl,b2,...,bl), M3 = (Cl,C2,...,ck), 
/1//4 = (d l ,d2 , . . . ,dz ) .  Because of the H2-normal i ty  of N2 dim So (2) > 1 
(So (2) = {x • V2:(N2 - AI)x = (N~ *] - AI)x = 0}); hence, wi thout  loss 
of general i ty  it can be assumed that  w~ 2) • S (2). Since l > 1, 3{~}?  +1 
(Z1 +1 I~il # 0): 
~-'~ aibi + an+lal = 0 (75) 
1 
~'~ aidi + an+lCl = 0. (76) 
1 
Therefore, 3v = ~ aiw~ 3) + a~+lw~ 2) ~ 0: (Y  - AI)v = (N[*] - -AI)v = 
0; i.e., some nonzero vector from S belongs to So. This is impossible, so 
dim V3 = 1. 
As N2 is indecomposable and rank of V,2 is less than or equal to 1, 
d im V2 < 4 in accordance with Theorem 1. Thus, 1 < dim V2 < 4, 
d imV3 = 1 so that  4 _< n < 7. Consider the cases n = 4, 5, 6, 7 one 
after another.  
5.2.1. n=4 Then d imV2=l ,d imV3=l ,  
0 0 0 , H= 0 -1  0 
N-  AI  = 0 0 0 0 0 1 " 
0 0 0 1 0 0 
Since H i  = -1  @ 1 is congruent o D2, we assume that  HI  = D2 so that  
H = D4. Having fixed H = D4, we apply, as is customary,  only H-un i ta ry  
t ransformat ions.  
The condit ion of the H-normal i ty  of N is now equivalent to the following: 
Re{ab} = Re{d~}. (77) 
Since the assumpt ion a = b = 0 contradicts  the condit ion S n So = {0} 
(because then either v2 or v3 belongs to So), one can assume that  a # 0 
and, therefore, a = 1 (see the paragraph after (39)). Keeping in mind that  
a = 1, reduce N - AI to the form 
0 1 b '=sgnReb c' 
0 0 0 d' 
N - AI = 
0 0 0 e ~ ' 
0 0 0 0 
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having appl ied either the t ransformat ion 
T = 
or  
0 
0 v/IReb] - l imb/~Rxf~-  ~ 
o o 1 / ~  
o o o ~/ IRSR-~I 
(Re b # 0) 
( 00 
1 -b  
T = (Re b = 0). 
0 1 
0 0 
Now consider the three cases (Re b r = 0, 1 or -1 )  separately. 
(a) b' = 0. Since Re{d'e'} = 0 (condit ion (77) of the H-normal i ty  of N) 
and d r ~ 0 (otherwise v3 E So), the representat ion d' = 61z, e r = i62z 
(Izl = 1, 61,62 C ~, gl > 0) is valid. Therefore, taking 
T = 
0i/ 0 ~  
o ie~/v'~ 1/v'~- 
o o o 1 / , f~  
we reduce N - )~I to the form 
N - h i  = I 
0 1 0 c" 
0 0 0 z 
0 0 0 0 
0 0 0 0 
One can assume that  c" = 0. To achieve this it is sufficient to apply  the 
t ransformat ion 
T = 
1 0 c" 0 
0 1 0 -c"  
0 0 1 0 
0 0 0 1 
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There remains to prove that  z is an H-un i tary invar iant .  Indeed, any matr ix 
T satisfying condit ion (36) (N - AI)T -- T (N - AI) for the matrices 00o) (01 o 
0 0 0 z .Q -A /= 0 0 0 
N-A I= 0 o 0 o ' 0 0 0 , I zL=l~ l= l  
0 0 0 0 0 0 0 
and condit ion (37) TT[*] = I has the form 
0 1 0 
T = tn  0 0 1 , Itnl = 1. 
0 0 0 
This follows the desired equality z = ~'. 
(b) b'= 1. As Re{d'e'} = 1 (condition (77)), d' = 6z, e' = (1/6 + ir)z 
(Izl = 1, 6, r c ~,  o > o). Consider the transformation 
I - i t / ( l  - it) 1~(1- i t )  ) 
T = I1 @ 1/(1 - it) -it~(1 - it) ® I1, t E ~, (78) 
where t is a root of the equation 1+ t 2 = 1/62 + (t6 + r) 2. Its discr iminant 
:D/4 = 1/62 + 62 + r 2 - 2 is nonnegative so that  t is in fact real. Subject ing 
to (78), the matr ix  N - AI becomes the following: ( 11 cir,0 
0 0 z ~ 
N-A I= 0 0 ( l+ i r ' ) z '  ' 
0 0 
Izq = 1, r ~ C ~. 
Note that  if r '  -- 0, then there exists a nonzero vector v = c~v2 + ~v3 E So, 
1 t which is impossible. Applying (78) with t = -~r ,  we can replace r '  by - r  ~. 
Thus, we can assume r '  > 0. Finally, to get c '~ = 0 it is sufficient o take 
T -- 
t12 t13 -Re{t,2 } 
1 0 -t13 I 
! 
Olo  -? ) 
where t12 = e-i~/2(rc~ I - 2c~)/(2r), t13 = e-'~/2c~/r (we mean that  z' = 
ei~, Ctl r = Re{c"e-i~/2}, c~ t = Im{e"e- i~/2}).  
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Thus, we have reduced the matr ix  N - AI to the form 
N - £ I  = 
0 I 1 0 "~ 
) 0 0 0 z 0 0 0 ( l+ i r ) z  ' 
0 0 0 0 
]z[ = 1, r~>O.  
Now there remains to show that  the numbers z and r are H-un i ta ry  
invariants. 
F i rs t  note that  for a block t r iangular  matr ix  
T= T4 T5 
0 T6 
to reduce N - AI to the form N - AI, where 
N-A I= N3 N4 , /V-AI= 
0 0 
it is necessary and sufficient o have 
NIT4  = Tl J~I  4- T2N3 
N1T5 q- N2T6 = T1N2 -b T2N4 
N3T5 + N4T6 = T4N4. 
(79) 
-~3o N0 ~ ' 
(8o) 
(81) 
(82) 
(83) 
If (oo!) 
H= 0 H1 , 
I 0 
then for (79) to be H-un i ta ry  it is necessary and sufficient o have 
TIT~ = I 
T4HIT~ + T5T~ = 0 
TIT~ + T2HIT~ + T3T~ = 0 
TaHITg H1 = I. 
(84) 
(8~) 
(86) 
(87) 
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Since any H-unitary transformation T, such that 
0 0 z 0 0 02" 
0 0 ( l+ i r ) z  T=T 0 0 (1 iD~ ' 
0 0 0 0 0 O 
[z[ = IF[ = 1, r, Y E ~R > 0, must be block triangular (by the corollary 
of Proposition 1), systems (80)-(83), (84)-(87) are applicable. Combining 
(80) and (87), we get ]t11[ --- 1; hence (condition (84)) t44 = tn .  Now from 
(80) and (83) it follows that (2 + ir)z = (2 + iY)~; hence ~ = z, Y = r. 
(c) b' = -1 .  The matrix N - AI can be carried into the form 
N - AI = 
0 1 -1  0 '~ 
J 
0 0 0 z 
0 0 0 - ( l+ i r ) z  ' 
0 0 0 0 
] z [= l ,  re~>O,  
where z and r are H-unitary invariants. The proof is analogous to the case 
(b) above. 
Thus, we have obtained the canonical form for each case considered. 
By using conditions (80)-(87) one can easily check that these forms are 
not H-unitari ly similar to each other. They are indecomposable due to 
Proposition 2. Thus, we have proved the following lemma: 
LEMMA 4. If an indecomposable H-normal operator N (N: C a - -~  C 4) 
has the only eigenvalue A, dim So = 1, and the internal operator N1 is 
decomposable, then the pair {N, H} is unitarily similar to one and only 
one of canonical pairs {(12), (15)}, {(13), (15)}, {(14), (15)}: 
0 A 0 
N= 0 0 A ' I z [= l '  
0 0 0 
N = 
( 11 o) 
A 0 z 
o ~ ( l+ i r ) z  ' 
0 0 
]zl = 1, rE~>O,  
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A 0 z 
N= 
0 A - (1  + i r ) z  ' 
0 0 A 
H = D4, 
IzL = 1, rc~>o,  
where z, r are H-un i ta ry  invariants.  
5.2.2. n = 5 Then dim 172 = 2, dim 173 = 1 and, according to [1, 
Theorem 1], after interchanging the third and fourth rows and columns, 
we get (i bcd) (i °°°1 0 0 z e 0 0 0 1 0 
N-A I= 0 0 0 f , [ z [= l ,  H= 0 0 1 0 0 
0 0 0 g 1 0 0 0 
0 0 0 0 0 0 0 0 
The condit ion of the H-normal i ty  of N is equivalent to the system 
aT = ~z 
2 Re{aT} + [bl 2 = 2 Re{e~} + Ifl 2. 
(88) 
(89) 
It is readily seen that  a ¢ 0; consequently, it can be assumed that  a = 1 
and g = z 2 (see the paragraph after (39)). Further, take the (H-uni tary)  
t ransformat ion (i000 
X lb12 0 1 -b  - 
T= 0 0 1 
0 0 1 
0 0 0 
and reduce N - AI to the form 
N - AI = 
0 0 z e ~ 
0 0 0 ff . 
0 0 0 
0 0 0 
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Applying now the transformation 
T=I I~ (i ° 
ei arg f' 
0 
i Im{i'~2 })  @ I1, 
we get /ix0c ii0 0 z r l z  2 ]  
N - AI = 0 0 0 r2 , r l ,  r2 E ~, r 2 > 0. 
0 0 0 
0 0 0 
We can assume that r2 > 0 because otherwise v3 E SO, which is impossible. 1 2 From condition (89) of the H-normality of N it follows that c" = rl + ~r 2 + 
Jr3 (r3 C ~). Keeping in mind these conditions, apply the transformation 
T = 
i t12 t13 0 --½1 312 ;) 
0 1 0 -t-~a [ ,  
! 
0 0 1 -~ ) 
0 0 0 
where t12 rl~, t13 (d" - r l z ( r l  1 2 = = + 5r +ir3)) / r2,  to the matrix N-  AI. 
Then c"  1 2 d m = ~r  + ir3, = 0, and the remaining terms of N - AI do not 
change. Renaming r2 and r3, write out the final form of N - AI: 
N - AI = 
12 0 1 0 ~r I + it2 0 
0 0 0 z 
0 0 0 0 rl , 
0 0 0 0 
0 0 0 0 
r l , r2~, r l>0,  [ z [= l .  
To prove the H-unitary invariance of z, r l ,  r2 assume that 
- AI = /ilo12 / ~rl + i~2 0 0 0 ~ 0 0 0 0 r~ , 
0 0 0 ~2 
0 0 0 0 
r l , r2E~,  r l>0,  [~[=1, 
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and there exists a matr ix  T such that  NT = TN (condit ion (36)) and 
TT[*] = I (condit ion (37)). Recall  that  T has block form (79) so that  
condit ions (80)-(87) hold. From (82) it follows that  t23 = 0 and zt44 = ~'t22. 
Since t22t4---4 = 1 (87), zlt4412 = ~; i.e., ~ = z, It441 = 1. Therefore, one can 
assume that  (10 
T4 = 0 t33 , It33l = 1, t C 
0 0 
because it is allowed to divide T by its term t22 = t44 of modulus 1. Now 
from (83) it follows that  t45 = itz, 71t33 = r l .  As r l ,  r l  > 0, t33 = 1 
1 2 and 71 = r l .  Since t12 = -t-~5 (condit ion (85)) and t24 + (~rl  + ir2)t44 = 
1~2 (Sr l  + i72)tll + ~t12 (condit ion (80)), 72 = r2. This completes the proof of 
the H-un i ta ry  invariance of z, r l ,  r2. 
Due to Proposi t ion 2 the obtained form is indecomposable.  Thus, we 
have proved the following lemma: 
LEMMA 5. I f  an indecomposable H-normal  operator N (N: C 5 --* C 5) 
has the only eigenvalue A, dim So = 1, and the internal operator N1 is 
decomposable, then the pair {N,  H} is unitaT~ly similar to canonical pair 
{(16),(17)}: 
A 
0 
N= 0 
0 
0 
1 2 1 0 ~r 1 + ir2 
A 0 z 
0 A 0 
0 0 A 
0 0 0 
0 
0 
r l  
Z 2 
A 
Izl = 1, r l , r2  E ~R, rl  > O, 
H = Ds, 
where rl  , r2, z are H-uni tary invariants. 
5.2.3. n = 6 In this case dim V2 = 3, d im 1/3 : 1. The matr ices N-A I  
and H, according to [1, Theorem 11, have the form 
N - AI = 
/0  a b e d e 
0 0 z r 0 f 
0 0 0 z 0 g 
0 0 0 0 0 h 
0 0 0 0 0 p 
0 0 0 0 0 0 
IzL = 1, r ~ ~ (90) 
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or  
N - A I  = 
0 a b c d 
0 0 1 ir 0 
0 0 0 1 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
e 
f 
g 
h ' 
p 
0 
r E ~R, (91) 
H = 
000 ) 
0 D3 0 
0 0 1 
1 0 0 
For  a whi le  we consider  these two cases together ,  assuming  that  
N - A I  = 
t0 a b c d e ~ 
OO z xO f 
0 0 0 z 0 g 
0 0 0 0 0 h 
0 0 0 0 0 p 
0 0 0 0 0 0 
Izl = 1, xEc .  
Then the  cond i t ion  of the  H-normal i ty  of  N is equ iva lent  o the  sys tem 
aT= zh  
aS+ b~ = xh  + z~ 
2 Re{ae} + Ibl 2 + rd? = 2 ae{f~} + Igl 2 + IP?. 
(92) 
(93) 
(94) 
As is customary ,  we can assume that  a -- 1, h = z 2. Let  us use the  (H-  
un i tary)  t rans format ion  
T = 
Zl 0 0 0 0 O~ 
o 1 o -½1dl ~ -d  o 
0 0 1 0 0 0 
0 0 0 1 0 0 
0 0 0 d 1 0 
0 0 0 0 0 1 
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It reduces N - h i  to the form 
N - ,kI = 
I0 1 b' c' 0 e' 
0 0 z x 0 f '  
0 0 0 z 0 g' 
0 0 0 0 0 z 2 
0 0 0 0 0 p' 
0 0 0 0 0 0 
Further, take the transformation 
1 zg  ~ 
0 1 
0 0 
T= 
0 0 
0 0 
0 0 
and carry the matr ix N - h i  into 
-2c t - xg  --7 0 0 1 -  ~ - -~[zc  - xgTI 2 
J 
0 0 0 0 
1 0 0 - zd  + 5g~ 
0 1 0 - -2g I 
0 0 1 0 
0 0 0 1 
the form 
N - h i  = 
f 0 1 b 'l 0 0 e rl 
0 0 z x 0 f "  
0 0 0 z 0 0 
0 0 0 0 0 z 2 
0 0 0 0 0 p" 
0 0 0 0 0 0 
Now note that  p" # 0 because otherwise v5 E So. Since the rotation of the 
vector v5 about any angle does not change the matr ix H,  we can assume 
that  p" = r2 E ~ > 0 (we put v5 = eiargp"v5)  •The transformation 
T __ 
11e"/ 212 / I I 0 0 0 e" /r2 --~ 
0 1 0 0 0 0 
0 0 I 0 0 0 
0 0 0 1 0 0 
0 0 0 0 1 -~"/r2 
0 0 0 0 0 1 
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reduces the matrix N - AI to the final form 
N - AI  = 
0 1 b "t 0 0 0 
0 0 z x 0 f , t  
0 0 0 z 0 0 
0 0 0 0 0 z 2 
0 0 0 0 0 r2 
0 0 0 0 0 0 
Now we distinguish the cases (90) and (91). 
(a) z = 1, x E ~. According to conditions (93) and (94) of the H-norm-  
ality of N,  
N - A I  = 
0 1 2irl 0 0 0 
0 0 1 irl 0 2 r~- r~/2+i r3  
0 0 0 1 0 0 
0 0 0 0 0 1 
0 0 0 0 0 r2 
0 0 0 0 0 0 
r l ,  r2, r3 E ~, 
r2>0.  
Let us show that  r l ,  r2, r3 are H-un i tary  invariants. Indeed, suppose some 
matr ix T satisfies conditions (37) TT[*] = I and (36) (N - A I )T  = T(N  - 
AI), where 
/Y -A I  = 
/ 0 1 2iK1 0 0 0 
J 
0 0 1 0 
0 0 0 1 0 0 
0 0 0 0 0 1 ' 
0 0 0 0 0 ~-2 
0 0 0 0 0 0 
r l ,  r2, r3 E ~, 
 2>0. 
From (36) it follows that  
T = 
It11 t12 
0 t l l  
0 0 
0 0 
0 0 
0 0 
t13 t14 t15 t16 
t23 t24 0 t26 
$11 t34 0 t36 
0 t l l  0 t46 
0 t54 t55 t56 
0 0 0 t11 
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Using (87), we get: t54 = 0, Itu[ = 1. As above (see the argument  before 
Lemma 5), we can assume that  tu  = 1. Then t34 = - t -~  (condit ion (87)) 
and i(K1 - r l )  = tan - t23 (condit ion (82)); hence, ~1 = r l  and Ret23 = 0. 
Further ,  from (83) it follows that  r2 = K2t55 and from (87) that  It55[ = 1. 
As r2,r2 > 0, K2 = r2 and t55 = 1. Thus, 
1 it 0 
T= 0 1 0 ' t C~,  2Ret24+t  2 =0.  
0 0 1 
Subst i tut ing T4 in (80), we get t12 = it, t13 = t24 - rlt; replacing T5 by 
-T4H1T~ in (83), we have iK3 = ir3 - 2Ret24 - t2; hence r3 -- r3. This 
completes the proof of the H-un i ta ry  invariance of r l ,  r2, r3. 
(b) 0 < arg z < 7r, x C ~. Apply ing the condit ion of the H-normal i ty ,  
we get 
[0  1 -2 i r l ImZ 0 0 0 
0 0 z r l  0 (2rl  2 Im 2 z - r22/2 + i r3)z 2 
J 0 0 0 z 0 0 N - AI = 0 0 0 0 0 z 2 ' 0 0 0 0 0 r2 0 0 0 0 0 0 
where r~, r2, r3 E N, r2 > 0. That  the numbers z, r l ,  r2, r3 are H-un i ta ry  
invariants can be checked as in (a) above. That  the forms obta ined are 
not H-un i ta ry  similar can also be checked by the reader by using formulas 
(80)-(87). 
Because of Proposi t ion 2 the forms obta ined are indecomposable so that  
we have proved the following lemma: 
LEMMA 6. If  an indecomposable H-normal operator N (N: C 6 ~ C 6) 
has the only eigenvalue A, dim So = 1, and the internal operator N1 is 
decomposable, then the pair {N,H} is unitarily similar to one and only 
one of canonical pairs {(18), (20)}, {(19), (20)}: 
N = 
/A 1 2iT1 0 0 0 
0 A 1 Jr1 0 2r~-r~/2+i r3  
0 0 A 1 0 0 
0 0 0 A 0 1 
0 0 0 0 A r2 
0 0 0 0 0 A 
r l~r2 E~,  r2 ~ O, 
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N = 
I A 1 -2 i r l  Im z 0 0 0 
0 A z r l  0 (2r2 Im 2z - r~/2+i r3)z  2 
0 0 A z 0 0 
0 0 0 A 0 z 2 
0 0 0 0 A ?'2 
0 0 0 0 0 A 
[z[ = 1, 0 < argz  < ~r, r l , r2 , r  3 E ~, r2 > 0, 
o o 
H= D3 0 
0 1 ' 
0 0 
where z, r l ,  r2, r3 are H-un i tary  invariants. 
5.2.4. n -- 7 We show that  this a l ternat ive is impossible. Indeed, if 
d im V2 = 4, dim V3 = 1, then, in accordance with [1, Theorem 1], 
/0  
0 
0 
N-A I= 0 
0 
0 
0 
0 
0 
H= 
a b c 
0 cos a sin a 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 0 0 
0 0 0 1 0 
0 0 1 0 0 0 
0 0 0 1 0 0 
0 1 0 0 0 0 
0 0 0 0 0 1 
1 0 0 0 0 0 
d e 
0 0 
1 0 
0 0 
0 0 
0 0 
0 0 
1 
0 
0 
0 
0 
0 
0 
f~ 
g 
h 
P , 
q 
r 
0 
0 < a < ~/2, 
Therefore, the condit ions of the H-normMity  of N are as follows: 
a ~--- q COS Gg 
0 = ~sinc~ 
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b cosa  + c s ina  = 
2 Re{a~)  + Ibl 2 + I~1 ~ + I~12 = 2 Re{g~} + qhl 2 + tpl 2 + Irl 1. 
Since s ina  # 0, q = 0; hence a = 0. Thus, (N -  AI)v2 = (N[*] --~I)v2 = 0, 
which contradicts the condition So N S = {0}. 
Thus, we have classified all indecomposable operators with one-dimen- 
sional subspace So. Now let us consider the case when dim So = 2. 
5.3. dim So =2 
Let So be two-dimensional. Since the operator H1 = HIS has only posi- 
tive eigenvalues, one can assume that  HI  = I. N1 is a usual normal operator 
having the only eigenvalue A; hence, N1 = AI. As a result, we have 
N1 ) 
N AI , ---- N3 (95) 
0 AI 
H = ~r . (96)  
0 
Below we do not stipulate that  the pair {N, H} has form {(95), (96)}. 
For N to be H-normM it is necessary and sufficient o have 
N1N~ = N~N3. (97) 
According to Theorem 1, for indecomposable operators, n < 8. Let us 
consider the cases n = 4, 5, 6, 7, 8 one after another. 
5.3.1. n=4 In this caseC 4=S05S1,  
0 0 
Condit ion (97) of the H-normal i ty of N does not restrict the submatr ix N2 
(its terms a, b, c, d). If N2 = 0, the operator N is decomposable because 
the nondegenerate subspace V = span{vl,  v3} is invariant for N and N[*]. 
Thus, N2 can be either of rank 1 or of rank 2 (rg N2 = 1 or 2). 
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(a) rg N2 = 2. Suppose an H-unitary transformation T 
reduces N - )~I to the form/V - hi: 
° 0 ' 
N -A I=(  00 N2).0 
Then conditions (98)-(100) must be satisfied: 
N2T3 = 0 (98) 
N2T4 = TI~2 (99) 
0 --- T3N2. (100) 
Since N2 is invertible, (98) holds only if T3 = 0. Hence, T is H-unitary iff 
TIT~ = I (101) 
TIT;+ T2T; = 0. (102) 
From system (101)-(102) it follows that without loss of generality we can 
consider only block diagonal transformations of the form T = T1 @ T~ -1 
because T2 does not figure in Eqs. (98)-~100). 
Thus, only condition (99) N2 = T1N2T{ must be satisfied. Applying 
Proposition 3 from the Appendix, we obtain that the submatrix N2 can be 
reduced to one of the canonical forms 
(~ .o ,~z~ 
N2 = ei~/3z ] ,  (o 1 z0) 
where z, zl, z2, Q (N = 1, •e ~R> v~,0  < argz < ~ri f t~> v~, Izll = 
Iz21 = 1, arg zl _< arg z2) are invariants. For the latter form the operator 
N is decomposable because the nondegenerate subspace V = span{v1, v3} 
is invariant both for N and N[*]. For the former we obtain the following 
canonical form: 
i 
O 0 z re-i~/3z I 
0 0 0 eir/3z [z[ = 1, r E ~ _> V~, 
N AI 
OOOo o  Oo ), o_~z~i~,~.  
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(b) rg N2 = 1. Then 
ka kb ) 
N2= la lb ' [a[+[b[ 7 ~0, [k I+ l l l  7 £0. 
If lg = kb, then v = bv3 - av4 7 ~ 0 belongs both to So and S1, which is 
impossible (So n S1 = {0}). Thus, we can assume that  l~ ¢ kb. Taking the 
t ransformat ion T = T1 @ T~-  1, where 
T I= l ' 
we obtain one more canonical form: 
N - AI = 
( oo )o 1
0 0 
0 0 
LEMMA 7. I f  an indecomposable H-normal operator N (N: C 4 ~ C 4) 
has the only eigenvalue A and dim So = 2, then the pair { N, H} is unitarily 
similar to one and only one of canonical pairs {(21), (23)}, {(22), (23)}: 
A 0 z re- i~/az 
0 A 0 ei~/3z 
N= 
0 0 A 0 
0 0 0 A 
[zl = 1, rE~>_ V~, 
0 < arg z < rr if r > v/3, 
N = 
A 0 0 0 
0 A 1 0 
0 0 A 0 
0 0 0 A 
0 I2 )  
H= I2 0 ' 
where r, z are H-unitary invariants. 
Proof. The possibil ity of reducing N to one of forms (21), (22) is proved 
before the lemma. The argument in (a) above shows that  these forms are 
not similar; hence, they are not H-unitar i ly  similar. Thus, we must prove 
only the indecomposabi l i ty of N. 
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Show that  the first canonical form is indecomposable. Assume the con- 
verse. Let some nondegenerate subspace V be invariant for N and N[*]. 
Then there exists a nonzero vector Wl E V: Wl E So. Therefore, 3w2 = 
av3 + bv4 + v E Y (v E So, [a[ + [b[ # 0): 
(N  - AI)w2 = azvl + b(re-i~/3ZVl + ei'/3zv2), 
(N[* ]  - -M)w2 = a(-Svl + rei~/3-Sv2) + be-i'/3-2v2. 
Since rain{dim V, dim V[ ±] } _< 2, it can be assumed that  dim V _< 2. As the 
vectors wl and w2 are linearly independent, we get dim V = 2. Therefore, 
the vectors (N - AI)w2 and (N[*] --AI)w2 must be linearly dependent; i.e., 
the following condition must be satisfied: 
(a + bre- ir /3)(are i~/3 + be -~/3)  = abe ~/3. (lO3) 
Since (103) breaks if either a or b is equal to zero, we can rewrite (103) as 
-~ re  .7r/3 + - + r 2) + = 0. 
\b ]  
(104) 
Discriminant of (104) is equal to r 4 - 2 r  2 - 3. Since r 2 _> 3, it is nonnega- 
tive. Therefore, 
a 
m = 
b r(1 + iv/3) 
iv/-3 - r 2 + x/r 4 -- 2r 2 -- 3 
1 Consequently, [a/b[ 2 = ] ( r  2 - 1 7= x/r 4 - 2r 2 - 3); therefore, [w2, (N - 
 I)w2] = zlbl2(la/bl 2 + (a/b)re"/3 + e-,- /3) = 0. Thus, the subspace V is 
degenerate; i.e., the operator N is indecomposable. 
For the second matrix N we see that  the vectors (N - AI)w2 and (N[*] - 
-AI)w2 (w2 = av3 + by4 + v, v E So) can be linearly dependent only if 
a = b = 0. Therefore, N is also indecomposable. This concludes the proof 
of the lemma. • 
5.3.2. n=5 The matrix N -  Al has the form 
N - AI = 
0 N 1 
0 0 
0 0 (i0aci/ 0 b e = 0 0 g 0 0 0 
0 0 0 
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so that  condition (97) of the H-normal i ty of N amounts to the system 
lal = Igl 
ab = ~h 
Ibl = 1hi. 
The latter means that  g = gz, h = bz ([z[ = 1). Note that  a and b 
are not equal to zero simultaneously because otherwise v3 C So, which is 
impossible. 
Take the transformation T = T1 ® I • T~- 1, where 
a t12)  at22 ¢ bt12, 
T1 = b t22 ' 
and reduce N - AI to the form (101c 0 0 e ~ 
N-  AI = 0 0 z , I z [= l .  ooo ) 
0 0 0 
Now we fix the form of the submatrices N1 and N3 so that  the following 
transformations change only the submatrix N2. At first, apply the trans- 
formation 
(0 0 I 1T~ *fl 
I 7'2 -~T2T~ 
T = - , (105) 
0 
where T~ = (0 d'), and reduce N2 to the form 
e u 0 ) 
N2=\e,, f,, • 
Now let us consider two cases: f "  = 0 and f "  ~ 0. 
(a) f "  = 0. Then e" ~ 0 because otherwise v~ E So. Subjecting N - AI 
to the transformation T = T1 @ I ® T~ -1, where 
T1 = e" J ' 
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we get 
N2=(  01 ~)" 
(b) f~t # 0. Then one can assume that  If" l  = 1 (to this end it is sufficient 
to put ~ = ~V/~V2, v5 = vh/~x/~). Thus, f "  = zl, Izll = 1. 
If  z 2 # z, then N is decomposable. Indeed, applying 
(0 ° 1 .) T1 - TI T~ - ~ T1T~ Th ~ 
T = I 2"5 , (106) 
o TV  .~ 
where 
1 , Th=(0  z2-~l(1--2z2)), 
we reduce N2 to the diagonal form N2 = c" @ zl. Now the nondegener- 
ate subspace V = span{v2,vh} is invariant for N and N[*]; hence, N is 
decomposable.  
Let Zl 2 = z. Note that  if ett = 0, then N is decomposable (V = span{v2, 
vh} is nondegenerate, NV C V, N[*]V C_ V). Thus, e" ~ 0. Taking trans- 
formation (106) with 
1 izlcg/le"[ 
T1 = 0 eiarg e" ] T~ = ( -z~ (ci' + c~'2/le"12)/2 iz~cglle"l ), 
where c~  = Re{c"~-~}, cg = Im{c"~-~}, we reduce N2 to the final form 
LEMMA 8. I f  an indecomposable H-normal operator N (N: C 5 --* C 5) 
has the only eigenvalue A, dim So = 2, then the pair {N, H} is unitarily 
similar to one and only one of canonical pairs {(24), (26)}, {(25), (26)}: (i0i0i/ A 0 1 
N= 0 A z , [ z [= l ,  
0 0 A 
0 0 0 
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{i01 0 i) A 0 r N= 0 A z 2 , ] z l= l ,  rC~R>0,  
0 0 A 
0 0 0 
l: 0 i!) H = I1 , 
12 0 
where z, r are H-unitary invariants. 
Proof. The possibility of reducing N to one of forms (24), (25) is proved 
before the lemma. Hence, it is necessary to show that  these forms are 
indecomposable and are not H-unitar i ly similar to each other and their 
terms z, r are H-un i tary  invariants. These statements may be proved as 
follows. 
For the block triangular matrix 
T= T4 T5 
0 T6 
to satisfy condition (36) NT = TN,  where 
N - AI = 0 Na , 
0 0 
it is necessary and sufficient o have 
N1T4 = T1/V1 
N1T5 + N2T~ = TIN2 + T2N3 
N3T6 = T4]V3. 
~-:~ i  = o .~ , 
0 0 
(107) 
(lO8) 
(lO9) 
(11o) 
If H has form (96), then for (107) to be H-uni tary  it is necessary and 
sufficient o have 
TIT~ = I (111) 
T1T; + T2T; = 0 (112) 
TIT~ + T2T~ + T3T~ = 0 (113) 
T4T~ = I. (114) 
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I f  an H-un i ta ry  t ransformat ion T reduces matr ix  (25) (the second) to form 
(24) (the first), then from the corollary of Proposit ion 1 it follows that  T 
has block form (107) and, according to (36), 
t t12"~. (115) 
T1 = 101 t22// 
Apply  condition (109), replacing T6 by T~ *-1 (111) and T2 by -T1T~T4 
(112). Then we get: z~ ~22 = O. This contradiction proves that  the canonical 
forms are not H-uni tar i ly  similar. 
I f  
/i°1 ° i//°°l ° i/ 0 0 r 0 0 0 r 0 0 z 2 T=T 0 0 0 }-2 , 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
Izl = I}`1 = 1, and r ,g  E N > 0, then T has form (107), the submatr ix  
T1 having form (115) and t l l  = t33. Since It331 = 1 (condition (114)), we 
can assume that  t l l=  t33 = 1. Replace T6 by T1-1 and apply (110); we 
have }`2 = z 2. Now subst i tute T[  -1 for T6 and -T1T~ for T2 in (109). We 
obtain 
t35 = }`t12 (116) 
r - z ~ / ~  = ~t22 - z~t22~ (117) 
z/r22 = }`t22. (118) 
From (118) it follows that  [t22[ = 1, }` = z. Hence, 1/t--~2 = t22, t35 = zt12, 
and r = rt22. Therefore, r = ~1t22[, i.e., ~ = r. Thus, the numbers z , r  
are H-un i ta ry  invariants of canonical form (25). That  z is an H-un i ta ry  
invariant of (24) can be checked in the similar way. 
There remains to prove that  matrices (24) and (25) are indecomposable. 
The proof is by reductio ad absurdum. Suppose some nondegenerate sub- 
space V is invariant for N and N[*] (N has form (24)). As min{dim V, 
dim V [±1 } _< 2, we can assume that  dim V _< 2. Since there exists a vector 
wl ~ 0 E So : wl c V, there exists also a vector w2 = av3 + bv4 + cv5 + v 
V (v C So, [bl + [c[ ¢ 0). As the vectors (N-  AI)w2 = avl + b(v2 + zv3) 
and (N[*] - AI)w2 = a-2vl + by3 + CVl must be linearly dependent,  we 
obtain b = 0. But in this case the subspace V is degenerate because 
[ (N-  AI)w2,w2] = O. This contradiction proves the indecomposabi l i ty 
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of (24). Now let us cheek the indeeomposability of (25). Suppose a non- 
degenerate subspace V is invariant both for N and N[*I. Then, as before, 
3Wl ¢ 0 E So : Wl E V and 3w2 = av3+bva+cv5+v E V (v E So, 
Ibl + 1el ¢ 0). Therefore, the vectors (N  - M)w2 - z2(N [*1 - -~I)w2 = 
brv2 - crz2vt  and ( N - ,kI)w2 = avl + brv2 + bz2v3 + czv2 must be linearly 
dependent. Hence, b = 0 ~ c = 0. The contradiction obtained proves that 
(25) is also indeeomposable. The proof of the lemma is completed. • 
5.3.3. n=6 The matrix N - AI has the form 
(0N1!2) (bd)a 
N- ,k I= 0 0 3 , where N1 = 
c 
0 0 
The submatrix N1 is not equal to zero because then condition (97) of the 
H-normality of N implies Na = 0 so that v3, v4 E So, which is impossible. 
Thus, we must consider two alternatives: rg N1 = 2 and r9 N1 = 1. 
(a) rg N1 = 2. At first apply the transformation T = N1 @ I ® N~-I;  it 
takes N1 to I. Since N1 has become qual to I, N3, according to (97), has be- 
come unitary. Recall that any unitary matrix is unitarily simi- 
lar to some diagonal one with nonzero terms of modulus 1; moreover, 
this representation is unique to within order of diagonal terms. Thus, 
~U (UU* = I)  : N3 = U* N3U,  where 
/V3= ( zl0 z20)' iZ l ]= lz21=l ,  argzl  <argz2._ (119) 
If we subject N - ,~I to the transformation T = U ® U ® U, then N3 maps 
to (119) and N1 = I does not change. 
Note that if zl • z2, N is decomposable. To check this it is sufficient o 
reduce 
to the diagonal form by means of transformation (105) with the submatrix 
0 (~ - ~f ) / (1  - ~-Ylz2)) 
= (y -  - 0 
(this transformation does not change N1 and Na). Now the nondegener- 
ate subspaee V-= span{v1, v3, vs} is invariant for N and N[*]; hence, N is 
decomposable. 
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Thus, for N to be indecomposable N3 must be equal to zI .  Show that 
in the case when z -- -1 ,  N is also decomposable. Indeed, apply the trans- 
formation 
T = Uo ½ vffu , 
where U is a unitary matrix reducing N2 + N~ to the diagonal form (U is 
known to exist). Then N2 becomes diagonal; we already know that in this 
case N is decomposable. 
Thus, N = zI ,  z # -1 .  Now we apply only transformations preserving 
the submatrices N1 and N3. First let us take (105) with 
and carry submatrix (120) to the form 
e p 0 / N2= g, h I 
Further, apply transformation (105) with 
0) 
T2 = t24 
where Re{t--~ + ztl3 ) = Re e', Re{t-~ + zt24} = Re h' (since z ~ -1 ,  these 
equations are solvable for any e ~ and ht). After this transformation 
i r l  0 ) 
N2 = k, g' ir2 " 
One can assume that g' = 
to put v2 = eiargg'v2, v4 = 
transformation 
r3 E ~ ~ 0. TO this end it is sufficient 
eiargg'v4, V6 = eiargg'v6 • Now apply the 
T = T, -T IT~ , 
o T~ 
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where 
( 1 1 ) 
T1 = 1/vf2 - (z  + 1)/Iz + 11 (z + 1)/Iz + 11 ' 
1( -r3J,z-,-1, o) 
T2 = -~ (Jr2 - i t1)  - r3(z  + 1)/Iz + 11 ra / I z  + 11 " 
We get 
N2 = ( ir~ O)  , 1 
W' i ' i  ' r l  = -~(',"1 + ~.~). 
As above, we can assume that  g" E R _> O. For N to be indecomposable 
g" must be nonzero so that  g" > O. This is the final form of the matr ix 
N - AI: 
N - AI = 
0 0 1 0 @1 
0 0 0 1 r2 
0 0 0 0 z 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 
@1 
0 
Z 
0 
0 
Izl = 1, z ¢ -1 ,  (121) 
r l , r2  E ~, r2 > O. 
Let us show that  z, r l ,  r2 are H-un i tary  invariants. To this end suppose 
that  an H-uni tary  matrix T reduces (121) to the form 
-A I= 0 0 , -~2= i~1 
o o ,,, ~2 
0 "~, I~l = 1, ~¢-1 ,  
i r l  ] r-l, r-2 e N, r'2 > 0. 
By the corollary of Proposit ion 1, T must have block tr iangular form (107); 
therefore, systems (108)-(110) and (111)-(114) must hold. From (108), 
(114), and (111) it follows that  T1 = T4 = T6 = Tg -1. Now from (110) it 
follows that  ~ = z. Combining (112) and (109), we get N2 = T1N2T~ + 
zT2T~ + T1T~. If  we denote 
T~ = 2T~ \ t~ 1 t~ 2 ] 
/ ps i  
T1 = | 
then we obtain 
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1V/-~-~--Q282)__~0818283__ , aO e [0,11, Isll----IS21 = 1~31---- 1, 
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i r l  = Jr-1 + •V/1 - ~2s'~s2r2 + ztt11 + t~l-~ 
it1 = it-1 - ~V/1 - Q~<~:~: + zt'~: + t'~-~. 
Summing these equalities, we get 
2irl -- 2i~1 +zt~l +t l l  +zt~2 +t~2. 
(122) 
the determinant of zN~ - N2, which does not change under the similarity, is 
equal to - r2 (z+ 1) 2 +zr2; hence r2 = ~.  Since the sign of r2 coincides with 
that of r2, V2 - r2. The proof of the H-unitary invariance of the numbers 
rl ,  r2 is completed. 
(b) rg N1 = 1. Let us show that in this case N is decomposable. In fact, 
(ko ) kb 
N1 = la lb ' la] + Jb] ~ O, 
Taking T = T1 @ I @ T{-  1, where 
\t21 
we reduce N1 to the form 
[k] + Ill # 0. 
ltll # kt21, 
Without loss of generality one can assume that a ~ 0 and, therefore, that 
a = 1 (this may be achieved by putting v2 = av2, v6 = v6/'~). If b ~ 0, 
- i r l  (z + 1) zr2 ) 
zN~ - N2 = 
\ -r2 - i r l ( z  + 1) ' 
It is easy to check that if Re{zt + t} = 0 (z ~ -1) ,  then Im{zt + t} = 0. 
In our case t~l + t~2 plays the role of t; therefore, we have zt~l + t~l + zt~2 
+ t~2 = 0. Hence ~1 = rl .  Let us check that from the obtained equality 
~1 = r l  it follows that r2 -- r2. Indeed, zN~ - N2 = TI(zN~ - N2)T{, 
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apply the transformat ion T1 @ T4 @ T~-1,  where (1 o) 
T1 = 0 1 / ~  ' T4 = b/~/Ibl  2 +1 - -e - ia rgb /~J  ' 
to the matr ix  N - AI (we mean that  a = 1). Then we obtain 
According to (97), 
.,(Ol °o) 
/~ Zl COS@ / 
N3 = , [zl[ = Iz21 = 1, 0 < o~ < 7c/2. 
z2 sin (~ 
Since v4ESo, s ina  # 0. Therefore, we can apply the transformat ion T of 
form (105), where 
(N2 has form (120)). Under the action of T the submatr ices N1 and N3 do 
not change but the submatr ix  N2 becomes diagonal. Now the nondegen- 
erate subspace V = span{vl ,vs} is invariant for N and N[*]; hence, N is 
decomposable.  
LEMMA 9. If an indecomposable H-normal operator N (N: C 6 ~ C a) 
has the only eigenvalue A, dim So = 2, then the pair {N, H} is unitarily 
similar to canonical pair {(27), (28)}: 
A 0 1 0 irl 0 
0 A 0 1 r2 irl 
0 0 A 0 z 0 
0 0 0 A 0 z 
0 0 0 0 A 0 
0 0 0 0 0 A (:o 
H= I2 
I2 0 
N = 
where z, rl , r2 are H-unitary invariants. 
Izl = 1, z ~-1 ,  
r l , r2  E ~, r2 > O, 
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Proof. It  is necessary to prove only the indecomposability of the canon- 
ical form because the rest was proved before the lemma. Suppose that a 
nondegenerate subspace V satisfies the conditions NV C_ V, N[*] V C_ V. As 
above, we can assume that dim V < 3 (see the proofs of the previous lem- 
mas) .S ince3wl  ~0ES0:w l  EV ,  3w2=avs+bv6+vEV(vE  (So+S) ,  
lal + Ibl ~ 0). The vectors (N-A I ) (N[* ] - -~ I )w2 = avl +bv2 and (g -A I -  
z(N[*] - -~I))w2 -- air1 (1 + z)vl - br2zv] + birl (1 + z)v2 + ar2v2 must be 
linearly dependent because otherwise So c V and dim V _> 4. Therefore, 
-b2r2z = a2r2. Since z ~ -1 ,  a = b = 0. This contradiction proves that N 
is indecomposable. The proof of the lemma is completed. [] 
5.3.4. n = 7 The matr ixN-A Ihastheform 
N - AI = (i 0 N3 , where N1 -- e / 0 0 
As in the case when n = 6, one can check that N1 ~ 0; therefore, we 
must consider the cases rg N1 = 1 and rg N1 = 2. Show that the former 
alternative is also impossible. Indeed, if rg N1 = 1, then 
ka kb ) kc 
N1 = la lb lc ' lal + Ibl + Icl ~ 0' Ikl + lll ~ O. 
Applying the transformation T -- T1 ~ I @ T~- 1, where 
( t l l  ~) ,  l t11~ kt21, 
T1 = \ t21 
we reduce N1 to the form 
0) 
Then from condition (97) of the H-normality of N it follows that 
N3- -  
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Since there exists a nontrivial solution {cy,}; of the system 
aal + ba2 + ca3 = 0 
scq + m2 + Tim3 = 0, 
the nonzero vector v = (~1213 + (~2~4 + (~37~5 belongs to So, which contradicts 
the condition 5’0 n S = (0). 
Thus, rg Ni = 2. Then without loss of generality it can be assumed that 
det 
Take the block diagonal transformation Ti @ I @ T;-‘, where 
Tl = 
It reduces Ni to the form 
Further, apply the transformation Ti ~3 Tz @ T;-‘, where 
Then we get 
Now take T = Tl@ Tz $ T;*-‘, where 
and get the final form of the submatrix N1: 
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Now consider the submatr ix  
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N3= t 
?3 
I f  v and w are both equal to zero, then v5 c So. Therefore, we can assume 
that  Ivl 2 + Iw[ 2 ~ 0 and can apply  the t ransformat ion T = T1 @T1 @IOT1,  
where 
{ w/ /ivl  + iwl  / /ivl + 
T~ = I \_v/v/ ivl  2 + iwl2 ~/v/ivl2 + Iwl 2)  • 
Then 
N3 = 
r l  8/ / 
t t U t , 
0 W t 
w' : ~ lv l  2 + [wl 2 > o. 
If s '  # 0, replace s'  by [s'[ by putt ing ~ = eiargs'vl, v3 = eiargs'v3, 
V6 = e iarg S'v6" If s / = 0, then apply  the t ransformat ion Vl = e - i  arg  t'Vl ' 
V3 = e -~ arg t'V3 ' V6 = e - i  arg t'V6 and replace tI by It']. Now we can assume 
that  s I E ~ > 0 and if s I = 0, then t I c N > 0. 
Now let us apply  condit ion (97) of the H-normal i ty  of N.  We obta in  
N3 = 
/ - -ZlZ- ~ COS Ol 
Zl O nOL 
sin a cos/3 
Z2 COS C~ COS/~ [ , 
sin/3 ) 
IZl[ ----- [Z2l ---- 1, 0 < O~,~ < 7/'/2, /~ ¢ 0, Z 1 ---- 1 if s inacos~3 = 0, z2 = 1 
if a = 7r/2. Let us show that  in the case when a = 0, N is decomposable.  
Indeed, under the action of (105), where 
T2= (00 P (h -pz2c°sc~c°s~) /s in /3 )  
0 0 ' 
the submatr ix  
becomes diagonal.  The n0ndegenerate subspace V = span{v1, v3, v6} is now 
invariant for N and N[*]; hence, N is decomposable.  
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Thus, c~ # O. Applying transformation (105) with 
° ~24 ~25 
where 
t14 = g/ (z  1 sin a) 
t l5  = (h  - t14z2  cos a cos/3)/sin 
t24 = (p -- t-~)/(Zl since) 
t25 = ( q -- ~24 - t 24 z2 cosacosf l ) /s in3,  
we reduce N2 to zero without changing N1 and N3. This is the final form 
of the matrix N - AI: 
N - AI = 
0 
Izll = Iz21 = 1, o < 
0 1 0 0 0 0 
0 0 1 0 0 0 
0 0 0 0 -zlz-~cosc~ s inacos~ 
0 0 0 0 zlsinc~ z2cosacos3 
0 0 0 0 0 sin 
0 0 0 0 0 0 
0 0 0 0 0 0 
a, ~3 ~_ 7r/2, zl = I if/3 = 7r/2, z2 = 1 if c~ = 7r/2. 
Show that zl, z2, a,/3 are H-unitary invariants. Suppose an H-unitary 
matrix T reduces N - AI to the form 
- AI = 
N1 o) 
o ~ , 
0 0 
where 
(-Zl~2COS~ sin~cos~ ~ 
N I= (10 01 : ) '  Na=" / ~ lOn~ z-2cos~cos~),sin~ / 
I~11 = I~=1 = 1, o < ~,~ ~ ~/2 ,  Zl  = 1 if/3 = zr/2, ~2 = 1 if ~ = zr/2. 
Therefore, T has block triangular form (107) and conditions (108)-(114) 
hold. Combining (108), (114), and (111), we get: T4 = T1 • t55 (It551 = 1), 
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T 1 = T 6 = Z~ -1. Now from (110) it follows that T4 = tu  @ t22 (Itu[ = 
1t22[ = 1), 
t22 sin a cos 13 = tl l  sin ~ cos 
tnz l  s ina  = t22z'1 s in~ 
t22 sin/3 = t55 sin ~. 
Hence t l l  -- t22 = tas, and hence N3 = /Y3; i.e., G = a, ~ = t3, Zl  = Zl ,  
z2 = z2. Thus, a, ~3, Zl, z2 are H-un i tary  invariants. 
LEMMA 10. If an indecomposable H-normal operator N (N: C 7 --* C 7) 
has the only eigenvalue A, dim So = 2, then the pair {N, H} is unitarily 
similar to canonical pair {(29), (30)}: 
N~ 
0 
0 
0 
Iz~l = ]z2[ = 1, o 
/A 0 1 0 0 0 
0 A 0 1 0 0 
0 0 A 0 0 -zlz--~cosa 
0 0 0 A 0 z l s ina  
0 0 0 A 0 
0 0 0 0 A 
0 0 0 0 0 
< a, j3 _< 
H 
0 
0 
sin a cos/3 
Z2 COS Cg COS/3 
sin/3 
0 
A 
7r/2, zl = 1 if t3 = 7r/2, z2 = 1 if a = zr/2. 
(°o ) = /3 , 
I2 0 
where zl, z2, r, a, /3 are H-unitary invariants. 
Proof. We have to prove only the indecomposabil ity of the canonical 
form because the rest was proved above. The proof, as is customary, is by 
inductio ad absurdum. Suppose a nondegenerate subspace V is invariant 
for N and N[*]; then we can assume (see the proofs of the previous lemmas) 
that  d imV_<3and3w2=av6+bv7+vEV (v E (So + S), [a[ + [b[ ¢ O). 
Then some nontrivial linear combination of the vectors (N[*] - -A I )w2 = 
ava + by4 + v' (v' e So) and (N - AI)w2 = a(-zl-222cosolv3 -4-Zl sinav4) + 
b(sin a cos/3v3 + z2 cos a cos/3v4 + sin/3v5) + v" (v" C So) must belong to So. 
This implies b = 0 ~ a = 0. The contradiction obtained proves that  N is 
indecomposable. The proof is completed. • 
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5.3.5. n=8 In this case 
N - k I  = ( iN l ! i )  ( ) a b c d 0 , where N1 = • 
e f g h 
0 
As in the case when n = 7, one can check that  for the condit ion S N So = 
{0} to hold the rank N1 must be equal to 2. Wi thout  loss of general i ty it 
can be assumed that  
b 
det (~ f )#0.  
As before (in the case when n = 7), tak ing the block diagonal t ransforma- 
t ion T = T1 • I G T~-1,  where 
we reduce N1 to the form 
(loO c, ,,) 
N1 = 1 g' h' " 
The results for the previous case n = 7 let the submatr ix  N1 reduce to 
the form ( I  0). Indeed, there exists a t ransformat ion 
T = T~ ®T2 ® T~'- ' ,  where T2 = T~-1 = 
t33 t34 t35 ~~/ 
t43 t44 t45 
t53 t54 t55 
o 0 0 
that  reduces the submatr ix  N1 to the form 
,,) 
N1 = 1 0 h' 
and there exists a t rans format ion  
T = t~ e T2 e T~ -~, where T2 = T~-1 ~--- 
t33 t34 0 t:36 / 
t43 t44 0 t46 
o 0 1 0 ' 
\t63 t64 0 t66 
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(;00 ;) 
NI= 1 0 " (123) 
and reduce the submatrix 
IO0 ~ (k-r '~)/r l  (1-s'~)/r2) 
T2 = 0 0 n/r2 
Now consider the submatrix N3 and its submatrices N~ and N~': 
Note that N~' must be nondegenerate b cause otherwise the system 
~c~1 + ~(~2 = 0 
has a nontrivial solution {ai}2; hence, the nonzero vector v = alv5 + a2v6 
belongs to So. 
Thus, N~' is nondegenerate. Recall that any nondegenerate matrix is 
a product of some self-adjoint positive definite matrix and some unitary 
one. Consequently, N~' = RU, where R is self-adjoint positive definite and 
U is unitary. Let 0-1 be a unitary matrix reducing R to the real positive 
diagonal form. Taking T = U'U1 @ U'U1 @ U1 @ U'U1, we carry N~' into 
the form 
y~1 _~ (O1 r20 ) ,  Tl,r2 C ~}~, 0 <r l  < r2 
without changing the submatrix N1. Now we have 
N3:IN ): r' + 
\N~'/ 0 
r2 
Yhrther, apply transformation (105) with 
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to zero. Final ly apply condition (97) of the H-normal i ty  of N. We get: 
r2 ~ 1. Show that  if r l  = r2, then N is decomposable. In fact, if r l  = r2 = 1, 
then from (97) it follows that  N~ = 0; hence, the nondegenerate subspace 
V = span{v1, v3, vh, v7} is invariant for N and N[*], and hence, N is decom- 
posable. If r l  = r2 < 1, then the matr ix  N~/V/1 - r21 is unitary; therefore, 
there exists a unitary matr ix  U that  reduces N~ to the diagonal form. Then 
the transformat ion T = U • U ~ U ® U does not change the submatr ices 
N1 = (I 0), N2 = O, N~' = r l I  and reduces N~ to the diagonal form. Now it 
is seen that  N is decomposable (V = span{v1, v3, Vh, VT} is nondegenerate, 
NV C_ V, N[*]V C_ V). Thus, in either case N is decomposable. 
There remains to consider the case when r l  < r2. If q~ ~ 0, let us replace 
qt by [q~l by means of the transformat ion ~ = eiargq'vl, v3 = eiargq'v3, 
~5 = e ia rgq 'vh ,  V7 =" eiargq'v7 . If q~ = 0, let Us put ~ = e-~argT'vl, 
~3 ~ e - i  a rg  r ~ " v3, v5 = e -~ ~rg ~ vh, v7 = e - i  ~rg "'vT. Then r t will be replaced 
by Ir~l. Thus, one can assume that  q' E ~ >_ 0 and if q' = 0, then r '  E ~ >_ 0. 
Applying (97) and renaming the terms of N3, we get 
f -zl~-~ sin a cos/3 cosa  cosy 
[ ZlCOS ~ cos ~ oCOSVJ (124) 
N3=I  s i0~ z2Sinsin V / ' 
[Zl[  = [Z21 = 1, 0 < fl < 3' -< lr/2, 0 < a < 7r/2, zl = 1 if cos(~cosv = 0, 
z2 = 1 if a = 0. We already know that  if N~ is diagonal, N is decomposable. 
Therefore, a ¢ 7r/2. As a result, we have 
(i 0) (10 0 
N-A I= 0 N3 , N I= 0 1 0 0 ' 
0 0 
and N3 has form (124), 
[zll = Iz2[ = 1, 0 </~ < 7 -< 7r/2, 0 < a < 7r/2, 
(126) 
zl =1 if V=~r /2 ,  z2=l  if (~=0.  
Check the H-un i ta ry  invariance of the numbers c~, ~, V, zl, and z2. To 
this end suppose that  an H-un i tary  matr ix  T reduces N - h i  to the form 
g - AI, where Y - AI has form (124), (125), (126), 
0 0 
0 0 
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N1 has form (123), and N3 has form (124), 
(-~'lT2 sin G cos ~ cos~cos~ 
/ ZlCOS ~COSfl ~2 SinoCOS~ ' 
/Y3=~ si0~ sin~ / 
Iz~l = Iz21 = 1, 0 < ~ < ~ _< 1r/2, 0 _< ~ < 1r/2, 
ZI  = 1 if ~ = zr/2, z2 = 1 if G = 0. 
Then T has form (107) and conditions (108)-(114) hold. From (108), (114), 
and (111) it follows that  7"4 = TL@ T~, T~T~* = I, T1 = T6 = T~ -1. From 
(110) it follows that  N~'T1 = T~N~'. Taking into account he general form 
(122) of a 2 x 2 unitary matrix, we can check that  this equality implies T~ = 
T1 ---- t l l  (~t22 ([tÀl] = [t22[ = 1), ~ ---~ fl, ~ = "7. Applying (110) again, we get 
t22 cosacos '7  = tl l  cos~cos~ 
t l lZ  1 COS OLCOS~ = t22Z 1 COS ~COS~.  
Hence t l l  -- t22, and hence/Y3 = N3; i.e., ~ = a, z l  -- Zl, z2 = z2. 
LEMMA 11. I f  an indecomposable H-normal operator N (N: C s --* C s) 
has the only eigenvalue A, dim So = 2, then the pair {N, H} is unitarily 
similar to canonical pair {(31), (32)}: 
A 
0 
0 
0 
N= 
0 
0 
o 
0 
[Zl[ = Z2[ 
Zl ---- 1 if "7 = 7r/2, 0 if a = 0. (: 0!) 
H = I4 , 
h o 
where zl, z2, a, ~, "7 are H-unitary invar'iants. 
0 1 0 0 0 0 0 
A 0 1 0 0 0 0 
0 A 0 0 0 - z l~s inacos j3  cosacos '7  
0 0 A 0 0 zl cos a cos /3 z2 sin a cos "7 
0 0 0 A 0 sin ~ 0 
0 0 0 0 A 0 sin 7 
0 0 0 0 0 A 0 
0 0 0 0 0 0 A 
= 1, 0 < a < ~r/2, 0 < 3 < "7 <_ zr/2, 
Z 2 ~-  
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Proof. We must prove only the indecomposabi l i ty  of the canonical  
form. Assume the converse. Then (see the proofs of the previous lemmas) we 
can assume that  dim V >_ 4, w2 = avr+bvs+v E V (v E (So+S), [al+lb I # 
0). The vectors (N  - ~I)(N[*] - -~I)w2 = avl + bv2, (N[*] - -~I)2w2 = 
a(--~lz2 s ina  cos/3vl + cosa  cosTv2) + b(-2-~cosacos/3vl + ~sinc~cosTv2)  
and (N-  AI)2w2 = a(-zl-2~ sin a cos/3vl +z l  cos a cos/3v2) + b(cos a cos 7vi  
+ z2 s inacosyv2)  must be coll inear because otherwise we get So C V, but  
since the condit ion NS1 C (S1 + So) does not hold, we obta in  d im V > 4. 
Thus, let us write the condit ions of the l inear dependence (if a or b is equal 
to zero, the vectors are not coll inear): 
- z--iz2 sin a cos/3 + gi- cos oe cos/3b = cos a cos 7-~ + z7 sin a cos 7 
a 
b a 
-Z l~ sin a cos/3 + cos a cos 7 ~ = zl cos a cos/3;- + z2 sin a cos 7. 
a o 
I f  we replace the last condit ion by its complex conjugate and subtract  it 
from the first, we obta in  
z- i -cosacos a - cosacos7  = cosacosT~ - z-T cos a cos /3 
or  
- -  acos/3Lal 2 + Ib[ 2 la[ 2 + Ibl 2 
zl cos ab = cos a cos Y ~b 
Modulus of the left-hand side must  be equal to that  of the r ight-hand 
side, i.e., eosacos /3  = cosacos  7. Since cosa  # 0, cos/3 = cosT; hence, 
/3 = 7. But  for our canonical form /~ < 7. This contradict ion proves the 
indecomposabi l i ty  of the operator  N.  
We have considered all a l ternat ives for an indecomposable operator  N 
and have obta ined canonical  forms for each case. Thus, we have proved 
Theorem 2. • 
APPENDIX:  CANONICAL  FORMS FOR 2 x 2 MATRICES 
UNDER CONGRUENCE 
PROPOSIT ION 3. Any invertible matrix A of order 2 × 2 is congruent 
to one and only one of the following canonical for'ms: 
A = 
(~ L°eTi'rlaz'~ 
e¢Tr/3z ] ' I z [= l ,  Oe  ~>~v~,  O_<argz<Tr if Q>x/5 ,  
(127) 
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(o 0) A -- , [zl[ -- 1, [z2[ -- 1, a rgz l  _< arg z2, (128) 
Z2 
where z, zl, z2, Q fo~n a complete and minimal set of invariants. 
Proof. Consider the matr ix  A ~ -- AA *-1. If A = TAT*,  then A' = 
TA~T - 1 so that  spectral properties of A ~ do not change under congruence 
of A. Reduce A ~ to the Jordan normal form. Since Idet A'I -- 1, there exist 
three such forms: 
A ' - - (O1  x20)' xl ~ x2, ,xlx2[ = l, ,Xl[ <<_ l, (129) 
A' = xI ,  Ix[ = 1, (130) 
A '= (0  : ) ,  [x [= l .  (131) 
(a) A' is reduced to form (129). Since A = A'A*, we have 
It is seen that  either b = c = 0 or arg Xl = arg x2. 
If  Ix1[ < 1, then from (132) it follows that  a = d = 0; since A is 
invertible, b and c are nonzero; therefore, arg Xl = arg x2. Now let us 
consider the function f (o)  = ½(1 - 02 - v/(02 + 1)(O 2 -  3)) of the real 
variable 0. It  monotonical ly decreases on the interval (v/3, +co);  f (v/3)  = 
-1 ,  and lime_~+o~ f(0)  = -co ;  therefore, the equation f (0)  = s has a root 
p > x/3 for all s < -1 .  Let 0 be a root of the equation f (0)  = - [x : [  and let 
l e~/3z2(1 _ei arg x2 = _eiTr/3Z2,  where [z[ = 1, 0 <: arg z < 7r. Then Xl = 2 
lei~/3z2(1 _ p2 X/(02 + 1)(02 - 3)), and Q2 + 4(02 + 1)(Q  - 3)), x2 = 
from (132) it follows that  
( 0 :) 
A = ei,~/az2f(o)- ~ , b ¢ O. 
Now the transformat ion 
( 1 "~(e - i r r /3 f (o ) - l ) / (b ( f (o )2 -e ) )   
T = e2i'~/3cf(o)/(ei'~/3f(o) - 1) -ei'~/3-~0/(-6(f(0)2 - 1)) 
reduces A to form (127) with ~) > v/3. The numbers 0 and z cannot be 
changed under congruence because the eigenvalues of A ~ are invariants 
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and from the condit ion e~/3z2f (o)  = e i~/3~2f(~ (]z I = [~-[ = 1, 0 _< arg z, 
arg ~ < 7r, 0, 0 E N > v/3) it follows that  ~ = z, ~ = Q. 
If Ixtl = 1, then from the condit ion x l  ¢ x2 it follows that  arg Xl ¢ 
argx2; hence b = c = 0. By tak ing T = D2 one can interchange the terms a 
and d of the matr ix  A. Hence, we can assume that  arg a <_ arg d. Apply ing 
the t ransformat ion 
0 l /X /~ ' 
we reduce A to form (128) with zl = e i arg a Z2 = ei arg d 
To prove the invariance of zl and z2 suppose that  A = TAT* ,  where 
A = Zl (~z2,  A :  Z l  (~)z2, [Zl[ = ]z2] = [Z'll ~ Iz2[ = 1, argz l  _< arg z2, 
arg z l  _< arg z2. Then 
zl l tu]  2 + z2[t1212 = z1 (133) 
zltl lt21 +z2t12t22 = 0 (134) 
zltut21 +z2t~2t22 = 0 (135) 
Zl[t21l 2 + z2]t2212 = z2. (136) 
Since rut21 = --2-~z2t12t2---2 (condit ion (134)), (135) holds only if (z~ - 
z2)t12t22 = 0. If z~ ¢ z 2, then t12 must be zero because if t22 = 0, then 
tu  = 0 and, therefore, z l  = z2, ~2 = Zl, which contradicts  the condit ion 
arg Zl  --~ arg ~.  Thus, t12 = 0; hence, t21 = 0, Zl = zl ,  ~2 = z2. If 
zl = z2, then, according to (133)-(136), z l  = z l ( l tn l2  + [t1212), z2 = 
Zl([t~ll 2 + 1t2212); hence Z'l -= Z2 = Zl = Z2. If Z2 = --Zl and t-~2t22 ¢ 0, 
then tllt2---~ 5~ 0 and Z'I = Z l ( l t l l l  2 - - I t t2[2) .  Since It211/It221 = [t12[/Itul, 
~2 = zl(lt2112 -[t2212) = -z l l t22[2/ l tu]  2. As arg Zl ~ arg z2, we get 
~1 = zl ,  z2 = z2. The case when z2 = -z l  and t~-22t22 = 0 can be considered 
as before. Thus, we have proved the invariance of the numbers zl and z2. 
(b) A'  is reduced to form (130). Then A = xA*, Ix I = 1, this property  
being invariant with respect o congruence. Since A is invertible, A = RU, 
where R is self-adjoint posit ive definite matr ix  and U is unitary. Let T be a 
un i tary  matr ix  r%ducing U to  the diagonal form A. After the appl icat ion of 
T we have: A = RA, where R = T_RT* is also self-adjoint posit ive definite. 
Now let T be a lowertr iangular matr ix  such that  T_RT* = I. Then we 
reduce A to the uppert r iangular  form T* - IAT  *. Since the term c of A is 
now equal to zero, from the condit ion A = zA* it follows that  b is also 
equal to zero; i.e., A is diagonal.  We a l ready know that  a diagonal  matr ix  
is congruent o (128) (see case (a) above). Thus, A can be reduced to form 
(128). 
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(c) A' is reduced to form (131). Let x = -ei~/3z 2 (Izl = 1). Then the 
application of the condition A = A~A * yields 
( °  :) A = _ei~r/3z2- ~ , b = -a + e-i~r/3-22a. 
For A to be invertible b must be nonzero. Since Ibl = la + ei~/3z2-5[ = 
la-2 + ei~/3-Szl = la-2 - e-2i~/3-Sz] = Sei~/3a-~ - e-i~/3-Szl = 2[ Im{ei~r/3a-2}], 
we see that Im{ei~/3a-5} ~t O. Let us choose z so that Im{ei~/3a'2} > O. 
Applying the transformation 
~/3 ( ,b, ~i-2 Im{a-2},b,/ b ) 
T 
v~ ~ e '~/~ ~2( _ ~i Im(a~) + a~) 
we reduce A to form (127) with t~ = v/~. It is clear that matrix (127) with 
p = v~ is not congruent to that with t~ > 3 because in the former case A ~ 
has the diagonal Jordan normal form in contrast o the latter. Therefore, 
we must prove only the invariance of z. Note that if .4 = TAT*,  where 
A = e,~/3z , e,~/3~ ] ,  Iz) = I~1 = 1, 
then ~2 = z 2 because the eigenvalue x = -e i r /3z 2 of A' does not change 
under congruence of A. Therefore, 
At=z2(  1 -  3e~/3~ e 2iTr/3Vf3 ) = A '. 
For T to satisfy the condition ArT = TA  ~ the matrix T must have the form 
T=(t l '  t12 ~. 
\t12 tll -{- it12 ,] 
Now from the condition A = TAT* it follows that 
zIt1112 + v~e-i~/3Ztllt"-12 ÷ e~/3zltl212 = "~ (137) 
zt~--t~ + v~e- '~/~ zlt~21 ~ + e'~/~ z ( t~ + i l t~l  ~) = o. (13s) 
If t12 ~ 0, from (138) it follows that 
e - iTr /6t l l  ~- V/-3e - i lr /2 + e i~r/6tl--j-1 + e 2ilr/3 = 0, 
t12 t12 
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which is impossible because the imaginary part of the left-hand side is 
equal to Im{v/3e -i~/2 + e 2i~/3} = -v~/2 .  Therefore, t12 = 0, and hence 
(condition (137)) ~ = z; i.e., z is an invariant. This concludes the proof of 
the proposition, q 
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this problem, to Prof. Andrd Ran for his attention to our work and very help- 
ful comments of this paper, and to the referee for careful reading and valuable 
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