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ABSTRACT
User-provided multi-aspect evaluations manifest users’ detailed
feedback on the recommended items and enable fine-grained un-
derstanding of their preferences. Extensive studies have shown that
modeling such data greatly improves the effectiveness and explain-
ability of the recommendations. However, as ranking is essential in
recommendation, there is no principled solution yet for collectively
generating multiple item rankings over different aspects.
In this work, we propose a directional multi-aspect ranking cri-
terion to enable a holistic ranking of items with respect to multiple
aspects. Specifically, we view multi-aspect evaluation as an integral
effort from a user that forms a vector of his/her preferences over
aspects. Our key insight is that the direction of the difference vector
between two multi-aspect preference vectors reveals the pairwise
order of comparison. Hence, it is necessary for a multi-aspect rank-
ing criterion to preserve the observed directions from such pairwise
comparisons. We further derive a complete solution for the multi-
aspect ranking problem based on a probabilistic multivariate tensor
factorization model. Comprehensive experimental analysis on a
large TripAdvisor multi-aspect rating dataset and a Yelp review text
dataset confirms the effectiveness of our solution.
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1 INTRODUCTION
Users’ multi-aspect evaluation of items provides more informative
feedback about their preferences than merely an overall evaluation
[18, 23, 36]. In return, predicting multiple rankings with respect to
different aspects elevates a user’s freedom in interacting with the
recommended items [3]. For example, in hotel recommendation,
a user may prefer to have the recommended hotels ranked by the
aspect Value that he/she cares mostly, while the other user may
choose to rank by Service or a simple combination of a few aspects.
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Users’ evaluations on multiple aspects are dependent and com-
pose a holistic assessment of an item [3, 34]. For instance, Value
and Service might be correlated in a user’s evaluations of hotels; but
if we simply estimate two separate rankers for these two aspects,
such correlation cannot be exploited or maintained. This urges us to
formulate multi-aspect ranking as a structured prediction problem
across items and aspects. Most existing ranking solutions, such as
Bayesian personalized ranking (BPR) [24], are only designed for
single-aspect ranking. If applied, one has to isolate the aspects, thus
fails to uphold the dependency among them. This inevitably leads
to suboptimal ranking performance, such as inconsistent rankings
between correlated aspects. Besides, we should note the multi-
aspect ranking problem is not simply a multi-task learning problem
[6, 34], in which one learns a shared set of parameters that govern
the rankings in multiple aspects. As such a solution decomposes the
multi-aspect ranking problem into single aspect ranking sub-tasks
and simply joins them via parameter sharing, there is no guarantee
that the ranking on different aspects will correlate with each other.
Jesse Pinkman Jesse Pinkman
Figure 1: Multi-aspect evaluations on two hotels from the
same user on TripAdvisor.
The fundamental research question in multi-aspect recommen-
dation, i.e., how to generate multiple rankings with respect to different
aspects collectively, remains under-explored. The challenge lies in
constructing the pairwise comparison between a pair of items,
which should maintain structured dependency among aspects. In
single aspect ranking, the pairwise order can be directly obtained by
the result of binary comparisons [24], e.g., a five-star item is better
than a three-star one. Nevertheless, in multi-aspect scenario, the
comparison between two items is multifaceted, where the results
of cross aspect comparisons carries users’ implicit emphasis over
aspects. For instance, Figure 1 shows a pair of multi-aspect evalua-
tions from the same user on two hotels selected from TripAdvisor.
Although the first hotel receives a higher rating on the aspect Value,
it gets a lower rating on Service. Moreover, the difference on Value
is one star, but it is a three-star difference on Service, which reflects
the relative significance of the comparison on these two aspects. In-
tuitively, a mis-order when ranking items on an aspect with a larger
observed pairwise difference should incur a higher ranking loss
than that on an aspect with a smaller difference. Therefore, the pair-
wise comparison between two items in the multi-aspect case should
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follow two important criteria: (i) preserve single-aspect order on
each aspect; (ii) maintain relative significance of the comparison
on each aspect.
To provide a unified criterion for multi-aspect ranking, we take a
vectorized representation of users’ multi-aspect evaluation on each
item, which enables explicit modeling of the dependency across
aspects. Under this representation, the single-aspect orders as well
as relative significance of comparison across aspects naturally em-
bed in the direction of the difference vector between two items’
rating vectors. Specifically, the sign of each element in the differ-
ence vector suggests the pairwise order of the compared items on
the corresponding single aspect; and each element’s relative value
indicates the significance of the pairwise comparison on this aspect.
Furthermore, both the sign and the relative value can be reliably
captured in the direction of the difference vector, agnostic to the
magnitude, which leads to the pairwise directional order defined by
the direction of the difference vector between two items. Hence, to
rank items with respect to multi-aspect comparisons, one should
look for methods that maintain the directions of difference vectors.
This gives rise to our directional analysis based ranking criterion:
a multi-aspect ranking criterion should maximize the likelihood
of the observed directions of the pairwise difference vectors. It
thus motivates us to explore directional statistics [1], which impose
probability distributions for modeling the difference vector as a
circular variable [8]. Nonetheless, existing directional statistics are
often limited to normalized magnitude and are not able to model
the dependency among different dimensions.
In this work, we devise new directional statistics to realize our
ranking criterion. Specifically, for a given ranking model, we com-
pute likelihood of the observed directions by taking line integral
along the directions over the model’s imposed distribution on the
difference vectors. An estimate of the underlying model is thus
required to maximize this likelihood. We refer to this new ranking
criterion as Directional Multi-aspect Ranking. We demonstrate the
application of this criterion with a probabilistic multivariate tensor
factorization model (PMTF), which imposes a multivariate Gauss-
ian distribution over users’ multi-aspect evaluations. Although we
focus on PMTF to complete the solution, the proposed criterion is
generally applicable to a broader scope of ranking models, as long
as they define a probability distribution of the pairwise difference
vector, such as deep neural network based models [10].
To evaluate the multi-aspect ranking performance of the pro-
posed solution, we collected a large multi-aspect rating dataset
from TripAdvisor. As reviews are common and abundant aspect-
level evaluations can be extracted [31, 36], we also utilize a Yelp
review dataset to verify our method’s generalization to the review
data. Extensive experiment comparisons against several baselines
demonstrate the effectiveness of our solution.
2 RELATEDWORKS
Recommender systems rely on users’ feedback to learn their prefer-
ences. Such preferences are oftentimes multifaceted. For example,
a user’s evaluations on different aspects of a hotel, such as Cleanli-
ness, Location, and etc., provide her detailed aspect-level preferences
[31, 32]. Empirical results show that such multi-aspect evaluations
contribute to an in-depth comprehension of users’ preferences and
help improve the quality of recommendations [4, 16–18, 34, 36].
Recommendation is essentially a ranking problem; and various
ranking criteria, such as Bayesian Personalized Ranking (BPR) [24],
have been proposed to directly optimize the ranking quality. How-
ever, existing ranking solutions only address single-aspect ranking,
and thus are usually only applied to optimize the overall ranking
[30, 34]. One direction in learning to rank studies the problem of
document ranking with multi-aspect relevance labels [12], via label
aggregation or model aggregation. However, such approaches only
obtain an aggregated function to generate a final overall ranking of
documents, rather than to jointly learn a set of ranking functions
for each aspect. To the best of our knowledge, there is no principled
solution yet for ranking with multiple aspects collectively, though
it has great practical value in modern recommender systems.
Multi-aspect ranking cannot be simply addressed by multi-task
learning [6, 25] over a set of single aspect ranking tasks, because
simply sharing parameters cannot capture the correlation or con-
sistency of the generated rankings among different aspects. The
improved performance from multi-task learning in modeling multi-
aspect data [33, 34] mostly comes from their refined user and item
representations, by sharing observations to conquer data sparsity.
Similarly, multi-objective optimization [15] is not a suitable solu-
tion. Methods in this family are mostly designed to handle trade-offs
between two or more conflicting objectives. But in multi-aspect
ranking problem, the learning of rankings under different aspects
should not conflict with each other; instead, they should mutually
support each other via the intrinsic dependency relation.
There are several recent studies predicting multi-aspect ratings.
For example, Zheng [37] proposed to construct the list of aspects as
a chain and predict a user’s rating on each aspect one by one. Tal-
lapally et al. [28] extends the stacked auto-encoders with modified
input layer and loss function to enable the learning of multi-aspect
ratings. But such solutions cannot directly optimize item ranking
resulted from the predicted ratings, and therefore there is no guar-
antee for their multi-aspect recommendation quality.
One of the main challenges in the task of multi-aspect ranking
is to define the order between two preference vectors. This leads
to solutions rooted in directional statistics [1], e.g., modeling the
difference vector as a circular random variable [2, 8]. However, such
solutions restrict the vectors on a unit sphere and cannot model the
dependency among different dimensions. Navarro et al. [20] gener-
alize the von Mises distribution to a multivariate setting to capture
the correlations among different dimensions. But due to the lack of
a closed-form analytic expression, its complicated approximations
prevent efficient parameter estimation for practical use. We derive
our new directional statistics via line integral over the distributions
on the difference vectors specified by a given probabilistic ranking
model. This results in the likelihood that should be maximized by a
learnt ranking model.
3 METHODOLOGY
In this section, we elaborate our proposed solution for multi-aspect
ranking. We first formally define the pairwise directional order
between two preference vectors. Based on it, we propose a general
multi-aspect ranking criterion in Section 3.1. In Section 3.2, we
implement the criterion via a generalized probabilistic multivariate
tensor factorization method, where we complete the solution by
deriving the explicit form of the directional multivariate ranking
objective function under the factorization model.
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Figure 2: Illustration of the directionalmulti-aspect ranking
criterion. The left side shows the observed direction from
ru,i to ru, j , denoted as
−−→
∆ru (i, j) = {γ · (rui − ruj )| γ ∈ R+}.
The right side illustrates the likelihood obtained from line
integral along −−→∆ru (i, j) over the distribution of Dui j = (Rui −
Rui ) imposed by two possible ranking models.
In our subsequent discussions, we assume there are M users,
N items and K aspects, and user preferences on those aspects are
indicated by explicit numerical ratings. The proposed solution can
be easily extended to implicit feedback with binary evaluations. For
each user, the rated items are assumed to be preferred over unrated
items [10, 24]. Without loss of generality, we consider the Overall
rating as one of the aspects, which evaluates an item in general. Let
U be the set of all users and I the set of all items. For each multi-
aspect rating evaluation, we denote Rui ∈ RK as a random row
vector; and the observed rating vector rui = (rui1, rui2, ..., ruiK ) is
an observation of Rui from user u to item i .
3.1 Directional Order for Multi-aspect Ranking
3.1.1 Comparison on Multi-aspect Evaluations. There is clear evi-
dence that users’ evaluations across multiple aspects of items are
not independent [26]. Hence, the revealed preference order between
two items cannot be trivially expressed as one is better than the
other. Instead, complex comparison between a pair of evaluations
exists, e.g., a user may give hotel A a higher rating on the aspect of
Cleanliness than hotel B, but a lower rating on the aspect of Service.
The challenge is then to define the pairwise order between two
rating vectors. Specifically, we require the order to encode both
pairwise comparisons on each aspect and the dependency and
relative significance of comparison across aspects. This leads to our
proposal of defining such a pairwise order from the comparison
between two rating vectors as the direction of the difference vector
rui − ruj . As illustrated in Figure 2 (left) in a two-dimensional
rating space, there are two aspect ratings in each evaluation, one
for the aspect Cleanliness and the other for Service. Given two
rating vectors (4, 2) and (2, 3), the difference vector (2,−1) encodes
the comparison between rui to ruj . Specifically, the single-aspect
preference orders are indicated by the sign in each dimension of the
difference vector, and the relative significance of each aspect-level
comparison is reflected in the absolute values in each dimension. In
this example, user u prefers Cleanliness of hotel i over hotel j with
a 2-star difference, while believes Service in hotel i is slightly worse
than that of hotel j with a 1-star difference. Thus the comparison
on Cleanliness is more significant than the comparison on Service.
As a ranking problem, the exact magnitude of the difference vec-
tor is not essential, which will only impose unnecessary constraints
for optimization [24]. As long as the direction of the difference
vector is maintained in the prediction, the single-aspect orders are
still preserved by the sign of each corresponding dimension. In
particular, for any point along this direction, the relative compar-
ison is maintained by the ratio across the dimensions. Therefore,
we denote the direction of the difference vector from ruj to rui
as a ray: −−→∆ru (i, j) = {γ · (rui − ruj )| γ ∈ R+}, which encodes the
revealed pairwise comparison result across the aspects over these
two items. As the scalar γ is only required to be positive, it relaxes
the comparison’s dependency on the magnitude of the difference
vector, while preserving the preference order under each aspect
and the relative comparison significance across aspects.
3.1.2 Directional Multi-aspect Ranking Criterion. With the direc-
tional orders encoded via rays in the multi-aspect space, we can
now formulate the multi-aspect ranking criterion as maximizing
the likelihood of the observed pairwise directions. We first create
the set of pairs S := {(u, i, j)|u ∈ U; i, j ∈ I ∧ i , j}. We use >u to
denote the desired multi-aspect ranking orders under user u. The
items are assumed to be independently evaluated [24]. Hence, the
likelihood of the observed pairwise orders in a collection of users
specified by a given ranking model Θ can be written as:
L(Θ) =
∏
u ∈U
p(>u |Θ) =
∏
(u,i, j)∈S
p(−−→∆ru (i, j)|Θ) (1)
According to the definition of−−→∆ru (i, j), all points on the ray−−→∆ru (i, j)
with γ ∈ (0,∞) are valid for representing the same pairwise com-
parison. Thus the likelihood of the observed direction for each
pair is proportional to the line integral [29] along the ray over the
density of the difference vector imposed by the ranking model Θ:
p(−−→∆ru (i, j)|Θ)
∝
∫ ∞
0
p
(
(Rui − Ruj ) = γ · (rui − ruj )|Θ
)
× ∥rui − ruj ∥dγ
where ∥x ∥ is the L2 norm of a vector. For convenience, we denote
Dui j = (Rui − Ruj ) and dui j = (rui − ruj ). Since both rating vec-
tors are given as observed, ∥rui − ruj ∥ is a constant. We can safely
remove this term when we compute the log-likelihood for optimiza-
tion in later derivations, and from now on we will not include it to
simplify our notations. The resulting likelihood function in Eq (1)
is then reformulated as:
L(Θ) =
∏
(u,i, j)∈S
∫ ∞
0
p(Dui j = γ · dui j |Θ)dγ (2)
Figure 2 (right) illustrates how we derive the likelihood of ob-
served pairs and optimize the ranking model. Follow the two-aspect
case in Figure 2 (left), we first need to construct the density function
of the pairwise difference vector Dui j , represented by the two sur-
faces in the figure imposed by two modelsΘ1 and Θ2. Then we take
line integral along the observed direction −−→∆ru (i, j) for this pair with
respect to the density functions, as the shaded areas indicate, to
get the likelihood. As a result, the likelihood of the observed direc-
tion from Θ1 is the yellow plus red area, while the likelihood from
Θ2 is the yellow area. For optimization, our criterion will chose
the ranking model which specifies the density that maximizes the
likelihood, i.e., choose Θ1 over Θ2.
From a Bayesian perspective, our goal of finding the optimal
parameter set Θ is to maximize the posterior:
p(Θ| >u ,u ∈ U) ∝ L(Θ)p(Θ)
where p(Θ) specifies a prior distribution of the ranking model.
However, note that in Eq. (2), zero is included in the integral for
the scalar γ . This can possibly lead to a trivial ranking model that
places the mean vector of the predicted difference distribution very
close to zero. This cannot provide meaningful and robust pairwise
comparisons. To prevent the learnt distribution from concentrating
on zero differences, we add a small margin ξ constraint to γ in the
integral, i.e., γ ∈ (ξ ,∞) and ξ > 0, which leads to our directional
multi-aspect ranking criterion:
max
Θ
lnp(Θ| >u ,u ∈ U) (3)
=max
Θ
lnL(Θ)p(Θ)
=max
Θ
∑
(u,i, j)∈S
ln
∫ ∞
ξ
p(Dui j = γ · dui j |Θ)dγ + lnp(Θ)
for obtaining a ranking model on multiple aspects.
With the directional orders, the derived criterion provides a
principled way to obtain an optimal model for ranking multiple
aspects jointly. This criterion views the ranking on multiple aspects
as a structured prediction task, which directly models dependency
among aspects. Nevertheless, in order to apply the criterion to
multi-aspect ranking, we need the ranking model Θ to specify a
valid distribution of Dui j in the multi-aspect space. In the next
section, we will derive our probabilistic multivariate modeling of
Dui j , which imposes a probability distribution over the directions of
pairwise comparions and captures the dependency among aspects.
It thus completes our solution to the multi-aspect ranking problem.
3.2 A Complete Directional Multivariate
Ranking Solution
3.2.1 Probabilistic Multivariate Tensor Factorization. The multi-
aspect ranking criterion proposed in Section 3.1 is generally appli-
cable to any valid probabilistic model of multi-aspect evaluations.
In this work, we adopt probabilistic tensor factorization (PTF) for
its popularity and flexibility in modeling the generation of multi-
aspect ratings. PTF has demonstrated the promising performance in
learning the latent representations from multi-aspect data [18, 35].
In particular, three matricesU ∈ RM×d+ , V ∈ RN×d+ ,W ∈ RK×d+
are used to represent latent factors of users, items and aspects,
respectively, with each row vector representing a single entity.
The predicted multi-aspect rating vectors are then obtained as
rˆui = (Uu ∗ Vi )W ⊤, where ∗ denotes the element-wise product.
One issue with conventional probabilistic tensor factorization is
the default assumption that the ratings on multiple aspects are
independently sampled from K Gaussian distributions:
p(rui |U ,V ,W ,σ ) =
K∏
k=1
N(ruik | < Uu ,Vi ,Wk >,σ )
whereN(µ,σ ) is a Gaussian distribution with mean µ and standard
deviation σ . This directly prevents us from modeling and discov-
ering the dependency among aspects. To capture the dependency
among different aspects, we consider the rating vector that user u
gives item i as sampled from a multivariate Gaussian distribution:
Rui ∼ N
((Uu ∗Vi )W ⊤, Σui )
where (Uu ∗Vi )W ⊤ is the resulting mean vector of dimension K ,
and Σui is a K × K covariance matrix for a user-item pair.
The emphasis on different aspects may vary from different users;
and the same logic applies to items. Therefore, the covariancematrix
should be personalized for users and items to capture individual-
ized preferences. To formally quantify the personalized covariance
composition for the observation of a user-item pair, we take a per-
spective stemmed from the Item Response Theory (IRT) [7]. IRT
states that the probability of a specific response is determined by
the item’s attribute and the subject’s individuality [13]. Mapping
it back to our problem, we assume that the covariance matrix of
an observed rating vector is a result from two separated chan-
nels of preference emphasis from the corresponding user and item.
Specifically, we assign each user u and each item i a personalized
covariance matrix ΣUu and ΣVi , respectively. The covariance matrix
for this pair of user-item is given by: Σui = λΣUu + (1−λ)ΣVi , where
λ ∈ [0, 1] is a hyper-parameter, reflecting the relative strength of
influence from the user side in this composition. The covariance
matrices should also be learned from observations. A by-product of
this design is that the learnt covariance matrices can serve as the
basis for personalized aspect-level explanations [34, 36], e.g., when
the recommendation list is ranked by the overall ratings, the most
correlated aspects should be selected for explanation.
We name this factorization solution as Probabilistic Multivariate
Tensor Factorization (PMTF). It enables themodeling and ranking of
multiple aspects collectively in a multivariate fashion. Although we
use the multivariate Gaussian distribution to model the dependency
among aspects, other kinds of multivariate distributions from the
exponential family, such as multivariate Poisson distribution, can
also be applied to characterize the generation of multi-aspect rating
vectors. Later we will demonstrate how this family of probability
distribution ensures a closed form solution of likelihood.
3.2.2 Multi-aspect Ranking with PMTF. Recall that in Eq. (3), what
we need is the estimated density on difference vector Dui j = Rui −
Ruj . Under PMTF, the density function of Dui j is obtained as:
p(Dui j = γ ·dui j |Θ) = N
(
γ ·dui j |
(
Uu ∗ (Vi −Vj )
)
W ⊤, Σui j
)
(4)
where Σui j = Σui + Σuj as the imposed density rating vectors are
independent and follow multivariate Gaussian distribution. Apply-
ing the density function of the difference vector in Eq. (4) to the
likelihood function defined on the observed direction in Eq. (1) with
a margin ξ , we can obtain an explicit expression of L(Θ) as:
L(Θ) =
∏
(u,i, j )∈S
∫ ∞
ξ
p(Dui j = γ · dui j |Θ)dγ (5)
=
∏
(u,i, j )∈S
∫ ∞
ξ
N
(
γ · dui j |
[
Uu ∗ (Vi −Vj )
]
W ⊤, Σui j
)
dγ
=
∏
(u,i, j )∈S
1√
(2π )K |Σui j |
exp
(
− 12 (C −
B2
A
)
)
×
√
π
2A
(
1 − er f (√A2 (ξ − BA )) )
where A = dui jΣ−1ui jd⊤ui j , B = dui jΣ
−1
ui jdˆ
⊤
ui j , C = dˆui jΣ
−1
ui jdˆ
⊤
ui j ;
dˆu,i, j =
(
Uu ∗ (Vi − Vj )
)
W ⊤ is the estimated mean from the re-
sulting tensor; |X | is the determinant of matrix X ; and er f (x) =
2√
π
∫ x
0 e
−t 2dt is the Gauss error function. The detailed derivations
of this likelihood function can be found in the Appendix.
By treating the latent factors in PMTF as random variables, we
place zero-mean spherical Gaussian priors on the latent factor ma-
tricesU ,V ,W [27]:
p(U |σ 2U ) =
M∏
u=1
N(Uu |0,σ 2U I ),
p(V |σ 2V ) and p(W |σ 2W ) are given similarly.
The drawback in modeling personalized covariance matrices is
that we need sufficient observations on each user and item. For the
users and items with only a handful of observations, it is infeasible
to estimate accurate covariance matrices from data. To address
the data sparsity issue for such users and items, we introduce the
normal-inverse-Wishart distribution as the global prior for each
personalized covariance matrix, which is defined on real-valued
positive (semi-)definite matrices [9, 19]:
p(Σ|Ψ,ν ) = |Ψ|
ν/2
2νK/2ΓK ( ν2 )
|Σ|−(ν+K+1)/2e 12 tr (ΨΣ−1)
where tr (X ) is the trace of matrixX . ν and Ψ are hyper-parameters,
which impose that the priori covariance matrix is from ν observa-
tions with sum of pairwise deviation products Ψ, i.e., Ψ = νΣpr ior i .
In practice, we can set Σpr ior i to the estimated global covariance
matrix from the observed data across all users and items. In this
way, updating the personalized covariance matrices under this prior
is equivalent to modifying the global covariance matrix for each
individual with local observations.
With the likelihood function L(Θ) and the priors p(Θ) given
above, we can now substitute the corresponding components in
Eq. (3) to get the explicit objective function under the PMTF model
for personalized directional multivariate ranking:
max
Θ
lnp(Θ| >u ) (6)
=max
Θ
∑
(u,i, j)∈S
[
− 12
(
ln |Σui j | +C − B
2
A
+ ln(2A)) + ln (1 − er f (Z )) ]
+
M∑
u=1
[
− ν + K + 12 ln |Σ
U
u | +
1
2 tr (ΨΣ
U
u
−1) + ν2 ln |Ψ| − ln 2
νK/2ΓK (ν2 )
]
+
N∑
i=1
[
− ν + K + 12 ln |Σ
V
i | +
1
2 tr (ΨΣ
V
i
−1) + ν2 ln |Ψ| − ln 2
νK/2ΓK (ν2 )
]
+ lnp(U |σ 2U ) + lnp(V |σ 2V ) + lnp(W |σ 2W ) + const
where Z =
√
A
2
(
ξ − BA
)
. Though the error function could not
be expressed by elementary functions, the derivative of it can be
explicitly calculated by ddx er f (x) = 2√π e
−x 2 . Therefore, analytic
solutions exist for gradient-based optimization for Eq. (6). Optimiz-
ing the above objective function gives us the parameters for the
PMTF model under the directional multi-aspect ranking criterion.
3.2.3 Model Optimization. To efficiently estimate both the latent
factors and personalized covariance matrices, we appeal to mini-
batch stochastic gradient descent (SGD) for optimization. In each
iteration, we have two steps for parameter update. In the first step,
we sample a batch of rating vector pairs from S, and update the
latent factors inU ,V ,W with SGD. In the second step, we sample
another batch of pairs and update the associated covariance matri-
ces. We employ the adaptive gradient descent method [5] for better
convergence, which dynamically incorporates the updating trace
to perform more informative and faster gradient-based learning.
For optimizing a multi-aspect ranking model like PMTF, we need
the training triples of (u, i, j) in the order of O(M × N × N ), which
makes it crucial to find an efficient sampling strategy for gradient
descent. Following [24], we adopt the method of bootstrap sampling
with replacement, which samples triples in each iteration uniformly
at random. Due to the transitivity of pairwise orders, sampling a
subset of all possible pairs is sufficient to determine the full ranking.
The time complexity of optimization scales linearly with the number
of users, items, aspects, and the dimension of latent factors. We
terminate the optimization procedure when the maximum iteration
is reached or it converges on the hold-out validation set.
Finally yet importantly, in order to learn valid covariance matri-
ces, we need to ensure they are symmetric and positive semi-definite
[21]. To satisfy this constraint, we set each covariance matrix in
a form of Σ = LL⊤, where L is an arbitrary matrix of the same
dimension with Σ. Then for any non-zero column vector x , we
have x⊤LL⊤x = (L⊤x)⊤(L⊤x) ≥ 0, which ensures the positive
semi-definite constraint. Also, the symmetric property is naturally
satisfied as LL⊤ = (LL⊤)⊤. With this decomposition of covariance
matrix, we update the matrices L in the optimization procedure
and re-construct the covariance matrices with the resulting L. The
gradient for all parameters are provided in the Appendix.
4 EXPERIMENTS
In this section, we evaluate the proposed solution for multi-aspect
ranking. We collected a large multi-aspect rating dataset from Tri-
pAdvisor. To generalize the solution to the feature-level evalua-
tions in review text data, we also extract a multi-aspect evaluation
dataset with phrase-level sentiment analysis [36] from Yelp reviews.
Extensive experimental analysis from different perspectives are per-
formed. Considerable improvements over various kinds of baselines
confirm the effectiveness of our multi-aspect ranking solution.
4.1 Experiment Setup
• Dataset. We use the TripAdvisor multi-aspect rating dataset
and the Yelp review dataset for evaluation. The pre-processing
procedures for each of them are described below. The statistics
of the resulting datasets are summarized in Table 1. If not noted
specifically, each rating/observation refers to a multi-aspect rating
vector with possible missing values.
TripAdvisor Multi-aspect Ratings. The data was collected from
May 2014 to September 2014 from TripAdvisor1. There are over 3
million multi-aspect ratings from over 1 million users on around
18 thousand hotels. Each multi-aspect rating vector consists of one
overall rating plus seven specific aspect ratings: [‘Overall’, ‘Sleep
Quality’, ‘Service’, ‘Value’, ‘Rooms’, ‘Cleanliness’, ‘Location’, ‘Check
in / front desk’]. All ratings are integers ranging from 1 to 5. By
filtering out users and hotels who have less than 5 observations,
we obtain the final dataset for evaluation, consisting of over 1M
multi-aspect rating vectors from around 100k users and 17k hotels.
Yelp Reviews. The review data is provided by Yelp challenge2,
which contains user reviews mostly on restaurants. In order to
obtain explicit aspect-level evaluations, we apply phrase-level senti-
ment analysis [14, 36] to extract the aspects and sentiment polarities
1Data was collected before they forbid practitioners to crawl their data.
2https://www.yelp.com/dataset/challenge
Table 1: Statistics of the two datasets. The last columnmeans
the number of multi-aspect rating vectors.
Dataset #user #item #aspect #ratings
TripAdvisor 100,005 17,257 8 1,057,217
Yelp 52,050 34,729 14 704,825
for each aspect from review content. The sentiment score for each
aspect is then mapped to the range of 1-5 as explicit aspect-level
ratings. We refer the readers to [14, 36] for the detailed procedure.
We only maintain the aspects that appear more than 200k times in
the entire review corpus, which give us multi-aspect rating vectors
consisted of one overall rating plus thirteen aspect ratings: [‘Over-
all’, ‘Food’, ‘Service’, ‘Bar’, ‘Meal’, ‘Chicken’, ‘Menu’, ‘Price’, ‘Staff ’,
‘Restaurant’, ‘Sauce’, ‘Cheese’, ‘Taste’, ‘Pizza’]. By filtering out users
and restaurant with less than 5 reviews, we obtain a dataset of 52k
users, 34k restaurants and 704k multi-aspect ratings.
• Baselines.We compare with various kinds of baselines, ranging
from traditional matrix/tensor factorization models to multi-task
learning based solutions, and the recent neural networks based
ranking methods, to provide a comprehensive evaluation of our
proposed solution for multi-aspect ranking. Below we briefly sum-
marize the details about the baselines.
PTF: Probabilistic Tensor Factorization [18, 22]. It is a traditional
tensor factorization method based on CP decomposition. It treats
multiple aspects independently, and it is optimized to minimize the
square loss on each aspect, i.e., a rating regression model.
M-BPR:Multi-task Bayesian Personalized Ranking [24]. BPR is a
generic single-aspect ranking criterion that aims to maximize the
likelihood of the observed pair-wise preference order. Specifically,
we extend it to the multi-aspect case by multi-task learning. The
ranking on each aspect is considered as a learning task, and the
user and item representations are shared among all tasks to couple
the learning tasks. The objective functions for all tasks are added
together for optimization. We also tried other forms to integrate the
loss from individual tasks, e.g., taking a product; but summation
gives us the best performance in our evaluation.
EFM: Explicit Factor Models [36]. It is a joint matrix factorization
algorithm that models a user’s aspect-level attention as well as an
item’s aspect-level quality measured by the opinion ratings. The
aspect-level preference predictions are given by the product of cor-
responding predicted user-aspect attention and item-aspect quality.
MTER: Explainable Recommendation via Multi-task Learning [34].
It is a joint tensor factorization algorithm that models user’s de-
tailed opinions on individual aspects. BPR is imposed in it, but only
on the overall rating. As we do not consider users’ opinionated
review content in our evaluation, we exclude its content modeling
component and only maintain the rating tensor in MTER.
SPS-MTL: Soft Parameter Sharing for Multi-task Learning in deep
neural networks [25]. We adopt a five-layer MLP for each single-
aspect rating prediction task with soft parameter sharing for multi-
task learning. The distance between the parameters of the first three
hidden layers is regularized in order to encourage the parameters
to be similar. Its inputs are the user and item pairs and outputs are
the predicted aspect ratings for each aspect. The same pair-wise
logistic loss as in [24] is adopted for model training on each aspect.
Ex-SAE: Extended Stacked Auto Encoders [28]. It extends SAE
by incorporating an extra layer to cater the requirement of multi-
aspect rating prediction. We set the input and output to the multi-
aspect rating vectors, with 5 hidden layers for both the encoder
and decoder.
We refer to our proposed directional multivariate ranking solu-
tion as DMR. Both datasets are split by 70% for training, 15% for val-
idation, and 15% for testing. We used grid search to find the optimal
hyper-parameters on the validation set. The datasets and implemen-
tations can be found at: https://github.com/MyTHWN/Directional-
Multivariate-Ranking.
4.2 Results on Multi-aspect Top-K Ranking
We start our experimental analysis with top-K multi-aspect ranking.
As most previous solutions make recommendations by the Overall
rating aspect, we first report MAP and NDCG@{10, 50} obtained
from ranking by the predicted Overall rating. This will validate the
benefit of jointly optimizing the rankings on multiple aspects by
exploiting their correlations. Meanwhile, we also report the average
MAP and NDCG@{10, 50} over all aspects to study how the multi-
aspect rankings mutually improve each other. Specifically in DMR,
we set λ to 0.5, the margin ξ to 0.2 on TripAdvisor and 0 on Yelp data,
the latent factor dimension to 10, and initial learning rate to 0.03.
Σpr ior i is estimated from the observations of corresponding dataset
across all users and items. The maximum number of iterations is
set to 40,000 with 2,000 multi-aspect rating pairs in each iteration.
The results are shown in Table 2. Paired t-test is performed with
p-value < 0.05 to confirm the significance of the improvement from
DMR against the baselines. In general, directly optimizing the rank-
ing performance (e.g., MTER, M-BPR, SPS-MTL, DMR) can achieve
much better top-K ranking performance than point-wise predic-
tions (e.g., PTF, EFM, Ex-SAE). By modeling the dependency and
joint optimization in DMR, its ranking performance on all aspects
is further boosted. Comparing MTER with M-BPR and SPS-MTL,
although the ranking loss is imposed on all aspects in M-BPR and
SPS-MTL, while it is only on the overall rating in MTER, their over-
all ranking performance is very close to each other. This indicates
that separating the multi-aspect ranking task into individual single-
aspect objectives is insufficient to exploit their dependency nor
to mutually improve the ranking performance on all aspects. The
improvement from DMR demonstrates the advantage of taking a
holistic view of the multi-aspect evaluation.
To better understand the ranking performance under different
kinds of users, we group users based on the number of observations
they have in the training set on TripAdvisor and investigate the
ranking performance in each user groups. Figure 3 demonstrates
the distribution of users according to their observed rating vectors
in training set and the corresponding average NDCG@50 over
all aspects in each user group. The results on Yelp show similar
patterns; but due to space limit, we omit them in this section. We
can find that the distribution of users with respect to their number
of observations is highly skewed: Over 80% users have less than 10
rating vectors. Figure 3 (b) shows DMR consistently outperformed
all baselines in different user groups, even with only a handful
of ratings for training. This advantage is further amplified when
there are more observations in heavy users. The reason is that in
DMR, we take multi-aspect ranking as an integrated learning task
and explicitly model the dependency among aspects. It enables
the learning of latent factors to fully exploit the correlations and
Table 2: Multi-aspect ranking performance with MAP and NDCG@K. The percentage of improvement is from the best over
the second best method on each dataset.
TripAdvisor By Overall Aspect
PTF EFM MTER M-BPR Ex-SAE SPS-MTL DMR Improvement
MAP 0.0828 0.1007 0.2146 0.2179 0.1944 0.2206 0.2397 8.66%*
NDCG@10 0.1004 0.1246 0.2461 0.2472 0.2109 0.2512 0.2775 10.47%*
NDCG@50 0.2083 0.2259 0.3576 0.3532 0.3196 0.3587 0.3781 5.41%*
TripAdvisor By Average on All Aspects
PTF EFM MTER M-BPR Ex-SAE SPS-MTL DMR Improvement
MAP 0.0816 0.0994 0.2044 0.2118 0.1897 0.2156 0.2298 6.59%*
NDCG@10 0.0984 0.1198 0.2302 0.2416 0.2084 0.2466 0.2687 8.96%*
NDCG@50 0.1906 0.2138 0.3419 0.3459 0.3116 0.3508 0.3695 5.33%*
Yelp By Overall Aspect
PTF EFM MTER M-BPR Ex-SAE SPS-MTL DMR Improvement
MAP 0.1208 0.1389 0.3492 0.3566 0.3318 0.3695 0.4089 10.66%*
NDCG@10 0.1635 0.1896 0.3907 0.3991 0.3685 0.4036 0.4558 12.93%*
NDCG@50 0.3051 0.3268 0.4793 0.4814 0.4521 0.4892 0.5314 8.63%*
Yelp By Average on All Aspects
PTF EFM MTER M-BPR Ex-SAE SPS-MTL DMR Improvement
MAP 0.1035 0.1217 0.2874 0.2931 0.2674 0.3086 0.3312 7.32%*
NDCG@10 0.1375 0.1691 0.3426 0.3509 0.3176 0.3588 0.3953 10.17%*
NDCG@50 0.2547 0.2735 0.4205 0.4296 0.3959 0.4376 0.4696 7.31%*
*p-value < 0.05 under paired t-test.
(a) Distribution of users. (b) NDCG@50 in user groups.
Figure 3: NDCG@50 over all aspects across user groups de-
fined by the number of training instances in each user.
Table 3: Pair-wise order accuracy across all aspects.
Accuracy TripAdvisor Yelp
PTF 0.6295 0.7252
EFM 0.6812 0.7951
MTER 0.8256 0.8964
M-BPR 0.8139 0.8978
Ex-SAE 0.7926 0.8695
SPS-MTL 0.8204 0.9027
DMR-I 0.8292 0.9254
DMR 0.8384 0.9325
consistency among multi-aspect ratings and thus mutually enhance
the ranking performance on all aspects even with sparse data.
4.3 Pairwise Order Accuracy with Different
Confidence Levels
Besides receiving a ranked list of items, oftentimes a user needs
to compare different aspects on two recommended items. Thus we
also evaluated the pairwise order accuracy, i.e., whether a model
can correctly differentiate the relative comparison of two items on
each aspect. We randomly sample 150k rating vector pairs from
the testing set of TripAdvisor and 100k pairs from the testing set of
Yelp. We define accuracy as the proportion of correctly predicted
orders on all aspects in all sampled pairs:
accuracy =
∑
(u,i, j)
K∑
k=1
1
[(ruik − rujk )(rˆuik − rˆujk ) > 0]∑
(u,i, j)
K∑
k=1
1
[
ruik − rujk , 0
]
where 1[·] is the indicator function. The pairwise accuracy over
all aspects is reported in Table 3. In the table, we introduce a new
baseline DMR-I to investigate the benefits of the personalized co-
variance modeling. DMR-I is a variant of DMR by replacing its
personalized covariance matrices with a fixed identity covariance
matrix. Thus, DMR-I only updates the latent factors. The results
in Table 3 demonstrate that DMR still provides the most accurate
pairwise comparisons against all baselines, and imposing personal-
ized correlations leads to better learned latent factors that correctly
differentiate the comparisons.
So far, all the results are from the predicted mean rating vector
rˆui = (Uu ∗ Vi )W ⊤, i.e., only using the latent factors to predict
the ranking or pairwise orders. However, we are not only esti-
mating the mean, but fitting the exact distribution as shown in
Figure 2 (right) as well. A well estimated distribution should have
its probability mass well align with the ground-truth direction of
the difference vectors. As we use Gaussian distribution, the density
of the estimated distribution is guided by the covariance matrix,
which measures correlation among aspects. In order to investigate
the quality of the learned covariancematrices, we evaluate the confi-
dence of the predicted pairwise order. Intuitively, if the distribution
(a) TripAdvisor (b) Yelp
Figure 4: The pair-wise accuracy according to the confidence
levels in DMR and DMR-I. The confidence levels are mea-
sured by the relative likelihood of the predicted pair-wise
direction by Eq (5) from low to high.
is more concentrated to the predicted direction, we should be more
confident that it is close to the ground-truth direction. Therefore,
for each selected pair, we take the line integral along the predicted
direction as its confidence measure about the predicted order. Thus
if the line integral along the predicted direction is high, it suggests
a high confidence in the prediction. We divide the sampled pairs to
10 groups based on the confidence of the prediction from low to
high, and calculate pairwise accuracy under each confidence level.
As only DMR models the covariance across aspects, we compare it
with its variant DMR-I in this experiment and report the results on
both datasets in Figure 4.
With personalized covariance modeling in DMR, the accuracy
evidently increases as we increase level of confidence. But for DMR-
I, which fixes the covariance matrices to an identity matrix, there is
no clear relation between accuracy and confidence levels. This ex-
periment confirms the necessity and quality of learned personalized
covariance matrices: It provides a means to assess the model’s pre-
diction confidence. A unique benefit is that informing users about
the model’s prediction confidence can also potentially increase
users’ trust on the rankings and recommendations.
4.4 Effect of the Margin ξ
In order to avoid the learnt mean vectors concentrating on zero
vectors, we impose a margin constraint when computing the likeli-
hood via line integral in Eq (3). However, during hyper-parameter
tuning, we found that although a small margin can help achieve
better rankings, the top-K ranking performance drops dramatically
when setting a too large margin ξ . This effect is shown in Figure 5
(a) on the TripAdvisor dataset; and similar effect is also observed
on the Yelp dataset. This might be a bit counter-intuitive at the first
glance, as a larger margin should give us a stronger constraint on
the predicted orders and better improved rankings. But this obser-
vation is expected for the following reasons. First, more pairwise
orders will conflict with each other when we set a larger margin.
Because a large margin tends to push the difference vectors to large
magnitudes, i.e., orders with highly significant comparisons, which
makes it more difficult to maintain all the input pairwise orders
and creates many sub-optimal solutions. Second, more seriously,
there is a numerical issue introduced by the sufficient statistics in
the derived gradients of DMR’s objective function. The gradients
with respect to the latent factors in Eq. (6) have a common term
д(x) = e−x 2/(1−er f (x)) , where x = cui j · ξ linearly increases with
ξ ; cui j increases at a constant rate that depends on the sampled
(a) NDCG@50 against margin ξ . (b) Gradient explosion against ξ .
Figure 5: Average NDCG@50 over all aspects with respect
to margin ξ on TripAdvisor; and the explosion of gradient
when ξ is too large.
user-item pair. When x is large, д(x) becomes unstable and explode
numerically. We illustrate the explosion of gradient when cui j = 3
in Figure 5b. To avoid the issue, we suggest to set a relatively small
margin in practice (usually smaller than 0.5).
4.5 Learned Correlations for Explanation
The learned personalized correlations contain a user’s (item’s) in-
trinsic emphasis on different aspects, and can be used to generate
correlation-based explanations. For example, suppose the items are
ranked for a user u based on the predicted Overall ratings. Then for
each recommended item i , we can construct the correlation matrix
from Σui and use the most correlated aspects to the Overall aspect
as the personalized aspect-level explanation. The selected aspects
(e.g., Cleanliness and Room) can be embedded to an explanation
template to synthesize natural language explanations like: “We rec-
ommend this hotel [A] to you, because you may like its aspects of
[Cleanliness] and [Room].” [34, 36].
Table 4: Average rating difference between overall and the
selected aspect (smaller is better).
Average Rating Difference Random MTER EFM DMR
TripAdvisor 1.3478 1.4572 0.9574 0.6962
Yelp 3.2471 4.1852 2.6916 2.2502
To evaluate the quality of the generated explanations with se-
lected aspects, for each observed user rating vector in the testing set,
we calculate the rating difference between the ground-truth Overall
rating and the ground-truth selected aspect’s rating. In DMR, the
aspect that has the highest predicted personalized correlation with
theOverall aspect is selected. If the selected aspect’s rating is indeed
highly dependent on the Overall rating, we should expect a smaller
ground-truth rating difference between them. Based on this idea, we
compare the average rating difference across all rating vectors from
different selection strategies. EFM [36] suggests to select the aspect
based on a linear combination of a user’s aspect attention and an
item’s aspect quality. MTER [34] chooses the aspect with the high-
est predicted rating. In other baselines, as there is no explicit rule
for selecting aspects for explanation, we use a uniformly random
selection from the aspects as a baseline. The results are reported in
Table 4. From the results, correlation based aspect selection from
DMR achieves significantly better performance in this evaluation
of explainability. Compared with the performance on TripAdvisor
dataset, the average rating difference on Yelp dataset is relatively
higher. This is because the aspect ratings are extracted from re-
views in this dataset, and there are lots of missing aspect ratings
(treated as 0). But if a user did not mention an aspect in his/her
review, it strongly indicate the aspect is not important for him/her.
Therefore, the results on Yelp dataset arguably better emphasize a
model’s ability in recognizing important aspects in each user-item
pair. This study demonstrates the benefit of modeling correlations
for generating aspect-level explanations and it is obviously a better
way than heuristics in other methods.
5 CONCLUSIONS AND FUTUREWORK
In this paper, we propose a directional multivariate ranking solu-
tion for improving the learning of ranking functions on multiple
aspects collectively. Instead of treating aspects in isolation, we view
the multi-aspect ranking as an integrated task by defining the di-
rectional orders between two preference vectors for optimization.
Comprehensive experimental results on two benchmark datasets
prove the effectiveness of the solution.
Our work aims to improve the rankings on multiple aspects
jointly. A parallel problem is to provide a single ranking that can
satisfy the preference orders of multiple aspects. As we have al-
ready defined the pairwise orders in the multi-aspect case, and
the DMR criterion provides an integrated objective to maintain
all single-aspect orders, the future goal is to find a way for gen-
erating a single ranking that follows the criterion. Besides, in our
work, observed items in a user are assumed to be preferred over
unobserved ones. However, such unobserved irrelevant evaluations
could never be verified, and therefore introduce unnecessary bias
in model training. This potentially degenerates the rankers’ per-
formance. Some recent work has realized this issue and proposed
counter-factual inference based solutions to reduce the bias [11] in
single aspect rating settings. But how to differentiate the missing
evaluations to infer the preferences in multi-aspect setting is still
largely unknown. We plan to further extend our solution to this
setting, e.g., with partially or completely missing aspect ratings.
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APPENDIX
Derivation of Eq. (5)
In order to get the explicit expression of Eq. (5), we can first write
out the probability of p(Dui j = γ · dui j |Θ) with the multivariate
Gaussian distribution as follows:
L(Θ) (7)
=
∏
(u,i, j)∈S
∫ ∞
ξ
p(Dui j = γ · dui j |Θ)dγ
=
∏
(u,i, j)∈S
∫ ∞
ξ
N(γ · dui j | [Uu ∗ (Vi −Vj )]W ⊤, Σui j )dγ
=
∏
(u,i, j)∈S
1√
(2π )K |Σui j |
∫ ∞
ξ
exp
( − 12 (γ · dui j − [Uu ∗ (Vi −Vj )]W ⊤)
Σ−1ui j (γ · dui j − [Uu ∗ (Vi −Vj )]W ⊤)⊤
)
dγ
For simplicity of the notations, we can let:
dˆu,i, j =
(
Uu ∗ (Vi −Vj )
)
W ⊤;
A = dui jΣ
−1
ui jd
⊤
ui j , B = dui jΣ
−1
ui jdˆ
⊤
ui j , C = dˆui jΣ
−1
ui jdˆ
⊤
ui j
Then our goal is to calculate the integral in Eq. (7). After extracting
the terms not included in the integral and take a square formula
with respect to γ , we have:∫ ∞
ξ
exp
( − 12 (γ · dui j − dˆu,i, j )Σ−1ui j (γ · dui j − dˆu,i, j )⊤)dγ (8)
= exp(−12C) ·
∫ ∞
ξ
exp
( − 12 (γ 2A − 2γB))dγ
= exp(−12C) ·
∫ ∞
ξ
exp
( − 12A(γ − BA )2 + B22A )dγ
= exp(B
2
2A −
1
2C) ·
∫ ∞
ξ
exp
( − 12A(γ − BA )2)dγ
Based on the definition of the error function and the integral of the
exponential function, we can easily get a general equation:∫ b
a
exp(−x2)dx =
√
π
2
(
er f (b) − er f (a))
which can be applied to get the solution of the integral in Eq. (8) as:∫ ∞
ξ
exp
( − 12A(γ − BA )2)dγ (9)
=
√
π
2
√
2
A
er f
(√A
2 (γ −
B
A
)) ∞
ξ
=
√
π
2A
(
1 − er f (√A2 (ξ − BA )) )
Finally, substitute the result of Eq. (9) to Eq. (8), and replace the
integral in Eq. (7) with the result of Eq. (8), will lead to the final
expression of Eq. (5).
Gradients for the final objective function Eq. (6)
Let us first denote the final objective function in Eq. (6) as LDMR ,
and the gradients ∂LDMR∂Θ with respect to each parameter in the
parameter set Θ are given as follows:
Gradients for U ,V ,W : We can first take the derivatives with
respect to the predicted pairwise difference vector dˆu,i, j obtained
from the latent factors, and then take derivatives with respect to
each latent factor matrix with the chain rule.
∂LDMR
∂dˆu,i, j
= − 12 (Σ
−1
ui j + Σ
−⊤
ui j )dˆu,i, j +
(du,i, jΣ−1ui jdˆ⊤u,i, j )(du,i, jΣ−1ui j )
du,i, jΣ
−1
ui jd
⊤
u,i, j
+
1
1 − er f (Z ) ·
2√
π
e−Z 2 ·
du,i, jΣ
−1
ui j√
2du,i, jΣ−1ui jd⊤u,i, j
where Z =
√
A
2 (ξ − BA ). As dˆu,i, j =
(
Uu ∗ (Vi −Vj )
)
W ⊤, with the
chain rule of gradients, we have:
∂LDMR
∂Uu
=
∂LDMR
∂dˆu,i, j
((Vi −Vj ) ∗W ) (10)
∂LDMR
∂Vi
=
∂LDMR
∂dˆu,i, j
(
Uu ∗W
)
∂LDMR
∂Vj
= − ∂LDMR
∂dˆu,i, j
(
Uu ∗W
)
∂LDMR
∂W
= ( ∂LDMR
∂dˆu,i, j
)⊤ (Uu ∗ (Vi −Vj ))
When the Hadmard product is applied toW , it broadcasts to each
row ofW . Note that the gradients for the priors onU ,V ,W are the
same as standard l2 regularization and are not included above.
Gradients for ΣUu and ΣVi : We first derive the gradients for the
original covariance matrices Σ (including gradients on the normal-
inverse-Wishart prior). Then we present the gradients on the de-
composed matrices L with the chain rule for practical optimization.
∂LDMR
∂Σui j
= −12Σ
−⊤
ui j +
1
2 (Σ
−⊤
ui jdˆu,i, jdˆ
⊤
u,i, jΣ
−⊤
ui j ) (11)
+
1
2A2
[
2AB(Σ−⊤ui jdu,i, jdˆ⊤u,i, jΣ−⊤ui j ) + B2(Σ−⊤ui jdu,i, jd⊤u,i, jΣ−⊤ui j )
]
+
Σ−⊤ui jdu,i, jd⊤u,i, jΣ
−⊤
ui j
2A −
1
1 − er f (Z ) (
2√
π
e−Z 2 ) · ∂Z
∂Σui j
where ∂Z∂Σui j is given by:
∂Z
∂Σui j
= − ξ
2
√
2A
(Σ−⊤ui jdu,i, jd⊤u,i, jΣ−⊤ui j )
+
1
2A
[√
2A(Σ−⊤ui jdu,i, jdˆ⊤u,i, jΣ−⊤ui j ) −
B
2
√
2A
(Σ−⊤ui jdu,i, jd⊤u,i, jΣ−⊤ui j )
]
Recall that Σui j = Σui + Σuj and Σui = λΣUu + (1 − λ)ΣVi . With
the chain rule plus the gradients of the regularizations, we have:
∂LDMR
∂ΣUu
= 2λ ∂LDMR
∂Σui j
+
1
2 (Σ
U
u
−1
ΨΣUu
−1)⊤ − ν + K + 12 Σ
U
u
−⊤
∂LDMR
∂ΣVi
= (1 − λ) ∂LDMR
∂Σui j
+
1
2 (Σ
V
i
−1
ΨΣVi
−1)⊤ − ν + K + 12 Σ
V
i
−⊤
∂LDMR
∂ΣVj
= (1 − λ) ∂LDMR
∂Σui j
+
1
2 (Σ
V
j
−1
ΨΣVj
−1)⊤ − ν + K + 12 Σ
V
j
−⊤
Lastly, as each covariance matrix is decomposed as Σ = LL⊤ for
validity, we need to update L during optimization:
∂LDMR
∂LUu
= 2 ∂l
∂ΣUu
LUu ,
∂LDMR
∂LVi
= 2 ∂l
∂ΣVi
LVi ,
∂LDMR
∂LVj
= 2 ∂l
∂ΣVj
LVj
