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DEEP MULTIGRID: LEARNING PROLONGATION AND
RESTRICTION MATRICES∗
ALEXANDR KATRUTSA† , TALGAT DAULBAEV‡ , AND IVAN OSELEDETS§
Abstract. This paper proposes the method to optimize restriction and prolongation operators in
the two-grid method. The proposed method is straightforwardly extended to the geometric multigrid
method (GMM). GMM is used in solving discretized partial differential equation (PDE) and based on
the restriction and prolongation operators. The operators are crucial for fast convergence of GMM,
but they are unknown. To find them we propose a reformulation of the two-grid method in terms
of a deep neural network with a specific architecture. This architecture is based on the idea that
every operation in the two-grid method can be considered as a layer of a deep neural network. The
parameters of layers correspond to the restriction and prolongation operators. Therefore, we state an
optimization problem with respect to these operators and get optimal ones through backpropagation
approach. To illustrate the performance of the proposed approach, we carry out experiments on
the discretized Laplace equation, Helmholtz equation and singularly perturbed convection-diffusion
equation and demonstrate that proposed approach gives operators, which lead to faster convergence.
Key words. geometric multigrid method, deep neural network, spectral radius minimization,
Helmholtz equation, Poisson equation
AMS subject classifications. 65N55, 65M55, 35Q93
1. Introduction. In this paper, we propose a method to optimize the param-
eters of the geometric multigrid method (GMM). GMM is often a method of choice
for solving large sparse systems arising from partial differential equation (PDE) dis-
cretization [11, 5]. The main challenge in GMM is to define prolongation and re-
striction operators. These operators are constructed from the prior knowledge about
system structure or different heuristics [11].
To treat this problem we develop Deep Multigrid Method, where we find param-
eters of GMM directly to minimize the spectral radius of the iteration matrix, which
depends on the restriction and prolongation operators. The method is called “deep”
because every operation in one iteration of GMM can be considered as a layer in a
deep neural network with a specific architecture and every iteration of GMM is equiv-
alent to a forward pass in this neural network. To use deep neural network methods
in optimization of the prolongation and restriction operators, one has to define a loss
function, which estimates the quality of a given pair of operators. Since GMM can
be represented as an iterative process, the natural choice of the loss function is the
spectral radius of the iteration matrix, which depends on the restriction and prolonga-
tion operators and significantly affects the speed of GMM convergence. However, the
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minimization problem of the spectral radius is non-smooth and computation of the
gradient of the objective function requires left and right leading eigenvectors, which
is too costly. Therefore, instead of using spectral radius as the objective function we
propose a stochastic estimate derived from the Gelfand’s formula [19]. To compute
this estimate, we need only a small number of GMM iterations for different initial
vectors. Gradients of the proposed estimate can be computed with any automatic
differentiation tool, like Autograd [24], TensorFlow [1], Theano [38] and others. We
use Autograd in our experiments. To minimize the introduced approximation, we use
Adam optimizer [18], which is a modification of the pure stochastic gradient descent.
This optimizer requires a good initial approximation, therefore we use the homotopy
optimization approach [40] to find an appropriate initial approximation of restriction
and prolongation operators.
In the numerical experiments, we compare the proposed method with standard
GMM and Algebraic Multigrig Method (AMG) [39, 30, 4] and obtain better conver-
gence for model problems.
The main contributions of this study are the following.
• We reformulate GMM in terms of deep neural network with specific architec-
ture
• We introduce a loss function, which estimates the spectral radius of the iter-
ation matrix
• We use homotopy initialization approach to find initial approximation for
optimization method
• We demonstrate performance of the Deep Multigrid method in comparison
with GMM for considered types of differential equation
2. Multigrid method as a Neural Network. To demonstrate the perfor-
mance of the proposed approach we only consider a two-grid method. The extension
from two-grid to multigrid is straightforward. The general form of the classical two-
grid method for solving a linear system
(1) Au = f, A ∈ Rn×n
is provided in the next Section.
2.1. Two-grid method. The idea of the two-grid method comes from the con-
sideration of linear systems arising in PDE discretization on a sequence of grids. Let
A be a matrix of the linear system obtained after PDE discretization on a fine grid.
Let u(k) ∈ Rn be a current approximation. The pre-smoothing step, consisting of
s1 iterations, is defined from the splitting of the matrix A = M1 − K1 and has the
form:
(2) u(k)pre = (M
−1
1 K1)
s1u(k) + s1M
−1
1 f.
After that, we compute the residual vector
(3) r(k) = Au(k)pre − f.
The next step of the two-grid method is the restriction of the residual vector r(k)
to the coarse grid. To perform this restriction, we introduce the restriction operator
R ∈ Rnc×n, where nc is the size of the coarse grid, and compute the restricted residual
vector r
(k)
c
(4) r(k)c = Rr
(k).
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Now we assume that we can accurately solve the following restricted linear system:
(5) Acu
(k)
c = r
(k)
c ,
where Ac ∈ R
nc×nc is the matrix on the coarse grid. The usual choice is the Galerkin
projection method, where
(6) Ac = RAP,
and P ∈ Rn×nc is the prolongation operator that maps a vector from the coarse grid
to the fine grid. After solving Equation (5), the solution uc has to be prolongated to
the fine grid with the prolongation operator P , and
(7) uˆ(k) = u(k)pre + Pu2h.
After that we perform s2 postsmoothing iterations:
(8) u(k+1) = (M−12 K2)
s2 uˆ(k) + s2M
−1
2 f,
where M2 and K2 satisfy A = M2 −K2 and M2 is invertible.
In our work the damped Jacobi method [5] with parameter ω performs pre- and
postsmoothing. In this case, the matrix A is split in the form A = ω−1D−ω−1D+A,
where D is the diagonal matrix with diagonal equal to the diagonal of the matrix A.
Therefore, the matrices M1 = M2 = ω
−1D are invertible if the diagonal of A has no
zero elements, and the matrices K1 = K2 = ω
−1D −A.
Now we summarize the operations which are performed in equations (2)–(8).
Backward substitution procedure gives the following form of one iteration of the two-
grid method:
(9) u(k+1) = Cu(k) + b,
where C is the iteration matrix given by
(10) C = (M−12 K2)
s2(I + P (RAP )−1RA)(M−11 K1)
s1 ,
where I is the identity matrix, and the vector b is computed as
b = ((M−12 K2)
s2P (RAP )−1R(s1AM
−1
1 − I) + s2M
−1
2 )f.
Note that, to multiply the matrix C by any vector y one needs to perform one iteration
of the two-grid method with u(k) = y and f ≡ 0. The iteration matrix C depends on
the operators R, P and the damp factor ω: C = C(R,P, ω). Further to simplify the
notation we write C in place of C(R,P, ω).
2.2. Spectral radius optimization problem. Since we formulate the two-grid
method as an iterative process with the iteration matrix C, see equations (9), (10),
convergence of this iterative process is estimated as [28]
‖u(k) − u∗‖2 ≤ ρ
k(C)‖u(0) − u∗‖2,
where ρ(C) is the spectral radius of the iteration matrix C, u(0) is an initial approxi-
mation, u(k) is the approximation after k iterations and u∗ is the solution of the linear
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system Au∗ = f . Thus, it is natural to determine operators R,P and damp factor ω
from the following optimization problem
(11) ρ(C) = max
i=1,...,n
|λi(C)| → min
R,P,ω
.
However, this optimization problem is non-smooth [26] and the computation of
the objective subgradient is too costly because it requires left and right leading eigen-
vectors [26]. Therefore, we need some approximation of this objective which is more
appropriate for minimization. We propose to replace ρ(C) with its approximation
(12) ρ(C) ≈ K
√
‖CK‖F ,
where K is a positive integer constant and ‖ · ‖F is the Frobenius matrix norm. This
approximation is inspired by the Gelfand’s formula [19]
(13) ρ(C) = lim
k→∞
k
√
‖Ck‖ ,
where ‖ · ‖ is any matrix norm. The introduced approximation is used to bound the
spectral radius [19]
(14) γ(1+lnK)/K‖CK‖
1/K
F ≤ ρ(C) ≤ ‖C
K‖
1/K
F ,
for some γ ∈ (0, 1) and any positiveK. This bound becomes tighter for larger constant
K. Therefore, we fix K and minimize the upper bound in (14). This minimization
problem is equivalent to the following problem:
(15) FK = ‖C
K‖2F → min
R,P,ω
.
We can compute the product of the matrix C by any vector with one iteration of the
two-grid method. Therefore, we use the following stochastic unbiased estimate of the
objective in problem (15) [2]
(16) ‖CK‖2F = Ez‖C
Kz‖22,
where z = [zi] is a random vector, which elements are generated by Rademacher
distribution:
(17) P(zi = ±1) =
1
2
.
So, we minimize the expectation
(18) Ez‖C
Kz‖22 → min
R,P,ω
.
To minimize (18), it is natural to use a stochastic gradient based method. The
stochastic unbiased estimate of the objective function in (18) is the following:
(19) FˆK =
1
N
N∑
i=1
‖CKzi‖22,
where N is the batch size and zi is the i-th random vector with elements generated
by Rademacher distribution (17).
Following Lemma is a direct consequence of the stochastic trace estimator [15]
and proves that estimate (19) is unbiased.
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Lemma 1. The used stochastic estimation (19) of the objective in (15) has the
following expectation and variance:
Ezi
(
1
N
N∑
i=1
‖CKzi‖22
)
= ‖CK‖2F
Varzi
(
1
N
N∑
i=1
‖CKzi‖22
)
=
2
N
(∥∥∥(CK)⊤CK∥∥∥2
F
−
n∑
i=1
((
CK
)⊤
CK
)2
ii
)
.
Thus, we have the unbiased estimate (19) of the objective function. Therefore, we
can compute the stochastic gradient of the objective as the gradient of this unbiased
estimate with respect to operatorsR,P and damp factor ω. To compute the stochastic
gradient we use automatic differentiation tool Autograd [24], which requires a function
for computing FˆK as a superposition of differentiable operations and returns the
gradient of FˆK with respect to operators R,P and damp factor ω. Computation
of FˆK consists of K matrix C by vector products for every generated vector z
i,
computing squared 2-norm of the obtained vectors and its averaging. So, the most
complicated operation here is the multiplication of the matrix C by some vector.
However, in Section 2.1 we have shown that the multiplication of the matrix C by
a vector is equivalent to one iteration of the two-grid method with a given vector as
initial approximation and zero right-hand side. The Algorithm for the computation
of the estimate FˆK is summarized in Algorithm 1.
Algorithm 1 Computation of spectral radius estimation FˆK
Input: Batch size N , positive integer K, function Two-grid(u0, f |A,R, P, ω) that
performs one iteration of two-grid method for initial approximation u0 and right-
hand side f , given matrix A, operators R,P and damp factor ω
Output: Estimate of the ρ(C) ≈ FˆK
1: FˆK = 0
2: for i = 1, . . . , N do
3: Generate random vector x with elements from Rademacher distribution (17)
4: for k = 1, . . . ,K do
5: x = Two-grid(x, 0)
6: end for
7: FˆK = FˆK + ‖x‖
2
2
8: end for
9: FˆK = FˆK/N
10: return FˆK
To represent the function Two-grid as a superposition of differentiable operations
we reformulate it in the form of a deep neural network.
2.3. Deep neural network reformulation. In this section, we present a re-
formulation of the two-grid method in terms of a deep neural network. Extension of
this reformulation for a general GMM is straightforward. To provide the required re-
formulation, we represent operations in the two-grid method as layers in a deep neural
network. The first operation in the two-grid method is presmoothing (2), which is
performed by a fixed linear transformation of the current approximation u(k) with an
unknown damp factor ω. This operation can be represented as a fully connected layer
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with a given matrix and learned damp factor ω. The next operation is the computa-
tion of the residual vector r(k) (3) which is also linear and can be represented as a fully
connected layer with a fixed matrix (no parameters to be learned). After that, we
have to restrict the residual vector r(k) on the coarse grid by the unknown matrix R
and get a vector r
(k)
c . Therefore, we represent this operation as a fully connected layer
with unknown matrix R, which is optimized by the proposed approach. After that,
we need to get the projected matrix Ac, which is computed according to (6). We rep-
resent this operation as a Projection layer with unknown parameters P and R, which
are going to be optimized. After projection we have to solve Equation (5) and get
solution u
(k)
c . This operation is performed by Solver layer, which gives solution u
(k)
c of
the linear system with matrix Ac and right-hand side r
(k)
c . The matrix Ac depends on
the unknown matrices P and R (6), therefore the output of this layer is differentiable
with respect to P and R. After that we prolongate this solution on the fine grid and
update presmoothed u(k) according to (7). Similar to the restriction operation, the
prolongation is performed by a fully connected layer with unknown matrix P . The
final operation is postsmoothing (8), which is the same as a presmoothing.
Note that every layer described above is differentiable, therefore backpropagation
approach [13] can be applied to optimize P,R and ω. The layers described above and
connections between them are summarized in Fig. 1.
3. Initialization approaches. A good initial approximation is crucial for the
convergence of the gradient-type methods. These methods can converge to different
local minima from different initial approximations. We observed this in our problem.
Therefore, the choice of initial approximation is important. We can use an apriori
knowledge about the problem to choose better initial approximation.
3.1. Standard initialization. In this approach, we initialize operators R,P
and damp factor ω with some values that are good for some known problem and
perform iterations of the optimization process until the convergence is achieved. For
example, it is well-known [5] that linear interpolation operators R,P (24) and damp
factor ω0 =
2
3 are appropriate for solving Poisson equation. Therefore, we can use it as
initialization for solving optimization problem (18) for A coming from close problems,
i.e. Helmholtz or diffusion-convection equations. However, our experiments for the
Helmholtz equation in a high-frequency setting show that this initialization leads
to the convergence to a local minimum with spectral radius ρ(C) greater than 1.
Therefore, we use homotopy approach [40] to find better local minimum.
3.2. Homotopy approach. Assume we want to solve the optimization prob-
lem (18) for a matrix A1 for which we do not know an appropriate initialization of
the parameters, but we know it for the problem corresponding to some matrix A0. So
we introduce a sequence of matrices Mi according to the following equation:
Mi = αiA1 + (1− αi)A0,
α0 = 0, 0 < α1 < α2 < . . . < αk−1 < 1, αk = 1.
(20)
This sequence helps to tune initialization for the optimization problem corresponding
to the matrix A1 in the following way.
Assume we know a good initialization for the problem corresponding to the matrix
Mi. Therefore, we can solve it and get parameters Ri, Pi and ωi, which establish an
appropriate local minimum. After that we use this solution as initialization of the
problem for the matrix Mi+1. If the matrices Mi and Mi+1 are close enough, then
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u(k) A f
Presmoothing
u
(k)
pre
Residual vector
Restriction
r(k) = Au
(k)
pre − f
Matrix projection
Solving linear system
Ac = RAP
r
(k)
c = Rr(k)
Prolongation and update
u
(k)
c = A−1c r
(k)
c
u
(k)
pre
Postsmoothing
uˆ(k) = u
(k)
pre + Pu
(k)
c
u(k+1)
R
P
ω
Fig. 1. Deep Multigrid neural network architecture
according to the continuity of the problem and homotopy theory [40] we get a good
local minimum for the problem corresponding to the matrix Mi+1. Further, we use
the solution Ri+1, Pi+1 and ωi+1 as an initialization for the problem corresponding
to the matrix Mi+2 and so on. But how to measure the quality of the local minimum
obtained for the matrix Mi+1? To measure this quality we introduce the acceptance
rate τ ∈ (0, 1) and number of trials p = 1. The local minimum is good if the spectral
radius for the solution Ri+1, Pi+1 and ωi+1 is smaller than τ . If the local minimum
for Mi+1 is not good, it means that the matrices are not close enough. Therefore,
we recompute Mi+1 by decreasing the value of αi+1, for example according to the
following equation
αi+1 = αi +
δ
2p
,
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where δ ∈ (0, 1) is a fixed homotopy step size. After that we increase p by one:
p = p+1. This process continues until we find a good local minimum and then repeat
it for the other Mi. The idea is summarized in Algorithm 2.
Algorithm 2 Homotopy initialization
Input: Acceptance rate τ , number αi, homotopy step size δ, matrix Mi, matrices A0
and A1
Output: Appropriate initialization Ri+1, Pi+1 and ωi+1 for the problem correspond-
ing to the matrix Mi+2
1: Solve optimization problem for the matrix Mi and get local optimal parameters
Ri, Pi and ωi
2: Compute αi+1 = αi + δ
3: Compute Mi+1 = (1− αi+1)A0 + αi+1A1
4: Solve the optimization problem for the matrix Mi+1 initialized by Ri, Pi and ωi
and get corresponding local optimal parameters Ri+1, Pi+1 and ωi+1
5: Compute estimate of the spectral radius Fˆ for Ri+1, Pi+1 and ωi+1
6: p = 1
7: while Fˆ ≥ τ do
8: Compute αi+1 = αi +
δ
2p
9: p = p+ 1
10: Update Mi+1 = (1 − αi+1)A0 + αi+1A1
11: Update Ri+1, Pi+1 and ωi+1 by solving the optimization problem for the matrix
Mi+1 initialized by Ri, Pi and ωi
12: Compute estimate of the spectral radius Fˆ for Ri+1, Pi+1 and ωi+1
13: end while
14: return Ri+1, Pi+1 and ωi+1
For example, we know that linear interpolation operators and damp factor ω0 =
2
3
are appropriate for the solution of the discretized Poisson equation. Therefore, we
consider the matrix from the discretization of the Poisson equation as a matrix A0
and the matrix from the discretization of the Helmholtz equation as matrix A1. In
this case the homotopy helps to find much better starting guess.
4. Complexity. The most time consuming operation in one iteration of the
proposed Deep Multigrid method is the computation of the gradient of the objective
function. From the paper [3] it follows that the complexity of the computation of
the objective function gradient is upper bounded by 3M , where M is the complexity
of the objective function computation, and auto-differentiation tools implement this
approach. Therefore, the total complexity of the Deep Multigrid method is linearly
dependent on the complexity of the one iteration of the two-grid method. However,
in the case of using homotopy approach the Deep Multigrid method becomes more
computationally expensive, since there are a lot of intermediate subproblems that
have to be solved.
5. Numerical Experiments. In this section we present numerical experiments,
which demonstrate the performance of the proposed approach. We select some model
problems described below to show that Deep Multigrid method (DMG) gives the
operators which establish faster convergence of the two-grid method compared to
the linear interpolation operators and to the two-grid Algebraic Multigrid method
(AMG).
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5.1. Model problems overview. To demonstrate the performance of the pro-
posed DMG we consider the following model problems and discretizations. Grid size
is n = 2l − 1 for l > 2 and l ∈ N. Denote by h = 1n+1 the grid step.
Poisson equation.
(21) −
d2u(x)
dx2
= f(x), u(0) = 0, u(1) = 0
This equation gives the following matrix A:
A = −
1
h2


−2 1
1 −2 1
. . .
. . .
. . .
1 −2 1
1 −2

 ∈ R
n×n
Helmholtz equation.
(22) −
d2u(x)
dx2
− k2(x)u(x) = f(x), u(0) = 0, u(1) = 0
This equation gives the following matrix A:
A = −
1
h2


−2 1
1 −2 1
. . .
. . .
. . .
1 −2 1
1 −2

− diag(k
2(x1), . . . , k
2(xn)) ∈ R
n×n,
where diag(x) is a diagonal matrix with x on the diagonal.
Singularly perturbed diffusion-convection equation.
(23) − ε
d2u(x)
dx2
+
du(x)
dx
= f(x), u(0) = 0, u(1) = 0
This equation gives the following matrix A:
A = −
ε
h2


−2 1
1 −2 1
. . .
. . .
. . .
1 −2 1
1 −2

+
1
h


−1 1
0 −1 1
. . .
. . .
. . .
. . . −1 1
0 −1


∈ Rn×n
In this problem one can observe a boundary layer that has to be covered by the
introduced grid [36]. Therefore, we get the constraint on the grid step h:
h < ε.
The model problems give tridiagonal matrices A. We also consider the restriction
and prolongation operators that have the special structure which is shown below in
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the case of n = 7:
R =

× × ×× × ×
× × ×

 P =


×
×
× ×
×
× ×
×
×


,
where crosses × indicate non-zero elements. The standard choice for R and P comes
from the linear interpolation between points in the fine grid and points in the coarse
grid. For example, for n = 7:
(24) Rlin =
1
4

1 2 11 2 1
1 2 1

 Plin = 1
2


1
2
1 1
2
1 1
2
1


Note that the matrix A is stored as an n × 3 array, which stores only non-zero
elements. In the same way operators R and P are stored as n−12 × 3 arrays.
5.2. Poisson equation. We begin the study of the DMG performance with
optimization of operators R,P and damp factor ω for the Poisson equation (21).
Initial approximations of optimized parameters are the linear interpolation in the
form (24) and ω0 =
2
3 . We call linear interpolation operators and damp factor ω0 as
linear parameters. In the same way, optimized operators and damp factor is called
DMG parameters.
Comparison ρ(C) for linear parameters, AMG method and optimized ones is given
in Table 1. Parameters of the optimizer: K = 10, number of iterations T = 1000,
step size s = 10−4 and batch size N = 10. This table shows that DMG parameters
provide smaller spectral radius ρ(C) compared to linear parameters and to the AMG
method [4]. We get better ρ(C) but this gain becomes smaller with larger N .
Table 1
Spectral radii ρ for DMG, AMG and linear parameters in the case of the Poisson equation
Grid size Linear AMG DMG
7 0.061728 0.182358 0.015088
15 0.061728 0.193726 0.018481
31 0.061728 0.196578 0.027819
63 0.061728 0.197207 0.045068
127 0.061728 0.195878 0.045400
5.3. Helmholtz equation. For the Helmholtz equation we apply the proposed
approach in three settings: low frequency (k ≈ 10), high frequency (k ≈ 100) and
piecewise constant k:
(25) k(x) =
{
1, 0 ≤ x < 0.5
kmax, 0.5 ≤ x ≤ 1.
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In Table 2 we present the performance of DMG in the low frequency case. It is
shown that DMG parameters provide smaller spectral radius for different wavenum-
bers and different grid size. In this case standard initialization with the linear param-
eters gives spectral radius less than one, therefore we do not need to use homotopy
approach. We use the following parameters for the optimizer: K = 10, number of
iterations T = 1000, step size s = 10−4 and batch size N = 10.
Table 2
Spectral radii ρ in the case of the low frequency setting
Grid size k Linear AMG DMG
7 5 0.226356 0.226214 0.012505
13 10 1.808608 0.255912 0.044337
17 15 0.826753 0.406821 0.062037
23 20 3.388036 0.418464 0.067183
In Table 3 we provide results for the high frequency case of the Helmhotz equation.
In this experiment we have to use the homotopy approach for every considered k with
the homotopy step size δ = 0.1. Since we use the solution of the optimization problem
corresponding to ki as an initialization for the optimization problem corresponding
to ki+1, we have to use the fixed grid size n = 1115. The parameters of the optimizer
are the following: K = 10, the number of iterations T = 100, step size s = 10−4,
batch size N = 10 and acceptance rate τ = 0.5.
Table 3
Spectral radii ρ in the case of the high frequency setting, grid size n = 1115
k Linear AMG DMG
100 0.180680 0.198093 0.061088
300 13.389492 0.203956 0.053827
500 14.608550 0.218872 0.066820
700 99.555631 0.243871 0.060205
900 62.940589 0.377024 0.091268
1000 4789.842424 0.607620 0.116077
In Table 4 we consider piecewise constant k(x) (25) for different grid sizes. For all
considered grid sizes DMG gives significantly better results. Similarly to the Poisson
equation, with larger grid size the difference between DMG and linear parameters is
smaller.
Table 4
Spectral radii ρ in the case of the piecewise constant k(x) (25)
Grid size kmax Linear AMG DMG
127 100 3.147622 0.330212 0.078162
255 100 1.642432 0.212405 0.047063
511 100 0.194238 0.200955 0.055769
Moreover, to observe how DMG performance changes from the low frequency
setting to the high frequency one, we compute the spectral radius for k ∈ [1, 200], the
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grid size n = 225 and plot it in Fig. 2. This plot shows that the proposed method
provides parameters, which give significantly lower spectral radii in a wide range of
frequencies. To obtain this result we used the homotopy approach with the acceptance
rate τ = 0.1 and the homotopy step size δ = 0.1. Parameters of the optimizer are the
following: K = 10, N = 10, s = 10−4 and T = 200. Initialization of parameters for
the k = 1 is linear one. The solution of the problem for k = 1 uses as initialization
for the next k and so on for the other k’s.
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Fig. 2. Spectral radius ρ for DMG, AMG and linear parameters
Now we compare the convergence of the problem corresponding to the high fre-
quency Helmholtz equation for homotopy and standard initialization. In the case of
the homotopy we use the matrix from the discretization of the Poisson equation as
the matrix for which we know good starting guess. This starting guess is the linear
parameters. We use the following parameters: the homotopy step δ = 0.1, K = 10,
N = 10, s = 10−4. The total number of iterations for both considered initialization
approaches is chosen equally. For every considered k we set the grid size n in a way
that the number of points per wavelength equals 7. Fig. 3 shows that homotopy
gives the better local minimum than standard initialization, although the homotopy
convergence is not monotone. The reason of this non-monotonicity is that in the
intermediate steps of the homotopy we solve optimization problem not for the tar-
get matrix, but for some auxiliary matrices. However, the result of the homotopy
approach is much better than for the standard initialization.
5.4. Diffusion-convection equation. We consider Equation (23) to demon-
strate the performance of the proposed approach in the case of a non-symmetric
matrix A. For every grid size n we study the spectral radii for various ε ∈ [h, 10−1].
The comparison of DMG parameters and linear parameters is shown in Fig. 4. This
plot demonstrates that the DMG approach gives better results. In this experiment we
use standard initialization and initialize parameters with linear ones. The parameters
of the optimizer are the following: K = 10, T = 500, s = 10−4 and N = 5.
6. Related work. The problem of finding good restriction and prolongation
operators in the multigrid method is studied a lot in the literature [43, 39, 11, 14, 41].
One of the most efficient “black-box” approaches is the black-box multigrid method,
which is proposed in [7, 8] and works for matrices coming from the discretization of 2D
PDEs with 3×3 stencil. Classical approach to the automatic selection of the operators
in the multigrid method is the AMG [30, 35], which we already considered in our
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(a) k = 100, n = 113
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(b) k = 150, n = 169
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(c) k = 200, n = 223
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Fig. 3. Convergence of the DMG method for standard and homotopy initialization for different k
numerical experiments. Although it often provides good convergence, geometric-type
multigrid can give better results (as we also demonstrated for our problems).
Many methods were proposed to find appropriate operators in the multigrid
method for particular types of PDEs. For example, [34, 23] describe how to con-
struct operators in the multigrid method for the Helmholtz equation. The problem
of finding operators of the multigrid method for the convection-diffusion is considered
in [17, 6]. Although the proposed method is studied for structured grids, it can be
extended to unstructured grids. The multigrid method for these grids was studied
in [10]. All these methods are designed for specific problems, but clearly show, that
operators that provide small spectral radius exist. Thus, our approach to optimize
the spectral radius directly has a potential to find operators of the multigrid method
for different problems. Previously, the problem of spectral radius minimization was
studied in [25, 27, 20], but the proposed methods require computation of the leading
eigenvector, which is too costly.
The proposed DMG method is based on modern advances in deep neural net-
works [22, 9] to fit very complex functions for classification [21, 31], computer vi-
sion [37, 16], and other tasks [42, 33, 29, 32]. One of the papers devoted to image
recognition problem [12] explores the idea of the multigrid method to motivate the
deep neural network architecture. Therefore, it is very natural to use the neural
network approach to find local optimal parameters of the multigrid method itself.
7. Conclusion and future work. In this paper we show that the proposed
DMG approach outperforms the linear interpolation operators for the one-dimensional
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Fig. 4. Spectral radii for the DMG, AMG and linear parameters in the case of convection-
diffusion equation
Poisson, Helmholtz and singularly perturbed convection-diffusion equations. However,
the 1D case is purely academic and is aimed to prove the concept of the operators
optimization to speed-up the convergence. More interesting and useful from practical
viewpoint 2D and 3D cases will be considered in future work. One of the promising
ideas is to adopt the early stopping strategy in the optimization process, which will
give trade off between the optimization of operators and the quality of the obtained
local minimum. Also the DMG approach solves a non-convex problem, therefore there
are a lot of empirical parameters like batch size or power K in Gelfand’s formula
approximation that affect the convergence and the quality of the local minimum.
Optimization of these parameters is an open question for further research. Finally, the
current approach requires learning of DMG parameters for every new matrix, which
maybe impractical. It would be very interesting to learn a mapping from the input
parameters, i.e. coefficients of PDE, to the multigrid operators in a “feed-forward”
manner.
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