Inspired by the social behavior of the bird flocking or fish schooling, the particle swarm optimization (PSO) is a population based stochastic optimization method developed by Eberhart and Kennedy in 1995. It has been used across a wide range of applications. Faure, Halton and Vander Corput sequences have been used for initializing the swarm in PSO. Quasirandom(or low-discrepancy) sequences such as Faure, Halton, Vander Corput etc are deterministic and suffers from correlations between radical inverse functions with different bases used for different dimensions. In this paper, we investigate the effect of initializing the swarm with scrambled optimal Halton sequence, which is a randomized quasirandom sequence. This ensures that we still have the uniformity properties of quasirandom sequences while preserving the stochastic behavior for particles in the swarm. Numerical experiments are conducted with benchmark objective functions with high dimensions to verify the convergence and effectiveness of the proposed initialization of PSO.
Introduction
The particle swarm optimization (PSO) is a population based stochastic optimization technique developed by Eberhart and Kennedy in 1995. It is a optimization method inspired by the social behavior of the bird flocking or fish schooling [2] . PSO has been used across a wide range of applications. Areas where PSO have shown particular promise include multimodal problems and problems for which there is no specialized method available or all specialized methods give unsatisfactory results [11, 7, 8, 6] .
Over the past two decades researches of PSO have been focused on two main aspects of PSO algorithm: initialization of particles and parameter selection. Initialization of particles plays an important role in population based optimization techniques. If the swarm population does not cover the search area efficiently, it may not be able to locate the global optima and may converge to a local optimum point. Quasirandom sequences like Vander Corput sequence and Halton sequence provides better estimation in population search algorithms rather than Monte Carlo sequences [9] , [10] .
Quasirandom sequences are more evenly distributed over the D dimensional unit cube, thus it improves the accuracy of the estimation. But the drawback here is, that the the original Halton sequence suffers from correlation effect between radical inverse functions with different basses used for different dimensions [1] , and also it provides deterministic behavior as opposed to the stochastic behavior. It is important to have stochastic initialization since PSO is a stochastic optimization method.
In this paper, we initialize the particles using randomized quasirandom sequence. This guarantees the uniformity properties of the quasirandom sequences and random permutation of the digits provides stochastic behavior.
The article is organized as follows. Section 2, Introduces the Standard PSO algorithm, In section 3, Optimal Halton sequence ( Scrambled Halton sequence) is defined. Numerical results are discussed in Section 4. Finally Conclusion and Future work for this paper is presented in section 5.
The PSO Method

Standard PSO
A standard PSO algorithm maintains a population of M particles, and places them in the search space of the objective function. PSO defines each particle's position as a potential solution to the function to be optimized, and then searches for the optima by updating its position in every iterative step. Each particle is associated with a velocity which directs the flying of the particle toward a new, presumably better, position/solution. The particles fly through the problem space by following the current optimum particles. In every iteration, each particle's velocity is updated by following two "best" values. The first one is current best solution it has achieved so far. This value is called pbest. Another "best" value that is tracked by the particle swarm optimizer is the best value, obtained so far by any particle in the population. This best value is a global best and called gbest.
After finding the two best values, the particle updates its velocity and positions with following equations.
(1)
Let D be the dimension of the search space, and let a 
Algorithm
Without loss of generality, consider a minimization problem in the D dimensional space, where f ∈ C, C is the set of bounded, continuous functions and f :
where a = (a 
(4) 4. Identify the particle in the swarm with the best success so far and assign its position to the variable gbest t .
5. Update each particle's j th dimension of velocity according to the following equation, for
To ensure that each component of v k t+1 is kept within the search space, make the following modification 
To ensure that each component of a k t+1 is kept within the search space, make the following modification
End of the Loop 7. If a criterion is met (after a certain number of iterations or until particle position converge to a certain value) exit loop.
Scrambled Halton Sequence
Unlike pseudorandom numbers, there are only a few common choices for quasirandom number generation. However, by scrambling a quasirandom sequence, one can produce a family of related quasirandom sequences. Finding one or a group of optimal quasirandom sequences within this family is an interesting problem, as such optimal quasirandom sequences can be quite useful for enhancing the performance of ordinary quasi-Monte Carlo. The process of finding such optimal quasirandom sequences is called the derandomization of a randomized (scrambled) family of quasirandom sequences. In addition to providing more quasirandom sequences for quasi-Monte Carlo applications, derandomization can help us to improve the accuracy of error estimation provided by randomized quasi-Monte Carlo. This is due to the fact that one can find a set of optimal sequences within a family of scrambled sequence family, and use sequences within this set for error estimation. In this section, we give a detailed description how to derive optimal Halton Sequences. A classical family of low-discrepancy sequences are Halton sequences [4] , which are bases on the radical inverse function defined as follows:
where p is a prime number and expansion of n in base b is given as
s is defined as
where p 1 , p 2 , ..., p s are pairwise co-primes. In practice, we always use the first s primes as the bases.
Comparison to other low-discrepancy sequences, Halton sequences are easier to implement. However, a problem with Halton sequence comes from the correlations between the radical inverse functions for different dimensions. The correlations cause the Halton sequence to have poor 2-D projection for some pairing coordinates. In order to improve the quality of Halton sequence, the scrambled Halton sequence can break the cycle and correlation among dimensions.
Scrambled Halton sequence can help us to ignore the number of points and obtain good quality of Halton sequence.
By analyzing the inner property of points in each coordinate, correlations are related to the most significant bit. We permute the most significant bits of each Halton point according to coordinate. The period of points in each coordinate is the base. Permutation of most significant bit of each point is the same as permutation in {φ p (1), φ p (2), . . . , φ p (b)}, {φ p (b +  1), φ p (b + 2), . . . , φ p (2b)}, . . . . The advantage of this procedure is that we have the same code as the original Halton sequence. The only thing we need to do is to permute the points according to each coordinate, and output the scrambled Halton sequence. This permutation of Halton sequence does not change its uniformity in one dimension and just change the position of one point [1] . In this practice, we followed recommendation from early implementation [3] to skip certain number of n instead n = 1, we dropped first 5000 points and start with n = 5001. This has no effect on asymptotic performance, but it dramatically improves practical performance when dimension is high. It is always safe to skip a couple thousand points when we are using quasirandom sequences.
Numerical Results
To implement the PSO algorithm, the values of the parameters {ω, Particles are initialized using 1) Halton sequence with base 3 for each direction , 2) Scrambled Halton sequence with base 3 for each direction and 3) dropping the first 5000 points of Scrambled Halton sequence. "Halton" denotes the result for initializing using Halton sequence with base 3, "Scrambled H." denotes the result for initializing using Scrambled Halton sequence with base 3 and "Drop 5000" denotes result for initializing after dropping first 5000 points of Scrambled Halton sequence with base 3. Since the initialization of the particles follows a random behavior each test is executed 30 times and took the mean of the values as the optimum value.
The results are summarized in tables 2-5. Here M denotes the number of particles and D denotes the dimension of the function. Millie Pant et al [10] , have performed the algorithm for 1000, 1500 and 2000 iterations. But since our value converge to the optimum point at 50 iterations, we performed the results only for 50 iterations. Also we checked the convergence for high dimensions i.e 70 and 100. Figures 1-4 show the convergence of global best value in the swarm for each function at 100 dimensions evaluated with 40 particles, in the range 1, and the one on right is an enlarged view of the same graph showing the convergence for iteration number 25 to 50.
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5
Conclusion and Future Work
In PSO, Particles' velocities are updated according to a random manner. Hence the particle's positions are random vectors. So it is important to initialize particles using random sequences. In this paper we showed the importance of using Randomized quasirandom sequences in initializing the particles. Scrambled optimal Halton sequence is one such sequence and we used that sequence for numerical experiments. The Numerical results shows that for f 1 , f 3 and f 4 all three sequences provides similar results. For f 2 , Scrambled Halton and drop 5000 sequences provides better estimation than Halton sequence when the range is expanded and the number of particles is less.
From this analysis we conclude that , even though all three sequences provides similar results, Scrambled Halton sequence and Drop 5000 sequences are better in initializing the swarm due to their random behavior. Also it is clear that accuracy can be improved by increasing the number of particles in the swarm, since it covers the search space more efficiently.
In future studies we plan to analyze convergence of particle's positions theoretically if we initialize particles using randomized quasirandom sequences.
