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We present a detailed numerical study of certain fundamental aspects of a one-dimensional homogene-
ous, deterministic Burridge-Knopoff model. The model is described by a massive wave equation, in
which the key nonlinearity is associated with the stick-slip velocity-weakening friction force at the inter-
face between tectonic plates. In this paper, we present results for the statistical distribution of slipping
events in the limit of a very long fault and infinitesimally slow driving rates. Typically, we find that the
magnitude distribution of smaller events is consistent with the Gutenberg-Richter law, while the larger
events occur in excess of this distribution. The crossover from smaller to larger events is identified with
a correlation length describing the transition from localized to delocalized events. We also find that
there is a sharp upper cutoff describing the maximum large event. We identify how the correlation
length and this upper cutoff scale with the parameters in the model. We find that both are independent
of system size, while both do depend on the spatial discretization. In addition to the magnitude distribu-
tion, we present a series of measurements of other seismologically relevant quantities, including the
event duration, the size of the rupture zone, and the energy release, and discuss the relationship between
our measurements and the corresponding empirical laws in seismology.
I. INTRODUCTION
We have reported recently [1—4] that a simple, purely
deterministic version of the Burridge-Knopoff model [5]
of an earthquake fault behaves in ways that seems at least
qualitatively similar to what is observed in nature. In
particular, for seismic events of small or moderately large
sizes, the distribution of events JV(p) of magnitude p pro-
duced by this model is consistent with the Gutenberg-
Richter law,
JV= Ae
where 3 is a constant and b=l, yet rises appreciably
higher at the upper end of the spectrum where most of
the seismic energy is released [6].
While the model is clearly too simple in several im-
portant respects —its strict uniformity, its one-
dimensionality, its lack of a mechanism for producing
aftershocks, etc.—this simplicity makes it particularly
useful as a paradigm for a real earthquake fault. We
build into it no extrinsic stochastic ingredients, no com-
plex structure, and effectively only two dimensionless
groups of system-dependent parameters. Thus we can be
fairly sure that the rich variety of behavior patterns that
emerges is intrinsic to this general class of dynamical sys-
tems and not some artifact of special features. It there-
fore makes sense to use this model to suggest questions
that we might ask about real seismological data.
Accordingly, the purpose of the investigation reported
here has been to explore, primarily by numerical means,
some features of the artificial catalogs of seismic events
that can be generated by this model. We pay special at-
tention to those features which —at least in principle—
II. DYNAMICAL FEATURES OF THE MODEL
As discussed in Ref. [2], our version of the Burridge-
Knopoff model is defined by a partial-differential equa-
tion of the form
8 UU =g —U —P(2ctv+ 2a U ),82 (2. 1)
where U(s, r) is the displacement relative to equilibrium
on one side of the fault; on the other side the plate is
can be measured for real faults: the seismic moments of
events, their spatial extents, their durations, the energy
released, etc. Our advantage is that these artificial cata-
logs span the equivalent of hundreds of thousands of
years on real faults, with perfect efficiency of detection
across the entire spectrum of magnitudes. Thus, unlike
observational seismologists, we can measure the frequen-
cy distributions for very large events, and we even can
ask about the limiting distributions describing infinitely
long faults and infinitesimally small loading rates.
In Secs. II and III of this paper, we review the basic
dynamical features of this model, introducing two techni-
cal changes that we have found convenient primarily for
computational efficiency. The frequency distributions
and their scaling properties are described in Sec. IV. Sec-
tion V is devoted to a discussion of various other seismo-
logically interesting features of the events. We conclude
with a discussion of our results in Sec. VI. In the Appen-
dix we summarize certain aspects of the relationship be-
tween the Richter scale and other seismological measure-
ment scales, and the relationship between these measure-
ments, and the measurements we make numerically.
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moving at a relative velocity v. Here U (s, r) is a function
of position along the fault s and a dimensionless time ~
measured in units of a characteristic slipping period that,
for real faults, is roughly of order seconds or less [7]. The
displacement U correspondingly is measured in units of a
characteristic slipping distance, roughly of order meters.
Dots denote derivatives of U with respect to ~.
Apart from the nonlinear dissipative term P, which we
shall discuss in the next paragraph, (2.1) is a linear, mas-
sive wave equation; that is, a Klein-Gordon equation.
The mass, i.e., the coefficient of —U on the right-hand
side of (2.1) is unity because of our choice of units of
time; this term is a measure of the shearing stresses which
tend to keep the points on either side of the fault aligned
with the positions of the countermoving tectonic plates.
The term g 8 U/Bs is the acceleration due to longitudi-
nal (compressional) stresses along the fault.
We find it convenient to keep the position s as a dimen-
sional variable with units of length; thus the stiffness
length g in (2.1) is wave speed multiplied by the charac-
teristic slipping time and therefore is of the order of a
kilometer or so. Throughout all of this discussion, we
shall be describing numerical integrations of the finite-
difference version of (2.1):
U;=1 (U;+, +U; i —2U;) —U; —P(2av+2aU;),
(2.2)
where I =g/a and a is the grid spacing —in the language
of the original Burridge-Knopoff model, the equilibrium
spacing between the blocks. [For convenience, the ele-
ments in the finite-difference approximation (2.2) will be
referred to as "blocks, " but this term need not be taken
literally. ] The length a, which never appears explicitly in
any calculations, is the ultraviolet cutoff for the model.
Because g is a finite, physically meaningful length, the
continuum limit a —+0 is equivalent to letting the dimen-
sionless parameter l =g/a become infinite. For real
faults, the ultraviolet cutoff a may be associated with a
smoothing length arising from a stable creep component
of the friction law at very small velocities (see Ref. [2]),
the details of which may vary somewhat for different
faults. However, if realistic sizes for the smallest events
that can be thought of as "earthquakes" are of the order
of tens of meters [8], then the natural value for the di-
mensionless parameter l is of order 10 . Thus it appears
that the continuum limit might be a good approximation.
We shall not be able to use so fine a mesh size in our
simulations, but we shall see that such a large dynamic
range is not necessary in order to understand the basic
features of this model. We shall also see, however, that
some important properties of the model are sensitive to
the ultraviolet cutoff.
The function P appearing in (2.1) and (2.2) is the
velocity-dependent "stick-slip" friction law shown in Fig.
1. The quantity v that appears in its argument is the
loading speed in units of the slipping speed and, accord-
ingly, is of order 10 or smaller. The quantity a is the
ratio of the slipping speed to the speed at which the fric-
tion law decreases to half of the magnitude that it had at
threshold. We expect both of these speeds to be of about
$ (z)"
FIG. 1. The slip-stick friction law, defined in Eq. (2.5). Stick-
ing friction $(0) satisfies P(0) 1, while slipping friction decays
monotonically to zero from the initial value P(0+ ) =1—cr with
initial slope equal to —1. Note that the forms of Eq. (2.1) and
(2.2) are invariant (upon resetting the zero of displacement) with
respect to addition of a constant to the high-speed friction.
the same magnitude; thus o; is of order unity. Note that
larger values of u mean weaker slipping friction and
more-pronounced instability.
The conventional measure of the size of a seismic event
is the moment, "which we define to be
M=a +5U;= f 5U(s)ds, (2.3)
where the 6U, are the total displacements of the connect-
ed set of blocks that move during an event 8. The corre-
sponding "magnitude" p is
p=ln (2.4)
where m has the units of moment, and determines the
zero of the magnitude scale. (We shall use I =a, the ul-
traviolet cutoff, and take a = 1 in all of our numerical cal-
culations. ) In the Appendix we shall make some remarks
about the relationship between our definitions of M and p
and those used in the seismological literature.
We have made two changes from our previous
definition of P. First, the sticking friction at zero relative
velocity can have any value in the range ( —Oc, 1], as op-
posed to being symmetric about /=0 with the range
[—1, 1] as previously defined. This means that we allow
no backward motions; that is, U & —v always, which is
most likely a realistic assumption. A realistic slipping
friction probably does not vanish at high velocities as in
Fig. 1. Rather, it is more likely to approach some
nonzero constant or, perhaps, pass through a minimum
and start rising again at high speeds. Because all other
terms in (2.1) or (2.2) are linear, we can shift the zero of P
by shifting the zero of U; thus the P shown in Fig. 1 can
be an accurate approximation for a friction law in which
the force at, finite velocities decreases by only a small
fraction of its maximum value at threshold.
The second change shown in Fig. 1 is more important.
Note that, while the sticking threshold remains at unity
886 J. M. CARLSON, J. S. LANGER, B.E. SHAW, AND C. TANG
(in dimensionless units), slipping friction begins at
/=1 —o.. Throughout the work described here, we have
used
where e is some constant. As in Ref. [2], we write
U(s, ~) = U, (s)+5U(s, ~), linearize (2.1) in 5U, and find a
solution of the form
( —00, 1], z =0
(1—o )/[1+[z/(I —a )]], z &0 . (2.5) 5U(s, r)
—= e '[5(s —so —gr)+5(s —so+fr)]
2co )
(3.5)
III. LOCALIZED AND DELOCALIZED EVENTS
In our previous analysis, we found that there was an
important distinction, both statistically and dynamically,
between the smaller "localized" events and the larger
"delocalized" events. The crossover was roughly associ-
ated with events of a particular size g, which could be es-
timated analytically, and was found to diverge in the lim-
it as v~0. Here an important consequence of our
modified friction law is that o. replaces v as the critical
parameter in the system. That is, it is o. rather than v
which enters into the length g. Because g is conceptually
very important in our analysis, it will be useful to
rederive an expression for this quantity before proceeding
to an analysis of numerical results.
First, for an event in which only a single block slips,





ct)i —21 + 1 (3.2)
Here 5U (r) is the net displacement relative to the initial
position at which the block became unstuck. (We assume
that l is large enough that we can neglect the U depen-
dence of P here. ) The total displacement in this event is
M) —=a 5U 2oa
CO 1
(3.3)
and the maximum speed attained is o. /cu].
Now consider a region of size As in which all of the,
blocks are near the threshold of slipping. This means
that in the continuum limit
d U,
2
—U, —= 1, U, -=—1+@cosh(s/g)
ds
(3.4)
The effect of this modification is that slipping events start
abruptly with acceleration U proportional to o. instead of
gradually with the third derivative U proportional to v,
as is the case when o.=0. The advantage is that the indi-
vidual events are no longer controlled in any way by the
loading speed v, which we can now assume to be arbi-
trarily small. In fact, for vanishingly small v, indepen-
dent slipping events never overlap in time. One can
therefore integrate (2.2) forward in time with v=0 until
all blocks have come to rest, and then simply scan the
system to find the block for which the forces are closest
to threshold, thereby identifying the position and time of
the next slipping event. This simplification of the compu-
tational procedure has permitted us to extend the calcula-
tions reported here to larger systems than we had been
able to deal with before.
for the case in which cr is very small and the large event
is triggered by a one-block event at s =so, ~=0. That is,
in its early stage, this idealized event consists of a pair of
narrow pulses, propagating outward from an epicenter at
so with speed g, and growing exponentially as they move.
We call hs the triggering zone, because initially the sys-
tem is on the verge of slipping in this region. Conse-
quently, as the pulses propagate through this region, they
gain kinetic energy.
In order for the event to remain localized, the pulses
must remain sufticiently small so that they cannot propa-
gate far into the more firmly stuck regions at the bound-
ary of the triggering zone [9]. Roughly speaking, this
condition will be met if the displacements 5U, which are
generated by the pulses at the edges of the triggering
zone, are small enough (less than a number of order uni-
ty) so that they cannot transfer sufficient strain to the
boundary to exceed the slipping threshold there. Assum-
ing that the event begins near the center of the region, so
that each pulse moves a distance of order hs/2 through
the triggering zone, and because a pulse takes a time





If we take Eq. (3.5) literally as a complete description
of a marginally localized event of size g, then the moment
associated with the event would be
2M= J5Udsdr—= (3.7)
In fact, the linear approximation used in the derivation of
(3.5) is not likely to be valid for the entire event. The
propagating pulses will not die immediately upon reach-
ing the edges of the triggering zone, but are likely to be
reflected back into the zone and decay as they propagate
some distance into the stuck region at the boundary. The
most we can say with confidence is that M should scale
like g, and that it will also depend in some way on a.
However, for clarity in what follows, we shall adopt (3.7)
as our definition of M.
While g and M are not defined or derived precisely by
this analysis, they do set scales for this system that seem
to capture quite accurately the most important physics of
the crossover from localized to delocalized events. The
exponential factor in (3.5), which describes the way in
which the stored elastic energy is converted to kinetic en-
ergy in the early stages of a slipping event, tells us that
the minimum size of a triggering zone in which a pulse
can gather enough energy to break out and propagate
through stuck regions must scale logarithmically with the
triggering parameter cr (for o «1). The corresponding
moment M is independent of o.. For reasons noted in the
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preceding paragraph, however, one should not conclude
that the moment M generally scales exponentially with
the size As. Complete events ordinarily do not consist of
single pairs of pulses, nor do they remain in the regime
where the linearized version of (2.1) is valid.
The dynamical role of g as a localization length implies
that it also serves as a correlation length for this system,
albeit in a way that seems not particularly well suited for
theoretical analysis. As discussed in Ref. [2], the under-
lying mechanism that produces chaotic behavior in this
model is the instability associated with the velocity-
weakening part of the friction law; irregularities in U(s)
are amplified during slipping events. More precisely, an
event of size As amplifies local irregularities on length
scales smaller than itself, but it smooths the system on
larger scales. The piece of the system which is slipping is,
on the average, catching up with its neighboring regions.
Thus, localized events are actually smoothing the
system —producing correlations —on scales less than or
equal to g. Once a sufficiently smooth region is formed
and reaches the slipping threshold, it triggers a large
delocalized event which reestablishes the irregularities for
another loading cycle, that is, for the next interval be-
tween large events.
From this point of view —which we believe to be
correct, at least for this model —the events which
comprise the small-events scaling region are not self-
generated, but are simply the processes by which the
chaotic configurations left by large events become
smoother on small scales. Thus it appears that this mod-
el produces two separate and distinct classes of events, lo-
calized and delocalized, and that the dynamics of the
delocalized events control the statistical distribution of
the localized ones.
At present, we know relatively little about the dynam-
ics of these large events other than what we can see in nu-
merical experiments. We do not know enough about how
they produce the localized events distribution to be able
to predict the relevant exponents or amplitudes, nor can
we compute from first principles the frequency distribu-
tion of these large events themselves. We turn next to an
examination of the frequency distributions as deduced
from numerical integration of (2.2).
IV. FREQUENCY DISTRIBUTIDNS
AND SCALING LAWS
As before, our procedure has been to start with some
arbitrarily selected, nonuniform initial set of positions U;
and integrate (2.2) for hundreds (or thousands) of loading
periods v '. A typical sequence of events is shown in
Fig. 2. Here we have plotted U;+v~ as a function of
i =s /a in a series of consecutive fully "stuck"
configurations. Because U;= —v for blocks which are
not slipping forward, stuck blocks remain stationary in
this representation. The area between consecutive curves
is the moment M of the event which has caused the dis-
placement.
The distinction between localized and delocalized
events shows up clearly in Fig. 2. By far the most
numerous events are the small ones which occur in the
fM2)(p)dp= 1 . (4.1)
A set of magnitude-versus-frequency distributions
100 200 300 400 500
FIG. 2. Localized and delocalized events. A sequence of ful-
ly stuck configurations U;(~)+ v~ is shown as a function of posi-
tion i =s/a along the fault. There is a sharp distinction be-
tween the smaller, more abundant, localized events, which act
mainly to smooth out the local minima in the configuration, and
the larger delocalized events, in which the displacements are
substantially larger, and which generate a net roughening of the
system. The results shown here are for IV=500, a=1.1, l=3,
and o.=0.01. At this value of a there is still a sharp distinction
between localized and delocalized events, even though it is near
the limit o.= 1 where this distinction disappears in the
magnitude-vs-frequency distribution (compare Figs. 3 and 6).
For larger values of a the picture is similar, although the dis-
placements associated with the small events are even smaller
relative to the large events than they appear here. When n=1,
the picture is also similar, in the sense that the small events tend
to cluster and there appear to be some correlations between the
large events, though in that case the frequency distribution is
described by a single power law.
local minima of U(s). Equally obvious is the fact that
the largest part of the area of the figure is covered by the
much less frequent, delocalized events. It is also ap-
parent that there are correlations between these events.
The epicenters of the delocalized events nearly always
occur near centers of small-scale activity. (See Ref. [4]
for a detailed analysis of this effect. ) Moreover, these epi-
centers themselves appear to occur in correlated se-
quences [10].
In Ref. [2], we defined A(p)dp to be the frequency of
events, per unit length of the fault, with magnitudes in
the interval between p and p+dp. Here, however, be-
cause we take the limit of zero loading speed v, it is
more convenient to use the quantity 2)(p)=%(p)/v
[or, in terms of moment rather than magnitude,
D (M) =R (M)/v], which is the number of events per unit
displacement instead of per unit time. The sum rule that
states that the average displacement of the blocks must
be the same as that of the plate to which they are at-
tached now reads
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2)(p) for fixed a and three different values of I is shown in
Fig. 3. These distributions exhibit the same characteris-
tic features that we described in Refs. [1] and [2] for
sufficiently large a: a broad "scaling region" for the
smaller localized events, a pronounced peak for large,
delocalized events, and a distinct minimum marking the
crossover between the two regions. This minimum,
which would correspond observationally to a gap in the
seismic spectrum for a single fault, may be the physically
most unrealistic aspect of this model. We believe that the
gap is an artifact of the one dimensionality of the present
version of the model, and plan to present evidence sup-
porting this assertion in a future publication. The dis-
tinction between localized and delocalized events, howev-
er, and the associated fact that the frequency of delocal-
ized events appreciably exceeds what one would predict
by extrapolating X)(p, ) from the scaling region, seems to
be an intrinsic feature of this class of models, and also to
be consistent with presently available seismological data.















where h is an arbitrary constant. Because M —+hM and
X(p) —+2)()M)/h under this transformation, one might ex-
pect that 2)(p) would obey a scaling law of the form
2)(p) = f(M/g) =—g (M/g) .1 1M (4.3)
This scaling form would be consistent with our expecta-
tion that the crossover between localized and delocalized
events occurs at M-=M—=2g/a, which scales linearly
with g, and thus sets an appropriate scale for measuring
M. To test this expectation, we have examined in[$2)(p) ]
as a function of ln(M/g) for various values of l and
(fixed) a. Our numerical results indicate that the quanti-
ty M/g is the correct independent variable in (4.3) for
M &M and large enough a; that is, for the region of lo-
calized events and for values of e such that the localiza-
tion effect is well defined. (The small-a case is discussed
separately below. ) However, we find that the characteris-
tic [11] (i.e., average) moment of the delocalized events
does not scale like M under any circumstances.
Figure 3 illustrates the l variation of the frequency dis-
tribution 2)(p) for a fairly large value of a. For each set
of parameters g is much less than N, thus the effects of
system size should not be important. Indeed, in each case
the value of N is large enough that even the biggest of the
delocalized events never spans the whole system.
Several features of the distributions shown in Fig. 3 are
especially important. First, the minima all occur at al-
most the same place, just below ln(M/g)=0, in accord
with our expectation that the crossover between localized
and delocalized events occurs near M=M. Second, for
M & M, each of the distributions has slope —b with b = 1.
Because the smallest events occur at M=M, =oa/l,
these distributions extend further to the left for larger
values of l. However, as l increases at constant M/g,
$2)(p) decreases. Finally, the distributions of delocalized
events, with M )M, rise almost linearly (note the dotted
line with slope b'=1) and —then are cut off sharply at
the l-dependent values of M that we shall denote M*.
The above observations suggest the following approxi-





A(M/M)b, M, &M &M
&(P)= . A'(M/M*) ', M &M &M*
0, M &M„M*&M
(4.4)
FIG. 3. The magnitude-vs-frequency distribution D(p),
shown here for l=6, 8, and 12 and Axed a =3. The system size
is N=4096 for l=6 (squares) and 8 (crosses), while N= 8192 for
i= 12 (triangles). In each case the sizes of the largest events are
substantially smaller than the system size. The dashed line illus-
trates the slope of a least-squares fit to the scaling region, giving
a value of b=0.92, while the dotted line with slope —b'=1
gives the slope of our best fit for the large events distribution.
The fact that the minima coincide when we plot in[$2)(p)] vs
ln(M/g) is consistent with our expectation that the crossover
from localized to delocalized events should occur at M =M ~ g.
However, the failure of this scaling for the overall rate of events
and the upper cutoff'M illustrates the breakdown of the con-
tinuum scaling proposed in (4.3), and thus indicates that the ul-
traviolet cutofF a (through the explicit dependence on l=g/a)
plays an important role in the model.
where M*/M is some function of l, and A and 2' are
constants to be determined. For the typical cases shown
here, that is, for not-too-small a, the sum rule (4.1) is
dominated by the large events with moments near M*,
and the localized events make a negligible contribution.
From this observation it fo11ows that
A'=( b'+1)/M* . — (4.5)
—b'+ 1 (4.6)
The data shown in Fig. 3 are roughly consistent with a
The condition that 2)(p) be continuous at M is sufficient
to determine the value of A:
—b'
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relationship of the form M*/M =/. r, with y =1 for large
a, and the value b'= —1 for the distribution of large
events [12]. (We have not explored a large enough range
of values of I to have verified the power-law behavior of
M*/M, and we certainly do not have an accurate esti-
mate of the exponent y. We report the results in this way
simply to indicate the nature of the observed I depen-
dence. ) From these numerical input parameters and Eq.
(4.6), it follows that A -(g/ ) ' and, from Eq. (4.5), that
A' —(g/) '. Therefore, in accord with Eq. (4.4), we show
in Fig. 4 that the distributions of localized events fall ac-
curately on top of one another if we plot ln(g/ X)) as a
function of 1n(M/g), and in Fig. 5 that the delocalized
events scale properly if we plot ln(g/2)) as a function of
ln(M/g/). The fact that Eq. (4.4) has explicit / depen-
dence means that the ultraviolet cutoff a =g// plays an
important role.
Our results for the variations in the magnitude-versus-
frequency distribution as the parameter / is increased al-
low us to extrapolate to relevant seismological ranges
where I —100. From this we can estimate the corre-
sponding range in moment spanned by the localized and
delocalized events on the seismological scale. In the
model the localized events range from the lower cutoff
M, up to M. Using Eqs. (3.3) and (3.7), and assuming
that the I dependence dominates the scaling, we see that
this corresponds to a magnitude range of about six de-
cades (in seismology magnitude is measured with respect
to a base-ten logarithm [13]):
I I I I
f
I I I I
i
I I I I




—10 —5 0 5
ln(M/g)
M*, our numerical results indicate that the appropriate
scaling is M*/M-/, yielding a range of about two de-
cades for realistic parameters:
FIG. 5. Magnitude-vs-frequency distributions 2)(p), as
shown in Fig. 3, scaled here so that the distributions of delocal-
ized events coincide. Note that the scaling here is substantially
different from that used in Fig. 4. The difference follows from
the fact that delocalization crossover M and upper cutoff M*




log~o log~o(/ ) 6 (4.7)
M*
&pa= log &o M
-log, o(/) =2 . (4.8)
On the other hand, for the large events, ranging for M to









Therefore, if the smallest seismic event [8] is approxi-
mately of magnitude zero, then the model would suggest
that the crossover between localized and delocalized
events would roughly coincide with magnitude six, and
the largest event would be roughly magnitude eight,
which are of the right order seismologically.
As in Ref. [2], we observe significantly different behav-
ior for sufficiently small values of cx. Of course, the cri-
terion for smallness of o.' is o. dependent. For o. =0.01
and a=1, the sharp distinction between localized and
delocalized events disappears, and we find that the distri-
bution 2)(p) becomes well approximated by a single
power law of the form
b





FIG. 4. Magnitude-vs-frequency distributions 2)(p), as
shown in Fig. 3, scaled here so that the distributions of localized
events coincide. The appropriate scalings presented here and in
Fig. 5 are deduced from the conservation law (4.1), the scaling
form suggested in (4.4) and continuity of this distribution at M,
the dominance of the large events in displacing the system, and
the numerical observations that the statistics of large events is
described by b'= —1 and the scaling M*/M- l.
Here for the entire range of magnitudes there is a single
scaling given by M"-M/r-g/r, and b is strongly a
dependent. In Fig. 6 we plot in(g/~D) as a function of
ln(M/g/~) for a= 1, cr =0.01, and /=6, 10, and 14. The
distributions lie on top of one another for the choice
y =0.65. (Once again, the power-law dependence on / is
meant simply as a rough description of our limited obser-
vations. )
We have also used the frequency distributions to make
a direct check of the formula (3.6) for the localization
length g. To do this, we plot the distribution K(b, ),
which is the number of events per unit length of the fault
















FIG. 6. Magnitude-vs-frequency distribution 2)(p) in the
case of small a. Here, for +=1, o.=0.01, and l=6 (squares), 10
(crosses), and 14 (triangles), we see that the distribution is de-
scribed by a single power law with b=0. 35. Hence a single
scaling suffices to collapse the distributions for different values
of l onto a single curve.
and per unit average displacement as a function of 6, the
number of "blocks" that take part in the event [see Fig.
7(a)]. Note that, compared to 2)(p), which is well charac-
terized by a pair of power laws describing the localized
and delocalized events as in (4.4), K(b, ) seems to have
more structure. It has a shallow minimum near b, =g,
which we believe corresponds to the minimum of Xl(p),
and thus locates the crossover between localized and
delocalized events. We expect that the slight bend at
ln(b, ) =2, which coincides roughly with b, =l, may mark
the crossover from the smallest microscopic events, in
which the velocities scale with cr [as in (3.1)], and the
larger but localized events, in which the velocities are in-
dependent of o. In K(b, ), neither the localized nor the
delocalized events seem to be well described by a single
power law.
In Fig. 7(b) we compare the calculated value of g/a
with the value b,„„,of b, at the minimum E(b, ). Com-
paring data for a wide range of l, 0., and a, where o. is
sufficiently large that there is a definite distinction be-
tween localized and delocalized events, we find that typi-
cally (3.6) underestimates b,„„,. Three eKects contribute
to this underestimate. First, we ignore the additional dis-
tance over which the velocity pulses decay as they leave
the triggering zone and enter the stuck region. Second,
we ignore nonlinear effects in the friction. Third, in our
calculation we assume that a11 of the blocks are exactly at
threshold when the event begins. However, some of the
blocks will almost certainly be slightly stuck, in which
case energy must be supplied to bring these blocks to
threshold. Consequently, the pulses must travel through
a somewhat larger region comprised of slightly stuck
blocks to gain the same amount of kinetic energy that
would be obtained from traveling through a region
























FIG. 7. To test our calculation of the transition length g [Eq.
(3.6)], we measure the slip-zone-size —vs-frequency distribution
K(A), shown in panel (b) for a=3, cr=0.01, N=4096, and l=6.
The lower cutoff corresponds to one-block events, and the upper
cutoff coincides with an event involving approximately 2000
blocks (over a period of roughly 400 loading cycles), which is
significantly less than the system size. Note also that K(A) is
not well described by a simple power law for either the localized
or delocalized events. We identify the location of the local
minimum of E(b ) as 6=6„„„andcompare 5„„,with our cal-
culated value of g'. In panel (b) we plot b,,„„,vs g for various
values of l, o, and a =2 (squares), a =3 (crosses), and a = 5 (tri-
angles). While j does provide a rough estimate b,„„,(the
dashed line b,„„,=g indicates exact agreement), it typically un-
derestimates the actual value. The variation of 6„„,with I is
consistent with (3.6) within our numerical accuracy (roughly, up
to a power of I in the logarithm), though there seems to be a sys-
tematic shift in the fit as a is varied. A somewhat better fit is
obtained by dropping the a dependence in (3.6); that is, by set-
ting a= 1 in the formula.
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feature that is apparent in Fig. 7(b) is the large amount of
scatter in the data. This may be attributed at least in part
to the ambiguity in determining b,„„,from K(h), which
is seen to have a relatively broad minimum without a
sharp, well-defined crossover [note that K(h) is plotted
on a logarithmic scale while Fig. 7(b) is not]. On the oth-
er hand, our results do indicate that the overall variation
of 5„„,as the parameters are varied is roughly consistent
with our definition (3.6), supporting our calculation
which indicates that g sets the proper scale for the cross-
over.
V. RELATIONSHIP BETWEEN SOURCE
PARAMETERS AND OBSERVABLE SIGNALS
The signals recorded by seismographs, conventionally
reported as earthquake "magnitudes, " do not generally
have direct interpretations in terms of quantities one
might hope to measure at the seismic source (the fault).
Source parameters, in principle, correspond to a detailed
description of the actual event —e.g. , which parts of the
fault moved, how far they moved, the duration of the
event, and how much energy was released —and, there-
fore, knowledge of source parameters would be very use-
ful for understanding earthquake dynamics, and possibly
for predicting future events. In order to make a connec-
tion between the rupture source and the signal that ar-
rives at the seismic station, a certain amount of modeling
must be done. The results presented here for the model
correspond to direct measurements of source parameters,
while by obvious necessity the analogous seismic data is
obtained indirectly from seismograms.
In addition to the net displacement between the plates,
given by the seismic moment [13] Mo, there are several
other source parameters which are of seismological in-
terest. These include rupture area, earthquake duration,
and energy release. As in the case of the seismic moment,
certain assumptions are necessary to deduce these quanti-
ties from seismograms [14]. In this section we numerical-
ly determine the relations between these quantities in the
model [15],and compare our results with the correspond-
ing results in the seismological literature when available.
We begin with the earthquake duration ~„which is
simply the time span of the rupture process. Typically,
earthquakes last anywhere from tenths to hundreds of
seconds. Certain anomalously "slow earthquakes" are
also on record [16]. The duration of an earthquake is de-
duced from a seismogram by computing the Fourier
transform of the seismic signal, referred to as the ampli-
tude spectral density u(co). At small frequencies ~u(co)~
is approximately independent of co, while at large fre-
quencies ~u(co)~ bends over and decreases as a power of
co, roughly ~u(co)~ ~co ~. These measurements are con-
sistent with the model calculations of Haskell [17],which
give P=2 for a unilaterally propagating fracture in which
the moving front, i.e., the region that is slipping at any
instant, is much narrower than the total rupture length.
These calculations show that the duration ~, of the event
roughly coincides with the bend in the power spectrum,
which is called the "corner frequency" (corner frequency
—1/r, ). The duration of an earthquake is related to the
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FIG. 8. Event duration ~, vs slip-zone size 6, shown here for
%=4096, 1=6, a =3, and cr =0.01. The double-logarithmic plot
illustrates that the range in durations for large events is con-
sistent with our description of the events in terms of from one
dominant (upper line) to two equal (lower line) pulses propaga-
ting out at the sound speed from an initial triggering point to-
ward the boundary of the zone. The deviation for small events
indicates that this simple description in terms of one or two
propagating rupture pulses of a (roughly) fixed size breaks
down. In this and the remaining figures, the individual data
points corresponding to one-block events have been left ofF' of
the graphs.
length Ao of the rupture zone by
c =b,o/r, , (5.1)
where c is the rupture propagation speed, roughly 3
km/sec. The parameter g in our model is approximately
equal to c in our units (recall that time is dimensionless,
so g represents both a length and a velocity).
Figure 8 illustrates the results of the model. For the
larger events, on average we find a linear relation with
6/r, =3//2 . (5.2)
However, in Fig. 8 it is clear that there is a well-defined
range of durations associated with events of a given size.
Our numerical simulations show that the upper and
lower bounds on the duration of the event grow linearly
with the size of the slip zone, with
g~b. /r, ~2/ (5.3)
for the largest events. Here the lower bound corresponds
to the case in which the rupture propagates at speed g in
just one direction, where the upper bound corresponds to
the case of two pulses propagating in opposite directions,
each traversing half of the total slip zone. Intermediate
cases correspond to the triggering of the event some-
where in the rniddle of the zone, but not exactly at the
center, so that two pulses are nucleated, but one is ex-
tinguished before the other. Interestingly, the smaller
events deviate somewhat from this behavior, indicating
that the simple description in terms of propagating pulses
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is less applicable here. The small events last somewhat
longer than would be expected from an extrapolation of
the behavior of the larger events, and are better described
in terms of a series of smaller, perhaps slower, pulses
which may reAect several times from the stuck boundary
back into the triggering zone before they die out. If this
attribute was also characteristic of real earthquakes, a
naive use of corner frequency would tend to overestimate
the length of the slip region ho for small events.
For real data, measurements of the duration are used
as an indirect way of estimating the rupture area Ao,
which is determined from the corner frequency and Eq.
(5.1), assuming a circularly symmetric rupture zone so
that A 0 r4 0. Combining data from many different
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This exponent agrees with our previous estimate [2] for
microscopic events, in which we assumed a strictly uni-
form initial configuration in the slipping zone. With that
assumption the event is triggered simultaneously
throughout the zone, and blocks move in unison, stop-
ping due to the increased compressional force at the
boundary of the zone. This calculation yields very small
displacements consistent with the scaling (5.5). A
nonzero curvature 3 U/c)s in the displacement in the
zone wi11 tend to increase the exponent. For example, a
parabolic zone, 3 U/c)s =const, leads to M ~5, a be-
havior which is not inconsistent with the intermediate be-
havior seen in Fig. 9. For the very largest events, it ap-
pears that
(5.6)
consistent with a description of large events that are
dominated by highly energetic rupture pulses, which on
average displace the system a constant amount as they
move, stopping only when they encounter a region which
is sufficiently firmly stuck. Thus, throughout the entire
range of events, it is clear that M is not given by any sin-
gle simple power of A.
The last source parameters that we will consider de-
scribe the energy transfer in the system. In particular, as
a function of magnitude we individually measure the
change in energy density due to changes in the longitudi-
is seen to hold reasonably well for a wide range of events
(Ao varies from meters to hundreds of kilometers), and is
the basis for self-similarity assumptions in many models
and predictive efforts [18]. In addition, when (5.4) is
combined with certain theoretical assumptions, it implies
that the stress drop along the displacement axis is in-
dependent of the magnitude of an earthquake. (Alterna-
tive1y, the shear stress drop increases with magnitude,
and is roughly proportional to ho. )
In the model, for each slipping event, 6 is simply the
number of blocks that move. In Fig. 9 we plot M(b, )
versus 5 for a sequence of events. Clearly, M(h) is not a
simple power law in the model [19]. For the smallest (mi-





FIG. 9. Moment I vs slip-zone size b„shown here for
N=8192, 1=12, +=3, and 0.=0.01. Unlike earthquake data, in
the model this curve is not well described by a single power law.
The individual points represent individual events. Note that the
distribution of moments for a given slip-zone size is relatively
broad. The lines drawn below the points represent the asymp-
totic power-law behavior of the small and large events, as de-
scribed in the text.
—l [U, +,(r) —U, (r)] (5.7)
where the event 8 lasts from time r to r+r„and the sum
is over the 6+1 coupling springs attached to the b slip-
ping blocks. For real earthquakes, this is a very difficult
quantity to measure, except perhaps on very large scales,
although progress is being made at reconstructing local
variations in the displacements during an earthquake
[20].
Our results for the change in longitudinal elastic-
energy density as a function of magnitude in the model
are shown in Fig. 10, which illustrates our results both
for individual events and on average. Note that for
smaller events the average longitudinal-elastic-energy
density decreases, indicating that these events primarily
smooth the system, while this energy density increases
only for the largest events, indicating a net roughening.
As in the case of M(b, ), we see here that EI (p) has a
great deal of interesting structure. The scatter in the
data is largest for events of intermediate magnitudes,
which are also the least frequent events. The smallest
nal and shear stresses (in the language of the original
Burridge-Knopoff model, the coupling springs and the
pulling springs, respectively).
The change in the longitudinal elastic-energy density
tells us which events are smoothing the system, and
which events are roughening it. This is of particular im-
portance for the model, where dynamic roughening plays
a crucial role in generating future events. In the model,
the longitudinal energy-density change is given by
EL = g 1 [ U, + I(v+7, ) —U (r+r, )]1
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FIG. 10. Longitudinal elastic-energy-density change EL vs
magnitude p, shown here for N=4096, l=6, a= 3, and o.=0.01.
The points represent individual events, while the line drawn
through them represents the average behavior (obtained from a
much longer simulation than that associated with the individual
points). The change in stored longitudinal (or "coupling
spring") elastic-energy density is negative for small and
moderate events, indicating a net smoothing, while for the larg-
est events it is positive, indicating a net roughening. (The hor-
izontal line EL =0 distinguishes smoothing EL &0 events from
roughening EL )0 ones. ) Note that on average the maximum
smoothing occurs near p=p; however, there is an enormous
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events involving only one or a few blocks are very
ine%cient, resulting in only a very small net smoothing.
As the size of the event increases, on average EI de-
creases (net smoothing increases) monotonically until the
magnitude reaches roughly p. At that point roughening
beings to play a more important role, and on average
EL(p) increases monotonically, becoming positive (net
roughening) for very large events.
While the longitudinal stresses are well defined, there is
some ambiguity in the absolute level of shear stress in
both the model and the earth. In the earth, measure-
ments focus mainly on stress drops associated with earth-
quakes. An estimate of the absolute stress level is given
by the pressure as a function of depth, and under this as-
sumption the absolute stress levels change relatively little
in the earthquake cycle. In the model, the statement that
stress drops are small compared to the absolute stress lev-
els can be represented by a slipping friction which de-
creases by only a small amount relative to the sticking-
friction threshold. However, in Eq. (2.1) the absolute
stress level is ambiguous because adding a constant to the
friction at high velocities can be viewed as simply shifting
the zero of P. The shift can be removed by redefining the
zero of displacement or, equivalently, the zero of shear
elastic energy, taking us back to the original dimension-
less equation. Shear stress drops will thus be measured
relative to the total change in force between the high-
0.1—
0.0
—10 0 P 10
FIG. 11. Shear forces F&(p) and shear stress drops dI'z(p)
plotted as a function of magnitude p, shown here for ¹4096,
l=6, a=3, and o.=0.01. Panel (a} illustrates the average shear
force Fz in the slip zone just before an event is triggered. As in
Fig. 10, the dots represent individual events and the solid line
shows the average behavior. For the small- and moderate-sized
events on average the shear stress level is roughly 70%%uo of its
maximum value, indicating that the longitudinal stress contrib-
utes about 30%%uo of the force necessary to trigger events. For the
largest events, on average the shear stress level at the triggering
time decreases, rejecting the fact that a significant fraction of
the system which eventually slips may be far from threshold ini-
tially, but is nonetheless dislodged by the energetic rupture
pulses propagating through the system. Panel (b) illustrates the
average change in shear force in the slip zone for the same se-
quence of events. Comparing panels (a) and (b), it is clear that
only the largest events relieve an appreciable fraction stored
shear energy.
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speed friction level (which is zero in our units) and the
threshold (which is unity).
To determine the roles of the shear stresses for events,
we calculate the average shear force in the slip zone just
before an event begins:
(5.8)
dFs= —g U;(r+r, ) —U;(&),=1
i 4
(5.9)
where the sum is over the 5 blocks that slip in the event.
Note that dF& is simply the moment M divided by the
slip-zone size 6, and thus increases roughly exponentially
as a function of magnitude [the increase would be strictly
exponential if M (5) were a simple power law; see Fig. 9].
Comparing Fig. 11(b) to Fig. 11(a), we see that for the
smaller events, an insignificant fraction of the shear stress
is relieved. (Recall that when we speak of shear stress
drops in the model, it is always relative to a maximum
which is set by the difFerence between the threshold fric-
tion force and the friction force at high velocities. ) Only
for the largest events is the shear stress drop comparable
to levels of stress when the event is triggered.
VI. CONCLUSIONS
In this paper we have presented a selection of statisti-
cal distributions which represent certain basic features
of a deterministic, homogeneous, one-dimensional,
Burridge-Knopoff model of a fault. We have also dis-
cussed the relationship between our results and the corre-
sponding results for real faults. We summarize our prin-
ciple findings below.
The intrinsic behavior of the model in principle is
governed by just two dimensionless groups of parameters:
the friction constant a and the triggering parameter o (or
the dimensionless pulling speed v, as used in Refs. [1]and
[2]). In addition, there is a dimensionless stiffness con-
where the event begins at time ~, and the sum is over the
5 blocks which will eventually slip in the event. The
difference between the measured value and unity deter-
mines the role of longitudinal stresses. Our results, both
for individual events and on average, are illustrated in
Fig. 11(a). For the smallest events there is an enormous
scatter in the data, reAecting the sensitivity of these
events to local variations in the longitudinal stresses.
However, on average, events of small and moderate sizes
are triggered when the shear stress is approximately 70%
of the maximum (this result is not strongly l dependent).
A deviation from this result is seen for larger events,
where the average shear stress at the triggering time
reduces to roughly 40—50% of the maximum value,
which reAects the fact that, in large events, a significant
fraction of the eventual slip zone is relatively far from
threshold. Interestingly, I' s(IJ, ) has a shallow minimum
slightly above p, which may be clearly distinguished both
for individual events and on average.
In Fig. 11(b) we plot the average change in shear force
resulting from an event:
stant which, in the finite-difference version of the equa-
tion of motion (2.2), is the number of mesh points in a
stiffness length, and which therefore is supposed to be-
come infinite in the continuum limit. Our analysis of the
variation of the magnitude-versus-frequency distribution
as the parameters are varied (Sec. IV) leads us to con-
clude that the finite size of l, i.e., the ultraviolet cutoff,
plays an important role, even for the largest events.
While we do not fully understand the mechanism, we ex-
pect that it may be a rather general consequence of stick-
slip friction. This result should be kept in mind whenever
a discretization scheme is used to study a system with a
stick-slip instability; such models may not necessarily
have well-defined continuum limits.
Our analysis of the magnitude-versus-frequency distri-
butions also leads to explicit scaling relationships be-
tween three characteristic moments of events: the lower
cutoff M&, the upper cutoff M*, and the moment M, at
which there is a crossover between localized and delocal-
ized events. When we substitute our rough estimates for
the corresponding parameters for real faults into these
equations, it is reassuring to note that our results are con-
sistent with the observed ranges of real earthquakes.
In the model there is a sharp distinction between the
smaller localized and larger delocalized events. The dis-
tinction is apparent both in the overall statistics, as in,
for example, the magnitude-versus-frequency distribu-
tions of Sec. IV, and in the dynamics of individual events
as seen, for example, in Sec. V, where we determine the
relationships between various source parameters. For ex-
ample, for large events our measurements of the event
duration versus rupture-zone size are consistent with a
description of the event in terms of one or two large rup-
ture pulses traveling at the sound speed along the fault.
In contrast, for the small events, our data are inconsistent
with this picture. Instead, the smaller events are more
likely to consist of a series of smaller pulses which refIect
several times from the boundary of the slip zone before
dying out. Another difference between small and large
events is apparent in Fig. 10, where we plot the change in
the longitudinal elastic-energy density as a function of
magnitude: The small events primarily smooth the sys-
tem, while the large events primarily roughen it. This
has important implications for the magnitude-versus-
frequency distribution of localized events, since it implies
that these events are not self-generated, but rather
comprise a relaxation process by which the chaotic
configurations left after some prior large event are
smoothed on smaller scales.
In the model, the magnitude-versus-frequency distribu-
tion is relatively simple, and can be well characterized by
a pair of power laws describing the small and large
events. In contrast, compared to magnitude (or moment),
every other source parameter that we have measured
gives rise to somewhat more complicated distribution.
This suggests that moment might be a more universal
measure of the behavior of the system. It also implies
that attempts to understand the distribution of moments
using a real-space renormalization may not be the best
approach.
Because properties of small earthquakes are dificult to
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measure, the extent to which many of these results are
true for real earthquakes is still an open question. Even
for the most robust feature of the model —the b = 1 scal-
ing in the magnitude-versus-frequency distribution of lo-
calized events —the corresponding value of bo for the
distribution of seismic moments for small earthquakes
remains an open seismological question. However, mea-
surements that could help answer the question of the bo
value for small events, while difticult, can now be made
with current techniques used in seismology. We believe
that the answer to this question is of fundamental impor-
tance, and urge that the effort be made.
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APPENDIX: FREQUENCY DISTRIBUTIONS
FOR REAL EARTHQUAKES, AND A COMPARISON
WITH RESULTS OBTAINED FOR THE MODEL
Our numerical simulations indicate that the distribu-
tion of localized events is well described by a power law:
D(M)-M ' +",where b= 1, spanning many decades of
moment M. The fact that this scaling persists for a wide
range of system parameters is one of the most robust and
interesting features of the model. However, because se-
ismic measurements are indirect, a certain amount of
modeling must be done in order to relate this result to
analogous results obtained from seismograms —namely,
the Gutenberg-Richter law. In this appendix we summa-
rize various efforts which have been made in this direc-
tion.
Gutenberg and Richter [6] made the first series of sys-
tematic measurements leading to a statistical distribution
of the number of earthquakes of a given size. They intro-
duced a magnitude scale based on the logarithm of the
maximum deAection of a seismographic needle, which
responded to surface shear waves in a given fixed-
frequency window. This original magnitude scale led to
the development of a large number of related scales
measuring different aspects of the radiation emitted by a
seismic event. It is now generally recognized, however,
that a scale based on properties of the source itself is the
best measure of the size of an earthquake.
Both for the model and in the earth, there is a conser-
vation law which states that over long periods of time
displacement along a fault zone must match the relative
motion of the tectonic plates as a whole. This suggests
that for any individual earthquake the net displacement
may be the best measure of the size of the event. In the
model, this is the moment M, and in seismology this
quantity is known as the "total moment. " Unfortunately,
it is not generally possible to measure directly the actual
displacement along a fault except for the largest events.
log)()JV= 3 bMS, — (A 1)
with b = 1, JV being the number of events with magnitude
larger than Mz. This is the Gutenberg-Richter law. In
order to obtain the corresponding relation for the seismic
moment, empirical relations are needed to convert M& to
Mo. However, the conversion factor is not well known
and is currently a topic of debate.
For a propagating crack embedded in a three-
dimensional elastic medium, Kanamori and Anderson
[14] calculated the radiation emitted at the frequencies at
which the surface magnitude is measured. These calcula-
tions lead to the following theoretical formula relating
Ms d Mo:
Ms Ms «
—'Ms, Ms ) 6 . (A2)
The crossover in the conversion factor at roughly magni-
tude six is associated with the crossover from events in
which the duration is less than the inverse of the mea-
surement frequency, to events in which the duration is
greater. Ekstrom and Dziewonski [23] find empirical
measurements consistent with this description [24].
However, there is by no means consensus on the issue.
Wyss and Brune [25] find a conversion factor closer to —',
in the range 3 (Ms (6, and Bakun [26] finds a continu-
ously varying factor growing from around 1 for Ms —1
events to around
—,
' for Mz-4. Thus it appears that the
conversion factor is still an open question.
From this it is clear that a direct comparison between b
values obtained from a model and those obtained empiri-
cally is rather tricky business. There is no direct mea-
surement of total moment, the analog of our M, and the
seismic moment Mo is only obtained accurately for large
events. Define the bo value for the seismic moment by
—(1+ho)Ro(Mo)-Mo ', where Ro is the rate of events with
moment between Mo and Mo+ dMO. For the large
events, when one averages over a regional fault system, a
value of ho= —', is observed, and is generally accepted. In
contrast, there is no consensus on what the value of bo is
for small earthquakes. To compare our results with
One must therefore use remote measures such as seismic
radiation. The seismic moment Mo is the closest measure
of the total moment, and is obtained from the Fourier
transform of a seismographic signal by extrapolating to
the zero-frequency response of the instrument. It is gen-
erally assumed that the seismic moment is linearly related
to the total moment, although this is not necessarily al-
ways the case [16].
Measurements of Mo are most accurately obtained for
large earthquakes. On the other hand, for small earth-
quakes, measuring Mo is a difticult operation. Instead,
seismologists typically measure the more easily obtained
surface magnitude Ms [21], which measures the energy
radiated via surface waves with a particular period of
about 20 sec. The Mz scale is a generalization of the
scale originally introduced by Gutenberg and Richter
[22], and the number of events of size Ms is a well-known
quantity. Worldwide data show
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empirical data (i.e., Ms) for smaller events, we must rely
on some conversion factor. If we use the conversion
given by Eq. (A2) we obtain a bo value for the seismic
moment given by
1 Ms(6
&p 2 M ) (A3)
For the small- and moderate-sized events, this result
agrees with our model, which quite robustly generates the
value b =1 for a wide range of parameters. To obtain a
value different from unity would require careful tuning of
the friction parameter a—an unappealing prospect.
While measuring seismic moments for small events is a
dificult process, the techniques currently exist. We be-
lieve the value of bp for the small events is of fundamen-
tal importance, and is worthy of the effort that would be
needed to resolve the question.
The model also indicates that there will be a statistical
crossover at a magnitude corresponding to p, . This cross-
over, and the corresponding length of the rupture zone g,
can be estimated by setting the parameters in (3.6) equal
to the approximate values for real earthquakes. Here g,
the rupture propagation speed (a few km/sec) in units of
the slipping time at a given point along the fault (seconds
or less), is of order a few kilometers. As previously men-
tioned, I =g/a is of order 10 if the smallest earthquake
size a is of order tens of meters (the smallest scale a may
be set by fault creep, and can vary). Assuming o is not
too small, the I dependence dominates the logarithm.
Furthermore, as noted in Sec. II, we expect that the rate
of the decrease of the slipping friction o,' is of order unity.
This yields g of order a few tens of kilometers. Because a
magnitude six has a typical rupture length of roughly 10
km, the model gives a crossover scale which is consistent
with Eq. (A3). It is important to emphasize, however,
that the physical transition occurring in the model, be-
tween localized and delocalized events on a one-
dimensional fault, may not be the same as the transition
occurring in real earthquakes, between events that rup-
ture less than the crust depth and events which rupture
the crust depth. Thus the correspondence is far from
clear.
The distribution of large events described in (A3)
represents statistics compiled from a large collection of
faults. Therefore, it lies somewhat outside the scope of
the model, which represents a single fault. In the model,
large events correspond to the "characteristic" earth-
quakes [27] of single faults —that is, the large events
which are primarily responsible for the displacement of
the fault. Statistics compiled from data on or near cer-
tain individual faults indicate that while Gutenberg-
Richter statistics describe the distribution of smaller and
moderate events, there is an excess associated with the
largest events, as seen in the model. To describe the dis-
tribution of large events compiled from many faults it
would be necessary to include a distribution of faults and
fault lengths. Chen et al. [28] have proposed a model
which generates a distribution of fault lengths consistent
with the
—,'bp value for large earthquakes.
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