The first and most important objective of any damage identification algorithm is to as-
Introduction
This paper is concerned with novelty detection in an unsupervised learning mode, which is the first level of damage identification. When applied to structural health monitoring, unsupervised learning means that data from the damaged condition are not available to aid in the damage detection process. The objective of unsupervised novelty detection is to establish a model of the system or structure's normal condition and thereafter to signal significant departures from this normal condition. In many ways, the technology of novelty detection encompasses traditional condition monitoring. However, the new term is a convenient means of recognizing the significant inputs to the field from multivariate statistics and pattern recognition that have recently occurred.
The first objective of novelty detection is to establish a model of the normal system condition based on the damage-sensitive features extracted from measured system response data. This objective can be accomplished in several ways. The more direct methods seek to model the probability distribution of the normal condition using a priori training data. One of the simplest, the outlier approach ͓1͔, assumes a Gaussian distribution for the damage sensitive features and parametrizes the model distribution using the estimated mean vector and covariance matrix. More sophisticated approaches use Gaussian mixture models ͓2,3͔ or kernel density estimates ͓4͔. The main limitation of all of these methods is that they make unwarranted assumptions about the nature of the feature distribution tails. These assumptions are potentially hazardous, as the extreme events that reside in the tails of the normal condition are likely to be misinterpreted. More specifically, novelty detection constructs a model based entirely on central statistics ͑the mean vector and covariance matrix͒ and the analysis is largely insensitive to the structure of the tails. Another way of regarding this problem is as a question of setting an appropriate threshold for novelty. If the true distribution of the structural normal condition is heavy tailed, there are likely to be many false positives, indicating damage when the structure is in reality undamaged.
The major problems with modeling the undamaged condition of a system are that the functional form of the distribution is unknown and there are an infinite number of candidate distributions that may be appropriate for the prediction applications. Furthermore, in some cases, only extreme values of events may be recorded due to sensor or storage limitations. Therefore, modeling the data as a parent distribution could also bring about erroneous results. For example, seismic stations are primarily interested in recording strong ground motion, motion beyond certain magnitude with sufficient strength to affect people and their environment ͓5͔. In addition, the measurements of peak strains or accelerations are enough to monitor the base isolation systems of buildings and bridges ͓6͔. Currently, a choice among the infinite distributions is made by a knowledgeable operator and then estimate parameters are based on training data. This process is largely subjective. Any choice of distribution and parameters will also constrain the behavior of the tails to that prescribed distribution.
In fact, there is a large body of statistical theory that is explicitly concerned with modeling the tails of distributions, and these statistical procedures can be applied to the problem of novelty detection. The relevant field is referred to as extreme value statistics (EVS), a branch of order statistics. There are many excellent textbooks and monographs in this field. Some are considered classics ͓7,8͔, and others are more recent ͓9-11͔. Castillo ͓12͔ is notable in its concern with engineering problems in fields like meteorology, hydrology, ocean engineering, pollution studies, strength of materials, etc. Although EVS has been widely applied, there has been little application of these techniques to novelty detection. Roberts ͓2,3͔ introduced the ideas of EVS into novelty detection in the biosignal processing context. This report illustrates the use of EVS in their own right and not as another way of looking at Gaussian distributions in an effort to avoid such assumptions.
The layout of this paper is as follows: Section 2 provides a brief description of theories used in this paper. Section 2.1 presents a feature extraction procedure based on time series analysis, Sec. 2.2 addresses data normalization issue, and Sec. 2.3 describes the novelty index. Section 2.4 provides an introduction to EVS, followed by Sec. 2.5, which describes parameter estimation techniques for fitting EVS distributions to extreme value data. Section 3 shows a comparison between thresholds of the novelty index calculated using Gaussian assumption with those calculated using EVS for three different distributions. Section 4 explores the integration of EVS into damage detection for an 8 degree-of-freedom ͑DOF͒ spring-mass system. Section 5 finishes the paper with the summary and conclusions of the work.
Theories
2.1 Time Series Analysis. A linear prediction model combining auto-regressive ͑AR͒ and auto-regressive with exogenous inputs ͑ARX͒ models is employed to compute input parameters for the subsequent analysis of an auto-associative neural network presented in Sec. 2.2. First, all time signals are standardized prior to fitting an AR model such that
where x is the standardized signal, and x and x are the mean and standard deviation of x, respectively. This standardization procedure is applied to all signals employed in this study. ͑However, for simplicity, x is used to denote x hereafter.͒ For a given time signal x(t), an AR model with r autoregressive terms is constructed. An AR(r) model can be written as ͓13͔
The AR order is set to be 30 for the experimental study presented in Sec. 4 based on a partial autocorrelation analysis described by Box et al. ͓13͔ . For the construction of a two-stage prediction model proposed in this study, it is assumed that the error between the measurement and the prediction obtained by the AR model ͓e x (t) in Eq. ͑2͔͒ is mainly caused by the unknown external input. Based on this assumption, an ARX model is employed to reconstruct the input/output relationship between e x (t) and x(t);
where x (t) is the residual error after fitting the ARX(p,q) model to the e x (t) and x(t) pair. The feature for damage diagnosis will later be related to this quantity x (t). 
Data Normalization.
In the previous section, a time prediction model called an AR-ARX model is developed to extract damage-sensitive features. Then, a nonlinear principal component analysis ͑NLPCA͒ is employed here for data normalization, which separates the effect of damage on the extracted features from those caused by the environmental and vibration variations of the system. In reality, structures are subject to changing environmental and operational conditions that affect measured signals, and environmental and operational variations of the system can often mask subtle changes in the system's vibration signal caused by damage ͓16͔.
A conventional principal component analysis ͑PCA͒ has been proven to facilitate many types of multivariate data analysis including data reduction and visualization, data validation, fault detection, and correlation analysis ͓17͔. Similar to PCA, NLPCA is used as an aid to multivariate data analysis. While PCA is restricted on mapping only linear correlations among variables, NLPCA can reveal the nonlinear correlations presented in data. If nonlinear correlations exist among variables in the original data, NLPCA can reproduce the original data with greater accuracy and/or with fewer factors than PCA. This NLPCA can be realized by training a feedforward neural network to perform the identity mapping, where the network outputs are simply the reproduction of network inputs. For this reason, this special kind of neural network is named as an auto-associative neural network ͑Fig. 1͒. The network consists of an internal ''bottleneck'' layer, two additional hidden layers, and one output layer. The bottleneck layer contains fewer nodes than input or output layers, forcing the network to develop a compact representation of the input data. More detailed discussions on PCA, NLPCA, and auto-associative networks can be found from Fukunaga ͓18͔, Kramer ͓19͔, Rumelhart and McClelland ͓20͔, respectively. Using the previously extracted features, which are the parameters of the AR-ARX model corresponding to the normal conditions, as inputs, the auto-associative neural network is trained to characterize the underlying dependency of the extracted features on the unmeasured environmental and operational variations by treating these environmental and operational conditions as hidden intrinsic variables in the neural network. When a new time signal is recorded from an unknown state of the system, the parameters of the time prediction model are computed for the new data set and are fed to the trained neural network. When the structure undergoes structural degradation, it is expected that the prediction errors of the neural network will increase for the damage case. Based on this premise, a damage classifier is constructed using novel detection described in the following section to identify damage.
Novelty Detection.
The objective of the present novelty detection is to eschew the physics-based model approaches such as finite element analysis, and therefore pave the way for signalbased techniques applicable to systems of arbitrary complexity. However, the present novelty detection provides an indication only about the presence of damage in a system of interest. This method does not give information about the location and extent of the damage. That is, the novelty detection only identifies if a new pattern differs from previously obtained patterns in some significant respect. Although the damage assessment problem can be posed with several levels of complexity, the detection of damage presence is arguably the most important step. Once the existence of damage is confirmed, the system can be taken out of service and subjected to detailed inspection to locate and quantify damage. The concept of novelty detection is not entirely new and applications in other fields can be found in the literature ͓1,21,22͔.
For the current specific application of our interest, the autoassociative neural network will be trained using features extracted from the healthy baseline system and the threshold value for the novelty index will be established accordingly. When damage occurs in the system, the damage will alter the dynamic characteristics of the system and consequently the novelty indicator will signal fault. One of the biggest challenges here is to identify significant system changes such as structural damage and degradation that cannot be attributed to natural fluctuations in the system responses caused by changing environmental and operation variations. As described above, the auto-associative neural network is forced to learn the underlying dependency of the extracted features on these natural variations. Therefore, when the autoassociative network is fed with the inputs obtained from an unprecedented state of the system, for example, a damage state of the system, the novelty index (NI), which is defined as the Euclidean distance between the target outputs and the outputs of the neural network, will increases ͓23͔;
NI͑y͒ϭʈyϪŷʈ
where y and ŷ are the input and output vectors of the autoassociate neural network shown Fig. 1 . If the learning has been successful, yϷŷ and NI(y)Ϸ0 for all data in the training data set. However, if y were acquired after damage is introduced to the system, NI(y) would noticeably depart from zero, providing an indication of an abnormal condition of the system. The novelty index can also be defined using the Mahalanobis distance measure between the target outputs and the network outputs ͓24͔;
where ⌺ is the sample covariance matrix of the training data. This covariance matrix can be calculated with or without the potential outlier in the sample, depending upon whether inclusive or exclusive measures are preferred ͓25͔. In this study, the first definition of the novelty index is employed.
Extreme Value Statistics.
The Gaussian distribution occupies its central place in statistics for a number of reasons; not least is the central limit theorem ͓26͔. The central limit theorem states that if ͕X 1 ,X 2 , . . . ,X n ͖ is a set of random variables with arbitrary distributions, the sum variable X ⌺ ϭX 1 ϩX 2 ϩ¯ϩX n will have a Gaussian distribution as n→ϱ. Although this theory is arguably the most important limiting theorem in statistics, it is not the only one. If the problem at hand is concerned with the tails of distributions, there is another theorem that is more appropriate.
Suppose that one is given a vector of samples ͕X 1 ,X 2 , . . . ,X n ͖ from an arbitrary parent distribution. The most relevant statistic for studying the tails of the parent distribution is the maximum operator, max(͕X 1 ,X 2 , . . . ,X n ͖), which selects the point of maximum value from the sample vector. Note that this statistic is relevant for the right tail of a univariate distribution only. For the left tail, the minimum should be used. The pivotal theorem of EVS states that in the limit as the number of vector samples tends to infinity, the induced distribution on the maxima of the samples can only take one of three forms: Gumbel, Weibull, or Frechet ͓27͔.
In a similar fashion, there are only three types of distribution for the minima of the samples:
where , ␣, and ␤ are the model parameters, which should be estimated from the data. Now given samples of maximum or minimum data from a number of n-point populations, it is possible to select an appropriate limit distribution and fit a parametric model to the data. It is also possible to fit a model to portions of the parent distribution's tails, as the distribution of the tails is equivalent to the appropriate extreme value distribution. Once the parametric model is obtained, it can be used to compute an effective threshold for novelty based on the true statistics of the data as opposed to statistics based on a blanket assumption of a Gaussian distribution.
Parameter Estimation of Extreme Value Distributions.
Having established the appropriate limit distribution, the next stage in the analysis is to estimate the parameters of the chosen distribution. The actual parameter estimation technique employed in this study only fits parameters to one canonical model form: the Gumbel distribution for minima. Therefore, if the data are distributed as maxima, the transformations x→Ϫx and →Ϫ carry each maximum CDF into the corresponding minimum CDF at least as far as optimization is concerned.
Suppose the data have the Weibull distribution for minima. Then the transformation Y ϭln(XϪ) carries the Weibull distribution X into the Gumbel distribution Y with the following relations between the parameters; where the subscript F denotes a Frechet distribution. Again the prior estimation of F is required and this estimate can be obtained by maximizing the linearity of the empirical CDF plot in Frechet coordinates. After transforming either the Weibull or Frechet distribution to the Gumbel distribution, the parameter estimation problem is reduced to fitting the data to the limit distribution of the form in Eq.
͑11͒. The optimization estimates the parameters and ␦, which minimize some error criterion. Note that because all distribution types are now transformed to a Gumbel distribution, the subscript G for the Gumbel distribution is omitted hereafter. The most straightforward error criterion is the weighted least-squares method, which seeks to minimize the following objective function G:
where the training data are the points on the empirical CDF ͕(x i ,p i ),iϭ1, . . . ,q͖ and p i 's are an appropriate choice of plotting positions. w i 's are a set of weights, and there are various possibilities for choosing w i values.
Numerical Analysis
Simulated random signals from three different distributions are used to demonstrate the usefulness of EVS in accurately modeling the tails without any assumptions of the parent distribution. In each example, a 99% confidence interval for each distribution is computed based on the following three methods:
1. The assumed true parent distribution 2. A best-fit normal distribution where the sample mean and standard deviation are estimated from the random data generated from the assumed parent distribution 3. An extreme value distribution, the parameters of which are estimated from either the top or bottom fraction of the simulated random data Hereafter, the confidence interval estimation methods based on the above three distributions are referred to as method 1, method 2, and method 3, respectively. Setting a confidence interval on the parent distribution using either method 1 or 2 is fairly trivial. The lower and upper limits of the confidence interval are constructed based on the probability of a type 1 error that one intends to tolerate. When the probability of the type I error is specified to be ␣ ͑0р␣р1͒, 100ϫ͑1Ϫ␣͒% the of data from a normal condition should be encompassed within the confidence interval. In other words, 100ϫ␣% of the data will be outliers. Accordingly, the lower and upper limits of the confidence interval can be set at F Ϫ1 (␣/2) and F Ϫ1 (1Ϫ␣/2), respectively. Here F Ϫ1 (x) is the inverse CDF of the known parent distribution. These threshold limits correspond to a 100ϫ͑1Ϫ␣͒% confidence interval. For instance, when the type I error is set 0.1, this type I error corresponds to a 90% confidence interval. In addition, the lower and upper limits are set so that 5% and 95% of the normal data are below each of these threshold values ͑90% are within the two bounds͒. Because the true CDF of the parent distribution is unknown in method 2, the CDF of the best-fit normal distribution is used instead of the true CDF to compute the lower and upper limits.
When method 3 is applied to compute the threshold values, cautions much be taken in selecting the probability of type I error for the distribution of the extreme values. For instance, let us assume that 10,000 sample points are generated from a parent distribution and the type I error is set to 1% ͑␣ϭ0.01͒. Then, by the definition of the type I error, it is expected that there will be about 1% or 100 outliers out of 10,000 samples. If either the maximum or minimum value is extracted from a moving window of 10 samples (nϭ10), 1000 extreme values will be obtained from the original 10,000 samples. In other words, 10% of the original data will be used to fit the extreme value distribution. In the next step, the type I error of the extreme value distribution should be set so that this type I error produces the same number of outliers as the type I error of the parent distribution does. To accomplish this, the type I error of the extreme value distribution should be set to 10% ͑or ␣ϫn) in order to produce 100 outliers out of 1000 extreme values ͑or out of 10,000 original samples͒. That is, the lower and upper limits of the confidence interval can be set at F Ϫ1 (nϫ␣/2) and F Ϫ1 (1Ϫnϫ␣/2), respectively. For the computation of the lower limit at F Ϫ1 (nϫ␣/2), the Gumbel distribution for minima is used to approximate the CDF function. For the given cumulative probability value at nϫ␣/2,
By solving Eq. ͑15͒ with respect to x, the lower limit x m at F Ϫ1 (nϫ␣/2) is obtained:
The upper limit x M at F Ϫ1 (1Ϫnϫ␣/2) is obtained from Eq. ͑8͒ in a similar fashion:
Note that the and ␦ values in Eqs. ͑15͒ and ͑16͒ are obtained by fitting the maxima values to the Gumbel distribution for minima, and the and ␦ values in Eq. ͑17͒ correspond to the Gumbel distribution for maxima.
Three distributions are chosen to investigate the number of false positives, or type I errors, produced by each of the three methods discussed previously. The normal, lognormal, and gamma distributions are modeled using the three methods and the number of outliers is compared for a 99% confidence interval ͑Table 1͒. The normal distribution will provide a sanity check to make sure that the establishment of the confidence intervals based on EVS and best-fit normal distribution produce similar thresholds. The lognormal and the gamma distributions are both skewed and will provide an opportunity to dramatically illustrate the shortcomings of the confidence interval estimation based on a normal assumption of the data. The probability density functions ͑PDFs͒ for each of the three distributions are as follows: for xу0 (20) where ⌫(a) is the gamma function. Castillo ͓12͔ shows that both the minimum and the maximum for the normal and lognormal distributions can be modeled with a Gumbel distribution, thereby reducing the effort of finding the best-fit distribution in this example. On the other hand, the gamma distribution has Gumbel distributed maxima and Weibull distributed minima. Distributions of varying sample size from N ϭ1000 to Nϭ10 6 were created and analyzed. The typical analysis results for only the sample size of Nϭ10,000 are presented in this study. Similar results are, however, observed for the other examined sample sizes. Tables 2-4 summarize the results of the parameter estimation and number of outliers for 10,000 sets of data from each of the three distributions. Only the first 1,000 data points are plotted for illustrative purposes in Figs. 2-4.
Looking at the normally distributed data in Fig. 2 , it seems that the thresholds obtained from methods 1-3 are comparable. For method 3, the least-squares return period relative error ͑LSR-PRE͒ estimation technique ͓12͔ is used to compute parameters of the Gumbel distributions for the maxima and minima of the normally distributed data. Initially several techniques of parameter estimation suggested by Castillo ͓12͔ were investigated and the LSRPRE turned out to produce the best-it result for the given data sets. Table 1 shows the upper and lower confidence limits computed from methods 1-3, and the associated numbers of outliers. As can be seen in Fig. 2 and Table 1 , even though method 3 returns thresholds that are slightly different from the known PDF, the number of outliers is closer to the expected 1% than method 2.
In the second numerical example, the parent distribution is lognormal instead of normal. For this simulation, ϭ1.0 and ϭ0.5 are assumed for the parameter values in Eq. ͑19͒. The associated lognormal density function is displayed on the left side of Fig. 3 . The skewness and kurtosis of this distribution are 1.74 and 8.45, respectively. Note that, for all normal distributions, the values of the skewness and kurtosis should be 0.0 and 3.0, respectively ͓29͔. Therefore, the departure of the skewness and kurtosis values from 0.0 and 3.0 indicates the non-Gaussian nature of the data. Figure 3 and Table 2 display similar analysis results for the lognormal parent distribution. Again the LSRPRE estimation technique is employed for the maxima of the lognormal data. The minima, however, are fitted using the least-squares probability absolute error method ͓12͔. For the lognormal example, method 3 only returns 3 more false-positive indications than the expected 100 outliers as calculated from method 1. Method 2, however, shows over double the number of false-positive indications due to the upper threshold being far too low. On the other hand, the lower limit based on normality completely misses all of the minimum values because the lognormal distribution contains only positive data points.
Finally, the sequential tests are applied to data sets simulated Fig. 2 The exact 99% confidence interval of a normal parent distribution compared with that from extreme values statistic. This figure shows the first 1000 data points from a 10,000 data point set. Bumper between m7-m8 4, 5, 6, 7 V 5 sets 20 sets from a gamma parent distribution. In this example, the sample data are generated from a gamma distribution with aϭ3 and b ϭ5 for the parameter values in Eq. ͑20͒. This gamma distribution has the skewness value of 1.15 and kurtosis of 5.00, respectively. The associated density function is plotted on the left side of Fig. 4 . The gamma distribution is skewed to the right for a small value of a. As the degrees of freedom, k, increase the gamma distribution converges to the normal distribution. The maxima of the gamma parent distribution are fit using the LSRPRE method, while the minimum values are fit using the standard weighted least-squares method with a weighting factor of 1 ͓12͔. In Table 3 , the extreme value method again shows a distinct advantage over the normal assumption. For the gamma distribution, method 3 returns four lower numbers of false positives than expected from method 1, while method 2 again returns almost twice as many false positives as method 1. The number of false positive indications returned by method 2 might lead to incorrect damage diagnosis of the system. A drawback of EVS is that different methods of parameter estimation are optimal for fitting different distributions. Once the parameter values of the extreme value distribution are estimated, there is, however, a noticeable advantage of EVS over normality Transactions of the ASME assumption in properly setting the threshold values. The next section applies the EVS technique to a test structure for damage detection.
Experimental Results
The effectiveness of EVS is demonstrated using acceleration time series recorded from an 8 DOF spring mass system shown in Fig. 5 . The system is formed with eight translating masses connected by springs. Each mass is an aluminum disc 25.4 mm thick and 76.2 mm in diameter with a center hole. The hole is lined with a Teflon bushing. There are small steel collars on each end of the discs ͑Fig. 6͒. The masses all slide on a highly polished steel rod that supports the masses and constrains them to translate only along the rod. The masses are fastened together with coil springs epoxied to the collars that are, in turn, bolted to the masses.
The DOFs, springs, and masses are numbered from the right end of the system, where the excitation is applied, to the left end as shown in Fig. 5 . The nominal value of mass 1 ͑m1͒ is 559.3 g. Again, this mass is located at the right end where the shaker is attached. m1 is greater than the others because of the hardware needed to attach the shaker. All the other masses ͑m2-m8͒ are 419.4 g. The spring constant for all the springs is 56.7 kN/m for the initial condition. Damping in the system is caused primarily by Coulomb friction. Every effort is made to minimize the friction through careful alignment of the masses and springs. A common commercial lubricant is applied between the Teflon bushings and the support rod.
The undamaged configuration of the system is the state for which all springs are identical and have a linear spring constant. Nonlinear damage is defined as an occurrence of impact between two adjacent masses. Placing a bumper between two adjacent masses so that the movement of one mass is limited relative to the other mass simulates damage. Figure 6 shows the hardware used to simulate nonlinear damage. When one end of a bumper, which is placed on one mass, hits the other mass, impact occurs. This impact simulates damage caused by the impact from the closing of a crack during vibration. Changing the amount of relative motion permitted before contact, and changing the hardness of the bumpers on the impactors, can control the degree of damage. For all damage cases presented, the initial clearance is set to zero. Table 4 summarizes each of the four damage cases. In damage case 3, 5 of the 25 data sets were ignored because the excitation level was low enough that the bumpers did not contact the other mass, resulting in effectively undamaged cases.
In this example, the AR-ARX model is first fit to an acceleration time history measured from the baseline condition of the spring-mass system. If a time prediction model obtained from the baseline system is used to predict a new time signal measured under a damaged condition, the prediction errors will increase. Based on this premise, novelty analysis is performed using the prediction errors as features. However, because the 8 DOF system is also subject to changing excitation levels, the varying input levels might result in unwanted false outliers. To overcome this difficulty, the auto-associative neural network is employed for data normalization. Because there are 4096 points in each case and a 99% confidence interval is being used, one would expect that for an undamaged case there would be 21 statistically deviant points, or outliers, on each side of the distribution, 42 outliers in total. Table 5 summarizes the diagnosis results of the 8 DOF experiment.
The outliers in the undamaged data were slightly higher than was expected, but both the normality assumption and the extreme value method yielded similar results. Several normality assessment techniques revealed that the prediction errors used as features were fairly close to normal, therefore there is no surprise that the normality assumption and EVS returned similar results in this case. Looking at m6 in the third damage case, the number of outliers is definitely above the undamaged case and would most **Entries in the table represent the number of outliers for 90% confidence thresholds. The first number is obtained using the likely show up as a false-positive indication. m1 has consistently the lowest number of outliers. This is likely because it is connected to the shaker and has less variability than the other masses in the system. In most of the damage cases the two masses between which the bumper is placed show a large increase in outliers, as expected.
Summary
Data that lie in the tails of distributions have traditionally been modeled based on a Gaussian distribution. This inherent assumption of many statistical processes can be dangerous for applications such as novelty detection, which deal mostly with those extreme data points that may not be accurately modeled by the Gaussian assumption. Extreme value statistics ͑EVS͒ takes a closer look at modeling those extreme points independent of any measure of the Gaussian assumption. Modeling the tails simplifies the statistics to some extent. These extreme points conform to one of three types of distributions: Gumbel, Weibull, or Frechet. In this paper, the novelty detection is reworked to take advantage of these extreme value distributions.
The numeric examples demonstrated the ability of EVS when applied to simple novelty analysis. Thresholds obtained from the actual distribution, the best-fit normal distribution, and specifically modeling the extreme values were contrasted. In all of the examined cases, EVS produced results that only slightly deviated from those of the true distributions. The new novelty detection, extended by incorporating EVS, was then applied to accelerometer time signals obtained from an 8 degree-of-freedom ͑DOF͒ spring-mass system. The 8 DOF system was created to demonstrate the robustness of EVS in detecting a nonlinear damage introduced into an otherwise linear system. The nonlinear damage was introduced into the system in the form of bumpers placed between the translating masses. Looking at the 8 DOF system, the results were much less drastic than the numeric examples. Several normality tests revealed that the features were nearly normally distributed, and both the Gaussian and EVS methods yielded comparable results. Despite limited scope, this paper improves the conventional novelty detection by computing a threshold value in a statistically rigorous manner from extreme value statistics instead of Gaussian statistics.
