Abstract. We present a new graph clustering algorithm aimed at obtaining clusterings of high modularity. The algorithm pursues a divisive clustering approach and uses established graph partitioning algorithms and techniques to compute recursive bipartitions of the input as well as to refine clusters. Experimental evaluation shows that the modularity scores obtained compare favorably to many previous approaches. In the majority of test cases, the algorithm outperformed the best known alternatives. In particular, among 13 problem instances common in the literature, the proposed algorithm improves the best known modularity in 9 cases.
Introduction
Clustering graphs into disjoint vertex sets is a fundamental challenge in many areas of science [3, 16, 22, 23] . It has become a central tool in network analysis. With the recent rise in the availability of data on large scale real-world networks, the need for fast algorithms capable of clustering such instances accurately has increased significantly.
There is no generally accepted notion of what constitutes a good clustering, and in many cases the quality of a clustering is application specific. However, there are several widely accepted measurements for clustering quality called clustering indices. Among the most widespread clustering indices are expansion, conductance, and modularity. In the following, we will focus on modularity. See [23] for a discussion of the former two indices.
Modularity was proposed in [32] to analyze networks, and has recently grown in popularity as a clustering index [15, 18-20, 27, 37] . In addition, several heuristics based on greedy agglomeration [11, 29] and other approaches [30, 34] have been proposed for the problem. Although it was shown in [7] that these provide no approximation guarantee, for small real world instances the solutions produced by these heuristics are usually within a very small factor of the optimum.
In general there are two algorithmic approaches to community detection which are commonly known as agglomerative and divisive (see [28] for a short survey of general techniques). Agglomerative approaches start with every vertex in a separate cluster and successively merge clusters until the clustering can no longer be improved by merging pairs of clusters. The divisive approaches on the other hand consider removing edges to detect the communities. They start with the entire graph as a cluster and successively split clusters until further splitting is no longer worthwhile. We follow the divisive approach by making extensive use of graph partitioning algorithms and techniques. A similar approach which reduces the clustering problem to a variant of the well-known MinCut problem was recently proposed [14] .
Finding a clustering that maximizes a clustering index is often NP-hard. In particular, finding a clustering of the maximum modularity in a graph was shown to be NP-hard [7] . It remains NP-hard even if the number of clusters is limited to 2. In addition, APX-hardness was established recently [12] .
The remainder of this paper is organized as follows. We give some background in the next section. Section 3 contains the proposed divisive clustering method. The algorithm that we propose uses most of the standard ingredients of a graph (or hypergraph) partitioning tool: bisection, bisection refinement, and cluster refinement. We carefully put these together and explore the design space of a divisive clustering algorithm which makes use of those ingredients. In the same section, we discuss a contrived example which shows that the divisive approaches can be short-sighted. We evaluate the proposed divisive clustering algorithm in Section 4 with different parameter settings to explore the design space. We compare the resulting modularity scores with the best known ones from the literature. Section 5 concludes the paper. Some more results from the challenge data set are provided in the Appendix A.
Background

Preliminaries.
In the following, G = (V, E, ω) is a weighted undirected graph with ω : E → R + as the weight function. A clustering C = {C 1 , . . . , C K } is a partition of the vertex set V . Each C i is called a cluster. We use G(C k ) to denote the subgraph induced by the vertices in
We define the weight of a vertex as the sum of the weights of its incident edges: ψ(v) = u∈V,{u,v}∈E ω(u, v), and we use ψ(C ) to denote the sum of the weights of all vertices in a cluster C . The sum of edge weights between two vertex sets U and T will be denoted by ω(U, T ), that is ω(U, T ) = {u,v}∈U×T ∩E ω (u, v) . The sum of the weights of all edges is denoted by ω(E), and the sum of the weights of the edges whose both endpoints are in the same cluster C is denoted as ω(C ). Furthermore, by cut(C) we denote the sum of the weights of all edges having vertices in two different clusters of C.
Coverage and Modularity.
We first define the coverage of a clustering, i.e., the fraction of edges that connect vertices in the same cluster:
We can equivalently write that cov(C) = 1 − cut(C)/ω(E). Obviously, a good clustering should have high coverage. However, since the number of clusters is not fixed, coverage can trivially be maximized by a clustering that consists of a single cluster. It is therefore not a suitable clustering index. By adding a penalty term for larger clusters, we obtain the modularity score of a clustering:
The penalty term is such that the trivial clustering, i.e., C = {C 1 }, C 1 = V , has a modularity of 0. Like other clustering indices, modularity captures the inherent trade-off between increasing the number of clusters and keeping the size of the cuts between clusters small. Almost all clustering indices require algorithms to face such a trade-off.
Algorithms
We follow the divisive approach to devise an algorithm for obtaining a clustering with high modularity. The main motivation for choosing this approach is that for a clustering C with two clusters, the coverage is just 1 − cut(C)/ω(E) and the second term in (2.2) is minimized when clusters have equal weights. In other words, in splitting a graph into two clusters so as to maximize the modularity, heuristics for the NP-complete minimum bisection problem should be helpful (a more formal discussion is given by Brandes et al. [7, Section 4.1] ). We can therefore harness the power and efficiency of the existing graph and hypergraph (bi-)partitioning routines such as MeTiS [25] , PaToH [10] , and Scotch [33] in a divisive approach to clustering for modularity.
Algorithm 1 Divisive clustering approach using graph/hypergraph bisection heuristics Input: An edge weighted graph G = (V, E, ω) Output: K : the number of clusters; C = {C 1 , C 2 , . . . , C K }: the clusters; p : the modularity score
while there is an eligible cluster to consider do 4: Let C k be an eligible cluster with the largest vertex weight 5:
update the modularity 9:
replace C k with two clusters 10:
Mark C k as ineligible for modularity (see the line 6), the cluster C k is replaced by the two clusters resulting from the bisection. If not, the cluster C k remains as is. The algorithm then proceeds to another step to pick the heaviest cluster. The clustering C found during the bisections is then refined in the subroutine RefineClusters that starts just after the bisections. The computational core of the algorithm is the Bisect routine. This routine accepts a graph and splits that graph into two clusters using existing tools that are used for the graph/hypergraph bisection problem. We have instrumented the code in such a way that one can use MeTiS, PaToH, or Scotch quite effectively at this point.
Unfortunately, there is no guarantee that it is sufficient to stop bisecting a cluster as soon as a split on it reduced the modularity score. As finding a bipartition of maximum modularity is NP-hard [7] , it is possible that a Bisect step which reduces modularity can be followed by a second Bisect step that increases it beyond its original value. As an example, consider the graph in Fig. 1 which shows a clustering, albeit a suboptimal one, that we will call C where C = {C 1 , C 2 }. This clustering has the following modularity score
Since a trivial clustering {V } has modularity p({V }) = 0, we can easily see that the clustering C reduces the modularity to negative. Now, consider the clustering C = {C 1 , C 2 1 , C 2 2 } which is obtained via a bipartition of C 2 as shown in Fig. 2 . Clustering C has the following modularity:
Thus, clustering C 2 has higher modularity than the initial trivial clustering {V }. Of course, this effect is due to the suboptimal clustering C. However, since the bipartitioning algorithm provides no approximation guarantee, we cannot preclude this. Therefore, not bisecting a cluster anymore when a Bisect operation on it reduces the modularity score has its drawbacks.
The bisection heuristic.
Our bisection heuristic is of the form shown in Algorithm 2 whose behavior is determined by a set of four parameters: a, imb, b, and e. The first one, a, chooses which algorithm to use as a bisector. We have integrated MeTiS, PaToH, and Scotch as bisectors. The bisection heuristics in PaToH and Scotch accept a parameter imb that defines the allowable imbalance between the part weights. We modified a few functions in the MeTiS 4.0 library to make the bisection heuristics accept the parameter imb. The other parameters are straightforwardly used as follows: the bisection heuristic (Algorithm 2) applies the bisector b times, refines each bisection e times and chooses the one that has the best modularity. 
Algorithm 2 The bisection heuristics Bisect(U, G)
L, R ← apply Bisector a to G with imbalance tolerance imb
5:
for j = 1 to e do 6:
L , R ← L, R
As shown in Algorithm 1, the bisection heuristic is called for a cluster C k of a clustering C with the modularity score p.
to the modularity score. When we bisect C k into C k 1 and C k 2 , the coverage of the
less than the coverage of C, and the new clusters C k 1 and C k 2 contribute
to the modularity score. The difference between the modularity scores is therefore the formula used at line 7 of Algorithm 2.
The vertex weights that are passed to the bisectors are simply the weights ψ(·) defined on the original graph. Balancing the sums of weights of the vertices in the two parts will likely reduce the squared part weights and will likely yield better modularity. This however, is not guaranteed, as the increase in the modularity score is also affected by the cut of the bisection. That is why trying a few imbalance parameters (controlled by imb), running the bisector multiple times (controlled by b) with the same imbalance parameter, and refining those bisections (controlled by e) is a reasonable approach.
The algorithm RefineBisection(L, R, G = (L∪R, E)) is a variant of FiducciaMattheyses [17] (FM) heuristic. Given two clusters, FM computes a gain associated with moving a vertex from one cluster to the other one. The efficiency of the method is achieved by keeping these gains up-to-date after every move. In the standard application of this refinement heuristic (for the graph and hypergraph bipartitioning problems, see e.g., [9, 24] ), moving a vertex changes the gains associated with the adjacent vertices only. This is not true during the refinement process for improving the the modularity score. Consider a given weighted graph G = (V, E, ω) and a bipartition L, R of V . The contribution of the clusters L and R to the modularity score is
When we move a vertex v from L to R, the new modularity score becomes
As the gain of a move includes the cluster weights, a single move necessitates gain updates for all vertices. Thus, it is not very practical to choose the move with the highest gain in modularity at every step. We therefore designed the following alternative. We keep two priority queues, one for each side of the partition, where the key values of the moves are the reduction in the cut size (that is, the key values are the standard FM gains). Assuming uniform vertex weights, among the moves of the form L → R, the one with the maximum gain in the modularity will be the vertex move with the maximum gain in the cut size. This is due to the fact that the second term in (3.3) will be the same for all vertices in L. Similarly, among the moves of the form R → L, the one with the maximum gain in the cut size will be the one with the maximum gain in the modularity. Since vertex weights are not uniform, we need to be a little careful about choosing which vertex to move. Every time we look for a vertex move, we check the first move of both priority queues and compute the actual gain (3.3) and perform the better move tentatively. Realizing the maximum gain sequence of these tentative moves is done in the same way as in the standard FM heuristic. The bisectors (MeTiS, PaToH, or Scotch) are generally accepted to be of linear time complexity. The time complexity of the RefineBisection is, due to the use of priority queues and gain update operations, O(|E| log |V |) for a graph G = (V, E). Therefore, the running time of bisection step is O(|E| log |V |). However, we should note that depending on the parameter settings the constant hidden in the formula can be large. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms moves, the most beneficial one is performed if doing so increases the modularity score. If not, the vertex v remains in its own cluster. We repeat this process several times (we use m as a parameter to control the number of such passes). The time complexity of a pass is O(|V |K + |E|) for a K-way clustering of a graph with |V | vertices and |E| edges.
Experiments
We perform a series of experiments to measure the effect of the various parameters on the modularity scores of the solutions produced by the algorithm, and to evaluate overall performance of the approach.
To this end, we use a set of 29 popular test instances which have been used in the past to study the modularity scores achieved by clustering algorithms. The instances are from various resources [1, 2, 4-6, 21, 31, 35, 36] and are available at http://www.cc.gatech.edu/dimacs10/.
We first test the algorithm using the standard parameter combination. It consists of m=5 refinement rounds at the end and a bipartition parameter of b=1. No refinements are performed during the algorithm (e=0). The results using PaToH, MeTiS, and Scotch partitioning are shown in Table 1 below.
As expected, the results for each instance are very close, with a maximum difference of less than 0.04. All partitioners provide good results, with PaToH delivering somewhat higher modularity scores. However, using MeTiS consistently yielded slightly inferior results. The same was true in preliminary versions of the experiments described below. Thus, MeTiS was not considered in the following experiments.
The slightly higher scores of PaToH can be explained by the fact that unlike SCOTCH, it uses randomization. Even though this is not intended by the algorithm design, when performing multiple partitioning runs during the Bisect routine, the randomized nature of the PaToH gives it a slightly higher chance to find a superior solution, which is generally kept by the algorithm.
In the next experiment, we investigate the effect of the refinement algorithm RefineClusters on the final result. Table 2 shows the refined modularity scores using a maximum of m = 5 refinement steps at the end of Algorithm 1 for PaToH and Scotch partitioning, as opposed to the unrefined results (m = 0). On average, the effect of the clustering refinement step (RefineClusters) amounts to an improvement of about 0.01 for Scotch and 0.0042 for PaToH. Our preliminary experiments showed that increasing the number of refinement steps beyond m = 5 improves the end result only marginally in both cases. Although the improvement for Scotch is slightly larger, the difference is not sufficient to completely equalize the gap between the unrefined results for PaToH and Scotch. Since the computational cost of the refinement heuristic is low, we will continue to use it in the following experiments.
Furthermore, we investigate the influence of the number of repetitions of the Bisector step on the modularity score by increasing the parameter b from 1 to 5. Results are shown in Table 3 where we observe a slight positive effect for b = 5 as compared to b = 1. It is interesting to note that even though PaToH is randomized, selecting the best out of 5 bisections has almost no effect. This is partially because the RefineClusters operation finds the same improvements. Due to the refinement, the total effect can even be negative since a different clustering might preclude a particularly effective refinement. Overall, we conclude that b = 5 is worthwhile for Scotch, but not for PaToH. We also study the influence of applying the refinement process during the algorithm, as opposed to the standard refinement after termination of the main algorithm. This is done by setting the parameter e = 5, i.e., we use 5 passes of RefineBisection after each call of Bisector in Algorithm 2. Results that are displayed in Table 4 show that this approach does not help to improve modularity. Most likely, improvements that can be found in this manner can also be found by calling RefineClusters at the end of the algorithm. In addition, this technique is computationally expensive, and therefore it should not be used.
Finally, we compare modularity scores obtained by our algorithm with previous results found in literature. We compare the best score found by our algorithms with the best score found in the literature. These results are shown in Table 5 . and the algorithms come quite close, deviating by only 0.00047 from the optimum values on average. The instance lesmis is a weighted graph and was treated as such here. Therefore the modularity score obtained is higher than the unweighted optimum computed in [8] . It is included here for the sake of completeness, but it is not considered for the aggregated results. For larger instances, obtaining optimum values is computationally infeasible. Thus, the scores given here represent the best value found by other clustering algorithms. Our algorithm surpasses those in 9 out of 13 instances, and its average modularity score surpasses the best reported values by 0.01. Naturally, most clustering algorithms will be quite close in such a comparison, which renders the difference quite significant.
Summing up, we conclude that the optimum configuration for our algorithm uses PaToH for partitioning with RefineClusters at m = 5. For the bipartition parameter, exceeding b = 1 is hardly worthwhile. In this configuration, RefineBisection should not be used, i.e., e = 0 should be selected.
Conclusion
We have presented a new algorithm for finding graph clusterings of high modularity. It follows a divisive approach by applying recursive bipartition to clusters. In addition, it makes use of a standard refinement heuristic. It can be implemented efficiently by making use of established partitioning software.
We experimentally established that the best modularity scores can be obtained by choosing the best out of multiple partitionings during the bipartitioning step and applying the refinement heuristic at the end of the algorithm. The modularity scores obtained in this manner surpass those of previously known clustering algorithms.
A possible variant of the proposed algorithm that can be further studied would accept bipartitions of inferior modularity for a limited number of recursion steps, thereby alleviating the problem described in Section 3. 
Appendix A. DIMACS Challenge results
After DIMACS Challenge was completed, we run the proposed divisive clustering algorithm on the challenge instances (we skipped a few of the largest graphs). In these runs, we did not try to explicitly optimize the other challenge metrics. Doing so would require some trivial changes to the proposed framework for each metric: the evaluation functions measuring the modularity, the functions that update the modularity score, and the refinement functions should now measure the desired metric(s). Without doing these changes, we measured the other clustering scores (of the partitions that took the modularity score as the criterion). The results are shown in Table 6 . The proposed algorithm is referred to as ParMod in this appendix. A comparison of the modularity scores obtained in the implementation challenge by the three best algorithms is shown in Table 7 . Even though our ParMod algorithm provides the best score only for two instances, the differences in comparison to the scores of the best ranked algorithm CGGCi RG are very small. In fact they are smaller than the impact of several of the parameters studied in Section 4. The second ranked algorithm, VNS quality provides many top ranked results. However, due to an extreme outlier for the instance cage15, the average value is lower than that of the other algorithms. When disregarding the outlier, the average lies between those of ParMod and CGGCi RG. We also give the execution time of ParMod for some small challenge instances in Table 8 . 
