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Abstract
The aim of this paper is to give an uniform approach to different kinds of degenerate hyper-
bolic Cauchy problems. We prove that a weakly hyperbolic equation, satisfying an intermediate
condition between effective hyperbolicity and the C∞ Levi condition, and a strictly hyperbolic
equation with non-regular coefﬁcients with respect to the time variable can be reduced to ﬁrst-
order systems of the same type. For such a kind of systems, we prove an energy estimate
in Sobolev spaces (with a loss of derivatives) which gives the well-posedness of the Cauchy
problem in C∞. In the strictly hyperbolic case, we also construct the fundamental solution and
we describe the propagation of the space singularities of the solution which is inﬂuenced by
the non-regularity of the coefﬁcients with respect to the time variable.
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1. Introduction
Let us consider the Cauchy problem


P(t, x,DtDx)u(t, x) = 0, (t, x) ∈] − T , T [×Rn,
u(0, x) = u0(x),
t u(0, x) = u1(x)
(1.1)
for the second-order operator


P = D2t − a(t, x,Dx)+ b(t, x,Dx)+ c(t, x),
a(t, x, ) =
n∑
i,j=1
aij (t, x)ij ,
b(t, x, ) =
n∑
j=1
bj (t, x)j ,
(1.2)
D = 1√−1, under the hyperbolicity condition
a(t, x, )0, t ∈] − T , T [, x,  ∈ Rn. (1.3)
Concerning the regularity of the coefﬁcients, we assume aij (t, ·) ∈ B∞(Rn), t ∈
] − T , T [, bj , c ∈ B0(] − T , T [;B∞(Rn)), Bk(;Y ) the space of all functions from
 to Y which are bounded together with all their derivatives up to the order k. The
regularity of the aij ’s with respect to the time variable t will be speciﬁed from case to
case.
We say that the Cauchy problem (1.1) is well-posed in the space X of functions in
Rn if for every u0, u1 ∈ X there is a unique solution u ∈ C1(] − T , T [;X).
It is well known that in the strictly hyperbolic case
a(t, x, )a0||2, a0 > 0, t ∈] − T , T [, x,  ∈ Rn (1.4)
if the coefﬁcients aij are Lipschitz continuous in the variable t, then the problem
(1.1) is well-posed in the Sobolev spaces H−∞(Rn) = ⋃s H s(Rn) and H∞(Rn) =⋂
s H
s(Rn). The C∞ well-posedness follows by the existence of domains of
dependence.
This may fail to be true either for a weakly hyperbolic equation, that is when
a(t, x, ) = 0 at some point (t, x, ),  = 0, even if aij ∈ C∞, or for a strictly
hyperbolic equation with non-Lipschitz coefﬁcients.
In the weakly hyperbolic case, the C∞ well-posedness holds for an effectively
hyperbolic operator and it is stable under any perturbation of the lower-order terms
b(t, x,Dx), c(t, x). Otherwise, the ﬁrst-order term b(t, x, ) has to satisfy Levi
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conditions. From [18], the condition
|xb(t, x, )|C
√
a(t, x, ), t ∈] − T , T [, x,  ∈ Rn,  ∈ Zn+ (1.5)
is sufﬁcient in dimension of space n = 1 assuming that the coefﬁcients are analytic
functions of the two variables t, x. The same holds true for any n1 with analytic
coefﬁcients aij (t), bj (t), c(t) depending only on the variable t, see [10].
An intermediate condition between effective hyperbolicity and (1.5) has been in-
troduced in [9]. There the C∞ well-posedness is proved taking C∞ functions aij (t),
bj (t), c(t) of the variable t and assuming that there is an integer k2 such that the
symbols a(t, ), b(t, ) satisfy
k∑
j=0
|jt a(t, )| = 0, |b(t, )|Ca(t, ), t ∈] − T , T [, || = 1 (1.6)
with
 = 1
2
− 1
k
. (1.7)
Notice that for a = a(t, ) independent of x, the effective hyperbolicity is equivalent
to
a(t, ) = 0 ⇒ 2t a(t, ) > 0, t ∈] − T , T [, || = 1
that can be expressed also as follows:
2∑
j=0
|jt a(t, )| = 0, t ∈] − T , T [, || = 1.
This is in line with the fact that taking k = 2 in (1.7) one gets  = 0 (no Levi
condition). On the other hand, one has  = 12 with k = ∞ that means that under the
Levi condition it is not necessary to assume that a(t, ) has only zeros of ﬁnite order.
Furthermore (1.7) cannot be improved since the Cauchy problem for
P = D2t − t2D2x + tDx
is well-posed in C∞ if and only if
− 1,
see [15].
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The dependence on the space variable x ∈ Rn, n1, of the lower-order terms
b(t, x,Dx)+ c(t, x) is allowed in [12]. There the C∞ well-posedness is proved under
the assumption
k∑
j=0
|jt a(t, )| = 0, |xb(t, x, )|Ca(t, ),
t ∈] − T , T [, x ∈ Rn, || = 1,  ∈ Zn+, (1.8)
this time with the larger, for k > 2, value of 
 = 1
2
− 1
2(k − 1) . (1.9)
Another kind of degeneracy for the problem (1.1) occurs when the operator P is
strictly hyperbolic but the coefﬁcients in the principal term a(t, x,Dx) are not Lipschitz
continuous. From the pioneering work [6] and from [11] (see also [1]) we know that
the log-Lipschitz regularity gives the optimal modulus of continuity for the C∞ well-
posedness.
A further way to weaken the Lipschitz regularity has been introduced in [7] starting
from the case of coefﬁcients depending only on the time variable, namely the singular
behavior
|t a(t, )| C|t − t0|q , q1, t ∈] − T , T [, t = t0, || = 1 (1.10)
of the ﬁrst derivative as t tends to a point t0, say t0 = 0.
The optimal exponent for the C∞ well-posedness is q = 1.
The dependence on space variables was allowed in [4], the sharp bound
|t a(t, x, )|C |log |t |||t | , t ∈] − T , T [, t = 0, x ∈ R
n, || = 1
was established in [8,16].
Notice that when the coefﬁcients are not smooth in all variables, a general second-
order operator
P = D2t +Q1(t, x,Dx)Dt +Q2(t, x,Dx), (1.11)
Qj of order j, j = 1, 2, cannot be reduced to the canonical form (1.2). A recent
counterexample in [14] shows that the factor |log |t || is not allowed in the general case
Q1 = 0, in particular the results of [5] for higher-order equations are optimal.
The aim of this paper is to consider from a uniﬁed point of view the above different
degenerate hyperbolic problems, proving the H±∞ well-posedness by means of an
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energy estimate, and, in the strictly hyperbolic case, to discuss the propagation of the
singularities constructing the fundamental solution.
We are able to do this assuming that the principal term a(t, x,Dx) in (1.2) is of the
form


a(t, x, ) = (t)Q(x, ),
(t)0, Q(x, ) =
n∑
i,j=1
qij (x)ij q0||2, q0 > 0,
t ∈] − T , T [, x,  ∈ Rn.
(1.12)
In the weakly hyperbolic case, we assume  ∈ C∞ and that there is an integer k2
such that
k∑
h=0
|(h)(t)| = 0, |xbj (t, x)|C(t),  =
1
2
− 1
k
,
j = 1, . . . , n, t ∈] − T , T [, x ∈ Rn,  ∈ Zn+. (1.13)
Notice that for this class of operators we reach the optimal bound (1.7) for the exponent
. In particular, this improves the results of [12] in the case of dimension n = 1.
Concerning the regularity of the function (t), in the strictly hyperbolic case
(t)0 > 0, t ∈] − T , T [,
we assume either the log-Lipschitz regularity
|(t)− (s)|C|t − s||log |t − s||, s, t ∈] − T , T [, s = t (1.14)
or the singular behavior of the ﬁrst derivative of  ∈ C1(] − T , T [−{0})
|′(t)| C|t | , t = 0. (1.15)
As in [5], we can prove the well-posedness in H±∞ of the Cauchy problem for
strictly hyperbolic operators with non-Lipschitz coefﬁcients of the general form (1.11)
but we need (1.12) in constructing the fundamental solution.
Both in weakly and strictly hyperbolic Cauchy problems, we use the same uniﬁed
approach that consists of the following steps:
(1) Factorization of the principal part of P by means of regularized characteristic roots.
(2) Reduction of the equation Pu = f to an equivalent 2× 2 system LU = F with
L = t − i(t, x,Dx)+ A(t, x,Dx) (i =
√−1), (1.16)
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where (t, x, ) is a real diagonal matrix of symbols of order 1 and the matrix
A(t, x, ) satisﬁes ∣∣∣∣
∫ t
0
|A(s, x, )| ds
∣∣∣∣ c0 +  log〈〉,
c0,  > 0, t ∈] − T , T [, 〈〉 = (1+ ||2)1/2. (1.17)
(3) Energy estimate in Sobolev spaces for the operator L. In this step, the bound
(1.17) allows us to use the sharp Gårding inequality after a change of variables
that carries a -loss of derivatives.
In the strictly hyperbolic case, we construct also the fundamental solution of the Cauchy
problem as a matrix of Fourier integral operators. Here, as in [2], we use the commu-
tation laws for the ﬂuxes of the bicharacteristics which follow from (1.12), see Lemma
5.1. This approach allows us to construct the amplitudes by the method of transport
equations and, in solving these ones, we obtain in a natural way amplitudes of ﬁnite-
order  thanks to (1.17). This is in line with the -loss of derivatives already observed
in the energy estimate but, on the other hand, we cannot prove Lemma 5.1 in the
weakly hyperbolic case. However, we expect that the reduction to a system of the type
(1.16), (1.17) could lead to a general construction.
The fundamental solution allows us to describe the wave front set of the solution of
(1.1) for a strictly hyperbolic operator that satisﬁes (1.12) and either (1.15) or (1.14).
If bj , c ∈ B∞(] − T , T [×Rn) and
 ∈ C∞(] − T , T [\{0}),
then we have the propagation along isolated bicharacteristics as in the non-degenerate
case  ∈ C∞(] − T , T [). If  is singular elsewhere, we may have a ﬂux of broken
bicharacteristics, even if the equation is strictly hyperbolic (see the examples in [3]).
This paper is organized as follows: in Section 2, we prove the energy estimate for an
operator L as in (1.16). In Section 3, we take a weakly hyperbolic operator P satisfying
(1.12), (1.13) and we reduce the equation Pu = f to a system of the form (1.16) and
(1.17). We perform the same reduction for a strictly hyperbolic operator in Section 4
assuming either (1.15) or (1.14). In Section 5, we construct the fundamental solution
under the assumption of strict hyperbolicity.
Finally, we would like to mention that microlocal method are used in [13,19] to
consider some weakly or non-Lipschitz hyperbolic problems from a uniﬁed point
of view.
2. Energy estimates
In this section, we prove an energy estimate for a particular kind of ﬁrst-order
system. In the next sections, we will show that this result can be applied both to weakly
hyperbolic and strictly hyperbolic (with non-Lipschitz coefﬁcients) scalar equations.
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Hereafter we consider t ∈ [0, T ] only to have a simpler notation. There would not
be any difﬁculty in dealing also with the backward Cauchy problem, as usual for
hyperbolic operators.
Let us consider
L = t − i


	˜1(t, x,Dx) 0
. . .
0 	˜(t, x,Dx)

+ A(t, x,Dx) (2.1)
for t ∈ [0, T ], T > 0, x ∈ Rn, where
	˜j (t, x, ) ∈ R, 	˜j ∈ L1([0, T ]; S1), j = 1, . . . , , (2.2)
A is a ×  matrix such that


A ∈ L1([0, T ]; S1),
|A(t, x, )|
(t, ), 
 ∈ L1([0, T ]; S1),∫ T
0
|
(t, )| dt〈〉−|| log (1+ 〈〉), 0.
(2.3)
Here, as usual, Sm = Sm(Rn×Rn) denotes the space of all symbols a(x, ) satisfying
|xa(x, )|C〈〉m−||,
which is the limit space as →∞ of the Banach spaces Sm of all symbols such that
|a|m, := sup
x,
sup
||+||
|xa(x, )|〈〉−m+|| < +∞.
For the operator (2.1) we have the following a priori estimate:
Theorem 2.1. Under the hypotheses (2.2), (2.3) there exists  > 0 such that the energy
estimate
‖U(t)‖2C
(
‖U(0)‖2+ +
∫ t
0
‖LU()‖2+ d
)
(2.4)
holds for all U ∈ C1([0, T ];H+) ∩ C([0, T ];H++1).
Remark 2.2. This result implies the well-posedness, with a -loss of derivatives, in
H±∞ of the Cauchy problem for the operator L. The positive constant  depends only
on the ’s in (2.3).
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Proof. Let us deﬁne the operator w0(t,Dx) with symbol
w0(t, ) = e−
∫ t
0 
(,) d (2.5)
and consider the operator
Lw0 = w0Lw−10 . (2.6)
We have
Lw0 = t − i


	˜1 0
. . .
0 	˜

+ 
(t,Dx)I + A+ B(1), (2.7)
where B(1) satisﬁes


|xB(1)(t, x, )|b(1),(t)〈〉−|| log(1+ 〈〉),
b
(1)
, ∈ L1([0, T ]).
(2.8)
We will refer to the property (2.8) in the following by writing
B(1) ∈ L1([0, T ]; S0log).
Moreover, from the sharp Gårding inequality for systems (e.g. [17, Theorem 4.4, p.
134]) we know that there exist
P ∈ L1([0, T ]; S1), B(2) ∈ L1([0, T ]; S0log)
such that

(t,Dx)I + A(t, x,Dx) = P(t, x,Dx)+ B(2)(t, x,Dx) (2.9)
with P a positive operator, that is with
〈PU(t), U(t)〉0, U ∈ C([0, T ];H 1), (2.10)
where 〈·, ·〉 denotes the scalar product in H 0(Rn)=L2(Rn).
If we take
B = B(1) + B(2) ∈ L1([0, T ]; S0log),
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we have from (2.8)
|〈BU(t), U(t)〉|b(t)〈log(1+ 〈Dx〉)U(t), U(t)〉 (2.11)
with a function b ∈ L1([0, T ]) and we can write
Lw0 = t − i


	˜1 0
. . .
0 	˜

+ P + B.
Now, we introduce another change of variable deﬁning
{
w1(t,Dx) = (1+ 〈Dx〉)−
∫ t
0 b() d,
w = w1w0, Lw = wLw−1. (2.12)
A calculation of Lw gives
Lw = t − i


	˜1 0
. . .
0 	˜

+ P + B + b(t) log(1+ 〈Dx〉)I + R,
R ∈ L1([0, T ]; S0), (2.13)
where now, from (2.11), also B + b(t) log(1+ 〈Dx〉)I is a positive operator.
Let us consider for  = 0
d
dt
‖U(t)‖20 = 2〈U ′(t), U(t)〉.
From (2.13), (2.10), (2.11) we have
d
dt
‖U(t)‖20(t)‖U(t)‖20 + C‖LwU(t)‖20
with a function  ∈ L1([0, T ]). So by Gronwall’s inequality we ﬁnd
‖U(t)‖20C0
(
‖U(0)‖20 +
∫ t
0
‖LwU()‖20 d
)
. (2.14)
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In order to generalize (2.14) to the case  > 0, we only need to notice that for each
 the operator 〈Dx〉Lw〈Dx〉− has the same structure as Lw. So we have also
‖U(t)‖2C
(
‖U(0)‖2 +
∫ t
0
‖LwU()‖2 d
)
(2.15)
which gives (2.4) since, from (2.3) and (2.12), there are positive , C such that
‖wV (t)‖2C‖V (t)‖2−
for all V ∈ C0([0, T ];H(R)n). 
3. Weakly hyperbolic equations
In this section we consider the Cauchy problem
{
P(t, x,DtDx)u(t, x) = 0, (t, x) ∈ [0, T ] × Rn,
u(0, x) = u0(x), t u(0, x) = u1(x)
(3.1)
for the second-order operator
P = D2t − (t)Q(x,Dx)+ b(t, x,Dx)+ c(t, x), (3.2)
where


 ∈ C∞([0, T ];R),
Q(x, ) =
n∑
i,j=1
qij (x)ij , qij ∈ B∞(Rn;R),
b(t, x, ) =
n∑
j=1
bj (t, x)j , bj ∈ C([0, T ];B∞(Rn)).
(3.3)
Here, the weak hyperbolicity of P is expressed by
(t)0, Q(x, )q0||2, q0 > 0 (3.4)
and, following [9], we are going to impose an intermediate condition between the
effective hyperbolicity and the Levi condition. Notice that for this class of operators,
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the effective hyperbolicity is equivalent to
(t) = 0 ⇒ ′′(t) > 0
that can be expressed also as follows:
2∑
h=0
|(h)(t)| = 0.
The main result of this section is the following.
Theorem 3.1. Let us consider the operator (3.2) under condition (3.4) and let us
assume that for an integer k2
k∑
h=0
|(h)(t)| = 0, t ∈ [0, T ], (3.5)

 |

xbj (t, x)|C(t),  =
k − 2
2k
,
t ∈ [0, T ], x ∈ Rn, j = 1, . . . , n.
(3.6)
Then the Cauchy problem (3.1) is well-posed in H±∞.
Proof. Our aim is to reduce the scalar equation Pu = f to an equivalent system
LU = F with L that fulﬁlls all the assumptions in Theorem 2.1.
The ﬁrst step is to factorize the principal part of P by means of the approximated
characteristic root
	˜(t, x, ) =
√
(t)+ 〈〉−2
√
Q(x, ). (3.7)
We have
D2t − (t)Q(x,Dx) = (Dt − 	˜(t, x,Dx))(Dt + 	˜(t, x,Dx))
+ S(t, x,Dx)+ R(t, x,Dx), (3.8)
where
S(t, x, ) = i
′(t)
2
√
(t)+ 〈〉−2
√
Q(x, )+ (t)
4Q(x, )
n∑
j=1
j Q(x, )DxjQ(x, ),
R(t, x, ) ∈ C([0, T ]; S0).
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Now, in order to reduce the scalar operator (3.2) to an equivalent system operator of
the ﬁrst order, we deﬁne
(t, ) =
√
1+ (t)〈〉2 (3.9)
and
{
u0 = (t,Dx)u,
u1 = (Dt + 	˜(t, x,Dx))u.
(3.10)
Notice that
 ∈ C([0, T ]; S1), −1 ∈ C([0, T ]; S0), √−1 ∈ C([0, T ]; S−1).
We have
(Dt + 	˜)u0 = u1 + i2−1′(t)〈Dx〉2−2u0 + [	˜,]−1u0, (3.11)
where the operator [	˜,]−1 is of order 0 because
[	˜,]−1 = [,], (x, ) = 〈〉−1
√
Q(x, ).
Then, from (3.3), (3.8)–(3.11), the problem (3.1) for the operator (3.2) is equivalent
to the Cauchy problem
L1U = 0, U(0, x) = U0 (3.12)
with
U = (u0, u1)
for the ﬁrst-order system
L1 = t +
(
i	˜(t, x,Dx) −i(t,Dx)
0 −i	˜(t, x,Dx)
)
+A1(t, x,Dx)′(t)〈Dx〉2−2(t,Dx)+ B1(t, x,Dx)b(t, x,Dx)−1(t,Dx)
+R1(t, x,Dx),
A. Ascanelli, M. Cicognani / J. Differential Equations 217 (2005) 305–340 317
where A1(t, x, ), B1(t, x, ), R1(t, x, ) are 2× 2 matrices such that
A1, B1, R1 ∈ C0([0, T ]; S0).
The matrix
(
i	˜(t, x, ) −i(t, )
0 −i	˜(t, x, )
)
can be diagonalized by
M(x, ) =

 1 〈〉2√Q(x, )
0 1

 ,
which is elliptic of order zero, so problem (3.12) is equivalent to
{
LU = 0,
U(0, x) = U˜0, (3.13)
where
L = t +
(
i	˜(t, x,Dx) 0
0 −i	˜(t, x,Dx)
)
+A(t, x,Dx)′(t)〈Dx〉2−2(t,Dx)+ B(t, x,Dx)b(t, x,Dx)−1(t,Dx)
+R(t, x,Dx)
with new 2× 2 matrices
A,B,R ∈ C0([0, T ]; S0).
We have that
′(t)〈〉2−2(t, ) = 
′(t)
((t)+ 〈〉−2)1−1/N
1
((t)+ 〈〉−2)1/N
belongs to ∈ L1([0, T ]; S2/N ) for every N2, so in particular to ∈ L1([0, T ]; S1),
since 1/N is an absolutely continuous function in view of Lemma 1 in [10].
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Then we notice that from (3.6)
b(t, x, )−1(t, ) = b(t, x, )〈〉√(t)+ 〈〉−2
= b(t, x, )〈〉((t)+ 〈〉−2)
1
((t)+ 〈〉−2)1/k
so, in particular, b(t, x, )−1(t, ) ∈ C([0, T ]; S2/k), k2, because (3.6) implies
b(t, x, )
〈〉((t)+ 〈〉−2) ∈ C([0, T ]; S
0).
Now, in order to apply Theorem 2.1 to the operator L, we need only to check that

(t, ) = C |
′(t)|
(t)+ 〈〉−2 + C
1
((t)+ 〈〉−2)1/k ,
C a sufﬁciently large constant, satisﬁes the last condition in (2.3).
As simple particular cases of Lemmas 1 and 2 of [9] we have

∫ T
0
|′(t)|
(t)+ 〈〉−2 dtc0 +  log〈〉,∫ T
0
1
((t)+ 〈〉−2)1/k dtc0 +  log〈〉
(3.14)
for some positive constants c0, . For instance, to estimate the second integral, one
uses that  has isolated zeros of order less or equal to k and in a neighborhood of
such a zero one just takes into account that∫ T
0
1
(tk + 〈〉−2)1/k dt 
∫ 〈〉−2/k
0
1
〈〉−2/k dt +
∫ T
〈〉−2/k
1
t
dt
= 1+ log T〈〉−2/k .
The same arguments can be applied to all the derivatives 
 after having noticed
that

(t, ) = q()1 (t, )
|′(t)|
(t)+ 〈〉−2 + q
()
2 (t, )
1
((t)+ 〈〉−2)1/k ,
q
()
1 , q
()
2 ∈ C([0, T ]; S−||),
thus problem (3.13) satisﬁes all the assumptions (2.1)–(2.3).
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The proof is complete in view of Theorem 2.1 and the equivalence between (3.13)
and (3.1). 
4. Strictly hyperbolic equations
In this section we consider again the Cauchy problem
{
P(t, x,DtDx)u(t, x) = 0, (t, x) ∈ [0, T ] × Rn,
u(0, x) = u0(x), t u(0, x) = u1(x)
(4.1)
for the second-order operator
P = D2t − (t)Q(x,Dx)+ b(t, x,Dx)+ c(t, x) (4.2)
with


Q(x, ) =
n∑
i,j=1
qij (x)ij , qij ∈ B∞(Rn;R),
b(t, x, ) =
n∑
j=1
bj (t, x)j , bj ∈ C([0, T ];B∞(Rn)),
(4.3)
but now we assume that P is strictly hyperbolic, that is,
(t)0 > 0, Q(x, )q0||2, q0 > 0. (4.4)
Here, the degeneracy of the problem (4.1) comes from the low regularity of the coef-
ﬁcient (t). Precisely, we assume either
|(t)− (s)|C|t − s||log |t − s||, s, t ∈ [0, T ], s = t (4.5)
or
 ∈ C([0, T ]) ∩ C1(]0, T ]), |′(t)| C
t
. (4.6)
Following [4,5], we show that Theorem 2.1 implies the H±∞ well-posedness of
problem (4.1) also in this case.
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Theorem 4.1. Let us consider the operator (4.2) under conditions (4.4) and either
(4.5) or (4.6).
Then the Cauchy problem (4.1) is well-posed in H±∞.
Remark 4.2. We underline that, as in [5], we can prove the same result for a general
strictly hyperbolic operator of the form
P = D2t +Q1(t, x,Dx)Dt +Q2(t, x,Dx),
Qj of order j, j = 1, 2.
We brieﬂy recall the proof in the particular case of P satisfying the assumptions
in Theorem 4.1 to better underline that our method is the same as for the weakly
hyperbolic case in Section 3 and because we are going to construct, in the next section,
the fundamental solution for such an operator.
Proof. Also here we reduce the scalar equation Pu = f to an equivalent system
LU = F with L that fulﬁlls all the assumptions in Theorem 2.1.
The ﬁrst step is again to factorize the principal part of P by means of approximated
characteristic roots. Let us denote
±	(t, x, ) = ±
√
(t)Q(x, ) (4.7)
the roots of P and let us introduce the molliﬁed roots
±	˜(t, x, ) = ±
∫
	(, x, )((t − )〈〉)〈〉 d (4.8)
with  ∈ C∞0 (R), 01,
∫
() d = 1, 	(, x, ) = 	(T , x, ) for T , 	(, x, ) =
	(0, x, ) for 0.
The symbols
A(0) = 	− 	˜, A(1) = 〈〉−1t 	˜ (4.9)
fulﬁll all the conditions in (2.3). In fact, under the assumption (4.5) we have
|xA(j)(t, x, )|C〈〉−||(1+ log〈〉),
which gives (2.3) with 
 = (1+ log〈〉),  > 0, independent of t,  = T .
If the coefﬁcient  satisﬁes (4.6) we have both
A(j) ∈ C([0, T ]; S1)
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and
tA(j) ∈ C([0, T ]; S0)
thus we have |A(j)(t, x, )|
(t, ) choosing

(t, ) = (t〈〉)〈〉 + (1− (t〈〉))/t,
(y) = 1 for |y|1, (y) = 0 for |y|2
with a large  > 0 and a smooth function , 01. Also the other conditions in
(2.3) are fulﬁlled, in particular
∫ T
0

(t, ) dt
∫ 2〈〉−1
0
〈〉 dt + 
∫ T
2〈〉−1
(1/t) dtc0 +  log〈〉.
So we can factorize P as follows:
P(t, x,Dt ,Dx) = (Dt − 	˜(t, x,Dx))(Dt + 	˜(t, x,Dx))
+R0(t, x,Dx)〈Dx〉 + R1(t, x,Dx)Dt
with Rj satisfying (2.3) for j = 0, 1.
Then, given a scalar function u(t, x), we deﬁne
u0 = 〈Dx〉u, u1 = (Dt + 	˜(t, x,Dx))u, (4.10)
so that the problem (4.1) for the operator (4.2) is equivalent to the Cauchy problem
L1U = 0, U(0, x) = U0 (4.11)
with
U = (u0, u1)
for the ﬁrst-order system
L1 = t +
(
i	˜(t, x,Dx) −i〈Dx〉
0 −i	˜(t, x,Dx)
)
+ A1(t, x,Dx),
where A1(t, x, ) is a 2× 2 matrix that satisﬁes (2.3).
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The triangular matrix
(
i	˜(t, x, ) −i〈〉
0 −i	˜(t, x, )
)
can be diagonalized by
M(t, x, ) =

 1 〈〉2	˜(t, x, )
0 1


which is elliptic of order zero.
Notice that also tM and tM−1 fulﬁll (2.3), so problem (4.11) is equivalent to
LU = 0, U(0, x) = U˜0, (4.12)
where
L = t +
(
i	˜(t, x,Dx) 0
0 −i	˜(t, x,Dx)
)
+ A(t, x,Dx) (4.13)
with a new 2× 2 matrix A(t, x, ) that still satisﬁes (2.3).
The proof is complete in view of Theorem 2.1 and the equivalence between (4.12)
and (4.1). 
Remark 4.3. As far as the regularity of the lower-order terms is concerned, our proof
holds under the weaker assumption bj ∈ L1([0, T ];B∞). For oscillating coefﬁcients not
in L1, we expect that some Levi-type condition is needed also in the strictly hyperbolic
case.
5. The fundamental solution
In this section, we consider a pseudodifferential operator L in [0, T ] × Rn of the
type
L = t +
(
i	(t, x,Dx) 0
0 −i	(t, x,Dx)
)
+ A(t, x,Dx), (5.1)
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where 

	(t, x, ) = √(t)Q(x, ), Q(x, ) =
n∑
i,j=1
qij (x)ij ,
 ∈ C([0, T ];R), qij ∈ B∞(Rn;R),
(t)0 > 0, Q(x, )q0||2, q0 > 0
(5.2)
and the matrix A(t, x, ) ∈ C([0, T ]; S1), A = (aij )1 i,j2, satisﬁes
|xA(t, x, )|
(t, ), 
 ∈ C([0, T ] × Rn),∫ T
0

(t, ) dt〈〉−|| log(1+ 〈〉),  > 0 (5.3)
(cf. (2.3)). We construct the fundamental solution for such an operator L, that is, we
construct a continuous family of operators E(t, s) in H−∞, t, s ∈ [0, T ], such that
LE(t, s) = 0, E(s, s) = I,
provided that T is sufﬁciently small.
Referring to the proof of Theorem 4.1, notice that the matrix A in (4.13) fulﬁlls
condition (5.3), besides (2.3), and the same holds true for the difference
	− 	˜
in (4.9) between the true root 	 and the molliﬁed root 	˜ of the operator P in (4.2).
So, we can replace 	˜ by 	 in (4.13) and we can use the fundamental solution of
the operator (5.1) to study the propagation of the singularities of the solution of the
scalar Cauchy problem (4.1) in view of the equivalence between the problems (4.12)
and (4.1).
The fundamental solution will be constructed as a matrix of Fourier integral operators.
As a ﬁrst step in the construction, we introduce the phase functions we need, referring
to [17], Chapter 10, for more details and for all the properties that we recall.
Let us take the positively homogeneous (in the variable ) real symbols ±	(t, x, )
of order 1 and let us consider the canonical transformations in Rn × (Rn \ {0})
(x±, ±) = C±(t, s)(y, ), (5.4)
where x± = x±(t, s; y, ), ± = ±(t, s; y, ) are the bicharacteristics through (y, )
at t = s, that is the solutions of the Hamilton–Jacobi equations

dx±
dt
= ±∇	(t, x±, ±), d±
dt
= ∓∇x	(t, x±, ±),
(x±, ±)|t=s = (y, )
(5.5)
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for t, s ∈ [0, T ], T sufﬁciently small. The generating phase functions of the transfor-
mations C±(t, s) are the solutions 
± = 
±(t, s; x, ) of the eikonal equations
t
± = ±	(t, x,∇x
±), 
±|t=s = x · , (5.6)
since they satisfy
y = ∇
±(t, s; x±, ), ± = ∇x
±(t, s; x±, ). (5.7)
We need to consider also the composed transformations
C(1)+ (t, t1, s) = C+(t, t1)C−(t1, s), C(1)− (t, t1, s) = C−(t, t1)C+(t1, s) (5.8)
for t1 between s and t, together with their respective generating functions, deﬁned as
the products of the phase functions 
+,
−,
+(t, t1, s; x, ) = 
+(t, t1; x, )#
−(t1, s; x, ),
−(t, t1, s; x, ) = 
−(t, t1; x, )#
+(t1, s; x, ),
which are the solutions of the eikonal equations
t± = ±	(t, x,∇x±), ±|t=t1 = 
∓. (5.9)
By deﬁnition
±(t, s, s; x, ) = 
±(t, s; x, ), ±(t, t, s; x, ) = 
∓(t, s; x, ). (5.10)
Furthermore
t1±(t, t1, s; x, ) = ∓2	(t1, X±,±), (5.11)
where (X±,±), called the critical point of ±, is deﬁned by
(X±,±) = C∓(∇±(t, t1, s; x, ), ). (5.12)
The form (5.2) of 	 gives a commutation law for the products of the phase functions

+,
−.
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Lemma 5.1. Let us consider the function f (t) = ∫ t0 √() d. We have
±(t, t1, s) = ∓(t,ϑ, s),
ϑ = ϑ(t, t1, s) = f−1(f (t)− f (t1)+ f (s)) (5.13)
for either s t1 t or s t1 t .
Proof. Let us denote (x, ) = √Q(x, ) and let us consider +(t,ϑ, s). We have,
with ϑ deﬁned in (5.13), the relation
t+(t,ϑ, s) =
√
(t)(x,∇x+(t,ϑ, s))− 2
√
(ϑ)(X+(t,ϑ, s),+(t,ϑ, s))tϑ
= √(t)(x,∇x+(t,ϑ, s))− 2√(t)(X+(t,ϑ, s),+(t,ϑ, s)).
From (5.5),  is constant along the bicharacteristics, in particular
(X+,+) = (x,∇x+),
thus +(t,ϑ, s) solves
t+(t,ϑ, s) = −
√
(t)(x,∇x+(t,ϑ, s)).
We have also
+(t,ϑ, s)|t=t1 = +(t1, s, s) = 
+(t1, s)
so
+(t,ϑ, s) = −(t, t1, s)
because these two functions solve the same Cauchy problem (5.9).
Since
t1 = ϑ(t,ϑ(t, t1, s), s),
this gives also
−(t,ϑ, s) = +(t, t1, s). 
Now, we construct the amplitudes of the Fourier integral operators in the fundamental
solution. For 
(t, s; x, ) a real homogeneous phase function, 
 ∈ C([0, T ]2; S1), and
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an amplitude a(t, s; x, ) of order m, we denote by a
(t, s; x,Dx) the operator from
H+m(Rn) to H(Rn)
a
(t, s; x,Dx)v(x) = (2)−n
∫
ei
(t,s;x,)a(t, s; x, )v˜() d,
where v˜ denotes the Fourier transform of v. The amplitudes we are going to construct
are symbols in the space C([0, T ]; Sm1−,), for an arbitrary  < 12 with the usual notation
Sm, for the space of all symbols p(x, ) such that
|xp(x, )|C〈〉m−||+||.
We begin by constructing the fundamental solution for the diagonal part
Ld = t +
(
i	(t, x,Dx) 0
0 −i	(t, x,Dx)
)
+
(
a11(t, x,Dx) 0
0 a22(t, x,Dx)
)
(5.14)
of the operator L in (5.1). In this step, we need only the phase functions 
+,
− and
not their products +,−, furthermore we do not need to assume (5.2) for 	.
Proposition 5.2. With a sufﬁciently small T, there are two symbols e± ∈
C1([0, T ]2; S1−,) for a  > 0 and any  < 12 such that the operator
Ed(t, s) =
(
e+
+(t, s; x,Dx) 0
0 e−
−(t, s; x,Dx)
)
(5.15)
satisﬁes
LdEd(t, s) = 0, Ed(s, s) = I, (5.16)
s, t ∈ [0, T ].
Proof. We have to prove that given the scalar operators
p± = t ± i	(t, x,Dx)+ a±(t, x,Dx),
a+ = a11, a− = a22, we can construct two symbols e±(t, s; x, ) such that
p±e±
±(t, s) = 0, e±
±(s, s) = I, (5.17)
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s, t ∈ [0, T ]. In the remaining part of the proof we write p for p±, 
 for 
± and e
for e±.
We construct the symbol e by an asymptotic expansion
e(t, s; x, ) ∼
∞∑
=0
e(t, s; x, ) (5.18)
in the following sense:
e0(t, s; x, ) ∈ C1([0, T ]2; S1−,),
e0(s, s; x, ) = 1, (5.19)
e(t, s; x, ) ∈ C1([0, T ]2; S−+1−, ),
e(s, s; x, ) = 0, 1 (5.20)
and for any integer N1 we have both
e(t, s; x, )−
N−1∑
=0
e(t, s; x, ) ∈ C1([0, T ]2; S−N+1−, ) (5.21)
and

(
p
N−1∑
=0
e,
(t, s; x,Dx)
)
∈ C([0, T ]2; S1+−N+1−, ), (5.22)
where

(
p
N−1∑
=0
e,
(t, s; x,Dx)
)
denotes the symbol of the operator
p
N−1∑
=0
e,
(t, s; x,Dx).
Let us consider the bicharacteristic (x(t, s; y, ), (t, s; y, )) through (y, ) at t = s
and let y = y(t, s; x, ) denote the inverse function of x = x(t, s; y, ) which exists
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provided that T is sufﬁciently small. We look for e of the form
e(t, s; x, ) = e˜(t, s; y(t, s; x, ), ). (5.23)
In view of the asymptotic expansion of the symbol (p
∑N−1
=0 e,
(t, s; x,Dx)), e.g.
Theorem 2.2 in Chapter 10 of [17], we have (5.19), (5.20) and (5.22) if e˜0(t, s; y, ) ∈
C1([0, T ]2; S1−,), e˜(t, s; y, ) ∈ C1([0, T ]2; S−+1−, ), 1, and they solve the trans-
port equations
{
t e˜0(t, s; y, ) = b(t, s; y, )e˜0(t, s; y, ),
e˜0(s, s; y, ) = 1,
(5.24)
{
t e˜(t, s; y, ) = b(t, s; y, )e˜(t, s; y, )+ r−1(t, s; y, ),
e˜(s, s; y, ) = 0, 1,
(5.25)
where
b(t, s; y, )
= −(1/2)
n∑
j,k=1
2jk	(t, x(t, s; y, ), (t, s; y, ))
2
xj xk

(t, s; x(t, s; y, ), )
−ia(t, x(t, s; y, ), (t, s; y, )) (5.26)
and, for each 1, r−1 is determined by e˜k , 0k− 1, and p.
From (5.3), the symbol b(t, s; y, ) ∈ C([0, T ]2; S1) fulﬁlls
∫ T
0
|yb(t, s; y, )| dt ˜〈〉−|| log(1+ 〈〉), (5.27)
so the solution
e˜0 = e
∫ t
s b(,s;y,) d
of (5.24) satisﬁes
|ye˜0(t, s; y, )|  Ce|
∫ t
s |b(,s;y,)| d|〈〉−||(log(1+ 〈〉))|+|
 C′〈〉−||(log(1+ 〈〉))|+|. (5.28)
In particular, e˜0 ∈ C([0, T ]2; S1−,) for a positive  and every  ∈]0, 1/2[.
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Now, if for 1 we assume
|ye˜−1(t, s; y, )|Ce|
∫ t
s |b(,s;y,)| d|〈〉−||−+1(log(1+ 〈〉))|+|+2(−1)
then, taking (5.3) and Theorem 2.2 in Chapter 10 of [17] into account, we have
∣∣∣∣
∫ t
s
e|
∫ t
 |b(1,s;y,)| d1||yr−1(, s; y, )| d
∣∣∣∣
 ˜′e|
∫ t
s |b(,s;y,)| d|〈〉−||−(log(1+ 〈〉))|+|+2.
Thus, from
e˜(t, s) = e˜0(t, s)
∫ t
s
e˜0(, s)
−1r−1(, s) d, 1
and (5.28), we have proved
|ye˜(t, s; y, )|  Ce|
∫ t
s |b(,s;y,)| d|〈〉−||−(log(1+ 〈〉))|+|+2
 C′〈〉−||−(log(1+ 〈〉))|+|+2, (5.29)
0, by induction on . In particular e˜ ∈ C([0, T ]2; S−+1−, ), 1.
By taking any e′(t, s; x, ) such that e′ −∑N−1=0 e ∈ C1([0, T ]2; S−N+1−, ) for all
N1, we have constructed an approximate fundamental solution (parametrix) for p
since e′
(t, s; x,Dx) satisﬁes
pe′
(t, s) = r
(t, s), e′
(s, s) = I, (5.30)
where r
(t, s) is a regularizing operator with symbol
r(t, s; x, ) ∈ C([0, T ]2; S−∞).
Now, to complete the proof, we obtain a fundamental solution
e
(t, s) = e′
(t, s)+ r ′
(t, s)
by adding a regularizing operator with symbol r ′(t, s; x, ) ∈ C([0, T ]2; S−∞) deter-
mined by e′, r and p as in the proof of Theorem 4.1 in Chapter 7 of [17]. 
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Next, we construct the fundamental solution for the full operator L in (5.1) using
also the products +,− of the phase functions 
+,
−.
Theorem 5.3. Let T be such that the operator Ed(t, s) constructed in Proposition 5.2
is deﬁned for t, s ∈ [0, T ] and let us set


E(t, s) = Ed(t, s)+
∫ t
s
Ef (t, t1, s) dt1,
Ef (t, t1, s) =
(
e+1,+(t, t1, s; x,Dx) e+2,+(t, t1, s; x,Dx)
e−1,−(t, t1, s; x,Dx) e−2,−(t, t1, s; x,Dx)
)
.
(5.31)
There are four symbols e±j ∈ C1(; Sm1−,), j = 1, 2, for a positive m and any
 < 1/2,
 = {(t, t1, s); s t1 t} ∪ {(t, t1, s); s t1 t},
such that the operator E(t, s) satisﬁes
LE(t, s) = 0, E(s, s) = I, (5.32)
s, t ∈ [0, T ].
Remark 5.4. From (5.32) we have that the Cauchy problem
LU = F, U|t=0 = U0,
is well-posed in H±∞ since it has the unique solution
U(t) = E(t, 0)U0 +
∫ t
0
E(t, )F () d.
Proof. For A = (aij ) in (5.1) and e±
±(t, s) the operators in the matrix Ed , let us
denote q+
+(t, s) = −a21e+
+(t, s), q−
−(t, s) = −a12e−
−(t, s). Taking (5.16) and (5.10)
into account, we have to ﬁnd Ef (t, t1, s) such that


∫ t
s
LEf (t, t1, s) dt1 = 0,
e+1,
−(t, t, s) = 0, e
+
2,
−(t, t, s) = q−
−(t, s),
e−1,
+(t, t, s) = q+
+(t, s), e
−
2,
+(t, t, s) = 0.
(5.33)
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We construct the symbols e±j , j = 1, 2, by asymptotic expansions
e±j (t, t1, s; x, ) ∼
∞∑
=0
e±j,(t, t1, s; x, ) (5.34)
in the following sense:


e±j,0(t, t1, s; x, ) ∈ C1(; Sm1−,),
e+1,0(t, t, s) = 0, e+2,0(t, t, s) = q−(t, s),
e−1,0(t, t, s) = q+(t, s), e−2,0(t, t, s) = 0,
(5.35)
where q± is the amplitude of the Fourier integral operator q±
± in (5.33),
{
e±j,(t, t1, s; x, ) ∈ C1(; Sm−+1−, ),
e±j,(t, t, s; x, ) = 0, 1,
(5.36)
and for any integer N1 we have both
e±j (t, t1, s; x, )−
N−1∑
=0
e±j,(t, t1, s; x, ) ∈ C1(; Sm−N+1−, ) (5.37)
and
∫ t
s

(
L
N−1∑
=0
Ef,(t, t1, s)
)
dt1 ∈ C([0, T ]2; S1+m−N+1−, ), (5.38)
where

(
L
N−1∑
=0
Ef,(t, t1, s)
)
denotes the symbol of the operator L
∑N−1
=0 Ef,(t, t1, s),
Ef,(t, t1, s; x,Dx) =
(
e+1,,+(t, t1, s; x,Dx) e+2,,+(t, t1, s; x,Dx)
e−1,,−(t, t1, s; x,Dx) e−2,,−(t, t1, s; x,Dx)
)
. (5.39)
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Let us consider the broken bicharacteristics
(x±(t, t1, s; y, ), ±(t, t1, s; y, )) = C(1)± (t, t1, s)(y, ), (5.40)
where C(1)± are deﬁned by (5.8), and let y± = y±(t, t1, s; x, ) denote the inverse
function of x± = x±(t, t1, s; y, ). We look for e±j, of the form
e±j,(t, t1, s; x, ) = e˜±j,(t, t1, s; y±(t, t1, s; x, ), ). (5.41)
By equality (5.13), for any a(t, t1, s; x, ) ∈ C(; Sm,) we have


∫ t
s
a±(t, t1, s; x,Dx) dt1 =
∫ t
s
a∓(t, t1, s; x,Dx) dt1,
a(t, t1, s) = a(t,ϑ(t, t1, s), s)√(t1)/(ϑ(t, t1, s)),
(5.42)
so we have (5.35), (5.36) and (5.38) if e˜±j,0(t, t1, s; y, )∈C1(; Sm1−,), e˜±j,(t, t1, s; y, )
∈ C1(; Sm−+1−, ), 1, and the matrices of symbols
E˜f,(t, t1, s; y, ) =
(
e˜+1,(t, t1, s; y, ) e˜+2,(t, t1, s; y, )
e˜−1,(t, t1, s; y, ) e˜−2,(t, t1, s; y, )
)
, (5.43)
0, solve the transport equations


t E˜f,0(t, t1, s) = B(t, t1, s)˜E˜f,0(t, t1, s),
E˜f,0(t1, t1, s) =
(
0 q˜−(t1, s)
q˜+(t1, s) 0
)
,
(5.44)
{
t E˜f,(t, t1, s) = B(t, t1, s)˜E˜f,(t, t1, s)+ R−1(t, t1, s),
E˜f,(t1, t1, s) = 0, 1,
(5.45)
where
B(t, t1, s; y, ) =
(
b′+(t, t1, s; y, ) 0
0 b′−(t, t1, s; y, )
)
+ B ′′(t, t1, s; y, ), (5.46)
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b′±(t, t1, s; y, )
= ∓(1/2)
n∑
j,k=1
2jk	(t, x±(t, t1, s), ±(t, t1, s))
2
xj xk
±(t, t1, s; x±(t, t1, s), ),
B ′′(t, t1, s; y, )
= −i
(
a11(t, x+(t, t1, s), +(t, t1, s)) a12(t, x+(t, t1, s), +(t, t1, s))
a21(t, x−(t, t1, s), −(t, t1, s)) a22(t, x−(t, t1, s), −(t, t1, s))
)
,
the operator ˜ is deﬁned by
˜E˜f,(t, t1, s) =
(
e˜+1,(t, t1, s) e˜
+
2,(t, t1, s)
e˜−1,(t, t1, s) e˜
−
2,(t, t1, s)
)
(5.47)
and, for each 1, R−1 is determined by E˜f,k , 0k− 1, and L.
For g(t, t1, s) ∈ C(), let us denote
‖g‖(t, s) = sup
t1
|g(t, t1, s)|. (5.48)
Since we have
C−1‖g‖(t, s)‖g‖(t, s)C‖g‖(t, s), C = √max /min ,
the solution E˜f,0 of (5.44) satisﬁes
‖E˜f,0‖(t, s; y, )C0〈〉1+e|
∫ t
s ‖B‖(,s) d|,
where 1+  comes from the order of q±.
From (5.3), the symbol B(t, t1, s; y, ) ∈ C(; S1) fulﬁlls
∫ T
0
‖yB‖(t, s; y, ) dt ˜〈〉−|| log(1+ 〈〉) (5.49)
so, taking derivatives y

 in (5.44), we can prove by induction on |+ | that
‖yE˜f,0‖(t, s; y, )  Ce|
∫ t
s ‖B‖(,s;y,) d|〈〉1+−||(log(1+ 〈〉))|+|
 C′〈〉m−||(log(1+ 〈〉))|+|. (5.50)
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In particular E˜f,0 ∈ C(; Sm1−,) for a positive m and every  ∈]0, 1/2[.
Now, if for 1 we assume
‖yE˜f,−1‖(t, s; y, )
Ce|
∫ t
s ‖B‖(,s;y,)| d|〈〉1+−||−(−1)(log(1+ 〈〉))|+|+2(−1),
then, taking (5.3) and Theorem 2.2 in Chapter 10 of [17] into account, we have
∣∣∣∣
∫ t
s
e|
∫ t
 ‖B‖(1,s;y,)| d1|‖yR−1‖(, s; y, ) d
∣∣∣∣
 ˜′e|
∫ t
s ‖B‖(,s;y,) d|〈〉1+−||−(log(1+ 〈〉))|+|+2.
Thus, by induction on , we prove that
‖yE˜f,‖(t, s; y, )
Ce|
∫ t
s ‖B‖(,s;y,) d|〈〉1+−||−(log(1+ 〈〉))|+|+2
C′〈〉m−||−(log(1+ 〈〉))|+|+2, 0. (5.51)
In particular E˜f, ∈ C(; Sm−+1−, ), 1.
By taking any E′f (t, t1, s; x, ) such that E′f −
∑N−1
=0 Ef, ∈ C1(; Sm−N+1−, ), for
all N1, we have constructed the approximate fundamental solution (parametrix)
Ed(t, s)+
∫ t
s
E′f (t, t1, s) dt1 for L.
In the same way as at the end of the proof of Proposition 5.2, there is a regularizing
operator R′(t, t1, s) such that
E(t, s) = Ed(t, s)+
∫ t
s
(E′f (t, t1, s)+ R′(t, t1, s)) dt1
satisﬁes (5.32). 
Now, we use the fundamental solution to investigate the propagation of the singu-
larities in the Cauchy problem (4.1) with initial data u0, u1 ∈ H−∞(Rn).
For a distribution v in Rn, as usual, we denote by WF(v) the wave front set of v,
so a point (x0, 0) ∈ Rn × (Rn \ {0}) does not belong to WF(v) if and only if there
are a micro-elliptic operator Q(x,Dx) at (x0, 0) and functions a(x), b(x) ∈ C∞0 (Rn)
such that aQbv ∈ C∞0 (Rn). The projection of WF(v) on Rnx is the singular support
(sing supp v) of v.
Let us consider ﬁrst the Cauchy problem (4.1) in the case that the coefﬁcients in
the lower-order terms are smooth also in the t variable and the coefﬁcient (t) in the
principal part of the operator P fulﬁlls the assumptions of Theorem 4.1 being singular
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only at t = 0. For instance, a natural example of a C∞ function (t) of t ∈]0, T ]
which satisﬁes (4.6) is given by a function such that
|jt (t)|Cj/tj .
The next theorem says that, in this case, the wave front set WF(u(t, ·)) of the
solution of the Cauchy problem (4.1) propagates along the isolated bicharacteristics C±
as in the regular case (t) ∈ C∞([0, T ]).
Theorem 5.5. Let us consider the Cauchy problem (4.1) under the hypotheses of The-
orem 4.1 and the further assumption
bj , c ∈ B∞([0, T ] × Rn)
with T such that the fundamental solution E(t, s) constructed in Theorem 5.3 is deﬁned
for t, s ∈ [0, T ].
If  ∈ C∞(]0, T ]), then the solution u(t, x) satisﬁes
WF(u(t, ·)) ∪WF(t u(t, ·))
⊂ {(x, ) = C±(t, 0)(y, ); (y, ) ∈ WF(u0) ∪WF(u1)}. (5.52)
Proof. We have to prove
WF(U(t, ·)) ⊂ {(x, ) = C±(t, 0)(y, ); (y, ) ∈ WF(U0)} (5.53)
for the solution U of the equivalent Cauchy problem
LU = 0, U|t=0 = U0.
Let E(t, s) be the fundamental solution constructed in Theorem 5.3. For any  ∈ (0, t)
we have
U(t) = E(t, )U() = E(t, )E(, 0)U0.
In view of the propagation of wave front sets under the action of a Fourier integral
operator, e.g. Theorem 3.14 Chapter 10 in [17], from (5.32) we obtain
WF(U(, ·)) ⊂ {(x, ) = C(1)± (, t1, 0)(y, ); 0 t1, (y, ) ∈ WF(U0)},
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in particular, denoting
((x, ), (y, )) = |x − y| +
∣∣∣||−1 − ||−1∣∣∣ , (5.54)
we have
(WF(U(, ·)),WF(U0))C
with C > 0 independent of . So we obtain (5.53) letting → 0 if we prove
WF(U(t, ·)) ⊂ {(x, ) = C±(t, )(y, ); (y, ) ∈ WF(U(, ·))}.
Since (t) ∈ C∞([, T ]), this follows from the well-known results of propagation of
the singularities in the strictly hyperbolic Cauchy problem with smooth coefﬁcients,
but we prefer to give a direct proof using the structure (5.31) of the fundamental
solution E(t, s).
Let us consider operators of the type
A±(t, s; x,Dx) =
∫ t
s
a±(t, t1, s; x,Dx) dt1, s < t. (5.55)
We have to prove that if t1 "→ a(t, t1, s; x, ) is a C∞ map from [s, t] to Sm,,  < ,
then we have
WF(A+(t, s)v) ∪WF(A−(t, s)v)
⊂ {(x, ) = C±(t, s)(y, ); (y, ) ∈ WF(v)} (5.56)
for any v(x) ∈ H−∞(Rn), instead of the inclusion
WF(A±(t, s)v) ⊂ {(x, ) = C(1)± (t, t1, s)(y, ); s t1 t, (y, ) ∈ WF(v)}
which holds assuming that a(t, t1, s) is only continuous in the variable t1.
From (5.11) and (5.2) we have
|t1±(t, t1, s; x, )|C0〈〉, C0 > 0
so we can integrate by parts in (5.55) using ei± = (it1±)−1t1(ei±).
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Repeating this process N times and taking (5.10) into account, we obtain
A±(t, s; x,Dx)
=
N∑
k=0
a+k,
+(t, s; x,Dx)+
N∑
k=0
a−k,
−(t, s; x,Dx)+
∫ t
s
aN,±(t, t1, s; x,Dx) dt1,
a±k (t, s) ∈ Sm−k, , aN(t, t1, s) ∈ Sm−N, .
So, if v ∈ Hs(Rn) and (x0, 0) = C±(t, s)(y, ) for all (y, ) ∈ WF(v), then we have
A±(t, s; x,Dx)v ∈ Hs−m+N micro-locally at (x0, 0) for any N. This proves (5.56)
and completes the proof. 
In the ﬁnal part of this paper, we extend Theorem 5.5. From the examples in [3] we
know that if (t) is singular at t1 ∈]0, t¯[, then the wave front set (with respect to the
space variable x) WF(u(t¯, ·)) of the solution u(t, x) at t = t¯ may contain the points
(x, ) = C(1)± (t¯ , t1, 0)(y, ) with (y, ) ∈ WF(u0) ∪WF(u1). When sing supp  does
not reduce to a single point, besides C(1)± (t, t1, s), we need to consider all the other
broken bicharacteristics deﬁned inductively by


C()+ (t, t, . . . , t2, t1, s) = C+(t, t)C(−1)− (t, . . . , t1, s),
C()− (t, t, . . . , t2, t1, s) = C−(t, t)C(−1)+ (t, . . . , t1, s),
s t1 t2 · · ·  t t, 2.
(5.57)
By an iterated use of Lemma 5.1 we have


C()± (t, t, . . . , t2, t1, s) = C(1)± (t,ϑ(), s),
ϑ() = ϑ()(t, t, . . . , t2, t1, s) ∈ [s, t],
|tjϑ()(t, t, . . . , t2, t1, s)| =
√
(tj )/(ϑ()),
j = 0, . . . , + 1, t = t+1 t · · ·  t2 t1 t0 = s.
(5.58)
Next, for a closed subset K of [0, T ] and a conic closed subset W of Rn× (Rn \{0}),
let us denote by
C(∞)± (t,K, s)W
the smallest closed conic set containing
{(x, ) = C()± (t, t, . . . , t1, s)(y, ); t, . . . , t1 ∈ K, 1, (y, ) ∈ W }.
338 A. Ascanelli, M. Cicognani / J. Differential Equations 217 (2005) 305–340
For all the points
(x
()
± , 
()
± ) = C()± (t, t, . . . , t2, t1, s)(y, ), (y, ) ∈ W,
we have
∑
j=1
d(tj ,K)⇒ ((x()± , ()± ), C(∞)± (t,K, s)W)C (5.59)
with C > 0 independent of  and , d(·, ·) the euclidean distance, (·, ·) deﬁned by
(5.54).
We can now prove our general result of propagation of the singularities.
Theorem 5.6. Let us consider the Cauchy problem (4.1) under the hypotheses of The-
orem 4.1 and the further assumption
bj , c ∈ B∞([0, T ] × Rn)
with T such that the operator E(t, s) constructed in Theorem 5.3 is deﬁned for t, s ∈
[0, T ]. Let us then denote by K the singular support of the function (t).
If the boundary K of K has zero Lebesgue measure, then the solution u(t, x)
satisﬁes
WF(u(t, ·)) ∪WF(t u(t, ·)) ⊂ C(∞)± (t,K, 0)WF(u0) ∪ C(∞)± (t,K, 0)WF(u1). (5.60)
Proof. We have to prove
WF(U(t, ·)) ⊂ C(∞)± (t,K, 0)WF(U0) (5.61)
for the solution U of the equivalent Cauchy problem
LU = 0, U|t=0 = U0.
Given any  > 0, let
K ⊂
N⋃
j=1
[aj , bj [,
N∑
j=1
(bj − aj ), [aj , bj [∩[ah, bh[= ∅ for h = j,
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be a covering of the compact set K of total length less or equal to . For t ∈]0, T ]
let us denote
12 · · ·  (0 = 0, +1 = t)
the points aj , bj ∈ [0, t]. We have
U(t) = E(t, ) . . . E(2, 1)E(1, 0)U0,
where E(t, s) is the fundamental solution constructed in Theorem 5.3. From the proof
of Theorem 5.5 we know that under the action of E(k+1, k) the wave front sets
propagate only along the simple bicharacteristics C±(k+1, k) if ]k, k+1[∩K = ∅.
From this and (5.31), we have
WF(U(t, ·)) ⊂ {(x, ) = C()± (t, t, . . . , t1, s)(y, ); (y, ) ∈ WF(U0)},
where tj = h, tj+1 ∈]h, h+1[, tj+2 = h+1 only if ]h, h+1[∩K = ∅.
We have
∑
j=1
d(tj ,K)2
so we obtain (5.61) from (5.59) letting → 0. 
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