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Abstract: In this article, we demonstrate through specific examples that the evolution of the size of the
absolute stability regions of Runge–Kutta methods for ordinary differential equation does not depend on the
order of methods.
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Introduction
Representations of the stability regions of Runge–Kutta methods are presented in several lit-
eratures [1–8, 11, 13]. It has been found that the stability region varies according to the order of
the method. However, it is not proven in the literature whether or not there is a relation between
the evolution of the size of the region of stability and the order of the method. In this article, we
demonstrate that the evolution of the size of the stability region does not depend on the order of the
methods. For that we exhibit methods whose regions of stability grow according to the order. Sub-
sequently, we give a counter-example where we introduce a new 8 order method [12]. We compare
the stability region of this new 8 order method with those of certain lower order methods. We show
that the stability regions of lower order methods are larger than that of the new 8 order method.
The study will be done in accordance with the following plan: in Section 2 we describe some gen-
eralities on the stability regions, in Section 3 we present some stability functions, in Section 4 we
present the new 8 order method and its stability regions, Section 5 we give a conclusion.
1. Generalities on the stability regions
Consider a general form of the first-order ODE given below:
y′ = f(x, y(x)), (1.1)
with the initial condition y(x0) = y0 for the interval x0 ≤ x ≤ xn. Here, x is the independent
variable, y is the dependent variable, n is the number of point values, and f is the function of the
derivation. The goal is to determine the unknown function y(x) whose derivative satisfies (1.1) and
the corresponding initial values. In doing so, let us discretize the interval x0 ≤ x ≤ xn to be
x0, x1 = x0 + h, x2 = x0 + 2h, ..., xn = x0 + nh,
1 We would like to express our deepest appreciation and gratitude to Professor Sergey Khashin of Ivanovo
State University who provided us the possibility to coordinate and complete this article.
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where h is the fixed step size. With the initial condition y(x0) = y0, the unknown grid function
y1, y2, y3, · · · , yn can be calculated by using the Runge–Kutta method of the order 8 (RK8 method).
The 8-th order method is thus obtained by the resolution of the 200 equations with 11 stages [12]
on Maple.
Lets consider the Butcher tableau of 8 order and 11 steps RK method (see Fig. 1):
0
c2 a2,1
c3 a3,1 a3,2
c4 a4,1 a4,2 a4,3
c5 a5,1 a5,2 a5,3 a5,4
c6 a6,1 a6,2 a6,3 a6,4 a6,5
c7 a7,1 a7,2 a7,3 a7,4 a7,5 a7,6
c8 a8,1 a8,2 a8,3 a8,4 a8,5 a8,6 a8,7
c9 a9,1 a9,2 a9,3 a9,4 a9,5 a9,6 a9,7 a9,8
c10 a10,1 a10,2 a10,3 a10,4 a10,5 a10,6 a10,7 a10,8 a10,9
c11 a11,1 a11,2 a11,3 a11,4 a11,5 a11,6 a11,7 a11,8 a11,9 a11,10
b1 b2 b3 b4 b5 b6 b7 b8 b9 b10 b11
Figure 1. Butcher tableau of RK8 method.
The numerical solution is given by the formula
yi+1 = yi + h
( 11∑
s=1
bsks
)
, (1.2)
with
ks = f
(
xi + csh, yi + h
s−1∑
j=1
as,jkj
)
, xi+1 = xi + h. (1.3)
The concept of absolute stability, in its simplest form, is based on the analysis of the behavior,
according to the values of the step h, of the numerical solutions of the model equation [9–12]:
u′(t) = λu(t). (1.4)
Using (1.3) and (1.4), we obtain:
for s ≥ 1, ks = λ
(
yi + h
s−1∑
j=1
as,jkj
)
;
which gives:
yi+1 = ζ (hλ) yi.
If z = hλ, then the absolute stability region is the set
{z ∈ C| |ζ(z)| ≤ 1} .
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2. Presentation of some stability functions
Consider the standard Runge-Kutta methods of orders 1 to 4. When (1.2) and (1.3) are applied
to the model problem (1.4), the resulting equations are
RK1: yi+1 = (1 + z) yi;
RK2: yi+1 =
(
1 + z +
z2
2
)
yi;
RK3: yi+1 =
(
1 + z +
z2
2
+
z3
6
)
yi;
RK4: yi+1 =
(
1 + z +
z2
2
+
z3
6
+
z4
24
)
yi.
The stability regions are shown at the next figure:
Figure 2. Evolution of the stability region according to the order.
We can see the evolution of the size of the region of stability as the order of the method increases.
Let’s now give a counterexample for which the stability region is very small.
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3. Presentation of the new 8 order method and its stability regions
The family of the 8th order method is thus obtained by the resolution of the 200 equations with
11 stages [12] on Maple. This method depends on free parameters b8 and a10,5 [12].
Some of related coefficients have fixed values, not depending on b8 and a10,5, these coefficients
are:
b1 =
1
20
; b2 = 0; b3 = 0; b4 = 0; b5 = 0; b6 = 0; b9 =
16
45
; b10 =
49
180
; b11 =
1
20
;
c2 =
1
2
; c3 =
1
2
; c4 =
7 +
√
21
14
; c5 =
7 +
√
21
14
; c6 =
1
2
;
c7 =
7−√21
14
; c8 =
7−√21
14
; c9 =
1
2
; c10 =
7 +
√
21
14
; c11 = 1;
a2,1 =
1
2
;
a3,1 =
1
4
; a3,2 =
1
4
;
a4,1 =
1
7
; a4,2 =
−7− 3√21
98
; a4,3 =
21 + 5
√
21
49
;
a5,1 =
11 +
√
21
84
; a5,2 = 0; a5,3 =
4
√
21
63
+
2
7
; a5,4 =
21−√21
252
;
a6,1 =
5 +
√
21
48
; a6,2 = 0; a6,3 =
9 +
√
21
36
; a6,4 =
−231 + 14√21
360
; a6,5 =
63 − 7√21
80
;
a7,1 =
10−√21
42
; a7,2 = 0;
a9,1 =
1
32
; a9,2 = 0;
a10,1 =
1
14
; a10,2 = 0; a10,9 =
4
√
21
35
+
132
245
;
a11,1 = 0; a11,2 = 0; a11,9 =
28 − 28√21
45
; a11,10 =
49− 7√21
18
.
And the others are expressed in terms of b8 and a10,5:
b7 = −b8 + 49
180
;
a7,3 = −(24/35)a10,5 − 136/105 − (12/245)a10,5
√
21 + (656/2205)
√
21;
a7,4 = 7− (3/10)a10,5
√
21− (71/45)
√
21 + (3/10)a10,5;
a7,5 = −(3/10)a10,5 + (3/10)a10,5
√
21− 43/6 + (169/105)
√
21;
a7,6 = −(277/735)
√
21 + 181/105 + (12/245)a10,5
√
21 + (24/35)a10,5 ;
a8,1 = −180b8
√
21 − 49√21− 1800b8 + 343
7560b8
; a8,2 = 0;
a8,5 = −441a10,5
√
21− 3240a7,5b8 − 28
√
21 + 882a7,5 − 2205a10,5 + 147
3240b8
;
a8,6 =
72a10,5
√
21 + 1620a7,6b8 − 29
√
21− 441a7,6 − 252a10,5 + 119
1620b8
;
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And also:
a8,3 = −900b8
√
21 + 11340a7,2b8 + 11340a8,6b8 − 98
√
21− 3087a7,2 − 4860b8 + 686
11340b8
;
a8,7 =
49
1620b8
;
a8,4 =
(c28/2) − a8,2c2 − a8,3c3 − a8,5c5 − a8,6c6 − a8,7c7
c4
;
a9,3 = (1/8)a10,5
√
21− (1/8)a10,5 − (1/72)
√
21 + 1/72;
a9,4 = −49/288 − (7/32)a10,5
√
21 + (7/288)
√
21 + (49/32)a10,5 ;
a9,5 = (7/32)a10,5
√
21− (35/576)
√
21− (49/32)a10,5 + 21/64;
a9,6 = −(1/8)a10,5
√
21 + (1/8)a10,5 + (1/72)
√
21 + 5/36;
a9,7 = 91/576 + (7/192)
√
21− (585/1568)b8
√
21− (405/224)b8 ;
a9,8 = (585/1568)b8
√
21 + (405/224)b8 ;
a10,3 = −(6/49)a10,5
√
21− (2/7)a10,5 + (2/147)
√
21 + 2/63;
a10,4 = 1/9 − a10,5;
a10,6 = (2/7)a10,5 − 803/2205 + (6/49)a10,5
√
21− (59/735)
√
21;
a10,7 = 1/9 + (1/42)
√
21 + (2295/686)b8 + (495/686)b8
√
21;
a10,8 = −(2295/686)b8 − (495/686)b8
√
21;
a11,3 = (2/3)a10,5
√
21− (2/3)a10,5 − (2/27)
√
21 + 2/27;
a11,4 = −(7/6)a10,5
√
21 + (7/54)
√
21 + (49/6)a10,5 − 49/54;
a11,5 = (7/27)
√
21− 77/54 − (49/6)a10,5 + (7/6)a10,5
√
21;
a11,6 = (2/3)a10,5 − 64/135 − (2/3)a10,5
√
21 + (94/135)
√
21;
a11,7 = 7/18 − (265/98)b8
√
21− (215/14)b8 ;
a11,8 = (265/98)b8
√
21 + (215/14)b8.
The numerical solution is given by the formula (1.2). The values of ks are given by the formula (1.3).
We can notice that if b8 = 49/180 and a10,5 = 1/9, then we find the method of Cooper–Verner [1, 12].
With the help of Maple, the stability function depends on a10,5 and is given by [12]:
ζ(z) = 1 + z +
1
2
z2 +
1
6
z3 +
1
24
z4 +
1
120
z5 +
1
720
z6 +
1
5040
z7 +
1
40320
z8
+
(
− 797
50803200
+
1
25200
a10,5 +
37
4233600
√
21a10,5 − 499
152409600
√
21
)
z9
+
(
1
470400
+
1
2083725
√
21− 31
940800
a10,5 − 61
8467200
√
21a10,5
)
z10
+
(
− 1
29030400
− 13
4267468800
√
21 +
11
1612800
a10,5 +
353
237081600
√
21a10,5
)
z11.
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For a10,5 = 10
6 we find
ζ(z) = 1 + z +
1
2
z2 +
1
6
z3 +
1
24
z4 +
1
120
z5 +
1
720
z6 +
1
5040
z7
+
1
40320
z8 +
2015999203
50803200
z9 − 15499999
470400
z10 +
197999999
29030400
z11
+
190285643
21772800
√
21z9 − 60046871
8334900
√
21z10 +
6353999987
4267468800
√
21z11.
The stability region of the new RK8 method for a10,5 = 10
6 is given by Fig. 3.
Figure 3. Stability region of the new RK8 method for a10,5 = 10
6.
We can see that the stability region of the new method of order 8 is smaller than 2, 3, 4. There
is a decrease in the values of x and y.
For a10,5 = 10
12 the stability region is the following (see Fig. 4):
Figure 4. Stability region of the new RK8 method for a10,5 = 10
12.
We can see that the stability region of the new method of order 8 is smaller than those of
ordering regions 1, 2, 3, 4. There is a decrease in the values of x and y.
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For a10,5 = 9 . . . 9︸ ︷︷ ︸
37 times
the stability region is is shown at the next figure:
Figure 5. Stability region of the new RK8 method.
We find that the values of x and y have very strongly diminished and the region of stability is
very small.
4. Conclusion
Presumably, by representing the domains of stability of methods of the order of 1, 2, 3, 4, one
could assume that the higher the order, the greater the area of stability. However, a new 8 order
method is discovered. The stability region of this 8 order method is smaller than that of the regions
of orders 2, 3, 4. We can therefore conclude that the evolution of the size of the stability regions of
Runge-Kutta methods does not depend on the order of the method.
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