where the  j represents the j th element of the association vector, x i represents the input value of the i th dimension for a specific input state x, m ij represents the center of the receptive field functions, σ ij represents the variance of the receptive field functions, and N D represents the number of the receptive field functions for each input state. Each element of the receptive field functions is inferred to produce a partial fuzzy output by applying the value of its corresponding association vector as input matching degree. The partial fuzzy output is defuzzified into a scalar output y by the centroid of area (COA) approach. Then the actual output y is derived as follows 
III. THE LEARNING ALGORITHM FOR TSK-FCMAC NETWORK
A learning algorithm, which consists of an input space partition scheme based on the self-clustering method (SCM) to appropriately determine the various distributions of the input training data and a parameter learning scheme based on the gradient descent learning algorithm to adjust the free parameters.
A. The Self-Clustering Method (SCM)
The SCM is proposed to implement scatter partitioning of the input space. It is a distance-based connectionist clustering algorithm. In any hypercube cell, the maximum distance between an example point and the hypercube cell center is less than a threshold value, which has been set as a clustering parameter and would affect the number of hypercube cells to be estimated. In the clustering process, the data examples come from a data stream, and the process starts with an empty set of hypercube cells. The hypercube cell will be updated and be changed depends on the position of the current example in the input space. A hypercube cell will not be updated any more when its distance, Dc, reaches the value that is equal to the threshold value D thr . Step 5: If S im is greater than D thr , the example P i does not belong to any existing hypercube cells. A new hypercube cells is created as described in Step 1 and the algorithm returns to Step2.
If
Step 6: If S im is not greater than D thr , the hypercube cells C m is updated by moving its center, C m , and increasing the value of its distance, Dc m , and width Wd m _x, Wd m _y. The parameters are updated by the following equation:
where C m _x is the value of the x dimension for C m , C m _y is the value of the y dimension for C m , P i _x is the value of the x dimension for P i , and P i _y is the value of the y dimension for P i .The algorithm returns to Step 2. 
B. The Parameter Learning Scheme
There are four parameters need to be tuned, i.e. m ij , σ ij , a 0j , and a ij , and used the supervised gradient descent method to modify these parameters. Our goal is to minimize the cost function E, defined as follows
where y d (t) is the desired output and y(t) is the actual output at time t. Then the parameter learning algorithm, based on backpropagation, is described as follows
where a 0j and a ij is the proper scalar and coefficient of the i th input dimension, and j is the j th element of the TSK-type
Step 1 Create the first hypercube cell from the input stream as the first hypercube cell center C 1 , and setting its distance Dc 1 and width Wd 1 _x, Wd 1 _y to zero.
If all samples of the data stream have been processed, the algorithm is finished. Otherwise, the current input sample, P i , is taken and the distances between this sample and all n already created hypercube cell centers C j ,
, j=1, 2, …, n, are calculated.
Step 3: If there is any distance value Dist ij equal to, or less than, at least one of the distance Dc j , j=1, 2, …, n, it means that the current sample P i belongs to a hypercube cell C m with the minimum distance
In this case, neither a new hypercube cell is created, nor any existing it is updated, as in the cases of P 4 and P 6 shown in Fig. 3 . The algorithm then returns to Step 2. Otherwise, the algorithm goes to the next step.
Step 4: Find a hypercube cell with center C m and its distance Dc m from all n existing hypercube cell centers by calculating the values 
The special situation shows that the distances between a given point P 11 and both hypercube cell means Dc 1 and Dc 2 are the same as shown in Fig. 2 . The cluster C 2 , which has small dimension distances D 2 _x, will be selected to expand. To avoid the hypercube cell numbers increase quickly, we make a judgment, as follows: 
where η is the learning rate, between 0 and 1, and e is the error between the desired output and the actual output,
. The receptive field functions are updated as follows (16) where i denotes the i th input dimension for i=1, 2, …, n, m ij denotes the mean of the receptive field functions, and σ ij denotes the variance of the receptive field functions. The parameters of the receptive field functions are updated by the amount
where η is the learning rate of the mean and the variance for the receptive field functions.
IV. PREDICTION OF THE CHAOTIC TIME SERIES
The Mackey-Glass chaotic time series x(t) in consideration here is generated from the following delay differential equation
Crowder [3] extracted 1000 input-output data pairs {x, y d } which consist of four past values of x(t), i.e.
where τ=17 and x( )=1.2. There are four inputs to the TSK-FCMAC network, corresponding to these values of x(t), and one output representing the value x(t+Δt), where Δt is a time prediction into the future. The first 500 pairs, from x(1) to x(500), are the training data set, while the remaining 500 pairs, from x(501) to x(1000), are the testing data set. The initial threshold value in the SCM is 0.7, and the learning rate is η=0.01. After the SCM clustering process, there are four hypercube cells generated.
There are two parameter learning scheme are used during the training process. First scheme (i.e., scheme 1) represents that only the TSK-type consequent parameters are tuned by gradient descent method while the receptive field functions are fixed. Second scheme (i.e., scheme 2) represents that both the TSK-type consequent parameters and the receptive field functions are tuned by gradient descent method. The learning curves of the scheme 1 and scheme 2 methods are shown in performance among various predictors. The prediction outputs of the chaotic time series for the scheme 1 and scheme 2 methods are shown in Fig. 4 (a) and Fig. 4 (c) . The solid line represents the output of the time series, and the dotted line represents the output of the TSK-FCMAC network. Fig. 4 (b) and Fig. 4 (d) show the prediction errors and the TSK-FCMAC network output using comparison results of the prediction performance among various predictors. The previous results were taken from [4] - [6] . The performance of the very compact fuzzy system obtained by the TSK-FCMAC network is better than all previous works. The performance of the very compact fuzzy system obtained by the TSK-FCMAC network is better than all previous works. 
V. CONCLUSION
In this paper, a new TSK-type fuzzy CMAC (TSK-FCMAC) network was proposed for prediction. The advantages of the proposed TSK-FCMAC network are summarized as follows: (1) it implements scatter partitioning of the input space dynamically; (2) it can keep a smaller rms error; and (3) it has much lower memory requirement than conventional CMAC network.
