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Abstract. We present an Itoˆ’s formula for the one-dimensional discrete-time quantum walk and give some examples
including a Tanaka’s formula by using the formula. Moreover we discuss integrals for the quantum walk.
1 Introduction
The Itoˆ formula for Brownian motion is famous for the stochastic calculus. Itoˆ’s stochastic calculus is a
very useful tool for mathematical finance, stochastic control and filtering problems, see Kunita [13], for
example. Itoˆ’s formula for the random walk has also been investigated (see Fujita [2, 3]). Quantum walks
were introduced as the quantum counterparts and they have been intensively studied for the last decade
([9, 10, 11, 14]). However it is not known that Itoˆ’s formula for the discrete-time quantum walk. Therefore
we consider an Itoˆ’s formula for the walk in this note. The rest of the manuscript is organized as follows.
Section 2 is devoted to the definition of the quantum walk we consider. In Section 3, we present an Itoˆ’s
formula for the one-dimensional discrete-time quantum walk and give some examples including a Tanaka’s
formula by using the formula. In the final section, we discuss integrals for the quantum walk.
2 Definition of the walk
In this section, we briefly give the definition of the two-state quantum walk on Z considered here, where Z
is the set of integers. The discrete-time quantum walk is a quantum version of the classical random walk
with an additional degree of freedom called chirality. The chirality takes values left and right, and it means
the direction of the motion of the walker. At each time step, if the walker has the left chirality, it moves one
step to the left, and if it has the right chirality, it moves one step to the right. In this note, we put
|L〉 =
[
1
0
]
, |R〉 =
[
0
1
]
,
where L and R refer to the left and right chirality state, respectively.
For the general setting, the time evolution of the walk is determined by a 2× 2 unitary matrix, U , where
U =
[
a b
c d
]
,
with a, b, c, d ∈ C and C is the set of complex numbers. The matrix U rotates the chirality before the
displacement, which defines the dynamics of the walk. To describe the evolution of our model, we divide U
into two matrices:
P−1 =
[
a b
0 0
]
, P1 =
[
0 0
c d
]
,
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with U = P−1+P1. The important point is that P−1 (resp. P1) represents that the walker moves to the left
(resp. right) at position x at each time step.
The Hadamard walk is determined by the Hadamard gate U = H :
H =
1√
2
[
1 1
1 −1
]
.
The walk is intensively investigated in the study of the quantum walk.
In the present note, we take ϕ = T [α, β] with α, β ∈ C and |α|2 + |β|2 = 1 as the initial qubit state,
where T is the transpose operator.
Let Ξn(l,m) denote the sum of all paths starting from the origin in the trajectory consisting of l steps
left and m steps right at time n with n = l +m. For example,
Ξ2(1, 1) = P1P−1 + P−1P1,
Ξ4(2, 2) = P
2
1P
2
−1 + P
2
−1P
2
1 + P1P−1P1P−1 + P−1P1P−1P1 + P−1P
2
1P−1 + P1P
2
−1P1.
The probability that our quantum walker is in position x (∈ Z) at time n (∈ {0, 1, . . .}) starting from the
origin with ϕ = T [α, β] with α, β ∈ C and |α|2 + |β|2 = 1 is defined by
P (Xn = x) = ||Ξn(l,m) ϕ||2,
where n = l +m and x = −l +m. We define the probability amplitude of the quantum walk in position x
at time n by
Ψn(x) =
[
ΨLn(x)
ΨRn (x)
]
.
Then we see that
P (Xn = x) = ||Ψn(x)||2 = |ΨLn(x)|2 + |ΨRn (x)|2.
From now on we consider the Fourier transform of Ψn(x). By definition,
Ψn+1(x) = P Ψn(x+ 1) +QΨn(x− 1). (1)
Moreover, the Fourier transform of Ψjn(x) (j = L, R), that is, Ψˆ
j
n(ξ), is defined by
Ψˆjn(ξ) =
∑
x∈Z
eiξxΨjn(x).
Thus we have
Ψjn(x) =
∫ pi
−pi
dξ
2pi
e−iξxΨˆjn(ξ).
Here we put
Ψˆn(ξ) =
[
ΨˆLn(ξ)
ΨˆRn (ξ)
]
,
then
Ψˆn(ξ) =
∑
x∈Z
eiξxΨn(x), Ψn(x) =
∫ pi
−pi
dξ
2pi
e−iξxΨˆn(ξ).
From Eq. (1), for ξ ∈ [−pi, pi)Cwe obtain
Lemma 2.1 For any n = 0, 1, 2, . . .,
Ψˆn+1(ξ) = U(ξ) Ψˆn(ξ).
Here U(ξ) is given by
U(ξ) = e−iξ P−1 + e
iξ P1 =
[
e−iξ 0
0 eiξ
]
U. (2)
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We should remark that
Ψˆ0(ξ) =
[
α
β
]
,
where α, β ∈ C, |α|2 + |β|2 = 1. By Lemma 1, we have
Ψˆn(ξ) = U(ξ)
n Ψˆ0(ξ).
It is important for the study of the quantum walk to compute U(ξ)n, since
P (Xn = x) = ||Ψn(x)||2 =
∫ pi
−pi
dξ′
2pi
eiξ
′x
(
U(ξ′)n Ψˆ0(ξ
′)
)∗ ∫ pi
−pi
dξ
2pi
e−iξxU(ξ)n Ψˆ0(ξ),
where ∗ means the adjoint operator.
3 Itoˆ’s formula for quantum walk
Let Bn = {−n,−(n−1), . . . , n−1, n} and Ωn = Bn+1n = {−n,−(n−1), . . . , n−1, n}n+1. From now on, we will
consider quantum walks on the path space Ωn. To do so, we let wn = (wn(0) = 0, wn(1), wn(2), . . . , wn(n)) ∈
Ωn. Next we introduce
vn = (vn(1), vn(2), . . . , vn(n)) = (wn(1), wn(2)− wn(1), . . . , wn(n)− wn(n− 1)),
and
un = (un(1), un(2), . . . , un(n)) = (I{1}(vn(1)), I{1}(vn(2)), . . . , I{1}(vn(n))),
where IA(x) denotes the indicator function for a set A. Noting that wn(m+ 1)−wn(m) ∈ {1,−1}, a direct
computation gives
Proposition 3.1 Let f be a function on Z with values in C. For any m ∈ {0, 1, . . . , n− 1},
(1)
f(wn(m+ 1))− f(wn(m))
=
1
2
{f(wn(m) + 1)− f(wn(m)− 1)} (wn(m+ 1)− wn(m))
+
1
2
{f(wn(m) + 1)− 2f(wn(m)) + f(wn(m)− 1)} .
(2)
f(wn(n)) − f(wn(0))
=
1
2
n−1∑
m=0
{f(wn(m) + 1)− f(wn(m)− 1)} (wn(m+ 1)− wn(m))
+
1
2
n−1∑
m=0
{f(wn(m) + 1)− 2f(wn(m)) + f(wn(m)− 1)} .
In fact, this result holds for the corresponding random walk. Let {Yn;n = 0, 1, 2, . . .} denote a simple
symmetric random walk, that is, Y0 = 0, Yn = ξ1 + ξ2 + · · · + ξn, where ξ1, ξ2, . . . are independent and
identically distributed with P (ξ1 = 1) = P (ξ1 = −1) = 1/2. Let R be the set of real numbers. Then for any
R-valued function f on Z and any m ∈ {0, 1, . . . , n− 1}, it holds that
f(Ym+1)− f(Ym) = 1
2
{f(Ym + 1)− f(Ym − 1)} (Ym+1 − Ym)
+
1
2
{f(Ym + 1)− 2f(Ym) + f(Ym − 1)} .
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This equation is called a discrete Itoˆ’s formula (see Fujita [2], Fujita and Kawanishi [4], for example).
Therefore part (1) in Proposition 3.1 can be considered as an Itoˆ’s formula of the quantum walk. Moreover
f(Yn)− f(Y0) = 1
2
n−1∑
m=0
{f(Ym + 1)− f(Ym − 1)} (Ym+1 − Ym)
+
1
2
n−1∑
m=0
{f(Ym + 1)− 2f(Ym) + f(Ym − 1)} .
This is a Doob-Meyer’s decomposition of the random walk, see [3, 4], for example. The first term of RHS is
a martingale. We put k = un(n) 2
n−1 + un(n− 1) 2n−2 + · · ·+ un(2) 21 + un(1) 20. To use this, we let
P
w
(k)
n
= P
v
(k)
n (n)
· · ·P
v
(k)
n (2)
P
v
(k)
n (1)
.
From Proposition 3.1, we immediately obtain
Theorem 3.2 Let f be a function on Z with values in C. For any m ∈ {0, 1, . . . , n− 1},
(1)
2n−1∑
k=0
{
f(w(k)n (m+ 1))− f(w(k)n (m))
}
P
w
(k)
n
=
1
2
2n−1∑
k=0
{
f(w(k)n (m) + 1)− f(w(k)n (m)− 1)
}(
w(k)n (m+ 1)− w(k)n (m)
)
P
w
(k)
n
+
1
2
2n−1∑
k=0
{
f(w(k)n (m) + 1)− 2f(w(k)n (m)) + f(w(k)n (m)− 1)
}
P
w
(k)
n
.
(2)
2n−1∑
k=0
{
f(w(k)n (n))− f(w(k)n (0))
}
P
w
(k)
n
=
1
2
2n−1∑
k=0
n−1∑
m=0
{
f(w(k)n (m) + 1)− f(w(k)n (m)− 1)
}(
w(k)n (m+ 1)− w(k)n (m)
)
P
w
(k)
n
+
1
2
2n−1∑
k=0
n−1∑
m=0
{
f(w(k)n (m) + 1)− 2f(w(k)n (m)) + f(w(k)n (m)− 1)
}
P
w
(k)
n
.
For example, we can check part (2) for n = 2:
LHS = (f(−2)− f(0))P 2−1 + (f(2)− f(0))P 21
= f(−2)P 2−1 − f(0)
(
P 2−1 + P
2
1
)
+ f(2)P 21 .
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On the other hand,
RHS =
1
2
(f(1)− f(−1)){− (P 2−1 + P1P−1)+ (P−1P1 + P 21 )}
+
1
2
(f(0)− f(−2)) (−P 2−1 + P1P−1)
+
1
2
(f(2)− f(0)) (−P−1P1 + P 21 )
+
1
2
(f(1)− 2f(0) + f(−1)) (P−1 + P1)2
+
1
2
(f(0)− 2f(−1) + f(−2)) (P 2−1 + P1P−1)
+
1
2
(f(2)− 2f(1) + f(0)) (P−1P1 + P 21 )
= f(−2)P 2−1 − f(0)
(
P 2−1 + P
2
1
)
+ f(2)P 21 .
When we consider P−1 → p ∈ [0, 1] and P1 → q ∈ [0, 1] with p + q = 1, Theorem 3.2 becomes the
corresponding result for a simple random walk.
We should remark that if we take f(x) = x in part (2) with w
(k)
n (0) = 0 for any k, we have the following
trivial relation.
LHS =
2n−1∑
k=0
w(k)n (n)Pw(k)n
.
On the other hand,
RHS =
1
2
2n−1∑
k=0
n−1∑
m=0
2
(
w(k)n (m+ 1)− w(k)n (m)
)
P
w
(k)
n
+ 0 =
2n−1∑
k=0
w(k)n (n)Pw(k)n
.
Next we consider a Tanaka’s formula for the quantum walk. Put sgn(x) = 0 (x = 0), = 1 (x > 0), =
−1 (x < 0). If we take f(x) = |x| in part (2) with w(k)n (0) = 0 for any k, then we obtain a Tanaka’s formula
as follows.
Corollary 3.3
2n−1∑
k=0
∣∣∣w(k)n (n)
∣∣∣P
w
(k)
n
=
2n−1∑
k=0
n−1∑
m=0
sgn(w(k)n (m))
(
w(k)n (m+ 1)− w(k)n (m)
)
P
w
(k)
n
+
2n−1∑
k=0
n−1∑
m=0
I{0}(w
(k)
n (m))Pw(k)n
.
Here we used (f(x + 1) − f(x − 1))/2 = sgn(x) and (f(x + 1) − 2f(x) + f(x − 1))/2 = I{0}(x). The
second term of RHS corresponds the “local time” at the origin of the quantum walk. The author [12]
computed some sojourn times of the Hadamard walk in one dimension. The formula would be useful for
computing local time at the origin. Another expression of Tanaka’s formula for the quantum walk can be
considered for f(x) = ⌈x⌉ = max(x − 1,−x) as in the case of random walk (see Fujita [3]). Our case is
f(x) = |x| = max(x,−x).
We take f(x) = eiξx in part (2) with w
(k)
n (0) = 0 for any k. Note that
2n−1∑
k=0
eiξw
(k)
n
(n)P
w
(k)
n
= U(ξ)n, and
2n−1∑
k=0
e−iξw
(k)
n
(0)P
w
(k)
n
= (P−1 + P1)
n
= Un,
since Eq. (2) gives U(ξ)n =
(
e−iξP−1 + e
iξP1
)n
. Then we have
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Corollary 3.4
U(ξ)n = Un + i sin ξ
2n−1∑
k=0
n−1∑
m=0
eiξw
(k)
n
(m)
(
w(k)n (m+ 1)− w(k)n (m)
)
P
w
(k)
n
+ (cos ξ − 1)
2n−1∑
k=0
n−1∑
m=0
eiξw
(k)
n
(m)P
w
(k)
n
.
As we mentioned in the last part of the previous section, U(ξ)n is an important quantity for analysis of the
quantum walk.
4 Discussion
Very recently, Gudder and Sorkin considered an integral for the quantum process, see [5, 6, 7], for example.
Motivated by their study, this section treats integrals of quantum walks. For wn ∈ Ωn, we let f(wn) =
f(wn(0), wn(1), . . . , wn(n)). In the previous section, we considered the following type of the integral on the
path space Ωn:
σn(f) =
2n−1∑
k=0
f(w(k)n )Pw(k)n
.
For the classical random walk case, σn(·) becomes an expectation on the path space Ωn. Here we present a
2n × 2n decoherence matrix: for k, k′ ∈ {0, 1, . . . , 2n − 1},
Dn(w
(k)
n , w
(k′)
n ) =
〈
P
w
(k)
n
ϕ, P
w
(k′)
n
ϕ
〉
.
By using the matrix, if we consider the following type of the integral:
∫
fdµn =
2n−1∑
k=0
2n−1∑
k′=0
min
[
f(w(k)n ), f(w
(k′)
n )
]
Dn(w
(k)
n , w
(k′)
n )
=
2n−1∑
k=0
2n−1∑
k′=0
min
[
f(w(k)n ), f(w
(k′)
n )
] 〈
P
w
(k)
n
ϕ, P
w
(k′)
n
ϕ
〉
,
we find out a relation between
∫
fdµn and σn(f) in the following way. If we let f(wn) = IA(wn) for a set
A (⊂ Ωn), then noting
min{IA(wn), IA(w′n)} = IA(wn)IA(w′n),
we have
∫
IAdµn =
2n−1∑
k=0
2n−1∑
k′=0
IA(w
(k)
n )IA(w
(k′)
n )
〈
P
w
(k)
n
ϕ, P
w
(k′)
n
ϕ
〉
=
2n−1∑
k=0
2n−1∑
k′=0
〈
IA(w
(k)
n )Pw(k)n
ϕ, IA(w
(k′)
n )Pw(k
′)
n
ϕ
〉
= 〈σn(IA)ϕ, σn(IA)ϕ〉 .
Moreover when we put f(wn) = IB0×B1×···×Bn−1×{x}(wn) = I{x}(wn(n)) (x ∈ Bn), where Bn = {−n,−(n−
1), . . . , n− 1, n}, then we see that the probability distribution of the quantum walk can be written by using
σn(f) with f = IB0×B1×···×Bn−1×{x}:
P (Xn = x) =
〈
σn(IB0×B1×···×Bn−1×{x})ϕ, σn(IB0×B1×···×Bn−1×{x})ϕ
〉
= ||σn(IB0×B1×···×Bn−1×{x})ϕ||2,
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Our final remark is that to clarify a connection between the noncommutative Itoˆ’s formula based on
quantum stochastic calculus due to Hudson and Parthasarathy (see [1, 8]) and our formula would be one of
the interesting future problems.
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