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Abstract—In resource-constrained environments, one can em-
ploy spatial multiplexing cameras to acquire a small number of
measurements of a scene, and perform effective reconstruction
or high-level inference using purely data-driven neural networks.
However, once trained, the measurement matrix and the network
are valid only for a single measurement rate (MR) chosen
at training time. To overcome this drawback, we answer the
following question: How can we jointly design the measurement
operator and the reconstruction/inference network so that the
system can operate over a range of MRs? To this end, we present
a novel training algorithm, for learning rate-adaptive networks.
Using standard datasets, we demonstrate that, when tested over a
range of MRs, a rate-adaptive network can provide high quality
reconstruction over a the entire range, resulting in up to about
15 dB improvement over previous methods, where the network
is valid for only one MR. We demonstrate the effectiveness of
our approach for sample-efficient object tracking where video
frames are acquired at dynamically varying MRs. We also extend
this algorithm to learn the measurement operator in conjunction
with image recognition networks. Experiments on MNIST and
CIFAR-10 confirm the applicability of our algorithm to different
tasks.
Index Terms—Spatial Multiplexing, Compressive Sensing, Neu-
ral Network.
I. INTRODUCTION
W ITH the help of neural networks and large datasets,researchers have shown significant improvements in
performance in high-level inference problems like image
recognition as well as low-level inverse problems in vision.
Over the last few years, neural networks have been shown
to provide state-of-the-art image reconstructions from random
Gaussian measurements in real-time [1], [2]. These results
have been further improved by jointly learning the measure-
ment matrix and the reconstruction network [1], [3]. Other
related work includes those that employ deep learning for
reconstruction of CS videos [4], [5] and learning sensor mul-
tiplexing [6]. These methods are very effective at recovering
image estimates from a small set of linear projections of the
scene obtained using a spatial multiplexing camera (discussed
later in section II). It has also been shown that if inference
is the intended application, it can be performed directly in
the compressed domain with reasonable success [7], [8]. Such
direct inference from random Gaussian measurements, i.e.,
S. Lohit, R. Singh and P. Turaga are with the Department of Electrical,
Computer and Electrical Engineering and the Department of Arts, Media and
Engineering, Arizona State University, Tempe, AZ
E-mail: slohit@asu.edu, rsingh70@asu.edu, pturaga@asu.edu
K. Kulkarni is with the Department of Electrical and Computer Engineering,
Carnegie Mellon University, Pittsburgh, PA
E-mail: kuldeepk@andrew.cmu.edu
inference without reconstructing the scene, can be perfomed
more effectively with neural networks [9], and can be further
improved by jointly learning the measurement operator and the
inference network [10]. These works demonstrate that spatial-
multiplexers can be used to acquire very few measurements
(sometimes just 1% of the measurements) without sacrificing
inference performance. Over the last decade, numerous algo-
rithms for spatial multiplexers have been developed and are
useful in application domains where constraints on bandwidth,
memory and energy are the main bottlenecks, such as in
mobile devices and autonomous drones.
The ratio of the number of multiplexed measurements
acquired to the number of pixels in the reconstructed image
is called the measurement rate (MR). A common feature
of the deep learning-based works mentioned above is
that, for a given trained network, the MR is defined
prior to training, and thus, cannot be used at different
MRs at test time. In this paper, we extend the ideas of
deep learning based data-driven CS reconstruction and
inference to applications where it is necessary and useful
to allow for the MR to vary at test time. We call such a
system – Rate-Adaptive CS, and it refers to the combination
of the multiplexer (implemented by the camera) and the
reconstruction/inference network that follows it. Note that both
these components are learned jointly in an end-to-end deep
learning framework. This is illustrated in Figure 2. As practical
applications of Rate-Adaptive CS, one can envision a number
of power and storage-constrained mobile systems, where one
would like MR to be a function of available battery, storage,
or time-varying bandwidth constraints or even content-based
dynamically varying MR. This also means that only a single
n/w needs to be stored in the system and no access to training
data is necessary. Hence, our approach is memory efficient,
compared to earlier purely data-driven deep-learning-for-CS
methods.
For the task of image reconstruction, compared to earlier
approaches like Lohit et al. [3], we get huge improvements
in PSNR of up to 15 dB, for the case wherein a network
trained at a MR = 0.25 is used to reconstruct measurements
acquired at MR = 0.04. Some examples are shown in Figure
1. All networks are trained using Tensorflow, employing auto-
differentiation.
A. Contributions
1) We design a novel three-stage training algorithm that
allows learning the measurement operator and the recon-
struction/inference network jointly such that the system
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Fig. 1: Sample visualizations comparing our algorithm Rate-Adaptive CS which is stable over a range measurement rates
[0.04 − 0.25], with vanilla training algorithm that is trained for a single MR=0.25 (272 measurements) and tested over the
chosen MR range. Clearly, our algorithm produces superior quality images over the entire range of MRs.
can operate over a range of measurement rates, without
any need for further fine-tuning.
2) Using state-of-the-art network architectures for purely
data-driven CS reconstruction, we demonstrate experi-
mentally that a single network trained with our algorithm
produces high quality image reconstruction for a large
range of MRs. We conduct experiments showing the
method is valid across different architectures – CNNs,
as well as autoencoders.
3) In practice, MR is a function of several constraints such
as energy, memory and bandwidth, which are usually
time-varying. We discuss such applications where Rate-
Adaptive CS may become necessary. As a proof of
concept, we describe object tracking where MR is var-
ied dynamically depending on image content or a pre-
determined adaptation scheme. We use a single network
to reconstruct the frames at different MRs and show that
the object tracking performance remains competitive.
4) In addition to image reconstruction, this algorithm is
applicable to high-level inference tasks, and completely
bypasses reconstruction. That is, the algorithm allows
for learning rate-adaptive inference networks for tasks
like image recognition rather than reconstruction. Experi-
ments on MNIST (LeNet) and CIFAR-10 (ResNet) show
the wide applicability of our algorithm.
II. BACKGROUND AND RELATED WORK
The signal acquisition model is y = Φx, where y ∈ Rm,
x ∈ Rn, with m << n. Elements of y are the compres-
sive/multiplexed measurements and x is the scene.
A. CS Image Reconstruction Using Neural Networks:
For the reconstruction task, the goal is to recover x from y.
Since m < n, we have an underdetermined linear system and
there is no unique solution, in general. Therefore, traditional
iterative algorithms exploited the sparsity/compressibility of
x in transform domains e.g. [11] or learned a model for x,
which is then used as a prior to obtain a unique reconstruction
[12]. Recently, deep learning algorithms were shown to be
significantly superior to these conventional approaches. Many
deep learning approaches are a combination of the iterative
algorithms and data. The deep networks either implement the
unrolling of iterative algorithm as layers in the network [13]–
[18], or the network performs one of the steps in the iterations
such as the proximal operation [19]. Although effective, they
do not allow for learning the spatial multiplexing patterns
jointly with the reconstruction networks, which is the main
focus of this paper. Hence, we will consider only purely
data-driven approaches that employ deep learning to learn the
inverse mapping from y to x based on just training data. A
data-driven approach may also allow the algorithm to learn
more complex patterns from data that may not be easily
expressible in a model-based approach.
Learning a neural network has the added advantage of being
non-iterative, amenable to parallelization on a GPU and has
been shown to perform reconstruction of a 256 × 256 image
in real-time which is 3 orders of magnitude faster than the
earlier iterative methods. The first work was by Mousavi et
al. [1] which used a Stacked Denoising Autoencoder (SDA) to
perform the signal recovery. This was followed by ReconNet
which is based on a Convolutional Neural Network (CNN)
architecture [2], inspired by the Super-Resolution CNN (SR-
CNN) by Dong et al. [20]. Yao et al. [21] recently proposed
a modification of the ReconNet architecture with residual
connections called DR2-Net, which improves reconstruction
results by about 1-2 dB. These works are based on using a
fixed Gaussian measurement matrix. Mousavi et al. [1] also de-
scribe an SDA based architecture where both the measurement
operator and the reconstruction network are learned jointly.
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Fig. 2: The figure shows Rate-Adaptive CS for image reconstruction. The measurement matrix, Φ ∈ Rm×n forms the first
FC layer in the network. After training, Φ is implemented in the SPC, and the output of this layer are the compressive
measurements of the scene. The second layer Ψ ∈ Rn×m maps the compressive measurements back into the 2D space. The
rest of the reconstruction network (ReconNet, autoencoder, DR2-Net etc.) is represented by Θ. For image recognition, we use
an inference network instead.
Lohit et al. [3] extend the ReconNet architecture with another
fully connected layer which serves as the measurement matrix
that is programmed into the SPC. We too focus on the joint
learning framework, but with design constraints on the system
for rate-adaptivity. In this paper, we consider two choices
for the underlying reconstruction architecture – the extended
ReconNet architecture [3] and an autoencoder, based on [1] for
our experiments. We believe similar trends will be observed
with the other purely data-driven methods as well.
B. Direct Inference on CS Measurements Using Neural Nets
For the inference task, the goal is to perform inference
such as image recognition directly from the compressive mea-
surements without reconstructing the image first. Calderbank
et al. [7] have shown theoretically that we can learn linear
classifiers like SVM directly in the compressed domain that
perform nearly as well as in the original domain. Davenport et
al. [8] proposed the “smashed filter”, which is match filtering
directly in the compressed domain. Naturally, the problem of
direct inference has a deep learning solution first shown by
Lohit et al. [9]. The idea is to first project the compressive
measurements back into the pixel space using xˆ = ΦTy,
where Φ is a predefined Gaussian/Bernoulli measurement
matrix, and using xˆ as the input to an image recognition
network. This yields excellent results compared to the linear
correlation filtering techniques. This was later extended by
Adler et al. [10] to the case where both the measurement
matrix and the image recognition network are learned jointly.
This further improves results especially at lower measurement
rates. We train networks with the latter architecture in order
to make them adaptive to varying MR.
C. Spatial multiplexers and compressive imaging
Advances in computational imaging have led to cameras
tailored to application domains. Indeed, different constraints
arise depending on the task at hand which necessitate design
and exploration of novel camera architectures. For example,
mobile devices have energy constraints, imaging in short-wave
infrared (SWIR) domain in high resolution is very expensive
with conventional sensors, and magnetic resonance imaging
is very slow when sampled at the Nyquist rate. Also, when
the intended application of the image acquisition is high-
level inference, depending on the inference algorithm, pixel
intensities may not be the optimal (for e.g., in terms of
energy, sensing and communication costs) representation that
the camera should generate for a scene. We can overcome
these issues using spatial multiplexing cameras, where, instead
of recording pixel intensities, projections of the scene onto a
chosen basis subset are computed by the camera. Some of the
earlier works in this area includes the work by Neifeld and
Shankar [22] who propose ‘feature specific imaging’, where,
the images are captured directly in the required task-specific
basis e.g. PCA basis or wavelet basis.
A related framework for imaging based on compressive
sampling theory, called compressive imaging, has been devel-
oped as a promising signal acquisition paradigm for sampling
scenes at sub-Nyquist rates. The single-pixel camera (SPC)
is the most popular example of a compressive imager [23].
It employs a digital micro-mirror array to encode the spa-
tial multiplexing patterns (usually Bernoulli/Gaussian random
vectors). A single photo-diode sensitive to the required wave-
lengths is used as to record the measurements. In the case
of SWIR imaging, this greatly reduces the cost of the sensor.
Miniaturized compressive imagers have also been developed
and are more energy-efficient than conventional imagers [24].
There are variations and improvements of the SPC. These
include the block SPC architecture by Kerviche et al. [25]
which captures measurements of the scene by splitting into
blocks and thus is more easily scalable to larger image
resolutions, the P2C2 architecture that uses spatio-temporal
priors for reconstruction that enables high-speed imaging of
4video frames [26] and the LiSens architecture by Wang et
al. [27], which instead of a single photodiode employs a line
sensor of many photodiodes to speed up the measurement
process.
The aforementioned camera architectures, are based on the
theory of compressive sensing (CS) [28], [29], which states
that signals which are sparse/compressible in some basis,
can be sampled at sub-Nyquist rates and reconstructed nearly
perfectly using random projections to compute the measure-
ments. However, until recently, the plethora of reconstruction
algorithms, developed either based on sparsity of images
in transform domains or other models, were all iterative in
nature and computationally inefficient – much slower than
real-time even for moderately sized images (256×256). These
algorithms also do not perform well at very low measurement
rates (MR < 0.1), where the advantages of spatial multiplexing
are most evident.
III. LEARNING A SINGLE NETWORK FOR A RANGE OF
MRS: RATE-ADAPTIVE CS
This section describes the main contribution of the paper.
As mentioned earlier, it is of practical value if we can
train the combination of the measurement matrix and the
reconstruction/inference network such that the system can
operate at multiple measurement rates, without requiring any
further training or fine-tuning. To this end, we propose a new
training algorithm that makes the system performance stable
with respect to a chosen range of measurement rates (MR).
By this we mean the following: For a given range of MRs,
we want the performance of the algorithm to be highest at
the upper limit of the range and decrease slowly as the MR
is decreased, such that the performance of Rate-Adaptive CS
at any particular MR in the range is approximately equal to
that of a system that is trained for a single MR. We call
such a system Rate-Adaptive CS. This is an interesting design
constraint that has not been considered in the literature of
either compressive sensing or deep learning.
A. Motivation for three-stage training process
We will first describe the motivation through which the
algorithm can be derived. We use the extended ReconNet
architecture [2], [3], for insight into designing Rate-Adaptive
CS. We first trained ReconNet at two different MRs = 0.25 and
0.1. Then, we visualized the filters in the convolutional layers.
Although the filters are not exactly the same, one can imme-
diately observe remarkable similarities in the filter structures.
When observed in the frequency domain, both sets of filters
have a “speckle-field” structure and more interestingly, even
more similarities emerge. Figure 3 shows some pairs of filters,
from every layer, at the two MRs that are very similar to each
other. This may be because of the fact that output generated at
the end of the second FC layer are image-like and have spatial
correlated structure (observed by Lohit et al. [3]) at both MRs,
just differing in quality. Thus, similar convolutional operations
are required to generate the final high-quality output. This
leads to our idea that convolutional filters from one MR can be
reused over the MR range of [k,m]. We later show empirically
that this is also true for autoencoders, not just CNNs.
Once the measurements are obtained from the spatial mul-
tiplexer (the first layers, Φ, in the network), the second layer
maps it back into a 2D array to obtain a pseudo-image. In our
experiments, the second layer Ψ is constrained to be Φ†, the
pseudoinverse of Φ given by ΦT (ΦΦT )−1. This reduces the
total number of parameters in the network by a large amount,
especially for ReconNet-like architecture with convolutional
layers, thus reducing the chance of overfitting. Now, we
describe the three-stage training algorithm required to ensure
that the network obeys the design constraints of Rate-Adaptive
CS. As the convolutional filters are fixed for the entire range of
MRs, the only difference in network architecture are the first
(Φ) and second (Ψ) FC layers. We will denote the parameters
in the system, except Φ and Ψ, by Θ.
Stage 1: In the first stage, we train the convolutional layers (or
the later FC layers in the case of autoencoders), for which we
train the entire network at the base measurement rate of MR
= mn . That is, Φ is set to be of size m× n. This ensures that
the convolutional layers are most suited for the upper limit
of the MR range, thus leading to the highest performance of
the network at MR = mn , as required. We call this the base
network.
Stage 2: In the second stage, we freeze all the parameters Θ.
We set the size of 1st FC layers to be of k×n (thus, size of 2nd
FC layer is n× k), and optimize over only these parameters.
This ensures that the network performs well at the MR = kn .
Stage 3: In the third stage, we add a single row at a time to the
1st FC layer and optimize over only the newly added variables.
All the other variables, the remaining rows of Φ, and Θ, are
held constant. Thus, the output of the three-stage training
algorithm is a measurement matrix Φ such that any subset
of its rows Φ(1 : r, :), k ≤ r ≤ m, is a valid measurement
matrix for the reconstruction/inference network defined
by Ψ(:, 1 : r) and Θ. The proposed training algorithm
is summarized in Algorithm 1. The general framework for
jointly learning Φ and the reconstruction/inference network is
illustrated in Figure 2.
B. Hardware Considerations
Existing single-pixel camera (SPC) architectures allow for
floating-point values in the learned Φ. E.g., in Kerviche et
al.[19], the values are converted to 9-bit signed integers and
are normalized to the maximum value in Φ. The mirrors in
the DMD can either let light reach the sensor (ON) or reject
it (OFF), but the fraction of measurement-time the mirror is
in the ON state (duty-cycle) encodes the floating-point values
in Φ. It has also been demonstrated by [2], [3] that very good
image reconstruction using ReconNet is possible from this
SPC architecture.
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Fig. 3: Visualizing filters of ReconNet [3] in the frequency domain for MR = 0.25 and 0.10. We clearly see several similarities
between the filters at the two MRs. This points to the possibility that the filters can be used across MRs.
Algorithm 1: Training algorithm for Rate-Adaptive CS.
Input: k ←− Min. #rows of Φ, m←− Max. #rows of Φ,
max iters 1, max iters 2, iters per row and other
hyperparameters
Output: Φnew, Ψnew = Φ†new and Θ, the remaining
parameters in the reconstruction/inference network
Initialize network with size of 1st FC layer =
size(Φ) = m× n
Stage 1
for iter = 1 to max iters 1 do
Optimize over Φ and Θ;
Stage 2
Φk ←− Φ(1 : k, :); Ψk = Φ†k;
Replace Φ with Φk in the network;
for iter = 1 to max iters 2 do
Optimize over Φk, holding Θ constant;
Stage 3
Φnew ←− Φk; Ψnew = Φ†new;
for r = k + 1 to m do
for iter = 1 to iters per row do
Φnew ←− [Φnew; Φ(r, :)]; Ψnew = Φ†new;
Optimize over Φ(r, :), holding Φ(1 : r − 1, :) and
Θ constant;
C. Comparison with a random Gaussian Φ
Earlier works in literature such as Mousavi et al. [28]
and Lohit et al. [24] have convincingly demonstrated that
for the same network architecture, learning Φ jointly with
the reconstruction algorithm results in substantially improved
(∼3dB) PSNRs over random Φ. In our problem, we have made
similar observations: that using a random Φ performs worse
than learning the Φ, especially when one starts dropping rows.
We did not include this in the paper, as it is now commonly
known.
IV. EXPERIMENTAL RESULTS ON RATE-ADAPTIVE CS
In this section, we describe experimental results for the
Rate-Adaptive CS framework (Section III, Algorithm 1),
where we learn Φ and the reconstruction/inference n/w that
can be operated over a range of MRs. We compare our results
with the “vanilla” framework [3], [30], where the system is
trained for a single MR. We carry out experiments for both
image reconstruction as well image recognition. As mentioned,
we need to input the values of the operating MR range [k,m]
to the algorithm, which are the minimum and maximum values
of MR for which the system can operate. We demonstrate that
our algorithm is effective as follows. Given a trained network
(Φ,Ψ,Θ), we start with Φ(1, :) as the measurement matrix and
Ψ(:, 1) as the second FC layer. We observe the performance
of the system on the test set. Then, we add one row at a
time to the measurement matrix, and one column at a time to
the second FC layer and measure the change in performance,
compared to the vanilla algorithm which is trained for a single
MR.
A. Rate-Adaptive CS for image reconstruction
In this section, we will describe the network, the training
and testing protocols used for the image reconstruction prob-
lem: given y, return x, where y = Φx. It is important to note
that Φ is also learned (see Figure 2), and forms the first layer of
the network while training. We experiment on two network ar-
chitectures – the extended ReconNet architecture [3] which
uses 6 convolutional layers, and a 3-layer autoencoder
[1] – for jointly learning the measurement operator and the
reconstruction algorithm. Note that the networks are designed
for block-wise reconstruction which means that the sensing
and reconstruction process is for non-overlapping blocks of
the image rather than the entire image. The loss function is
simply the Euclidean loss between the desired output x (the
original image itself) and the estimated reconstruction xˆ.
1) Datasets: The training and test sets are identical to those
employed in [2]. The training set contains 91 natural images
that can be downloaded from this website 1. The training set
for the network is obtained by constructing image blocks of
size 33 × 33. The test set, shown in Figure 4 consists of
11 standard images employed in image processing literature
obtained from these two links given here 2 3.
2) Network architectures: We use two network architec-
tures in our image reconstruction experiments. They are de-
scribed below.
ReconNet: We use the network architecture presented in [3]
for jointly learning the measurement matrix as well as the
image reconstruction algorithm. The first layer is a fully
connected (FC) layer of size m × n which serves as the
1mmlab.ie.cuhk.edu.hk/projects/SRCNN/SRCNN train.zip
2https://web.archive.org/web/20160403234531/http://dsp.rice.edu/software/
DAMP-toolbox
3http://see.xidian.edu.cn/faculty/wsdong/NLR Exps.htm
6(a) Boats (b) Barbara (c) Cameraman (d) Foreman (e) House (f) Lena
(g) Monarch (h) Peppers (i) Parrots (j) Fingerprint (k) Flintstones
Fig. 4: Test set images used for evaluating the algorithms for the image reconstruction application. Note that all images
are of size 256 × 256 ( 64 non-overlapping 33 × 33 blocks) except Fingerprint and Flintstones which are 512 × 512 ( 256
non-overlapping 33× 33 blocks)
measurement operator Φ. The second layer is also an FC layer
of size n×m which converts the output of the first layer into
the same dimension as the original signal and is then reshaped
to form a 2D array of the same dimensions as the image.
This is then followed by two ReconNet units. Each ReconNet
unit consists of 3 convolutional layers with ReLU activation,
except for the last layer of the second ReconNet unit. The first
conv layer produces 64 feature maps with a 11 × 11 filters.
The second conv layer converts this to 32 feature maps with
1 × 1 filters. The third conv layer produces a single feature
map with 7 × 7 filters. The output of the last layer is the
reconstructed image block. At test time, the CS measurements
pass through the second FC layer and 6 conv layers to yield
the reconstructed image block.
Autoencoder: The network architecture is the same as the one
used by Mousavi et al. [1]. The first layer is an FC layer
of size m × n which serves as the measurement operator
Φ. The second layer is also an FC layer of size n × m
which converts the output of the first layer into the same
dimension as the original signal and is then reshaped to form
a 2D array of the same dimensions as the image block.
This is followed by another two FC layers of sizes m × n
and n × m respectively. The output of the last layer is the
reconstructed image block. We use ReLU non-linearities in all
the intermediate FC layers. At test time, the CS measurements
obtained from the compressive imager/spatial multiplexer is
passed through second, third and fourth layers (3 layers) to
get the reconstruction.
3) Training details: For the vanilla algorithm, we train all
networks for 5× 105 iterations with the Adam optimizer [31]
with an initial learning rate of 10−4. The best model is chosen
based on a validation set. For the rate-adaptive framework, the
training algorithm is shown in Algorithm 1 and optimization
of individual stages is performed using Adam optimizer with a
learning rate of 10−4 and max iters 1 = 3×105, max iters 2
= 2×105 and iters per row = 500. These are chosen so as to
keep the number of iterations approximately same as that of
the vanilla training algorithm, 5× 105 iterations. This allows
for easier and fair comparison. However, we note that these are
hyperparameters and further tuning could provide improved
results.
4) Results: Figure 5 and Table I show the results in terms
of the mean PSNR obtained on the test set for different com-
binations of [k,m]. Figures 6 and 7 shows the reconstructions
for a subset of test images comparing the vanilla framework
with Rate-Adaptive CS with the autoencoder and ReconNet
respectively.
We can clearly observe the desired behavior of Rate-
Adaptive CS. For all cases tested, the performance only
decreases gradually for Rate-Adaptive CS, as the number of
measurements is decreased, within the operating range. This
is not true in the case of the vanilla algorithm, where the
performance falls much more quickly when the test MR strays
from the training MR. It also appears that the performance at
a measurement rate depends on the value of k. For example,
a lower k = 0.04n leads to a lower mean PSNR at MR =
0.10. This can be explained by observing that Stage 3 of
the algorithm builds on the Φ learned in Stages 1 and 2
and is expected to be sub-optimal compared to the vanilla
training algorithm for the specific MR=0.10. Naturally, the
performance at MR = mn depends on m−k, but only to a small
extent, as required. This can be observed easily from the plots.
Using ReconNet as the underlying architecture, we note that
a rate-adaptive network for MR = [0.10, 0.25] performs on
average 9 db and up to 15.2 dB better than a vanilla network
trained for MR = 0.25, when tested over all MRs. Similar
results are observed for all other cases. We note in passing that
these results can be further improved by using an adversarial
loss term in addition to the Euclidean loss.
5) How rate-adaptation modifies measurement operators:
Here, we compare the Φ learned in the Rate-Adaptive frame-
work, with the vanilla algorithm in Figure 8. We can observe
that the rows of rate-adaptive Φ look like a sampling of rows
of Φ trained at different MRs. For instance, rows 1, 20, 39
in column (c) are visually similar to the images shown in
column (a), whereas rows 58, 77, 96 in column (c) are similar
to the ones in column (b). These observations suggest that
rate-adaptive Φ shares characteristics of vanilla Φ’s across a
range of MRs.
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Fig. 5: Rate-Adaptive CS results for image reconstruction for the Rate-Adaptive CS framework compared to the vanilla training
algorithm trained for a single measurement rate. We test on two architectures – autoencoder [1] and ReconNet [3]. Clearly,
Rate-Adaptive CS is stable over the entire chosen operating range while the performance of the vanilla framework drops
considerably in the same range. Best viewed in color.
Ground Truth
# measurements = 272
PSNR = 27.6265dB
# measurements = 109
PSNR = 17.6370dB
# measurements = 43
PSNR = 12.7221dB
# measurements = 272
PSNR = 25.6263dB
# measurements = 109
PSNR = 23.2799dB
# measurements = 43
PSNR = 22.5543dB
Vanilla training algorithm Rate-Adaptive CS
Ground Truth
# measurements = 272
PSNR = 27.6265dB
# measurements = 109
PSNR = 17.6370dB
# measurements = 43
PSNR = 12.7221dB
# measurements = 272
PSNR = 25.6263dB
# measurements = 109
PSNR = 23.2799dB
# measurements = 43
PSNR = 22.5543dB
Vanilla training algorithm Rate-Adaptive CS
Fig. 6: The figures show examples of reconstruction for 2 test set images using the vanilla training algorithm [3] trained for MR
= 0.25, compared to Rate-Adaptive CS, proposed in this paper ([k,m] = [0.04n, 0.25n]) We observe that Rate-Adaptive CS
performs significantly better than the vanilla approach over a range of MRs. An autoencoder [1] is used as the reconstruction
network (Θ).
Method Training MR(range)
Autoencoder
Test MR
ReconNet
Test MR
0.25 0.10 0.04 0.25 0.10 0.04
Vanilla [1], [3] 0.25 27.85 16.83 12.19 30.72 10.35 7.74
Vanilla 0.10 N/A 24.88 14.45 N/A 26.51 10.51
Vanilla 0.04 N/A N/A 22.20 N/A N/A 22.49
Rate-Adaptive CS 0.04− 0.25 25.73 23.14 22.37 27.54 23.62 22.62
Rate-Adaptive CS 0.10− 0.25 26.52 25.02 14.45 27.62 25.73 12.61
Rate-Adaptive CS 0.04− 0.10 N/A 24.00 22.33 N/A 23.76 22.79
TABLE I: Rate-Adaptive CS (Algorithm 1) versus vanilla training algorithm for the image reconstruction problem in terms of
mean PSNR (dB) on the test set. The vanilla algorithm trains the network for a single MR, while Rate-Adaptive CS is trained
so that, at test time, the system is stable over the entire chosen MR range. This can be easily observed from the results shown.
n = 1089.
8Ground Truth
# measurements = 272
PSNR = 26.7257dB
# measurements = 109
PSNR = 10.4272dB
# measurements = 43
PSNR = 7.8251dB
# measurements = 272
PSNR = 22.7464dB
# measurements = 109
PSNR = 22.1143dB
# measurements = 43
PSNR = 21.4131dB
Vanilla training algorithm Rate-Adaptive CS
Ground Truth
# measurements = 272
PSNR = 31.5079dB
# measurements = 109
PSNR = 9.8891dB
# measurements = 43
PSNR = 7.2761dB
# measurements = 272
PSNR = 27.509dB
# measurements = 109
PSNR = 21.7596dB
# measurements = 43
PSNR = 20.6749dB
Vanilla training algorithm Rate-Adaptive CS
Ground Truth
# measurements = 272
PSNR = 30.2805dB
# measurements = 109
PSNR = 11.1274dB
# measurements = 43
PSNR = 8.7297dB
# measurements = 272
PSNR = 26.725dB
# measurements = 109
PSNR = 22.0225dB
# measurements = 43
PSNR = 20.9374dB
Vanilla training algorithm Rate-Adaptive CS
Fig. 7: The figures show examples of reconstruction for 3 test set images using the vanilla training algorithm [3] trained for
MR = 0.25, compared to Rate-Adaptive CS, proposed in this paper ([k,m] = [0.04n, 0.25n]) We observe that Rate-Adaptive
CS performs significantly better than the vanilla approach over a range of MRs. ReconNet [3] is used as the reconstruction
network (Θ).
Row 1 Row 9 Row 17 Row 25 Row 33 Row 41
(a) Vanilla Φ, MR = 0.04
Row 1 Row 20 Row 39 Row 58 Row 77 Row 96
(b) Vanilla Φ, MR = 0.10
Row 1 Row 20 Row 39 Row 58 Row 77 Row 96
(c) Rate-Adaptive Φ
Fig. 8: The figures show the visualization of the rows of the learned Φ in the spatial (top) and Fourier (bottom) domains for
the ReconNet architecture. The earlier rows of Φ in the case of Rate-Adaptive CS for the MR range [0.04,0.10] resemble the
rows of Φ obtained using the vanilla training algorithm at MR = 0.04, while the later rows look similar to the rows of the
vanilla Φ for MR = 0.10.
B. Rate-Adaptive CS Reconstruction for Object Tracking
We use object tracking in order to provide a proof of concept
for Rate-Adaptive CS. In our framework, the frames of the
video for object tracking are reconstructed using the measure-
ments acquired by the spatial multiplexer that is learned in
conjunction with the reconstruction algorithm, and the goal is
to track the main object in the scene. We choose ReconNet
[3] as the underlying network architecture. We use Kernelized
Correlation Filter (KCF) [32], an off-the-shelf tracker, for
our experiments. We use HoG features for the images and
Gaussian kernel for the tracker. We use a well-known dataset
of 15 publicly available videos [33] 4. We consider three
different simple MR adaptation schemes in order to illustrate
how Rate-Adaptive CS can be used for sample-efficient object
tracking:
(a) Linearly decreasing MR: For a given video, we use
an initial MR= m, and steadily decrease such that the final
frame of the video is acquired at MR= k. We compare the
performance of Rate-Adaptive CS with that of the vanilla
framework, for the case where the MR is decreased linearly
with the frame number. In this experiment, we choose the
operating MR range to be [k,m] = [0.04, 0.25], and the vanilla
4BlurBody, BlurCar1, BlurCar2, BlurCar4, BlurFace, BlurOwl, Car2, Car-
Dark, Dancer, Dancer2, Dudek, FaceOcc1, FaceOcc2, FleetFace, Girl2
9network is trained at MR= 0.25. This adaptation scheme could
be utilized for an energy/memory constrained application. The
initial MR is set to m = 0.25.
(b) Content-based MR adaptation using Euclidean loss:
Here, we compute the normalized Euclidean loss between
successive frames of the video. If the difference is smaller
α, we reduce the number of measurements for the next frame
by a fixed amount ∆MR. If the difference is larger than β,
we increase the number of measurements for the next frame
by ∆MR. This scheme can be viewed as a simple form of
motion-based MR adaptation. For the experiment, we choose
the operating MR range to be [0.04, 0.25], and the vanilla net-
work is trained at MR= 0.25, α = 0.15, β = 0.3,∆MR = 3.
(c) Content-based MR adaptation using maximum corre-
lation: For each frame of the video, the tracking algorithm
outputs the maximum response value of cross-correlation
∈ [0, 1] between the templates and the frame, which indicates
the confidence of the tracker, and is used to localize the object.
We utilize this value to determine the MR for sensing the next
frame. If the max. correlation is smaller than γ, we increase the
number of measurements for the next frame by a fixed amount
∆MR. If the max. correlation is larger than γ, we decrease
the number of measurements for the next frame by ∆MR.
In this experiment, we choose the operating MR range to be
[0.04, 0.10] , and the vanilla network is trained at MR= 0.25,
γ = 0.3,∆MR = 3.
In each of the above cases, we compare the performance
of the reconstructions obtained using Rate-Adaptive CS to the
vanilla training algorithm, using ReconNet as the reconstruc-
tion architecture. The performance is measured in terms of
the average precision of the localizations, for a pixel error
threshold of 20 pixels. In each case, we also calculate the
average MR over the entire database, that each of the heuristics
lead to.
Results The results are shown in Table II and visualizations
are provided in Figure 9. Clearly, as expected, Rate-Adaptive
ReconNet is superior in terms of the tracking performance
by a huge margin, because the vanilla network yields poor
reconstructions at MRs for which it is not trained specifically.
For comparison, the tracking performance with full images
(oracle, i.e no compression) is about 80% for a 20 pixel error
threshold. Also, for the heuristics and the thresholds chosen,
the average MR for the Rate-Adaptive case is much lower,
and at the same time our approach maintains high tracking
performance. We also observe that the MR determination
based on maximum correlation is superior to the one based
on Euclidean loss between successive frames. It is possible to
have more sophisticated approaches to determining the best
MR for each frame, and optimize the values of α, β, γ and
∆MR, but such an elaborate study is beyond the scope of
this paper.
C. Rate-Adaptive CS for Image Recognition
In this section, we extend the ideas presented for the image
reconstruction problem to a very different task of image
recognition, in order to demonstrate the wide applicability of
the proposed method. We would like to perform image/object
recognition directly on the multiplexed measurements obtained
from the camera, bypassing reconstruction. Also note that the
measurement operator learned in this case is optimized for the
task of image recognition. We use two widely used datasets –
MNIST and CIFAR-10 – for this purpose.
1) Datasets: As mentioned in the main paper we test our
Rate-Adaptive CS algorithm on image recognition task from
CS measurements directly, bypassing the reconstruction. For
this task we use MNIST [34] and CIFAR-10 datasets [35]. The
MNIST dataset consists of 50000 training and 10000 testing
grayscale images of hand-written digits 0-9 of size 28 × 28.
Thus n = 784(28 × 28). CIFAR-10 dataset consists of 32 ×
32 color images belonging to 10 classes with 50000 training
images and 10000 testing images.
2) Network architectures and training details: MNIST
hand-written digit recognition: The network is a modified
version of the LeNet-5 architecture [34] with 3 convolutional
layers, two FC layers and a softmax layer. We add two FC
layers at the input of the network, of which the first serves
as Φ and the second FC layer is the matrix Ψ. The loss
function is the cross-entropy loss between the estimated and
the desired distribution. For the rate-adaptive framework, the
optimization of the individual stages is performed using Adam
optimizer with an initial learning rate of 10−4 and max iters 1
= max iters 2 = 5 × 105 and iters per row = 1000. The
vanilla training algorithm stops after Stage 1 of the rate-
adaptive framework.
CIFAR-10 Image Recognition: We modify the 32 layer resnet
model for CIFAR [36] by adding two fully connected layers at
the input of network similar to MNIST model. We use cross
entropy as loss function and momentum optimizer to optimize
individual stages with max iters 1 = 2 × 105, max iters 2
= 5× 104 and iters per row = 1000. We use a weight decay
of 2× 10−4 and momentum of 9× 10−1. In the rate-adaptive
framework, for Stage 1 we start with initial learning rate of
1× 10−1 and divide it by 10 at 40k, 80k and 120k iterations.
For Stages 2 and 3 we use fixed learning rate of 1 × 10−4.
The vanilla training algorithm stops after Stage 1 of the rate-
adaptive framework.
3) Results:: Table III Figure 10 shows comparison between
Rate-Adaptive CS and vanilla training algorithm for different
variations of [k,m]. We observe that the performance of Rate-
Adaptive CS decreases slowly as the number of measurements
decreases within the operating range for both MNIST and
CIFAR-10. This is contrary to the performance of vanilla
training algorithm where the performance falls more steeply as
we move away from training MR. For the case of CIFAR-10,
we note that a rate-adaptive network for MR = [0.10, 0.25]
performs on average 8.49% points and up to 29.12 % points
better than a vanilla network trained for MR = 0.25, when
tested over all MRs.
V. CONCLUSION
In this paper, we design a novel training algorithm that
enables training a single network that can be operated over
a range of measurement rates, thus overcoming a major draw-
back of previous related algorithms. Our rate-adaptive frame-
work performs significantly better than previous algorithms
10
Method
MR adaptation approach
Linear Decrease Euclidean Loss Detector Confidence
Average
Precision Avg. MR
Average
Precision Avg. MR
Average
Precision Avg. MR
Vanilla 54.29 % 0.1444 46.08 % 0.1113 63.31 % 0.0749
Rate-Adaptive
CS 79.56 % 0.1444 70.82 % 0.1106 77.47 % 0.0462
TABLE II: Object tracking performance comparison of the Rate-Adaptive framework with the single-MR vanilla framework
for dynamically varying MR. Results clearly show that Rate-Adaptive CS is superior in terms of average precision as well as
the average number of measurements made.
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Fig. 9: Visual results on two videos for the object tracking, using maximum correlation of the detector to dynamically vary
MR. For each video, the top row shows the frames acquired with no compression (conventional imaging, referred to as the
oracle). The second and third rows display the reconstructions using Rate-Adaptive ReconNet (trained for MR = [0.04, 0.10]
and vanilla ReconNet (trained for MR = 0.10) respectively. Blue, green and red boxes show the object locations for ground-
truth, Rate-Adaptive ReconNet and vanilla ReconNet respectively. Unlike the rate-adaptive framework, as MR is varied, the
reconstructions are very poor in the vanilla case, leading to poor tracking performance.
that work only for a single measurement rate. We demonstrate
this on two important problems – image reconstruction and
image recognition. Furthermore, through object tracking, we
have shown how the rate-adaptive framework can be utilized
in systems with time-varying constraints on the measurement
rate. Future work includes extending these ideas to other
network architectures and application domains such as multi-
task learning and metric learning. We hope that the algorithm
and results presented in this paper will enable researchers to
adopt spatial multiplexing/ compressive imaging more easily
in real-world scenarios.
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