We prove an existence and uniqueness result for the obstacle problem for quasilinear stochastic integral-partial differential equations. Our method is based on the probabilistic interpretation of the solution using backward doubly SDEs with jumps.
Introduction
We consider the following stochastic partial differential equations with obstacles (OSPDEs for short)
Au t (x) + f t (x, u t (x), ∇u t (x))] dt + h t (x, u t (x), ∇u t (x)) · ← − dB t = 0, (t,
(1) The operator A, which is non-local, is an symmetric infinitesimal generator of a Markov process with jumps. f and h = h 1 , · · · , h d 1 are non-linear random functions. The differential term with ← − dB t refers to the backward stochastic integral with respect to a d 1 -dimensional Brownian motion on a probability space Ω, F , P , so that the doubly stochastic framework introduced by Pardoux and Peng [17] could be applied. Given an obstacle v : Ω × [0, T ] × O → R, we study the OSPDE (1), i.e. we want to find a solution that satisfies "u ≥ v" where the obstacle v is regular in some sense. Nualart and Pardoux [16] have studied the obstacle problem for a nonlinear heat equation on the spatial interval [0, 1] driven by a space-time white noise with the diffusion matrix a = I. Then Donati-Martin and Pardox [10] proved it for the general diffusion matrix. Various properties of the solutions were studied later in [3] , [20] , [21] etc.. Denis, Matoussi and Zhang ([9] ) study the OSPDE with null Dirichlet condition on an open domain in R d . Their method is based on the techniques of parabolic potential theory developed by M. Pierre ([18] , [19] ). The solution is expressed as a pair (u, ν) where u is a predictable continuous process which takes values in a proper Sobolev space and ν is a random regular measure satisfying some minimal condition. The key point was to construct a solution u which admits a quasi-continuous version defined outside a polar set and the regular measures ν which in general are not absolutely continuous w.r.t. the Lebesgue measure.
As backward stochastic differential equations (BSDEs for short) was rapidly developed, obstacle problem associated with a non-linear partial differential equation (PDE for short) with more general coefficients, and the properties of the solutions for OSPDEs were studied in the framework of BSDEs ( [1] , [11] , etc.). Matoussi and Stoica [15] have proved an existence and uniqueness result for the obstacle problem of backward quasilinear stochastic PDE on the whole space R d and driven by a finite dimensional Brownian motion. The method is based on the probabilistic interpretation of the solution by using the backward doubly stochastic differential equation (BDSDE in short). The solution also is expressed as a pair (u, ν). It is essential to give the regular measure ν a probabilistic interpretation in term of the continuous increasing process K where (Y, Z, K) is the solution of a reflected generalized BDSDE.
The stochastic partial differential equations in (1) without the obstacle was studied in [7] , which is the main motivation of this article. It inspires us to generalize the obstacle problem in [9] and consider a more general linear integral-differential operator. Reflected BSDE with jumps, which is a standard reflected BSDE driven by a Brownian motion and an independent Poisson point process, has been studied by Hamadène and Ouknine in [13] . After that, parabolic integro-differential partial equations with two obstacles are solved by Harraj, Ouknine and Turpin in [14] . But in the framework of BSDEs, they concern on viscosity solutions for obstacle problems.
Our aim is to study the OSPDE (1) with a non-negative, self-adjoint operator associated with a symmetric Lévy process by using the probabilistic method in [15] and prove the existence and uniqueness of the weak solution. The quasi-continuity of u makes it possible for us to find the regular measure ν satisfying ν(u > v) = 0. In this paper, the difficulty mainly lies to the estimate on the jump part of the lévy process during the approximation so that the uniform convergence of the penalization sequence on the trajectories can be obtained. But in the present work, the model does not contain the term of divergence as in [15] , since the Lévy process is considered here, and we will leave this problem into the future work.
The remainder of this paper is organized as follows: in the second section, we set the function spaces, probability space and introduce the notion of regular measures associated to parabolic potentials. The quasi-continuity of the solution for SPDE without obstacle is also proved in this section. The third section is devoted to proving the existence and uniqueness result.
Preliminaries
Let L 2 (R d ) be the set of square integrable functions with respect to Lebesgue measure on R d . It is a Hilbert space equipped with the usual scalar product and norm as follows,
We also use the notation
where u, v are measurable functions defined in R d and uv ∈ L 1 (R d ). We will consider an evolution problem over a fixed time interval [0, T ] and define the norm for a function in
.
Another Hilbert space that we use is the first order Sobolev space H 1 (R d ). Its natural scalar product and norm are
where ∇u(t,
The space of test functions is denoted by 
The corresponding Markov process
We consider a Dirichlet form (E,
where Γ is the diagonal Γ := {(x, x)|x ∈ R d } and α ∈ (0, 2). From classical probability theory, we know that such a Dirichlet form is related to a Hunt process, whose infinitesimal generator A is
is completed by the standard procedure with respect to the probability measures produced by the transition function
where q t (x) = (2πt)
is the Gaussian density. Thus, we get a continuous Hunt process
is the Wiener measure, which is supported by the set
0 is a bijection. For each probability measure on R d , the probability P µ of the Brownian motion started with the initial distribution µ is given by
In particular, for the Lebesgue measure in R d , which we denote by m = dx, we have
Denote
as the Skorohod space. The canonical processs V t and the shift operator θ 2 t can be defined similarly to W t and θ 1 t given above. Hence, we get a Hunt process
2 ) related to the Dirichlet form E 2 . We consider the sample space Ω ′ = Ω 1 × Ω 2 and the process (X t ) t≥0 defined by
The σ-field F and filtration F t are given by
The family of probability measures {P x } x is defined by
is a homogeneous Markov process related to the Dirichlet form
For the process X, we have the following decomposition:
where N (dz, dt) is the jumping measure of X with v(dz)dt := 1 |z| d+α dzdt as its predictable compensator andÑ (dz, dt) := N (dz, dt) − v(dz)dt the associated compensated measure. Denote by P t the corresponding semigroup which is strongly continuous on
It is easy to verify that the transition function is absolutely continuous with respect to the Lebseque measure:
where p t (x) is the density. It is easy to see that
Thus, the Lebesgue measure is an invariant measure for the semigroup P t .
Next, for future purposes, we give some results concerning the deterministic PDE with respect to A. As the proofs are similar to that in [15] , we omit them.
R and denote by (u n ) n∈N the sequence of solutions of the equations
with final condition u n T = 0. Then we have
Obviously, (2) implies that lim
We present a strengthened version of this relation in the next corollary.
2 dt = 0. Then, the solutions (u n ) n∈N of the equations
with final condition u n T = 0, satisfy the relation lim
Regular measures
In this section, we shall be concerned with some facts related to the time-space Markov process, with the state space [0, T [ × R d , corresponding to the generator ∂ t + A. Its associated semigroup will be denoted by ( P t ) t>0 . We may express it in terms of the density the semigroup (P t ) t>0 in the following way
and t > 0. So we may also write P t ψ s = P t ψ t+s if s + t < T . The corresponding resolvent has a density expressed in terms of the density p t too, as follows
In particular this ensures that the excessive functions with respect to the time-space Markov process are lower semicontinuous. In fact we will not use directly the time space process, but only its semigroup and resolvent. For related facts concerning excessive functions the reader is refered to [2] , [12] and [5] . Some further properties of this semigroup are presented in the next lemma. The proof of it is almost the same to that of Lemma 2 in [15] . Thus we omit the proof.
Lemma 2. The semigroup ( P t ) t>0 acts as a strongly continuous semigroup of contractions on the spaces
Now we give the definition of the potentials belonging to F , which appears in our obstacle problem. 
is excessive with respect to the time-space semigroup, it is quasicontinuous, u ∈ F and
Observe that if a function ψ is quasicontinuous, then the process (ψ t (X t )) t∈[0,T ] is càdlàg and has only inaccessible jumps. Next we will present the basic properties of the regular potentials. Due to the expression of the semigroup ( P t ) t>0 in terms of the density, it follows that two excessive functions which represent the same element in F should coincide. 
for each t ∈ [0, T ]. The process A is uniquely determined by these properties. Moreover, the following relations hold:
for each test function ϕ ∈ D T , where ν is the measure defined by
Before proving Theorem 1, we recall a useful lemma. 
Proof of Theorem 1:
The uniqueness of the increasing process in the representation (i) comes from the uniqueness in the Doob-Meyer decomposition. Let us now assume that u is a regular potential which is a version of u. We will use an approximation of u constructed with the resolvent. By the resolvent equation one has
Set f n = n(u − n U n u) and u n = n U n u = U 0 f n . Since u is excessive, one has f n ≥ 0 and u n , n ∈ N * , is an increasing sequence of excessive functions with limit u. In fact u n , n ∈ N * , are potentials and their trajectories are continuous. Moreover, the trajectories t → u t (X t ) are càdlàg on [0, T [ by the quasi-continuity of u. The process (u t (X t )) t∈[0,T [ is a super-martingale and, because lim t→T u t = 0 in L 2 , it is a potential and the trajectories have null limits at T . By quasicontinuity of the functions and the fact that X is quasi-left-continuous, we have p (u n t (X t )) = u n t (X t− ) and p (u t (X t )) = u t (X t− ), where p (·) denotes the predictable projection. Therefore, (u n − u)(X) decreasingly converges to 0 as do their left limits. Then, Lemma 3 implies that this approximation also holds uniformly on the trajectories, on the closed interval [0, T ] ,
The function u n solves the equation (∂ t + A) u n + f n = 0 with the condition u n T = 0 and its backward representation is
If we set A n t = t 0 f n s (X s ) ds, after conditioning, this representation gives
By the relation ( * ), it follows that
A similar relation holds for differences. In particular, one has
Moreover, the preceding lemma ensures that lim α→∞ α U α = I in the space
These last relations imply that there exists a limit lim n A n T =:
Then the relation u n t (X t ) = M n t −A n t shows that the processes A n , n ∈ N * , also converge uniformly on the trajectories to a continuous process A = (A t ) t∈[0,T ] . The inequality
ensure the conditins to pass to the limit and get
Passing to the limit in the relations ( * ) and ( * * ) one deduces the relations (i), (ii) and (iii). The rest of the proof are almost the same as that of Theorem 2 in [15] , so we omit it.
The following lemma is concerning on the uniqueness of the potential related to a Randon measure via relation (iv). For its proof, one can refer to [15] . 
We now introduce the class of measures which intervene in the notion of solution to the obstacle problem.
Definition 2.
A nonnegative Radon measure ν defined on [0, T ] × R d is called regular if there exists a regular potential u such that the relation (iv) from the above theorem is satisfied.
As a consequence of the preceding lemma we see that the regular measures are always represented as in the relation (v) of the theorem, with a certain increasing process. We also note the following properties of a regular measure, with the notation from the theorem. 1 D (t, X t ) dA t = 0, P m −a.s..
If a set
D ∈ B ]0, T [ × R d is polar, in the sense that P m ({ω ∈ Ω ′ |∃t ∈ [0, T ] , (t, X t (ω)) ∈ D}) = 0, then ν(D) = 0.
Hypotheses
Let B = (B t ) t≥0 be a standard d 1 -dimentional Brownian motion on a probability space (Ω, F B , P). In the remainder of this paper we assume that the final condition Φ is a given function in L 2 (R d ) and the coefficients and assume the following hypotheses :
Assumption (H): There exist non-negative constants C, β such that
(iii) the contraction property (as in [7] ) : β 2 < 1 .
Assumption (HO) : The obstacle v(t, ω, x) is a predictable random function w.r.t the backward filtration (F B t,T ). We also assume that (t, x) → v(t, ω, x) is P-a.s. quasicontinuous on [0, T ] and satisfies v(T, ·) ≤ Φ(·).
We recall that a usual solution (non reflected one) of the equation (1) with final condition u T = Φ, is a processus u ∈ H T such that for each test function ϕ ∈ D T and any t ∈ [0, T ], we have a.s.
By Theorem 8 in [7] we have existence and uniqueness of the solution. Moreover, the solution belongs to H T . We denote by U(Φ, f, h) this solution.
Quasi-continuity properties
In this section we are going to prove the quasi-continuity of the solution of the linear equation, i.e. when f and h do not depend of u and ∇u. To this end we first extend the double stochastic Itô's formula to our framework. We start by proving the following doubly representation theorem.
Theorem 2. Let u ∈ H T be a solution of the equation
where f, h are predictable processes such that
Then, for any 0 ≤ s ≤ t ≤ T , one has the following stochastic representation, P m -a.s.,
Noting that F T and F B 0,T are independent under P ⊗ P m and therefore in the above formula the stochastic integrals with respect to dW t act independently of F B 0,T and similarly the integral with respect to ← − dB t acts independently of F T .
Proof. The proof will be similar to that of Proposition 11 in [7] . Thus we only give a sketch of it. The solution can be decomposed into two terms each corresponding to one of the coefficients f and h. It is enough to treat them separately. a) In the case where h = 0, one can use Itô's formula to get the desired result. Thus we omit the proof. b) In the case where f = 0, we first establish the formula for the elementary process,
We may have the following relation:
Letting n → ∞, one has
Thus we proof the formula for the elementary processes. The general cases can be proved by approximation.
In particular the process (u t (X t )) t∈[0,T ] admits a càdlàg version which we usually denote by Y = (Y t ) t∈[0,T ] and we introduce the notation Z t = ∇u t (X t ) and U t (z) = u t (X t− + z) − u t (X t− ). As a consequence of this theorem, with the application of Itô's formula and BDG's inequality, we shall have the following result.
Corollary 2. Under the hypothesis of the preceding theorem one has the following stochastic representation for u 2 , P ⊗ P m -a.e., for any 0 ≤ t ≤ T ,
Proof. Firstly, we may represent the solution in the form
By similar proof in Lemma 1.3 of [17] , it follows that
Then the standard calculations of BSDE involving Young's inequality, B-D-G inequality and Gronwall's lemma give the estimate (6).
From Corollary 2, one can easily obtain the following.
Lemma 5.
Let h and h n , for n ∈ N, be L 2 (R d ; R Let (u n ) n∈N be the solutions of the equations
with final condition u n T = 0, for each n ∈ N. Then, one has lim
Thanks to estimate (6), we can do a similar proof as that of Proposition 1 in [15] and get the following proposition which concerns the quasicontinuity of the solution of an SPDE. c and
In particular the process u t (X t ) t∈[0,T ] has càdlàg trajectories, P ⊗ P m -a.s.
We also need the quasicontinuity of the solution associated to a random regular measure, as stated in the next proposition. We first give the formal definition of this object.
Definition 3. We say that u ∈ H T is a random regular potential provided that u(·, ω, ·) has a version which is regular potential, P(dω) − a.s. The random variable ν :
with values in the set of regular measures on [0, T ]×R d is called a regular random measure, provided that there exits a random regular potential u such that the measure ν(ω)(dtdx) is associated to the regular potential u(·, ω, ·), P(dω)-a.s.
The relation between a random measure and its associated random regular potential is described by the following proposition, the proof of which results from approximation procedure used in the proof of Theorem 1.
Proposition 2. Let u be a random regular potential and ν be the associated random regular measure. Let u be the excessive version of u, i.e. u (·, ω, ·) is a.s. an ( P t ) t>0 -excessive function which coincides with u (·, ω, ·) , dtdx-a.e. Then we have the following properties: 
In particular the process (u t (X t )) t∈[0,T ] has càdlàg trajectories, P ⊗ P m −a.s.
(ii) There exists a continuous increasing process
A s − A t is measurable with respect to the P ⊗ P m -completion of F B t,T ∨ σ(W r , r ∈ [t, s]), for any 0 ≤ s ≤ t ≤ T , and such that the following relations are fulfilled a.s., with any ϕ ∈ D and t ∈ [0, T ] ,
3. Existence and uniqueness of the solution of the obstacle problem
The weak solution
We now precise the definition of the solution of our obstacle problem. We recall that the data satisfy the hypotheses of Section 2.3.
Definition 4.
We say that a pair (u, ν) is a weak solution of the obstacle problem for the SPDE (1) associated to (Φ, f, h, v), if (i) u ∈ H T and u(t, x) ≥ v(t, x), dP ⊗ dt ⊗ dx − a.e. and u(T, x) = Φ(x), dP ⊗ dx − a.e..
(ii) ν is a random regular measure on (0, T ) × R d .
(iii) for each ϕ ∈ D T and t ∈ [0, T ], 
(iv) If u is a quasicontinuous version of u, then one has
We note that a given solution u can be writen as a sum u = u 1 + u 2 , where u 1 satisfies a linear equation u 1 = U Φ, f (u, ∇u), h(u, ∇u) with f, h determined by u, while u 2 is the random regular potential corresponding to the measure ν. By the Propositions 1 and 2, the conditions (ii) and (iii) imply that the process u always admits a quasicontinuous version, so that the condition (iv) makes sense. We also note that if u is a quasicontinuous version of u, then the trajectories of X do not visit the set {u < v}, P ⊗ P m -a.s. Here it is the main result of our paper Theorem 3. Assume that the assumptions (H), (HD2) and (HO) hold. Then there exists a unique weak solution of the obstacle problem for the SPDE (1) associated to (Φ, f, h, v).
In order to solve the problem we will use the backward stochastic differential equation technics. In fact, we shall follow the main steps of the second proof in [11] , based on the penalization procedure. The uniqueness assertion of Theorem 3 results from the following comparison result which can be easily proved. (ii) f (u, ∇u) ≤ f ′ (u, ∇u) , dtdx ⊗ P -a.e.
(iii) v ≤ v ′ , dtdx ⊗ P -a.e.
Then one has u ≤ u ′ , dtdx ⊗ P -a.e.
Approximation by the penalization method
For n ∈ N, let u n be a solution of the following SPDE du n t (x) + Au n t (x)dt + f (t, x, u n t (x), ∇u n t (x))dt + n(u n t (x) − v t (x)) − dt + h(t, x, u n t (x), ∇u n t (x)) ← − dB t = 0
with final condition u n T = Φ. Now set f n (t, x, y, z) = f (t, x, y, z) + n(y − v t (x)) − and ν n (dt, dx) := n u n t (x) − v t (x) − dtdx.
Clearly, for each n ∈ N, f n is Lipschitz continuous in (y, z) uniformly in (t, x). For each n ∈ N,
