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ABSTRACT
Major depressive disorder is a commonmental disorder that affects
almost 7% of the adult U.S. population. e 2017Audio/Visual Emo-
tion Challenge (AVEC) asks participants to build a model to predict
depression levels based on the audio, video, and text of an inter-
view ranging between 7-33 minutes. Since averaging features over
the entire interview will lose most temporal information, how to
discover, capture, and preserve useful temporal details for such a
long interview are significant challenges. erefore, we propose
a novel topic modeling based approach to perform context-aware
analysis of the recording. Our experiments show that the pro-
posed approach outperforms context-unaware methods and the
challenge baselines for all metrics.
KEYWORDS
Topicmodeling; depression detection; multi-modal; emotion recog-
nition; natural language processing
1 INTRODUCTION
1.1 Background
Major depressive disorder (MDD), also usually called depression, is
one of the most common mood disorders, which is characterized
by a persistent low mood. e study in [6] showed that men have
a risk of 10-20% and women have a risk of 5-12% to develop MDD
in their lifetime. Early and accurate detection of MDD will ensure
that appropriate treatment and intervention options can be con-
sidered. erefore, there is a strong need for a simple method to
detect depression. In the 2017 Audio/Visual Emotion Challenge
(AVEC) [17], the depression sub-challenge task requires partici-
pants to predict the depression level (i.e., the PHQ-8 score [10])
using audio, video, and text analysis. e database used in this chal-
lenge is the distress analysis interview corpus (DAIC-WOZ) [7], [5],
which includes data from 189 subjects. For each subject, the data-
base includes the audio/video features as well as the transcript of
an interview ranging between 7-33minutes, which is conducted by
an animated virtual interviewer called Ellie, controlled by a human
interviewer in another room.
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Figure 1: Illustration of the proposed topic modeling based
multi-modal feature vector building scheme.
1.2 Challenges and Contribution
A big difference between the depression detection task and a tra-
ditional emotion detection task is the decision unit. Since human
emotion can change rather quickly, traditional emotion detection
typically requires second-level prediction. erefore, popular emo-
tion recognition databases usually provide labels for short-term
recordings, e.g., the IEMOCAPdatabase [3] provides labels for each
uerance, while the SEWA database provides labels for each seg-
ment of 100ms. In contrast, depression is expressed through a per-
sistently low mood, which is very different from short-term sad-
ness. e study in [18] shows that the median duration of depres-
sion is three months and consequently, prediction of the depres-
sion level of an individual should be based on much longer obser-
vation periods. is difference between depression and emotion
detection leads to two main challenges:
(1) Large decision unit. In the DAIZ-WOZ database, each
data sample is the audio and video recording of an inter-
view of a specific subject, where the interview ranges from
7 to 33 minutes. Here, only one decision needs to be made
for the entire interview. e length of the decision unit
is much longer than for typical emotion recognition tasks,
e.g., the 2017 AVEC emotion sub-challenge requires mak-
ing decisions for each 100ms segment. While a large data
volume is typically beneficial for the accuracy, processing
large amounts of data can be challenging. When analyz-
ing very long audio/video data, applying statistical func-
tions (e.g., max, min, mean, quartiles) to short-term fea-
tures over the entire interview will lead to loss of detailed
temporal information such as short-term sighs in despair,
laughing, or anger. However, these short-termdetails within
the interview can be useful when determining the depres-
sion level of the subject, especiallywhen analyzed together
with contextual information (e.g., sighing in despair when
being asked about sleep quality, laughing when talking
about a journey, and anger when remembering unhappy
experiences). erefore, it is important to map the whole
interview to a feature vector such that short-term details
and context are maintained.
(2) Limited number of samples. Since each subject has one
sample (the entire audio/video recording), the number of
samples is significantly lower than in the case when each
recording consists of many small samples (e.g., each uer-
ance being a sample). In the 2017 AVEC depression sub-
challenge, the number of samples in the training set is only
107. In addition, the database is unevenly distributed, i.e.,
the number of depression samples in the training set is
30. With such a small sample size, the number of features
should also be small to avoid the problems of dimension-
ality and overfiing. However, the dimensions of audio
and video features are very large and therefore, generat-
ing and selecting an appropriate number of discriminative
features is essential.
In order to overcome these two challenges, we propose a topic
modeling basedmulti-modal feature vector building scheme as shown
in Figure 1 to provide the basis for context-aware analysis. e in-
terview is first segmented according to topics. en, audio, video,
and semantic features are generated for each topic segment sep-
arately and further placed into a separate slot of the topic in the
feature vector. Aer the features for all topics have been placed, a
two-step feature selection algorithm is executed to shrink the fea-
ture vector and only keep the most discriminative features. e
proposed algorithm is inspired by the observation that all inter-
views contain not a fixed, but a limited range of topics. Further,
we assume that each question by Ellie triggers a response on a
new topic, which makes “topic tracking” feasible. We expect the
following advantages from the proposed scheme:
(1) Logically organize short-term details based on con-
text. When retaining the short-term details of the inter-
view, we need to do it in a fashion that keeps the fea-
ture vector space relatively small and also makes it logical.
Extracting details according to uerances is not context-
organizable and will lead to a dimension explosion since
each interview contains hundreds of uerances. For ex-
ample, both subject 1 and subject 2 smile at uerance 10,
but their smiling might convey different information since
their 10th uerance is in different contexts. In contrast,
the proposed scheme tracks the topic and place feature
of uerances, no maer where it is in the interview, into
the slot of the topic it belongs to in the feature vector. In
addition, one topic can cover multiple uerances, which
makes the feature dimension much smaller.
(2) Moreflexible andprecise discovery of useful features.
In traditional feature building schemes, one feature can
only be kept or discarded as a whole. However, it is com-
mon that one feature is only useful in some specific con-
texts and useless in others. Further, same features in dif-
ferent contexts might convey different information and
should be regarded as separate features. For example, smil-
ing in the context of discussing family can be more dis-
criminative than smiling in the context of greeting some-
one, because the laermight only be due to etiquee. ere-
fore, we would like to only keep the feature when it is in
a useful context. e proposed feature building scheme
provides any combination of features and contexts such
as smiling (family) and smiling (greeting). us, the fea-
ture selection algorithm can perform a more flexible and
accurate filtering. In summary, the proposed scheme al-
lows us to perform a finer analysis of the subject’s reac-
tion to a specific topic, such as a lower voice when dis-
cussing family, irritation when discussing an unhappy sit-
uation, and the expressions used when describing recent
emotions. We believe that this finer-grained analysis can
improve the performance of depression detection.
1.3 Related Work
In the 2016 AVEC depression classification sub-challenge [19], a
few proposed techniques adopted text analysis for their model build-
ing. In [14] and [13], the text is analyzed on a subject level and au-
dio/video features are separately extracted and then fused with se-
mantic features, i.e., topicmodeling is not used in these approaches.
In [21], the authors conduct a question/answer extraction (which
is similar to topic extraction) before text analysis. However, the
question/answer extraction is only applied to text analysis. Audio
and video analysis is still conducted separately. In [22], the au-
thors also conduct topic extraction, but merely use the semantic
features of very few topics (3 topics for women and 4 topics for
men) to build a simple decision tree. is approach achieved the
best performance in the 2016 AVEC, which demonstrates the ef-
fectiveness of simple model and key topic analysis. However, its
performance on the test set is much worse than that on the devel-
opment set. Its limited ability to generalize is probably due to the
very small number of features. Further, audio and video features
are not used in this work.
On the other hand, topic modeling, which is a technique to dis-
cover topics from documents, has been widely adopted in applica-
tions such as text mining [9] and recommendation systems [20]. It
recently has also been used for depression and neuroticism assess-
ment [16]. In [16], the authors demonstrate that taking automati-
cally derived topics into account improves prediction performance.
However, audio and video analysis are again not involved in this
work.
In summary, the work in [21], [22], and [16] use topic model-
ing, but only for text analysis. We further extend the application
of topic modeling by using it for context-aware audio and video
analysis. To the best of our knowledge, the proposed work is the
first effort to combine topicmodeling withmulti-modal text, audio,
and video analysis.
2 TOPIC MODELLING BASED MULTI-MODAL
DEPRESSION DETECTION
2.1 Topic Modeling
Topic modeling typically requires a sophisticated algorithm such
as latent Dirichlet allocation (LDA) [2] and network regulariza-
tion [12]. However, for the transcription of clinical interviews
(such as provided by the DAIC-WOZ database), topicmodeling can
be done much simpler for multiple reasons. First, in the interview,
only Ellie determines the topic by asking a question and the subject
does not initiate a topic proactively. Second, the number of topics
in clinical interviews is limited. And third, Ellie is an animated
interviewer controlled by human command and, therefore, has a
relatively fixed way to start a topic. We observed that when start-
ing a specific topic, Ellie chooses one sentence from the library,
which typically consists of only 1-3 fixed sentences per topic.
Based on the above-mentioned observations, we perform sim-
ple topic modeling on the text of interviews. First, we build a
preliminary sentence dictionary by traversing all of Ellie’s speech
and record all non-redundant sentences. en, we perform man-
ual cleaning of the preliminary dictionary, where sentences that
do not start new topics (e.g., “that’s good”) are discarded. Aer
that, we perform clustering of the dictionary, where the sentences
that start the same topic are grouped together. is is done in two
steps. First, very similar sentences with up to 3 characters differ-
ence are clustered automatically. Second, further manual cluster-
ing and checks are performed. en, we review each sentence clus-
ter, link each cluster to the corresponding topic, and put it into
the topic dictionary. erefore, the topic dictionary is formaed
as [topic name, corresponding Ellie sentences]. e complete list
with 83 extracted topics is shown in Table 1.
Note that only a few topics are discussed inmost interviews, e.g.,
only 14 topics cover over 80% of the interviews. In other words,
topics are sparsely distributed in the interviews. e histogram of
the topic cover rate is shown in Figure 2.
Figure 2: Histogram of topic cover rate.
2.2 Features
In this work, we use audio, video, and semantic features to build
a multi-modal model. Audio and video features are provided by
the 2017 AVEC organizers while semantic features are extracted
by ourselves. All features are computed in a topic-wise fashion.
2.2.1 Audio Features. We use the audio features extracted by
the COVAREP toolkit [4] and formant features. e COVAREP
toolkit generates a 74-dimensional feature vector that includes com-
mon features such as fundamental frequency and peak slope. For-
mant features contain the first 5 formants, i.e., the vocal tract res-
onance frequencies. Both COVAREP and formant features are ex-
tracted every 10ms. For each topic, we further apply three statistic
functions (mean, max, and min) to each feature over time to re-
duce the dimension. at is, for each topic, (74+5)×3 = 237 audio
features are used.
2.2.2 Video Features. We use the action units (AUs) features
extracted by the OpenFace toolkit [1], which includes the informa-
tion of 20 key AUs. For each topic, we further apply three statistic
functions (mean, max, and min) over time to each feature to reduce
the dimension. us, for each topic, 20 × 3 = 60 video features are
used.
2.2.3 Semantic Features. For each of the 83 topics, we use the
Linguistic Inquiry and Word Count (LIWC) [15] soware to count
the frequency of word presence of the subject’s speech of the topic
in 93 categories such as anger, negative emotion, and positive emo-
tion. at is, the LIWC soware takes the speech of a subject
and generates a 93-dimensional feature vector. Further, inspired
by [22], which demonstrates that some key topics such as sleep
quality (topic index: 78) and PTSD diagnose history (topic index:
82) have a high correlation with depression level, we further ex-
tract additional semantic features for 8 topics (topic index: 76-83,
marked with an asterisk in Table 1) that we believe might be most
discriminative. We use a dictionary based method to classify each
topic into 2 or 3 categories according to the content. For example,
for the topic easy sleep (topic index: 78), the speech of each sub-
ject is classified into three categories: easy (when phrases such as
‘no problem’ are present), fair (when words such as ‘it depends’ are
present), and hard (when words such as ‘difficult’ are present). e
dictionary is built manually for each key topic.
Topic 
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Figure 3: Illustration of the structure of feature vector.
2.3 Topic-wise Feature Mapping
In order to conduct context-aware analysis, the feature vector needs
to record the features of each topic separately. erefore, in the
feature vector, each topic has a separate slot.
We first find the topics discussed in each interview. For each
interview, speech sentences of Ellie are traversed and when the
sentence is found in the topic dictionary, the corresponding topic
Table 1: e list of topics extracted from the DAIC-WOZ (potential key topics are marked with an asterisk).
Ind. Topic Abbr. Sample Ellieestion Ind. Topic Abbr. Sample Ellie estion
1 more can you tell me about that 43 best parent what’s the best thing about being a parent
2 why why 44 are you okay are you okay with this
3 last happy time tell me about the last time you felt really happy 45 mad what are some things that make you really mad
4 origin where are you from originally 46 they triggered are they triggered by something
5 argue when was the last time you argued with some-
one and what was it about
47 easy parent do you find it easy to be a parent
6 advice ago what advice would you give to yourself ten or
twenty years ago
48 happy did that are you happy you did that
7 control temper how are you at controlling your temper 49 therapist affect how has seeing a therapist affected you
8 things like la what are some things you really like about l a 50 job what are you
9 proud what are you most proud of in your life 51 symptoms what were your symptoms
10 positive influence who’s someone that’s been a positive influence
in your life
52 ideal weekend tell me how you spend your ideal weekend
11 best friend describe how would your best friend describe you 53 avoid could you have done anything to avoid it
12 things dont like la what are some things you don’t really like about
l a
54 do annoyed what do you do when you are annoyed
13 major what did you study at school 55 got in trouble has that goen you in trouble
14 regret is there anything you regret 56 your kid tell me about your kids
15 dream job what’s your dream job 57 someone made bad tell me about a time when someone made you
feel really badly about yourself
16 enjoy travel what do you enjoy about traveling 58 different parent what are some ways that you’re different as a
parent than your parents
17 how hard how hard is that 59 today kid what do you think of today’s kids
18 do sleep not well what are you like when you don’t sleep well 60 down do you feel down
19 experiences what’s one of your most memorable experiences 61 how know them how do you know them
20 hardest decision tell me about the hardest decision you’ve ever
had to make
62 feel oen do you feel that way oen
21 fun relax what are some things you like to do for fun 63 problem before did you think you had a problem before you
found out
22 handle differently tell me about a situation that you wish you had
handled differently
64 living situation how do you like your living situation
23 what decide what made you decide to do that 65 why stop why did you stop
24 still work are you still doing that 66 how do you do how are you doing today
25 erase memory tell me about an event or something that you
wish you could erase from your memory
67 roommate do you have roommates
26 why move la why did you move to l a 68 hard on yourself do you think that maybe you’re being a lile
hard on yourself
27 change self what are some things you wish you could change
about yourself
69 like living with what’s it like for you living with them
28 best quality what would you say are some of your best qual-
ities
70 disturb thought do you have disturbing thoughts
29 oen back how oen do you go back to your home town 71 where live where do you live
30 how long diagnose how long ago were you diagnosed 72 aer millitary what did you do aer the military
31 guilty what’s something you feel guilty about 73 combat did you ever see combat
32 when move la when did you move to l a 74 talk later why don’t we talk about that later
33 easy used la how easy was it for you to get used to living in
l a
75 military change how did serving in the military change you
34 seek help what got you to seek help 76* change behavior have you noticed any changes in your behavior
or thoughts lately
35 when last happy when was the last time you felt really happy 77* depression have you been diagnosed with depression
36 cope how do you cope with them 78* easy sleep how easy is it for you to get a good night sleep
37 compare la how does it compare to l a 79* family close how close are you to your family
38 hard parent what’s the hardest thing about being a parent 80* feeling lately how have you been feeling lately
39 still therapy do you still go to therapy now 81* shy outgoing do you consider yourself an introvert
40 travel a lot do you travel a lot 82* ptsd have you ever been diagnosed with p t s d
41 ever served militaryhave you ever served in the military 83* therapy useful do you feel like therapy is useful
42 when last time when was the last time that happened
Table 2: Dimension of each feature category.
Feature Name Dimension
Gender 1
Topic Presence 83
Key Topic 8
LIWC 7719
Formant 1245
COVAREP 18426
AUs 4980
Sum 32462
and the subject’s speech, togetherwith its timestamps are recorded.
e subject’s speech is used to generate semantic features while
the timestamps are used to synchronize audio and video features.
en, all features are placed into separate slots of the correspond-
ing topic in the feature vector. As described in Section 2.2, each
topic contains 237 audio features, 60 video features, and 93 LIWC
features, and there are 83 topics in total, which leads to a 83∗(237+
60 + 93) = 32, 370 dimensional feature vector. Further, we add the
presence of each topic to the feature vector, because each interview
only covers a few topics and the topic presence might be correlated
to the subject’s status. Finally, gender is also aached to the fea-
ture vector similar to the work in [22] and [14], where the authors
report that gender information can greatly improve the classifica-
tion performance. Figure 3 illustrates the structure of the feature
vector and Table 2 shows the dimension of each feature category in
the feature vector. Due to the sparsity of topics, the feature vector
is also sparse, i.e., the features of topics that are not discussed in
an interview are missing. However, the slots for all topics are pre-
served in our approach, i.e., the slot of a topic that is not discussed
in the interview is padded with -1.
2.4 Feature Selection
In Section 2.3, a 32,462-dimensional feature vector is built, which
maintains audio, video, and text information of each topic. How-
ever, only a small amount of features are actually useful and we
expect the number of features to be small enough to avoid poten-
tial overfiing. erefore, feature selection is an essential step of
the proposed scheme.
We conduct feature selection in two steps. First, we conduct
a quick model-independent feature selection on all features. e
algorithm we use in this step is correlation-based feature subset
selection (CFS) [8], which evaluates the value of a subset of fea-
tures by considering the individual predictive ability of each fea-
ture along with the degree of redundancy between them. Aer
this step, a subset of features is selected. en, we conduct a fine
model-dependent feature selection to find the optimized feature
number. In this step, we first rank the features according to their
F-value to the corresponding label. en we run the regression al-
gorithm using a various number of high-rank features and finally
select the best feature set.
is unique two-step feature selection algorithm is designed
based on the following consideration. In our feature generation
scheme, we observe that more features are correlated to each other
thanwith the context-unaware feature generation scheme, because
features that belong to the same topic are likely to have high cor-
relations. us, if we only conduct feature selection according to
the individual feature score, we might get a set of features with
high scores, but that are also closely correlated to each other. In
other words, many features are redundant and provide lile extra
information in this case. To avoid that, we first conduct a CFS to
select a feature subset, where features have a high correlation with
the label, but low correlationwith each other. Since CFS is a model-
independent approach, which cannot tell us the overfiing risk for
our specific model and dataset, we further conduct a model-based
selection on our dataset to find the appropriate number of features
for our task.
2.5 Regression Model Building
2.5.1 Data Balancing. It has been widely reported that imbal-
anced classes of data will greatly affect the performance of ma-
chine learning algorithms [11]. Unfortunately, most healthcare
related databases, including DAIZ-WOZ, are imbalanced. In the
training set of the DAIC-WOZ database, only 30 subjects are de-
pressed of a total of 107 subjects, which means that there are much
more subjects with low PHQ-8 scores than those with high PHQ-8
scores. erefore, we perform random-oversampling to make the
number of samples for each PHQ-8 score is roughly the same by
simply duplicating samples before running the machine learning
algorithm.
2.5.2 Regressors. In this work, we perform a grid search for the
following regression models: random forest regression (number of
trees: 1, 10, 20, 30, 40, 50, 100, and 200), stochastic gradient descent
(SGD) regression, and support vector regression (SVR) (kernel: lin-
ear, polynomial, and radial basis function (RBF)).
3 EXPERIMENTAL SETUP
3.1 Test Strategy
In the 2017 AVEC challenge, only the training and development
sets of the DAIC-WOZ database are available. However, perform-
ing both optimization and testing on the development set will lead
to significant overfiing on the development set. erefore, we
adopt the following test strategies for our experiments:
(1) 10-fold stratified cross-validation (CV): In this test strat-
egy, the training set and development set are concatenated
together and then divided into 10 folds in a stratified man-
ner. Each time, one fold is used for testing and another
9 folds are used for training. Note that the random over-
sampling and model-dependent feature selection are con-
ducted aer the data spliing and only on the training
data. Since it is not meaningful to conduct CFS feature
selection using cross-validation, the model-independent
feature selection is conducted on the entire training and
development set, which will lead to an over-optimistic es-
timate on the test result, but will not affect other hyper-
parameter selections. us, we believe this is the fairest
way of testing. All optimizations, including model selec-
tion, hyper-parameter tuning, and feature selection, are
performed according to the results of CV.
(2) Test on the development set (Dev): In this strategy,
we train the model using the official training set and test
on the official development set. In order to avoid report-
ing over-optimistic results on the development set, we do
not conduct any optimization for the development set. In-
stead, we find the best model, hyper-parameters, and fea-
ture numbers in the CV test and use them to build the
model on the training set.
(3) Test on the testing set (Test): In this strategy, we train
the model using the official training and development set
and test on the official test set. is is because we want to
use all available data for training to increase the model ro-
bustness. Again, all parameters used in building themodel
are selected in the CV test.
3.2 Metrics
In this work, we report four metrics for each test strategy men-
tioned above: 1) Root mean square error (RMSE) is the chal-
lenge target; therefore, all optimizations, including model selec-
tion and feature selection, are performed according to this metric.
2)Mean absolute error (MAE) is another metric reported by the
official baseline [17] and we use it together with RMSE to analyze
the difference between ground truth and prediction. 3) Pearson
correlation coefficient (CC) is an important metric to evaluate
the regression performance, which can reflect the linear correla-
tion between ground truth and prediction. 4) F1-score measures
the performance of binary depression classification, i.e., a subject
is depressed when the PHQ-8 score is greater than or equal to 10
and non-depressed otherwise.
3.3 Baseline
We compare the proposedmethodwith the following baselinemeth-
ods:
(1) Basic Baseline, where the model constantly predicts the
mean PHQ-8 score of the training set. is is a very basic
baseline that any workable regression algorithm should
outperform.
(2) Challenge Baseline, which is the official baseline pro-
vided in [17]. is baseline uses a random forest regres-
sor (number of trees = 10) on the audio and video fea-
tures extracted by the COVAREP toolkit [4] and OpenFace
toolkit [1]. Regression is performed on a frame-wise basis
and the temporal fusion over the interview is compressed
by averaging the outputs over the entire interview. Fusion
of audio and video modalities is performed by averaging
the regression outputs of the unimodal result. In [17], the
authors present the results of audio unimodal, video uni-
modal, and audio/video multimodal solutions using this
baseline approach, where video unimodal has the best per-
formance. erefore, we use the results of the video uni-
modal solution for comparison.
(3) Context-unaware Baseline Since the proposed method
and the official challenge baseline method have a lot of dif-
ferences in terms of features, regression model, and class
balancing, it is hard to judge which factor cause any per-
formance gap. erefore, we use this baseline to check
the effectiveness of context-aware analysis. is baseline
method is exactly the same as the proposed method (i.e.,
the same audio, video, and LIWC features are extracted,
the same feature selection algorithms are used, and the
regression model is selected from the same grid), except
topic modeling is not used. e differences are that fea-
tures are extracted and averaged over the entire interview
(instead of a topic-wise manner) and that topic related fea-
tures (topic presence and key topic features) are not in-
cluded.
(4) Proposed Method, as described in Section 2.
4 EVALUATION AND DISCUSSION
4.1 Overall Performance
rough a grid search in the CV test, we selected the best regres-
sion model (SGD regressor) and the best number of features (46).
We then use these seings on the Dev and Test experiments. e
results of these experiments are shown is Table 3. We observe that
the proposed method achieves the best performance for all met-
rics and test strategies. Further, we find that the proposed method
performs significantly beer than the context-unaware baseline,
which demonstrates the effectiveness of context-aware analysis. In
addition, we observe that the performance of the proposedmethod
on the test set is worse than that on the development set and cross
validation. is is because the model-independent CFS feature se-
lection is conducted not in a cross-validation manner, but instead
on the entire training and development set, since it is meaning-
less to conduct CFS in a cross-validation manner. However, the
performance of the proposed method is still much higher than the
challenge baseline on the test data.
4.2 Selected Feature Analysis
Figure 4: Distribution of topics corresponding to the se-
lected features (count in parentheses). Le: proposed fea-
ture selection algorithm. Right: baseline feature selection
algorithm.
It is very interesting to see which features are actually selected
and useful in depression detection. In our feature building scheme,
each feature corresponds to one topic and one feature category.
As shown in Figure 4 (le), from the perspective of the topics in-
volved, we observe that 31 topics out of the total 83 topics are in-
volved, in which the most frequent topics corresponding to the
Table 3: Result of the depression regression experiment 1
RMSE MAE CC F1-Score
CV Dev Test CV Dev Test CV Dev Test CV Dev Test
Basic baseline 5.84 6.57 / 4.81 5.50 / -0.35 0.00 / 0.00 0.00 /
Challenge baseline / 7.13 6.97 / 5.88 6.12 / / / / / /
Context-unaware baseline 5.55 5.02 / 4.56 4.42 / 0.45 0.69 / 0.58 0.67 /
Proposed method 3.68 3.54 4.99 2.94 2.77 3.96 0.78 0.87 / 0.80 0.70 0.60
selected features are topic 30: how long diagnose, 31: guilty, 34:
seek help, and 77: depression. Further, we observe that our ap-
proach uses a variety of topics that seem not closely related to
depression from humans’ perspective such as topic 6: advice ago
and 16: enjoy travel. In addition, to check the effectiveness of
the proposed two-step feature selection algorithm, we compare it
with a baseline feature selection algorithm that only consists of
step 2 of the proposed method, which only considers the score of
each feature individually. As shown in Figure 4 (right), the feature
vector selected by the baseline feature selection algorithm only in-
cludes three topics: 30: how long diagnose, 34: seek help, and 39:
still therapy. We conduct an experiment using this feature vector
and find that the result (RMSE: 5.60) is much worse than the result
of the proposed approach (RMSE: 4.99) on the test set. is demon-
strates that the proposed two-step feature selection algorithm is
able to discover independent features and to improve the result.
While it is possible that topics 30, 34, and 39 are the closest re-
lated topics of depression, taking more topics into consideration
can lead to a more precise prediction. We believe that it is also an
advantage of the proposed method over a clinician’s analysis, be-
cause for a clinician it is very hard to observe and model such a
large volume of factors in the interview.
Key Topic(2)
LIWC(2)
COVAREP(33)
AUs(9)
Figure 5: Distribution of feature categories corresponding to
the selected features (count in parentheses).
From the perspective of feature categories involved, we observe
that the selected feature set involves LIWC features, key topic se-
mantic features, COVAREP audio features, and AUs video features.
e two key topics involved are 78: easy sleep and 80: feeling lately.
e gender feature, topic presence feature, and the formant fea-
tures are not involved. A complete pie chart of the distribution
of feature categories corresponding to the selected feature set is
shown in Figure 5.
4.3 Regression Model and Feature Number
Analysis
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Figure 6: e relationship betweenRMSE andnumber of fea-
tures and regression models.
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Figure 7: e relationship between CC and number of fea-
tures and regression models.
1Due to the limited number of test aempts allowed in the 2017 AVEC, we are not
able to provide the results on the test set for the baseline approaches. e challenge
baseline paper [17] does not include test results of CC and F1-score and does also not
include results tested in CV manner.
Two important hyperparameters in the proposed method are
the number of features and the regression model. us, we per-
formed a grid search in cross validation manner for the follow-
ing regression models: random forest regression (RF) (number of
trees: 1, 10, 20, 30, 40, 50, 100, 200), SGD regression, and support
vector regression (SVR) (kernel: linear, polynomial, and RBF), and
the following feature numbers: 1-46 (the total number of features
in the subset selected by the first round CFS feature selection is
46). e relationship between regression performance and hyper-
parameters is shown in Figures 6 and 7. For clarity, we only plot
the top 3 regression models with the best performance.
We observe that when the feature number is small, the random
forest regressor (tree number = 40), SGD regressor, and SVR (RBF)
regressor perform similarly. However, with the increase of feature
numbers, SGD and SVR models continually improve their perfor-
mance while the random forest model stops improving much ear-
lier. e SGD and SVR regressor have close performance, while
the SGD regressor has a lile bit lower RMSE than SVR. ough
the lowest RMSE is achieved when the feature number is 41, we
believe it is more likely to be a fluctuation in the CV test and there-
fore we choose the feature number of 46, because we prefer to use
more features to build a more discriminative model. e exper-
iment shows that using 46 features (RMSE: 4.99) yields a beer
performance than using 41 features (RMSE:5.22) on the test set.
5 CONCLUSIONS
Major depressive disorder is a widespread mental disorder and ac-
curate detectionwill be essential for targeted intervention and treat-
ment. In this challenge, participants are asked to build a model pre-
dicting the depression levels based on the audio, video, and text
of an interview ranging between 7-33 minutes. Since averaging
features over the entire interview will lose most temporal details,
how to discover, capture, and preserve important temporal details
for such long interviews are significant challenges. erefore, we
propose a novel topicmodeling based approach to perform context-
aware analysis. Our experiments show that the proposed approach
performs significantly beer than context-unaware method and
the challenge baseline for all metrics. In addition, by analyzing
the features selected by the machine learning algorithm, we found
that our approach has the ability to discover a variety of tempo-
ral features that have underlying relationship with depression and
further to build model on them, which is a task that is difficult to
perform by humans.
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