Abstract-In this paper we present a dynamic programming based technique that is suitable for providing exact solutions to a subset of optimisation problems, using general purpose GPU computing. The primary feature of this model is to efficiently use the computational and memory resources of the GPU, whilst still remaining abstract enough to allow implementation on a variety of problems. Secondly, as exact dynamic programming methods are often limited by memory complexity, great consideration has been given to reducing this constraint, allowing large scale problems to be solved. To demonstrate the effectiveness of the proposed model we test it against three problems; the 0-1 knapsack problem, the longest common subsequence problem, and the travelling salesman problem.
I. INTRODUCTION
Optimisation problems involve finding the best possible solution to a problem by adjusting sets of variables with constraints, and they are prevalent in many sectors of both industry and academia as they allow easy mathematical representations of real world problems [1] . The complexity associated with solving optimisation problems grows extremely quickly as more variables are added, and the problems soon become essentially impossible to solve within an acceptable time frame.
The most common method of solving optimisation problems is through the use of heuristics. Heuristics attempt to use educated guesses to help navigate through the search space, allowing an acceptable answer to be produced within a fraction of the time. By definition, heuristics are not guaranteed to find the global optima to the problem as they are not an exact solving method. Dynamic programming (DP) based techniques provide exact solutions to a subset of optimisation problems, considerably quicker than naïve brute force based methods. Unfortunately, due to high computational and memory complexities they are unsuitable for large scale problem instances [2] .
GPGPU (General Purpose computing on Graphical Processing Units) has increased in availability considerably in recent years, through languages such as CUDA and OpenCL. This allows normal desktop computers to run programs that use the resource of GPUs, which have core counts in the thousands.
Against this background we propose a GPU based model suitable for providing exact answers to optimisation problems that can be solved through dynamic programming based methods. The proposed model minimises memory complexity, whilst using thousands of cores to cope with the high computational complexity, allowing large scale problems to be solved. It is also designed to be a high level, semi-abstract model. This allows for implementation on different problems with only a minimum of alteration, but it is still able to be accelerated through problem specific knowledge. The objective of this paper is to demonstrate the effectiveness of the proposed model against some common optimisation problems.
A. Primary Contributions
The primary contributions offered by the model described in this paper are:
• Extrapolation and enhancement of a parallel paradigm to allow applicability to a range of different optimisation problems through dynamic programming techniques.
• Development of a memory structure to allow the efficient management of memory which maintains only the minimum amount of data on the GPU, and transfers completed data asynchronously to the CPU meaning execution never pauses. This allows very large scale problem instances, that previously could not fit in memory, to be solved.
• Provides the ability to solve large scale optimisation problems exactly. Previously such problem instances relied on inexact solving methodologies such as metaheuristics.
II. OPTIMISATION PROBLEMS

A. Outline
An optimisation problem involves finding the best possible solution from a set of feasible solutions. In its most simple form, an optimisation problem can be defined as:
where f (x) : R n → R is the objective function to be minimised over x. g i (x) ≤ 0, are the inequality constraints and h i (x) = 0 are the equality constraints.
B. Dynamic Programming
Dynamic programming is a term used to describe a method of programming in which a large or complex problem is broken down into smaller subproblems, which are quicker to solve and can be reconstructed into the final solution. As discussed, dynamic programming methods guarantee optimality as well as an exact answer. Within the context of optimisation problems, this means the optimal solution to the problem is guaranteed, but this leads to high computational and memory complexity.
C. Example Problems & Associated DP Solving Methodology 1) Longest Common Subsequence Problem:
The longest common subsequence (LCS) problem is concerned with identifying the longest subsequence present in a set of multiple input strings. This problem is at the core of many bioinformatics and pattern matching algorithms.
String From this a common subsequence is defined as: C is a common subsequence of A and B iff C is a subsequence of A and a subsequence of B. Therefore C is the longest common subsequence of A and B iff:
• C is a common subsequence of A and B • There is no common subsequence D, for which the length of D is larger than C This can be solved through DP by constructing a scoring matrix S of size n by m in which S ij (where 1 ≤ i ≤ n, 1 ≤ j ≤ m) maintains the longest common subsequence for substrings a 1 , a 2 , ...a i and b 1 , b 2 , ..., b j ; therefore the LCS length can be found at S n,m . These values are filled using the following function:
2) 0-1 Knapsack Problem: The knapsack problem is a classic algorithm in combinatorial optimisation. Given a set of items with an integer mass and value, select the most profitable set of items whilst not exceeding a defined weight constraint. Although this problem is simplistic in nature, when extended it forms the basis of many packing and shipping algorithms.
The 0-1 Knapsack Problem restricts the number of times each item can be selected to zero or one. Let there be a set of items, z 1 , z 2 , ..., z n where z i has a value v i ∈ N * + and a weight w i ∈ N * + . x i is a boolean defining whether the item z i is selected. The maximum weight of the selected items cannot
subject to:
This maximises the sum of the value of the items selected, whilst ensuring that the weight constraint, W , is not violated.
To solve this through DP, a scoring grid S must be created of size n by W in which S ij (where 1 ≤ i ≤ n, 1 ≤ j ≤ W ) defines the maximum value that can be attained with weight less than or equal to W using items up to i; therefore the maximum value can be found at S nW . The values in the grid are filled using the following function:
3) The Travelling Salesman Problem: The travelling salesman problem (TSP) is a well established problem within the field of computer science. Given a set of cities, labelled 1, 2, ..., n, the goal is to find the shortest route that allows each city to be visited exactly once and the route to start and end at the same point. It has a huge computational complexity making exact solving impossible; however, it is at the core of many vehicle routing algorithms.
For an n city problem x ij is defined as:
x ij = 1 the path goes from city i to city j 0 otherwise
Let u i be a temporary variable and c i,j be the cost of moving between cities i and j. This problem can then be defined as an integer linear program [3] :
The first set of equalities ensure that each city can only be arrived at from exactly one other city. The second set of equalities requires that from each city there is a departure to exactly one other city. Finally, the last constraint ensures that there is only a single tour covering all cities, and there cannot be multiple, simultaneous disjoint tours.
To represent this through DP, assuming city x as a start point: for every other vertex i we find the minimum cost path with x as the starting point, i as the ending point, and all vertices appearing exactly once. Let the cost of this path be p i . Therefore the cost of the cycle would be p i + c i,x . Thus the optimal tour is ∀ i min (p i + c i,x ).
p i is calculated through the creation of multiple scoring grids, S, which are created and filled through a recursive relationship. S Xi is defined as the minimum cost path visiting each vertex in set X exactly once, starting at 1 and ending at i. This can be represented using the following recursive case:
Therefore for a set of size n, n − 2 subsets are considered, each of size n − 1 excluding node n.
III. ACCELERATING OPTIMISATION PROBLEMS BY CUDA
A. Outline of CUDA
CUDA, the Compute Unified Device Architecture, is a programming language developed by NVIDIA, to enable the implementation of GPGPU programs on NVIDIA hardware. Briefly introduced is the computational model adapted by CUDA to provide a background for concepts discussed in this paper, but for full details readers are referred to the papers [4] , [5] .
CUDA adopts a Single-Instruction; Multiple-Thread (SIMT) programming model. Threads are organised into 3D groups called blocks, and groups of blocks are organised into larger 3D groups called grids. The dimensions of the blocks and grids only serve as an abstract representation to aid with indexing data.
Blocks can be executed in any order, therefore they must be independent of each other. Once computation has begun on a block, it will execute to completion before unloading again. Threads are dispatched to be executed in a group called a warp. All threads in a warp follow the same execution path; therefore, code divergence in CUDA must be minimised. When divergence is encountered in CUDA, the warp is partitioned such that all threads that satisfy one code path are executed, and threads that do not satisfy that path remain idle. When execution of the path completes, the warp is restarted and the other path(s) executed.
Generally, the memory employed by CUDA is slow. Global memory is accessible across all blocks, but has relatively high access times, as do the other global stores of texture and constant. Shared memory is quicker and is accessible by all members of the same block; additionally, registers are available on a per thread basis. In an effort to hide the slow global memory access times, CUDA will context switch other warps in whilst waiting for memory transactions to complete, in order to maximise transactions in flight.
B. Applicability of GPGPUs to Optimisation Problems
GPGPU implementations of solving methodologies for optimisation problems are often highly problem specific, or merely GPU re-implementations of established heuristic solving methodologies.
In the context of DP, GPUs can be considered to be suitable as the matrix based structures at the core of DP match the architecture of CUDA very well. However, it is challenging to implement and parallelize a DP effectively due to the large memory complexity, a problem which is compounded by the relatively slow memory speeds offered by the GPU. Furthermore, dependencies between blocks can cause problems, as blocks in CUDA can be executed in any order. These problems are addressed by the model proposed in this paper.
C. Existing Research
We now consider the existing methodologies of parallelising these problems and algorithms available in the literature, in order to identify shortcomings in existing methods. Some existing concepts are incorporated into our model. Algebraic DP, a high level abstract branch of DP, has been parallelised effectively using the GPU [6] , by iterating through the scoring grid in a series of diagonals. This is because once a diagonal of the grid is calculated, the dependencies for the next have been satisfied. This is effective for algebraic DP; as can be observed, the scoring grid and dependencies will always take the same structure.
We also consider methods tailored to the selected test problems individually, rather than looking for a generic solving method. In the case of the LCS Problem, again the approach of iterating through the grid in a series of diagonals is adopted [7] . This can be enhanced further using some problem specific techniques such as decomposing the grid to better match the underlying architecture of the GPU [8] or pre-computing some additional dependencies first, to allow for greater parallelism [9] .
In the case of the knapsack problem, there is only one example of GPU DP in the literature, and this demonstrates that the scoring grid can be restructured such that each row of the matrix can be solved in parallel [10] . Otherwise there are standard heuristic methods available such as evolutionary algorithms [11] and branch and bound [12] .
The travelling salesman problem has no exact solving methodologies on the GPU that we are aware of, and this is most likely due to the memory constraints posed by GPU programming. There are however a variety of heuristic solving methods such as genetic algorithms [13] and iterative solution improvement [14] .
IV. PROPOSED MODEL
A. Model Design
The model that we propose aims to be a semi abstract model. It is demonstrated on the three aforementioned problems, but we assert that it can be applied to others with the minimum of adaptation. In some cases our method may not be as quick as state-of-the-art for every given problem; this is a side-effect of aiming to stay generic.
It can be observed that in the DP definition of all the introduced problems, once one step of the problem has been solved, the dependencies for several other steps have been satisfied, shown in Figure 1a . As shown, iterating through the grid in an diagonal based fashion is an established method for DP on the GPU [6] , [7] , and is demonstrated in Figure  1b . Whilst this approach has been detailed in the literature for specific problems, most notably the LCS problem, to the best of our knowledge it has never before been approached in a generic manner.
Managing memory on the GPU using CUDA is a challenge due to the restrictive amount as well as low access speeds. Because of this, careful consideration must be made to minimise memory requests, and accelerate remaining memory transactions. In CUDA, should memory accesses take place from sequential addresses, CUDA will coalesce the memory requests. This is a process by which memory can be read or written, in a single transaction, by every thread in a warp simultaneously.
Therefore, as well as restructuring the DP grid such that all memory is linear, divergence in the code should be reduced as far as possible. This is due to the fact that if even one thread requires a different code path to the others in the warp, its memory access will not be coalesced and an entire memory transaction will be wasted. This is achieved through pre-allocating additional memory so that all threads within a warp have a location to read and write to, albeit redundantly, so as not to cause divergence. The numbers within the grids in Figure 2a represent the iteration of the algorithm, and Figure  2b demonstrates the memory structure in use.
One of the biggest limitations of programming with CUDA is the slow transfer speed between the host, the CPU and system memory, and the device, the GPU. We overcome this by using asynchronous memory transfer, a feature available in all modern CUDA cards. This allows data to be transferred back to the host whilst the device continues computation. Managing the memory this way also means that it alleviates the limitation of memory complexity associated with DP. The GPU does not have to maintain the whole DP grid, only cells that are required by immediate dependencies; the rest can be asynchronously Fig. 2 . The thread and memory structure adopted. Numbers within the cells represent the iteration that is currently being calculated pushed back to the much larger system memory with no interruption in computation. In the case of problems that have a very small number of cell dependencies, such as the LCS, this allows much larger problems to be solved through CUDA than was previously possible.
In Figure 2a the thread pattern adopted is depicted, and how the diagonal iterations through the grid are mapped to the multiple threads. As already discussed, whilst some threads will be idle at the beginning and end of execution, periods known as warm-up and warm-down, they will still be following the same code path to prevent any divergence.
B. Code Enhancements
Some optimisations can be applied to the model so that it can be accelerated further to cope with the vast computational complexity of the problems. As well as the memory model already detailed, we take further steps to optimise the memory structure further based on [15] .
All fixed data is stored in the texture memory of the GPU, for example the test data in the LCS and KS problem, or the travel time matrix in the TSP. This is due to the optimisations available for spatially close data, and most frequently test data is requested sequentially (LCS) or spatially (TSP). This also allows multiple elements to be packed into one data type, minimising memory transactions. 
C. Adapting the Model
Detailed here is how the mode is adapted to suit the specific problems. In all instances test data is stored in texture memory.
1) Longest Common Subsequence:
The LCS problem is dependent on the previous two iterations; this allows any other completed iterations before that to be pushed to system memory, see Figure 3a . Due to this it has a low memory complexity on the GPU.
2) 0-1 Knapsack Problem:
The knapsack problem is dependent on the previous j − W iterations. This means that the whole scoring grid must be maintained until the halfway point. From that point the oldest iterations can be pushed to system memory; see Figure 3b .
3) Travelling Salesman Problem: The travelling salesman problem requires considerably more adaptation. Due to the recursion, each iteration is considerably larger than the last, meaning that a square grid is inappropriate. Therefore at each step, the recursive steps are calculated in parallel, but each iteration requires a new vector scoring grid to store the current diagonal, see Figure 3c .
V. EVALUATION A. Testing Configuration
All GPU testing will be carried out using an NVIDIA Titan GPU, which contains 2688 CUDA cores clocked at 837Mhz and 6GB of memory. The CPU in the system is an Intel 3930k at 3.2GHz with 16GB of system memory running Arch Linux. Average runtimes will be generated across five replicate runs of each test. The problems were compiled using CUDA 6 and GCC 4.9.
Where possible we benchmark the proposed model against the equivalent CPU or GPU DP implementations, depending on what is available in the literature. Due to space constraints, these will not be detailed here, but the reader will be referred to the relevant literatures.
1) The Longest Common Subsequence Problem: The longest common subsequence problem will use randomly generated test data, where the length of the match sequence between the two sequences is restricted to 50%. Our implementation of the LCS problem will be compared against the GPU algorithms proposed by Kawanami [16] (KAW) and Kloetzli [8] .
2) The 0-1 Knapsack Problem: In the case of the KS problem the capacity of the knapsack has a large impact on the complexity, as well as the number of items. Due to this increasing both the capacity and the number of items simultaneously will have a large impact on runtime at each step. Therefore the number of items is fixed at 1,500, with the capacity being incremented between tests. Values and weights will be assigned at random, whilst ensuring all values are less than 30% of the total capacity. This is compared against a branch and bound approach (BB) [17] .
3) The Travelling Salesman Problem: Test instances for the TSP problem are retrieved from TSPLIB 1 . The instances we have selected are a280, att532, pr1002, nrw1379, u2152, fnl4461, with the number in the problem name denoting the amount of cities considered in the problem. We have selected these instances as they provide a range of problem sizes. There are very few exact approaches to the TSP problem available for the GPU available in the literature -nearly all are inexact heuristic methods -therefore we compare against a branch and bound method implementation [18] .
B. Computational Results
Due to the nature of exact solving methodologies, as already outlined in this paper, CPU implementations have large running times. This causes a large differential in the timings between the CPU and the GPU. Also as there are very few, or in some instances not any, exact implementations available on the GPU, finding reference implementations for comparison is challenging. Therefore simple runtime execution profiling is not the most effective method of evaluating the proposed model, but it does provide a basic insight to performance and runtimes. Efficiency of the model is more carefully considered in the following section.
In the case of the LCS problem, see Figure 4a , our model is the fastest implementation, in all tests. Kloetzi provides the slowest implementation, and it is our belief that the fluctuations in runtime are caused by certain problem sizes not mapping exactly to the hardware or algorithmic structure, as these fluctuations persist across replicate runs. Kawanami is quicker, as it is in essence an augmented version of Kloetzi. Considering the KS problem, see Figure 4b , again our model demonstrates the highest level of performance, but it is only being compared against a CPU implementation. What the results demonstrate is that when using a CPU, the runtime of exact solving quickly rises to unmanageable levels as the capacity increases, although this is an issue the GPU does not suffer from. The GPU runtime however is not linear, the runtime does increase, although at a much slower rate than the CPU. This makes a direct comparison impossible as by time the GPU runtime rises, the CPU is taking many days to run.
Finally considering the TSP problem, see Figure 4c , our model shows considerably improved performance against the CPU. It was challenging to find a reference implementation to compare our model to, as the most prevalent method of solving the TSP by far is through the use of heuristic and metaheuristic methods. However, we sought an exact method to compare ours too.
In all of the selected problems, our model demonstrates improved run times compared to existing methods. In some of the test instances we used CPU methods to compare against in order to ensure that our exact model was being compared against similar algorithms. In the case of the LCS problem, comparisons were made against GPU implementations, as there are many readily available in the literature, and the proposed model still provided the quickest run times. As already discussed we expected to suffer some speed disadvantages as we are proposing a generic multi-problem approach, although the run times observed demonstrate a high level of performance from the model.
C. CUDA Profiling
In addition to considering the runtime of each algorithm, the efficiency of the model can be considered using the NVIDIA CUDA profiler, nvprof. The metrics that we have selected are global load efficiency, warp execution efficiency and the instructions per clock.
The global load efficiency is a measure of the requested global memory load throughput compared to the required global memory load throughput. Using this metric we can get an indication of how the memory structures align to the underlying hardware, and how effective the implemented memory access patters are. Secondly the warp execution efficiency is a ratio of the average active threads per warp to the maximum number of threads per warp supported on a multiprocessor. Using this metric we can gauge how much divergence is within the model and how effectively the threads available on the GPU are being used. Finally recording instructions per clock, which should be maximised, is an effective overall measure of performance, as many factors can have an effect on it such as memory transactions and divergence within the code.
Due to the nature of the profiling, there is considerable overhead added to the runtime. Each CUDA code block has to be replicated multiple times, and profiling data saved and stored. Problem sizes had to be severely restricted therefore in the case of the LCS problem string length was 3,000, in the case of the KS problem capacity was 500, and in the case of the TSP problem the smallest a280 instance was used.
Considering the global load metric first, the results show that all averages are greater than 75%. This demonstrates that the underlying memory architecture is working efficiently, and even the values for the slowest accesses are still 60% efficient or higher. As memory operations on CUDA are computationally expensive, and these dynamic programming based approaches require large amounts of memory operations it is imperative the efficiency value is high, which based on the observed results, it is.
Next considering the warp execution efficiency, all averages in this test are nearly 80% or higher. The LCS problem shows 100% across all runs; this is due to padding being placed at the start and the end of the string allowing it to be exactly divisible by the block size, removing the need for any code divergence at all. The other problems have very low minimum values which can likely be attributed to very small diagonals at the start and the end of execution, during the warm up and warm down, wasting resources within a block and causing divergence. Regardless, the averages are still high, further demonstrating the low minimums are isolated incidents. The results demonstrate the resources of the GPU are being utilized effectively during execution.
Finally considering the instructions per clock (IPC), all of the averages are 0.5 or greater. Whilst this value is not as high as the other two metrics, it should be remembered that the IPC will be lower in memory heavy algorithms such as this one as instructions will stall whilst waiting for memory operations.
Again the low minimums can be attributed to fringe cases, as the averages still remain high.
VI. CONCLUSIONS AND FUTURE WORK
In this paper we have proposed a generic GPU based model that allows the solving of optimisation problems, exactly, through dynamic programming based methods. The model we have presented is applicable to a range of problems with a small amount of adaptation for each, including others that have not been introduced here. We have also developed and outlined a simple, yet effective memory model that allows large scale problems to be solved using the GPU. This memory model is applicable to a different optimisation problems, that can be solved using a grid based DP approach. The only small adaptation required for each problem is the amount of already calculated rows to maintain in memory, before asynchronously pushing them to system memory.
The presented model has demonstrated that it performs quicker than existing exact solving methodologies available on both the CPU and on the GPU. Metrics have validated that the model uses the resources presented by the GPU efficiently. Furthermore, it now allows problems that were previously too large to be considered by exact solving methodologies, to be solved exactly rather than relying on inexact methods such as meta-heuristics. Thus we believe the objective of the model and this paper have been achieved.
Future enhancements would consider how the divergence within the code could be handled more effectively which would raise the warp execution efficiency, and likely also the IPC. An alternate route for further development would be multiple GPU implementations which should allow significant performance gains with only minimal code alterations. It must be remembered that the core objective of this model is to be problem agnostic as far as possible, so any enhancements would have to be universally applicable as far as possible.
