Abstract-Peer-to-peer (P2P) video streaming is an emerging technology that reduces the barrier to stream live events over the Internet. Unfortunately, satisfying soft real-time constraints on the delay between the generation of the stream and its actual delivery to users is still a challenging problem. Bottlenecks in the available upload bandwidth, both at the media source and inside the overlay network, may limit the quality of service (QoS) experienced by users. A potential solution for this problem is assisting the P2P streaming network by a cloud computing infrastructure to guarantee a minimum level of QoS. In such approach, rented cloud resources (helpers) are added on demand to the overlay, to increase the amount of total available bandwidth and the probability of receiving the video on time. Hence, the problem to be solved becomes minimizing the economical cost, provided that a set of constraints on QoS is satisfied. The main contribution of this paper is CLIVE, a cloud-assisted P2P live streaming system that demonstrates the feasibility of these ideas. CLIVE estimates the available capacity in the system through a gossip-based aggregation protocol and provisions the required resources from the cloud to guarantee a given level of QoS at low cost. We perform extensive simulations and evaluate CLIVE using large-scale experiments under dynamic realistic settings.
I. INTRODUCTION
Peer-to-peer (P2P) live streaming is becoming an increasingly popular technology, with a large number of academic [1] , [2] , [3] , [4] , [5] and commercial [6] , [7] products being designed and deployed.
In such systems, one of the main challenges is to provide a good quality of service (QoS) in spite of the dynamic behavior of the network. For live streaming, QoS means high playback continuity and short playback delay. There is a tradeoff between these two properties: it is possible to increase the playback continuity by adopting larger stream buffers, but at the expense of delay. On the other hand, improving playback delay requires that no bottlenecks are present in either the upload bandwidth of the media source and the aggregated upload bandwidth of all peers in the swarm, i.e., the peers forming the P2P streaming overlay [8] , [9] .
Increasing the bandwidth at the media source is not always an option, and even when possible, bottlenecks in the swarm have proven to be much more disruptive [8] . An interesting approach to solve this issue is the addition of auxiliary helpers to accelerate the content propagation. A helper could be an active computational node that participates in the streaming protocol, or it could be a passive storage service that just provides content on demand. The helpers increase the total upload bandwidth available in the system, thus, potentially reducing the playback delay. Both types of helpers could be rented on demand from an IaaS (Infrastructure as a Service) cloud provider, e.g., Amazon AWS. Considering the capacity and the cost of helpers, the problem consists in selecting the right type of helpers (passive vs. active), and provisioning their number with respect to the dynamic behavior of the users. If too few helpers are present, it could be impossible to achieve the desired level of QoS. On the other hand, renting helpers is costly, and their number should be minimized.
This P2P-cloud hybrid approach, termed cloud-assisted P2P computing, has already been pursued by a number of P2P content distribution systems. For example, CLOUDANGEL [9] dynamically places active helpers in the swarm to optimize data delivery, and CLOUDCAST [10] employs a single passive helper and enforces strict limits on the number of (costly) interactions with it that originate from peers. However, adapting the cloud-assisted approach to P2P live streaming is still an open issue. Live streaming differs from the content distribution for its soft real-time constraints and a higher dynamism in the network, as the users may be zapping between several channels and start or stop to watch a video at anytime [11] , [12] .
The contribution of this paper is the design and evaluation of CLIVE, a novel cloud-assisted P2P live streaming system that guarantees a predefined QoS level by dynamically renting helpers from a cloud infrastructure. We model our problem as an optimization problem, where the constraints are given by the desired QoS level, while the objective function is to minimize the total economic cost incurred in renting resources from the cloud. We provide an approximate, on-line solution that is (i) adaptive to dynamic networks and (ii) decentralized.
CLIVE extends existing mesh-pull P2P overlay networks for video streaming [2] , [5] , [13] , in which each peer in the swarm periodically sends its data availability to other peers, which in turn pull the required chunks of video from the neighbors that have them. The swarm is paired with a CLIVE manager (CM), which participates with other peers in a gossip-based aggregation protocol [14] , [15] to find out the current state of the swarm. Using the collected information in the aggregation protocol, the CM computes the number of active helpers required to guarantee the desired QoS. CLIVE includes also a passive helper, whose task is to provide a last resort for peers that have not been able to obtain their video chunks through the swarm.
A delicate balance between the amount of video chunks obtained from the passive helper and the number of active helpers in the system must be found. Either approaches are associated with an economical cost, that depends on (i) the running time for active helpers, (ii) the storage space and number of data requests for passive helpers, and (iii) the consumed bandwidth for both.
To demonstrate the feasibility of CLIVE, we performed extensive simulations and evaluate our system using largescale experiments under dynamic realistic settings. We show that we can save up to 45% of the cost by choosing the right number of active helpers compared to only using a passive helper to guarantee the predefined QoS.
II. SYSTEM MODEL AND PROBLEM DEFINITION
We consider a network consisting of a dynamic collection of nodes that communicate through message exchanges. Nodes could be peers, i.e., edge computers belonging to users watching the video stream, helpers, i.e., computational and storage resources rented from an IaaS cloud, and the media source (source for short), which generates the video stream and starts its dissemination towards peers.
Each peer is uniquely identified by an ID, e.g., composed by IP address and port, required to communicate with it. We use the term swarm to refer to the collection of all peers. The swarm forms an overlay network, meaning that each peer connects to a subset of nodes in the swarm (called neighbors). The swarm is highly dynamic: new peers may join at any time, and existing peers may voluntarily leave or crash. Byzantine behavior is not considered in this work.
There are two types of helpers: (i) an active helper (AH) is an autonomous virtual machine composed of one or more computing cores, volatile memory and permanent storage, e.g., Amazon EC2, and (ii) a passive helper (PH) is a simple storage service that can be used to store (PUT) and retrieve (GET) arbitrary pieces of data, e.g., Amazon S3. We assume that customers of the cloud service are required to pay for computing time and bandwidth in the case of AHs, and for storage space, bandwidth and the number of PUT/GET requests in the case of PHs. This model follows the Amazon's pricing model [16] , [17] .
We assume the source generates a constant-rate bitstream and divides it into a number of chunks. A chunk c is uniquely identified by the real time t(c) at which is generated. The generation time is used to play chunks in the correct order, as they can be retrieved in any order, independently from previous chunks that may or may not have been downloaded yet.
Peers, helpers and the source are characterized by different bounds on the amount of available download and upload bandwidth. A node can create a bounded number of download connections and accept a bounded number of upload connections over which chunks are downloaded and uploaded. We define the number of download slots, Down(p), and upload slots, Up(p), of a peer p as its number of download and upload connections, respectively. Thanks to the replication strategies between different data centers currently employed in clouds [18] , we assume that the PH has an unbounded number of upload slots and can serve as many requests as it receives. Preliminary experiments using PlanetLab and Amazon Cloudfront show that this assumption holds in practice, as adding as many clients as possible has not saturated the upload bandwidth.
We assume that nodes are approximately synchronized; this is a reasonable assumption, given that some cloud services, like Amazon AWS, are already synchronized and sometimes require the client machines to be synchronized as well.
The goal of CLIVE peers is to play the video with predefined playback delay (the time between the generation of the video and its visualization at the peer) and playback continuity (the percentage of chunks that are correctly streamed to users). To reach this goal, CLIVE is allowed to rent a PH and/or AHs from the cloud.
Deciding about which and how much resources to rent from the cloud can be modeled as an optimization problem, where the objective function is to minimize the economic cost and the constraints are the following: 1) the maximum playback delay should be less than or equal to T delay , meaning that if a chunk c is generated at time t(c) at the source, no peers will show it after time t(c) + T delay ; 2) the maximum percentage of missing chunks should be less than or equal to P loss . Note that different formulations of this problem are possible, such as fixing a limit on the amount of money to be spent and trying to maximize the playback continuity. We believe, however, that a company, willing to stream its videos, should not compromise on the users' experience, but rather exploit peers whenever possible and fall back to the cloud when peers are not sufficient.
III. SYSTEM ARCHITECTURE
The basic elements forming CLIVE have been already introduced: the media source, a swarm of peers, a single passive helper (PH), and a number of active helpers (AH). Aim of this section is to discuss how a such diverse collection can be organized and managed. We present two architectural models, illustrated in Figures 1 and 2 . The baseline model ( Figure 1 ) can be described as a P2P streaming protocol, where peers revert to the PH whenever a chunk cannot be retrieved from other peers. The enhanced model (Figure 2 ) builds upon the baseline, by considering AHs and by providing a distributed mechanism to provision their number and appropriately organizing them.
In the rest of the section, we first discuss the baseline model, introducing the underlying P2P video streaming protocol and showing how it can be modified to exploit a PH. Then, we add the AHs into the picture and illustrate the diverse architectural options available when including them.
A. The baseline model
The baseline model can be seen as a P2P streaming service associated with a server -as simply as that. We introduce this model as a baseline for comparison and validation of our enhanced architectural model.
Note that the idea of augmenting a P2P video streaming application by renting cloud resources is general enough to be applied to several existing video streaming applications. We adopt a mesh-pull approach for data dissemination [19] , meaning that peers are organized in an unstructured overlay and explicitly ask the missing chunks from their neighbors. Peers discover each other using a gossip-based peer-sampling service [20] , [21] , [22] , [23] ; then, the random partial views created by this service can be used by any of the existing algorithms to build the streaming overlay [2] , [4] , [24] , [25] . In this model, neighboring peers exchange their data availability with each other, and the peers use this information to schedule and pull the required chunks. There are a number of studies [26] , [27] on chunk selection policies, but here we use the in-order policy, as in COOLSTREAMING [13] , where peers pull the missing chunks with the closest playback time first.
The baseline model builds upon this P2P video streaming protocol by adding a PH (Figure 1 ). The source, apart from pushing newly created video chunks to the swarm, temporary stores them on the PH. In order to guarantee a given level of QoS, each peer is required to have a predefined amount of chunks buffered ahead of its playback time, called last chance window (LCW), corresponding to a time interval of length T lcw . If a given chunk has not been obtained from the swarm T lcw time units before the playback time, it is retrieved directly from the PH.
B. The enhanced model
If the P2P substrate does not suffice, the baseline model represents the easiest solution, but as our experiments will show, this solution could be too expensive, as an excessive number of chunks could end up being retrieved directly from the PH. However, even if the aggregate bandwidth of the swarm may be theoretically sufficient to serve all chunks to all peers, the soft real-time constraints on the playback delay may prevent to exploit entirely such bandwidth. No peer must lag behind beyond a specified threshold, meaning that after a given time, chunks will not be disseminated any more. We need to increase the amount of peers that receive chunks in time, and this could be done by increasing the amount of peers that are served as early as possible. The enhanced model pursues this goal by adding a number of AHs to the swarm (Figure 2 ).
AHs receive chunks from the source or from other AHs, and push them to other AHs and/or to peers in the swarm. To discover such peers, AHs join the peer sampling protocol [23] and obtain a partial view of the whole system. We use a modified version of CYCLON [23] , such that peers exchange (Figure 2 ) from their partial view and establish a connection to them, pushing chunks as soon as they become available. Root peers of an AH are not changed over time, unless they fail or leave the system, or AH finds a peer with more upload slots than the existing root peers. Clearly, a peer could accept to be a root peer only for one AH, to avoid to receive multiple copies of the same chunk. The net effect is an increase in the number of peers that receive the video stream early in time. The root peers also participate in the P2P streaming protocol, serving a number of peers directly or indirectly. PH still exists in the enhanced model to provide chunks upon demand, but it will be used less frequently compared to the baseline model.
Architecturally speaking, an important issue is how to organize multiple AHs and how to feed chunks to them. There are two possible models:
• Flat: the AHs receive all their chunks directly from the source and then push them to peers in the swarm, acting just as bandwidth multipliers for the source.
• Hierarchical: the AHs are organized in a tree with one AH at the root; the source pushes chunks to the root, which pushes them through the tree.
The advantage of the flat model is that few intermediary nodes cause a limited delay between the source and the peers. However, the source bandwidth could end up being entirely consumed to feed the AHs; and more importantly, any communication to the cloud is billed, including the multiple ones from the source to the AHs. We, thus, decided to adopt the hierarchical model, also considering that communication inside the cloud is (i) extremely fast, given the use of gigabit connections, and (ii) free of charge [28] .
One important question in the enhanced model is: how many AHs to add? Finding the right balance is difficult; too many AHs may reduce the PH load, but cost too much, given that they are billed hourly and not only per bandwidth. Too few AHs also increases the PH load, and as we show in the experiments, increases the cost. The correct balance dynamically depends on the current number of peers in the swarm, and their upload bandwidth.
The decision on the number of AHs to include in the system is taken by the CLIVE manager (CM), a unit that is responsible for monitoring the state of the system and organizing the AHs.
By participating in a decentralized aggregation protocol [14] , the CM obtains information about the number of peers in the system and the distribution of upload slots among them. Based on this information, it adds new AHs or remove existing ones, trying to minimize the economic cost. The CM role can be played either directly by the source, or by one AH. A detailed description of the CM is provided in the next section.
IV. THE CLIVE MANAGER
Based on the swarm size and the available upload bandwidth in the swarm, CM computes the number of AHs that have to be active to minimize the economic cost. Then, depending on the current number of AHs, new AHs may be booted or existing AHs may be shutdown.
The theoretical number of AHs that minimize the cost is not so straightforward to compute, because no peer has a global view of the system and its dynamics, e.g., which peers are connected and how many upload slots each peer has. Instead, we describe a heuristic solution, where each peer runs a small collection of gossip-based protocols, with the goal of obtaining approximate aggregate information about the system. CM joins these gossip protocols as well, and collects the aggregated results. It exploits the collected information to estimate a lower bound on the number of peers that can receive a chunk either directly or indirectly from an AH or the source, but not from PH. The CM, then, uses this information to detect whether the current number of AHs is adequate to the current size of the swarm, or if correcting actions are needed by adding/removing AHs.
The participating swarm peers and CM in the gossip-based aggregation protocol collect the following information:
• the current size of the swarm;
• the probability density function of the upload slots available at peers in the swarm. The rest of this section provides the details about the protocols used to collect the required information and the model used to compute the number of peers reachable from an AH or the source.
The swarm size estimation. The size of the current swarm, N swarm , is computed, with high precision, through an existing aggregation protocol [14] . This information is made available to all peers in the system, including CM that participates in the aggregate computation.
Upload slots estimation. Knowing the number of upload slots of all peers is infeasible, due to the large scale of the system and its dynamism. However, we can obtain a reasonable approximation of the probability density function of the number of upload slots available at all peers.
Assume ω is the actual upload slot distribution among all peers. We adopt ADAM2 [29] to compute P ω : N → R, an estimate probability density function of ω. ADAM2 is a gossip-based algorithm that provides an estimation of the cumulative distribution function of a given attribute across all peers. P ω (i), then, represents the proportion of peers that have i upload slots w.r.t. the total number of peers, so that i P ω (i) = 1. For ADAM2 to work, we assume that each peer is able to estimate its own number of upload slots, and the extreme values of such distribution are known to all.
Chunk lifetime. The number of peers that can receive a chunk from either the swarm, the source or one of the AHs is bounded by the time available to the dissemination process. This time depends on a collection of system and application parameters:
• T delay : No more than T delay time units must pass between the generation of a chunk at the source and its playback at any of the peers.
• T latency : The maximum time needed for a newly generated chunk to reach the root peers, i.e., the peers directly receive the chunks from AHs or the source, is equal to T latency . While this value may depend on whether a particular root peer is connected to the source or to an AH, we consider it as an upper bound and we assume that the latency added by AHs is negligible.
• T lcw : If a chunk is not available at a peer T lcw time units before its playback time, it will be retrieved from the PH. Therefore, a chunk c generated at time t(c) at the source must be played at peers no later than t(c) + T delay , otherwise the QoS contract will be violated. Moreover, the chunk c becomes available at a root peer at time t(c) + T latency , and it should be available in the local buffer of any peer in the swarm by time t(c) + T delay − T lcw , otherwise the chunk will be downloaded from the PH (Figure 3 ). This means that the lifetime T life of a chunk from the root peer on is equal to:
Modeling the dissemination process. Whenever a root peer r receives a chunk c for the first time, it starts disseminating it in the swarm. Biskupski et al. in [30] show that a chunk disseminated by a pull mechanism through a mesh overlay follows a tree-based diffusion pattern. We define the diffusion tree DT (r, c) rooted at a root peer r of a chunk c as the set of peers defined as follows: (i) r belongs to DT (r, c), and (ii) q belongs to DT (r, c) if it has received c from a peer p ∈ DT (r, c).
Learning the exact diffusion tree for all chunks is difficult, because this would imply a global knowledge of the overlay network and its dynamics, and each chunk may follow a different tree. Fortunately, such precise knowledge is not needed. What we would like to know is an estimate of the number of peers that can be theoretically reached through the Algorithm 1: Lower bound for the diffusion tree size.
procedure size(DENSITY P ω , int depth) int min ← +∞; repeat k times min ← min(min, recSize(P ω , depth)); return min; procedure recSize(DENSITY P ω , int depth) int n ← 1; int slots ← random(P ω ); for i ← 1 to slots do n ← n + recSize(P ω , depth − 1); return n; source or the current population of AHs.
The chunk generation execution is divided into rounds of length T round . Chunk uploaded at round i becomes available for upload to other peers at round i + 1. The maximum depth, depth, of any diffusion tree of a chunk over its T life is computed as: depth = ⌊T life /T round ⌋. We assume that T round is bigger than the average latency among the peers in the swarm. Given depth and the probability density function P ω , we define the procedure size(P ω , depth) that executes locally at CM and provides an estimate of the number of peers of a single diffusion tree (Algorithm 1). This algorithm emulates a large number of diffusion trees, based on the probability density function P ω , and returns the smallest value obtained in this way. Emulation of a diffusion tree is obtained by the recursive procedure recSize(P ω , depth). In this procedure, variable n is initialized to 1, meaning that this peer belongs to the tree. If the depth of the tree is larger than 0, another round of dissemination can be completed. The number of upload slots is drawn randomly by function random() from the probability density function P ω . Variable n is then increased by adding the number of peers that can be reached by recursive call to recSize(), where the depth is decremented by 1 at each step before the next recursion.
At this point, the expected number of the total peers that can receive a chunk directly or indirectly from AHs and the source, but not from PH, N exp , is given by the total number of root peers times the estimated diffusion tree size, N tree = size(P ω , depth). The number of root peers is calculated by the sum of the upload slots at the source Up(s) and AHs Up(h), minus the number of slots used to push chunks to the AHs themselves, as well as to the PH, which is equal to the number of AHs plus one. Formally,
where AH is the set of all AHs.
AHs management model. We define the cost C ah of an AH in one round (T round ) as the following: where C vm is the cost of running one AH (virtual machine) in a round, C chunk is the cost of transferring one chunk from an AH to a peer, and m in the number of chunks that one AH uploads per round. Since we utilize all the available upload slots of an AH, we can assume that m = Up(h). Similarly, the cost C ph of pulling chunks from PH per round is:
where C storage is the storage cost, C req is the cost of retrieving (GET) one chunk from PH and r is the number of chunks retrieved from PH per round. C chunk of PH is the same as in AH. Moreover, since we store only a few minutes of the live stream in the storage, C storage is negligible. Figure 4 shows how C ah and C ph (depicted in Formulas 3 and 4) changes in one round (T round ), when the number of peers increases. We observe that C ph increases linearly with the number of peers (number of requests), while C ah is constant and independent of the number of peers in the swarm. Therefore, if we find the intersection of the cost functions, i.e., the point δ in Figure 4 , we will know when is economically reasonable to add a new AH, instead of putting more load on PH.
δ
CM considers the following thresholds and regulation behavior:
• N swarm > N exp +δ: This means that the number of peers in the swarm is larger than the maximum size that can be served with a given configuration, thus, more AHs should be added to the system. • N swarm < N exp +δ−Up(h)·N tree : Current configuration is able to serve more peers than the current network size, thus, extra AHs can be removed. Up(h) · N tree shows the number of peers served by one AH.
In this interval the system has adequate resource and no change in the configuration is required.
CM periodically checks the above conditions, and takes the necessary actions, if any. In order to prevent temporary fluctuation, it adds/removes only single AH in each step.
V. EXPERIMENTS
In this section, we evaluate the performance of CLIVE using KOMPICS [31] , a framework for building P2P protocols that provides a discrete event simulator for testing the protocols using different bandwidth, latency and churn scenarios.
A. Experimental setting
In our experimental setup, we set the streaming rate to 500kbps, which is divided into chunks of 20kb; each chunk, thus, corresponds to 0.04s of video stream. Peers start playing the media after buffering it for 15 seconds, and T delay equals 25 seconds. We set the bandwidth of an upload slot and download slot to 100kbps. Without loss of generality, we assume all peers have enough download bandwidth to receive the stream with the correct rate. In these experiments, all peers have 8 download slots, and we consider three classes of upload slot distributions: (i) homogeneous, where all peers have 8 upload slots, (ii) heterogeneous, where the number of upload slots in peers is picked uniformly at random from 4 to 13, and (iii) real trace (Table I) based on a study of large scale streaming systems [11] . As it is shown in Table I , around 50% of the peers in this model do not contribute in the data distribution. The media source is a single node that pushes chunks to 10 other peers. We assume PH has infinite upload bandwidth, and each AH can push chunks to 20 other peers. Latencies between peers are modeled using a latency map based on the King data-set [32] .
In our experiments, we used two failure scenarios: joinonly and churn. In the join-only scenario, 1000 peers join the system following a Poisson distribution with an average interarrival time of 10 milliseconds, and after joining the system they will remain till the end of the simulation. In the churn scenario, approximately 0.01%, 0.1% and 1% of the peers leave the system per second and rejoin immediately as newly initialized peers [33] . However, unless stated otherwise, we did the experiments with 1% churn rate to show how the system performs in presence of high dynamism.
B. The effect of T lcw on system performance
In the first experiment, we evaluate the system behavior with different values for T lcw , measured in number of chunks. In this experiment, we measure playback continuity and playback latency, which combined together reflect the QoS experienced by the overlay peers. Playback continuity shows the percentage of chunks received on time by peers, and playback latency represents the difference, in seconds, between the playback point of a peer and the source.
For a cleaner observation of the effect of T lcw , we use the homogeneous slot distribution in this experiment. Figure 5 shows the fraction of peers that received 99% of the chunks before their timeout with different T lcw in the join-only and churn scenarios (1% churn rate). We changed T lcw between 0 to 40 chunks, where zero means peers never use PH, and 40 means that a peer retrieves up to chunk c + 40 from PH, if the peer is currently playing chunk c. As we see, the bigger T lcw is, the more peers receive chunks in time. Although for any value of T lcw > 0 peers try to retrieve the missing chunks from PH, the network latency may not allow to obtain the missing chunk in time. As Figure 5 shows, all the peers retrieve 99% of the chunks on time when T lcw = 40. Given that each chunk corresponds to 0.04 seconds, T lcw = 40 implies 1.6 seconds.
The average playback latency of peers is shown in Figure 6 . In the join-only scenario, playback latency does not depend on T lcw , while in the churn scenario we can see a sharp increase when T lcw is small.
C. PH load in different settings
Here, we measured PH load or the amount of fetched chunks from PH with different T lcw values and churn rates. Figures 7(a) and 7(b) show the cumulative load of PH in the join-only and churn scenarios (1% churn rate), respectively. As we see in these figures, by increasing T lcw , more requests are sent to PH, thus, increasing its load. Figure 7 (c) depicts the cumulative PH load over time for four different churn rates and T lcw equals 40 chunks. As the figure shows, there is no big change in PH load under low churn scenarios (0.01% and 0.1%), which are deemed realistic in deployed P2P systems [33] . However, it sharply increases in the presence of higher churn rates (1%), because peers lose their neighbors more often, thus, they cannot pull chunks from the swarm in time, and consequently they have to fetch them from PH.
D. Upload slot distribution estimation
In the next experiment, we evaluate the estimation of upload slots distribution in the system. We adopt the KolmogorovSmirnov (KS) distance [34] , to define the upper bound on the approximation error of any peer in the system. The KS distance is given by the maximum difference between the actual slot distribution, ω, and the estimated slot distribution, E(ω). We compute E(ω) based on P ω for different number of slots. Since the maximum error is determined by a single point (slot) difference between ω and E(ω), it is sensitive to noise. Hence, we measure the average error at each peer as the average error contributed by all points (slots) in ω and E(ω). The total average error is then computed as the average of these local average errors.
We consider three slot distributions in this experiment: (i) the uniform distribution, (ii) the exponential distribution (λ = 1.5), and (iii) the Pareto distribution (k = 5, x m = 1). Figure 8(a) shows the average error in three slot distributions, and Figure 8(b) shows how the accuracy of the estimation changes in different churn rates.
E. Economic cost
In the last experiment, we measure the effect of adding/removing AHs on the total cost. Note, in these experiments we set T lcw to 40 chunks, therefore, regardless of the number of AHs, all the peers receive 99% of the chunks before their playback time. In fact, AHs only affect the total cost of the service. In Section IV, we showed how CM estimates the required number of AHs. Figure 9 depicts how the number of AHs changes over time. In the join-only scenario and the homogeneous slot distribution (Figure 9(a) ), the CM estimates the exact value of the peers that receive the chunks on time using the existing resources in the system, and consequently the exact number of required AHs. Hence, as it is shown, the number of AHs will be fixed during the simulation time. However, in the heterogeneous and real trace slot distributions (Figures 9(b) and 9(c) ), CM estimation changes over time, and based on this, it adds and removes AHs. In the churn scenario (1% churn rate), CM estimation also changes over the time, thus, the number of AHs fluctuates.
Relatively, we see how PH load changes in different scenarios in the baseline and enhanced models (Figure 10 ). Figure 9 (a) shows that three AHs are added to the system in the join-only scenario and the homogeneous slot distribution. On the other hand, we see in Figure 10 (a), in the join-only scenario, with the help of these three AHs (enhanced model), the load of PH goes down nearly to zero. It implies that three AHs in the system are enough to minimize PH load, while preserving the promised level of QoS. Hence, adding more than three AHs in this setting does not have any benefit and only increases the total cost. Moreover, we can see in the join-only scenario, if there is no AH in the system (baseline model), PH load is much higher than the enhanced model, e.g., around 90mb, 40mb, and 130mb per second in the homogeneous, heterogeneous, and real trace, respectively. The same difference appears in the churn scenario. Figure 11 shows the cumulative total cost over the time in different scenarios and slot distributions. In this measurement, we use Amazon S3 as PH and Amazon EC2 as AHs. According to the price list of Amazon [16] , [17] , the data transfer price of S3 is 0.12$ per GB, for up to 10 TB in a month. The cost of GET requests are 0.01$ per 10000 requests. Similarly, the cost of data transfer in EC2 is 0.12$ per GB, for up to 10 TB in a month, but since the AHs actively push chunks, there is no GET requests cost. The cost of a large instance of EC2 is 0.34$ per hour. Considering the chunk size of 20kb (0.02mb) in our settings, we can measure the cost of PH in Amazon S3 per round (second) according to the Formula 4:
where r is the the number of received requests by PH in one round (second). The cost of storage is negligible. Given that each AH pushes chunks to 20 peers with the rate of 500kbps (0.5mbps), then the cost of running one AHs in Amazon EC2 per second according to Formula 3 is: Figure 11 shows the cumulative total cost for different slot distribution settings. It is clear from these figures that adding AHs to the system reduces the total cost, while keeping the QoS as promised. For example, in the high churn scenario (1% churn rate) and the real trace slot distribution the total cost of system after 600 seconds is 24$ in the absence of AHs (baseline model), while it is close to 13$ if AHs are added (enhanced model), which saves around 45% of the cost. 
VI. RELATED WORK A. Content distribution
Although P2P algorithms are emerging as promising solutions for large scale content distribution, they are still subject to a number of challenges [19] . The bottleneck in the aggregated upload bandwidth in the overlay is one of the main problems [8] . One possible approach to increase the upload capacity is to use helpers [35] , [36] . The helper role can be played by idle [37] or restricted [38] users. Idle users are peers with spare upload capacity not interested in any particular data, while restricted users are users with limited rights in the network service.
Another approach suggests to exploit dedicated servers as helpers to accelerate content distribution [9] , [39] , [40] , where the servers cache and forward content to other peers. Montresor and Abeni [10] introduced an alternative way to use dedicated servers. They proposed to merge P2P and cloud storage to support information diffusion.as a passive node.
In addition to these solutions, Wu et al. proposed a queuing model in [41] to predict the dynamic demands of the users of a P2P video on demand (VoD) system and provide elastic amounts of computing and bandwidth resources on the fly with a minimum cost. Similarly, Jin et al. present a cloud assisted system architecture for P2P media streaming among mobile peers to minimize energy consumption [42] .
Unlike all the described approaches, our work proposes to use the cloud computing and storage resources as a collection of active and passive helpers. The combination of both types of helpers together with an effective resource management, distinguishes our approach from previous work.
B. Self-monitoring and self-configuration systems
Self-monitoring and self-configuration mechanisms are essential to manage large, complex and dynamic systems in an effective way. Self-monitoring detects the current states of system components, while self-configuration is aimed to adapt system configuration according to the received information.
Self-monitoring allows the system to have a view on its current use and state. One of the popular approaches for monitoring P2P overlays is decentralized aggregation [14] . For example, ADAM2 [29] presents a gossip-based aggregation protocol to estimate the distribution of attributes across peers. Similarly, Van Renesse and Haridasan [43] propose a distribution estimation mechanism, which can be used when peers are not aware of the extreme value of the distribution.
Self-configuration is the process that autonomously configures components and protocols according to specified target goals, e.g., reliability and availability. To self-tune according to on-going state, the system can use an external component that controls the system either via control loops [44] or in a decentralized way [45] , [46] , [47] . A relevant example of a self-configuration mechanism is TMAN [45] , an overlay topology management that uses a ranking function exploited locally by each peer to choose its neighbors.
Another system, proposed by Kavalionak and Montresor [46] , considers a replicated service on top of a mixed P2P and cloud system. This protocol is able to self-regulate the amount of cloud storage resources utilization according to available P2P resources. However, the main goal of the proposed approach is to support a given level of reliability, while in our work we are interested in an effective data dissemination that allows to self-configure the amount of active and passive cloud resources utilization.
VII. CONCLUSIONS
The main contribution of this paper is CLIVE, a P2P live streaming system that integrates cloud resources (helpers), whenever the peer resources are not enough to guarantee a predefined QoS with a low cost. Two types of helpers are used in CLIVE, (i) active helper (AH), which is an autonomous virtual machine, e.g., Amazon EC2, that participates in the streaming protocol, and (ii) passive helper (PH), which is a storage service, e.g., Amazon S3, that provides content on demand. CLIVE estimates the available capacity in the system through a gossip-based aggregation protocol and provisions the required resources (AHs/PHs) from the cloud provider w.r.t the dynamic behavior of the users.
We are currently implementing a prototype CLIVE system based on Amazon's services like EC2, S3 and Cloudfront. In particular, Cloudfront extends S3 by replicating read-only content to a number of edge locations, in order to put clients closer to the data and reduce the communication latency. Altogether, these edge locations (currently there are 34 of them around the world) can be seen as a unique PH, from where chunks can be pulled. From the point of view of the source, the interface remain the same: content is originally pushed to S3 and from there is replicated across geographically-dispersed data centers.
Summary Review Documentation for "CLive: Cloud-Assisted P2P Live Streaming" Authors: Amir H. Payberah, Hanna Kavalionak, Vimalkumar Kumaresan, Alberto Montresor, Seif Haridi SUMMARY REVIEW The paper proposes a "cloud assisted" P2P streaming download architecture CLIVE and undertakes an analysis of how such a system might decide when to use the cloud and when to employ a pure P2P scheme. The P2P option puts less stress on network links, hence one prefers to relay data via a P2P overlay in settings where the edge links would otherwise be overloaded, like a crowded bar where many people are watching a sports event. The cloud computing infrastructure is modeled based on real world infrastructures, in which machines can be rented on demand to help the replication of the content (passive helpers), or to increase the speed at which the content is propagated to the P2P network (active helpers). The paper models the problem as an optimization problem, where the constraints are given by the desired QoS level and the objective function is to minimize the total monetary cost incurred in renting cloud resources. It provides a heuristic approximate online solution that can adapt to users dynamics. CLIVE uses a variety of existing technologies in P2P network such as ADAM2 and gossipbased aggregation protocol. Simulation results show that by balancing load between helper nodes (both active and passive), their approach can reduce the cost of using IaaS cloud while guaranteeing QoS, i.e., high playback continuity and short playback delay.
Strengths: The paper has many merits. First, it identifies and addresses an important problem on live streaming with the right technology trend. With the massive amount of work done during the last decade in P2P streaming, and the seemingly inevitable surge of the cloud computing wave, the mix of the two technologies seem like a natural direction to go. This paper takes exactly the hybrid approach, which seems timely and promising. Second, The idea presented is simple, makes sense, and is well executed. In particular, this paper proposes to use resources including IaaS cloud compute instances, storage, and network. Based on the P2P network swarm size and the available upload bandwidth in the swarm, the heuristic solution dynamically computes the number of active helpers to reduce the monetary cost. The combination of both active (compute) and passive (storage) helpers together with an effective resource management mechanism has potential applicability to many existing P2P streaming systems. With the idea, the paper also offers useful insights. For instance, it is interesting that renting active helpers in the cloud (that are relatively more expensive than passive storage) can actually decrease the cost, especially in the high churn scenario. Third, the evaluation is appropriate and informative. The experimental section clearly shows the advantages of the approach of Clive in different typologies of networks, using homo/heterogeneous peers, and simulations based on real traces. The analysis is careful and thoughtful. Last but not the least, The paper is well written and its contributions are well presented and demonstrated. Most of the sections are fluent and pleasant to read.
Weaknesses: That said, the paper has space for improvement too. First, this paper is not the only work in this space. Despite the fact that there are a lot of references in the paper, there is a few in the literature that is missing. Here are two of the papers that the authors may want to consider: "Peer-assisted Content Distribution on a Budget" Computer Networks, Elsevier, February 2012, and "AngelCast: Cloudbased Peer-Assisted Live Streaming Using Optimized MultiTree Construction". In Proceedings of MMsys'12. It is highly appreciated if the authors could make qualitative comparison in the revised version to those work. As future work, it would be also nice to compare their solutions with coolstreaming and report any performance gains or decrease in the number of the deadlines that are missed. For the minimization of the cloud cost I would recommend to compare their solutions with the one proposed in "Peer-assisted Content Distribution on a Budget".
Second, I am not fully convinced why in CLIVE there is only one passive helper (i.e., storage node). The authors claim that "thanks to the replication strategies between different data centers currently employed in clouds, we assume that the passive helper has unbounded number of upload slots and can serve as many requests as it receives. Preliminary experiments using PlanetLab and Amazon Cloudfront show that this assumption holds in practice", However, no evidence is given to support the claim on PlanetLab or Cloudfront. And as far as I know Amazon S3 is not replicated over multiple data centers. Even if storage resources are replicated over wide-area data centers, don't you need to consider the network connections between P2P peers / active helpers and multiple storage replicas?
Third, the paper would be much stronger if it had real world system evaluation instead of simulation. Moreover, the evaluation only compares to baseline case where these is no active helper. Without comparison to the optimal case, readers cannot accurately quantify the effectiveness of their heuristic solution. Besides, some of the experimental results (e.g., when considering the number of active helpers with real traces-based simulations in Figure 9 .(c)) do not reach a steady state.
RESPONSE FROM THE AUTHORS
Regarding the related work, we have now covered CYCLOP and ANGELCAST, two papers that were published around the the submission deadline of the P2P conference. Note that ANGELCAST is the continuation of CLOUDANGEL that was already cited.
The main difference between CLIVE and these systems is how the cloud infrastructure is used to improve the P2P overlay performance. Those papers use only active components, while CLIVE differentiates between active and passive components and divides the load among them to minimize the cost. The other difference is that both the papers use a centralized infrastructure for system management, while we propose a fully distributed mechanism based on gossip based protocols.
Regarding Cloudfront, it can be considered as a caching system for regional content distribution. Simply speaking, you specify a content source (e.g., an Amazon S3 bucket) and a replication policy, and your read-only content gets cached in 34 different data centers currently owned by Amazon. From the customer point of view, however, it looks like there is a single passive helper. In our experiments, we have not been able to saturate the Cloudfront bandwidth. We modified the paper adding a brief explanation.
Regarding the comparison with the optimum case, it is known that obtaining a minimum-delay P2P streaming overlay is NP-complete. However, there exist many solutions for this problem (e.g., COOLSTREAMING, which is mentioned in the comments). In CLIVE, we used a generic mesh-pull model for streaming, without focusing on optimizing its structure. We measured the required extra resources for this overlay, and based on that we rent resources from the cloud.
To be able to guarantee a given level of quality, we presented the baseline model, and later we have shown how we can decrease the cost over time by adding AHs. Although we did not present the optimum case, we believe that our results are very close to the optimum. For example, Figure 9 (a) and 9(b) (the enhanced model and join-only scenario) show that by adding two AHs to the system, the load on PH is getting very close to zero, and after that no more AHs are added to the system, because adding more AHs just increases the total cost. It implicitly mentions that the cost is minimum, because with the minimum number of AHs we could minimize the PH load, while fulfilled the required quality of service.
As mentioned in the comments, it was not shown that the number of AHs reach the steady state (Figure 9(c) ). We repeated the experiment and extended the time to show it converges to a stable state. Figures 10(c) and 11(c) have been updated as well, because they are related to Figure 9 (c).
We agree with the reviewers that the paper would have been more stronger with real-world experiments and we will purse this direction in our future work.
