We investigate the relation between multilinear mappings and multipartite states. We show that the isomorphism between multilinear mapping and tensor product completely characterizes decomposable multipartite states in a mathematically well-defined manner.
Introduction
The characterization of multipartite state is a fascinating subject in the field of fundamental quantum theory with interesting applications in quantum information and quantum computing. There are many multipartite states which can be used for different algorithm or scheme for quantum computation. For example entangled cluster states are the building block for one-way quantum computer as scheme for universal quantum computation. In recent years, we have witnessed some progress in quantification and classification of multipartite states, but this problem is still open and needs further investigation.
In this paper we will discuss the structure of multipartite product state in a clear and abstract algebraic way. Our main interest are multilinear mapping or m-linear mapping of complex vector spaces. We will establish an isomorphism between this maps and tensor product states. In section 2 we will give an introduction to the structure of bilinear mapping and condition for which we have isomorphic mapping between this bilinear mapping and tensor product. We will also show that this construction defines the separable set of general bipartite states. Moreover, we will establish a relation between this construction and the concurrence. In section 3, we will generalize our result from bilinear to multilinear or m-linear mapping and the construction of tensor product for such mapping. We will show that this construction describes the separable set of general multipartite states. Finally, we will establish a relation between this algebraic construction and the generalized concurrence. An introduction to theory of multilinear mapping and algebra can be found in [1] which is also our main reference.
In this section we will give an introduction to bilinear mapping and tensor product. Let V 1 , V 2 be two linear spaces and consider the mapping
This map is called bilinear if it satisfies the following condistions
for a linear space N . We call this bilinear algebra a bilinear function if the linear space N = M. In this paper, we are mostly interested in complex vector spaces and specially finite dimensional. The most important observation about bilinear mapping is that the set of all vectors S in M of the form Φ(|ψ 1 , |ψ 2 ) for |ψ 1 ∈ V 1 and |ψ 2 ∈ V 2 is not in general a linear subspace of the target space M. To make this important point clear we will give an example based on pair qubits. In this case we have 
where |f j is a basis for M. Then a vector |ψ = j α j |f j ∈ M is contained in the set S if and only if the components satisfy the following very important condition:
This condition is exactly the separability condition for pair of qubits. Let us consider the a pure two qubit state |Ψ = 1 i1=0 1 i2=0 α i1i2 |i 1 ⊗ |i 2 . Then for this state the separability condition is given by α 00 α 11 = α 01 α 10 . This equation also gives a well-known measure of entanglement called the concurrence C(|Ψ ) = 2|α 00 α 11 − α 01 α 10 | for a pair of qubit [2] .
Thus this is very important to investigate the algebra of product states for bipartite and multipartite states. In following sections we will use the notation ImΦ for the subspace of M which is generated by the set S. 
Moreover, the bilinearity is give by
Next, we will give some elementary properties of the tensor product. For example every vector 0 = |ψ ∈ V 1 ⊗ V 2 can be written as |ψ = Next, we show that the case for k ≥ 2 is also correct. For a linearly dependent vector we can assume that |ψ
This show that k is not minimal. We can also show that |ψ i 2 are linearly independent in the same way as above. Now, let Let V 1 , V 2 be two complex vector spaces and V 1 ⊗ V 2 be a tensor product for these spaces. Moreover, let L(V 1 ⊗ V 2 ; M) denotes linear mapping
. The proof follows from conditions I and II for tensor product. Moreover, the correspondence between the linear map Ψ ∈ L(V 1 ⊗ V 2 ; M) and Θ ∈ B(V 1 , V 2 ; M) is visualize in following commutative diagram The map Θ is surjective follows from ImΨ = ImΘ. Now, if we assume that Θ is injective, then (ImΨ, Ψ) is a tensor product for V 1 and V 2 and every bilinear mapping V 1 × V 2 −→ N induces a linear mapping Υ : ImΨ −→ N such that Φ(|ψ 1 , |ψ 2 ) = ΥΨ(|ψ 1 , |ψ 2 ). Next, Ψ satisfies the condition II since if Θ is an extension of Υ to a map Θ : M −→ N , then Φ(|ψ 1 , |ψ 2 ) = ΘΨ(|ψ 1 , |ψ 2 ). The converse follows by assuming that Ψ satisfies the condition II and show that Θ is injective.
As an example let us look at the general bipartite states. For such system we have a bilinear mapping Σ :
(2.0.7) But for this bilinear mapping the pair (M N1×N2 , Σ) is a tensor product of C
N1
and C N2 , that is
and thus represent the product states of general bipartite states. Let us consider the a general pure bipartite state |Ψ = N1−1 i1=0
. Then for this state the separability condition is give by α k1k2 α l1l2 = α l1k2 α k1l2 . This equation also gives a general expression for the concurrence
of a general bipartite state [3] . Now, we will discuss the direct decompositions which is the one interesting property of tensor product. Let V 1 and V 2 be two complex vector spaces and there is a direct decompositions of these space as
Moreover, assume that the pair (V 1 ⊗ V 2 , ⊗) is a tensor product of these spaces. Then V 1 ⊗ V 2 is the direct sum of the subspaces V
The first condition I follows from the observation that V 1 ⊗ V 2 is generated by |ψ 1 ⊗ |ψ 2 for |ψ j ∈ V j , j = 1, 2. But |ψ 1 ⊗ |ψ 2 = r s |ψ . It is more difficult to show that the decomposition is direct and the proof can be found in [1] .
Multilinear mapping and multipartite states
In this section we will give an introduction to multilinear mapping and tensor product. The relation between the multilinear mapping and tensor product gives the product states of multipartite states. Let V 1 , V 2 , . . . , V m be m complex vector spaces. Then the mapping Φ :
where |ψ j , |φ j ∈ V j and λ, µ ∈ K. We also denote the image of the mapping Ψ by ImΨ,that is, the subspace of M which is generated by the vectors
Then we can obtain a linear structure in L(V 1 , V 2 , . . . , V m ; M) by defining the following operations
. . , |ψ m ) (3.0.11) and (λΨ)(|ψ 1 , |ψ 2 , . . . , |ψ m ) = λΨ(|ψ 1 , |ψ 2 , . . . , |ψ m ). 
We can denote the tensor product (Φ, M) of spaces V j by (
. . , V m be m complex vector spaces and V 1 ⊗ V 2 ⊗ · · · ⊗ V m be a tensor product for these spaces. Moreover, let L(
. The proof follows from conditions I ⊗ and II ⊗ for tensor product. Moreover, the correspondence between the linear map Ψ ∈ L(
Thus in general case we have the following proposition 
We will give an example to visualize the relation between our m-linear construction and multipartite product states. Let us consider a multipartite states where V j = C Nj for all 1 ≤ j ≤ m and a general state is given by
Then we have the following commutative diagram of a general three-partite state. Note also that for a mixed state a measure of entanglement can be constructed by taking the infimum over all pure decomposition of a given state using above expression for concurrence. This is our main result for general multipartite states. This result is also related to the construction of Segre variety given in [3] . We can also construct a measure of entanglement for general multipartite states based on the multidimensional matrix M N1×N2×···×Nm with some additional structures [4] .
