Abstract. 2014 Parallel-detection electron energy loss spectrometers are able to detect the EELS signal originating from only a few atoms on thin substrates. The instrumental requirements for attaining this level of performance, and the methodology for quantifying the results are described. For the case of small thorium clusters on a thin carbon film, the detection limit with currently available instrumentation is shown to be one atom.
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Introduction.
In 1975, Issacson and Johnson showed theoretically that detection limits attainable by electron energy loss spectroscopy (EELS) should be up to 3 orders of magnitude lower than by energy dispersive X-ray spectroscopy (EDXS) [1] . They also predicted that a single atom of fluorine embedded in a thin carbon film should be detectable by EELS. Their analysis was done for the case of a 100% efficient electron energy-loss spectrometer with parallel detection, and for the case of fluorine detection, they further postulated a probe of 0.3 nm diameter and 1 nA current. Neither of these assumptions was realistic at the time, and the experimental spectra presented in their paper testified to the distance between the instrumentation then available and the predicted performance. Recent progress in instrumentation has covered much of the distance. This suggests that a reexamination of attainable detection limits should be both timely and interesting.
Two types of detection limits need to be considered [1] : the minimum detectable mass (MDM), which is the smallest amount of a pure element that can be detected, and the minimum detectable mass fraction (MMF), which is the smallest detectable concentration of an element homogeneously dispersed in a matrix composed of other materials. As shown in [1] , MDM is critically dependent on the probe current density that can be delivered to the sample, whereas MMF depends primarily on the total current available in the probe. As a result, the lowest MMF is obtained with microscopes using thermionic electron guns able to deliver hundreds of nA to the sample [2] . [5, 6] . Away from the heavily-stained DNA strands, the specimens contained thorium clusters whose size ranged down to about 0.5 nm diameter in annular DF images. Figure 2 shows spectra from thorium atom clusters of three different sizes. Each spectrum was acquired with an acquisition time of 2.0 seconds, beam current of 0.5 nA, and the beam scanning rapidly over a sample area of 0.8 by 0.6 nm on top to the feature of interest. Scanning the beam meant that an image could be seen during the acquisition, and allowed us to check that the feature of interest remained in view. Drift of the sample was made unimportant by the short acquisition time used. The "small" cluster corresponded to a feature slightly less than 1 nm in diameter as seen in the DF image. A clear Th 04,5 edge is visible for both the "large" and "medium" clusters, but there is no readily visible Th edge for the "small" cluster. Figure 3 shows the three edges after background subtraction, made with a power-law fit over an energy interval spanning from 65 to 80 eV The characteristic shape of the thorium 04,5 edge can be clearly distinguished for the "large" and "medium" clusters. In the case of the "small" cluster, the form of the edge is less distinct, but it is clear that there is an edge with a maximum at a similar energy as the edges from the other two clusters. For even smaller clusters, however, standard EELS quantification relying on background extrapolation and subtraction is clearly not going to be reliable. Figure 4 shows first difference spectra from the medium and small clusters, computed numerically from the spectra shown in figure 2 . The computed first difference is the discrete equivalent of the first derivative of the spectrum intensity with respect to energy, dI /dE. It accentuates the edges so that the weak Th edge visible in the spectrum from the medium cluster becomes a large feature, and the very weak edge in the spectrum from the small cluster also becomes readily visible. However, the computed first difference also accentuates spectral artifacts which are mostly due to the channel-to-channel gain variation of the parallel detector, such as the feature indicated by the small arrow in the "medium" cluster spectrum. This makes the computed difference unsuitable for detecting features even weaker than the Th edge in the "small" cluster spectrum. The bottom spectrum in figure 4 is a first difference spectrum obtained from a "very small" cluster by recording a spectrum with a 2-second integration time, physically displacing the spectrum arriving at the detector by 5 eV (by applying an extra voltage of 5 V to the drift tube leading through the PEELS magnetic sector), recording the spectrum a second time, and subtracting the two versions of the spectrum from each other. Such "measured" difference spectra have the advantage that artifacts due to the parallel detector remain in the same channel and therefore approximately subtract out, whereas real features in the spectrum move to a different channel of the detector, and are emphasized in the final result. The method is originally due to Shuman and co-workers [7] . The superiority of the measured difference spectra to computed ones is also demonstrated elsewhere in these proceedings [8] . Accordingly, the spectrum of a "very small" cluster shows much less systematic noise than the other two spectra. The weak feature visible at about the same energy as in the other two spectra confirms the presence of thorium. Figure 5 shows a series of logarithmic différence spectra, each of which was obtained by dividing a first difference spectrum by an undifferentiated spectrum [8] . They have the advantage that they render the spectrum intensity away from the edge thresholds more constant and make it easier to compare the strength of weak features present in different spectra. Spectrum (a) was obtained from the computed "small" cluster différence spectrum shown in figure 4 , spectra (b) to (e) were obtained from measured difference spectra. Spectra (b), (c) and (d) came from 3 different "very small" clusters, and (e) came from a specimen region away from any bright dots in the DF image. 4 . Spectrum quantification.
The spectra of figures 2 and 3 are amenable to the standard method of EELS spectrum quantification [9] . Because the carbon K-edge is strong in the spectra and its cross-section is well known, we performed a relative quantification, and related the number of thorium atoms to carbon atoms using the standard expression 
where 1V stands for the number of detected atoms, u is the cross-section, I the number of counts in the edge after background subtraction, and 03B2 and A refer to the collection angle and the energy interval used.
The cross-sections of thorium and carbon were worked out using Rez's tables generalized oscillator strengths [10, 11] for a primary of 100 kV, a collection half-angle 03B2 of 23 mrad and an energy window A of 50 eV They were (rrh = 1.80 x 10-5 nm2, and ac = 5.25 x 10-7 nm2. (We give the cross sections in units of nm2 rather than the usual cm2 because it avoids having to work with unnecessarily large exponents). This means that the thorium cross-section was 34 times larger than the carbon cross-section, and confirms that thorium is an ideal candidate for single-atom detection. Table 1 shows the intensities in the first 50 eV of the thorium and carbon edges in each spectrum after background subtraction, the intensity ratios, the resultant thorium-to-carbon atomic ratio, and the absolute number of thorium atoms. lb obtain the number of thorium atoms with the relative quantification method, the number of carbon atoms within the sample volume probed for thorium needs to be known. There are several ways of determining this number, such as measuring the weight of the carbon film at the time of its deposition with a quartz crystal monitor, or performing an absolute EELS quantification using the carbon K-edge. The method employed here was to determine the film thickness from the ratio of the total inelastic signal to the zero loss peak intensity (Ref. [9] , pp. 291-297). This is done simply by recording a low loss spectrum containing an unsaturated zero loss peak, calibrating the spectrum in energy, and calling up the thickness-measuring routine of EL/P. The routine automatically separates the zero loss peak from the rest of the spectrum, and works out the thickness of the film in terms of the mean free path Ai(,3) for all inelastic scattering falling within the spectrometer acceptance angle. Since plasmon scattering is the predominant inelastic scattering event, and the 23 mrad collection angle used here was much larger than the characteristic angle for plasmon scattering, we took Ai(fl) to be equal to the mean free path for plasmon scattering in carbon given in [12] as Àp = 62 nm. The thickness value worked out by EL/P was 0.07 Ai, corresponding to a film thickness of tc = 4 nm. [13] of the Th ionization event (the ability of a fast electron to ionize the thorium 0 shell even though it is passing some distance away from the thorium atom) amounted to probably about 0.5 to 1 nm [14] . We take the basic area covered by the electron probe to be 1 nm2, and assume that delocalization and probe tails broadened it to 2 nm2 effective area.
Using the values above gives 800 as the number of carbon atoms in the sample volume probed for thorium, and leads to the absolute numbers of thorium atoms in the three clusters given in the last column of table I. The uncertainty in A means that the number of thorium atoms should probably be taken with an error bar of + 100, -50%. Even so, it is clear that the "small" cluster contained less than 10 atoms of thorium.
An alternate way of determining the number of thorium atoms is to do an "absolute" quantification, using: Nth = I t h ( 0 3 B 2 , 0 3 9 4 ) 0 3 C 3 t h ( 0 3 B 2 , 0 3 9 4 ) A 0 3 B E · n e -, 2
where 03BE is the detector conversion efficiency (the number of counts registered by the computer per one detected electron), and ne-is the number of electrons detected in the whole spectrum (including the zero loss peak). 5 .
The number of atoms in the last column of table II was worked out assuming a linear relationship between the area under the peak in the logarithmic différence spectrum, and the number of atoms. This would not hold for large clusters giving a significant signal in the undifferentiated spectrum. However, in the present case the thorium signal was so weak in the normal spectrum that the logarithmic derivatives were obtained by dividing the difference spectra by essentially the same normal spectrum, thus guaranteeing that the logarithmic difference signal strength was linearly related to the first difference signal which is in tum linearly related to the edge intensity in the normal spectrum. Provided that there were no major changes in the edge fine structure which depended on the number of atoms in the clusters, the logarithmic difference signal strength was therefore linearly related to the number of atoms, and our assumption was valid. 5 . Discussion.
The various quantification methods employed above, together with the uncertainty in A, show that the minimum number of atoms of Th detected when the probe was placed on a bright dot in the DF image was between 1 and about 4.
An even more interesting result is the fraction of an atom (0.6) entered in table II for spectrum (e), which should show no thorium. A fraction of an atom might be correctly detected if, for instance, the probe was placed close to, but not on top of, an isolated atom, or the atom jumped away during the acquisition.
In order to determine the statistical significance of this intriguing result, we estimated the r.m.s. noise in a single channel of the spectrum near the thorium peak by subtracting a smoothed version (obtained with an 11-point smoothing function) of the spectrum from the original spectrum, squaring the difference, summing the squared difference over 10 eV wide energy intervals just below and just above the thorium peak, dividing the total by the number of channels in the two energy intervals, and taking the square root. The noise in the background-subtracted thorium peak was then estimated by multiplying the noise in a single channel by the square root of the total number of channels in the thorium peak plus the two adjacent energy intervals that were used to fit the background under the peak. This procedure gave a noise content in the subtracted thorium peak as about 20 counts, indicating that the signal-to-noise ratio for the weak peak in spectrum (e) was of the order of 10, and the peak was therefore statistically significant. It thus appears that there was actually some thorium signal even in the "no-thorium" spectrum, probably from atoms a few nm away being illuminated by electrons in the probe tail. We note that attaining a detection limit of a fraction of an atom is a necessary prerequisite to being able to reliably detect a single atom. The fact that this limit has been reached means that single-atom microanalysis by EELS is now a reality.
Apart from the discrepancy between the absolute and the relative quantification methods, by far the largest source of uncertainty in the present work has been the effective size of the sampled area. Its accurate determination will require a precise characterization of the size and shape of the electron probe (including probe "tails"), and a precise knowledge of the magnitude of the delocalization.
One possible approach to decreasing the importance of the precise shape of the probe tails is to scan a larger part of the sample during the acquisition than the 0.6 by 0.8 nm used here. If the scanned area is larger than both the probe and the possible delocalization, the relative uncertainty in the total probed area is much reduced. This approach has been used by Leapman and coworkers in their work on biological samples [15, 16] , in which the location of the atoms of interest within a relatively large biological molecule is typically not known precisely. The disadvantage of the approach is that the signal from an isolated atom or a group of atoms is reduced as one over the scanned area size. However, if the feature of interest is visible in the DF image which can be acquired simultaneously with the EELS spectrum, this approach permits long recording times by making it possible to bring the feature back into view if it starts drifting away, and to check that it has not been destroyed by radiation damage.
The number of carbon atoms in the 2 nm2 area probed for thorium was about 800. Hence detecting a single atom of thorium also meant detecting thorium in a concentration of around 0.1 atomic %. This largely explains why the thorium signal was nearly invisible in undifferentiated spectra from the "small" and "very small" clusters. In general, detecting extremely small absolute quantities of matter will also automatically mean having to attain a small MMF, especially if the sample thickness is nearer the typical 20 to 50 nm, rather than 4 nm as here. Minimizing the probe size and using higher energy edges which suffer less from delocalization will make the MMF demands less severe. Even so, it is likely that detecting fewer than 10 atoms will typically only be possible with the measured difference spectra which diminish the importance of the channel-tochannel gain variation of the parallel detector.
We note that the objective lens of the microscope used in this study only attains a Cs figure (3.1 mm) that was available in CTEM instruments more than 20 years ago, and that improving the spherical aberration by a factor of 3 should improve the visibility of heavy atoms such as thorium in the dark field images considerably. Because of delocalization, the resultant lowering of the detection limit for thorium using the Th 04,5 edge will be less pronounced, but there will be larger improvements for edges at higher energy.
The radiation resistance of an atom which is being ionized many times over, and yet manages to remain under the beam during the time of observation, is a separate and vast topic. Heavy atoms such as thorium and uranium seem to be especially suitable in this regard [17] , and cooling the specimen to liquid nitrogen temperatures may also be helpful. Cooling is in any case highly advantageous because it allows one to work with a wide range of specimens without having to worry about contamination build-up under the electron beam [18] . 6 . Conclusion.
Single atoms of elements with favorable cross-sections such as thorium or uranium can now be detected in a few seconds using a PEELS mounted on a STEM capable of delivering a beam current of a few hundred pA into a sub-nm probe. The signal from a single atom is typically not identifiable in an undifferentiated spectrum. However, it becomes distinguishable in "measured" difference spectra obtained by shifting spectra on the parallel detector, and subtracting them. Quantifying the difference spectra is currently only possible by comparing them to difference spectra from larger clusters of about 10 atoms or more, whose size can be determined using conventional EELS quantification methods.
The ultimate demonstration of the capability to detect single atoms will probably come from an experiment showing clear plateaus in the detected inner-shell intensity corresponding to 0, 1, 2 etc. atoms. The practical applications of the available sensitivity do not have to await such a tour de force, but can instead concentrate on studying materials in which the detection of extremely small clusters of atoms giving a clear EELS signal is of vital importance. Here we point to the pioneering work of Leapman and co-workers [15, 16] , who are exploring numerous interesting problems of this type from the field of biology.
The ability of EELS to analyze a single atom while leaving it in its surroundings distinguishes it from other techniques such as time-of-flight field-ion spectroscopy (atom-probe), which has been able to detect and analyze single atoms for some time [19] , but only once they have been desorbed from a sharp tip. It also gives a marked advantage to EELS over scanning tunneling spectroscopy, which has no element-specific signal with which to work.
In the future, the domain of single-atom microanalysis will no doubt be extended to many atoms other than thorium and uranium. However, the degree of difficulty will be inversely related to the size of the atom's cross-section. We note that whereas the thorium 04,5 cross-section is 34 times larger than the carbon K-edge one (in a 50 eV wide window with a 23 mrad collection angle at 100 kV), the fluorine K cross-section is 7 times smaller than the carbon one. Singleatom microanalysis for the case originally discussed by Isaacson and Johnson, fluorine in a carbon matrix, may therefore still be some distance away.
