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BURNSIDE KEI
MACIEJ NIEBRZYDOWSKI, JO´ZEF H. PRZYTYCKI
Abstract. This paper is motivated by a general question: for which
values of k and n is the universal Burnside kei Q¯(k, n) finite? It is
known (starting from the work of M. Takasaki (1942)) that Q¯(2, n) is
isomorphic to the dihedral quandle Zn and Q¯(3, 3) is isomorphic to
Z3 ⊕ Z3. In this paper we give descriptions of Q¯(4, 3) and Q¯(3, 4).
We also investigate some properties of arbitrary quandles satisfying the
universal Burnside relation a = ...a∗ b∗ ...∗a∗ b. In particular, we prove
that the order of a finite commutative kei is a power of 3. Invariants of
links related to Burnside kei Q¯(k, n) are invariant under n-moves.
1. Introduction
Kei, , also called an involutory quandle, was introduced by Mituhisa
Takasaki in 1942 [Tak] as an abstract algebra (Q, ∗) with a binary operation
∗ : Q×Q→ Q satisfying the conditions:
(i) a ∗ a = a for any a ∈ Q,
(ii) (a ∗ b) ∗ b = a,
(iii) (a ∗ b) ∗ c = (a ∗ c) ∗ (b ∗ c) (the right distributivity property).
We adopt the standard convention (the left normed convention) that omis-
sion of parentheses denotes the left association, for example a ∗ b ∗ c denotes
(a ∗ b) ∗ c. The above axioms correspond to the Reidemeister moves (see
Fig. 1).
We consider free keis with the universal relation:
rn: a = ...a ∗ b ∗ ... ∗ a ∗ b,
in which there are n letters on the right hand side and a, b are any elements
of the kei. We denote such kei with k generators as Q¯(k, n) and call it the
universal Burnside kei.
In [Joy] D. Joyce associated an involutory quandle to a link. In a similar
way we can associate to every link its n-th Burnside kei, Q¯n(L), by assigning
generators to arcs of the diagram of L, writing the relation of the form
u ∗ v = w for each crossing (here u and w are generators corresponding to
the under-arcs and v is assigned to the over-arc) and adding the universal
relation rn.
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Figure 1. Reidemeister moves and kei axioms.
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Figure 2. Correspondence between n-moves and relation rn.
Relation rn corresponds to the local changes in the diagram called n-moves.
It follows that Q¯n(L) is invariant under Reidemeister moves and n-moves.
For example, r3: a = b ∗ a ∗ b corresponds to invariance under 3-moves and
r4: a = a ∗ b ∗ a ∗ b makes Q¯4(L) invariant under 4-moves. Fig. 2 illustrates
this correspondence in the case n = 3, 4. In fact, Q¯n(L) is also invariant
under rational n
m
-moves [D-I-P].
We notice that the relation r3: a = b ∗ a ∗ b is equivalent to a ∗ b = b ∗ a ,
in other words, Q¯(k, 3) is a free commutative kei on k generators.1
Problem 1. For which values of k and n is Q¯(k, n) a finite kei? How many
elements does it have?
In this paper we focus on finitely generated commutative keis and keis
satisfying the 4-th universal Burnside relation a = a ∗ b ∗ a ∗ b.
1The commutative relation should not be confused with the abelian condition,
(a ∗ b) ∗ (c ∗ d) = (a ∗ c) ∗ (b ∗ d), introduced in [Joy].
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2. Commutative keis
2.1. Examples. Let us first recall that there are two well known classes of
examples of finite commutative keis:
(1) dihedral kei, Z3 (with i ∗ j = 2j− i = −j− i modulo 3), correspond-
ing to Fox 3-colorings, and its direct sums Zn3 with coordinatewise
operation;
(2) the third Burnside groups, B(k, 3) = {x1, ..., xk |w
3 = 1 for any word
w}, with core operation a ∗ b = ba−1b, and their quotients.
Notice that B(k, 3) is a commutative kei as a∗b = b∗a follows from ba−1b =
ab−1a which is equivalent to (ba−1)3 = 1. Our motivation for a Problem 1
is Burnside’s theorem [Bu] that B(k, 3) is a finite group.
2.2. Some properties of commutative keis. First let us describe some
general properties of involutory quandles satisfying relation r3. Any quandle
is distributive from the right, but in the case of commutative keis we also
have distributivity from the left:
c ∗ (a ∗ b) = (a ∗ b) ∗ c = (a ∗ c) ∗ (b ∗ c) = (c ∗ a) ∗ (c ∗ b).
From axiom (ii) in the definition of kei Q it follows that:
∀a, b ∈ Q ∃ unique c ∈ Q such that a = c ∗ b (and obviously c = a ∗ b).
Here we mention that if we replace axiom (ii) with the above statement
without the condition that c = a∗b, we get a general definition of a quandle.
The equality a = c ∗ b is equivalent (using commutativity) to:
a ∗ c = b and c ∗ a = b.
It follows that any commutative kei is a quasigroup2 and the set
{a, b, c = a ∗ b} is a subquandle.
If m denotes the size of the finite commutative kei, then there are
(
m
2
)
/3
such 3-element subquandles and each element x ∈ Q belongs to (m − 1)/2
of them (choosing any element p ∈ Q \x automatically determines the third
element of the quandle, x ∗ p).
An involutory quandle Q is said to be algebraically connected if for each
pair a, b in Q, there are a1, a2, . . . , as ∈ Q such that
a ∗ a1 ∗ a2 ∗ . . . ∗ as = b.
We say that an involutory quandle is strongly algebraically connected if it
is algebraically connected and s = 1 in the above definition.
Lemma 2. Any kei satisfying the universal relation rk, for some odd k, is
strongly algebraically connected.
2A quasigroup is a set G together with a binary operation ·, with the property that for
each x, y ∈ G, there are unique elements w, z ∈ G such that x · w = y and z · x = y.
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Proof. Our relation rk now has the form:
a = b ∗ a ∗ b ∗ . . . ∗ a ∗ b.
Using the first axiom of quandle and the operator level relation
x ∗ y ∗ z ∗ y = x ∗ (z ∗ y), we can write it as:
a = b ∗ b ∗ a ∗ b ∗ . . . ∗ a ∗ b =


b ∗ (b ∗ a ∗ . . . ∗ a ∗ b)
or
b ∗ (a ∗ b ∗ . . . ∗ a ∗ b)
,
depending on the length of the relation rk. In either case, in order to get
from a to b we need to use only one operator (that can be written using
(k + 1)/2 letters a and b). 
Every algebraically connected quandle (not necessarily involutory) is a
metric space if we define the metric d(x, y) as the minimal number of op-
erators needed to obtain one element from the other. A significant class
of algebraically connected quandles are knot quandles (see [Joy] for a def-
inition). Since our metric is unchanged under isomorphism of quandles,
some metric properties (for example diameter) are knot invariants. Lemma
2 states that the diameter of any quandle (that is, the diameter of the cor-
responding metric space) satisfying relation rk for some odd k is 1.
Two elements x and y of a quandle Q are called behaviorally equivalent if
z ∗ x = z ∗ y for all z ∈ Q.
It turns out that there are no behaviorally equivalent elements in quandles
of the sort considered above.
Lemma 3. If Q is a kei satisfying relation rk, for some odd k, then it has
no behaviorally equivalent elements. Moreover, if z ∗ x = z ∗ y for some
element z ∈ Q, then x = y.
Proof. Assume that z ∗ x = z ∗ y, for some x, y, z ∈ Q. In the case of a
commutative kei we get the result immediately, since our assumption implies
x ∗ z = y ∗ z and that forces equality x = y. Let us consider the case k > 3.
Since the relation rk holds for all elements, we have:
z = x ∗ z ∗ x ∗ . . . ∗ z ∗ x (with k letters on the right),
which is equivalent to
z ∗ x ∗ z = x ∗ z ∗ x ∗ . . . ∗ z ∗ x ∗ z ∗ x (with k − 2 letters on the right)
and
z = y ∗ z ∗ y ∗ . . . ∗ z ∗ y,
equivalent to
z ∗ y ∗ z = y ∗ z ∗ y ∗ . . . ∗ z ∗ y ∗ z ∗ y.
We can replace the initial assumption with:
z ∗ x ∗ z = z ∗ y ∗ z
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and use relation rk to change this equation to:
x ∗ z ∗ x ∗ . . . ∗ z ∗ x ∗ z ∗ x = y ∗ z ∗ y ∗ . . . ∗ z ∗ y ∗ z ∗ y;
x ∗ z ∗ x ∗ . . . ∗ z ∗ (z ∗ x) = y ∗ z ∗ y ∗ . . . ∗ z ∗ y ∗ z ∗ y;
x ∗ z ∗ x ∗ . . . ∗ z ∗ (z ∗ y) = y ∗ z ∗ y ∗ . . . ∗ z ∗ y ∗ z ∗ y;
x ∗ z ∗ x ∗ . . . ∗ z ∗ y ∗ z ∗ y = y ∗ z ∗ y ∗ . . . ∗ z ∗ y ∗ z ∗ y.
Now we can cancel last four letters from both sides of the equation. This
reduction is repeated until we arrive to x = y or x ∗ z ∗ x = y ∗ z ∗ y. In the
latter case we use the first quandle axiom to write:
x ∗ x ∗ z ∗ x = y ∗ y ∗ z ∗ y;
x ∗ (z ∗ x) = y ∗ (z ∗ y)
and reduce one more time to obtain x = y. 
For every quandleQ we can consider its operator group, Op(Q), generated
by automorphisms fx : Q → Q, defined by fx(y) = y ∗ x. Behaviorally
equivalent elements of Q define equal elements in Op(Q). On the other
hand, if there are no behaviorally equivalent elements in Q then the map
x 7→ fx is an injection and Q is isomorphic to a union of conjugacy classes
(of images of generators of Q) in Op(Q) (see also [Joy]).
Corollary 4. Any kei Q satisfying the universal relation rk, for some odd
k, embeds into the conjugation quandle of its operator group, Conj(Op(Q))
(with quandle operation f ∗ g = g−1fg).
Absence of behaviorally equivalent elements enables us to prove the fol-
lowing theorem.
Theorem 5. The order of a finite commutative kei Q is a power of 3.
Proof. Let a, b denote any two elements of Q and let P be the three element
subquandle {a, b, a ∗ b}. From the right distributivity property it follows
that for any element x ∈ Q, the set S := P ∗ x = {a ∗ x, b ∗ x, (a ∗ b) ∗ x} is
also a subquandle. We ask the following question: what other elements of
Q send P to S ? There can be at most three such operators, sending a to
a ∗ x, b ∗ x or (a ∗ b) ∗ x (here we use the fact that two operators x, y ∈ Q
acting in the same way on one element are the same). Using lemma 2 we
can find them easily:
(1) a ∗ (a ∗ x) = x
(2) a ∗ (b ∗ x) = b ∗ x ∗ a = x ∗ b ∗ a;
(3) a ∗ (a ∗ b ∗ x) = a ∗ b ∗ x ∗ a = b ∗ a ∗ x ∗ a = b ∗ (x ∗ a) = x ∗ a ∗ b.
From the left distributivity it follows that the set of these three operators is
a subquandle. We still need to check that operators (2) and (3) send b and
a ∗ b to S:
b ∗ (x ∗ b ∗ a) = x ∗ b ∗ a ∗ b = x ∗ (a ∗ b) = (a ∗ b) ∗ x;
(a∗b)∗(x∗b∗a) = b∗a∗(x∗b∗a) = b∗a∗a∗b∗x∗b∗a = b∗x∗b∗a = x∗b∗b∗a = a∗x;
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b ∗ (x ∗ a ∗ b) = x ∗ a ∗ b ∗ b = x ∗ a = a ∗ x;
(a∗b)∗(x∗a∗b) = a∗b∗b∗a∗x∗a∗b = a∗x∗a∗b = x∗a∗a∗b = x∗b = b∗x.
In this way we obtain a partition of Q into 3-element disjoint subquandles
of the form {x, x ∗ b ∗ a, x ∗ a ∗ b}, in which two elements belong to the
same triple if they send P to the same subquandle. This relation between
elements is an equivalence relation but not a congruence (u ∼ v, s ∼ t does
not imply (u ∗ s) ∼ (v ∗ t)), so we cannot simply form a quotient quandle.
Instead, we define a natural quandle operation, ∗ˆ, on triples:
(x, x ∗ b ∗a, x ∗a ∗ b) ∗ˆ (y, y ∗ b ∗a, y ∗a ∗ b) = (x ∗ y, x ∗ y ∗ b ∗a, x ∗ y ∗a ∗ b).
The set of such triples, with operation ∗ˆ, forms a commutative kei that is
three times smaller than the original kei, Q. Thus we can use the inductive
argument to conclude that the size of Q is a power of 3. 
2.3. Q¯(4,3) has 81 elements. It was shown by M. Takasaki [Tak] that
Q¯(2, n) is isomorphic to the dihedral quandle Zn and Q¯(3, 3) is isomorphic
to Z3 ⊕ Z3. Here we give a description of Q¯(4, 3).
T.Ohtsuki wrote a computer program which helps to analyze the commu-
tative kei. Using this program he found that Q¯(4, 3) has 81 elements. A
different computation, involving operator group of the quandle, was made
by the first author. Here we follow, in a crucial point, Ohtsuki’s approach
to obtain a computer free proof.
Theorem 6. Q¯(4, 3) has 81 elements.
As noted by Takasaki, every element of the kei can be written in a left-
normed form (usually not uniquely). For example, in Q¯(4, 3), (a∗b)∗(c∗d) =
a∗b∗c∗d∗c = a∗b∗d∗c∗d = b∗a∗c∗d∗c = b∗a∗d∗c∗d = c∗d∗a∗b∗a =
c ∗ d ∗ b ∗ a ∗ b = d ∗ c ∗ a ∗ b ∗ a = d ∗ c ∗ b ∗ a ∗ b. The length of the kei
element w is the length of the shortest left-normed word, in the generators
of kei, representing w.
Lemma 7. (i) Every element of Q¯(4, 3), in a generating set {a, b, c, d},
is of length at most 7.
(ii) There are (at most) 8 elements in Q¯(4, 3) of length 7 and they have
representatives:
a ∗ b ∗ c ∗ d ∗ b ∗ c ∗ d, a ∗ b ∗ d ∗ c ∗ b ∗ d ∗ c,
b ∗ a ∗ c ∗ d ∗ a ∗ c ∗ d, b ∗ a ∗ d ∗ c ∗ a ∗ d ∗ c,
c ∗ a ∗ b ∗ d ∗ a ∗ b ∗ d, c ∗ a ∗ d ∗ b ∗ a ∗ d ∗ b,
d ∗ a ∗ b ∗ c ∗ a ∗ b ∗ c, d ∗ a ∗ c ∗ b ∗ a ∗ c ∗ b,
Proof. We use brackets [ ] to stress which group of letters our properties are
used on. The bracket [ ] (unlike ( )) does not change the left-normed con-
vention. Let {x0, x1, x2, x3} = {a, b, c, d}. We have the following identities
in Q¯(4, 3).
(1) x0 ∗ x1 ∗ x2 ∗ x0 = x0 ∗ x2 ∗ x1.
This is the case because x0 ∗ x1 ∗ x2 ∗ x0 = x1 ∗ x0 ∗ x2 ∗ x0 =
x1 ∗ (x0 ∗ x2) = x0 ∗ x2 ∗ x1.
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(2) w ∗ x0 ∗ x1 ∗ x0 = w ∗ x1 ∗ x0 ∗ x1.
It is the case because w ∗x0 ∗x1 ∗x0 = w ∗ (x1 ∗x0) = w ∗ (x0 ∗x1) =
w ∗ x1 ∗ x0 ∗ x1.
(3) x0 ∗ x1 ∗ x2 ∗ x3 ∗ x2 = (x0 ∗ x1) ∗ (x2 ∗ x3) = (x2 ∗ x3) ∗ (x0 ∗ x1) =
x2 ∗ x3 ∗ x0 ∗ x1 ∗ x0.
(4) x0 ∗ x1 ∗ x2 ∗ x3 ∗ x2 ∗ x is reducible to a word of length 4 for x = xi
i = 0, 1, 2, 3, for example x0 ∗ x1 ∗ x2 ∗ x3 ∗ x2 ∗ x1 = (x0 ∗ x1) ∗ (x2 ∗
x3) ∗ x1 = x2 ∗ x3 ∗ x1 ∗ x0.
(5) x0 ∗ x1 ∗ x2 ∗ x3 ∗ x0 ∗ x1 = x0 ∗ x1 ∗ x3 ∗ x2 ∗ x0.
It is the case because x0 ∗x1 ∗x2 ∗x3 ∗x0 ∗x1 ∗x0 = ((x0 ∗x1) ∗ (x2 ∗
x3))∗x2∗(x0∗x1) = (x2∗x3)∗(x0∗x1∗x2) = (x0∗x1∗x2)∗(x2∗x3) =
x0 ∗ x1 ∗ x3 ∗ x2 as required.
(6) x0 ∗ x1 ∗ x2 ∗ x3 ∗ x0 ∗ x3 = x0 ∗ x2 ∗ x1 ∗ x3 ∗ x0.
It is the case because x0 ∗ x1 ∗ x2 ∗ x3 ∗ x0 ∗ x3 = x1 ∗ x0 ∗ x2 ∗ x3 ∗
x0 ∗ x3 =
(1) x1 ∗ x0 ∗ x2 ∗ x0 ∗ x3 ∗ x0 =
(2) x0 ∗ x2 ∗ x1 ∗ x3 ∗ x0.
(7) x0 ∗ x1 ∗ x2 ∗ x3 ∗ x1 ∗ x2 = x3 ∗ x2 ∗ x1 ∗ x0 ∗ x2 ∗ x1.
It is the case because x0 ∗x1 ∗x2 ∗x3 ∗x1 ∗x2 = ((x0 ∗x1)∗(x2 ∗x3))∗
(x1 ∗x2) = ((x3 ∗x2)∗ (x1 ∗x0))∗ (x2 ∗x1) = x3 ∗x2 ∗x1 ∗x0 ∗x2 ∗x1.
(8) x0 ∗ x1 ∗ x2 ∗ x3 ∗ x1 ∗ x2 ∗ x3 = x0 ∗ x2 ∗ x3 ∗ x1 ∗ x2 ∗ x3 ∗ x1 =
x0 ∗ x3 ∗ x1 ∗ x2 ∗ x3 ∗ x1 ∗ x2. The equalities hold because
x0∗x1∗x2∗x3∗x1∗[x2∗x3∗x2] =
(2) (x0∗x1)∗x2∗x3∗x1∗x3∗x2∗x3 =
(x1 ∗ x0 ∗ x2 ∗ x3 ∗ x1 ∗ x3) ∗ x2 ∗ x3 =
(6)
(x1 ∗ x2 ∗ x0 ∗ x3 ∗ x1 ∗ x2) ∗ x3 =
(5) x1 ∗ x2 ∗ x3 ∗ x0 ∗ x1 ∗ x3 =
x2 ∗ x1 ∗ x3 ∗ x0 ∗ x1 ∗ x3 =
(7) x0 ∗ x3 ∗ x1 ∗ x2 ∗ x3 ∗ x1 as required.
(9) x0∗x1∗x2∗x3∗x1∗x2∗x3∗x0 = x0∗x1∗x3∗x2∗x1∗x3∗x2. This equality
is the most difficult and allows us to complete Lemma 7. In the
proof we follow Ohtsuki’s analysis of his computer computation. He
noticed that the key computation is to use the commutative identity:
(x0 ∗ x1 ∗ x2 ∗ x3 ∗ x1 ∗ x2 ∗ x3 ∗ x0) ∗ x2 = x2 ∗ (x0 ∗ x1 ∗ x2 ∗ x3 ∗ x1 ∗
x2 ∗ x3 ∗ x0) and to show that the last expression can be reduced to
x0 ∗ x1 ∗ x3 ∗ x2 ∗ x1 ∗ x3 by properties (1)-(8).

Lemma 8. x2 ∗ (x0 ∗x1 ∗x2 ∗x3 ∗x1 ∗x2 ∗x3 ∗x0) = x0 ∗x1 ∗x3 ∗x2 ∗x1 ∗x3
Proof. For improved clarity, we omit * in the presentation of words in this
proof. Using the identity wxyx = w(yx) = w(xy) = wyxy for seven times
we obtain x2(x0x1x2x3x1x2x3x0) = x2x0x3x2x1x3x2x1x0x1x2x3x1x2x3x0.
Next we use identities (1)-(8) for several times to get
(x2x0x3x2)x1x3x2x1x0x1x2x3x1x2x3x0 =
(1)
x2x3x0x1x3x2x1x0x1x2x3x1x2x3x0 = (x3x2x0x1x3x2)x1x0x1x2x3x1x2x3x0 =
(5)
x3x2x1x0x3[x1x0x1]x2x3x1x2x3x0 =
(2) (x3x2x1x0x3x0)x1x0x2x3x1x2x3x0 =
(6)
(x3x1x2x0x3x1)x0x2x3x1x2x3x0 =
(5)
(x3x1)x0x2x3x0x2x3x1x2x3x0 = (x1x3x0x2x3x0)x2x3x1x2x3x0 =
(7)
x2x0x3x1x0[x3x2x3]x1x2x3x0 =
(2) (x2x0)x3x1x0x2x3x2x1x2x3x0 =
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(x0x2x3x1x0x2)x3x2x1x2x3x0 =
(5) (x2x0)x1x3x0x3x2x1x2x3x0 =
(x0x2x1x3x0x3)x2x1x2x3x0 =
(6) x0x1x2x3x0[x2x1x2]x3x0 =
(2)
(x0x1x2x3x0x1)x2x1x3x0 =
(5) (x0x1x3x2x0x2)x1x3x0 =
(6)
(x0x3)x1x2x0x1x3x0 = (x3x0x1x2x0x1)x3x0 =
(7)
x2x1x0x3x1[x0x3x0] =
(2) (x2x1)x0x3x1x3x0x3 =
(x1x2x0x3x1x3)x0x3 =
(6) (x1x0x2x3x1x0)x3 =
(5) (x1x0)x3x2x1x3 = x0x1x3x2x1x3
as required. 
We proved, in Lemma 7, that Q¯(4, 3) is finite, but in fact we can eas-
ily build, using Lemmas 7, 8 and their proofs, the multiplication table of
Q¯(4, 3), with 81 elements. We should still argue that Q¯(4, 3) is not smaller.
One argument, very laborious and good for the computer, is that we can use
all relations of the commutative kei and no reduction will be found. More
sophisticated argument uses the kei epimorphism p : Q¯(4, 3) → Z33 . p is
given on generators of Q¯(4, 3) by:
p(a) = (0, 0, 0), p(b) = (1, 0, 0), p(c) = (0, 1, 0) and p(d) = (0, 0, 1).
For example, we have p(a∗b) = (2, 0, 0), p(a∗c) = (0, 2, 0), p(a∗d) = (0, 0, 2),
p(b ∗ c) = (2, 2, 0), p(b ∗ d) = (2, 0, 2), p(c ∗ d) = (0, 2, 2).
From theorem 5 it follows that it is enough to prove that p is not a monomor-
phism. We notice that p((a ∗ b) ∗ (c ∗ d)) = (1, 1, 1) = p((a ∗ c) ∗ (b ∗ d)) =
p((a ∗ d) ∗ (b ∗ d)).
However, in Q¯(4, 3) we have the inequality (a ∗ b) ∗ (c ∗ d) 6= (a ∗ c) ∗ (b ∗ d).
To prove this inequality we use another homomorphism q : Q¯(4, 3) → B(4, 3)
being the identity on generators. We have to check whether
q((a ∗ b) ∗ (c ∗ d)) = q((a ∗ c) ∗ (b ∗ d)).
We have q((a∗b)∗(c∗d)) = q(c∗d)(q(a∗b))−1q(c∗d) = dc−1d(b−1ab−1)dc−1d,
similarly q((a ∗ c) ∗ (b ∗ d)) = db−1d(c−1ac−1)db−1d.
Thus we have to check that
q((a∗b)∗(c∗d))(q((a∗c)∗(b∗d)))−1 = dc−1d(b−1ab−1)dc−1bd−1ca−1cd−1bd−1
is not equal to 1 in B(4, 3). After conjugating it by d−1 we reduce it to the
question
c−1db−1ab−1dc−1bd−1ca−1cd−1b 6= 1 ?
This inequality was confirmed by GAP but Mietek Da¸bkowski also checked
it by hand, using the lower central series of the Burnside group. It follows
that p is not a monomorphism and Q¯(4, 3) has exactly 81 elements.
Remark (alternative approach). For every quandle Q we can consider
its associated group, As(Q), defined as the quotient F (Q)/K, where F (Q)
denotes the free group on elements of Q and K is the normal subgroup
generated by the words (x ∗ y)y−1x−1y, where x, y ∈ Q. The operator
group, Op(Q), is the quotient of the associated group of Q (see for example
[F-R]). From this fact and the theorem of Winker (which we restate slightly
modified to match our notation) it follows that the operator group of Q¯(4, 3)
is generated by the images of generators a, b, c, d.
BURNSIDE KEI 9
Theorem 9 ([Win], theorem 5.1.7). Let {S | R} be the presentation of
the quandle Q. Then the group As(Q) has a presentation {S¯ | R¯}, where
S¯ = {s¯ : s ∈ S} and R¯ = {r¯ = s¯ : r = s is a relation in R}. Here r¯ denotes
the group element obtained by replacing u ∗ v by v¯−1u¯v¯.
As we noted previously (see Corollary 4 and the comment preceding it),
Q¯(4, 3) embeds into its operator group as conjugates of generators. For sim-
plicity we will use the same notation for the quandle elements and their
images in the operator group. From the second kei axiom it follows that the
squares of generators (and therefore also the squares of conjugates of gener-
ators) are equal to the identity in Op(Q¯(4, 3)). Our commutative relation,
x ∗ y = y ∗ x, which is true for all elements of Q¯(4, 3), becomes yxy = xyx
(or xyxyxy = 1) in Op(Q¯(4, 3)), where x and y belong to conjugacy classes
of generators. Now it follows that Q¯(4, 3) embeds into a (possibly bigger)
group with presentation:
{a, b, c, d | a2 = b2 = c2 = d2 = 1, xyxyxy = 1},
where x and y are any conjugates of the generators a, b, c, d. We computed
(using GAP) that the order of this group is 118098 = 2 ·310, and the number
of elements in conjugacy classes of a, b, c, d is 81, which is also the size of
Q¯(4, 3) (elements of these conjugacy classes form a 4-generator commutative
kei with conjugation as a quandle operation, therefore their number cannot
exceed the order of the free kei Q¯(4, 3)).
2.4. Q¯(4,3) as an extension of Z3
3
by Z3. We show that Q¯(4, 3) can be
represented as a quandle (Z3 × Z
3
3 , ∗ˆ), where the operation ∗ˆ is defined on
the set Z3 × Z
3
3 by:
(a1, x1)∗ˆ(a2, x2) = (a1 ∗ a2 + c(x1, x2), x1 ∗ x2).
Here + is addition in Z3 and c(x1, x2) : Z
3
3 × Z
3
3 → Z3 is a function that
must satisfy the following conditions coming from the kei axioms.
(i) The axiom (a, x)∗ˆ(a, x) = (a, x) leads to c(x, x) = 0.
(ii) The condition ((a, x)∗ˆ(b, y))∗ˆ(b, y) = (a, x) leads to c(x ∗ y, y) =
c(x, y).
(iii) The distributivity property
((a1, x1)∗ˆ(a2, x2))∗ˆ(a3, x3) = ((a1, x1)∗ˆ(a3, x3))∗ˆ((a2, x2)∗ˆ(a3, x3))
leads to the following, after first computing the left and the right
side of the above equation.
L = (a1 ∗ a2 + c(x1, x2), x1 ∗ x2)∗ˆ(a3, x3) = (a1 ∗ a2 ∗ a3− c(x1, x2) +
c(x1 ∗ x2, x3), x1 ∗ x2 ∗ x3).
R = (a1∗a3+c(x1, x3), x1∗x3)∗ˆ(a2∗a3+c(x2, x3), x2∗x3) = ((a1∗a3)∗
(a2∗a3)+2c(x2, x3)−c(x1, x3)+c(x1∗x3, x2∗x3), (x1∗x3)∗(x2 ∗x3))
From this we get: c(x1 ∗ x3, x2 ∗ x3) − c(x1 ∗ x2, x3) = −c(x1, x2) −
2c(x2, x3) + c(x1, x3). Taking into account that we work modulo 3,
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we get:
c(x1 ∗ x3, x2 ∗ x3)− c(x1 ∗ x2, x3) = −c(x1, x2) + c(x2, x3) + c(x1, x3)
(iv) The condition that our kei is commutative leads to c(x, y) = c(y, x).
The condition (iii) is what makes function c to be a twisted 2-cocycle in the
second quandle cohomology group of Z33 with coefficients in Z3. Twisted
quandle (co)homology theory was introduced in [C-E-S]. The authors de-
scribed there a general method of obtaining a new quandle from a given
quandle X and Alexander quandle A, using a twisted 2-cocycle φ.
Such constructions, including the one we are describing, are called Alexan-
der extensions of X by (A,φ).
An example of the function c satisfying all of the above conditions, is pre-
sented below. We need to order (assign numbers to) the elements of Z33 in
order to describe the matrix defining cocycle c:
1.(0,0,0); 2.(0,0,1); 3.(0,0,2); 4.(0,1,0); 5.(0,1,1); 6.(0,1,2); 7.(0,2,0);
8.(0,2,1); 9.(0,2,2); 10.(1,0,0); 11.(1,0,1); 12.(1,0,2); 13.(1,1,0); 14.(1,1,1);
15.(1,1,2); 16.(1,2,0); 17.(1,2,1); 18.(1,2,2); 19.(2,0,0); 20.(2,0,1); 21.(2,0,2);
22.(2,1,0); 23.(2,1,1); 24.(2,1,2); 25.(2,2,0); 26.(2,2,1); 27.(2,2,2).
In the matrix M , the entry mij is equal to c(i, j), the value of the cocycle c
on elements numbered with i, j.
M =


0 1 1 0 1 2 0 2 1 0 1 2 0 1 2 0 1 2 0 2 1 0 2 1 0 2 1
1 0 1 0 1 2 2 1 0 2 0 1 1 2 0 0 1 2 1 0 2 2 1 0 0 2 1
1 1 0 1 2 0 2 1 0 2 0 1 0 1 2 1 2 0 0 2 1 2 1 0 1 0 2
0 0 1 0 0 0 0 1 0 2 0 1 1 2 0 0 1 2 0 2 1 1 0 2 2 1 0
1 1 2 0 0 0 2 1 1 0 1 2 1 2 0 2 0 1 1 0 2 0 2 1 2 1 0
2 2 0 0 0 0 2 2 0 1 2 0 1 2 0 1 2 0 2 1 0 2 1 0 2 1 0
0 2 2 0 2 2 0 0 0 0 1 2 1 2 0 2 0 1 1 0 2 0 2 1 2 1 0
2 1 1 1 1 2 0 0 0 1 2 0 1 2 0 1 2 0 0 2 1 0 2 1 0 2 1
1 0 0 0 1 0 0 0 0 2 0 1 1 2 0 0 1 2 2 1 0 0 2 1 1 0 2
0 2 2 2 0 1 0 1 2 0 0 0 1 2 0 1 0 2 0 2 2 0 2 1 2 1 0
1 0 0 0 1 2 1 2 0 0 0 0 0 1 2 2 1 0 0 0 1 0 2 1 2 1 0
2 1 1 1 2 0 2 0 1 0 0 0 2 0 1 0 2 1 1 2 1 0 2 1 2 1 0
0 1 0 1 1 1 1 1 1 1 0 2 0 0 0 1 2 0 1 1 1 1 1 1 0 0 1
1 2 1 2 2 2 2 2 2 2 1 0 0 0 0 0 1 2 2 2 2 2 2 2 1 2 1
2 0 2 0 0 0 0 0 0 0 2 1 0 0 0 2 0 1 0 0 0 0 0 0 0 2 2
0 0 1 0 2 1 2 1 0 1 2 0 1 0 2 0 0 0 0 1 2 0 1 0 2 0 1
1 1 2 1 0 2 0 2 1 0 1 2 2 1 0 0 0 0 2 0 1 2 1 1 1 2 0
2 2 0 2 1 0 1 0 2 2 0 1 0 2 1 0 0 0 1 2 0 2 2 0 0 1 2
0 1 0 0 1 2 1 0 2 0 0 1 1 2 0 0 2 1 0 0 0 2 1 0 2 0 1
2 0 2 2 0 1 0 2 1 2 0 2 1 2 0 1 0 2 0 0 0 0 2 1 1 2 0
1 2 1 1 2 0 2 1 0 2 1 1 1 2 0 2 1 0 0 0 0 1 0 2 0 1 2
0 2 2 1 0 2 0 0 0 0 0 0 1 2 0 0 2 2 2 0 1 0 0 0 2 1 0
2 1 1 0 2 1 2 2 2 2 2 2 1 2 0 1 1 2 1 2 0 0 0 0 0 2 1
1 0 0 2 1 0 1 1 1 1 1 1 1 2 0 0 1 0 0 1 2 0 0 0 1 0 2
0 0 1 2 2 2 2 0 1 2 2 2 0 1 0 2 1 0 2 1 0 2 0 1 0 0 0
2 2 0 1 1 1 1 2 0 1 1 1 0 2 2 0 2 1 0 2 1 1 2 0 0 0 0
1 1 2 0 0 0 0 1 2 0 0 0 1 1 2 1 0 2 1 0 2 0 1 2 0 0 0


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The isomorphism between Q¯(4, 3) and (Z3 × Z
3
3 , ∗ˆ) follows from the facts:
(i) (Z3 × Z
3
3 , ∗ˆ) satisfies kei axioms and relation r3;
(ii) (Z3 × Z
3
3 , ∗ˆ) has 81 elements;
(iii) (Z3 × Z
3
3 , ∗ˆ) is generated by four elements:
(1,0,0,0), (0,1,0,0), (0,0,1,0), (0,0,0,1) (for example it cannot be iso-
morphic to Core(Z43 ), which has five generators as a kei).
3. Q¯(3,4) has 96 elements.
The primary examples of keis satisfying the fourth Burnside relation,
x = x ∗ y ∗ x ∗ y, are the dihedral kei Z4, its direct sums, and the fourth
Burnside groups and their quotients (with the core operation x∗y = yx−1y).
To get the lower bound on the order of Q¯(3, 4), we can consider the group
with presentation:
{a, b, c | a2 = b2 = c2 = 1, (xy)4 = 1},
where x and y are any conjugates of generators a, b, c. We checked (with
the help of GAP) that this group has 8192 = 213 elements and the size of
the union of conjugacy classes of generators is 96. The elements of these
conjugacy classes form a 3-generator quandle (with conjugation as operation
∗) satisfying the relation x = x ∗ y ∗ x ∗ y. Thus the order of the free kei
Q¯(3, 4) cannot be less than 96. This time we cannot use the Lemma 3 to
obtain the upper bound for the size of Q¯(3, 4) (compare with the remark
after the proof of Theorem 6), so instead we will build a Cayley diagram for
this quandle. This diagram has 96 vertices, therefore Q¯(3, 4) has order 96.
Below we calculate some relations needed to build such a diagram. Again,
we use brackets [ ] to stress which parts of words properties of Q¯(3, 4) are
used on. None of these properties can replace the first letter in the left
normed representatives of words in Q¯(3, 4). For example a left normed word
starting with a never equals to the word starting with b. It follows that
the diagram will consist of three disjoint parts that look the same when
viewed as graphs (see Figure 3). Here we prove the most difficult relations
in the Cayley graph, their numbers correspond to the numbers included
in the Figure 3. The vertices of the Cayley graph represent the elements
of Q¯(3, 4). The solid arcs represent multiplication from the right by the
generator a; two kinds of dashed arcs denote multiplication by respectively
b and c.
(1) We need to prove the relation a ∗ b ∗ c ∗ a ∗ b ∗ a = a ∗ b ∗ c ∗ a ∗ b
(corresponding to a loop at a vertex representing element a∗b∗c∗a∗b):
[a ∗ b] ∗ c ∗ a ∗ b ∗ a = a ∗ [b ∗ a ∗ c ∗ a ∗ b] ∗ a = a ∗ (c ∗ a ∗ b) ∗ a =
a ∗ (c ∗ a ∗ b) = [a ∗ b ∗ a] ∗ c ∗ a ∗ b = a ∗ b ∗ c ∗ a ∗ b as wanted;
(2) [a ∗ b] ∗ c ∗ a ∗ c ∗ a = a ∗ b ∗ [a ∗ c ∗ a ∗ c ∗ a] = a ∗ b ∗ [(a ∗ c ∗ a)] =
a ∗ b ∗ [(a ∗ c)] = a ∗ b ∗ c ∗ a ∗ c;
(3) Similar to (2);
(4) Similar to (1);
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a
a*b
a*b*c
a*b*c*b
a*b*c*b*c
a*c*b*c
a*c*b
a*c
a*b*c*a
a*b*c*a*c
a*b*c*a*c*b
a*b*c*a*c*b*c
a*b*c*a*b*c*b*c
a*b*c*a*b
a*b*c*a*b*c
a*b*c*a*b*c*b
a*c*b*a
a*c*b*a*c
a*c*b*a*c*b
a*c*b*a*c*b*c
a*c*b*a*b*c*b*c
a*c*b*a*b*c*b
a*c*b*a*b*c
a*c*b*a*b
a*b*c*b*c*a
a*b*c*b*c*a*b
a*b*c*b*c*a*b*c
a*b*c*b*c*a*b*c*b
a*b*c*b*c*a*b*c*b*c
a*b*c*b*c*a*c
a*b*c*b*c*a*c*b
a*b*c*b*c*a*c*b*c
a
b
c
(1) (2)(3) (4)
(5)
(6)(7)
(8) (9)(10) (11)
(12)(13)
(14)(15)
(16)
Figure 3. One of the components in the Cayley diagram of Q¯(3, 4).
(5) We have to check that a ∗ b ∗ c ∗ a ∗ b ∗ c ∗ a = a ∗ c ∗ b ∗ a ∗ c ∗ b or
equivalently that a = a ∗ c ∗ b ∗ a ∗ c ∗ b ∗ a ∗ c ∗ b ∗ a ∗ c ∗ b:
[a∗c]∗b∗a∗c∗b∗a∗c∗b∗a∗c∗b = a∗[c∗a∗b∗a∗c]∗b∗a∗c∗b∗a∗c∗b =
[a∗(b∗a∗c)]∗b∗a∗c∗b∗a∗c∗b = a∗[(b∗a∗c)]∗a∗b∗a∗c∗b∗a∗c∗b =
a∗[c∗a∗b∗a∗c∗a∗b∗a∗c]∗b∗a∗c∗b = a∗[(c∗(b∗a)∗c)]∗b∗a∗c∗b =
a ∗ [(c ∗ (b ∗a))] ∗ b ∗a ∗ c ∗ b = a ∗a ∗ b ∗a ∗ c ∗a ∗ [∗b ∗a ∗ b ∗a] ∗ c ∗ b =
[a ∗ a] ∗ b ∗ a ∗ c ∗ [a ∗ a] ∗ b ∗ a ∗ b ∗ c ∗ b = [a ∗ b ∗ a] ∗ c ∗ b ∗ a ∗ b ∗ c ∗ b =
a ∗ [b ∗ c ∗ b ∗ a ∗ b ∗ c ∗ b] = a ∗ (a ∗ (c ∗ b)) = a;
(6) We prove that a ∗ b ∗ c ∗ b ∗ c ∗ a ∗ b ∗ a = a ∗ b ∗ c ∗ b ∗ c ∗ a ∗ b:
a ∗ b ∗ c ∗ b ∗ c ∗ a ∗ b ∗ a = a ∗ b ∗ c ∗ b ∗ c ∗ b ∗ [b ∗ a ∗ b ∗ a] =
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a ∗ [b ∗ c ∗ b ∗ c ∗ b] ∗ a ∗ b ∗ a ∗ b = [a ∗ c ∗ b ∗ c ∗ a] ∗ b ∗ a ∗ b =
a ∗ [c ∗ b ∗ c ∗ b] ∗ a ∗ b = a ∗ b ∗ c ∗ b ∗ c ∗ a ∗ b;
(7) a ∗ [b ∗ c ∗ b ∗ c] ∗ a ∗ c ∗ a = a ∗ c ∗ b ∗ c ∗ b ∗ a ∗ c ∗ a and then like in
(6) (the roles of b and c are exchanged);
(8) We need a ∗ b ∗ c ∗ a ∗ b ∗ c ∗ b = a ∗ b ∗ c ∗ a ∗ b ∗ c ∗ b ∗ a or
a ∗ b ∗ c ∗ a ∗ b ∗ c ∗ b ∗ a ∗ b ∗ c ∗ b ∗ a ∗ c ∗ b = a,
[a ∗ b] ∗ c ∗ a ∗ b ∗ c ∗ b ∗ a ∗ b ∗ c ∗ b ∗ a ∗ c ∗ b = a ∗ [b ∗ a ∗ c ∗ a ∗ b] ∗ c ∗
b ∗ a ∗ b ∗ c ∗ b ∗ a ∗ c ∗ b = [a ∗ (c ∗ a ∗ b)] ∗ c ∗ b ∗ a ∗ b ∗ c ∗ b ∗ a ∗ c ∗ b =
a∗[(c∗a∗b)]∗a∗c∗b∗a∗b∗c∗b∗a∗c∗b = a∗b∗a∗c∗a∗b∗a∗c∗b∗a∗b∗
c∗b∗a∗c∗b = a∗b∗a∗c∗a∗b∗a∗c∗a∗ [a∗b∗a∗b]∗c∗b∗a∗c∗b=
a ∗ [b ∗ a ∗ c ∗ a ∗ b ∗ a ∗ c ∗ a ∗ b] ∗ a ∗ b ∗ a ∗ c ∗ b ∗ a ∗ c ∗ b =
a ∗ [(b ∗ (c ∗a) ∗ b)] ∗ a ∗ b ∗ a ∗ c ∗ b ∗ a ∗ c ∗ b = a ∗ [(b ∗a ∗ c ∗a)] ∗a ∗ b ∗
a∗ c∗ b∗a∗ c∗ b = [a∗a]∗ c∗a∗ b∗a∗ c∗ [a∗a]∗ b∗a∗ c∗ b∗a∗ c∗ b =
[a∗c∗a]∗b∗a∗c∗b∗a∗c∗b∗a∗c∗b = a∗c∗b∗a∗c∗b∗a∗c∗b∗a∗c∗b =(5) a;
(9) a ∗ b ∗ c ∗ a ∗ c ∗ b ∗ c = a ∗ b ∗ c ∗ a ∗ c ∗ b ∗ c ∗ a is equivalent to
a ∗ b ∗ c ∗ a ∗ c ∗ b ∗ c ∗ a ∗ c ∗ b ∗ c ∗ a ∗ c ∗ b = a,
[a ∗ b ∗ c ∗ a ∗ c ∗ b] ∗ c ∗ a ∗ c ∗ b ∗ c ∗ a ∗ c ∗ b = a ∗ b ∗ c ∗ a ∗ c ∗ b ∗ [a ∗ c ∗
a ∗ c] ∗ b ∗ c ∗ a ∗ c ∗ b = a ∗ b ∗ c ∗ a ∗ c ∗ b ∗ c ∗ a ∗ c ∗ a ∗ b ∗ c ∗ a ∗ c ∗ b =
a∗ [b∗c∗a∗c∗b∗c∗a∗c∗b]∗b∗a∗b∗c∗a∗c∗b = a∗ [(b∗(a∗c)∗b)]∗
b ∗ a ∗ b ∗ c ∗ a ∗ c ∗ b = [a ∗ c ∗ a] ∗ c ∗ b ∗ c ∗ a ∗ c ∗ b ∗ a ∗ b ∗ c ∗ a ∗ c ∗ b =
a∗[c∗c]∗b∗c∗a∗c∗b∗a∗b∗c∗a∗c∗b = a∗[b∗c∗a∗c∗b∗a∗b∗c∗a∗c∗b] =
a ∗ (a ∗ b ∗ c ∗ a ∗ c ∗ b) = a ∗ (a ∗ (a ∗ c ∗ b)) = a;
(10) Like in (9) with b and c interchanged;
(11) Like in (8) with b and c interchanged;
(12) a ∗ b ∗ c ∗ a ∗ b ∗ c ∗ b ∗ c ∗ a = a ∗ b ∗ c ∗ b ∗ c ∗ a ∗ b ∗ c is equivalent to
a ∗ b ∗ c ∗ b ∗ c ∗ a ∗ b ∗ c ∗ a ∗ c ∗ b ∗ c ∗ b ∗ a ∗ c ∗ b = a,
[a∗b]∗c∗b∗c∗a∗b∗c∗a∗c∗b∗c∗b∗a∗c∗b = a∗ [b∗a∗c∗b∗c∗a∗b]∗
c∗a∗c∗b∗c∗b∗a∗c∗b = [a∗(b∗c∗a∗b)]∗c∗a∗c∗b∗c∗b∗a∗c∗b =
a∗[(b∗c∗a∗b)]∗a∗c∗a∗c∗b∗c∗b∗a∗c∗b = a∗b∗a∗c∗b∗c∗a∗b∗a∗c∗a∗
[c∗b∗c∗b]∗a∗c∗b = [a∗b∗a]∗c∗b∗c∗a∗b∗a∗c∗a∗b∗c∗b∗c∗a∗c∗b =
[a∗b∗c∗b]∗c∗a∗b∗a∗c∗a∗b∗c∗b∗c∗a∗c∗b = a∗b∗c∗[b∗a∗c∗a∗b∗a∗c∗a∗
b]∗c∗b∗c∗a∗c∗b = a∗b∗c∗[(b∗(c∗a)∗b)]∗c∗b∗c∗a∗c∗ba∗b∗c∗a∗c∗a∗b∗
a∗c∗a∗c∗b∗c∗a∗c∗b = a∗b∗c∗a∗c∗a∗b∗a∗b∗[b∗c∗a∗c∗b∗c∗a∗c∗b] =
[a∗b]∗c∗a∗c∗a∗b∗a∗b∗c∗a∗c∗b∗c∗a∗c = a∗b∗ [a∗c∗a∗c∗a]∗b∗
a∗b∗c∗a∗c∗b∗c∗a∗c = a∗ [b∗c∗a∗c∗b∗a∗b∗c∗a∗c∗b]∗c∗a∗c =
a ∗ (a ∗ (a ∗ c ∗ b))c ∗ a ∗ c = a ∗ c ∗ a ∗ c = a;
(13) Follows from (12);
(14) Instead of a ∗ b ∗ c ∗ b ∗ c ∗ a ∗ b ∗ c ∗ b ∗ a = a ∗ b ∗ c ∗ b ∗ c ∗ a ∗ b ∗ c ∗ b
we consider a = a ∗ b ∗ c ∗ b ∗ c ∗ a ∗ b ∗ c ∗ b ∗ a ∗ b ∗ c ∗ b ∗ a ∗ c ∗ b ∗ c ∗ b,
a ∗ b ∗ c ∗ b ∗ c ∗ [a ∗ b ∗ c ∗ b ∗ a ∗ b ∗ c ∗ b ∗ a] ∗ c ∗ b ∗ c ∗ b =
a∗ [b∗c∗b∗c∗b∗c∗b∗a∗b∗c∗b∗c∗b∗c∗b] = a∗(a∗(c∗(c∗b))) = a;
(15) Follows from (14), since
a ∗ [b ∗ c ∗ b ∗ c] ∗ a ∗ c ∗ b ∗ c ∗ a = a ∗ c ∗ b ∗ c ∗ b ∗ a ∗ c ∗ b ∗ c ∗ a;
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(16) Since a ∗ b ∗ c ∗ a ∗ b ∗ c ∗ a =(5) a ∗ c ∗ b ∗ a ∗ c ∗ b, we have:
a∗b∗[c∗b∗c]∗a∗b∗[c∗b∗c]∗a = a∗b∗(b∗c)∗a∗b∗(b∗c)∗a = a∗[(b∗c)]∗
b∗a∗[(b∗c)]∗b = a∗[c∗b∗c∗b]∗a∗[c∗b∗c∗b] = a∗b∗c∗b∗c∗a∗b∗c∗b∗c.
One of the oldest conjectures concerning local changes in the diagram is the
Nakanishi conjecture (see [Prz]).
Conjecture 10 (Nakanishi, 1979). Every knot is 4-move equivalent to the
trivial knot.
Our hope was that the fourth Burnside kei of the knot can be used to
detect a potential counterexample to this conjecture. However, the following
theorem suggests this is not likely to be the case.
Theorem 11. Every algebraically connected quotient of Q¯(3, 4) is a trivial,
one element quandle.
Proof. Let Q˜ be the algebraically connected quotient of Q¯(3, 4),
f : Q¯(3, 4) → Q˜ be the quotient homomorphism and S1, S2, S3 denote the
algebraically connected components of Q¯(3, 4) .
We claim that Q˜ is contained in each image f(Si), for i = 1, 2, 3.
By the way of contradiction, let us assume that there exists x ∈ Q˜ and
f−1(x) ∩ Sj = ∅, for some j. Let a be any element of Sj and y = f(a).
Then from the algebraic connectivity of Q˜ follows that x = y ∗ x1 ∗ . . . ∗ xk,
for some elements x1, . . . , xk ∈ Q˜. Now we choose arbitrary elements zi
from the preimages f−1(xi), i = 1, . . . , k. Let z = a ∗ z1 ∗ . . . ∗ zk. Then
z ∈ Sj and f(z) = f(a) ∗ f(z1) ∗ . . . ∗ f(zk) = y ∗ x1 ∗ . . . ∗ xk = x, which
contradicts the original assumption that f−1(x) ∩ Sj = ∅.
Each subquandle Si, when considered as a quandle itself, has eight 4-element
components (orbits), T1, . . . , T8 and just as before, we can prove that Q˜ is
the image of each Ti (and can have at most 4 elements). But finally we can
use the fact that every such Ti is a trivial quandle (x ∗ y = x, for any x,
y ∈ Ti) and Q˜ must be an image of just one element. 
Since knot quandles are algebraically connected, we have the following
result.
Corollary 12. Let K be a knot such that the minimal number of generators
of its fundamental quandle is ≤ 3. Then its fourth Burnside quandle, Q¯4(K),
has only one element.
For example, Q¯4(K) will not detect a potential counterexample to the
Nakanishi 4-move conjecture among 3-bridge knots.
It seems to be plausible that the order of Q¯4(K) is 1, for any knot K.
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