Abstract-An interleaver is a critical component for the channel coding performance of turbo codes. Algebraic constructions are of particular interest because they admit analytical designs and simple, practical hardware implementation. Also, the recently proposed quadratic permutation polynomial (QPP) based interleavers by Sun and Takeshita (IEEE Trans. Inf. Theory, Jan. 2005) provide excellent performance for short-to-medium block lengths, and have been selected for the 3GPP LTE standard. In this work, we derive some upper bounds on the best achievable minimum distance dmin of QPP-based conventional binary turbo codes (with tailbiting termination, or dual termination when the interleaver length N is sufficiently large) that are tight for larger block sizes. In particular, we show that the minimum distance is at most 2(2 ν+1 + 9), independent of the interleaver length, when the QPP has a QPP inverse, where ν is the degree of the primitive feedback and monic feedforward polynomials. However, allowing the QPP to have a larger degree inverse may give strictly larger minimum distances (and lower multiplicities). In particular, we provide several QPPs with an inverse degree of at least three for some of the 3GPP LTE interleaver lengths giving a dmin with the 3GPP LTE constituent encoders which is strictly larger than 50. For instance, we have found a QPP for N = 6016 which gives an estimated dmin of 57. Furthermore, we provide the exact minimum distance and the corresponding multiplicity for all 3GPP LTE turbo codes (with dual termination) which shows that the best minimum distance is 51. Finally, we compute the best achievable minimum distance with QPP interleavers for all 3GPP LTE interleaver lengths N ≤ 4096, and compare the minimum distance with the one we get when using the 3GPP LTE polynomials.
I. INTRODUCTION
Turbo codes have gained considerable attention since their introduction by Berrou et al. in 1993 [1] due to their nearcapacity performance and low decoding complexity. The conventional turbo code is a parallel concatenation of two identical recursive systematic convolutional encoders separated by a pseudo-random interleaver.
Interleavers for conventional binary turbo codes [2] [3] [4] [5] [6] [7] [8] [9] [10] have been extensively investigated. The dithered relative prime (DRP) interleavers [9, 10] and the almost regular permutation interleavers [4] are considered among the best classes of interleavers. Recently, Sun and Takeshita [2] suggested the use of permutation polynomial (PP) based interleavers over integer rings. In particular, quadratic polynomials were emphasized. A useful property of this class of interleavers is that they are fully algebraic and admit the computation of analytical upper bounds on the best achievable minimum distance d min . The use of higher degree PPs was recently considered by E. Rosnes is with the Selmer Center, Department of Informatics, University of Bergen, N-5020 Bergen, Norway (e-mail: eirik@ii.uib.no).
Takeshita in [11] , and a simple coefficient test for cubic PPs was provided in [12] .
The decoding of turbo codes is performed by an iterative process in which the so-called extrinsic information is exchanged between sub-blocks of the iterative decoder. There are typically two (or more) sub-blocks in an iterative turbo decoder, each implementing a soft-input soft-output decoding algorithm of a convolutional code. The parallel processing of iterative decoding of turbo codes is of interest for high-speed decoders, and this requires that the interleaver satisfies additional properties. In particular, to avoid memory contentions in parallelized decoding, the interleaver should be contention-free [4, 13, 14] . In this regard, algebraically constructed interleavers have some advantages compared to random constructions. For instance, in [3] , Takeshita showed that all PPs generate maximum contention-free interleavers, i.e., every factor of the interleaver length becomes a possible degree of parallel processing of the decoder. Thus, this class of interleavers is very interesting from an implementation point of view, and quadratic permutation polynomial (QPP) interleavers were indeed recently selected for the turbo codes in the 3GPP LTE standard [15] .
This work is a continuation of [16] , in which the d min of conventional binary turbo codes with QPP interleavers was considered in detail. In particular, in [16] , large tables of optimum (in terms of the induced d min and its corresponding multiplicity) QPPs for conventional binary turbo codes with 8-state and 16-state constituent encoders were presented for short interleaver lengths. In this work, however, we consider the minimum distance properties with longer QPP interleavers. In particular, we present several upper bounds on the best possible d min with QPP interleavers and compute the exact minimum distance of all 3GPP LTE turbo codes (with dual termination [17] ) for all possible lengths. Estimating the minimum distance of 3GPP LTE turbo codes has recently been addressed by several authors, see, for instance, [18, 19] . However, the exact minimum distance has only been computed for short interleaver lengths N ≤ 104 [19] .
The remainder of this paper is organized as follows. QPPs over integer rings and some of their properties are reviewed in Section II. Section III provides upper bounds on the optimum minimum distance for QPP-based turbo codes. A table providing the exact minimum distance and its corresponding multiplicity for all 3GPP LTE turbo codes (with dual termination) is presented in Section IV. In Section V, we present the results of an exhaustive computer search over the entire class of QPP interleavers. In particular, the best achievable minimum distance for all 3GPP LTE interleaver lengths N ≤ 4096 and for several selected larger interleaver lengths, is provided. The results are compared to those with the 3GPP LTE polynomials. Furthermore, we provide a table of several improved QPPs (compared to the ones selected for the 3GPP LTE standard) for medium-to-large interleaver lengths. Conclusions and a discussion of future work are given in Section VI.
II. QPPS OVER INTEGER RINGS
In this section, we establish notation and restate the criterion for existence of QPPs over integer rings. The interested reader is referred to [2, 20] for further details. Given an integer N ≥ 2, a polynomial f (x) = f 1 x + f 2 x 2 (mod N ), where f 1 and f 2 are nonnegative integers, is said to be a QPP over the ring of integers Z N when f (x) permutes {0, 1, 2, . . . , N − 1} [2] .
In this paper, let the set of primes be P = {2, 3, 5, 7, . . .}. Then an integer N can be factored as N = p∈P p nN,p , where n N,p ≥ 1 for a finite number of p's and n N,p = 0 otherwise. For example, if N = 3888 = 2 4 × 3 5 we have n 3888,2 = 4 and
(mod N ), we will abuse the previous notation by writing f 2 = p∈P p nF,p , i.e., the exponents of the prime factors of f 2 will be written as n F,p instead of the more cumbersome n f2,p because we will be mainly interested in the factorization of f 2 .
Let us denote a divides b by a|b and by a ∤ b otherwise. The greatest common divisor of a and b is denoted by gcd(a, b). The necessary and sufficient condition for a quadratic polynomial f (x) to be a PP is given in the following proposition.
Proposition 1 ( [2, 20] ): Let N = p∈P p nN,p . The necessary and sufficient condition for a quadratic polynomial f (x) = f 1 x + f 2 x 2 (mod N ) to be a PP can be divided into two cases. 1) Either 2 ∤ N or 4|N (i.e., n N,2 = 1) gcd(f 1 , N ) = 1 and f 2 = p∈P p nF,p , n F,p ≥ 1, ∀p such that n N,p ≥ 1.
2) 2|N and 4 ∤ N (i.e., n N,2 = 1)
2 ) = 1, and f 2 = p∈P p nF,p , n F,p ≥ 1, ∀p such that p = 2 and n N,p ≥ 1. For example, if N = 256, then we determine from case 1) of Proposition 1 that f 1 ∈ {1, 3, 5, . . . , 255} (set of numbers relatively prime to N ) and f 2 ∈ {2, 4, 6, . . . , 254} (set of numbers that contains 2 as a factor). This gives us 128 × 127 = 16256 possible pairs of coefficients f 1 and f 2 that make f (x) a PP.
It is shown in [11] that some QPPs f (x) = f 1 x + f 2 x 2 (mod N ) such that f 2 ≡ 0 (mod N ) degenerate to a linear permutation polynomial (LPP), i.e., there is an LPP equivalent to the QPP generating the same permutation over the integer ring Z N . QPPs that do not degenerate to an LPP are called irreducible QPPs. The following proposition from [11] can be used to check if a QPP is irreducible.
Proposition 2 ([11]):
A QPP f (x) = f 1 x+f 2 x 2 (mod N ) is irreducible if and only if N/ gcd(2f 2 , N ) = 1.
Combining Propositions 1 and 2 we conclude that if the length N can written as the product of distinct prime numbers, then either there are no QPPs for this length or all QPPs are equivalent to LPPs.
Proposition 3 ([21]):
l=k l, and f (x) a PP. Decompose φ(k) into prime factors and denote the exponent of the prime factor p as n φ(k),p . Then, f (x) has L k=1 gcd (k!, N ) inverse polynomials with the least degree L if and only if there is a smallest integer L such that
if n N,p = 0 and p = 2.
3 × 3 × 5, and we get
(1)
III. UPPER BOUNDS ON THE OPTIMUM d min
In this section, we report several upper bounds on the optimum d min for QPP-based conventional binary turbo codes of nominal rate 1/3. These upper bounds can be used in the selection of good interleaver lengths with QPP interleavers, and also to efficiently reject bad QPP candidates in a computer search.
In general, let f (
L an inverse polynomial of degree L. We assume tailbiting termination of the upper and lower constituent encoders throughout this section, but we remark that the derived upper bounds can be shown to hold with dual termination as well, i.e., the upper and lower constituent encoders are forced to begin and end in the zero state, when N is sufficiently large. Details are provided at the end of the section. We start by deriving some partial upper bounds (i.e., upper bounds that apply for specific interleaver lengths N ) with no constraints on an inverse polynomial.
A. Partial Upper Bounds on the d min
In this section, we derive partial upper bounds (i.e., upper bounds that apply for some values of the interleaver length N ) on the d min that holds for any QPP, i.e., there are no constraints on the degree of an inverse polynomial.
Theorem 1: The minimum distance of a conventional binary turbo code (of nominal rate 1/3) with feedback polynomial 1 + D 2 + D 3 and feedforward polynomial 1 + D + D 3 , is upper-bounded by 38 + 12l, where l is some nonnegative integer, for all interleaver lengths N that satisfy
otherwise when using QPP interleavers. Proof: In Fig. 1 , an input-weight 6 codeword is shown. The upper constituent codeword contains 3 input-weight 2 fundamental paths, while the lower constituent codeword contains 2 input-weight 3 fundamental paths. The interleaving of the systematic 1-positions is indicated by arrows and the 6 first letters of the English alphabet. The actual pattern in Fig. 1 is a codeword if
where x ∈ Z N denotes the first systematic 1-position (labeled by "A" in Fig. 1 ) in the lower constituent codeword. For the input-weight 3 fundamental paths in the lower constituent codeword, the index differences between the second and first systematic 1-positions and the third and first systematic 1-positions are denoted by b and c, respectively. For the inputweight 2 fundamental paths in the upper constituent codeword, the index difference between the final and first systematic 1-positions is denoted by a. The two congruences in (2) and (3) are equivalent, with x = 0, to
where L is the degree of an inverse polynomial. These two congruences are satisfied if both 2baf 2 ≡ 0 (mod N ) and 2caf 2 ≡ 0 (mod N ). Choose a = 2 l · 7, where l is some nonnegative integer, and b = 8 and c = 12, from which it follows that the two congruences reduce to 2 l+4
, and the result follows from Proposition 1 and the fact that the Hamming weight of the codeword in Fig. 1 is (at most) 38 + 12l.
Theorem 2: The minimum distance of a conventional binary turbo code (of nominal rate 1/3) with feedback polynomial 1+D
2 +D 3 and feedforward polynomial and 1+D+D 3 , is upper-bounded by 51 for all interleaver lengths N that satisfy
when using QPP interleavers.
Proof: In Fig. 2 , an input-weight 9 codeword is shown. Both the upper and lower constituent codewords contain 3 input-weight 3 fundamental paths. The interleaving of the systematic 1-positions is indicated by arrows and the 9 first letters of the English alphabet. The actual pattern in Fig. 2 is a codeword if
where x ∈ Z N denotes the first systematic 1-position (labeled by "A" in Fig. 2 ) of the first fundamental path in the lower constituent codeword. The index differences between the second and first and the final and first systematic 1-positions of all the fundamental paths in both the upper and lower constituent codewords are denoted by b and c, respectively. The congruences in (6) to (9) are equivalent, with x = 0, to
For the given constituent encoders, we can choose b = 8 and c = 12, from which it follows that we require 3 · 2 5 f 2 ≡ 0 (mod N ), and the result follows from Proposition 1 and the fact that the Hamming weight of the codeword in Fig. 2 is (at most) 51 when b = 8 and c = 12.
In Fig. 3 , an input-weight 4 codeword is shown. The upper and lower constituent codewords both contain 2 input-weight 2 fundamental paths. The interleaving of the systematic 1-positions is indicated by arrows and the 4 first letters of the English alphabet. To make the pattern in Fig. 3 a codeword, we need to make sure that
, where x ∈ Z N denotes the first systematic 1-position (labeled by "A" in Fig. 3 ) of the first fundamental path in the lower constituent codeword. The index differences between the final and first systematic 1-positions of the first and second fundamental paths in the lower constituent codeword are denoted by a and d, respectively. The corresponding index differences for the upper constituent codeword are denoted by c and b, respectively. With a primitive feedback polynomial of degree ν, a, b, c, and d are all multiples of 2 ν − 1. The Hamming weight of the codeword in Fig. 3 is (at most)
If we choose c = b and d = a, we get 2abf Table I , we list in the second column the congruence in (10) with different values of the pair (|a ′ |, |b ′ |) (different rows correspond to different values of the pair (|a ′ |, |b ′ |)). The third column contains simplified congruences corresponding to the congruences in the second column, in the sense that if a congruence in the third column is satisfied, then also the corresponding congruence in the second column is satisfied. The last column contains an upper bound on the weight of the corresponding codeword in the turbo code.
We will now consider the special case of ν = 3 in more detail. Using Proposition 1 and the congruences in Table I , we get the conditions on N and the corresponding upper bounds in Table II . When we assume that the QPP has a quadratic inverse, we can use [20, Theorem 3.6] (or Proposition 3 with L = 2) to relax the conditions on N in Table II for the same upper bounds on the d min . For instance, the congruence in the fifth row and third column of Table I (with ν = 3) is satisfied if n F,2 + 3 ≥ n N,2 , n F,7 + 2 ≥ n N,7 , and n F,p ≥ n N,p , p = 2, 7. Using [20, Theorem 3.6] (or Proposition 3 with L = 2), it follows that the two inequalities above are satisfied for all values of f 2 if
which reduces to
In a similar fashion, we can use the congruences in the other rows in Table I together with [20, Theorem 3.6] (or Proposition 3 with L = 2) to derive other conditions on N for various upper bounds on the optimum minimum distance when the QPP has a quadratic inverse. The conditions and the corresponding upper bounds are summarized in Table III .
B. General Upper Bound With a Quadratic Inverse
In this section, we provide a general (i.e., independent of N ) upper bound on the d min of turbo codes when an inverse polynomial is of degree two, i.e., the inverse permutation is a QPP. In the following, let g(
Theorem 3: The minimum distance of a conventional binary turbo code (of nominal rate 1/3) using primitive feedback and monic feedforward polynomials of degree ν and QPPs with a quadratic inverse, is upper-bounded by 2(2 ν+1 + 9). Proof: In Fig. 4 , an input-weight 6 codeword is shown. The upper and lower constituent codewords contain 3 inputweight 2 fundamental paths each. The interleaving of the systematic 1-positions is indicated by arrows and the 6 first letters of the English alphabet. To make the pattern in Fig. 4 a codeword, we need to make sure that
, where x ∈ Z N is the leftmost systematic 1-position (labeled by "A" in Fig. 4 ) in the upper constituent codeword. The index difference between the final and first systematic 1-positions of the first and third fundamental paths in both the upper and lower constituent codewords is denoted by a. The corresponding index difference for the second (i.e., middle) fundamental path (in both constituent codewords) is 2a. Since the feedback polynomial is primitive, we can choose a = 2 ν − 1, and with a monic feedforward polynomial of degree ν, the parity weight of the first and third fundamental paths in both constituent codewords in Fig. 4 is 2 + 2 ν−1 . The corresponding parity weight for the second (i.e., middle) fundamental path (in both constituent codewords) is 2+2 ν . Now, the congruence above is equivalent to
which again is equivalent to
since 4f 2 2 g 2 ≡ 0 (mod N ). This follows from [20, Theorem 3.5] which states that 12f 2 g 2 ≡ 0 (mod N ). The Hamming weight of the codeword in Fig. 4 is (at most) 2(2 ν+1 + 9), where equality holds if the fundamental paths do not interfere with each other as in Fig. 4 .
From [20, Theorem 3.5] we know that 12f 2 g 2 ≡ 0 (mod N ), and it follows that 4f 2 g 2 ≡ 0 (mod N ) if 27 is not a divisor of N . Thus, the congruence in (11) holds for all QPPs with a quadratic inverse, for a given value of N , if 27 is not a divisor of N .
In Fig. 5 , another input-weight 6 codeword is depicted. The upper and lower constituent codewords contain 3 input-weight PATTERN IN FIG. 3 A CODEWORD. (|a ′ |, |b ′ |) Equation (10) with c = b and d = a Simplified congruence Weight 
Upper bound Row from Table I ≤ 
Upper bound Row from Table I ≤ 2 fundamental paths each. The interleaving of the systematic 1-positions is indicated by arrows and the 6 first letters of the English alphabet. To make this pattern a codeword,
, where x ∈ Z N is the leftmost systematic 1-position (labeled by "A" in Fig. 5 ) in the upper constituent codeword. The index difference between the final and first systematic 1-positions of the first and third fundamental paths in the upper constituent codeword, and of the second and third fundamental paths in the lower constituent codeword is denoted by a. The corresponding index difference for the second fundamental path in the upper constituent codeword, and for the first fundamental path in the lower constituent codeword is 2a. Now, the congruence above is equivalent to
since 4f 2 2 g 2 ≡ 0 (mod N ). This follows from [20, Theorem 3.5] which states that 12f 2 g 2 ≡ 0 (mod N ). As for the codeword in Fig. 4 , the Hamming weight of the codeword in Fig. 5 is (at most) 2(2 ν+1 + 9). Assume 27|N . Then, f 2 = 3 · c, for some integer c, since 3|f 2 . Furthermore,
, which is always true, since 12f 2 g 2 ≡ 0 (mod N ) [20, Theorem 3.5]. Furthermore, if f 1 = 2 + 3 · k, then the congruence in (12) 
, which is always true, since 12f 2 g 2 ≡ 0 (mod N ) [20, Theorem 3.5]. Thus, there is an upper bound of 2(2 ν+1 + 9) on the d min for QPPs with a quadratic inverse for all values of N .
We emphasis that Theorem 3 applies for all interleaver lengths N and is achievable, at least for ν = 3, for a range of N -values (see Fig 8) . Thus, for ν = 3, to achieve a d min strictly larger than 2(2 ν+1 + 9) = 50, the degree of an inverse permutation should be at least three.
Example 2: For N = 5504 = 2 7 × 43, it follows from Theorem 3 (with ν = 3) that the d min is at most 50 when the QPP has a quadratic inverse. Furthermore, using the condition in (1) in Example 1 for the QPP to have a cubic inverse, we observe that the condition 3 · 2 5 f 2 ≡ 0 (mod N ) from the proof of Theorem 2 is always satisfied, which means that to achieve a d min (with the 3GPP LTE encoders) strictly larger than 51, the degree of an inverse polynomial has to be at least four.
C. Partial Upper Bounds With a Quadratic Inverse Theorem 4:
The minimum distance of a conventional binary turbo code (of nominal rate 1/3) with feedback polynomial 1 + D 2 + D 3 and feedforward polynomial 1 + D + D 3 , is upper-bounded by 38 + 12l, where l is some nonnegative integer, for all interleaver lengths N that satisfy
when using QPP interleavers with a quadratic inverse. Proof: The proof is based on the codeword in Fig 1. In the case that an inverse polynomial is of degree two, the congruences in (4) and (5) reduce (with L = 2, a = 2 l · 7, b = 8, and c = 12
, from which it follows that 2 l · 112f 2 (g 1 + 8g 2 ) ≡ 0 (mod N ) if 9 is not a divisor of N . The congruence 2 l ·168f 2 g 1 ≡ 0 (mod N ) is satisfied (for all valid values of g 1 and f 2 ) if n F,2 + l + 3 ≥ n N,2 , n F,3 + 1 ≥ n N,3 , n F,7 + 1 ≥ n N,7 , and n F,p ≥ n N,p , p = 2, 3, 7. Using [20, Theorem 3.6] (or Proposition 3 with L = 2), it follows that the congruences are satisfied for all valid values of f 2 , for a given value of N , if the following conditions are satisfied.
which reduce (when we use the fact that 9 should not be a divisor of N ) to (13) . The Hamming weight of the codeword in Fig. 1 is (at most) 38 + 12l, and the result follows. We remark that Theorem 4 is only useful when l = 0, since the d min upper bound is at least 50 when l ≥ 1. This is the case since Theorem 3 (with ν = 3) gives a general upper bound of 50. 
D. Partial Upper Bounds With an Inverse Degree of Three
when using QPP interleavers with a cubic inverse. Proof: The result can be proved using the same arguments as in the proof of Theorem 4, but using Proposition 3 with L = 3 instead of [20, Theorem 3.6] (or Proposition 3 with L = 2). In particular, we require that
which gives the upper bound in (14) .
Theorem 6:
The minimum distance of a conventional binary turbo code (of nominal rate 1/3) using primitive feedback and monic feedforward polynomials of degree ν and QPPs with an inverse degree of three, is upper-bounded by 2(2 ν+1 + 9) for all interleaver lengths N that satisfy
Proof: By repeating the first part of the proof of Theorem 3 with g(x) = g 1 x + g 2 x 2 + g 3 x 3 , the congruence in (11) (with x = 0) is generalized to
If 4 is a factor in N , then 2 is a factor in both g 2 and g 3 , and if 3 is a factor in N , then 3 is also a factor in g 2 [12] . Furthermore, if p > 3 is at least a double factor in N , then p is a factor in both g 2 and g 3 [12] . Combining this with the congruence in (16), we require that (see Proposition 3 with
which simplifies to the result in (15) .
E. Upper Bounds With Dual Termination
We remark that the upper bounds on the d min derived above can be shown to hold with dual termination as well as long as N is sufficient large. As an example, we consider the upper bound of Theorem 3, which holds with dual termination when N ≥ 2 ν+3 − 7. The argument is as follows. The bound in Theorem 3 is based on the upper and lower constituent codewords in Figs. 4 and 5. For details, see the proof of Theorem 3. Now, consider the codeword in Fig. 4 . Let x ∈ Z N denote the leftmost systematic 1-position in the upper constituent codeword. For a given value of x, the fundamental paths in Fig. 4 may wrap around at the end of the trellis. Since all the systematic 1-positions are determined by the value of x, there will be exactly L i −1 values for x that will make the ith, i = 0, . . . , Q − 1, fundamental path wrap around at the end of the trellis, where L i is the length of the ith fundamental path and Q is the total number of fundamental paths in the upper and lower constituent codewords. By repeating the argument, we get that there will be at most L − Q values for x that will make at least one of the fundamental paths wrap around at the end of the trellis, where L = Q−1 i=0 L i , and we get the condition N −(L−Q) ≥ 1, which simplifies to N ≥ 2 ν+3 −7, since, for the codeword in Fig. 4 , Q = 6 and L = 8 · 2 ν − 2. Note that the argument above can be repeated for the codeword in Fig. 5 , and we get exactly the same lower bound on N . Thus, if N ≥ 2 ν+3 − 7, there will exist at least one value for x such that none of the fundamental paths in Figs. 4 and 5 will wrap around at the end of the trellis, and the result follows.
IV. 3GPP LTE TURBO CODES
The turbo codes in the 3GPP LTE standard [15] use the 8-state constituent encoder with feedforward polynomial 1 + D + D 3 and feedback polynomial 1 + D 2 + D 3 . We have computed the exact d min and the corresponding multiplicity of the 3GPP LTE turbo codes (with dual termination) for all interleaver lengths N using the algorithm from [22] . To speedup the computation, we have used the fact that the 3GPP LTE turbo codes are quasi-cyclic (with tailbiting termination) with period N/ gcd(2f 2 , N ). The results with dual termination are presented in Table IV . With dual termination both constituent trellises are terminated to the zero state and all systematic bits are included in the interleaver. Due to trellis termination some of the systematic bits (twice the constraint length) are redundant and these bits are in general not consecutive at the end of the input block. We have also tailored a version of the triple impulse method [9] which also explicitly checks for special low input-weight codewords. We ran the method using all the 3GPP LTE QPPs of length at least 512. For all lengths, this method found the exact d min and also the exact multiplicity in all but the case of N = 1920, where the multiplicity was slightly underestimated. Finally, we remark that the 3GPP LTE specification [15] uses a different trellis termination technique, and thus the results in Table IV the results in Table IV together with the upper bound from Theorem 1 (with l = 0) show that the 3GPP LTE interleavers are d min -optimal, i.e., there are no QPPs that give a strictly larger d min , for these lengths. In a similar fashion, for the 3GPP LTE lengths
the results in Table IV the 3GPP LTE QPPs have a quadratic inverse, and thus (from Theorem 3 with ν = 3) they are d min -optimal within the class of QPPs with a quadratic inverse, since they give a d min of 50 (see Table IV ).
V. COMPUTER SEARCH
In Fig. 6 , the optimum d min within the class of all irreducible QPPs (found by computer search) for 8-state turbo codes is plotted versus the interleaver length N . In particular, we have considered the 3GPP LTE interleaver lengths from 40 to 1008, i.e., the interleaver lengths 40, 48, . . . , 512, 528, 544, . . . , 1008. Note that in some cases, a better d min may be achieved by using an LPP, i.e., a reducible QPP, for small interleaver lengths [16] , but the best achievable minimum distance is upper-bounded by 27 over the class of reducible QPPs [16] . For comparison, we also show the results with optimized DRP interleavers [9, 23] and the results with the 3GPP LTE QPPs from Table IV. Note that the d min values with the DRP interleavers are only estimates for N > 800 [9, 23] . In the search, to quickly reject bad QPPs, we used the special version of the triple impulse method mentioned above. In the final stage, the best candidate QPPs were checked using the exhaustive algorithm from [22] . In Fig. 7 , we show the corresponding results with larger interleaver lengths from 1024 to 4096. All 3GPP LTE interleaver lengths have been considered, i.e., the interleaver lengths 1024, 1056, . . . , 2016, 2048, 2112, . . ., 4096. In the search, all irreducible QPPs have been considered for all lengths. For comparison, we also show the results with optimized DRP interleavers up to length N = 2560 taken from [9, 23] (only estimates of the d min are provided in [9, 23] ) and the results with the 3GPP LTE QPPs from Table IV. In Fig. 8 , we compare the minimum distance for general optimum QPPs with the minimum distance for optimum QPPs with a quadratic inverse for the 3GPP LTE lengths from 736 Finally, we remark that a d min -optimum QPP interleaver is not necessarily unique, in the sense that there will be several QPPs with the optimum minimum distance. In Table V , we list some d min -optimum QPPs giving a d min of at most 50 for some specific short-to-medium block lengths. For each QPP we also list the exact number N dmin of minimumweight codewords. We remark that these polynomials do not necessarily give the lowest multiplicity, but are also selected based on error rate performance through simulations.
A. Improved QPPs
In this subsection, we present some improved QPPs (with respect to the induced turbo code d min ) compared to the ones selected for the 3GPP LTE standard.
Example 3: For N = 5504 = 2 7 × 43, the d min is at most 55 over the entire class of QPPs. This follows from an exhaustive search over all QPPs with an inverse degree of at least four (see Example 2) . Furthermore, the polynomial f (x) = 21x + 1118x 2 has an estimated d min of 55 with an estimated multiplicity of 507, using the triple impulse method. a The tabulated QPP is d min -optimal for this length. b The tabulated QPP is d min -optimal for this length if the estimated d min given in the fourth column is the exact value. In any case, the estimated d min in the fourth column is an upper bound on the best possible d min with QPP interleavers for this length.
c The tabulated QPP is d min -optimal for this length within the class of QPPs with an inverse degree of at most three.
Example 4:
For N = 6016 = 2 7 ×47, the d min is at most 57 over the entire class of QPPs. This follows from an exhaustive search over all QPPs with an inverse degree of at least four; it follows from Proposition 3, the proof of Theorem 2, and Theorem 3 that it is sufficient to look at QPPs with an inverse degree of at least four. Furthermore, the polynomial f (x) = 59x + 658x 2 has an estimated d min of 57 with an estimated multiplicity of 744, using the triple impulse method. The QPP from the 3GPP LTE standard gives a d min of 51 with a much higher multiplicity of 6012.
In Table VI , we give some new QPPs for some 3GPP LTE interleaver lengths for which the estimated/exact d min is strictly larger than 50. Also, the corresponding estimated/exact multiplicity N dmin is given. The tabulated results (the d min and the corresponding multiplicity) are exact when they appear in bold. In the third column of the table, an inverse polynomial, denoted by f −1 (x), is tabulated. Note that for N = 6144, we have found a QPP giving a d min of 51 with a very low multiplicity of 94, compared to the high multiplicity of 12179 for the 3GPP LTE turbo code. Also, for this length, the d min is 50 for the 3GPP LTE turbo code. Finally, we remark that the highest found d min is 51 when the QPP has an inverse polynomial of degree three.
VI. CONCLUSION AND FUTURE WORK
In this work, we have presented several upper bounds on the best achievable minimum distance with conventional binary turbo codes (with tailbiting termination, or dual termination when the interleaver length is sufficiently large) using QPPbased interleavers. We have verified by exhaustive computer search that the upper bounds are tight for larger interleaver lengths. One of the main results was a general upper bound of 2(2 ν+1 + 9) on the minimum distance, independent of the interleaver length, when the QPP has a QPP inverse, where ν is the degree of the primitive feedback and monic feedforward polynomials. Furthermore, by means of several examples, we showed that by allowing the QPP to have a larger degree inverse may give strictly larger minimum distances (and lower multiplicities). We also provided the exact minimum distance and the corresponding multiplicity for all 3GPP LTE turbo codes (with dual termination). Finally, we computed the best achievable minimum distance with QPP interleavers for the 3GPP LTE lengths N ≤ 4096 and compared the minimum distance with the one we get when using the 3GPP LTE polynomials.
Deriving a general, i.e., independent of N upper bound on the d min that holds for any interleaver length N without any constraints on the degree of an inverse polynomial is an important open problem. Even finding a general upper bound when an inverse polynomial has degree three would be interesting. As a final remark in this respect, we identified the polynomial 39x + 760x 2 (mod 9728) (inverse degree of three) with an estimated d min of 56, which again indicates that 51 is probably not a universal upper bound on the d min when the QPP has an inverse degree of three.
