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Since Yager ﬁrst presented the ordered weighted averaging (OWA) operator to aggregate
multiple input arguments, it has received much attention from the ﬁelds of decision sci-
ence and computer science. A critical issue when selecting an OWA operator is the deter-
mination of the associated weights. For this reason, numerous weight generating methods,
including programming-based approaches, have appeared in the literature. In this paper,
we develop a general method for obtaining OWA operator weights via an extreme point
approach. The extreme points are represented by the intersection of an attitudinal charac-
ter constraint and a fundamental ordered weight simplex. The extreme points are com-
pletely identiﬁed using the proposed formula, and the OWA operator weights can then
be expressed by a convex combination of the identiﬁed extreme points. With those iden-
tiﬁed extreme points, some new OWA operator weights can be generated by a centroid
or a user-directed method, which reﬂects the decision-maker’s incomplete preferences.
This line of reasoning is further extended to encompass situations in which the attitudinal
character is speciﬁed in the form of interval with an aim to relieve the burden of specifying
the precise attitudinal character, thus obtaining less-speciﬁc expressions that render
human judgments readily available. All extreme points corresponding to the uncertain atti-
tudinal character are also obtained by a proposed formula and then used to prioritize the
multitude of alternatives. Meanwhile, two dominance rules are effectively used for prior-
itization of alternatives.
 2010 Elsevier Inc. All rights reserved.1. Introduction
Yager’s [1] ordered weighted averaging (OWA) operator for aggregating multiple input arguments has been a focus of re-
search in a variety of ﬁelds such as decision science and computer science ever since its introduction. From a decision science
perspective, the OWA method presents not only an unifying and generalizing formula for uncertain decision-making prob-
lems, but also a multi-criteria aggregation technique capable of reﬂecting a decision-maker’s attitudinal character. In partic-
ular, semantic meaning such as orness (or andness) provides an innovative method for the logical aggregation of multiple
arguments in multi-criteria problems. The OWA operator is the inner product of an ordered input (or argument) vector
and a weighting vector [1]. When the (ordered) argument vector is given, the OWA operator depends on the weighting vec-
tor. In other words, the weighting vector plays a key role in the aggregation process. Thus, one of the main concerns when
using OWA aggregation is how to generate OWA operator weights. Thus, it is possible to model different kinds of relation-
ships among the criteria by appropriately selecting the weighting vector. Previous studies have advocated numerous weights
generation and aggregation methods, including the programming-based approach [2–9], the experience- or learning-based
approach [10–12], the analytic formula-based approach [13,14], and the quantiﬁer-guided approach [15–23] (please see pa-
pers [24,25] for comprehensive reviews on these methods).. All rights reserved.
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treme points are identiﬁed by the intersection of an attitudinal character constraint and a fundamental ordered weight sim-
plex (FOWS) that is deﬁned as K = {w 2 Rn: w1 + w2 +    +wn = 1, wjP 0, j = 1, . . .,n}. The parameterized OWA operator
weights, which are located in a convex hull of the identiﬁed extreme points, can then be speciﬁcally determined by selecting
an appropriate parameter. In practice, the proposed method is easy to manipulate and allows us to generate new OWA
weights generating methods based on the identiﬁed extreme points: a centroid or a user-directed method.
In addition to the developments regarding a precise attitudinal character, we also take into account a case when the atti-
tudinal character is speciﬁed in the form of interval. The relaxation in specifying attitudinal character from a speciﬁc numer-
ical value to uncertain interval numbers, on the one hand, may provide the decision-maker with an easier method of
preparing information; however, on the other hand, it may cause difﬁculties in aggregating the multiple input arguments
for identifying the superior alternatives considered. Uncertain attitudinal character frequently occurs in real decision-mak-
ing circumstances, as human judgments are often vague and imprecise or time constraints prohibit the decision-maker from
reaching a reasonable decision. Thus, requiring an exact numerical attitudinal character from a decision-maker can some-
times be burdensome. Moreover, numerical attitudinal characters themselves that are assumed to be exact might be inexact
in the sense that they are rough estimates reﬂecting the decision-maker’s degree of optimism. In this paper, we consider
uncertain attitudinal character as it is because the programming-based methods subject to uncertain attitudinal character
attempt to spread out the weights, which thus takes into account only one end point that is close to 0.5. Our approach iden-
tiﬁes the extreme points that correspond to the uncertain attitudinal character and then use them to generate parameterized
OWA operator weights. The parameterized OWA operator weights are then used to identify the preferred alternatives among
the multitude of competing alternatives. Furthermore, we present some decision rules which enable an indecisive case to be
resolved.
The remainder of this paper is organized as follows. In Section 2, we introduce a method for identifying the extreme
points and discuss the relevant constraints. In Section 3, we propose a parameterized method for obtaining the OWA oper-
ator weights that uses the extreme points identiﬁed. In Section 4, we present some new weight generating methods. In Sec-
tion 5, we introduce a way of identifying OWA operator weights when an uncertain attitudinal character is speciﬁed. Finally,
our concluding remarks follow in Section 6.
2. Identifying extreme points in the case of a precise attitudinal character
In a decision matrix D, let us assume that the set A = {A1, A2, . . .,Am} represents the available alternatives and the set
C = {C1, C2, . . .,Cn} represents all of the relevant criteria with the decision that characterize the alternatives. Let the elements
aij, i = 1, 2, . . .,m, j = 1, 2, . . .,n indicate the outcome for selecting alternative Ai when the criterion is Cj. The OWA operator [1]
of dimension n is a mapping F: Rn? R that has an associated weighting vector w = (w1, w2, . . .,wn) such that K = {w 2 Rn:
w1 + w2 +    + wn = 1, 0 6 wj 6 1, j = 1, . . .,n} and where the function value F(ai1, ai2, . . .,ain) determines the aggregated value
of arguments the ai1, ai2, . . .,ain in such a manner that:FðAiÞ ¼ F ai1; ai2; . . . ; ainð Þ ¼
Xn
j¼1
aðijÞwj; ð1Þwith a(ij) being the jth largest element of the ai1, ai2, . . .,ain.
The programming-based approach is one of most widely-used approaches for the acquisition of OWA operator weights.
Speciﬁcally, the maximum entropy OWA (MEOWA) [1,6], the minimal variability [5], the least-squared OWA (LSOWA) [2]
and minimax disparity [7] approaches all fall into this category, showing some common features when generating OWA
operator weights. At ﬁrst, the value of the attitudinal character (a), as introduced by Yager [1] and deﬁned as1
n 1
Xn
i¼1
ðn iÞwi ¼ a; ð2Þshould be provided by the decision-maker. Then, the linear or nonlinear programs are formulated depending on the objective
function to determine the OWA operator weights that satisfy the prescribed value of the attitudinal character.
Any weighting vector w 2 K can be represented by a convex combination of the following extreme points:E ¼ ðe1; e2; . . . ; enÞ ¼
1 0 0 0
0 1 0    0
0 0 1 0
..
. . .
. ..
.
0 0 0    1
0BBBBBB@
1CCCCCCA;where ei is a unit vector having 1 in the ith position and 0 elsewhere. A new weights-set KAC can be constructed by com-
bining Eq. (2) with the FOWS, thus resulting in a modiﬁed (more restricted) weights-set:KAC ¼ K \ w : 1
n 1
Xn
i¼1
ðn iÞw1 ¼ a
( )
¼ w : 1
n 1
Xn
i¼1
ðn iÞwi ¼ a;
Xn
i¼1
wi ¼ 1;wi P 0; i ¼ 1; . . . ; n:
( )
ð3Þ
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sects in:
(a) a unit vector e1 in case of a = 1 (or en in case of a = 0),
(b) a unit vector e
nþ1
2 in case of both a = 0.5 and an odd number n,
(c) permissible two unit vectors, ei and ej for i < j, i, j = 1, 2, . . .,n, except cases (a) and (b),
which enables us to produce legitimate extreme points (we will show how to identify the permissible indexes later). Fur-
thermore, a new feasible extreme point in KA  C has at most two positive elements, which add up to one, and zero elements
elsewhere. This is because the new feasible extreme point can be represented by a unit vector itself or a convex combination
of any two extreme points, each of which has a zero element in the (n  1) positions. Thus, if we select two unit vectors, ei
and ej, then a new extreme point can be identiﬁed by solving the following system of linear equations:1 1
ni
n1
nj
n1
 !
wi
wj
 
¼ 1
a
 
for i < j; i; j ¼ 1;2; . . . ;n:
wi
wj
 
¼ 1 1ni
n1
nj
n1
 !1
1
a
 
¼ n 1
i j
nj
n1 1
in
n1 1
 !
1
a
 
;
wi
wj
 
¼
aðn1ÞðnjÞ
ji
ðniÞaðn1Þ
ji
0@ 1A ð4Þ
where every position other than the ith or jth positions is zero.
Remark 1. Let us show that wi(1  a) =wni+1(a) and wj(1  a) = wnj+1(a). If we solve the following set of equations
1 1
i1
n1
j1
n1
 
wniþ1
wnjþ1
 
¼ 1a
 
, we will end up with
wniþ1
wnjþ1
 
¼
aðn1Þðj1Þ
ij
ði1Þaðn1Þ
ij
 !
.
If we substitute (n  i + 1) for index i and (n  j + 1) for index j in Eq. (4), we can prove the symmetric relationship of the
weights.
Remark 2. The OWA operator weights have to be nonnegative, as deﬁned in the weights-set (K). However, in some cases, the
elements in Eq. (4) are negative, violating the condition of non-negativity of the weights. The nonnegative weights can be
guaranteed if the attitudinal character a belongs to: for i < j:n j
n 1 6 a 6
n i
n 1 ; ð5Þwhich is derived from the conditions wi ¼ aðn1ÞðnjÞji P 0 and wj ¼ ðniÞaðn1Þji P 0.
The maximal number of extreme points is less than or equal to n2
 
. In some cases, however, the efforts to obtain all of
the extreme points can be drastically reduced depending on the value of the attitudinal character and the number of criteria
provided. It is necessary to consider the smaller integer value than the largest i (for index i) and the larger integer than the
smallest j (for index j), which satisﬁes the following inequalities:i 6 nð1 aÞ þ a;
j P nð1 aÞ þ a: ð6ÞThe proposed procedure for identifying all the feasible extreme points can be summarized by the following simple
procedure:
Procedure fExt_Pts (alpha: attitudinal character, n: number of criteria)
Set k to 0
For i = 1 to n  1
For j = i + 1 to n
If (i < = n  (1  alpha) + alpha) And (j > = n  (1  alpha) + alpha) Then
Increment k
Calculate extki ¼ ðalpha  ðn 1Þ  ðn jÞÞ=ðj iÞ
Calculate extkj ¼ ððn iÞ  alpha  ðn 1ÞÞ=ðj iÞ
End If
End For
End For
End Procedure
Consequently, as the value of the attitudinal character increases and the number of criteria decreases, it is only necessary
to check the smaller number of extreme point combinations.
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1
3
w3 ¼ 0:75; w1 þw2 þw3 þw4 ¼ 1; wi P 0; i ¼ 1; . . . ; 4
 
:If we select the two extreme points e1 and e2 in K (i.e., w3 = w4 = 0), then an extreme point in KAC can be determined by
solving the following linear equations:w1 þ 23w2 ¼ 0:75; w1 þw2 ¼ 1; w1; w2 P 0
 
;thus resulting in ext1 = (0.25,0.75,0,0)T. Here, the extreme point can also be obtained using formula (4):
w1 ¼ 0:75ð41Þð42Þ21 ¼ 0:25 and w2 ¼ ð41Þ0:75ð41Þ21 ¼ 0:75.
Whenwe select e2 and e4 (i.e.,w1 =w3 = 0) or e2 and e3 (i.e.,w1 = w4 = 0) in K for another extremeweighting vector, we ﬁnd
that they violate condition (5): a ¼ 0:75 < 0:67 ¼ nin1 ¼ 4241 when e2 is selected for index i, and 0:75 < 4341 ¼ 0:33 when e3 is
selected for index i. Given that, we can conﬁrm that w1– 0 (or, equivalently, we have to select e1 as one extreme point). In
a similar fashion, we can derive the same conditions based on (6): i < 1.754 = (1  0.75) + 0.75 and j > 0.25 = 4(1  0.75) 
0.75. As a result, i 6 1 and jP 1 (recall that i and j are integers), indicating that the ith index has to be 1.
The pairs (2,3), (2,4) and (3,4) among six extreme points violate the condition in Remark 2 and so are left out of consid-
eration. Finally, we can conﬁrm that the permissible indexes (i, j) for deriving the extreme points are (1,2), (1,3), (1,4). We
can thus identify all the weighting vectors in KAC:ðext1; ext2; ext3Þ ¼
0:25 0:625 0:75
0:75 0 0
0 0:375 0
0 0 0:25
0BBB@
1CCCA:When determining all of the extreme points of the KAC conditional on an attitudinal character of 0.25, the permissible
indexes are restricted to (i, j), for i < j, i = 1, 2, 3, j = 3, 4. Rather than computing a total of ﬁve times using formula (4), we
use the fact that wi(0.75) = wni+1(0.25) and wj(0.75) = wnj+1(0.25), thus yielding the following matrix of extreme points:ðext1; ext2; ext3Þ ¼
0 0 0:25
0 0:375 0
0:75 0 0
0:25 0:625 0:75
0BBB@
1CCCA:3. Generating OWA operator weights via extreme points
In this section, we introduce a method for generating OWA operator weights via the extreme points (or extreme weight-
ing vector) identiﬁed in Section 2. Let us denote the extreme weighting matrix as EACxt ðaÞ ¼ ðext1; ext2; . . . ; extkÞ for
k 6 n2
 
, where EACxt ðaÞ is a matrix of extreme points identiﬁed under the value of the attitudinal character a. Let us fur-
ther deﬁne a row vector k = (k1, k2, . . .,kk) such that
Pk
j¼1kj ¼ 1; kj P 0; j ¼ 1; . . . ; k Then, an OWA operator weighting vector
can be obtained using a convex combination of the extreme points:wðk;aÞ ¼ EA Cxt ðaÞkt ¼ ext1k1 þ ext2k2 þ    þ extkkk:
As this equation shows, a different combination of the parameter k produces different OWA operator weights. Thus, by
appropriately selecting the parameter vector, we can generate different types of OWA operator weights. Of course, irrespec-
tive of the parameter vector (k), the attitudinal character of the newweighting vector EACxt ðaÞkt is the same as the value of the
attitudinal character used to obtain EACxt ðaÞ:A C EACxt ðaÞkt
 
¼
Xn
i¼1
n i
n 1
Xk
j¼1
extjikj ¼
Xk
j¼1
kj
Xn
i¼1
n i
n 1ext
j
i ¼ a
Xk
j¼1
kj ¼ a;where exti ¼ ðexti1exti2; . . . ; extinÞT ; i ¼ 1; . . . ; k.
When we want to generate an OWA operator weight having the value of the attitudinal character a and a weak ordinal
property such as w1Pw2P  Pwn, then the following linear program has to be solved:
Min d
s:t:
Pk
j¼1
extjp  extjpþ1
 
kj þ d P 0; p ¼ 1; . . . ;n 1;
Pk
j¼1
kj ¼ 1; kj P 0; j ¼ 1; . . . ; k:
824 B.S. Ahn / International Journal of Approximate Reasoning 51 (2010) 820–831If the optimal solution d* is zero, the resulting kj is the parameter that enables the OWA operator weights to be a weak
ordinal, as well as to satisfy a given value of the attitudinal character.
Let us determine the OWA operator weights using the extreme points characterized by an attitudinal character of 0.75
and n = 4. Then,wðkÞ ¼
0:25
0:75
0
0
0BBB@
1CCCAk1 þ
0:625
0
0:375
0
0BBB@
1CCCAk2 þ
0:75
0
0
0:25
0BBB@
1CCCAk3 ¼
0:25k1 þ 0:625k2 þ 0:75k3
0:75k1
0:375k2
0:25k3
0BBB@
1CCCA ð7Þ
X3
j¼1
kj ¼ 1; kj P 0; j ¼ 1;2;3:The attitudinal character of w(k) isA CðwðkÞÞ ¼ ð0:25k1 þ 0:625k2 þ 0:75k3Þ þ 23 ð0:75k1Þ þ
1
3
ð0:375k2Þ ¼ 0:75k1 þ 0:75k2 þ 0:75k3 ¼ 0:75:If we simply let ki ¼ 13 ; i ¼ 1;2;3 , then the OWA operator weights would be w = (0.5417, 0.25, 0.125, 0.0833). Further-
more, when we assume that a weakly rank ordinal OWA operator weight is required, conditional upon the attitudinal char-
acter of 0.75, then the following linear program can be established to ﬁnd a parameter k:Min d
s:t:  0:5k1 þ 0:625k2 þ 0:75k3 þ d P 0;
0:75k1  0:375k2 þ d P 0;
0:375k2  0:25k3 þ d P 0;
k1 þ k2 þ k3 ¼ 1; kj P 0; j ¼ 1;2;3;The linear program results in d* = 0 and k=(0.1667, 0.3333, 0.5), yielding the required OWA operator weights if we sub-
stitute the parameter k into Eq. (7), w = (0.625,0.125,0.125,0.125).
4. New OWA operator weight generating methods
The parameterized OWA operator weights, located in the convex hull of the identiﬁed extreme points, can then be spec-
iﬁed by appropriately selecting the relevant parameters through linear (or nonlinear) mathematical programming. In this
section, we explain how to generate some new OWA operator weights: centroid and user-directed OWA operator weights,
which reﬂect the decision-maker’s incomplete preferences. Of course, it is obvious that the proposed method can be adapted
to well-established weight generating methods such as maximum entropy, minimal variability, and minimax disparity ap-
proaches by the parameterized representations of OWA weights.
4.1. Centroid OWA operator weights
Any points of a compact polyhedral set including the extreme points are possible candidates for OWA operator weights.
The average of the extreme points, among others, serves as a representative one that geographically locates it on the center
of a compact polyhedral set. The centroid OWA operator weights are deﬁned as the center of the coordinates which are com-
posed of the extreme points:Min
Xn
i¼1
Xk
j¼1
wi  extji
 2
ð8Þ
s:t:
Xn
i¼1
wi ¼ 1; wi P 0; i ¼ 1; . . . ;n:The partial derivatives of the Lagrange function are computed and solved to obtain the optimal solution of (8), which ﬁ-
nally results in the optimal solution as follows:w ¼ 1
k
Xk
j¼1
extj1;
1
k
Xk
j¼1
extj2; . . . ;
1
k
Xk
j¼1
extjn
( )
:Given this framework, we can calculate the centroid OWA operator weights using a simple average of the extreme points
that correspond to each coordinate. The centroid OWA operator weights are easy to compute and can thus be readily used to
aggregate multiple objects once the extreme points have been identiﬁed. Further, all adjacent extreme points change their
coordinates one by one and thus the centroid OWA operator weights lead to all positive ones which are also a desirable
Table 1
OWA operator weights generated by the centroid weights approach.
w A  C(w) = a
1.0 0.9 0.8 0.75 0.7 0.6 0.5
w1 1 0.8167 0.6333 0.5417 0.45 0.250 0.1875
w2 0 0.1000 0.2000 0.2500 0.30 0.425 0.3125
w3 0 0.0500 0.1000 0.1250 0.15 0.200 0.3125
w4 0 0.0333 0.0667 0.0833 0.10 0.125 0.1875
w1 1 0.7917 0.5833 0.4792 0.2833 0.2111 0.1667
w2 0 0.1000 0.2000 0.2500 0.4389 0.3167 0.2333
w3 0 0.0500 0.1000 0.1250 0.1333 0.2333 0.2000
w4 0 0.0333 0.0667 0.0833 0.0833 0.1389 0.2333
w5 0 0.0250 0.0500 0.0625 0.0611 0.1000 0.1667
0
0.1
0.2
0.3
0.4
0 5 10
wi
i
0
0.1
0.2
0.3
0 5 10 15 20
wi
i
A C=0.5
A C=0.6
A C=0.7
A C=0.8
Fig. 1. Centroid OWA operator weights depending on the attitudinal character and the number of criteria.
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method if the number of criteria is too small, which implies that the weights will seldom represent the geometric centroid
of the resulted extreme points.
Table 1 shows the OWA operator weights that are generated based on the centroid OWA operator weights approach. It
shows the variations in the generated weights depending on (1) the attitudinal character ranging from 0.5 to 1 and (2) the
number of criteria, either 4 or 5. Fig. 1 depicts the OWA operator weights generated using the centroid approach under var-
ious levels of attitudinal character when the number of criteria is ﬁxed at n = 10 or 20. The centroid weights seem to behave
as the rank ordered weights as the value of the attitudinal character increases.
4.2. OWA operator weights reﬂecting the decision-maker’s incomplete preferences
Our parameterized OWA operator weight generating method makes important methodological contributions because it
can reﬂect the decision-maker’s subjective preferences. When a decision-maker provides his or her knowledge or preference
judgments on the criteria weights w, they may be expressed with the inherent imprecision associated with the domain
knowledge of the parameters characterizing the situation. Therefore, we assume that the judgments concerning the criteria
weights can be stated as any combination of the following linear constraints [26]:
 weak ranking, wiP wj
 strict ranking, wi  wjP  where  is a small positive number,
 preference with ratio comparisons, wiP aijwj, where aij is a constant,
 bounded preferences, li 6 wi 6 ui,
 preference differences, wi  wjPwk  wl,i– j– k– 1.
The preferences of the criteria weights can be transformed, under the extreme points approach, into the following set of
linear inequalities:
 Pkh¼1exthi kh P Pkh¼1 exthj kh,
 Pkh¼1exthi kh Pkh¼1exthj kh P e, where  is a small positive number,
 Pkh¼1exthi kh P aijPkh¼1exthj kh, where aij is a constant,
 li 6
Pk
h¼1ext
h
i kh 6 ui,
 Pkh¼1exthi kh Pkh¼1exthj kh PPkh¼1exthkkh Pkh¼1exthl kh; i– j– k– l.
826 B.S. Ahn / International Journal of Approximate Reasoning 51 (2010) 820–831With the transformed set of linear inequalities in constraints, we can apply a variety of the aforementioned objective
functions so as to obtain the OWA operator weights.
An example of this would be when attempting to determine the OWA operator weights that take into account the deci-
sion-maker’s speciﬁc preferences for the weights (n = 4), while satisfying the speciﬁed value of the attitudinal character,
0.75. The decision-maker speciﬁes his/her preferences on the OWA operator weights such that:
 Criterion #1 is at least twice as important as criterion #2.
 The importance of criterion #1 plus #2 is at least greater than the importance of criterion #3 plus #4.
 Criterion #4 is at least greater than 0.1.
These verbal expressions regarding the criteria importance can be summarized as follows:W ¼ fw : w1 P 2w2; w1 þw2 P w3 þw4; w4 P 0:1g:
The OWA operator weights that satisfy the two requirements of (1) attitudinal character and (2) verbal expressions, are a
point in a convex hull constructed by the extreme points and thus can be obtained by solving the following linear program:Min d ¼ d1 þ d2 þ d3
s:t: w1  2w2 ¼ 0:25k1 þ 0:75k2 þ 0:625k3  2  0:75k1 þ d1 P 0;
w1 þw2  ðw3 þw4Þ ¼ 0:25k1 þ 0:75k2 þ 0:625k3 þ 0:75k1
 ð0:375k3 þ 0:25k2Þ þ d2 P 0;
w4 ¼ 0:25k2 þ d3 P 0:1;X3
j¼1
kj ¼ 1; kj P 0; dj P 0; j ¼ 1;2;3:The optimal solution is d = 0 and w = (0.566,0.219,0.115,0.100), with the A  C(w) = 0.75. If the decision-maker slightly
changes his or her preference regarding the ﬁrst speciﬁcation, such as ‘‘criterion #1 is more important than criterion #2
but criterion #1 cannot exceed more than twice the value of criterion #2,” then the required weights-set becomes
WNew = {w:w2 6 w1 6 2w2, w1 + w2Pw3 +w4, w4P 0.1}. The OWA operator weights are thus modiﬁed to reﬂect the chan-
ged preference on the criteria, resulting in w = (0.54,0.27,0.09,0.10).
5. Uncertain attitudinal character and decision-making
In a more general situation, a decision-maker can specify his or her attitudinal character, not in precise values, but in
uncertain ways (e.g., in the form of an interval). This is useful because when working with vague or imprecise knowledge,
we feel some difﬁculty in specifying an accurate value of attitudinal character. Accordingly, a more realistic approach may be
to use an imprecise assessment instead of an exact numerical value if we were to assume that the parameters used in the
problem were assessed by means of interval. This approach is appropriate for many problems, since it allows us to represent
information in a more direct and adequate form in cases when we are unable to reliably express the information precisely.
5.1. Parameterized OWA operator weights under uncertain attitudinal character
In a general situation where a decision-maker speciﬁes his or her attitudinal character, not in a precise value, but in
uncertain ways, then the attitudinal character constraint that is used for deriving the OWA operator weights should be re-
placed by (9), in which the attitudinal character ranges between two values: a1 and a2(0.5 6 a1 < a2) [27]:a1 6
1
n 1
Xn
i¼1
ðn iÞwi 6 a2: ð9ÞSolving directly the constrained optimization problemwith uncertain attitudinal character constraint leads to the optimal
OWAweights that are always determined at the attitudinal character a1. This is because the optimal objective function value
is minimized (or maximized) in case of the minimal variability approach (or the maximum entropy approach) at smaller atti-
tudinal character. In such a case, thus, it seems reasonable to assume that the uncertain attitudinal character indicates uncer-
tain weights ranging between the weights corresponding to a1 and a2 respectively, rather than directly solving a
mathematical program to derive the weights.
A newweights-set eKACða1  a2Þ can be constructed by adding an attitudinal character (9) into a weight set K, thus result-
ing in a new weights-set such aseKAC ¼ w : a1 6 1n 1 Xn
i¼1
ðn iÞwi 6 a2;
Xn
i¼1
wi ¼ 1;wi P 0; i ¼ 1; . . . ; n
( )
ð10Þ
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sects in a hyperplane connecting two permissible unit vectors, ei and ej for i < j, i, j = 1, 2, . . .,n. Furthermore, the two halfspac-
es may include unit vectors (i.e., extreme points) which lie between them, depending on the values of the attitudinal
character a1 and a2. Let us denote hðiÞ ¼ nin1 ; i ¼ 1; . . . ; n. If a1 6 h(i) 6 a2, for some i, then ei becomes eligible to enter the
set of the extreme points. Thus, all of the extreme points can be identiﬁed by the following formula (11):wi
wj
 
¼
aðn1ÞðnjÞ
ji
ðniÞaðn1Þ
ji
0@ 1A for a ¼ a1;a2;
ei; such that a1 6 hðiÞ ¼ nin1 6 a2; i ¼ 1; . . . ; n:
8>><>: ð11Þ
Let us denote an extreme weighting matrix as EACxt ða1  a2Þ under the uncertain attitudinal character [a1, a2], which is
composed of three extreme weighting matrices EACxt ða1Þ ¼ ðext1; ext2; . . . ; extk1Þ; EACxt ða2Þ ¼ ðext1; ext2; . . . ; extk2Þ and
EACxt ðhÞ ¼ ðext1; ext2; . . . ; extk3Þ for k1; k2; k2 6
n
2
 
. Let us further deﬁne a row vector k = (k1,k2, . . .,kk1), l = (l1,
l2, . . .,lk2), and c = (c1, c2, . . .,ck3) such that
Pk1
i¼1ki þ
Pk2
j¼1lj þ
Pk3
l¼1cl ¼ 1; ki;lj; cl P 0; i ¼ 1; . . . ; k1; j ¼ 1; . . . ; k2; l ¼
1; . . . ; k3. Then, an OWA operator weighting vector can be obtained by a convex combination of the extreme points:wðk;l; cÞ ¼ EACxt ða1Þkt þ EACxt ða2Þlt þ EACxt ðhÞct:
By appropriately selecting the parameters, we can generate any type of OWA operator weights. It is easy to show that the
attitudinal character of the new OWA weighting vector w(k,l,c) generated also belongs to the interval [a1, a2]. For example,
we start by determining all of the extreme points of eKACð0:6  0:7Þ, which is characterized by an interval value of the atti-
tudinal character [0.6, 0.7] and the number of criteria n = 4.eKAC ¼ w : 0:6 6 w1 þ 23w2 þ 13w3 6 0:7; w1 þw2 þw3 þw4 ¼ 1; wi P 0; i ¼ 1; . . . ; 4
 
:If we select two extreme points e1 and e2 in K (i.e.,w3 =w4 = 0), then the extreme points in eKAC are determined by solving
the following two sets of linear equations:w1 þ 23w2 ¼ 0:6; w1 þw2 ¼ 1; w1;w2 P 0
 
;
w1 þ 23w2 ¼ 0:7; w1 þw2 ¼ 1; w1;w2 P 0
 
;thus resulting in one extreme weighting vector, ext1(0.7) = (0.1,0.9,0,0)t. In this manner, we can identify all of the extreme
points in eKAC such as0:4 0:6 0 0
0 0 0:8 0:9
0:6 0 0:2 0
0 0:4 0 0:1
0BBB@
1CCCA for a1 ¼ 0:6;
0:1 0:55 0:7
0:9 0 0
0 0:45 0
0 0 0:3
0BBB@
1CCCA for a2 ¼ 0:7;
0
1
0
0
0BBB@
1CCCA for 0:6 6 hð2Þ 6 0:7:A convex combination of the extreme points leads to a parameterized OWA operator weight of which the attitudinal char-
acter belongs to [0.6, 0.7].wðk;l; cÞ ¼
0:4k1 þ 0:6k2 þ 0:1l1 þ 0:55l2 þ 0:7l3
0:8k3 þ 0:9k4 þ 0:9l1 þ c1
0:6k1 þ 0:2k3 þ 0:45l2
0:4k2 þ 0:1k4 þ 0:3l3
0BBB@
1CCCA
X4
i¼1
ki þ
X3
j¼1
lj þ c1 ¼ 1; ki;lj; c1 P 0; i ¼ 1; . . . ; 4; j ¼ 1;2;3:The attitudinal character of the parameterized OWA operator weight becomes 0.6 6 A  C(w(k,l,c)) 6 0.7 since
A Cðwðk;l; cÞÞ ¼ 0:6P4i¼1ki þ 0:7P3j¼1lj þ 23 c1 and P4i¼1ki þP3j¼1lj þ c1 ¼ 1; ki;lj; c1 P 0; i ¼ 1; . . . ; 4; j ¼ 1;2;3.
One simple way to determine the OWA operator weights from the parameterized OWA operators is to average out the
extreme points, thus yielding the so-called the centroid OWA operator weights (see Section 4):
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k
Xk
i¼1
exti1;
Xk
i¼1
exti2; . . . ;
Xk
i¼1
extin
 !
;where k = k1 + k2 + k3.
The attitudinal character of the centroid OWA operator weights also belongs to the interval a1 6 A  C 6 a2:A C ¼ 1
n 1
Xn
i¼1
ðn iÞ 1
k
Xk
j¼1
extji
 !
¼ 1
n 1
1
k
Xn
i¼1
Xk
j¼1
ðn iÞextji
 !
¼ 1
k
Xk
j¼1
Xk
i¼1
n i
n 1 ext
j
i
 !
¼ 1
k
Xk1
j¼1
Xn
i¼1
n i
n 1 ext
j
i
 !
þ 1
k
Xk2
j¼1
Xn
i¼1
n i
n 1ext
j
i
 !
þ 1
k
Xk3
j¼1
Xn
i¼1
n i
n 1ext
j
i
 !
¼ 1
k
k1a1 þ k2a2 þ k3 n in 1
 
:Under the uncertain attitudinal character of [0.6, 0.7], let us decide which alternative is preferred, considering Ap = (0.4,
0.7, 0.9, 0.3) and Aq = (0.5, 0.8, 0.3, 0.8). If the centroid of the extreme points are used for the OWA aggregation, they appear as
w = (0.294, 0.450, 0.156, 0.100) with A C ¼ 18 ð4 0:6þ 3 0:7þ 1 0:6667Þ ¼ 0:65. Thus, the alternative Aq is better than
Ap since F(Ap) = 0.672 and F(Aq) = 0.703.
5.2. Prioritization of alternatives of OWA operators under uncertain attitudinal character
With an uncertain attitudinal character, the programming-based approaches for obtaining the OWA operator weights
make the optimal solution occur at a lower level of uncertain attitudinal character. To be speciﬁc, if the attitudinal character
lies in [a1, a2] for 0.5 6 a1 < a2, the optimal OWA operator weights from the programming-based approach would be iden-
tical to those obtained with an attitudinal character a1. Thus, rather than directly solving the mathematical program, we
present a decision rule for a situation where we had to select one among the multiple alternatives that are characterized
by multiple criteria.
Given a set of decision alternatives A = {A1, A2, . . .,Am}, let the B = [B1, B2, . . .,Bm] denote a set of reordered decision alter-
natives such that Bp = (bp1, bp2, . . .,bpn) and Bq = (bq1, bq2, . . .,bqn), in which bpj and bqj is the jth largest elements of Ap = (ap1,
ap2, . . .,apn) and Aq = (aq1, aq2, . . .,aqn), respectively.
Then, Ap is at least preferred to Aq:Ap>pAq iff FðApÞ P FðAqÞ; for w 2 wðk;l; cÞ; ð12Þ
in which FðApÞ ¼
Pn
i¼1bpiwi and FðAqÞ ¼
Pn
i¼1bqiwi. The individual dominance rule ﬁrst determines the most and the least
OWA aggregate vales that are attainable under uncertain OWA operator weights characterized by the extreme points and
then prioritizes the alternatives according to the following rule:
Individual dominance ruleAp>pAq iff FMinðApÞ P FmaxðAqÞ ð13Þ
in which:MinðMaxÞ FðApÞ ¼
Xn
i¼1
bpiwi
s:t: wi ¼
Xk1
j¼1
extjikj þ
Xk2
j¼1
extjilj þ
Xk3
j¼1
extjicj ð14Þ
Xk1
i¼1
ki þ
Xk2
j¼1
lj þ
Xk3
l¼1
cl ¼ 1; ki;lj; cl P 0; i ¼ 1; . . . ; k1; j ¼ 1; . . . ; k2; l ¼ 1; . . . ; k3:A close look at the linear program (14) reveals it to be a simple knapsack problem; thus, it can be solved by simple
computations:MinðMaxÞ BpEACxt ða1Þkt þ BpEACxt ða2Þlt þ BpEACxt ðhÞct
s:t:
Xk1
i¼1
ki þ
Xk2
j¼1
lj þ
Xk3
l¼1
cl ¼ 1; ki;lj; cl P 0; i ¼ 1; . . . ; k1; j ¼ 1; . . . ; k2; l ¼ 1; . . . ; k3:The minimum and maximum values of the linear program can then be obtained simply by computing the values:FMinðApÞ ¼ mini¼1; ...; k
Xn
j¼1
bpjextij
" #
;
FMaxðApÞ ¼ maxi¼1; ...; k
Xn
j¼1
bpjextij
" #
:
B.S. Ahn / International Journal of Approximate Reasoning 51 (2010) 820–831 829Frequently, the individual dominance rule seems to fail to produce a clear selection among the competing alternatives,
since it imposes a strict condition on the preferred alternative. In other words, alternative Ap over Aq implies that the
OWA aggregated value subject to the worst weights (i.e., worst case scenario) should at least exceed the one subject to
the best weights (i.e., best case scenario). Instead of this, however, a general case often occurs in which the intervals derived
by solving Eq. (14) overlap, thus resulting in an indecisive decision problem. To circumvent this problem, the interactions
with the decision-maker might be helpful in an attempt to narrow down the uncertain attitudinal character. If the initial
uncertain attitudinal character is narrowed down from [a1, a2] to ½a01;a02;a1 6 a01;a02 6 a2, then FMin(Ap) with [a1, a2] is less
than or equal to F 0MinðApÞ with ½a01;a02 and FMax(Ap) with [a1, a2] is greater than or equal to F 0MaxðApÞ with ½a01;a02, that isF 0MinðApÞ; F 0MaxðApÞ
 	 	 FMinðApÞ; FMaxðApÞ 	:The narrowed-down intervals due to the modiﬁed attitudinal character can help identify preferred alternatives by reduc-
ing the non-dominated alternatives. The reduced interval itself, however, may be still insufﬁcient to guarantee the best pre-
ferred alternative. The pairwise dominance rule, less restricted than the individual dominance rule, checks whether the
difference of OWA aggregated values between two alternatives is greater than or equal to zero under uncertain OWA oper-
ator weights, thus yielding the following criteria [26,27]:
Pairwise dominance ruleAp>pAq iff Min FðApÞ  FðAqÞ
 	
P 0 ð15Þ
in whichMin ½FðApÞ  FðAqÞ ¼
Xn
i¼1
ðbpi  bqiÞwi
s:t: wi ¼
Xk1
j¼1
extjikj þ
Xk2
j¼1
extjilj þ
Xk3
j¼1
extJicj ð16Þ
Xk1
i¼1
ki þ
Xk2
j¼1
lj þ
Xk3
l¼1
cl ¼ 1; ki;lj; cl P 0; i ¼ 1; . . . ; k1; j ¼ 1; . . . ; k2; l ¼ 1; . . . ; k3:It is obvious that the pairwise dominance rule will produce less number of non-dominated alternatives than the individ-
ual dominance rule. If these two dominance rules fail to prioritize alternatives, secondary decision rules might be needed for
further exploitation.
Example. Let the two alternatives be given as Ap = (0.4, 0.7, 0.9, 0.3) and Aq = (0.5, 0.8, 0.3, 0.8) the decision-maker speciﬁes
that the attitudinal character belongs to the interval [0.6, 0.7]. Then, the linear program for obtaining the optimal solutions
about Ap can be formulated as follows:Min FðApÞ ¼ 0:9w1 þ 0:7w2 þ 0:4w3 þ 0:3w4
w1 ¼ 0:4k1 þ 0:6k2 þ 0:1l1 þ 0:55l2 þ 0:7l3
w2 ¼ 0:8k3 þ 0:9k4 þ 0:9l1 þ c1
w3 ¼ 0:6k1 þ 0:2k3 þ 0:45l2
w4 ¼ 0:4k2 þ 0:1k4 þ 0:3l3X4
i¼1
ki þ
X3
j¼1
lj þ c1 ¼ 1; ki;li; c1 P 0; i ¼ 1; . . . ;4; j ¼ 1;2;3:The ordinary linear program package, including MS-Excel’s Solver, results in the optimal solutions [0.6, 0.72] for Ap and
[0.6, 0.8] for Aq, respectively. Equivalently, a simple matrix operation produces the same results.B  EAcxt ð0:6  0:7Þ ¼
0:60
zﬄ}|ﬄ{FminðApÞ
0:64 0:64 0:66 0:72
zﬄ}|ﬄ{FmaxðApÞ
0:675 0:72 0:70
0:62 0:60|ﬄ{zﬄ}
FminðAqÞ
0:74 0:75 0:80 0:665 0:65 0:80|ﬄ{zﬄ}
FmaxðAqÞ
0BB@
1CCA:If the decision-maker modiﬁes his or her uncertain attitudinal character into [0.65,0.7], then the optimized values are
recomputed as follows:B  EAcxt ð0:65  0:7Þ ¼
0:6375
zﬄﬄﬄ}|ﬄﬄﬄ{F 0minðApÞ
0:690 0:685 0:690 0:72
zﬄ}|ﬄ{F 0maxðApÞ
0:675 0:72 0:70
0:6425 0:625|ﬄﬄ{zﬄﬄ}
F 0minðAqÞ
0:785 0:7875 0:80 0:665 0:65 0:80|ﬄ{zﬄ}
F 0maxðAqÞ
0BB@
1CCA:
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ary decision rules.
 Optimistic decision rule: Select an alternative that maximizes the maximum value that each alternative can attain under
uncertain OWA operator weights:Ap ¼ maxi¼1;...;m½FMaxðAiÞ:In this example, the alternative Aq is chosen (FMax (Aq) = 0.8 > FMax (Ap) = 0.72) according to the optimistic decision rule.
 Maximin decision rule: Select an alternative that maximizes the minimum value that each alternative can attain under
uncertain OWA operator weights:Ap ¼ max
i¼1;...;m
½FMinðAiÞ:In this example, two alternatives have the same value.
 Central decision rule: Select an alternative that has the largest midpoint value.Ap ¼ max
i¼1;...;m
FMaxðAiÞ þ FMinðAiÞ
2
 
In this example, the midpoint value of Aq(=0.7) is larger than that of Ap(=0.66).
 Strength of preference decision rule: The problem of ranking (also prioritizing) intervals, or fuzzy numbers in general, has
been thoroughly investigated since the 1970s. The ﬁrst attempt to solve this problem is generally attributed to Baas and
Kwakernaak [28]. Since then, however, there have been few attempts to address the problem. Among others, Xu and Da
[12] presented formulas for comparing input arguments when each of the arguments is speciﬁed in the form of an inter-
val number, thus yielding bi, the ith largest element of the collection of n interval objects, a1, a2, . . .,an. Let a = [al, au] and
b = [bl, bu] and la = au  al and lb = bu  bl. Then, the degree of possibility of aP b is deﬁned asPða P bÞ ¼ max 1max b
u  al
la þ lb ;0
 
;0
 
:Similarly, the degree of possibility of bP a is deﬁned asPðb P aÞ ¼ max 1max a
u  al
la þ lb ; 0
 
;0
 
:In this example, it holds that P(ApP Aq) = 0.375 and P(AqP Ap) = 0.625, thus we can conclude that the strength of pref-
erence of Aq is larger than that of Ap.
Remark 3. In the optimistic decision rule, an extreme point corresponding to the higher attitudinal character is likely to be
used in order to produce the ﬁnal decision, since a higher attitudinal character places larger weights to the lower indexes
which are possibly combined with larger ordered input arguments. In the maximin decision rule, to the contrary, an extreme
point corresponding to the lower attitudinal character is likely to be used for the ﬁnal decision. The central decision rule
seems to take into account these two extreme cases.6. Concluding remarks
In this paper, we presented a parameterized method for generating OWA operator weights, of which the generation pro-
cedures can be summarized largely in two steps. First, the proposed method attempts to identify all of the extreme points
when the attitudinal character is given. Second, the OWA operator weights are characterized by a convex combination of the
identiﬁed extreme points. Then, the speciﬁc OWA operator weights were able to be embodied by appropriately selecting a
parameter.
We can apply some other objective functions beyond the well-established objective functions so as to determine the OWA
operator weights. This newmathematical program is easier to solve, because the proposed method simpliﬁes the mathemat-
ical program, compared to the previously reported programming-based approach. Furthermore, the proposed method allows
us explicitly to incorporate the decision-maker’s incomplete preferences on the criteria weights.
In addition, we presented a method for prioritizing alternatives of OWA operator in case that the attitudinal character is
speciﬁed in the form of interval. We considered the uncertain attitudinal character as it is and presented a formula for deter-
mining all the extreme points corresponding to the uncertain attitudinal character. The parameterized OWA operator
weights can be used to identify the preferred alternatives among the multitude of competing alternatives. Meanwhile,
two dominance rules are considered for effective prioritization of alternatives.
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