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Abstract
Variational approximation techniques and inference for stochastic models in machine learning has
gained much attention the last years. Especially in the case of Gaussian Processes (GP) and their
deep versions, Deep Gaussian Processes (DGPs), these viewpoints improved state of the art work.
In this paper we introduce Probably Approximately Correct (PAC)-Bayesian risk bounds for DGPs
making use of variational approximations. We show that the minimization of PAC-Bayesian gener-
alization risk bounds maximizes the variational lower bounds belonging to the specific DGP model.
We generalize the loss function property of the log likelihood loss function in the context of PAC-
Bayesian risk bounds to the quadratic-form-Gaussian case. Consistency results are given and an
oracle-type inequality gives insights in the convergence between the raw model (predictor without
variational approximation) and our variational models (predictor for the variational approximation).
Furthermore, we give extensions of our main theorems for specific assumptions and parameter
cases. Moreover, we show experimentally the evolution of the consistency results for two Deep Re-
current Gaussian Processes (DRGP) modeling time-series, namely the recurrent Gaussian Process
(RGP) and the DRGP with Variational Sparse Spectrum approximation, namely DRGP-(V)SS.
Keywords: PAC-Bayesian theory, Deep Gaussian Process models, Variational approximations,
Consistency, Recurrent models
1. Introduction
The Bayesian viewpoint for probabilistic inference is very popular in the statistics and the machine
learning communities Rasmussen (2006); Neal (2012); Kingma and Welling (2013). Its flexibility
and simple framework are important factors for their success. On the one hand, regarding many
applications, Bayesian approaches represent state of the art benchmark methods Al-Shedivat et al.
(2017); Salimbeni and Deisenroth (2017), on the other hand, the PAC-Bayesian approach is a power-
ful way to derive risk bounds for probabilistic models generated from Bayesian modeling and infer-
ence. It originates from Shawe-Taylor and Williamson (1997); Catoni (2004, 2007); McAllester
(1999b,a). In this paper, the focus is on PAC-Bayesian investigations, that use variational ap-
proximations and inference instead of Bayesian inference. Variational approximation and infer-
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ence is a promising approach in the last few years in many fields. We will focus on recent work
of Alquier et al. (2016); Germain et al. (2017); Sheth and Khardon (2017) to derive PAC-Bayesian
results for a class of variational stochastic models. More precisely, we derive PAC-Bayesian state-
ments for the DGPmodels of Damianou (2015); Mattos et al. (2016); Cutajar et al. (2017); Fo¨ll et al.
(2019), which use variational approximations and inference instead of Bayesian inference. Unlike
simple GPs, DGPs have proven to be capable of capturing non-stationarity and heteroscedasticity
inherent to many modeling problems and applications in practice. The theoretical aspect, regarding
generalization properties of DGPs, is until now rather less understood. We can use PAC-Bayesian
theory to provide precise answers by a guaranteed upper bound on the generalization error in an
unspecified data-distribution setting with high probability. Therefore, using these statements in
practice, we are able to design stochastic models, here DGPs, that have good generalization proper-
ties with high probability. In our setting for the supervised learning case of regression, we assume,
that the output-data is coming from a multi-variate distribution given the input-data. Moreover, we
assume a fixed design scenario, where the input-variables are set by an experimenter. It occurs
in many practical applications like in the controlling or the prediction/simulation case and is the
standard in regression Deisenroth et al. (2013); Al-Shedivat et al. (2017).
2. Related Work to theoretical analysis of DGPs
Early work on studying GPs in the PAC-Bayesian approach goes back to Seeger (2002, 2003) for
classifiers. Further developments have been made by van der Vaart et al. (2008); van der Vaart and van Zanten
(2011) who investigated the convergence rate of GP estimators regarding geometric relations be-
tween the true function and the Reproducing kernel Hilbert space (RKHS) corresponding to the GP
prior. Based on this, Suzuki (2012) developed PAC-Bayesian oracle inequalities for GP regression
and Multiple Kernel Additive Models with convergence results, where they could improve some of
the previous results of van der Vaart et al. (2008); van der Vaart and van Zanten (2011). Regarding
deep neural networks (DNN), Duvenaud et al. (2014) studied DGPs, a type of infinitely-wide DNN,
see Lee et al. (2017), and deep kernels, as well as their pathologies and how these pathologies could
be alleviated. Recently, Dunlop et al. (2017) developed a unifying perspective on hierarchical GPs,
leading to a wide class of DGPs. Exploiting the fact, that this common framework has a Markovian
structure, they interpret the depth of the process in terms of the ergodicity or non-ergodicity of this
process. Their analysis is based solely on the DGP for unobserved data, and not the conditioned
process in the inference problem with observed data. Our derived PAC-Bayesian statements for the
empirical bound case and the oracle-type case are valid for both kind of scenarios.
To our knowledge, we are the first to derive explicit PAC-Bayesian statements for the DGP models
of Damianou (2015); Mattos et al. (2016); Cutajar et al. (2017); Fo¨ll et al. (2019). As mentioned in
the introduction, Alquier et al. (2016); Germain et al. (2017); Sheth and Khardon (2017) present a
solid basis within the Bayesian and variational framework to derive our new results.
3. PAC-Bayesian Theory: Notation and Definitions
In the following, we use the notation f , y for stochastic processes, fx, y, (italic) for random vari-
ables, f(x), y (upright) for realizations and data. We assume, that we are given a bounded set of
input-states
x1, . . . ,xK ∈ RQ, X def= [x1, . . . ,xK]T ∈ X def= RK×Q,
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where K ≥ 1 and Q ∈ N. Moreover, we assume, that conditional on X, there is some unknown
multivariate data-distribution PK on R
K which generates N ∈ N observations
y1X, . . . ,y
N
X ∈ Y def= RK, D def= {yiX}Ni=1, (1)
independently, identically distributed (iid), and we write yi
def
= yiX
def
= [yix1 , . . . , y
i
xK
]T ∈ RK as a
shorthand. The multi-variate data-distribution PK might be given as the marginal distribution of a
stochastic process y , which we do not know. For consistency reasons, modeling with a specific DGP,
this is reasonable to assume. Remember, a DGP is an stochastic process build by stacking GPs. A
unbounded stochastic process y
def
= [yx]x∈RQ is a GP if and only if any finite collection of random
variables yX
def
= [yx1 , . . . , yxK ]
T forms a multivariate Gaussian random vector (Rasmussen, 2006).
Because a GP is unbounded, we are not allowed to e.g. restrict the components yxi to be bounded.
Moreover, the model parameters θ, applied for the modeling task with DGPs, are used to prove our
results. We want to emphasize here, that we do assume the standard case, where the sample-vectors
y1, . . . ,yN are always iid, but the entries yix1 , . . . , y
i
xK
of the real-vector yiX might be dependent.
So note, PK is in general not a product distribution. We also write yX,θ for the multivariate random
vector depending on our model parameters. If the context is clear, we also write y.
Furthermore, we have an independent output data-set Y ∈ RK×N¯ for the training task with DGP
models, where N¯ ∈ N is independent from the sampling amount N and N¯ ≪ N . This output data-
set Y is assumed to be observed on the same states X as the observations D, but the difference is,
that Y is assumed to be constant (we condition on these) to derive the posterior distribution of the
model. This setting and the definitions make sense for both applications, the simple static regression
case and the dynamic modeling case (modeling time series), as x represents always some state, e.g.
state of time or some physical state. The choice of the amount of states x given by K should be seen
as an experimenters choice for his specific modeling task. These predefined states X are observed
N times in our PAC-Bayesian framework and our goal is, that the generalization error tends to zero,
asN tends to infinity. Additionally, we want to emphasize that many experimenters in practice often
choose arbitrary states and collect just single measurements on these. The choice of modeling with
a DGP involves measurement errors for outputs yixk at specific states xk, which should be therefore
measured several times. Nevertheless, this hints to a proper data collection in theory.
Furthermore, we have fθ : X × Θ → Y as our predictor and where FΘ def= {fθ : X × Θ →
Y ,θ ∈ Θ} is the set of all these predictors, whereby we have θ ∈ Θ ⊂ Rp and Rp, p ∈ N, is a p-
dimensional parameter space. The size of p depends on our chosen model and the specific parameter
families. The set Θ represents the restriction to the ranges of the specific parameter families for our
models. Do not confuse fθ with the marginal, noise free random vector fX,θ of the noise free
GP f . In a regression context we assume yi = f(X) + ǫyi , where the respective function values
f = f(X) = [f(x1), . . . , f(xn)]
T are not the predictor for a GP (for a GP, we use the mean-function
as predictor). Moreover, we consider an unbounded loss function ℓ : FΘ × Y → R, and denote
GΘ as the sets of all probability distributions on the model parameters. To link the PAC-Bayesian
theory and the variational framework to the regression context, we have to define the empirical risk
and the generalization error. We write the empirical risk and the generalization error as
LℓD(fθ) def=
1
N
∑N
i=1
ℓ(fθ,y
i), and LℓPK(fθ)
def
= E
y∼PK
[ℓ(fθ,y)] .
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Furthermore, we define for λ > 0 the Gibbs posterior gλ, a density
gλ(θ)
def
=
e−λL
ℓ
D
(fθ)π(θˆ)∫
e−λLℓD(fθ)π(θˆ)dθˆ
, θˆ ∈ Θˆ ⊂ Θ,
where π is a prior density over θˆ. We further have GΘˆ, which is the corresponding set of all prob-
ability distributions on these model parameters. Moreover Θˇ ⊂ Θˇ is the subset of all parameters
without a prior assumption and θm, θv are the variational parameters for θˆ (mean, variance). We
will define for every GP from l = 1, . . . , L + 1 in the DGP separate θ(l) in the Appendix C, Equa-
tion (10)- (12) and θ will be the stacked version of them. Let as summarize the definitions of our
parameter sets as
θ = (θˆ, θˇ)T = (θˆ(1), θˇ(1), . . . , θˆ(L+1), θˇ(L+1))T ∈ Θ ⊂ Rp.
As we will later see, GΘˆ also represents the space of our variational distributions. In the case of
choosing the loss as the negative log likelihood ℓ = ℓnll
def
= − log(p(y|θ,X)) and λ = N , the
Gibbs posterior coincides with the Bayesian posterior, see Germain et al. (2017). We assume the
best possible variational approximation on Θˆ exists and is
Qλ
def
= arg min
QPAC∈GΘˆ
KL(QPAC||gλ),
whereKL denotes the Kullback-Leibler divergence. The expression QN is then the best variational
distribution one can find in the optimization procedure on the sampling data D, assuming the pa-
rameters without prior assumptions are already optimized or fixed. We emphasize, that QPAC is,
depending on the choice of the model, of a special structure. If we talk about QPAC in a specific
context, QPAC ∈ GΘˆ is the variational distribution of the specific model. Special instantiations of
these can be found in beginning of Appendix C.
Next, we introduce terms of loss functions in the context of Bayesian regression. Let I ∈ RK be
a Gaussian random vector with I ∼ N (0,Σ) and E ∈ RK×K symmetric, e ∈ RK, e ∈ R and
a quadratic form defined as Q(I) def= ITEI + eI + e. We say a loss ℓ is sub-quadratic-form-
Gaussian if it can be described by a Q(I) random variable, i.e. its moment generating function
is upper bounded by the one of a quadratic-form-Gaussian random variable Q(I), see Section 3.2
in Olkin (1992), which is
ϑ(λ) = log
(
E
θˆ∼PPAC,y∼PK
[
e
λ(LℓP
K
(fθ)−ℓ(fθ,y))
])
def≤ log
(
E
[
eλQ(I)
])
= −1
2
log (|IK − 2λEΣ|) + 1
2
(λe)T (IK − 2λEΣ)−1Σ (λe) .
In Germain et al. (2017) certain loss properties were relevant, which we will introduce as well. A
loss ℓ is a sub-Gaussian loss, with a variance factor s2 ∈ R, if it can be described by a Gaussian
random variable I , i.e. its moment generating function is upper bounded by the one of a Gaussian
random variable of variance s2. Furthermore, a loss ℓ is sub-Gamma, with a variance factor s2 and
scale c, if it can be described by a Gamma random variable I , see also Section 2.3 in Boucheron et al.
(2013).
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For linear regression with simple priors, as well as simple data-distributions, these properties are
enough. In our context of a DGP, more complex priors and a multi-dimensional data-distribution,
it is natural to extend the above terms to the property sub-quadratic-form-Gaussian. Overall, when
restricting to loss functions satisfying this new loss property in the context of DGPs, we expect
tighter bound values then using the sub-Gaussian or sub-Gamma loss property. The reason for this
is, when calculating the explicit expression for the moment generating function, further estimations
would be necessary.
4. The Deep Recurrent Gaussian Process models
In this section, we shortly introduce two of the four DGP models which we already mentioned in
Section 1 and end of Section 2, in particular for modeling time series data. These two models are
compared in our experiments for the specific PAC-Bayesian statements. We follow Mattos et al.
(2016); Fo¨ll et al. (2019) and refer there for details. The detailed structure of the DRGP with L+ 1
GP layers, where f (l) is a GP , is given by
hi,(l) = f(l)(X(l)) + ǫh
(l)
i , with prior f
(l)
X(l)
∼ N (0,K(l)
KK
), l = 1, . . . , L
yi = f(l)(X(l)) + ǫyi , with prior f
(l)
X(l)
∼ N (0,K(l)
KK
), l = L+ 1,
(2)
(3)
with ǫh
(l)
i ∼ N (0, (σ(l)noise)2IK), for i = 1, . . . , N¯ . We also write hi,(l)
def
= [h
i,(l)
1 , . . . ,h
i,(l)
K
]T for
l = 1, . . . , L+1, hi,(L+1)
def
= yi and respective the random vectors h(l), y. Here the measurements
from k = 1, . . . ,K are of time order. The matrix KKK represents a covariance matrix for a given
covariance function k(l) and a set of input-data X(l) = [x
(l)
1 , . . . ,x
(l)
K
]T , again of time order, for
fixed time horizons Hx,Hh, is specified as
x
(l)
k
def
=


[
h
(1)
k−1, x¯k−1
]Tdef
=
[[
h
(1)
k−1, . . . ,h
(1)
k−Hh
]
, [xk−1, . . . ,xk−Hx ]
]T
, l = 1[
h
(l)
k−1,h
(l−1)
k
]Tdef
=
[[
h
(l)
k−1, . . . ,h
(l)
k−Hh
]
,
[
h
(l−1)
k
, . . . ,h
(l−1)
k−Hh+1
]]T
, l = 2, . . . , L
h
(L)
k
def
=
[
h
(L)
k
, . . . ,h
(L)
k−Hh+1
]T
, l = L+ 1,
(4)
where x
(1)
k
∈ RHh+HxQx , x(l)
k
∈ R2Hh for l = 2, . . . , L, x(L+1)
k
∈ RHh , for k = 1, . . . ,K.
The K different state variables in this model are represented by x
(1)
k
, more precisely by x¯k, for
k = 1, . . . ,K. For the other variables x
(1)
k
, we refer to them as pseudo-states. The iteration until
N¯ just represents the amount of different output observation (one observation of a K-dimensional
vector) available for training. Later on, when variationally approximating the h
i,(l)
k
, we derive for
all input-data X(l) the amount of K variational states, as we have K variational mean and variance
parameters for these latent output-data points. That means, we are intended to model the output-
data Y ∈ RK×N¯ on K variational states for all GP layers. This comes natural, when the unknown
multivariate data-distribution PK is of size K. Be aware of that we are not restricted to these states
neither in practice nor in theory (the posterior predictive stochastic process is well defined over the
whole axis). Because of the independence assumption, the actual K
(l)
NˆNˆ
covariance matrix, where
Nˆ = KN¯ , collapses to a size of K× K in the modeling task.
Depending on the sparsity assumptions, we have different sparse covariance functions, as well as
5
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different priors PPAC = PREV and variational distributions QPAC = QREV. In this paper, the sparse
variational framework of Mattos et al. (2016) is called REVARB-Nystro¨m and of Fo¨ll et al. (2019)
REVARB-(V)SS. We refer to Appendix C and (Mattos et al., 2016, Section 4.) for details. Our
theorems generalize over the specific sparse variational framework, therefore we do not specify a
specific sparse covariance function from the beginning.
5. PAC-Bayesian Bounds for DGPs
Our theorems hold for the DGPs of Damianou (2015); Mattos et al. (2016); Cutajar et al. (2017);
Fo¨ll et al. (2019). We derive these explicitly for the case of Fo¨ll et al. (2019) in the Appendix and
also show how they can be adapted to Mattos et al. (2016). Be aware of, that the inequality state-
ments which follow have two-sided versions, which means they hold for the absolute value | · |,
see Appendix B. We state here the Theorem 4.1 from Alquier et al. (2016) for the case of empirical
bounds, which we refine for our case.
Theorem 1. (Empirical Bound) [Alquier et al. (2016)] Given a data distribution PK, a hypoth-
esis set FΘ, a loss function ℓ : FΘ × Y → R, a set of distributions GΘˆ, a prior PPAC in GΘˆ, a
posterior QPAC in GΘˆ, a δ ∈ (0, 1], then with probability at least 1− τ overD ∼ (PK)N we have for
all QPAC in GΘˆ:
E
θˆ∼QPAC
[
LℓPK(fθ)
]
− E
θˆ∼QPAC
[
LℓD(fθ)
]
≤ 1
λ
(
KL(QPAC||PPAC) + log
(
1
τ
)
+Ψℓ(λ,N)
)
,
where Ψℓ(λ,N) = log
(
E
θˆ∼PPAC,D′∼(PK)N
[
e
λ(LℓP
K
(fθ)−LℓD′(fθ))
])
.
The main difficulty to derive explicit expressions for the right hand side of the inequality for DGPs
is calculating the expression Ψℓ(λ,N) explicitly. Given the likelihood of the DGPs, as well as the
priors and variational distributions, this is not straightforward but possible under some specific as-
sumptions, as the likelihood decomposes into a sum of L + 1 terms representing the likelihood of
simple sparse GPs, see Appendix C, Equation 9. These assumptions are:
Assumption 1 (A1) [Stochastic Lipschitz condition]:
For functions v(l) : Rp
(l)+v(l) → R, f : Rp(l) → R, where one is a stochastic version of the other
(some parameters in the function f(l) are assumed to have a mean θ(l)m , variance θ
(l)
v , which results
in the function v(l)), we assume the property that ∃S ∈ R≥ such that ∀(θ(l),0)T , (θˇ(l),θ(l)m ,θ(l)v )T :
‖f(l)(θ(l))− v(l)(θˇ(l),θ(l)m ,θ(l)v )‖2
‖(θ(l),0)T − (θˇ(l),θ(l)m ,θ(l)v )T ‖2
≤ S2, ‖(θ(l),0)T − (θˇ(l),θ(l)m ,θ(l)v )T ‖2 6= 0.
Assumption 2 (A2) [Fubinis Theorem]:
E
θˆ∼PREV,y∼PK
[− log(p(y|θ,X))] = E
y∼PK,θˆ∼PREV
[− log(p(y|θ,X))],
E
θˆ∼QREV,y∼PK
[− log(p(y|θ,X))] = E
y∼PK,θˆ∼QREV
[− log(p(y|θ,X))].
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Assumption 3 (A3) [point-wise bounded Covariance matrix]:
Cov
[
h(l)
]
for l = 1, . . . , L+ 1 GP layers is bounded for each component .
Assumption 1 evolves naturally, when we are dealing with variational approximations of predefined
models. It just expresses, that two functions with the same output-space and similar inputs should
hold the property of the simple Lipschitz condition. Here, we identify the mean and variationally
approximated value with each other, and stack the input space for the function f with variance 0.
For our case of DGPs, we use this assumption for each GP layers’ predictor f(l), for l = 1 . . . , L+1.
For the first GP layer, the two functions are indexed with the fixed input-states x¯k. Together with
the bound on the states input-space, which we assumed at the beginning, this extends the stochastic
Lipschitz condition for the first layer by considering the states as new inputs. When we bound the
functions input-space, this condition is equivalent to bounding the functions output-space (again, be
aware of that the predictor f(l) is the mean-function, not the samples of the GPs - the samples are not
bounded). Following Sheth and Khardon (2017), Assumption 2 is a relative mild assumption and
we refer to their paper for further cases, when this holds. Assumption 3 is obvious and no further
explanation is needed.
In Alquier et al. (2016); Germain et al. (2017) properties of variational approximations and a con-
nection between PAC-Bayesian theory and Bayesian Inference in terms of the marginal likelihood
were shown, which we can adapt for our case. We see, that we can have the same intuition about this
link of PAC-Bayesian bound and the marginal likelihood for our models, which use a variational
bound instead of the marginal likelihood. We show this link between our variational bounds LREV
and the PAC-Bayesian generalization risk bound choosing λ = N . We derive with the negative
likelihood loss function ℓ = ℓnll and PPAC = PREV, QPAC = QREV the priors and variational distributions
of the REVARB-frameworks:
N E
θˆ∼QPAC
[
Lℓnll
D
(fθ)
]
+KL(QPAC||PPAC) = N E
θˆ∼QREV
[
Lℓnll
D
(fθ)
]
+KL(QREV||PREV)
= E
θˆ∼QREV
[
−
∑N
i=1
log(p(yi|θ,X))
]
+KL(QREV||PREV)
= E
θˆ∼QREV
[
− log
(∏N
i=1
p(yi|θ,X)
)]
+KL(QREV||PREV)
= − E
θˆ∼QREV
[GREV] +KL(QREV||PREV) = −LREV.
(5)
LREV can e.g. be found in Fo¨ll et al. (2019), Section 4.2, Equation (14), (15). We now can state the
following theorems, which themselves directly follow from Theorem 1, the above Equation (5) and
our introduced new term for loss function (Proof in Appendix C). It is similar to the Corollary 5
of Germain et al. (2017) but with the extended term for the loss function, which is more appropriate
and which shows not just a connection to the variational bound for the DGP models, but even con-
vergence in the sense of consistency with minimal assumptions.
7
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Theorem 2. (Empirical Bound 1 for DGPs (2), (3), (4), (5)) Given a data distribution PK, a
hypothesis set FΘ, the loss ℓ = ℓnll which is quadratic-form-Gaussian, associated priors PPAC = PREV
in GΘˆ, a posterior QPAC = QREV in GΘˆ, a τ ∈ (0, 1], Assumption 1: a stochastic Lipschitz condition for
the raw model and the variational model, Assumption 2: Fubinis theorems, Assumption 3: point-
wise bounded Cov
[
h(l)
]
, bounded input-space for the mean-function for all k = 1, . . . ,K, l =
1, . . . , L+ 1, then with probability at least 1 − τ over D ∼ (PK)N we have for all QREV in GΘˆ with
λ = N :
E
θˆ∼QREV
[
LℓnllPK(fθ)
]
≤ L(N)
N
− log(e
LREVτ)
N
,
where we can choose QREV = Qλ and L(N) is defined in the Appendix C, Equation (18).
Theorem 3. (Empirical Bound 2, Consistency for DGPs (2), (3), (4))Given the same assumptions
as in Theorem 2., then we have with λ =
√
N :
E
θˆ∼QREV
[
LℓnllPK(fθ)
]
− E
θˆ∼QREV
[
Lℓnll
D
(fθ)
]
≤ KL(QREV||PREV) + log
(
1
τ
)
+ L(√N)√
N
,
where we can choose QREV = Q√N and L(
√
N) is defined in the Appendix C, Equation (18). We
have convergence of order O
(
1√
N
)
to zero (consistency).
Let S(l) be the stochastic Lipschitz constants, δ(l) the bound on the input spaces, 1 TKVar
[
h(l)
]
the sum of the variance of the posterior predictive distribution of our variational models, where we
have for Fo¨ll et al. (2019) DRGP-SS explicitly:
1 TKVar
[
h(l)
]
= (m
(l)
∗ )T (Ψ
(l)
2,∗ − (Ψ(l)1,∗)TΨ(l)1,∗)m(l)∗ + tr
(
Ψ
(l)
2,∗s
(l)
∗
)
+ K(σ
(l)
noise∗)
2,
Cov
[
h(l)
]
= Ψ
(l)
1,∗s
(l)
∗ (Ψ
(l)
1,∗)
T ∈ RK×K, k 6= kˆ, k, kˆ = 1, . . . ,K.
For the variables involved in 1 TKVar
[
h(l)
]
and Cov
[
h(l)
]
we refer to beginning of Appendix C.
The expression
L(√N)√
N
for the DGPs then has the form:
∑L+1
l=1
1 TKVar
[
h(l)
]
2(σ
(l)
noise)
2
−
√
N
2
log

|IK + Cov
[
h(l)
]
√
N(σ
(l)
noise)
2
|

+ 1
2
√
N


[
S(l)
δ
1
(σ
(l)
noise)
2
]K
k=1


T
(
Cov
[
h(l)
])IK + Cov
[
h(l)
]
√
N(σ
(l)
noise)
2


−1 [
S(l)
δ
1
(σ
(l)
noise)
2
]K
k=1
,
We state next the Theorem 4.2 from Alquier et al. (2016) for the case of oracle-type inequalities,
which we also refine for our case.
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Theorem 4. (Oracle-type Bound) Given a data distribution PK, a hypothesis set FΘ, a loss function
ℓ : FΘ ×Y → R, a set of distributions GΘˆ, a prior PPAC in GΘˆ, the best variational posterior Qλ in
GΘˆ, a τ ∈ (0, 1], a real number λ > 0, then with probability at least 1 − τ over D ∼ (PK)N , we
have for all QPAC in GΘˆ:
E
θˆ∼Qλ
[
LℓPK(fθ)
]
≤ inf
QPAC in GΘˆ
(
E
θˆ∼QPAC
[
LℓPK(fθ)
]
+
KL(QPAC||PPAC) + log
(
1
τ
)
+Ψℓ(λ,N)
λ
)
.
Theorem 4 is the point of view developed in Catoni (2004, 2007) and Dalalyan and Tsybakov (2008).
This statement enables us to compare our optimized variational error against the best possible aggre-
gation procedure in GΘˆ and the raw model error (no variational expectation). We now can state the
following theorem, which itself directly follows from Theorem 4 and our introduced new property
of loss function (Proof in Appendix D). It shows an interesting bound, where the variance of the
variational posterior predictive distribution and the variational variance of our variational approxi-
mation for the pseudo output-data h(l) is involved. This statement gives insights in the convergence
between the raw model error and our variational models. For details regarding the terms involved
we again refer to the Appendix D and Fo¨ll et al. (2019).
Theorem 5. (Oracle-type inequality) Given a data distribution PK, a hypothesis set FΘ, the loss
ℓ = ℓnll which is quadratic-form-Gaussian, associated priors PPAC = PREV in GΘˆ, the best variational
posterior Qλ in GΘˆ, a τ ∈ (0, 1], Assumption 1: a stochastic Lipschitz condition for the raw model
and the variational model, Assumption 2: Fubinis theorems, Assumption 3: point-wise bounded
Cov
[
h(l)
]
, bounded input-space for the mean-function for all k = 1, . . . ,K, l = 1, . . . , L+1, then
with probability at least 1− τ overD ∼ (PK)N we have for all QREV in GΘˆ with λ =
√
N :
E
θˆ∼Q√
N
[
LℓnllPK(fθ)
]
− LℓnllPK(fθ∗) ≤ LOra +
KL(Q∗||PREV) + log
(
1
τ
)
+ L(√N)√
N
,
where LOra =
∑L+1
l=1
1 TK
(
λ
(l)
∗ +Var
[
f
(l)
X
(l),θ∗
])
2(σ
(l)
noise∗)2
. We have convergence of order O
(
1√
N
)
to LOra.
Next, we make use of the union bound (UB) and some upcoming properties to additionally de-
rive for all theorems new forms. The goal is to derive statements, which explicitly involve the first
GP layers’ input-dimension. For the task of modeling time-series data, the input dimension grows
linearly with the time-horizons, hence Q is of big interest. Therefore, we introduce the term of the
smallest covering numbers of a metric space, here the input-space RQ with the Euclidean metric.
Let A ⊂ RQ, then for ǫ > 0 and B‖.‖(x, ǫ) def= {x′ ∈ RQ :
∥∥x− x′∥∥ ≤ ǫ}, we define
C(A, ‖.‖, ǫ) def= min{M ≥ 1 : ∃ a1, . . . ,aM ∈ RQ, A ⊂
⋃M
i=1
B‖.‖(ai, ǫ)},
Let fθ(x
(1)) be the predictor in form of the composition of the GP predictors f(1), . . . , f(L+1) in
the Appendix C, Equations (10)-(12) for a new input x(1) following the notation in Section 4 and
K def= {fθ(x(1)) : x(1) ∈ rB‖.‖, r ∈ R}, where B‖.‖ = [−1, 1]Q with Q the input-dimension.
Now, we let x
(1)
1 , . . . ,x
(1)
K
∈ rB‖.‖ be chosen in such a way, that
⋃
K
k=1B‖.‖(fθ(x
(1)
k
), ǫ) covers K
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w.r.t. ‖.‖ with K = C(K, ‖.‖, ǫ), then we get with R = KL(QREV||PREV)+log(
1
τ
)+L(λ)
λ
, the union bound,
fk,θ the predictor for the k-th state, Appendix E (AE) and Theorem 3 as show-case:
(PK)
N
(
E
θ∼Qλ
[
LℓnllPK(fθ)
]
− E
θ∼Qλ
[
Lℓnll
D
(fθ)
]
≤ R
)
≥ (PK)N
(
K sup
k=1,...,K
{
E
θ∼Qλ
[
LℓnllPK(fk,θ)
]
− E
θ∼Qλ
[
Lℓnll
D
(fk,θ)
]}
≤ R
)
= (PK)
N

 ⋂
k=1,...,K
{
E
θ∼Qλ
[
LℓnllPK(fk,θ)
]
− E
θ∼Qλ
[
Lℓnll
D
(fk,θ)
]
≤ R
K
}
(UB)
≥
∑K
k=1
(PK)
N
(
E
θ∼Qλ
[
LℓnllPK(fk,θ)
]
− E
θ∼Qλ
[
Lℓnll
D
(fk,θ)
]
≤ Rλ′=λK
)
− (K− 1)
(AE)
≥
∑K
k=1
(
1− τ Lk (λ
′)
L (λ′K−1)
)
− (K− 1)
= 1− Kτ Lk (λ
′)
L (λ′K−1) .
(6)
Furthermore, assuming that for every predictor f(l) of the GPs in the DGP the standard Lipschitz con-
dition w.r.t. to the state input x
(l)
k
holds, where L(l) is the Lipschitz constant, (this is automatically
fullfilled for all layers with the stochastic Lipschitz condition) we obtain
‖fθ(x(1)k )− fθ(x′(1)k )‖ = L(L+1)‖x(L)k − x′(L)k ‖ = · · · =
(∏L+1
l=1
L(l)
)
‖x¯k − x¯′k‖,
where we assume that the auto-regressive values in Equation (4) are equal and Hh = 1.
We define L =
∏L+1
l=1 L
(l), and with ǫ′ = ǫ
r
we can now derive
C(K, ‖.‖, ǫ) ≤ C(rB‖.‖, ‖.‖,
ǫ
L
) = C(B‖.‖, ‖.‖,
ǫ
rL
) ≤
(
ǫ′
L
)−Q
. (7)
After a transformation 1 − τ′ = 1 − Kτ Lk(λ′)L(λ′K−1) for the inequality derived in (6) we can now use
this derived estimation (7) and the definitions to derive new bounds by
(PK)
N
(
E
θ∼Qλ
[
LℓnllPK(fθ)
]
− E
θ∼Qλ
[
Lℓnll
D
(fθ)
]
≤ Rˆ
)
≥ 1− τ′,
with
Rˆ =
KL(QREV||PREV) + log
(
K
τ′
)
+ log
(L(λ′K−1)
Lk(λ′)
)
+ L(λ)
λ
,
and as log(K) ≤ Q log (L
ǫ′
)
and choosing ǫ′ = 1
N
we come to
Rˆ =
KL(QREV||PREV) +Q log (NL) + log
(
1
τ′
)
+ log
(L(λ′K−1)
Lk(λ′)
)
+ L(λ)
λ
. (8)
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This new bound (8) holds for Theorem 3, but can be extended to the other ones in the same way. It
is convenient to choose δ = Q involved in Equation (16), L(λ) and the Appendix C, the input-space
bound involved in the stochastic Lipschitz condition. Then we have a multiplicative impact of Q in
nearly all terms regarding λ = N,
√
N → ∞. The expression log
(L(λ′K−1)
Lk(λ′)
)
converges of order
O
(
1√
N
)
to a fixed value.
5.1. Experimental results
In our experiments we want to show the evolution of the error of the consistency result for λ =√
N →∞, L(λ) of Theorem 3 for Mattos et al. (2016) (RGP) and Fo¨ll et al. (2019) (DRGP-(V)SS)
on the data-sets involved in Fo¨ll et al. (2019). We choose τ = 0.5, λ =
√
N and we create, based
on the model training result of the specific model from the training data-set Y ∈ RK×N¯ , where
N¯ = 1, and the input-data is chosen as the K states, new measurements yi ∈ RK, i = 1, . . . , N ,
by adding noise N = 50000 times to the predicted training output-data ypred ∈ RK. The noise
follows the model variance prediction on these states, which also comes from the training on the
specific data-sets. In Figure 3 in the Appendix A we see the predicted training output-data ypred of
the Actuator data-set and its created samples yi.
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Figure 1: Bayesian-PAC bound evolution with λ =
√
N forN going from 1 to 50000. Comparison
for different data-sets and the DGPs called DRGP-(V)SS, RGP.
This experimental setup of creating from the existing training data-sets quasi-real data hints on gen-
erating ideal measured data in practice, because noise for data-based modeling can only be assumed
to exist on a specific state, if one measures this state several times. For Qλ and the parameters with-
out prior assumption we choose the already optimized parameters as in the experiments in Fo¨ll et al.
(2019). In Figure 4 in the Appendix A we see the test data-set Actuator and its prediction plus-minus
two times standard deviation (SD), as well as its predicted hidden output-data plus-minus two times
the SD. The covariance is assumed to be bounded with the model training result of Cov[h(l)], the
Lipschitz constant S(l) = maxk=1,...,K−1
(|hpred
k+1 − hpredk |
)
, and δ(l) = dim(x
(l)
k
) for the layers
l = 1, . . . , L+ 1. In Figure 1 we can now see the evolution of the bounds for the different models.
We see a linear and a log scale with 7 different quasi-real data-sets created as described above. As
expected the evolution is of order O
(
1√
N
)
.
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Figure 2: Bayesian-PAC bound evolution with λ =
√
N forN going from 1 to 50000. Comparison
for different data-sets and the DGPs called DRGP-(V)SS, RGP.
All three models reproduce similar curves, as seen Figure 2, which is not surprising, as we are
dealing with trained parameters (the numerically minimized variational bound is present in the
PAC-Bayesian bound, see Theorem 2 and Equation (5)). RGP, DRGP-SS compared to DRGP-VSS
are more different resulting from fixing some parameters for DRGP-VSS during training.
6. Conclusion
The contribution of this paper is the derivation of PAC-Bayesian statements for several DGP models.
Precise answers in different situations when modeling with DGPs e.g. designing controllers, are
helpful in the overall modeling process. With the shown PAC-Bayesian statements we can give
these answers. We see, that we can have the same intuition about the link of PAC-Bayesian bound
and the marginal likelihood for our models, which use a variational bound instead of the the marginal
likelihood. To show consistency, we extended the loss property to a quadratic-form-Gaussian loss
function property, with convergence of order O
(
1√
N
)
for λ =
√
N → ∞. We further showed
several new forms of the bound in Theorem 5 and following, which give insights in the theory and
practice. Our experiments show the evolution of the convergence for many data-sets used throughout
the community for the DGPs of Mattos et al. (2016) and Fo¨ll et al. (2019) for the case of dynamic
modeling.
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Appendix
In this additional material we show some figures to the experimental results of Section (5.1) and
introduce the Definition of consistency and the union bound in Appendix B and the Proof of the
Theorem 2, Theorem 3 in Appendix C, Theorem 5 in Appendix D and the extension at the end of
the paper in Appendix E.
Appendix A. Experimental results
Figure 3: Quasi-real data for the training data-set Actuator, normalized data. Generation of the
N = 50000 samples with noise coming from the predictive posterior distribution after
the training with K = 512 states. White: predicted training output data ypred, Blue:
generated samples yi.
0 200 400 512
-2
0
2
0 200 400 512
-4
-2
0
2
4
Figure 4: The Actuator data-set consists of 512 training data and 512 test data. Predicted test output-
data for 2 hidden GP-layer on the left, Blue: 1. GP-layer ±2 times SD, Red: 2. GP-layer
±2 times SD. Predicted and real test output-data for output GP-layer on the right, Blue:
real data, Black: prediction ±2 times SD.
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Appendix B. Definition Consisteny, Lemma 1. Union Bound and the two-side case
Definition 1 (consistency) We will say that a procedure that returns fθ is consistent for a given
measure PK, variational distribution QPAC and loss function ℓ if
E
θˆ∼QPAC
[
LℓPK(fθ)
]
− E
θˆ∼QPAC
[
LℓD(fθ)
]
→ 0, N →∞
where convergence is assessed in a suitable manner, here in probability. If fθ is consistent for all
Borel probability measures then it is said to be universally consistent.
Lemma 1. (Union Bound) Let (Σ,A, P ) be a probability space and ζi, i = 1, . . . , n be a set of
countable events. We then have
P

 ⋂
i=1,...,n
ζi

 ≤ n∑
i=1
P (ζi)− (n− 1).
The statements of the two-side versions of our statements follows by considering for the one-side
statements the left hand-side of the inequality as two events ζ , −ζ and by making the estimation for
ζ ∩−ζ .
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Appendix C. Proof of Theorem 2 and Theorem 3
Proof
We first introduce the model DRGP-(V)SS for the first page:
The priors pa(l) , pz(l)m
, p
h˜
(l) are
a(l) ∼ N (0, IM ), z(l)m ∼ N (0, IQ), h˜
(l) ∼ N (0, I2Hh−Hx),
the product of them is defined as PREV, and the variational distributions qa(l) , qz(l)m
, q
h
(l)
k
are
a(l) ∼ N (m(l), s(l)), z(l)m ∼ N (α(l)m ,β(l)m ), h(l)k ∼ N (µ(l)k , λ(l)k ),
the product of them is defined as QREV, and where β
(l)
m ∈ RQ×Q is diagonal, for k = 1, . . . ,K,
m = 1 . . . ,M , l = 1, . . . , L+ 1.
The upcoming statistics are (ψ
(l)
1 )
T = Eq
Z
(l)qh(l)
[
φ(l)
] ∈ RM , Ψ(l)1 = Eq
Z
(l)q
h
(l)
[
Φ(l)
] ∈ RK×M
and ψ
(l)
2 = Eq
Z
(l)qh(l)
[
φ(l)(φ(l))T
] ∈ RM×M , Ψ(l)2 = Eq
Z
(l)q
h
(l)
[
(Φ(l))TΦ(l)
] ∈ RM×M , where
with L
def
= diag([2πlq]
Q
q=1), p
def
= [p−11 , . . . ,p
−1
Q ]
T ∈ RQ and Z(l) def= [z(l)1 , . . . , z(l)M ]T ∈ RM×Q we
have
φ(l)(x(l),Z(l))
def
=
√
2(σ
(l)
power)2M−1
[
cos(2π((L(l))−1z(l)1 + p
(l))T (x(l) − u(l)1 ) + b(l)1 ), . . . ,
cos(2π((L(l))−1z(l)M + p
(l))T (x(l) − u(l)M ) + b(l)M )
]T
∈ RM ,
sampling b(l) ∼ Unif [0, 2π] and z(l) ∼ N (0, IQ), where K(l),(SM)KK
def
= Φ(l)(Φ(l))T and where
Φ(l)
def
=
[
φ(l)(x
(l)
1 ,Z
(l)), . . . , φ(x
(l)
K
,Z(l))
]T ∈ RK×M .
We assume Assumption 4 (A4), that there exists parameters indexed with * (not necessarily unique)
such that
yi = ψ
(L+1)
1,∗ m
(L+1)
∗ + ǫ
y
i,∗, and h
i,(l) = h∗,i,(l) = ψ(l)1,∗m
(l)
∗ + ǫh
(l)
i,∗ , for K = 1
yi = Ψ
(L+1)
1,∗ m
(L+1)
∗ + ǫ
y
i,∗, and h
i,(l) = h∗,i,(l) = Ψ(l)1,∗m
(l)
∗ + ǫh
(l)
i,∗ , for K > 1
for i = 1, . . . , N¯ , k = 1, . . . ,K, l = 1, . . . , L, where the predictive posterior distributions of
our DRGP-(V)SS models are
yk|m(L+1)∗ ,α(L+1)∗ ,β(L+1)∗ ,λ(L)k,∗ ,µ(L)k,∗ ∼
N (ψ(L+1)1,∗,k m(L+1)∗ , (σ(L+1)noise∗ )2+(m(L+1)∗ )T ((ψ(L+1)1,∗,k )Tψ(L+1)1,∗,k −ψ(L+1)2,∗,k )m(L+1)∗ +tr(ψ(L+1)2,∗,k s(L+1)∗ ))
h
(l)
k
|m(l)∗ ,α(l)∗ ,β(l)∗ ,λ(l)k,∗,µ(l)k,∗,λ(l−1)k,∗ ,µ(l−1)k,∗ ∼
N (ψ(l)1,∗,km(l)∗ , (σ(l)noise∗)2 + (m(l)∗ )T ((ψ(l)1,∗,k)Tψ(l)1,∗,k − ψ(l)2,∗,k)m(l)∗ + tr(ψ(l)2,∗,ks(l)∗ ), l = 2, . . . , L,
h
(1)
k
|m(1)∗ ,α(1)∗ ,β(l)∗ ,λ(1)k,∗,µ(1)k,∗, x¯k ∼
N (ψ(1)1,∗,km(1)∗ , (σ(1)noise∗)2 + (m(1)∗ )T ((ψ(1)1,∗,k)Tψ(1)1,∗,k − ψ(l)2,∗,k)m(1)∗ + tr(ψ(1)2,∗,ks(1)∗ ).
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Further we identify for the distribution PK the following density
p
y|m(L+1)∗ ,α(L+1)∗ ,β(L+1)∗ ,λ(L)∗ ,µ(L)∗ ph(1)|m(1)∗ ,α(1)∗ ,β(l)∗ ,λ(1)k,∗ ,µ
(1)
k,∗ ,x¯k
∏L
l=2 ph(l)|m(l)∗ ,α(l)∗ ,β(l)∗ ,λ(l)∗ ,µ(l)∗ ,λ(l−1)∗ ,µ(l−1)∗ .
This assumption is a very reasonable assumption, because otherwise we would use another model
for the modeling problem. One has to take care of the fact, that these parameters do not necessarily
need to be equal to the ones produced by the Bayes risk minimization LℓnllPK(fθ¯) = argmin
θˆ∈Θˆ
(
LℓnllPK(fθ)
)
.
For simplicity we did not show here the optimal parameters σ
(l)
∗power,
diag(L
(l)
∗ )
2π ,U
(l)
∗ = [u
(l)
1,∗, . . . ,u
(l)
M,∗]
T ,
p
(l)
∗ , b
(l)
∗ = [b
(l)
1,∗, . . . ,b
(l)
M,∗]
T without prior assumption. We further assume that we use for all mod-
els the same sparsity parameter M and for the parameters star the optimal distribution m
(L+1)
∗ =
(A(L+1))−1
(
Ψ
(L+1)
1,∗
)T
Y and m
(l)
∗ = (A(l))−1
(
Ψ
(l)
1,∗
)T
µ
(l)
∗ for l = 1, . . . , L, as well as s
(l)
∗ =
(σ
(l)
noise∗)
2(A(l))−1 for A(l) = (Ψ(l)2,∗ + (σ
(l)
noise∗)
2) for l = 1, . . . , L+ 1.
The theorems are adaptable for Mattos et al. (2016) by using the definition of the statistics Ψ
from their paper, as well as the definitions of their priors, variational distributions and m
(L+1)
∗ =
(B(L+1))−1
(
Ψ
(L+1)
1,∗
)T
Y, m
(l)
∗ = (B(l))−1
(
Ψ
(l)
1,∗
)T
µ
(l)
∗ for l = 1, . . . , L, and s
(l)
∗ = −Ψ(l)0,∗ +
(K
(l)
MM∗)
−1 − (σ(l)noise∗)2(B(l))−1 for B(l) = (Ψ(l)2,∗ +K(l)MM∗(σ(l)noise∗)2) for l = 1, . . . , L+ 1.
Discussion (D1): Filling in here the optimal distribution for Fo¨ll et al. (2019) and Mattos et al.
(2016) after taking the expectation w.r.t PK needs a explanation, because the optimal distribution
depends on Y. As our models Fo¨ll et al. (2019) and Mattos et al. (2016) inherently make use of
predicting the mean values and variance depending on the output dataY, these values are assumed
to be constant and not random variables. Theoretically this should be noticed as a special charac-
teristic of such a model, which takes measurements to derive a dependent probability distribution
as model.
19
FO¨LL STEINWART
We proof the bound and loss property for Ψℓ(λ,N) with prior PPAC equal PREV and QPAC equal vari-
ational distribution QREV and X
(1) = [x
(1)
1 , . . . ,x
(1)
K
] is set by an experimenter. First we show an
abbreviation for LℓnllPK(fθ) in Ψℓ(λ, 1):
LℓnllPK(fθ) = Ey∼PK [ℓnll(fθ,y)]
= E
y∼PK
[
−
(
log(p(y|θ(L+1),X(L+1))) +
∑L
l=1
log(p(h(l)|θ(l), ,X(l)))
)]
= E
y∼PK

(y − Φ(L+1)a(L+1))T (y − Φ(L+1)a(L+1))
2(σ
(L+1)
noise )
2
+ K
log
(
2π(σ
(l)
noise)
2
)
2
+
∑L
l=1
(h(l) − Φ(l)a(l))T (h(l) − Φ(l)a(l))
2(σ
(l)
noise)
2
+ K
log
(
2π(σ
(l)
noise)
2
)
2

 .
(9)
Then it could be replaced by the following equations
=
E
y∼PK
[
yTy − 2yTΨ(L+1)1,∗ m(L+1)∗ + (Ψ(L+1)1,∗ m(L+1)∗ )T (Ψ(L+1)1,∗ m(L+1)∗ )
]
2(σ
(L+1)
noise )
2
+
(Ψ
(L+1)
1,∗ m
(L+1)
∗ )T (Ψ
(L+1)
1,∗ m
(L+1)
∗ )
2(σ
(L+1)
noise )
2
−
E
y∼PK
[
2yTΦ(L+1)a(L+1)
]
2(σ
(L+1)
noise )
2
+
(Φ(L+1)a(L+1))T (Φ(L+1)a(L+1))
2(σ
(L+1)
noise )
2
+ K
log
(
2π(σ
(L+1)
noise )
2
)
2
+
∑L
l=1
E
y∼PK
[
(h(l))Th(l) − 2(h(l))TΨ(l)1,∗m(l)∗ + (Ψ(l)1,∗m(l)∗ )TΨ(l)1,∗m(l)∗
]
2(σ
(l)
noise)
2
+
(Ψ
(l)
1,∗m
(l)
∗ )TΨ
(l)
1,∗m
(l)
∗
2(σ
(l)
noise)
2
−
E
y∼PK
[
2(h(l))TΦ(l)a(l)
]
2(σ
(l)
noise)
2
+
E
y∼PK
[
(Φ(l)a(l))TΦ(l)a(l)
]
2(σ
(l)
noise)
2
+ K
log
(
2π(σ
(l)
noise)
2
)
2
=
∑L+1
l=1
(m
(l)
∗ )T (Ψ
(l)
2,∗ − (Ψ(l)1,∗)TΨ(l)1,∗)m(l)∗
2(σ
(l)
noise)
2
+ tr
(
Ψ
(l)
2,∗s
(l)
∗
2(σ
(l)
noise)
2
)
+ K
(σ
(l)
noise∗)
2
2(σ
(l)
noise)
2
+
(Ψ
(l)
1,∗m
(l)
∗ − Φ(l)a(l))T (Ψ(l)1,∗m(l)∗ − Φ(l)a(l))
2(σ
(l)
noise)
2
+ K
log
(
2π(σ
(l)
noise)
2
)
2
or just plugging in the (A4) for the samples y, h(l) and calculating the expectation.
If we assume the functions
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f(1) : RQ
(1)
r → R,
(a(1), z(1),x(1),M, σ
(1)
power,f,
diag(L
(1)
f )
2π
,p
(1)
f ,u
(1)
f ,b
(1)
f )
T → φ(1)a(1)
f(l) : RQ
(l)
r → R,
(a(l), z(l),x(l),M, σ
(l)
power,f,
diag(L
(l)
f )
2π
,p
(l)
f ,u
(l)
f ,b
(l)
f )
T → φ(l)a(l), l = 2, . . . , L
f(L+1) : RQ
(L+1)
r → R,
(a(L+1), z(L+1),x(L+1),M, σ
(L+1)
power,f,
diag(L
(L+1)
f )
2π
,p
(L+1)
f ,u
(L+1)
f ,b
(L+1)
f )
T
→ φ(L+1)a(L+1)
v
(1)
x¯k
: RQ
(1)
v → R,
(m(1),α(1),β(1),µ
(1)
k
,λ
(1)
k
,M, σ
(1)
power,v,
diag(L
(1)
v )
2π
,p
(1)
v ,u
(1)
v ,b
(1)
v )
T → ψ(1)1,km(1)
v(l) : RQ
(l)
v → R,
(m(l),α(l),β(l),λ
(l)
k
,µ
(l)
k
,λ
(l−1)
k
,µ
(l−1)
k
,M, σ
(l)
power,v,
diag(L
(l)
v )
2π
,p
(l)
v ,u
(l)
v ,b
(l)
v )
T
→ ψ(l)1,km(l), l = 2, . . . , L
v(L+1) : RQ
(L+1)
v → R,
(m(L+1),α(L+1),β(L+1),µ
(L)
k
,λ
(L)
k
,M, σ
(L+1)
power,v,
diag(L
(L+1)
v )
2π
,p(L+1),u
(L+1)
v ,b
(L+1)
v )
T
→ ψ(L+1)1,k m(L+1)
(10)
(11)
(12)
(13)
(14)
(15)
to be stochastic Lipschitz (A1) with constants S(l).
This means for two functions v(l) : Rp+v → R, f(l) : Rp → R, where one is a stochastic version
of the other (some parameters in the function f(l) are assumed to have a mean θ
(l)
m and variance θ
(l)
v ,
which results in the function v(l)), we assume the property that there exist S(l) ∈ R≥ s.t. for all
model parameters we have
‖f(l)(θ(l))− v(l)(θˇ(l),θ(l)m ,θ(l)v )‖2 ≤ (S(l))2‖θ(l),0)T − (θˇ(l),θ(l)m ,θ(l)v )T ‖2,
‖(θ(l),0)T − (θˇ(l),θ(l)m ,θv)T ‖2 6= 0, ∀(θ(l),0)T , (θˇ(l),θ(l)m ,θ(l)v )T .
where we expand the input-space of f(l) naturally with zeros, where we have variance parameters
and where
θ
(1)
m =


m(1)
α(1)
µ
(1)
k
x¯k

, θ(l)m =


m(l)
α(l)
µ
(l)
k
µ
(l−1)
k

, θ(L+1)m =

m
(L+1)
α(L+1)
µ
(L)
k

,
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θ
(1)
v =
(
β(1)
λ
(1)
k
)
, θ
(l)
v =

 β
(l)
λ
(l)
k
λ
(l−1)
k

, θ(L+1)v =
(
β(L+1)
λ
(L)
k
)
, for l = 2 . . . , L
θˇ
(l)
v =


M
(σ
(l)
power)v
diag(L
(l)
v )
2π
p
(l)
v
u
(l)
v
b
(l)
v


, θˇ
(l)
f =


M
(σ
(l)
power)f
diag(L
(l)
f
)
2π
p
(l)
f
u
(l)
f
b
(l)
f


, θˆ(l) =

a
(l)
z(l)
x
(l)
k

, for l = 1 . . . , L+ 1,
In θ
(1)
m , θˆ
(1) the x¯k and in θˇ
(l)
v , θˇ
(l)
f andM argument cancels, so we are independent of this argument
on the right hand side.
For the case when we choose (θ
(l)
m , θˇ
(l)
v ) = (θˆ
(l), θˇ
(l)
f ) only the variance parameters are naturally
involved. If additionally θ
(1)
v = 0, v(l), f(l) coincide.
We further assume the functions to be bounded with ±S(l)
δ(l)
, which directly follows from the (A1)
condition and additionally with δ(l) ∈ R and
‖(θ(l),0)− (θˇ(l), θ(l)m , θ(l)v )‖2 ≤ (δ(l))2, (16)
by making an estimation up- and downwards.
We go on showing the quadratic-form-Gaussian loss property for the case L1(λ).
Therefore we assume E
θˆ∼PREV
y∼PK
= E
y∼PK
θˆ∼PREV
, Fubinis Theorem (A2). We can also fill in assumption (A4)
for the samples y′ and h(l), then we come to
ϑV(λ) = Ψℓ(λ, 1)
= log

 E
y′∼PK
θˆ∼PREV
[
exp
(
λ
(∑L+1
l=1
(m
(l)
∗ )T (Ψ
(l)
2,∗ − (Ψ(l)1,∗)TΨ(l)1,∗)m(l)∗
2(σ
(l)
noise)
2
+tr
(
Ψ
(l)
2,∗s
(l)
∗
2(σ
(l)
noise)
2
)
+
K(σ
(l)
noise∗)
2
2(σ
(l)
noise)
2
+
(Ψ
(l)
∗ m
(l)
∗ − Φ(l)a(l))T (Ψ(l)∗ m(l)∗ − Φ(l)a(l))
2(σ
(l)
noise)
2
−
(
Ψ
(L+1)
∗ m
(L+1)
∗ + ǫ
y
∗ − Φ(L+1)a(L+1)
)T
2(σ
(L+1)
noise )
2
(
Ψ
(L+1)
∗ m
(L+1)
∗ + ǫ
y
∗ − Φ(L+1)a(L+1)
)
2(σ
(L+1)
noise )
2
−
∑L
l=2
(
Ψ
(l)
∗ m
(l)
∗ + ǫh
(l)
∗ − Φ(l)a(l)
)T
2(σ
(l)
noise)
2
(
Ψ
(l)
∗ m
(l)
∗ + ǫh
(l)
∗ − Φ(l)a(l)
)
2(σ
(l)
noise)
2








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Calculating the binomials we arrive at
= log

 E
y′∼PK
θˆ∼PREV
[
exp
(
λ
(∑L+1
l=1
(m
(l)
∗ )T (Ψ
(l)
2,∗ − (Ψ(l)1,∗)TΨ(l)1,∗)m(l)∗
2(σ
(l)
noise)
2
+tr
(
Ψ
(l)
2,∗s
(l)
∗
2(σ
(l)
noise)
2
)
+
K(σ
(l)
noise∗)
2
2(σ
(l)
noise)
2
−
(ǫy∗ )2 + 2ǫ
y
∗
(
Ψ
(L+1)
∗ m
(L+1)
∗ − Φ(L+1)a(L+1)
)
2(σ
(L+1)
noise )
2
−
∑L+1
l=2
(ǫh
(l)
∗ )2 + 2ǫh
(l)
∗
(
Ψ
(l)
∗ m
(l)
∗ − Φ(l)a(l)
)
2(σ
(l)
noise)
2







 .
We write for DRGP-(V)SS, DRGP-Nystro¨m
1 T
K
Var
[
h(l)
]
= (m
(l)
∗ )T (Ψ
(l)
2,∗ − (Ψ(l)1,∗)TΨ(l)1,∗)m(l)∗ + tr
(
Ψ
(l)
2,∗s
(l)
∗
)
+ K(σ
(l)
noise∗)
2,
and for DRGP-SS, DRGP-Nystro¨m we have
Cov
[
h(l)
]
= Ψ
(l)
1,∗s
(l)
∗ (Ψ
(l)
1,∗)
T ∈ RK×K, k 6= kˆ, k, kˆ = 1, . . . ,K,
and for DRGP-VSS we have
Cov
[
h
(l)
k , h
(l)
k′
]
= (m
(l)
∗ )T (Ψ
(l)
k,kˆ,∗ − (ψ
(l)
1,∗,k)
Tψ
(l)
1,∗,kˆ)m
(l)
∗ + tr
(
Ψ
(l)
k,kˆ,∗s
(l)
∗
)
, k 6= kˆ, kˆ = 1, . . . ,K,
whereΨ
(l)
k,kˆ,∗ =
∑M
m=1(ψ)
m,(l)
k,kˆ,∗ , which is (ψ
(l)
1,∗,k)
Tψ
(l)
1,∗,kˆ−diag[(ψ
(l)
1,∗,k)
T ]+D whereD is a diagonal
matrix given by:
D = diag


(2π)Qσ2power
Q∏
q=1
(
l2q
λnq+λn′q
)
M
(e−
1
2
(µ¯nm−µ¯n′m)T ((2π)−2L2(λn+λn′ )−1)(µ¯nm−µ¯n′m)
cos(−pTm(µ¯nm − µ¯n′m)) + e−
1
2
(µ¯nm+µ¯n′m)
T ((2π)−2L2(λn+λn′ )
−1)(µ¯nm+µ¯n′m)
cos(−pTm(µ¯nm + µ¯n′m)))
]M
m=1
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Calculating now the moment-generating functions for ǫ
y
∗ , ǫh
(l)
∗ , see (Olkin, 1992, Section 3.2), we
come to
=
∑L+1
l=1
λ1 TKVar
[
h(l)
]
2(σ
(l)
noise)
2
− 1
2
log

|IK + 2λCov
[
h(l)
]
2(σ
(l)
noise)
2
|


+ log

 Eθ∼PREV

exp

12


(
Ψ
(l)
∗ m
(l)
∗ − Φ(l)a(l)
)T
λ
(σ
(l)
noise)
2
Cov
[
h(l)
]
T

IK + λCov
[
h(l)
]
(σ
(l)
noise)
2


−1
λ
(
Ψ
(l)
∗ m
(l)
∗ − Φ(l)a(l)
)
(σ
(l)
noise)
2





 ,
and moreover, we can rewrite
Cov
[
h(l)
]IK + λCov
[
h(l)
]
(σ
(l)
noise)
2


−1
=
(
Cov
[
h(l)
]−1
+
λIK
(σ
(l)
noise)
2
)−1
. (17)
and further, as the expression in the exponential is always positive, because of positive definiteness
of the matrix in Equation (17), e(.) is always greater than 1 and therefore log(.) is always non-
negative. We further see, that the matrix in Equation (17) is also real, symmetric and therefore
defines a scalar product. We therefore can apply the stochastic Lipschitz condition (A1) followed
by the condition on the input-space (overall a bound condition on the mean functions)
≤
∑L+1
l=1
λ1 T
K
Var
[
h(l)
]
2(σ
(l)
noise)
2
−
∑K
k=1
1
2
log

|IK + λCov
[
h(l)
]
(σ
(l)
noise)
2
|


+
1
2


[
S(l)
δ
λ
(σ
(l)
noise)
2
]K
k=1


T (
Cov
[
h(l)
])IK + λCov
[
h(l)
]
(σ
(l)
noise)
2


−1 [
S(l)
δ
λ
(σ
(l)
noise)
2
]K
k=1
,
which we denote with L(λ) and which proves the property of the loss function. Further one can
show, that this expression is always positive.
Assuming now i = 1, . . . , N iid observations of the random variableQ(I), denoted with li, defining
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EyN∗ =
(
ǫ
y1
∗ . . . ǫ
yN
∗
)T
, E(h(l))N∗ =
(
ǫh
(l),1
∗ . . . ǫh
(l),N
∗
)T
, then the expression for L(λ) becomes
Ψℓ(λ,N) = log

 E
D
′∼(PK)N
θˆ∼PREV
[
e
λ
N
∑N
i=1 li
]
= . . .
= log

 E
D
′∼(PK)N
θˆ∼PREV
[
exp
(
λ
N
(
N
∑L+1
l=1
(m
(l)
∗ )T (Ψ
(l)
2,∗ − (Ψ(l)1,∗)TΨ(l)1,∗)m(l)∗
2(σ
(l)
noise)
2
+tr
(
Ψ
(l)
2,∗s
(l)
∗
2(σ
(l)
noise)
2
)
+
K(σ
(l)
noise∗)
2
2(σ
(l)
noise)
2
−
tr(E(y)N∗ (E(y)
N
∗ )T ) + 2
(
Ψ
(L+1)
∗ m
(L+1)
∗ −Φ(L+1)a(L+1)
)
(E(y)N∗ )T 1N
2(σ
(L+1)
noise )
2
−
∑L
l=1
tr(E(h(l))N∗ (E(h
(l))N
∗ )T ) + 2
(
Ψ
(l)
∗ m
(l)
∗ − Φ(l)a(l)
)
(E(h(l))N∗ )T 1N
2(σ
(l)
noise)
2






Because of the independence assumption, this can now be calculated as before to
≤
∑L+1
l=1
λ1 TKVar
[
h(l)
]
2(σ
(l)
noise)
2
−N 1
2
log

|IK + 1
N
λCov
[
h(l)
]
(σ
(l)
noise)
2
|


+N
1
2


[
1
N
S(l)
δ
λ
(σ
(l)
noise)
2
]K
k=1


T (
Cov
[
h(l)
])

IK + 1
N
λCov
[
h(l)
]
(σ
(l)
noise)
2


−1 [
1
N
S(l)
δ
λ
(σ
(l)
noise)
2
]K
k=1
,
(18)
which we denote with L(λ).
Then with either λ = N or λ =
√
N we come to
Ψℓ(λ,N) = log

 E
D
′∼PK
θˆ∼PREV
[
e
λ
N
∑N
i=1 li
]
≤ . . .
λ=N
= L (N)
λ=
√
N
= L
(√
N
)
This is different to the derivation of Germain et al. (2017) (see also Annotation 3 in Sheth and Khardon
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(2017)). We have
L(√N)√
N
=
∑L+1
l=1
1 TKVar
[
h(l)
]
2(σ
(l)
noise)
2
−
√
N
2
log

|IK + Cov
[
h(l)
]
√
N(σ
(l)
noise)
2
|


+
1
2
√
N


[
S(l)
δ
1
(σ
(l)
noise)
2
]K
k=1


T (
Cov
[
h(l)
])

IK + Cov
[
h(l)
]
√
N(σ
(l)
noise)
2


−1 [
S(l)
δ
1
(σ
(l)
noise)
2
]K
k=1
,
L(N)
N
=
∑L+1
l=1
1 TKVar
[
h(l)
]
2(σ
(l)
noise)
2
− 1
2
log

|IK + Cov
[
h(l)
]
(σ
(l)
noise)
2
|


+
1
2


[
S(l)
δ
1
(σ
(l)
noise)
2
]K
k=1


T (
Cov
[
h(l)
])

IK + Cov
[
h(l)
]
(σ
(l)
noise)
2


−1 [
S(l)
δ
1
(σ
(l)
noise)
2
]K
k=1
.
Convergence is achieved in the case λ =
√
N . This can be seen, because we assumed bounded
covariance entries in (A3). Therefore, Equation (17) is well defined and exists. Therefore the last to
rows convergence to zero forN →∞. Regarding the first row, as our models always reproduce pos-
itive definite, real, symmetric matrices, 1 TKVar
[
h(l)
]
= tr(Cov
[
h(l)
]
) and sum(eig(Cov
[
h(l)
]
))
coincides. As
√
N log(1 + x√
N
) converges to x for N →∞, also the first row vanishes.
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Appendix D. Proof of Theorem 5.
Proof
The inequality in Theorem 4. can be rewritten with LℓnllPK(fθ¯) = argminθˆ∈θˆ
(
LℓnllPK(fθ)
)
(Bayes
risk constrained to our raw model with parameters restricted to the variational ones) to
E
θˆ∼Qλ
[
LℓnllPK(fθ)
]
− LℓnllPK(fθ¯) ≤ inf
QREV in GˆΘ
(
E
θˆ∼QREV
[
LℓnllPK(fθ)− L
ℓnll
PK
(fθ¯)
]
+
2
λ
(
KL(QREV||PREV) + log
(
1
τ
)
+Ψℓ(λ,N)
))
.
We show a bound on E
θˆ∼QREV
[
LℓnllPK(fθ¯)− L
ℓnll
PK
(fθ)
]
with assumption (A4) similar to the procedure in
Theorem 2. and 3., where we assume E
θˆ∼QREV
y∼PK
= E
y∼PK
θˆ∼QREV
, Fubinis Theorem (A2). Then we come to
E
θˆ∼QREV
[
LℓnllPK (fθ)− L
ℓnll
PK
(fθ¯)
]
= E
y∼PK
θˆ∼QREV
[ℓnll(fθ,y)− ℓnll(fθ¯,y)]
= E
y∼PK
θˆ∼QREV
[
−
(
log(p(y|θ(L+1),X(L+1))) +
∑L
l=1
log(p(h(l)|θ(l),X(l)))
)
+ log(p(y|θ(L+1), X¯(L+1))) +
∑L
l=1
log(p(h¯(l)|θ(l), X¯(l)))
]
= E
θˆ∼QREV
y∼PK

(y − Φ(L+1)a(L+1))T (y −Φ(L+1)a(L+1))
2(σ
(L+1)
noise )
2
+ K
log
(
2π(σ
(L+1)
noise )
2
)
2
+
∑L
l=1
(h(l) − Φ(l)a(l))T (h(l) − Φ(l)a(l))
2(σ
(l)
noise)
2
+ K
log
(
2π(σ
(l)
noise)
2
)
2
−(y − Φ¯
(L+1)a¯(L+1))T (y − Φ¯(L+1)a¯(L+1))
2(σ
(L+1)
noise )
2
− K
log
(
2π(σ
(L+1)
noise )
2
)
2
−
∑L
l=1
(h¯(l) − Φ¯(l)a¯(l))T (h¯(l) − Φ¯(l)a¯(l))
2(σ
(l)
noise)
2
+ K
log
(
2π(σ
(l)
noise)
2
)
2


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= E
y∼PK

−2yTΨ(L+1)1 m(L+1)
2(σ(L+1)noise )
2
+
tr
(
Ψ(L+1)2 (s
(L+1) +m(L+1)(m(L+1))T )
)
2(σ(L+1)noise )
2
+
∑L
l=1
1 TKλ
(l) + (µ(l))Tµ(l) − 2µ(l)Ψ(l)1 m(l)
2(σ
(l)
noise)
2
+
tr
(
Ψ
(l)
2 (s
(l) +m(l)(m(l))T )
)
2(σ
(l)
noise)
2
−−2y
T Φ¯(L+1)a¯(L+1) + (a¯(L+1))T (Φ¯(L+1))T Φ¯(L+1)a¯(L+1))
2(σ
(L+1)
noise )
2
−
∑L
l=1
(h¯(l))T h¯(l) − 2(h¯(l))T Φ¯(l)a¯(l))T + (a¯(l))T (Φ¯(l))T Φ¯(l)a¯(l))
2(σ
(l)
noise)
2
]
After setting h¯(l) = µ(l) and calculating the expectation we come to
=
−2(m(l)∗ )T (Ψ(l)1,∗)TΨ(L+1)1 m(L+1)
2(σ(L+1)noise )
2
+
tr
(
Ψ(L+1)2 (s
(L+1) +m(L+1)(m(L+1))T )
)
2(σ(L+1)noise )
2
+
∑L
l=1
1 TKλ
(l) − 2µ(l)Ψ(l)1 m(l)
2(σ
(l)
noise)
2
+
tr
(
Ψ
(l)
2 (s
(l) +m(l)(m(l))T )
)
2(σ
(l)
noise)
2
− −2(m
(l)
∗ )T (Ψ
(l)
1,∗)
T Φˆ(L+1)a¯(L+1))T + (a¯(L+1))T (Φˆ(L+1))T Φˆ(L+1)a¯(L+1))
2(σ
(L+1)
noise )
2
−
∑L
l=1
−2(µ(l))T Φˆ(l)a¯(l))T + (a¯(l))T (Φˆ(l))T Φˆ(l)a¯(l))
2(σ
(l)
noise)
2
,
where we can replace m(l) (respective *) throughout these calculations with (A(l))−1
(
Ψˆ
(l)
1
)T
µ(l)
for l = 1, . . . , L (respective (A(L+1))−1
(
Ψˆ
(L+1)
1
)T
Y) and s(l) with (σ
(l)
noise)
2(A(l))−1 for l =
1, . . . , L+ 1. Φˆ is again the matrix filled in with the optimal parameters where no prior assumption
exists.
Replacing µ(l) with Ψ
(l)
1 m
(l) and making further simplifications
=
−2(m(l)∗ )T (Ψ(l)1,∗)TΨ(L+1)1 m(L+1)
2(σ(L+1)noise )
2
+
tr
(
Ψ(L+1)2 (s
(L+1) +m(L+1)(m(L+1))T )
)
2(σ(L+1)noise )
2
− −2(m
(l)
∗ )T (Ψ
(l)
1,∗)
T Φ¯(L+1)a¯(L+1))T + (a¯(L+1))T (Φ¯(L+1))T Φ¯(L+1)a¯(L+1))
2(σ
(L+1)
noise )
2
+
∑L
l=1
1 TKλ
(l)
2(σ
(l)
noise)
2
+
1 TKVar
[
f
(l)
X(l),θ
]
2(σ
(l)
noise)
2
− (Ψ
(l)
1 m
(l) − Φˆ(l)a¯(l))T (Ψ(l)1 m(l) − Φˆ(l)a¯(l))
2(σ
(l)
noise∗)2
.
(D1) from the beginning also holds here.
Setting now ones again the variational parameters such that the mean is equal to the optimal values
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m
(l)
∗ ,α
(l)
∗ ,µ
(l)
∗ , s
(l)
∗ ,β
(l)
∗ ,λ
(l)
∗ , σ
(l)
noise∗, this expression becomes insightful in terms of the expressions
which are involved
=
∑L
l=1
1 TKλ
(l)
∗
2(σ
(l)
noise∗)2
+
∑L+1
l=1
1 TKVar
[
f
(l)
X(l),θ∗
]
2(σ
(l)
noise∗)2
− (Ψ
(l)
1,∗m
(l)
∗ − Φˆ(l)a¯(l))T (Ψ(l)1,∗m(l)∗ − Φˆ(l)a¯(l))
2(σ
(l)
noise∗)2
.
Setting now λ =
√
N and deleting the last expression, as it is always positive, we derive at
E
θˆ∼Qλ
[
LℓnllPK(fθ)
]
− LℓnllPK(fθ∗) ≤
∑L
l=1
1 TKλ
(l)
∗
2(σ
(l)
noise*)
2
+
∑L+1
l=1
1 TKVar
[
f
(l)
X(l),θ∗
]
2(σ
(l)
noise∗)2
+
2√
N
(
KL(Q∗||PREV) + log
(
1
τ
)
+ L(
√
N)
)
.
For λ =
√
N we have convergence to
∑L+1
l=1
1 T
K
(
λ
(l)
∗ +Var
[
f
(l)
X
(l),θ∗
])
2(σ
(l)
noise∗)
2
with λ
(L+1)
∗ = 0.
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Appendix E. Some minor proofs of the extensions
We have for the extension case
R =
KL(QREV||PREV)+log( 1
τ
)+log

 E
θˆ∼PPAC,D′∼(PK)N
[
e
λLℓ
P
K
(fθ)−L
ℓ
D′ (fθ)
]
λ
,
R
K
= Rλ′=λK =
KL(QREV||PREV)+log( 1
τ
)+log

 E
θˆ∼PPAC,D′∼(PK)N
[
e
λ′K−1Lℓ
P
K
(fθ)−L
ℓ
D′ (fθ)
]
λ′ .
Furthermore, Donsker-Varadhan’s change of measure states that, for and measurable function Φ :
F → R we have
E [Φ(fθ)] ≤ KL(QREV||PREV) + log
(
E
θˆ∼QREV
[
eΦ(fθ)
])
.
Thus, with Φ(fθ)
def
= λ
(
E
θˆ∼QREV
[
LℓnllPK(fθ)
]
− E
θˆ∼QREV
[
Lℓnll
D
(fθ)
])
, we obtain for all QPAC in GΘˆ:
λ
(
E
θˆ∼QREV
[
LℓnllPK(fθ)
]
− E
θˆ∼QREV
[
Lℓnll
D
(fθ)
])
= E
θˆ∼QREV
[
λ
(
LℓnllPK(fθ)− L
ℓnll
D
(fθ)
)]
≤ KL(QREV||PREV) + log
(
E
θˆ∼PPAC
[
e
λ(Lℓ
PK
(fθ)−LℓD′(fθ))
])
.
Now, we apply Markov’s inequality on the random variable ζPPAC(D
′) def= E
θˆ∼PPAC
[
e
λ(Lℓ
PK
(fθ)−LℓD′ (fθ))
]
and moreover define ζPPAC(D
′)K = E
θˆ∼PPAC
[
e
λ
K
(Lℓ
PK
(fθ)−LℓD′(fθ))
]
:
(PK)
N
(
ζPPAC(D
′) ≤ 1
τ
E
D
′∼(PK)N
[
ζPPAC(D
′)K
] ≤ 1
τ
L (λK−1))
≥ 1− τ
E
D
′∼(PK)N
[ζPPAC(D
′)]
L (λK−1)
≥ 1− τ L (λ)L (λK−1) ,
where L (λ) can be found in Appendix C, Equation (18).
This implies that with probability at least 1− τ L(λ)L(λK−1) :
E
θˆ∼QPAC
[
LℓPK(fθ)
]
− E
θˆ∼QPAC
[
LℓD(fθ)
]
≤ 1
λ
(
KL(QPAC||PPAC) + log
(
1
τ
)
+ E
D
′∼(PK)N
[
ζPPAC(D
′)K
])
,
This statement is new, but main parts are derived from (Germain et al., 2017, Appendix A.2). The
extension follows for fθ = fk,θ
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