Let Ω be a bounded open interval, and let p > 1 and
Introduction
For a < b, let Ω := (a, b), and let p > 1 and q ∈ (0, p − 1). Let m ∈ L p ′ (Ω) and 0 ≤ c ∈ L ∞ (Ω). Our aim in this paper is to study the existence of solutions for problems of the form
on ∂Ω.
(1.1)
For applications we refer to [4] and the references therein. When c ≡ 0 and 0 ≡ m ≥ 0 it is known that (1.1) admits a solution, see e.g. [5] , Theorem 5.1, or [2] and its references for the case p = 2. On the other hand, allowing m to change sign and under the assumption that m (x) ≥ m 0 > 0 in some Ω ′ ⊂ Ω, it can be proved that the problem
possesses a nontrivial nonnegative solution (see Theorem 5.1 in [5] , or [1] , Section 5). We note however that in general a (nontrivial) nonnegative solution of (1.2) need not be strictly positive in Ω (in contrast to the superlinear case), and that in fact the matter of existence of strictly positive solutions for these types of problems is quite intriguing. Recently, several non-comparable sufficient conditions for the existence of strictly positive solutions for (1.2) were exhibited in [9] under some evenness assumptions on m in the case p = 2, and an extension of some of these results for a (linear) strongly uniformly second order elliptic operator was given in a paper "Strictly positive solutions for one-dimensional nonlinear elliptic problems", which has been submitted for publication by the current authors. We refer to it later as [KM] .
Let us mention that a natural way to attack these kind of problems is the well known sub and supersolution method. Moreover, it is quite simple to provide arbitrarily large supersolutions (see Remark 2.1 below). In order to construct the strictly positive subsolutions we shall adapt and extend the approach developed in [9] and [KM] . Roughly speaking, we shall divide Ω in parts, construct "subsolutions" en each of them and then find conditions on m, c, p and q that guarantee that they can be joined accordingly to obtain the desired subsolution. Certain conditions are presented in Theorem 3.1, and assuming that m − is essentially bounded further non-comparable conditions are proved in Theorem 3.3 and Corollary 3.5.
Let us finally point out that although for the sake of simplicity we assume that c ≥ 0, similar results can be obtained under some additional assumptions if c changes sign in Ω (see Remark 3.6).
Preliminaries
It is well known that for g ∈ L 1 (Ω), the problem − |u
absolutely continuous and that the equation holds in the pointwise sense (e.g. [10] , [11] ). On the other side, it is also well known that if g ∈ L p ′ (Ω) (where as usual p ′ is given by 1/p + 1/p ′ = 1) and 0 ≤ c ∈ L ∞ (Ω), the problem
has a unique weak solution v ∈ W 1,p 0 (Ω), i.e., satisfying
(see e.g. [7] ). Furthermore, employing the comparison principles in for instance [8] , Chapter 6, and recalling the above paragraph, it is easy to check that v ∈ C 1 Ω , |v ′ | p−2 v ′ is absolutely continuous and that (2.1) holds a.e. x ∈ Ω. We say that 0
2) and v = 0 on ∂Ω; and 0 ≤ w ∈ W 
The next remark summarizes some necessary facts about principal eigenvalues for problems with weight involving the p-Laplacian operator.
Moreover, λ 1 (m, Ω) is unique and simple (see e.g. [3] and the references therein).
Main results
In order to avoid overloading the notation, for y ≥ a, z ≤ b and ε ≥ 0 we set
If ε = 0 we simply write M − a (y) and
then there exists a solution of (1.1).
(
and
Proof. Without loss of generality we assume that a < x 0 < x 1 < b (in fact, it shall be clear from the proof how to proceed if either x 0 = a or x 1 = b). Taking into account Remark 2.1 it suffices to construct a strictly positive (in Ω) weak subsolution u for (1.1). Moreover, it is clear that it is enough to provide such subsolution for (1.1) with τ m in place of m, for some τ > 0.
Let us prove (i). In view of (3.2) we may choose ε > 0 small enough and fix τ such that
. 
(3.8)
We have that u 1 (a) = 0 and that u 1 is strictly increasing. Also, from the first inequality in (3.6) it follows that u 1 ∞ ≤ 1. Let l := (k − 1) (p − 1). Since q > p − 2 it holds that l > 0. Furthermore,
and by (3.3) we also obtain that k p−1 l ≥ γ p c ∞ . On the other hand, since M − a,ε is strictly increasing we derive that (x − a) M − a,ε (x) ≥ x a M − a,ε (y) dy for all x. Taking into account the aforementioned facts, (3.8) and that p ≥ 2 and x 1 − a ≤ γ, some computations show that
in (a, x 1 ) .
In a similar way, if for
with k and σ given by (3.8), then u 3 (b) = 0, u 3 is strictly decreasing, u 3 ∞ ≤ 1 and
in (x 0 , b) .
On the other side, let u 2 > 0 with u 2 L ∞ (I) = 1 be the positive principal eigenfunction associated to the weight m in I, that is satisfying (2.3) with I in place of Ω. Recalling that m ≥ 0 in I and that q < p − 1, from the second inequality in (3.6) we get
Since u 1 (a) = u 3 (b) = u 2 (x 0 ) = u 2 (x 1 ) = 0 and u 1 ∞ , u 3 ∞ ≤ 1 = u 2 ∞ , arguing as in the proof of Theorem 3.1 (i) in [KM] we can find x 0 , x 1 ∈ Ω with x 0 < x 1 and such that
We now define a function u by u :
. Taking into account (3.10), a simple integration by parts yields that u is a weak subsolution for (1.1) with τ m in place of m, and as we said at the beginning of the proof this proves (i). Let us prove (ii). We first pick ε > 0 sufficiently small and take τ such that
Since u 3 can be defined analogously and, taking into account the definition of M ε and the second inequality in (3.11) and (3.12), u 2 can be chosen as above (i.e. as the normalized positive principal eigenfunction with respect to the weight m in I), reasoning as in (i) the theorem follows. For p > 1 and q ∈ (0, p − 1) we set
We point out that for any p > 1, lim q→p−1 − C p,q = ∞. We shall now assume that m − ∈ L ∞ (Ω). In the following theorem we suppose that c ≡ 0, the case c ≡ 0 is considered in Corollary 3.5 below.
Let γ and C p,q be given by (3.1) and (3.13) respectively.
Proof. The proof follows the lines of the proof of Theorem 3.3 and hence we omit the details. We only indicate briefly how to construct u 1 in both (i) and (ii). Suppose first (3.14) holds. Let τ be such that
and for x ∈ [a,
It is easy to check that C
Moreover, f (a) = 0, f is increasing (in particular, employing (3.16) and the fact that x 1 − a ≤ γ we see that f ∞ ≤ 1) and f ′′ ≥ 0 in (a, x 1 ). Let us now choose
Taking into account the above mentioned facts and that p ≥ 2 we find that in (a,
Suppose now (3.15) holds. In this case we take τ and f such that
f (x) := σ e λ(x−a) − 1 , where
Let k and l be given by (3.17), and let u 1 := f k . Reasoning as in (3.18) yields
Remark 3.4.
A quick look of the proof of the above theorem shows that (ii) holds for any p > 1. We observe however that one can verify that the inequality (3.14) is better than (3.15). then there exists a solution of (1.1).
Proof. It is enough to note that the left side of either (3.14) or (3.15) tend to the left side of (3.19) when c ∞ goes to zero. Remark 3.6. Let us suppose that c changes sign in Ω. An inspection of the proofs of the theorems shows that one can still argue in the same way as before replacing c by c + in order to construct the functions u 1 and u 3 . Furthermore, if the positive principal eigenvalue λ 1 (m, I) exists (for necessary and sufficient conditions on this question, see [3] , Section 2) and if the problem (2.1) with m + in place of g admits a nonnegative solution, then all the analogous results to the case c ≥ 0 can be proven allowing c to change sign in Ω.
