We have used spectra of 181 projected quasar pairs at separation ≤ 1.5 arcmin from the Sloan Digital Sky-Survey Data Release 12 in the redshift range of 2.5 to 3.5 to probe the proximity regions of the foreground quasars. We study the proximity effect both in the longitudinal as well as in the transverse directions, by carrying out a statistical comparison of the Lyα absorption lines originating from the vicinity of quasars to those originating from the general inter-galactic medium (IGM). This was done using a control sample of IGM, matched in absorption redshift and signal-to-noise ratio to that of our sample probing the proximity region. In our analysis, we found that the ratio of the observed median optical depths of the proximity region ( τ prox ) and the IGM ( τ IGM ) around the quasar within r < 3 Mpc differs in the longitudinal and the transverse directions, having values ∼0.84 and ∼1.14 which deviates from unity at 2.13σ and 2.30σ level respectively. However, after taking into account the corrections due to excess ionization from the quasars, validated for spectra at SDSS resolution using detailed simulations, we found that the corrected τ prox / τ IGM steeply increase towards the quasar both in the longitudinal and the transverse directions. The average value of the corrected τ prox / τ IGM are 1.53 and 1.76 (within r < 3 Mpc) deviating from unity at 3.84σ and 9.26σ significance respectively. The difference of the corrected τ prox / τ IGM values (within r < 3 Mpc) among these two directions is found to be significant at 2.11σ level, being higher in the transverse direction. We discuss the possible scenarios that can explain this observed difference.
INTRODUCTION
The redshifted H i Lyα absorption lines seen in the spectra of distant quasars (commonly known as Lyα forest), are powerful probes of the physical conditions in the inter-galactic medium (IGM, Gunn & Peterson 1965; Sargent 1980; Rauch 1998; Davé et al. 2010; Pieri et al. 2010 ) and the parameters of the background cosmology (Cocke & Tifft 1989; Weinberg et al. 1997; Croft et al. 1998; Seljak et al. 2003; Tytler et al. 2004; Fechner & Reimers 2007; Busca et al. 2013; Delubac et al. 2015) . It is believed that most of the Lyα lines with column density, N HI ≤ 10 14 cm −2 , originates from quasi-linear density fluctuations in which the hydrogen gas is in ionization equilibrium with the meta-galactic UV background (UVB) radiation produced by star-forming galaxies and quasars (Bergeron & Ikeuchi 1990; Madau & Pozzetti 2000; Meiksin & White 2003; Bolton et al. 2006; Hopwood et al. 2010; Haardt & Madau 2012; Khaire & Srianand 2015a,b) . As non-linear effects are not important, properties of the gas responsible for the Lyα forest can be well described using few basic ingredients such as quasi-linear theory for the growth of baryonic structure, ionization equilibrium with UVB radiation field, and the effective equation of state of the gas (Bi 1993; Muecket et al. 1996; Bi & Davidsen 1997; Hui et al. 1997a; Weinberg et al. 1999; Schaye 2001a,b; Rollinde et al. 2001; Viel et al. 2002; Kim et al. 2002; Lehner et al. 2007 ). This basic idea is also confirmed by many hydrodynamical sim-ulations (Cen et al. 1994; Hernquist et al. 1996; Wadsley & Bond 1997; Zhang et al. 1997; Theuns et al. 1998; Machacek et al. 2000; Efstathiou et al. 2000; Choudhury et al. 2001a,b; Regan et al. 2007; White et al. 2010; Ozbek et al. 2016; Sorini et al. 2016; Bolton et al. 2017) . Under the photoionization equilibrium, the optical depth (τ ) of the Lyα absorption in the IGM is related to the overdensity of the gas, ∆ ≡ ρ/ ρ where, ρ being the mean IGM density, (e.g., see Rollinde et al. 2005 , and references therein) as, τ ∝ ∆ 2 [T (∆)] −0.7 /Γ 12 ∝ ∆ 2−0.7(γ−1) /Γ 12 . (1) Here, Γ 12 is the hydrogen photo-ionization rate in units of 10 −12 s −1 , T (∆) is the temperature of the gas, following the temperature-density relation as T = T 0 ∆ γ−1 with an exponent γ and an overdensity ∆. Therefore, the Lyα forest has been extensively used to derive many cosmological properties such as matter power spectrum, baryon density in the universe, temperature and ambient radiation field (Hui & Rutledge 1999; Nusser & Haehnelt 1999; Pichon et al. 2001; Croft et al. 2002; McDonald et al. 2001; Borde et al. 2014; Gaikwad et al. 2017 ) by comparing properties of simulated and observed data.
Observationally, an independent way of estimating H i photoionization rate (Γ 12 , in units of 10 −12 s −1 ) is by the analysis of the Lyα absorption sufficiently close to the quasar. In this case, the UV-field is dominated by the quasar's radiation which leads to a deficit of Lyα absorption lines. As a result, contrary to the expectation that the amount of Lyα absorption should be an increasing function of redshift, a reversal of trend is seen for absorption redshifts close to the emission redshift of the quasar. This effect is commonly known as inverse or the proximity effect (e.g., Carswell et al. 1982; Murdoch et al. 1986; Tytler 1987; Bajtlik et al. 1988; Kulkarni & Fall 1993; Bechtold 1994; Srianand & Khare 1996; Cooke et al. 1997; Liske & Williger 2001; Worseck & Wisotzki 2006; Faucher-Giguère et al. 2008a; Wild et al. 2008; Prochaska et al. 2013; Khrykin et al. 2016 ). The strength of this effect depends on the ratio of the ionization rates from the quasar and the UVB radiation. Hence, based on the extent of the proximity region along with the fact that the H i photoionization rate due to quasar radiation can be determined directly from its observed luminosity, one can infer the value of Γ 12 of the UVB. This method of using the line of sight proximity effect (i.e., longitudinal proximity effect) was pioneered by Bajtlik et al. (1988) . Subsequent studies have yielded a wide variety of Γ 12 estimates varying from 1.5 to 9 at z = 3 (Lu et al. 1991; Kulkarni & Fall 1993; Cristiani et al. 1995; Giallongo et al. 1996; Cooke et al. 1997; Scott et al. 2000; Liske & Williger 2001; Dall'Aglio et al. 2008; Calverley et al. 2011; Partl et al. 2011; Syphers & Shull 2013) . Most of the previous measurements of Γ 12 using the proximity effect have assumed that the distribution of absorbing gas close to the quasar is same as that in the general IGM. This assumption may not be valid in a scenario where galaxies as well as IGM tends to cluster around the quasars (Srianand & Khare 1996; Bahcall et al. 1969; Hartwick & Schade 1990; Bahcall & Chokshi 1991; Fisher et al. 1996; Fukugita et al. 2004; Croom et al. 2005; Rollinde et al. 2005; Adams et al. 2015; Eftekharzadeh et al. 2017) . As a result, such previous measurements might have underestimated the magnitude of the proximity effect, or equivalently, overestimated the Γ 12 (see also, Loeb & Eisenstein 1995) .
According to the hierarchical models of the galaxy formation, the super-massive black holes that are thought to power quasars reside in massive halos Wyithe & Padmanabhan 2006; Shen et al. 2007; Kim & Croft 2008; White et al. 2012; Font-Ribera et al. 2013; Rodríguez-Torres et al. 2017) , which are strongly biased towards high-density regions, especially at the higher redshifts. Therefore, it is expected that the gas in the neighbourhood of the quasars must have a higher density than its average value in the general IGM at the same epoch (i.e., at same redshift). While most of such studies using Lyα forest were done in the longitudinal direction, environment of a quasar can also be probed in the transverse direction using quasar pairs, commonly known as transverse proximity effect (Adelberger 2004; Schirber et al. 2004; Rollinde et al. 2005; Worseck et al. 2007; Gonçalves et al. 2008; Gallerani 2011; Schmidt et al. 2018) . The main principle here is to use Lyα absorption lines detected along the sight-line of background quasar, near the redshift of the foreground quasar, to probe the ionization effect due to a foreground quasar in its transverse direction. The absorption seen in the spectrum of the background quasar at the redshift of the foreground quasar will be influenced by the excess radiation and overdense environment in which the foreground quasar resides (e.g., see Hennawi et al. 2006; Hennawi & Prochaska 2007; Prochaska & Hennawi 2009; Prochaska et al. 2014; Lau et al. 2016 Lau et al. , 2018 . Many recent studies have also found a significantly more absorption close to the quasars than expected in IGM and concluded that the quasars reside in regions having gas density greater than the typical gas density of the IGM (Croft 2004; Schirber et al. 2004; Rollinde et al. 2005; Guimarães et al. 2007; Kirkman & Tytler 2008; Finley et al. 2014; Adams et al. 2015) . Recently, Prochaska et al. (2013) used a sample of 650 projected quasar pairs to study the transverse proximity effect of luminous quasars (at z ∼2) at proper separations ranging from 30 kpc to 1 Mpc. Based on anisotropic absorption (also see, Prochaska et al. 2014; Lau et al. 2016 Lau et al. , 2018 found in their analysis around quasars they concluded that the gas in the transverse direction is likely to be less illuminated by ionizing radiation compared to that along the quasar's line-of-sight (see also, Bowen et al. 2006; Farina et al. 2013) .
Another aspect one has to consider while studying the transverse proximity effect could be the effect of a finite lifetime or perhaps an episodic quasar phase. Here, the extra light travel time in the perpendicular direction between the two quasar sightlines (i.e., R ⊥ /c) may lead to a situation where the effect of excess radiation might not be apparent along the background quasar sightline in the perpendicular direction from the foreground quasar when we see it in its initial stages of active phase. Given the important implications of such studies, it is imperative to use a sample of projected quasar pairs (henceforth quasar pairs) at smaller angular separation (< 1.5 arcmin), to probe the quasars environment even at kpc scales, where both the ionization effect as well as the overdensity effect might be appreciable. However, to lift the degeneracy due to the ionization and/or the overdensity on the observed optical depth, the measurement of UVB radiation using an independent method will be needed. For this purpose, we use the recent estimate of UVB radiation based on the updated comoving specific galaxy and quasar emissivity at different frequencies (from UV to FIR) and redshifts (Khaire & Srianand 2015a . Particularly, it will help to infer any difference in the optical depth between the longitudinal and transverse direction, to confirm or refute the validity of the assumed isotropic quasar emission. On the other hand, the advent of large quasar surveys such as Sloan Digital Sky-Survey Data Release 12 (SDSS DR12, e.g., see Pâris et al. 2017) has enabled us to gather a large sample of quasar pairs with a small separation of less than 1.5-arcmin. As a result, it is now possible to utilize low/moderate resolution spectra of this large set of quasar pairs to probe the quasar environment and/or anisotropic emission from the quasars. In particular, it is now possible to carry out analysis using a control sample of Lyα absorption at the same epoch having a similar signal to noise spectrum, which forms the main motivation of this work.
The paper is organized as follows. In Sect. 2 we describe our sample and selection criteria used to make the sample for the study of both longitudinal and transverse proximity effect along with details of our control sample. In Sect. 3 we present pixel optical depth analysis along with detailed discussions of the validation of appropriate ionization corrections on the pixel optical depth from low/moderate resolution SDSS spectra using simulated spectra. Finally, the results and discussion are presented in Sect. 4. Throughout, we have used a cosmology with Ω m = 0.286, Ω λ = 0.714, and H o = 69.6 km s −1 Mpc −1 (Bennett et al. 2014 ).
DATA AND CONTROL SAMPLE

Data sample
We have used SDSS DR12 quasar spectroscopic database compiled by Pâris et al. (2017) . This compilation contains a total of 297,301 spectroscopically confirmed quasars having spectra covering the observed wavelength range of 3650-10400Å. Using this catalog we have constructed our sample of quasar pairs by imposing the following selection criteria:
1. Consider only quasars with emission redshift z > 2.57 to ensure that the wavelength range of Lyα absorption is well covered by the SDSS spectrum. This condition is satisfied by 83,661 quasars.
2. From the above 83,661 quasars, we have selected quasar pairs having angular separation θ < 1.5 arcmin. This allows us to probe properties of quasar environment over length scales of few 100 kpc. We identify 1,344 pairs satisfying this condition.
3. Difference between the emission redshift of the background (i.e., z b ) and the foreground (i.e., z f ) quasar should be less than 0.5. This is to ensure that the Lyα emission from the foreground quasar occurs in between the wavelength range of the Lyβ and Lyα emission of the background quasar. Only 380 pairs out of the 1,344 aforementioned pairs satisfy this condition.
In addition, we have also removed those quasars which show broad absorption line (BAL) features. The presence of broad absorption close to the broad emission lines could lead to large uncertainty in the estimation of the unabsorbed continuum flux and emission redshift. From this list of 380 pairs, we have removed 68 pairs due to the presence of BAL feature in the background quasar and 42 pairs having BAL feature in their foreground quasar, based on the BAL flag in SDSS DR12 catalog. Furthermore, we also carried out a visual inspection of the remaining 270 pairs. This has lead us to the removal of additional 5 pairs (found in 1 background and in 4 foreground quasars) that were not identified as BALs in the SDSS catalog.
Similarly, the sightlines with very high H i column density absorption systems such as damped Lyα absorption system (DLAs), sub-DLAs and Lyman-limit systems (LLS) in the proximity region are excluded from the analysis. For this purpose, we have used the recent catalog of DLAs/sub-DLAs by Noterdaeme et al. (2009 Noterdaeme et al. ( , 2012 to exclude the sightlines in which DLAs/sub-DLAs are found within 15 Mpc of the foreground quasar. This has resulted in the removal of 10 pairs due to the presence of DLA/sub-DLA in background sightlines (within 15 Mpc of the foreground quasar). Two more quasar pairs were removed because of LLS falling in the transverse proximity region based on our visual inspection.
Associated absorbers, if any, present within 15 Mpc radial distance from the foreground quasar can give rise to an enhanced absorption, perhaps due to a possible outflow associated with them. We found such features in 1 background and 15 foreground sightlines. These 16 pairs were removed from the sample and hence left us with 237 pairs in our sample.
Estimation of accurate redshift for quasars is important for the analysis of proximity effect. In this context, Hewett & Wild (2010, hereafter, HW10) pointed out that the publicly available redshifts of SDSS DR7 quasars do possess systematic biases of ∆z/(1+z) ≥ 0.002 i.e., ≥ 600 km s −1 (blueward) which they have improved by a factor of ∼20. The redshift measurement for quasars in our sample is based on improved SDSS DR12 pipeline using a linear combination of 4 eigen spectra (e.g., Bolton et al. 2012) . To check the relative agreement between the redshift estimation based on SDSS DR12 pipeline with that obtained using HW10 algorithm (using C iii] emission line), we have used 21 quasars from our sample for which HW10 redshift measurements were also available. We found that the redshift measurements based on the algorithm used in SDSS DR12 and HW10 are consistent within 1 σ uncertainty of ∼30 km s −1 which is similar to the typical statistical redshift error quoted for quasars in the catalog of SDSS DR12. Nonetheless, we implement the HW10 algorithm on our whole sample. The resulting redshift correction is added to the original SDSS DR12 redshift leading to an improved redshift with negligible increase in their original statistical error, estimated by SDSS DR12 pipeline. Recently, Shen et al. (2016) have used Ca ii as the most reliable line for systemic redshift measurements and pointed out that the typical intrinsic and systematic uncertainty in the redshift measurement based on C iii] line is about 233 km s −1 and 229 km s −1 respectively. We have added both these uncertainties in quadrature with the statistical error (∼30 km s −1 provided by SDSS pipeline) for each quasar. This results in a total redshift error estimate of ∼330 km s −1 which are listed in Table 1 for each quasar in our pairs sample.
In addition, we also checked visually the predicted emission line centroid for our entire quasar pairs sample, based on the redshift obtained using the above mentioned procedures, for any visual abnormality (due to some possible poor characterization of the centroids). Here, we have been more stringent for any abnormality in the redshift estimation of the foreground quasars as compared to the background quasars, since our analysis will be more sensitive to any uncertainty in the former redshift. This has resulted in the removal of 29 pairs (3 background and 26 foreground sightlines). Furthermore, one background quasar is also found to show almost negligible continuum flux on either side of its strong nebular emission lines. This pair was also excluded as the Lyα absorption cannot be probed in the transverse direction. All these criteria reduce the size of our sample to 207 pairs.
Finally, we demand that the velocity difference between the redshifts of the foreground and background quasars in a pair to be greater than 2000 km s −1 . This is required to distinguish the physically unassociated projected quasar pairs from the physically associated pairs. This leads to the removal of an additional 26 pairs. This resulted in our final sample of 181 pairs from SDSS DR12 Table 1 ) versus z b . Middle: Same as left but for the foreground quasars. Right: Lν 912 of the foreground quasars versus the perpendicular distance between the foreground and the background quasars at z f . The blue squares are the quasars found common with the sample of Prochaska et al. (2013) . 
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Background quasar for the analysis of transverse proximity effect. From the above 181 quasar pairs, the spectra of the foreground quasars of each pair are used for the longitudinal proximity effect study. This has an additional advantage that we are probing the environment of the same set of quasars (i.e., 181 foreground quasars, see also Kirkman & Tytler 2008; Lu & Yu 2011) for our analysis of transverse proximity effect (henceforth, TPE) as well as for the longitudinal proximity effect (henceforth, LPE). Our sample has perpendicular distance (r ⊥ ) in the range of 25 to 700 kpc with a median value of ∼566 kpc over the redshift range of 2.5≤ z ≤3.5. Here, r ⊥ is the shortest distance in the plane of the sky from the background sightline to the foreground quasar (at z f ), which is computed as,
where D A (z f ) is the angular diameter distance of the foreground quasar from earth and θ (in radians) is the observed angular separation between the background and the foreground quasar sightlines (Hogg 1999) . For the analysis of TPE the proper radial distance (r) between the foreground quasar at z f and the absorbing cloud in background sightline pixel at z b a , is computed as
Here r is computed as
where ∆z = z f − z b a is the redshift difference between the foreground quasar and absorber along the background quasar sightline and H(z f ) = H 0 Ω m (1 + z f ) 3 + Ω λ is the Hubble constant at z f (Kirkman & Tytler 2008) . For the distances used in the analysis of LPE, the proper distance between the foreground quasar at z f and the absorbing cloud pixel at z f a , is just the r by using Eq. 4 (using z f a instead of z b a ). Finally, the Lyman continuum luminosity of the quasar at 912Å (L ν912 ) is estimated by extrapolating the measured rest frame UV luminosities using a broken power law, with
with α = 0.44 and α uv = 1.57 (Khaire & Srianand 2015b , and references therein). Some of the properties of 181 quasar pairs in our sample are plotted in Fig. 1 . In the left panel, we show a plot of the L ν912 of the background quasars versus z b . The same plot for the foreground quasars is shown in the middle panel. In the right panel, we plot the L ν912 of the foreground quasars versus r ⊥ . The figure also displays quasar pairs in our sample which are found to be common with that of Prochaska et al. (2013) . The specific luminosity at 912Å of their whole sample ranges from 10 29.5 to 10 31.2 erg s −1 Hz −1 and r ⊥ ranges from 30 kpc to 1 Mpc. The details of the 181 quasar pairs used in our analysis are listed in Table 1 . For the TPE analysis, we considered all the Lyα forest pixels along the sightline of background quasars corresponding to a proper radial distance (using Eq. 3) smaller than 15 Mpc from the foreground quasar (the distance beyond which proximity effect can be safely ignored, e.g., Sect. 3.1). At the same time, we also demand that these regions are at radial distances r > 10 Mpc from background quasars. This ensures that the region under consideration is not influenced by the ionizing radiation from the background quasar. For the analysis of LPE, the proximity region considered is just the Lyα forest within r (z f , z f a ) < 15 Mpc along the line of sight to the foreground quasars and not influenced by the background quasar proximity. For carrying out the statistical analysis of the Lyα absorption, we use pixel optical depth, τ (λ i ), statistics (e.g., Rollinde et al. 2005 
is the effective optical depth integrated over the pixel width (69 km s −1 for SDSS spectra) of the observed spectrum. Here, F (λ i ) and F c (λ i ) are the observed flux and the unabsorbed continuum flux respectively at the i th pixel having wavelength λ i . In this method, the proximity effect analysis is carried out by performing a statistical comparison of a probability distribution of pixel optical depth obtained from the proximity region with that originating from the general IGM. However, while combining the optical depths of Lyα absorption from different redshifts it is important to account for the strong redshift evolution effect of the optical depth.
One possibility is to scale the optical depth measured at various redshifts to their expected value at some fixed reference redshift (e.g., see Rollinde et al. 2005; Dall'Aglio et al. 2008; Kirkman & Tytler 2008; Faucher-Giguère et al. 2008b ). However, given the fact that observed optical depth distribution has a lower and upper limits based on the noise in the continuum and the core of the saturated absorption lines, such scaling may artificially introduce the pixel optical depth values beyond these observational limits. This may bias the statistics by creating an artificial difference between the pixel optical depth distributions measured for the IGM and the proximity region. This issue is particularly important for our sample as it is based on the SDSS spectra which have a low/moderate resolution (R ∼ 2000) and low SNR (< 20) where the observed line profiles can easily hide saturated absorption lines.
An alternative approach to the redshift scaling is to use a control sample of Lyα absorption from the IGM. A control sample spectra matching closely in the redshift and in the continuum SNR with that of the spectra of quasars in our pair sample can be used for studying the proximity effect. We adopt this approach in our analysis. For constructing such a control sample, we made use of the non-BAL quasar catalog from SDSS (after excluding the members of our pairs sample) and refer to this as IGM parent sample. For the TPE analysis, the control sample was generated from the above IGM parent sample, such that their SNR in the line free region of 1320-1330Å (in the quasar's rest frame) matches with that measured over the corresponding wavelength range of background sightline of quasar pairs within ±5. The closest ∼50 matches (not having DLA within the wavelength region of interest) along with an exact match of absorption redshift coverage was selected as a control sample for a given transverse proximity region. In the LPE analysis, due to the presence of strong Lyα emission line, the SNR in the spectral region used for longitudinal proximity analysis is typically 5 more than that of its line free region (i.e., 1320-1330Å). Therefore, we selected the control sample from the IGM parent sample with SNR in the line free region typically 5 more than that of the line free region of quasars used for longitudinal proximity analysis. This ensures that the SNR of the spectral region used for the longitudinal proximity analysis is statistically similar with the control sample (with their difference being a Gaussian distribution around zero). With these matching criteria, we could assemble 50 control sample sightlines for each foreground quasar used in LPE analysis (in few cases we ended up with less than 50 because of the scarcity of high SNR SDSS spectra). Using this proce- dure we have ensured the exact redshift matching along with a good matching of the continuum SNR between the spectral range used for the proximity analysis and the corresponding spectral range in the control sample (e.g., see Fig. 2 ). In the inset of the Fig. 2 , we have shown the SNR difference between the proximity sightlines and control sample sightlines over the wavelength range used in our analysis, which is nearly a Gaussian distribution centered around zero. In addition, quasars in both the comparison samples in our analysis, viz. pairs sample and the corresponding control sample, were observed in SDSS using the same spectral setting, as a result, any effect of spectral resolution will also be similar for both of them.
ANALYSIS
3.1. The statistics of transmitted flux and pixel optical depth The normalized transmitted flux [F t (λ i )] of a quasar spectrum at i th pixel having wavelength λ i is given by,
is the unabsorbed continuum flux fitted to the observed flux F (λ i ) and τ (λ i ) is the pixel optical depth. During our visual inspection, we noticed that the continuum fit given by SDSS DR12 pipeline systematically underestimates the continuum flux especially in the Lyα forest as ev-ident from Fig. 3 (see also Lee et al. 2012) . In view of the importance of having correct continuum for accurately measuring the optical depths, we have refitted the continuum for all quasar spectra used in our study. For this, we used spline fitting along with the median smoothing function by optimizing the fitting parameters interactively to get the best continuum fit. This leads to an improved continuum fit to all quasar spectra used in this study as compared to the default SDSS continuum (e.g., see Fig. 3 ). However, due to numerous absorption lines in the Lyα forest, a systematic continuum placement error may still remain (particularly for low SNR spectra). To quantify this, we have used the mock quasar spectra of Bautista et al. (2015) 1 . This has an advantage that not only the true continuum (C t ) is known but the spectral properties of the mock spectra are also matched statistically with that of the observed SDSS spectra. For each real spectrum in our sample, we took 100 realizations of the corresponding mock spectra from Bautista et al. (2015) . Then, we fitted the con-tinuum to all these mock spectra using our continuum fitting procedure. This allows us to compute the fractional uncertainty between the true (C t ) and the fitted continuum (C f ) over the wavelength range relevant for our proximity analysis, viz., ∆C/C ≡ [C t − C f ]/C t , for each pixel. The mean ( ∆C/C ) and σ of this distribution (i.e., of ∆C/C) in these 100 mock spectra for a given sightline are used to compute the continuum offset and continuum placement error respectively. This continuum offset is applied to the corresponding real spectrum. This procedure was adopted for all spectra used in our analysis. In order to take care of the Lyα emission line, we have computed the continuum corrections as a function of radial distance (i.e., pixel to pixel) from the foreground quasar individually for each sightline (instead of applying a constant value of correction for all pixels in a sightline). The mock spectra were available for about 63% of the total quasar sightlines used in our analysis. For the remaining 37% of the total quasar sightlines for which mock spectra were not available, we have applied the continuum correction by taking median value of ∆C/C from the sightlines having mock spectra as well as a close match in SNR and redshift. The fractional continuum uncertainty ∆C/C as a function of redshift is plotted in Fig. 4 for various SNR bins. As can be seen from the figure, (i) as the SNR increases, the fractional continuum shift decreases and (ii) there seem to be a moderate increasing trend with the redshift for higher SNR bins in comparison to a monotonically increasing trend apparent for lower SNR bins. This shows the importance of applying the continuum correction, computed for each sightline, by using the mock spectra matched in SNR as well as in redshift to the real spectra instead of applying a constant continuum shift for all spectra without paying attention to SNR/redshift diversity. In our analysis that follows, we use the continuum corrected flux (i.e., F/[C × (1 + ∆C/C )]) for each sightline along with the error spectrum. This includes the continuum placement uncertainties in the normalized flux (i.e., σ of ∆C/C distribution computed above) as well as other measured flux uncertainties at each pixel.
As a first step to access the overall statistics of the normalized transmitted flux, F t , in the proximity region in comparison to the control sample, we have plotted in Fig. 5 its median values (within 1 Mpc radial distance bin) at various radial distances, both for the transverse as well as for the longitudinal directions. To avoid the contamination of transmitted flux from the pixels belonging to the saturated and continuum regions, we have discarded here the flux values outside the range of
Here, σ i c is the representative noise assigned to the continuum of the normalized spectrum for a given proximity region of the i th sightline and is computed as follows. We first computed the r.m.s fluctuation in the normalized spectrum of the line free region (rest wavelength 1320-1330Å), where the normalization of the spectrum is carried out using the above corrected continuum. This is used to compute the σ i c by multiplying it with the square root of the ratio of the median values of the continuum flux (un-normalized) in the line free region to its value in the proximity region (i.e., using the fact that the continuum SNR will be proportional
The plot shows median value of continuum shifts ∆C/C versus redshift measured in various SNR bins using mock spectrum from Bautista et al. (2015) . We have incorporated such continuum shift in our analysis (e.g., see Sect. 3.1). It can be seen from the figure that as expected based on the redshift evolution of Lyα optical depth ∆C/C at a given SNR increases with increasing z. The effect seems stronger for low SNR.
to the square root of the un-normalized continuum flux value). We adopted this procedure rather than assigning a single global value of σ i c for all pairs of our sample, to take into account the spread in SNR distribution among our proximity sightlines (e.g., see Fig. 2 ).
As a consistency check, it can be seen from the Fig. 5 that the values of median F t at different radial distance bins are almost constant (within their uncertainties) for both the control samples used for the LPE and TPE analysis. Furthermore, it can also be noted that F t measured in the proximity region is consistent with that from the control sample at large radial distances (as expected) with its median values of ∼0.68 and ∼0.63 for the longitudinal and transverse direction respectively. This difference in the median value of F t for both these control samples is not surprising as we know that the spectral region used for LPE (proximity sightline and the corresponding control sample) analysis have systematically higher SNR (due to extra Lyα emission line flux in proximity region) as compared to those used in transverse proximity analysis (e.g., see Fig. 2 ). Consequently, this higher SNR will lead to a broader F t range allowing the inclusion of relatively more pixels closer to the continuum (i.e., high F t value) as compared to that of the TPE sample that has a lower SNR. As a result, the median F t (in all radial distance bins) of the control sample used for LPE study will be higher than that in the case of TPE as also evident from Fig. 5 .
Further, to quantify the difference in F t for a given radial distance bin of proximity region as compared to its control sample, it is important to carefully consider all the probable sources of uncertainties involved in the measurement of the median F t . In our analysis, this includes (i) errors due to the dispersion in F t among various pixels around its median value in a given radial distance bin, (ii) the propagation of flux measurement errors and continuum placement uncertainties at each pixel in a given radial bin, (iii) possible error due to sightline-to-sightline variance of the sample and (iv) the uncertainties in the redshift estimation and hence the radial distance estimation. The first two contributions to the error budget can be estimated directly but for calculating the error associated with the sightline-to-sightline variance for the control sample and proximity sightlines, we have used the following approach.
In principle, the effect of sightline-to-sightline variance for the control sample is minimized by taking a large number of quasar spectra (e.g., we took ∼50 quasars for each member of the pair in our sample). Nonetheless, to investigate the impact of the sightline-to-sightline variance of proximity sightlines on measured median transmitted flux, we have used the empirical bootstrap technique (e.g., see Efron & J. Tibshirani 1993) . In this method, we constructed a new sample of 181 quasars proximity sightlines by randomly selecting them from our original dataset of 181 quasars (i.e., allowing a random exclusion of sightlines at the cost of the equal number of random repetition of some other sightlines). The histogram of the median transmitted flux of 100 such realizations, within the spectral range corresponding to 1 Mpc spatial separation (or radial bins corresponding to the proximity region), are well fitted with a Gaussian profile. This results in an average standard deviation in the transmitted flux of ∼2% per 1 Mpc radial distance bin (varying within the range of 1.5% to 2.5% in different radial distance bins). This standard deviation has been used to include the sightline-to-sightline variance in our final error budget.
Additionally, we also included the uncertainty in median F t measured in the proximity region due to the typical emission redshift uncertainty of ∼330 km s −1 along our sightlines as discussed in Sect. 2.1. For this, we have carried out an analysis of 100 realizations by adding a random velocity offset (with Gaussian distribution) to the individual quasar redshifts within ±330 km s −1 range. This offset in redshift will propagate by affecting the inferred distance between the quasar and the absorber, in the form of the number of pixels to be considered in a given radial distance bin. As a result, the corresponding uncertainty in the F t is estimated based on the spread of the measured median F t among these 100 realizations, for each radial distance bin. The uncertainties in the median value of transmitted flux, due to the possible inclusion of both sample variance and error in redshift estimations are included in error bars shown in Fig. 5 for both longitudinal and transverse directions. In addition to these uncertainties, we have also included the F t measurement error at each pixel (including photon counting and continuum errors as discussed above) and the r.m.s statistical errors within 1 Mpc bin. We also note that among all the above possible uncertainties, the r.m.s statistical error is found to dominate in each radial distance bin.
From Fig. 5 , we can see the difference in F t in the longitudinal and transverse directions. It can be seen from the left hand panel of this figure that there is a clear increase of the transmitted flux as we go closer to the quasar (r < 3 Mpc) in the longitudinal direction as compared to its control sample. This hints towards the dominance of the quasars ionization, as expected in the classical proximity effect, at smaller radial distances. However, in the transverse direction, this trend appears to be reversed which might suggest the presence of excess H i absorption closer to the quasar in the transverse proximity region. The difference in the Lyα transmission along the longitudinal and transverse directions, with higher absorption in the latter case, is unexpected . Labels in each panel give the range of radial distance from the quasars used to make the subsample for these CPDFs of pixel optical depth (see, Sect. 3.1 for more details). The uncertainty in the optical depth at each pixel in proximity region is used to estimate the typical error in KS-distance measurement of KS-test and hence the corresponding confidence level (C.L.) as well as the null probability (P null ) on the measured difference in CPDFs as labeled in each panel (e.g., see Sect. 3.1). Lower panels: Same as top panels but for the longitudinal proximity region.
if quasar radiation and matter distribution are isotropic.
Furthermore, we use the values of fluxes used to obtain median fluxes plotted in Fig. 5 , to compute the optical depth as τ (λ i ) = −ln[F t (λ i )] for our subsequent pixel optical depth analysis. The pixel optical depth we obtain is an integrated value over the pixel width (i.e., ∼69 km s −1 in our SDSS spectra having R ∼2000). Using these pixel optical depth values, we have computed the cumulative probability distribution function (CPDF) as shown in Fig. 6 . The figure compares the CPDFs of the optical depth in the proximity region with that of the control sample within the radial distance bins of r = 0-1, 1-2, 2-5 and 5-15 Mpc. As can be seen from this figure that the form of the optical depth distribution in the proximity region is similar to the distribution in the control sample. However, its value in the transverse proximity region is higher than its control sample (e.g., see upper panel), while the trend seems to be reversed in the longitudinal direction (e.g., see lower panel), at least up to the radial distance of ≤ 2 Mpc from the ionizing foreground quasar.
To quantify the difference evident in the CPDFs of the proximity and the corresponding control sample, we have used Kolmogorov-Smirnov (KS) test. This allows us to compute the KS-distance (D ks ) and the probability for the two distribution to be the same (P null ). However, we note that the P null and D ks estimated in the standard KS-test does not take into account the uncertainties on the pixel optical depth(resulting in an overestimation of the significance level of any difference among two CPDFs). The resultant distortion introduced by such uncertainties can be significant for the optical depth CPDFs of the proximity region due to its small number statistics, though any such effect will be negligible in the control sample having more data (∼50 times that of proximity region). Therefore, to be on the conservative side, instead of using the standard KS-test we have estimated the significance of the measured D ks and P null by taking into account the uncertainties in the optical depth of the proximity region (as also used in Fig. 5 ), as follows.
We assume the measured value of optical depth and its uncertainties at a pixel as a mean and 1σ width of a Gaussian distribution of optical depth at that pixel. Then using this distribution, 5000 random values of optical depth are generated at each pixel. The distribution of KS-distance values obtained by comparing the CPDFs of these 5000 realizations with the original CPDF of the proximity region is found to be well-fitted with a Gaussian profile. The 1σ width of this KS-distance distribution, σ D , is considered as a typical uncertainty in the measured D ks . Now, in principle, the ratio of the D ks and σ D can be used to determine the confidence level, however, we noticed that the measured mean value of KS-distance has a non-zero offset when we compare two distributions with a different number of data points, even when they are drawn from the same parent distribution. Such an offset can artificially lead to an over-estimation of the confidence level based on the ratio of the D ks and σ D . In order to account for this bias, we use the control sample and compare it with its own random subsamples.
These random subsamples are constructed with a constraint that the number of pixels in these subsamples should be equal to that in their corresponding proximity sample. Using the comparison of such 1000 subsamples with their own parent control sample, we computed the mean KS-distance offset (d of f ). This allows us to compute the accurate confidence level (C.L.) as [D ksd of f ]/σ D and P null as the area under the normalized Gaussian curve of standard deviation σ D beyond ±[D ksd of f ] range, as labeled in the Fig. 6 . It can be noted from the figure that in the transverse direction the measured optical depth in the proximity region is higher than the control sample in 0-1 and 1-2 Mpc radial bins at a significance of 7.86σ and 4.49σ respectively. The difference in the longitudinal direction is also significant (e.g., see lower panel), though have an opposite trend with being smaller in the proximity region than in the control sample at 4.80σ and 5.45σ in the radial bins of 0-1 and 1-2 Mpc respectively.
This dissimilarity of the CPDFs of optical depth in the transverse and longitudinal directions indicates that the observed optical depth distribution around the quasar may be anisotropic. This is consistent with the inference drawn based on the transmitted flux statistics (e.g., see Fig. 5 ). This anisotropic distribution could result from anisotropic radiation field from the quasars or anisotropic matter distribution around them. However, we would like to point out that the first radial distance bin (i.e., 0 to 1 Mpc) in these two cases, may not have the same distribution of pixel separations from the foreground quasar. While in the longitudinal direction, we have pixels at all distances, in the case of transverse direction, there is a minimum distance set by the r ⊥ of the quasar pairs. This might affect the optical depth distribution because of the radial dependence (i.e., ∝ r −2 ) of the quasar's ionization. Therefore, before interpreting the difference seen in the CPDFs, the value of optical depth at a given pixel should be corrected for the effect of quasar's ionizing radiation as we describe in the next subsection.
Ionization and overdensity effects in proximity region
As mentioned in Sect. 1, the Lyα absorption seen close to the quasars will be influenced by (i) excess ionization from the quasar in addition to the UVB radiation and (ii) the density excess (i.e., overdensity compared to the mean IGM density) in which quasar might be residing. As a result, there will be a degeneracy between these two effects for an observed effective optical depth distribution at a given radial distance bin. To lift this degeneracy, we estimated the excess ionization by the quasar relative to UVB radiation at each radial distance, r, by computing a scaling factor of [1 + ω r ] defined as
where Γ IGM (z) and Γ q (r, z) are the H i photoionization rates of UVB and quasar respectively. The Γ IGM is defined by
where J ν is the average specific intensity of UVB (in units of erg cm −2 s −1 Hz −1 sr −1 ), ν 912 is the frequency corresponding to 912Å (i.e., H i ionizing energy) and σ HI is the photoionization cross-section given by
with σ 0 = 6.30 × 10 −18 cm 2 (e.g., Osterbrock & Ferland 2006) . We used the value of Γ IGM (z) given by Khaire & Srianand (2015a) based on their updated estimation of J ν using comoving specific galaxy and quasar emissivities at different redshifts. The Γ q is given by,
where L ν is the quasar luminosity (in units of erg s −1 Hz −1 ) which is assumed to follow the broken power law of the form as defined in Eq. 5, viz., L(ν) = L ν912 × (ν/ν 912 ) −αuv , where L ν912 being the monochromatic luminosity measured at quasar's rest wavelength of 912Å. This value is computed as L ν912 = F ν912 × 4π d 2 L where d L is the luminosity distance. The flux F ν912 is estimated from the observed spectra using the continuum flux at the line free region around 1695Å in the quasar's rest frame and then extrapolated to 912Å by using broken power law of the form as in Eq. 5 resulting in
where h is the Planck's constant. With our estimation of Γ q (r, z) and Γ IGM (z) we can compute [1 + ω r ] scaling factor to compensate for the decrement of optical depth due to excess ionization (e.g., see Rollinde et al. 2005; Faucher-Giguère et al. 2008a) as
where τ of f is the optical depth that would be obtained if the quasar was turned off and τ prox is the optical depth in the presence of the quasar. However, such [1 + ω r ] scaling for τ prox is valid for high-resolution spectra and may not be valid in the case of SDSS spectra where measured optical depth does not follow the column density due to poor spectral resolution (e.g., see Lee et al. 2012) . Therefore, it is essential to carryout a quantitative analysis on the validity of such scaling using simulated spectra at low/moderate resolution. For this purpose, we generated simulated spectra based on numerical simulation to quantify a scaling relation of the form as,
In addition, quasars may reside in an excess overdense region (e.g., see Rollinde et al. 2005; Kirkman & Tytler 2008; Finley et al. 2014; Adams et al. 2015; Lau et al. 2018 ) therefore, contrary to decrease in the optical depth due to extra ionization by quasar's radiation this overdensity will lead to an increase of the effective optical depth in the proximity region as described below.
The photoionization equilibrium, for a highly ionized optically thin gas is given by,
where, R(T [∆]) = 4.2 × 10 −13 (T (∆)/10 4 K) −0.7 cm 3 s −1 is the recombination rate (e.g., Hui et al. 1997b ) and T (∆) = T 0 ∆ γ−1 is the temperature-density relation for a given overdensity ∆ = ρ(r)/ρ with an exponent γ.
The density of ionized hydrogen (n HII ) will be the product of the total hydrogen number density (n H ) and the fraction of ionized hydrogen (X HII ) i.e., n HII = n H X HII with n H =n H ∆. As we know, τ HI ∝ n HI which for a given Γ HI will be proportional to the product of R(T [∆]) and ∆ 2 resulting in
The combined effect of such density enhancement and extra ionizing photons around quasars (discussed above, e.g., see Eq. 12), is to shift the observed optical depth in proximity region τ prox . Following approach similar to Rollinde et al. (2005) we quantify this shift as
Next, we quantify the scaling factor [1 + f τ (ω)] that is required for appropriate ionization correction applicable for scaling the optical depth measured in the low/moderate resolution spectra as a function of ω r and τ of f .
3.3. Appropriate ionization corrections for moderate resolution spectra We have used spectra generated from hydrodynamical simulations to quantify the amount of scaling applicable to the pixel optical depth measured at SDSS resolution, based on the ionization correction discussed in Sect. 3.2 (e.g., see Eq. 12). We have used the hydrodynamical simulations of IGM, as discussed in details by Gaikwad et al. (2018) . In brief, the mock spectra are obtained by shooting sightlines through the simulated box size of 10 Mpc (comoving) having 2×512 3 number of particles. We generated 200 realizations of Lyα optical depth (τ org igm ) as a function of wavelength at a median redshift of 2.5 and 3.0 (e.g., see panel 1 of Fig. 7 , dotted line). Using these simulated spectra, we estimated the optimal ionization scaling that is appropriate for our low/moderate resolution SDSS spectra as follows:
1. We have used the simulated pixel optical depth (τ org igm ) to generate the mock spectra at the SDSS resolution (τ sdss igm ). For this, we first convolve the simulated spectrum (i.e., e −[τ org igm ] ) with a Gaussian function having a FWHM corresponding to SDSS resolution of R ∼ 2000 (e.g., see panel 2 of Fig. 7 , dotted line). Secondly, we re-bin this convolved spectrum at 69 km s −1 interval corresponding to the SDSS pixel width (e.g., see panel 3 of Fig. 7 , dotted line). Thirdly, to mimic the noise of the real spectrum, we added a random Gaussian noise (e.g., see panel 4 of Fig. 7, dotted line) having a standard deviation of 1/SNR.
To generate the optical depth distribution as ob-
served after excess ionization due to quasar (τ sdss prox ), we follow the same steps as listed above (i.e., point [1]) except that instead of using τ org igm , we have used (5): The points shown by stars in the ionized spectra refers to the optical depth within the range of τ min to τmax limits, imposed based on SNR to avoid the effect of continuum noise and saturated pixels. This cut is applied on the ionized spectrum, then the absorption redshift of these selected pixels (black, star) are used to identify the corresponding pixels to be used from IGM sightline for making the IGM comparison sample (red, diamond). τ org igm /[1 + ω in ] for a given input ω in (e.g., see Eq. 6) as shown by solid line in panels 1-5 of Fig. 7. 3. To mimic our real analysis in which the transmitted flux in proximity region is free from the contamination of the pixels belonging to the continuum and saturated regions, we have discarded the τ sdss prox values outside the range of τ min < τ sdss prox < τ max . The value of τ min and τ max of proximity sightline depends on SNR (e.g., see Sect. 3.1). We have used only these censored pixels for further analysis (e.g., see panel 5 of Fig. 7) . We noted that the SNR is found to be crucial only for determining the τ min and τ max limits on individual sightline, but the final f τ (ω r ) is almost independent of the SNR variation, though it strongly depends on the optical depth (see below). 4. In order to construct the control sample, we select those corresponding pixels from the IGM spectra (τ sdss igm ) having same absorption redshift as that of the subset of pixels satisfying the constraint of τ min < τ sdss prox < τ max in the proximity spectra as shown in panel 5 of Fig. 7 (by stars for proximity and by diamonds for the corresponding IGM pixels).
5. We noticed that in order to recover the τ sdss igm (shown by squares in panel 5 of Fig. 7) from its corresponding ionized pixels τ sdss prox (for a given ω in ) at SDSS resolution (shown by stars in panel 5 of Fig. 7) , the ionization correction (i.e., f τ (ω r )) required will strongly depend on the value of measured pixel optical depth. Typically 95% of our measured optical depth in the real spectra lie within 0.01 to 3 range. Therefore, we carry out our analysis in 9 observed optical depth bins (ranging from 0 to 4) with non-uniform bins of 0.0-0.01, 0.01-0.02, 0.02-0.05, 0.05-0.10, 0.10-0.20, 0.20-0.30, 0.30-0.50, 0.50-1.00 and last bin with τ > 1.0 (bin sizes are optimized to ensure reasonable statistics in each bin). As a result, now for each optical depth bin, we have a distribution of censored τ sdss prox and its exact counterpart pixels of τ sdss igm (e.g., see point [4] above) by using all the 200 simulated sightlines for each redshift.
For the actual input ionization correction of
[1+ω in ], we consider the best fit value of output optimal ionization correction to be [1+ω out ] in a given optical depth bin. For computing [1+ω out ] we have compared the distributions of scaled τ sdss prox (i.e., τ sdss prox × [1 + ω out ]) and τ sdss igm . The final optimal ionization correction corresponds to the value of [1+ω out ] for which these two distributions have maximum KS-test null-probability (i.e., they belong to similar distribution). This was repeated for various ω in values ranging from 0 to 200 as shown in Fig. 8 for all the above optical depth bins.
7. Finally, we use the ω in versus ω out plots as shown in the Fig. 8 to apply the optimal ionization correction to the real data as follows. Firstly, we use the measured optical depth of a pixel in the proximity region to choose the appropriate ω in versus ω out curve, plotted for various optical depth bins in Fig. 8 . Then based on the distance of the absorbing gas from the ionizing quasar, we have computed ω r (e.g., see Eq. 6). For this ω r we estimated ω out (henceforth, f τ (ω)) by cubic spline interpolation using the above selected ω in versus ω out curve. This allows us to apply the optimal ionization correction (e.g., see Eq. 12) as τ corr ≡ τ prox × [1 + f τ (ω r )] (beside corresponding error propagation in the optical depth). This procedure was repeated for all the censored pixels (i.e., pixels within τ min and τ max range) in the proximity region of the real quasar pairs to ensure the appropriate ionization correction at SDSS resolution, for our further analysis (e.g., see below).
Next, we compare the distribution of this scaled optical depth τ corr ≡ τ prox × [1 + f τ (ω r )] in the proximity region with the optical depth distribution in the corresponding control sample. However, the above scaling might result in scaled optical depth values to be greater than τ max which is dependent on the SNR of an individual sightline (though their total fraction is < 2%). Recalling the fact that all pixels in the control sample with τ igm > τ max has been already excluded from the control The ω in is used to ionize the simulated IGM spectra (i.e., τ org igm /[1 + ω in ]). The best fit ωout is computed such that KS-test probability is maximum for τ sdss prox × [1 + ωout] and τ sdss igm to belong to the same distribution at different optical depth bin (listed in the inset). Here, the τ sdss igm and τ sdss prox are obtained by convolving the τ org igm and τ org igm /[1 + ω in ] respectively with Gaussian kernel corresponding to SDSS resolution (R∼2000). Bottom: Same as upper panel except the simulation in upper panel it was at median z ∼ 2.5 while here the median z value is 3.0. The f τ (ω) is the value of ωout for any arbitrary value of ω derived using spline interpolation of ω in versus ωout curve. sample, therefore, for the comparison of their CPDFs we have also excluded the pixels with τ corr > τ max (i.e., used truncated τ corr ). However, in our subsequent analysis of the radial dependence of excess overdensity and its comparison among the proximity region of longitudinal and transverse directions, the pixels with τ corr > τ max are retained in both these directions (see below). The CPDFs of these truncated τ corr for transverse and longitudinal directions are shown in the upper and lower panels of Fig. 9 respectively, along with the corresponding CPDFs of their control sample for four radial distance bins r = 0-1, 1-2, 2-5 and 5-15 Mpc. As can be seen from these CPDFs that closer to the quasar, the value of scaled optical depth is higher than the value of optical depth in their corresponding control sample, both for the transverse and longitudinal directions. To quantify the difference evident between these CPDFs, we have used the same procedure as used in the unscaled optical depth CPDFs (e.g., see Sect. 3.1, Fig. 6 ) to estimate The optical depth CPDFs, after taking into account the ionization correction (i.e., [1 + f τ (ωr)] scaling) for transverse proximity region (black, solid) compared to optical depth CPDFs of IGM control sample (red, dashed) at different distances from the quasar. Here, truncated-τsc (i.e., excluding τsc > τmax) has been used for proximity region so as to ensure the pixel optical depth range is similar to that of the control sample of IGM. Labels in panel give the range of distance from the quasars used to make the subsample for pixel optical depth distribution. The uncertainty in the scaled-optical depth at each pixel in proximity region is used to estimate the typical error in KS-distance measurement of KS-test and hence the corresponding confidence level (C.L.) as well as the null probability (P null ) on the measured difference in CPDFs as labeled in each panel (e.g., see Sect. 3.1). Lower panels: Same as the above panel but for the longitudinal proximity region. the C.L. and P null values as labeled in each panel of the Fig. 9 . The comparison of Fig. 6 and Fig. 9 also suggests that the significance level of the difference between the optical depth distribution of proximity region (after the optimal ionization corrections) and the control sample has increased significantly in each radial bin, except 5-15 Mpc bin. Furthermore, it can be noted from the figure that in both the directions the scaled optical depth in the proximity region is higher than the control sample for r < 5 Mpc radial distance at a significance of > 3σ. This suggests the presence of excess overdensity closer to the quasars ( r < 5 Mpc) in both the directions.
Additionally, the distribution of optical depth in the proximity region after applying the optimal ionization correction (i.e., τ corr ) further allows us to (i) quantify the radial dependence of excess overdensity and (ii) compare the overdensity profile along the longitudinal and transverse directions. In this regard, we may recall from Fig. 5 , that the transmitted flux in the proximity region do have a striking variation with radial distance with increasing and decreasing trend towards the quasar for the longitudinal and the transverse directions respectively, till r < 3 Mpc bin. We noticed that this trend is also echoed in a plot of the ratio of the unscaled-median optical depth in proximity region to that of IGM (i.e., median[τ prox ]/median[τ IGM ]) in r < 3 Mpc radial distance bin as shown in the upper panel of Fig. 10 . It may be noted that while making comparisons of pixels in longitudinal and transverse directions for r < 1 Mpc the former have more pixels with the lower values of r as compared to the latter one. In the transverse direction, the smallest distance probed is the minimum of r ⊥ of pairs. The ionizing flux from quasars strongly depends on the radial distance (i.e., ∝ r −2 ), therefore for the first radial bin we have considered only pixels within 0.4 − 1 Mpc range. This ensures that the radial distribution of pixels in this radial distance bin both for longitudinal and transverse directions are almost similar. However, the excluded pixels with r < 0.4 Mpc (0.002−0.4) of longitudinal direction does contain about 40% of the total pixels of its entire 0.002−1 Mpc range. As this bin allows to probe the quasars environments even at kpc scales, we have also computed its median[τ prox ]/median[τ IGM ] and median[τ corr ]/median[τ IGM ] and found it to be 0.8 and 4.0 respectively, though these values are not shown in Fig. 10 due to the unavailability of enough pixels in the transverse direction for their comparison. Clearly, within these common radial distance bins (i.e., for r > 0.4 Mpc), the upper panel of Fig. 10 shows that the transverse direction exhibits significantly higher optical depth values than that of the longitudinal direction at least in first three radial bins (i.e., for r < 3 Mpc).
It may also be noted that the true discrepancy in optical depth inferred among the transverse and the longitudinal directions may differ from that as shown in the upper panel of Fig. 10 . This can be due to the fact that the ionization correction is optical depth dependent (e.g., see Fig. 8 ). For this purpose, we have plotted in the lower panel of Fig. 10 the ratio of the median value of scaled-optical depth in proximity region (e.g., see Fig. 8 and point [7] above) to that of the corresponding IGM (i.e., median[τ corr ]/median[τ IGM ]) in the same radial bin as in the upper panel of Fig. 10 . As can be noticed from this figure that now after accounting for this optimal ionization correction (i) the excess overdensity is evident for r ≤ 5 Mpc both in longitudinal and transverse directions, rising steeply as we go closer to the quasar and (ii) the apparent huge discrepancy seen in the measured optical depth distribution without ionization correction (i.e., the upper panel of Fig. 10 ) between longitudinal and transverse directions is found to be significantly reduced. This clearly shows that even for the pixels in the same radial bin, the ionization correction has scaled up the optical depth of proximity region more in the case of longitudinal direction than that of transverse direction. This is not surprising as the latter have relatively higher measured unscaled optical depths requiring the smaller optimal ionization correction (being dependent on the optical depth value at SDSS resolution e.g., see Fig. 8 ). For instance, the average value of the discrepancy in excess overdensity among the transverse and longitudinal directions (i.e., [τ T P E excess − τ LP E excess ]/ σ(τ LP E excess ) 2 + σ(τ T P E excess ) 2 ) within r < 3 Mpc before and after ionization correction is 3.10σ and 2.11σ respectively, implying significant reduction after applying the optimal ionization correction. This shows the importance of our validation of the optimal ionization correction for our low/moderate resolution SDSS data based on detailed simulation. Otherwise, we would have inferred a huge amount of anisotropy either from the unscaled optical depth distributions or even after applying the analytical [1 + ω r ] scaling (instead of the optimal [1 + f τ (ω r )] scaling) generally applicable only for very high-resolution spectra.
RESULTS AND DISCUSSION
The proximity effect is a very powerful tool to probe the environment of quasars as well as to measure the intensity of the diffuse UVB radiation. As discussed in Sect. 1, many past studies of proximity effect have found significantly more H i absorption near the quasar as compared to the expected value based on the statistics of faraway IGM (Croft 2004; Schirber et al. 2004; Rollinde et al. 2005; Guimarães et al. 2007; Kirkman & Tytler 2008; Prochaska et al. 2013; Finley et al. 2014; Adams et al. 2015) . In addition, Prochaska et al. (2013) and Kirkman & Tytler (2008) have also reported discrepancy in the H i absorption among the longitudinal and transverse directions in their sample of quasar pairs being higher in the latter case. Here, we have carried out similar work using a sample of 181 projected quasar pairs from SDSS DR12 having small angular separation of < 1.5 arcmin, where the foreground and the background sightlines are respectively used to study the longitudinal and transverse proximity effect around the foreground quasars (e.g., see Fig. 1 ).
Our sample of quasar pairs are compiled using proper selection criteria on redshift range and angular sky separation. We removed some special cases such as (i) BAL quasars, (ii) sightlines which have associated absorbers, LLS, DLAs or sub-DLAs in the proximity region and (iii) pairs having velocity separation < 2000 km s −1 etcetera (e.g., see Sect. 2.1). Noticeable improvements in our analysis are, (a) in order to compare the distribution of optical depth and transmitted flux of the proximity region both for the longitudinal and transverse directions, we have used the set of same foreground quasars, (b) for comparison with the IGM, we have used the redshift and SNR matched control sample (e.g., Sect. 2.2, Fig. 2 ), instead of using the redshift scaling to take into account the redshift evolutions of IGM optical depth as used in many previous such studies (e.g., Rollinde et al. 2005; Kirkman & Tytler 2008) , (c) we have considered the flux and optical depth errors contributed by the continuum fitting error using mock spectra for each sightline in our sample (e.g., see Fig. 4 ) and (d) we used the excess optical depth measured close to the quasars to derive gas overdensity profile using appropriate ionization correction as a function of observed optical depth validated using simulated spectra (e.g., see Sect. 3.3).
In our analysis, we used r.m.s fluctuation of the continuum flux (at 1σ level), to exclude the pixels belonging to the continuum and the saturated region of the spectrum for each sightline (e.g., see Sect. 3.1). These pixels (free from such contaminations) were further used to carry out the comparison of the transmitted flux (as well as of the corresponding effective pixel optical depth) in the proximity region and the IGM (e.g., see Fig. 5 ). For a proper estimation of possible errors in the transmitted flux (as well as in the pixel optical depth), we have considered the error due to photon counting statistics, continuum placement uncertainties, sightline-to-sightline variance, emission redshift measurement errors and the r.m.s statistical error within the 1 Mpc radial distance bin (e.g., Sect. 3.1). Among these sources of errors, the r.m.s statistical error is found to be dominant in almost all the radial bins.
As can be seen from the Fig. 5 that in the longitudinal direction the proximity region within 3 Mpc (proper distance) shows an enhancement of the transmitted flux in comparison to its control sample, while the trend is found to be reversed in the transverse direction. A corresponding consistent trend is also seen in the CPDFs of the effective optical depth (also derived from the pixels used in the above transmitted flux analysis) in different radial distance bins from the foreground quasar (e.g., see Fig. 6 ). This trend is also echoed in the plot of the ratio of unscaled-median optical depth in proximity region to that of the IGM (i.e., median[τ prox ]/median[τ IGM ]) as shown in the upper panel of Fig. 10 . Here, the analysis in the first bin (0 − 1 Mpc) is limited only to r > 0.4 Mpc due to the negligible number of pixels in the transverse direction at r < 0.4 Mpc in contrast to the longitudinal direction (e.g., see Sect. 3.3). The figure clearly shows enhanced optical depth values in the transverse direction as compared to the classical proximity effect seen in the longitudinal direction at least in the first three radial bins (i.e., r < 3 Mpc).
It may be noted that the observed optical depth values in the proximity regions will have a combined effect of the ionization from the foreground quasars (in addition to the UVB radiation), along with an opposite effect due to any possible enhancement in density around the quasars. To lift this degeneracy we have used the precise UVB radiation measurements from Khaire & Srianand (2015a) in conjunction to the known quasar luminosity. With this, we aim to constrain the density profile both in longitudinal and transverse directions. However, observationally the quasar spectra used here (also in many such past studies for measuring the pixel optical depths) are of low/moderate resolution and low SNR, which only provides the effective optical depth over the resolution elements and hence, the analytical [1 + ω r ] ionization correction (i.e., Eq. 6-12) may not be applicable (e.g., see Sect. 3.2). Therefore, in order to validate the optimal ionization correction for low/moderate resolution SDSS data, we have used detailed hydrodynamical simulation. We found that the ionization correction strongly depends on the value of pixel optical depth ( i.e., [1 + f τ (ω r )] scaling instead of [1 + ω r ] scaling e.g., see Fig. 8 ). This [1 + f τ (ω r )] scaling has allowed us to properly account for the ionization by quasars assuming them to be isotropic emitters. The results of ratio of optical depth of proximity region after ionization scaling to that of IGM ([1+f τ (ω r )]×median[τ prox ]/median[τ IGM ]) versus radial distance both for transverse and longitudinal directions are shown in lower panel of Fig. 10 .
As can be seen from this figure that [1 + f τ (ω r )] × median[τ prox ]/median[τ IGM ] steeply increase towards the quasar both in the longitudinal and the transverse directions with evidence of excess overdensity up to 5 Mpc. For the transverse direction the average value of this excess overdensity of the proximity region for r < 3 Mpc with and without the above optimal ionization correction is found to be 1.76 and 1.14 deviating from unity at 9.26σ and 2.30σ level respectively. On the other hand, in the longitudinal direction, these values with and without the optimal ionization correction are found to be 1.53 and 0.84 (i.e., underdense) deviating from unity at 3.84σ and 2.13σ level respectively. This implies a possible anisotropy in either overdensity or in ionizing radiation (see below). Attributing this anisotropy only to the overdensity, the average value of the discrepancy in excess overdensity (i.e.,
[τ T P E excess − τ LP E excess ]/ σ(τ LP E excess ) 2 + σ(τ T P E excess ) 2 ) in region r < 3 Mpc, is found at 3.10σ level. This significance level, become 2.11σ after applying the optimal ionization correction (i.e., [1 + f τ (ω r )]) in the proximity region. This reduction in the significance level of the anisotropy can be reconciled by the fact that the applied [1 + f τ (ω r )] optimal scaling, beside radial distance dependence, also depends on the value of observed optical depth (e.g., see Fig. 8 ). As a result, the enhancement in optical depth after optimal ionization scaling for transverse direction (with higher unscaled observed optical depth) is less (e.g., see Fig. 8 ) as compared to the longitudinal direction (with relatively smaller unscaled observed optical depth) leading to the final scaled optical depth with a lesser discrepancy. This also illustrates the importance of the optimal ionization correction, being dependent on the pixel optical depth, as we have implemented in our analysis using the detailed simulations.
We note that the extent of the overdensity around quasars found in our analysis is smaller than those found for LPE by Rollinde et al. (2005) and Guimarães et al. (2007) , though the magnitude of overdensity is quite similar at smaller distances. One of the reasons for this difference could be that these studies use quasar's spectra with better resolution and SNR. This was affordable in these studies, as their main aim was only to probe the line-of-sight proximity region for which any existing high quality spectrum can be included without satisfying an additional requirement of being a member of closely separated quasar pair for the TPE analysis. On the other hand, the previous analysis of quasar pairs by Prochaska et al. (2013) and Kirkman & Tytler (2008) have also found anisotropy in the observed optical depth (without ionization scaling) between the longitudinal and transverse directions consistent with our result, though based on their slightly different analysis approach. A few other noticeable differences are, in the TPE study by Prochaska et al. (2013) they have used a control sample and reported the anisotropy by comparing with a previous study of LPE which is inferred from a different quasar sample. However, Kirkman & Tytler (2008) studied both the LPE and TPE using the same set of foreground quasars, but instead of using a control sample they have carried out the analysis correcting the observed optical depth for redshift evolution. The quasar spectra in their sample were obtained over a range of spectral resolution varying from 1000-40000 and have higher SNR as compared to the almost constant resolution in our sample (with all spectra from SDSS) and relatively with lower SNR. The pair separation of our sample has a range of 25 kpc< r ⊥ <700 kpc while Prochaska et al. (2013) and Kirkman & Tytler (2008) have 30 kpc< r ⊥ <1 Mpc and 100 kpc< r ⊥ <3 Mpc respectively. Additionally, we note that the ionization correction ([1 + f τ (ω r )]) for SDSS resolution is found to be much smaller compared to the given analytical correction [1 + ω r ] as well as strongly dependent on the value of the pixel optical depth (e.g., see Fig. 8 ). Furthermore, as the measured optical depths are generally higher in transverse direction compared to longitudinal direction, therefore, overlooking such aspects in the analysis of low/moderate resolution spectra, could lead to infer the false enhanced anisotropic matter or radiation distribution around the quasar.
One possible origin for the above observed excess overdensity found in our analysis could be the clustering of galaxies and IGM around the quasar, as many past studies have also confirmed that the quasars do trace the most massive structures at high redshifts and their presence may influence the evolution of the massive host galaxies (e.g., Bahcall et al. 1969; Hartwick & Schade 1990; Bahcall & Chokshi 1991; Fisher et al. 1996; Rollinde et al. 2003; Fukugita et al. 2004; Porciani et al. 2004; Croom et al. 2005; Adams et al. 2015; Eftekharzadeh et al. 2017) . This model can be used to provide a strong constraint on the net lifetime of quasar's activity, under the assumption that quasars reside in the most massive dark matter halos (e.g., Martini & Weinberg 2001; Kauffmann & Haehnelt 2002; Croom et al. 2005; Adams et al. 2015) . If quasars are long-lived, then they need only to reside in the most massive galaxies to reproduce the observed luminosity functions and therefore will be more strongly clustered. The main assumptions of such models are that the luminosity of a quasar is a monotonic function of the mass of its host dark matter halo and that all sufficiently massive halos go through a quasar phase.
As noted above that along with the overdensity around the quasars, we also discovered a discrepancy between the magnitude of overdensity in the longitudinal and the transverse directions with an average discrepancy at 2.11σ confidence level for r < 3 Mpc, being higher in the transverse direction (e.g., see lower panel of Fig. 10 ), which could have many interesting implications and possible explanations. One of the potential systematic bias giving rise to any false anisotropy among the longitudinal and the transverse directions could be the systematic bias in redshift estimation. This systematic bias will be more sensitive in distance estimation in the longitudinal direction (i.e., r , at least in the first radial bin) than towards the transverse direction (i.e., r 2 + r 2 ⊥ ) and will further propagate in the ionization corrections. However, the effect of redshift estimation error has already been included in our total error budget, so this possibility seems to be unlikely.
After excluding the possible systematic redshift bias, one can conjecture about the anisotropic density distribution around the quasar. However, if this possibility is true then the question arises why the density along the line-of-sight has to be always low for the different possible orientations of the quasar in our sample and hence seems to be unphysical.
The second probable condition could be the anisotropic ionization distribution due to a beamed emission from the quasars along the line-of-sight. As a result, the ionization scaling (i.e., [1 + f τ (ω r )], e.g., see Eq. 12) which we have computed assuming an isotropic emission will scale up the optical depth in the transverse direction artificially to a higher value. This condition demands that the illumination in the transverse direction might be preferentially shadowed as compared to the longitudinal direction, a situation which can be reconciled provided our sample is dominated by "Type-I" AGNs 2 . This is a possibility since the redshift for a majority of SDSS DR12 quasars is measured from their "broad emission lines" predominantly found in "Type-I" quasars. However, a systematic study to show that all z > 2 quasars are "Type-I" AGNs is still lacking which preclude us to conclude anything firmly on this possible bias.
Third possibility could be the light travel time delay effects in the transverse direction as compared to the longitudinal direction. In this scenario, our result will demand that the amount of ionization in the transverse direction is less at the time when the absorption took place in the spectra of our background quasars (compared to the ionization level in the longitudinal direction seen in spectra of the foreground quasars). This could happen either if a majority of the quasars were fainter in the past or have an episodic lifetime, as the ionizing photons in the transverse direction belong to those emitted by the quasars at an earlier epoch (due to extra light travel time delay in the transverse direction compared to that in the longitudinal direction). This can also explain the higher H i absorption in the transverse direction. As pointed out by Haehnelt & Rees (1993) that the growing phase in quasar's episodic lifetimes is faster compared to their declining phase. As a result, we might be seeing most of the quasars in their relatively bright phase when we measure the ionization in the longitudinal direction and the ionization in the transverse direction might belong to the initial rising phase at a fainter epoch of quasar. Given that the observed excess overdensity in the transverse direction compared to the longitudinal direction is typically up to ∼3 Mpc will then lead to the episodic lifetime of the quasar to be ≤ 10 M yr.
To summarize, our analysis has shown that (i) the ratio of the observed median optical depths of the proximity region and the IGM around the quasar within r < 3 Mpc differs in the longitudinal and transverse directions, having values ∼0.84 and ∼1.14 which deviates from unity at 2.13σ and 2.30σ level respectively, (ii) after taking into account the quasar's ionization appropriately by validating it for spectra at SDSS resolution using detailed sim-ulation, we found that the excess in overdensity steeply increase towards the quasar both in the longitudinal and the transverse directions, with an averaged value of 1.53 and 1.76 (within r < 3 Mpc) deviating from unity at 3.84σ and 9.26σ significance respectively and (iii) the difference of the excess overdensity (i.e., anisotropy) among the longitudinal and the transverse directions (within r < 3M pc) after applying the optimal ionization correction for quasar's ionization is found to be significant at 2.11σ level, being higher in the transverse direction.
To draw any firm conclusions and to be able to place stringent constraints on the scenarios discussed above, it is important to increase the sample size of such quasar pairs at separation < 1 arcmin along with an accurate measurement of emission redshift. The improvement in the emission redshift measurement can be achieved by using narrow emission lines such as [O iii] which can be observed in the infrared region for our desired redshift range. Similarly, the improvement in the sample size will require a dedicated program of long-slit spectroscopy with 3-4 m class telescopes by orienting the slit to cover both members of a probable quasar pair even at separation < 1 arcmin which might have been missed by SDSS observations due to fibre collision problem; so as to probe the quasar lifetime, emission anisotropy and their environment even at kpc scales.
