These axioms are closely related to those of Segal [32] , and the JB-algebras will include the finite dimensional formally real algebras studied by Jordan, yon Neumann and Wigner (which can be normed in a natural way), as well as the norm closed Jordan algebras of bounded self-adjoint operators on a Hilbert space (JC-algebras) studied by Topping, Stormer and Effros [41] , [37] , [39] , [18] . The main result of [7] shows that the study of general JB-algebras can be reduced to the study of JC-algebras and the exceptional algebra M~ of all self-adjoint 3 • 3-matrices over the Cayley numbers. (For related results, see [34] .)
The geometric description of the state spaces of JB-algebras involves, in addition to the Hilbert ball property, three more axioms stated in terms of facial structure. (They are quoted in w 8. See [6] for further details.) These axioms relate the geometry of the state space to the projection lattice and the spectral theory of the "enveloping JBWalgebra" (generalizing the enveloping von Neumann algebra of a C*-algebra). The connection between faces and projections was first noted by Effros and Prosser in their papers on ideals in operator algebras [17] , [31] . This connection was the starting point for the development of a non-commutative spectral theory for convex sets [4] , [5] , which was used extensively in the passage from compact convex sets to Jordan algebras in [6] .
The transition from JB-algebras to C*-algebras presents difficulties of a new kind due to the lack of uniqueness. There is no natural candidate for the C*-product; it must be chosen, and orientability is needed to make this choice possible. The first time a notion of orientation was used for a similar purpose, was in Connes' paper [14] , where he gave a geometric characterization of the cones associated with yon Neumann algebras via TomitaTakesaki theory. Although both the setting and the actual definition are different in the two cases, they are related in spirit. In both cases the orientation serves the same purpose, namely to provide the complex Lie structure when the Jordan product is given. (See also the papers by Bellissard, Iochum and Lima [8] , [9] , [10] .)
In the present paper, w 2 provides the necessary machinery of states and representations for JB-algebras. The results here are for the most part analogues of well known results for C*-algebras.
In w 3 we go into the classification theory and concentrate on JB-algebras of "complex type". They are shown to be precisely those for which the state space has the 3-ball property. w 4 provides a technical result which is also of some independent interest, namely that a JB-algebra of complex type acts reversibly in each concrete representation on a complex Hilbert space.
In w 5 it is shown that each JB-algebra A admits an enveloping C*-algebra 9~ with a universal property relating Jordan and *-homomorphisms. It is shown that if A is of complex type, the pure states of 9~ form (except for degeneracy) a double covering of the set of pure states of A.
In w 6 we discuss the orientation of balls in the normal state space of B(H). w 7 is a general treatment of orientability for state spaces of JB-algebras of complex type. w 8 contains the main theorem.
The prerequisites include standard theory of C*-and yon Neumann algebras plus the theory of JB-algebras as presented in [7] . We will also draw upon the portion of [6] which establishes properties of state spaces of JB-algebras. The rest of [6] (and thus indirectly the work in [4] and [5] ) will be used only when the main theorem of the present paper, characterizing state spaces of C*-algebras among state spaces of JB-algebras, is combined with the main theorem of [6] , characterizing state spaces of JB-algebras among all compact convex sets, to give a complete geometric description of the state spaces of C*-algebras (Corollary 8.6).
w 2. States and representations for JB-algebras
This section is of preliminary nature, and the results are for the most part analogues oI well known results for C*-algebras.
Note that when we work in the context of Jordan algebras, we will use the word ideal to mean a norm closed Jordan ideal. Also if A, B are Jordan algebras and T: A ~ B is a bounded linear map, then we denote the adjoint map from B* into A* by T*. Occasionally if T: A**-+B** is a a-weakly continuous linear map, we will denote the adjoint map from B*~A* by T*. Recall that a JBW-algebra is a JB-algebra which is a Banach dual space, and that the enveloping JBW-algebra of a JB-algebra A is A** with the (right =left)
Arens product (cf. [34] and [6] ).
We now consider two JBW-algebras M 1 and M S and a homomorphism ~: MI~M ~ which is a-weakly continuous (i.e. continuous in the w*-topology determined by the unique preduals of M 1 and M2). By the same argument as for yon Neumann algebras [33; Prop.
1.16.2], the unit ball of T(M1) is a-weakly compact. Hence ~(M1) is a-weakly closed in M 2, and so it is a JBW-algebra. In other words: A a-weakly continuous homomorphic image o[ a JBW-algebra in a JBW-algebra is a JBW-algebra.
We next relate homomorphisms of JB-algebras to a-weakly continuous homomorphisms of their enveloping JBW-algebras. Here the results and proofs for C*-algebras [33; Prop. 1.17.8 and 1.21.13] can be transferred without significant change. Specifically:
1/9~: A~M is a homomorphism /tom a JB-algebra A into a JBW-algebra M, then there exists a unique a-weakly continuous homomorphism ~: A**-~M which extends q~; moreover ~(A**) is the a-weak closure o/q~(A) in M.
(When no confusion is likely to arise, we will denote the extended homomorphism by ~ instead of ~.)
We will now provide Jordan analogues of the basic notions in the representation theory of C*-algebras. Since a JB-algebra might not have any (non-zero) representations into B(H)sa, these notions can not be carried over directly. However, it is reasonable to replace B(H) by any JBW.faetor of type I when we work with general JB-algebras.
(Recall that the JBW-factors of type I are the JBW-algebras with trivial center which contain minimal idempotents, and that they have been completely classified [7; Th. 8.6] and [37; Th. 5.2] . We return to this classification in w 3.) Note that two representations We will now relate the representations of a JB-algebra A to the state space K. As usual, the extreme points of K are called pure states, and the set of pure states is denoted ~eK. We recall from [7] how one can associate with any pure state ~ on A a dense represen- projections P*, O*: A*~A* satisfy P*~*=~*, Q*~*=0. Hence q* maps the normal state space of M onto F =K/1 im P*. Since ~ is surjective, ~o* will be injective. Clearly P+Q =I, from which it easily follows that F = K f] im P* is a split face of K with complementary face F' = K N im Q*.
~: ~-->B(H~)
We will show F is a minimal split face. To this end we consider an arbitrary split face G such that F N G=4=O, and we will prove F~_ G. Let G' be the face complementary Hence U~a<~a, which proves that d is a central idempotent. By assumption F N G#O, which implies cod#O. Since ~ is injective on eoA**, we also have ~(d)#0. Since M is a factor we must have ~(d)= 1, hence c ~<d, which in turn implies F_~ G.
Next we claim that the minimal split face F must contain pure states. In fact, the normal state space of the type I JBW-factor M contains pure states (cf. e.g. [6; p. 159]), therefore F also does. Let 0 E F n ~eK be arbitrary. By the minimality, F is the smallest split face containing 0" Also c(0 ) =c; for if c(Q)<c then the same argument as above would provide a split face strictly contained in F. Now ker ~o=ker ~, and by Lemma 2.1, ~Q and ~ are Jordan equivalent.
Finally we consider two dense representations ~: A-+Mi (i = 1, 2). Note that by the above definition of P, the split face F =K ;~ im P* is the annihilator of ker ~ = (1 -c)oA**, and vice versa. Hence the split faces corresponding to ~1 and ~2 coincide iff ker ~1 = ker ~, and by Lemma 2.1 this equality holds iff ~1 and ~2 are Jordan equivalent.
[] It follows from Proposition 2.2 that for every pure state ~ of a JB-algebra there exists a smallest split face containing Q. We will denote this split face FQ. (Note that our notation differs from that of [2] where Fo denotes the smallest w*-closed split face containing 0.) 
B(H) = ~(M) | i ~(M).
Thus we can define a a-weakly continuous mapping (I):
r is easily seen to be a *-anti-automorphism of B(H), and 02= I.
In [38] it is proved that there exists a conjugate linear isometry j: H--->H such that
~9(x)=]-lx*j (xEB(H)).
Since M is the self-adjoint part of ~(M) we find that x~M iff x is self-adjoint and we find that 1, sl, s 2 (resp. 1, sl, s2, ~3 resp. 1, 81, ..., 85) is such a basis for M~(R) s (resp.
M2((])~a resp. M~(II)~).
Finally, the disjointness of the isomorphism classes, with the stated exceptions, follows by considering orthogonal minimal idempotents e, ] in M and noting that we may define JB-algebras of real, quaternionic, spin, and purely exceptional types.
COROLLARY 3.3. A JB-algebra is o] complex type iff its state space has the 3-ball property.
Pro@ The JB-algebra .4 is of complex type iff .4e is complex for ~11 pure states ~.
Since the normal state space of A 0 is isomorphic to Fo, the corollary follows directly from Theorem 3.1 and Proposition 3.2.
[] The relevance of the above discussions for our purpose stems from the following lemma. As will be seen later on, its converse is false. By definition, reversibility is a spatial notion involving the non-commutative multiplication of tIilbert space operators. In general it is not an isomorphism invariant;
it is possible for a reversible and a non-reversible JC-algebra to be isomorphic. This situa-tion is illustrated by the spin-factors. A spin factor A_~ B(H)s a is always reversible when dim A =3 or 4, non-reversible when dim A#3, 4 or 6, and it can be either reversible or non-reversible when dim A = 6, even though all spin factors of the same dimension are isomorphic. Of these results we will prove only the one with dim A = 4, since we shall not need the others.
Recall that the ttilbert norm of a spin factor is equivalent with the JB-algebra norm, and that the two coincide on N= (1)" (ef. [41] ). It follows that every spin factor is a Banach dual space, hence a JBW-algebra. It is easily verified that the center of any spin factor is trivial, hence it is a factor (which justifies the terminology). In fact, the spin factors are precisely the JBW-factors of type I S (see [7; w 7] for definition and proof). It follows from the above discussion that two spin factors of the same dimension must be isomorphic. In particular, every spin factor of dimension three is isomorphic to M~(R)s, and every spin factor of dimension four is isomorphic to M~(C)sa. []
We will reduce the problem of reversibility for a given JC-algebra to the same problem for its weak closure in an appropriate representation. Then we are in a setting where the structure theory for JW-algebras applies. Recall in this connection that any given JWalgebra A ~ B(H)s a can be written as
where A x is an abelian JW-algebra, We will see later that the I~-summand is the key to reversibility. Therefore we will now study JW-algcbras of type 12. We begin by two technical lemmas. where Qn is an appropriate Jordan polynomial in n ~ variables.
Assume now that s, t are two arbitrary (but fixed) orthogonal symmetries in S. For any set (a 1 .... , a n) of n elements of S we decompose each aj as aj = ~j 1 + nj where n~ E N = {1 }~.
For given i, ] the multiplication rules for spin factors give:
It follows from (4. occur; in fact we will prove that p =s 0.
Assume that p ~s 0. Now we will first show that every dense representation of (s o -p)
is of dimension at most three, then we will see that this leads to a contradiction. By Lemma Two JC-algebras, even if they are isomorphic, may act on their respective Hilbert spaces in quite different ways; in fact, even the C*-algebras they generate may be nonisomorphic. In this section we prove the existence, for any special JB-algebra, of a "largest" C*-algebra generated by it, such that in any concrete representation, the C*-algebra generated by the given JB-algebra is a quotient of the "largest" one. Then we specialize to JB-algebras of complex type. Next we note the existence of a unique involution on "U such that u is a *-map. This is done by defining an involution on the tensor algebra by 
T~EO~M 5.1. Let A be a JB.algebra. There exists a C*-algebra ~ and a Jordan homomorphism ~p: A-+9~ such that ~ is generated by ~p(A) and such that for any

I A---~ ~sa
By abstract nonsense, the pair yJ, ~I is uniquely determined (in the obvious sense). If A is special, then by definition A can be faithfully represented on a ttilbert space.
Factoring such a representation through ~I, we conclude that, in this case, yJ is injective.
Then we identify A with its image ~o(A) in 9~, and call 9~ the enveloping C*-algebra of A.
We can then rephrase the above results as follows: A is a JB-subalgebra o/~s~, and generates 9~ as a C*-algebra. Any Jordan homomorphism O: A ~ Bs a where B is a C*-algebra extends uniquely to a *-homomorphism ~: 9..[---> B.
In the general case, the kernel of ~ is easily seen to be the "exceptional ideal" of A defined in [7; w 9] . Then 9~ is the enveloping C*-algebra of A/ker ~. [] Our next lemma is essential. It is our only use of the results of w 4, so it is not as innocent as it looks. We repeat our standing hypothesis that A is Of complex type. [] Now that we have established the potential usefulness of the enveloping C*-algebra of a JB-algebra of complex type, we will show how actually to compute it. Inspection of the proof below will reveal that it is the existence of the *-anti-automorphism 4p, established in Corollary 5.2, that characterizes ~.
PROPOSITION 5.11. Let A be a JB-algebra of complex type. If ~: A ~ B(H)sa is a ]aith-[ul representation, the enveloping C*-algebra ~ is (isomorphic to) the C*-algebra on HOH generated by (~0~ ~) (A ). (x~ t is defined relative to some involution on H.)
Proof. The C*-algebra C generated by (~| is contained
in B(H)| B(H) (acting on H| Define the *-anti-automorphism ~ on B(H)| B(H) by qJ(a~b) =btOa t, a, bEB(H).
Then ~o (~t)=7~O~. It follows that C is ~-invariant. is a positive map from 9~| ) into 9~| ) (12 is the identity map on M2(C)). By [43] is called 2-copositive if ~| 2 is positive (4 is the transpose map on Me(C)).
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L~MMA 6.1. A unital order automorphism 9 o/ M2(C ) is a *-automorphism (*-antiautomorphism) i// it is 2-positive (2-copositive), and in this case ~* is an orientation preserving (orientation reversing) af/ine automorphism o/ the state space of M2(C ).
Proo/. Clearly *-automorphisms are 2-positive [11] , and by [12] . The relevant facts can also be found in [17] and [31] .) We give B~ the orientation determined by this parametrization ~*. It follows from Lemma 6.1 that this orientation is independent of the choice of the isometry u. We call it the standard orientation for B~. Unless otherwise stated, we will assume that each of these 3-balls is given the standard orientation. In this paragraph we will define and investigate a notion of orientation for sets of 3-balls contained in a given compact convex set K (in some locally convex tIausdorff space). Clearly, we have canonical maps 2) where the last map is two-to-one. To prove local triviality we consider a facial ball of K for which we choose a parametrization ~v. We shall be through if we can find a neighbourhood V of ~v in B(K) without any pair of elements parametrizing the same ball with opposite orientations. Since @ is 2-positive, the composed map tF=(I)o@ will be 2-positive (2-copositive) iff (I) is 2-positive (2-copositive), i.e. iff ~0 is orientation preserving (orientation reversing).
PROPOSITION 6.2. Let H~ be a complex Hilbert space and/V~ the normal state space o/ B(H~) /or i -1, 2; also let dp: B(H1)~ B(H2) be a Jordan isomorphism. I/(I) is a *-isomorphism (*-anti-isomorphism), then ~ maps each 3-ball Bq~ N~ orientation preservingly (orientation reversingly) onto the 3-baU
Definitions. A facial 3-ball
Since ~ =flor = O*o(I)* =~F*, the proof is complete.
[] The orientation defined in Theorem 7.3 will be called the standard orientation for the state space K of the given C*-algebra 9~.
We will now show that there exist JB-algebras of complex type which are not orientable. By Theorem 7.3, such algebras can not be isomorphic to the self-adjoint part of a C*-algebra. Indeed, the state spaces of both of these algebras can be identified with the same set of M~(C)sa-valued measures on T. We do not know if the state space of an arbitrary JBalgebra A of complex type is affinely isomorphic to the state space of a C*-algebra; nor do we know if A** is isomorphic to the self-adjoint part of avon Neumann algebra.
w 8. The main theorem
In this chapter we prove the converse of Theorem 7.3; thus, orientabflity of the state space is a sufficient as well as a necessary condition for a JB-algebra of complex type to be isomorphic to the self-adjoint part of a C*-algebra.
To make use of the assumed orientability, we shall need to construct convergent nets To prove sufficiency, we assume (i) and (ii) and fix a global orientation of K. We adopt the notation of Lemma 8.3, and we will denote by F the "a-convex hull" of all Fa 
