Abstract-For an interference network where Receiver k receives the sum of the signal transmitted by Transmitter k and a scaled version of the signal transmitted by Transmitter k -1 corrupted by Gaussian noise we compute the pre-log of the sum-rate capacity for the case where each transmitter has sideinformation consisting of the messages to be sent by its J predecessors.
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I. INTRODUCTION AND MAIN RESULT
We envision a wireless communication scenario where multiple transmitters wish to communicate with multiple receivers. We assume a point-to-point setting, that is, each transmitter sends a message to only one particular receiver. However, due to the wireless communication channel each receiver observes a noisy version of the sum of the signal transmitted by the corresponding transmitter and the attenuated signals transmitted by closely located transmitters. The communication network should thus be modeled as an interference network.
Also, we envision that transmitters can be located close to each other and thus transmitters might be cognizant of the messages of nearby located transmitters. Such a scenario for a example arises in cognitive radio networks [1] .
In this work specifically we consider an interference network with K transmitters and 1K receivers and envision that the transmitters and receivers are located on a grid, which we model as the set IC is called the sum-rate pre-log per user and yields a comparison in the limit when P -> oc of the sum-rate capacity per user in our setting to the sum-rate capacity per user that would be achievable in the absence of any interference.
Note that the described setting is a asymmetric version of Wyner's linear cellular network model [2] . It should also be emphasized that in our set-up Transmitter k knows the messages Mk, Mk 1, ...M j but not necessarily the signals Xk-1,t, .... X-J,t. Otherwise the interference at all receivers could be canceled entirely using dirty-paper coding [3] .
Our Main result is that for this set-up, T1(K,J) 1 LJ+2j (8) 1K (5) 1-4244-1429-6/07/$25.00 ©2007 IEEEThis result illustrates that for K > 4 and when every transmitter in addition to its own message is also cognizant of the preceding J > 1 messages, the pre-log per user rq(K, J) is strictly larger than when every transmitter knows only its own message (i.e., when J = 0). It also shows that for K > 2 and when every transmitter in addition to its own message is also cognizant of all preceding messages (i.e., when J = K -1), then q(K, J) = 1, so that in the limit P -> oc the sum-rate capacity per user approaches the sum-rate capacity per user of a channel without interference.
It is interesting to compare these results with the results for the 2-transmitters/2-receivers interference channel [4] . In the latter each transmitter needs to be cognizant of all messages for the sum-rate pre-log per user to equal 1.
In the next section we sketch an achievability proof and in the section following that a converse.
II. ACHIEVABILITY
The achievability of (8) is based on a coding scheme that uses Costa's "writing on dirty paper" [3] and silences some of the transmitters1. We sketch the proposed scheme below.
Receiver 1 suffers only from noise when decoding M1, so in our proposed scheme Transmitter 1 uses a Gaussian codebook that achieves the capacity of the single-user Gaussian channel and Receiver 1 uses a standard (e.g., weak typicality or maximum-likelihood) decoder for the Gaussian channel. This yields the achievability of R1 = 1/2 log (1 + P'N).
Receiver 2 experiences an interference from Transmitter 1 but, provided that J > 1, this interference is known to Transmitter 2 (who, if J > 1, knows M1 and hence the codeword and the signal {Xl,t} generated by Transmitter 1).
Consequently, if J > 1, Transmitter 2 can use dirty-paper coding to allow Receiver 2 to decode M2 as if there were no interference from Transmitter 1. This allows Transmitter 2 also to achieve 1/2 log (1 + P/N). If J > 2, then Transmitter 3 knows M1 and hence the signal that was sent by Transmitter 1. Consequently, since it also knows M2, it also knows the signal that was produced by Transmitter 2 in its dirty-paper coding scheme. Knowing the signal transmitted by Transmitter 2 allows it to use dirtypaper coding to allow Receiver 3 to decode Message M3 as though there were no interference from Transmitter 2, thus also achieving 1/2 log (1 + P/N). If J is not greater than 2, we silence Transmitter 3.
In general using dirty-paper coding the transmitters 1, ....J + 1 can all communicate at the rate 1/2 log (1 + P/N) R1 = R2 = RJ+l = 1/2 log (I + PIN) . (9) Our coding scheme then silences Transmitter J + 2 so that RJ+2 = 0.
The pattern now repeats because Receiver J + 3 now suffers no interference (because Transmitter J + 2 is silent), so 'But see [5] for a simpler scheme. This paper also addresses more general networks.
Transmitter J+ 3 can use a simple Gaussian codebook. Transmitters (J+4) through 2J+3 can now communicate at full rate using dirty-paper coding, and we silence Transmitter 2(J+ 2). The last transmitter we silence is Transmitter 'y(J + 2), where
The remaining transmitters 'y(J + 2) + 1 through K can now transmit at full rate 1/2 log (1 + P/N) because Receiver -y(J + 2) + 1 suffers no interference, and hence Transmitter -y(J + 2) + 1 can use a simple Gaussian codebook, and because transmitters -y(J + 2) + 2 through 1K can employ dirty-paper coding.
Analyzing the sum rate we note that, since -y transmitters are silenced and the rest communicate at full rate, RE = (K<-) 1/2 log (1+ P/N), (12) which yields the lower bound needed to establish (8).
III. CONVERSE
The proof of the converse in the case where 1K < J + 1 is very simple. Indeed,
where the achievability follows from our proposed coding scheme of the previous section and where the converse follows by revealing to each receiver v the signals transmitted by transmitters 1, ... , v -1. We shall therefore focus on the more interesting case of K> J+2.
The first step in proving the converse for this case is to establish that the sum-rate capacity of our network is upper -J K bounded by the sum-rate capacity CJ' (P, N) of a modified network where receivers 1(J + 2) + 1, 2(J + 2) + 1,. .., + 2) + 1 do not suffer from any interference:
This is done by showing that the sum-rate capacity -JK C~J (P, N) of the latter modified network would be identical to the sum-rate capacity of our network had these receivers been given, as side information, all preceding messages, i. ' transmitters (y-1) (J + 2) +1 through 'y(J + 2), and the final sub-network consists of the transmitters -y(J + 2) + 1 through K.
The number of transmitters in this last sub-network is smaller than J + 2, so its sum-rate capacity is given, using (13), by CJK-(J±2) (P, N) = (K-'(J+2)) 2 log (1 + P/N), (17) so that by (15), (16), and (17) J K J J(P +(K I-'(J + 2)) 2 log(l + P/N).
In the third step we prove that We next upper bound the terms in (24). Denoting by Xk the vector (Xk,1,... ,Xk,n) and similarly for Zk we have J+2 J+2
5 h(Yk) =5 h (Xk + aXk1 + Zk) k=2 k=2 < (J + 1) log (27e P (I + a)2 +N) ) < (J + 1)n log (27e(P + N))
because the Gaussian distribution maximizes differential entropy subject to a second-moment constraint. Note that while a similar bound would hold also for h(Y1), we prefer not to include it in the sum.
We next turn to the conditional differential entropies. The first one can be computed directly because the first receiver experiences no interference: 2log(27eN) . (26) The 
Then, from (24) using (25), (26), (29), (30) 
