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OCTONIONS, TRIALITY, THE EXCEPTIONAL LIE ALGEBRA F4,
AND POLAR ACTIONS ON THE CAYLEY HYPERBOLIC PLANE
ANDREAS KOLLROSS
Abstract. Using octonions and the triality property of Spin(8), we find explicit formulae
for the Lie brackets of the exceptional simple real Lie algebras f4 and f
∗
4
, i.e. the Lie algebras
of the isometry groups of the Cayley projective plane and the Cayley hyperbolic plane.
As an application, we classify polar actions on the Cayley hyperbolic plane which leave a
totally geodesic subspace invariant.
1. Introduction
Exceptional Lie groups, i.e. the simple Lie groups of types E6, E7, E8, F4, G2, first
discovered by Killing [30] at the end of the 19th century, appear in many contexts in
geometry and physics. However, they still remain somewhat elusive objects of study, except
for groups of type G2, which are the exceptional simple Lie groups of lowest dimension.
For the other simple exceptional Lie groups, the group structure is not directly accessible
for computations and one has often to resort to some rather indirect methods in order to
study geometric problems involving one of these groups, cf. [34].
In this article, we study isometric Lie group actions on the Cayley hyperbolic plane
M = OH2 = F∗4/ Spin(9),
a non-compact Riemannian symmetric space of rank one and dimension 16. More precisely,
our goal is to classify polar actions on M . A proper isometric action of a Lie group on a
Riemannian manifold is called polar if there exists a section for the action, i.e. an embedded
submanifold which meets all orbits of the group action and meets them orthogonally. See
[4, 17, 45, 46] for survey articles in connection with polar actions. Since the criterion for
polarity of an isometric action (see Proposition 6.1 below) involves the Lie bracket of the
isometry group, it is necessary to have a good model for the Lie algebra f∗4 in order to
decide whether a given isometric Lie group action on M is polar or not.
A widely used construction of the compact Lie group F4 is to define it as the group
of automorphisms of the Albert algebra, i.e. the exceptional Jordan algebra given by the
set of self-adjoint 3 × 3-matrices with entries from the Cayley numbers O, where the
multiplication is defined by x ◦ y = 1
2
(xy + yx), see [24, 40, 12, 1, 2, 23, 49]. Another
approach to construct the Lie algebra f4 is to view it as the direct sum of spin(9) and
the 16-dimensional module of the spin representation of Spin(9), see [2, 39]. In [1], F4 is
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defined as a subgroup of E8. While these various constructions provide existence proofs
for the Lie algebras of type F4, it appears that they are not so well suited to study our
particular geometric problem involving Lie group actions on OH2, where it is necessary to
compute Lie brackets explicitly and to have good descriptions of Lie triple systems and
subalgebras. In [2, Section 4.2], Baez remarks that the isomorphism
f4
∼= so(O)⊕O3
is an elegant way of describing f4. He writes: “This formula emphasizes the close relation
between f4 and triality: the Lie bracket in f4 is completely built out of maps involving so(8)
and its three 8-dimensional irreducible representations!” In this article, we pursue this
approach and obtain the explicit expressions (3.1) and (4.1) for the bracket of the com-
pact real form f4 and the non-compact real form f
∗
4. These formulae involve octonionic
multiplication and the triality automorphism of the Lie algebra so(8). We use them to
describe various subalgebras of f∗4, as well as the totally geodesic subspaces of OH
2, and to
decide whether or not certain subgroups of F∗4 act polarly on OH
2. Note that our model
also encompasses the description f4
∼= spin(9)⊕ R16, since we have so(8)⊕ O ∼= so(9), cf.
Lemma 2.1 below.
Our constructions provide a new existence proof for the exceptional simple Lie algebras f4
and f∗4.
As an application, the following result on polar actions is proved. (For a more detailed
description of the actions involved here, see Table 1 or Corollary 1.2.)
Theorem 1.1. Let H be a closed connected non-trivial subgroup of F∗4 whose action on OH
2
is polar and leaves a totally geodesic subspace P 6= OH2 invariant. Then
(i) either the action has a fixed point and H is conjugate to one of
Spin(9), Spin(8), Spin(7) · SO(2), Spin(6) · Spin(3) (1.1)
(ii) or the H-orbits coincide with the orbits of the connected component N(P )0 of
the normalizer N(P ) = {g ∈ F∗4 : g · P = P} where P is not isometric to a real
hyperbolic space of dimension 3 or 4.
Conversely, the actions of the groups (1.1) on OH2 are polar and, furthermore, if P is a
totally geodesic subspace of M not isometric to a real hyperbolic space of dimension 3 or 4,
then N(P )0 acts polarly on M .
It should be noted that the “Conversely, . . . ”-part of the statement was already known,
in fact, it follows from the classification of polar actions by reductive algebraic subgroups
of F∗4 which was obtained in [33]. The result in [33] was proved using the duality of
Riemannian symmetric spaces and the classification of polar actions onOP2 by Podesta` and
Thorbergsson [43], see also [26]. Polar actions with a fixed point on irreducible symmetric
spaces have been classified in [19].
Moreover, actions of cohomogeneity one on various Riemannian symmetric spaces of
non-compact type have been classified in [3, 5, 7, 8, 9]. In particular, in the article [9]
by Berndt and Tamaru, a complete classification of cohomogeneity one actions on OH2
was obtained.
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Let us also remark that polar actions on Riemannian symmetric spaces of compact type
have been completely classified [31, 32, 34, 38, 35], see [35, Introduction] for a summary.
However, for symmetric spaces of non-compact type, polar actions so far have only been
completely classified in the case of real hyperbolic spaces [48] and complex hyperbolic
spaces [18].
The new results in our main theorem can also be stated more explicitly in the following
form.
Corollary 1.2. Let H be a closed connected non-trivial subgroup of F∗4 whose action
on OH2 is polar and leaves a totally geodesic subspace P 6= OH2 of positive dimension
invariant. Then there exists a maximal connected subgroup L of F∗4 containing H such
that the L-orbits and the H-orbits coincide and L is conjugate to one of the following:
G2 · SO0(1, 2), SU(3) · SU(1, 2), Sp(1) · Sp(1, 2), Spin(7) · SO0(1, 1), Spin(6) · Spin(1, 2),
Spin(3) · Spin(1, 5), SO(2) · Spin(1, 6), Spin(1, 7), Spin(1, 8), cf. Table 1.
This article is organized as follows. We start in Section 2 by recalling notation and
basic material on octonions and the Lie algebra so(8) mostly from Freudenthal [24] and
Murakami [40]. The next section contains the construction of the compact Lie algebra f4.
We first define a skew-symmetric bracket operation (3.1) on so(8) × O3 and prove that
the algebra given in this way indeed satisfies the Jacobi identity. We then show that this
52-dimensional real Lie algebra is simple and has an ad-invariant scalar product; thus it is
isomorphic to the Lie algebra of the compact Lie group F4. The formula for the bracket of
the Lie algebra of the isometry group F∗4 of M can now be obtained in Section 4 simply by
using the duality of Riemannian symmetric spaces. We describe the restricted root space
decomposition ofM , an Iwasawa decomposition of g∗, and a maximal parabolic subalgebra
of g∗ in the framework of our model for f∗4. In Section 5 we study totally geodesic subspaces
of M and write down Lie triple systems corresponding to each congruence class. We recall
a criterion for polarity of an isometric Lie group action on a non-compact Riemannian
symmetric space in Section 6 and give some examples of polar actions, in particular, we
find the new Example 6.5. In Section 7 we classify polar actions on M leaving a totally
geodesic subspace invariant. We mention some open questions and possible generalizations
of this work in the last section.
2. Octonions and so(8)
Recall that the octonions O, also called the Cayley numbers, are an 8-dimensional real
division algebra, which is neither commutative nor associative. Let e0, . . . , e7 ∈ O be basis
vectors such that e := e0 = 1 is the multiplicative identity, e
2
1 = · · · = e27 = −1, and
e1e2 = e3, e1e4 = e5, e2e4 = e6, e3e4 = e7,
e5e3 = e6, e6e1 = e7, e7e2 = e5.
(2.1)
Using this basis, we identify the Cayley numbers O with R8. For a ∈ O, let La and Ra be
the maps R8 → R8 given as left and right multiplication by a, i.e. La(x) = ax, Ra(x) = xa.
Recall that the octonions are an alternative algebra, i.e. the alternative laws (xx)y = x(xy)
and (xy)y = x(yy) hold for all x, y ∈ O; or equivalently, the associator, i.e. the R-trilinear
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map [·, ·, ·] : O × O × O → O, defined by [a, b, c] = (ab)c − a(bc), is an alternating map.
Using the alternative laws, the whole octonionic multiplication table may be recovered
from the above identities. Let octonionic conjugation γ : O → O, x 7→ x¯ be the R-linear
map defined by
e¯i =
{
e0, if i = 0;
−ei, if i ≥ 1. .
The map γ is an involutive antiautomorphism of the Cayley numbers, i.e. we have γ2(x) = x
and xy = y¯x¯ for all x, y ∈ O. Let the pure part of an octonion be defined by Pu(x) =
1
2
(x − x¯). Let the real part of an octonion x be the real number Re(x) defined by x =
Re(x)e + Pu(x).
Let so(8) be the Lie algebra of skew symmetric real 8×8-matrices with the commutator
of matrices [A,B] = AB − BA as the bracket. We identify R8 ∧ R8 with so(8) using the
definition
x ∧ y = xyt − yxt,
where, on the right hand side, we consider elements of O as column vectors in R8, xt de-
notes the row vector which is the transpose of x, and the usual matrix multiplication is
understood.
Following Freudenthal [24] and Murakami [40, §2], we define π ∈ Aut(so(8)) by
π(a ∧ b) = 1
2
Lb ◦ La for a ∈ Pu(O), b ∈ O.
It can be checked by a direct (if somewhat cumbersome) calculation that π is actually
an automorphism of so(8). Furthermore, we define another automorphism κ of so(8) by
κ(a ∧ b) = a¯ ∧ b¯, or equivalently, by
κ(A)(x) = A(x¯)
Finally, let
λ := π ◦ κ ∈ Aut(so(8)),
then we have π2 = κ2 = λ3 = 1 and κ ◦ λ2 = λ ◦ κ = π, see [40, §2, Thm. 2]. More
explicitly, the automorphism λ is given by
λ(a ∧ b) = 1
2
Lb¯ ◦ La¯ for a ∈ Pu(O), b ∈ O
and it follows that its square λ2 = κ ◦ π is given by
λ2(a ∧ b) = 1
2
Rb¯ ◦Ra¯ for a ∈ Pu(O), b ∈ O
since λ2(a ∧ b)(x) = κ(π(a ∧ b))(x) = 1
2
κ(Lb ◦ La)(x) = 12b(ax¯) = 12(xa¯)b¯.
Let Ta = Ra + La for a ∈ O, then (cf. [40, p.188]) we have for i ≥ 1 that
Tei(x) = xei + eix =


−2e0, if x = ei;
2ei, if x = e0;
0, if x = ej , 0 6= j 6= i;
and it follows that
Tei = 2eie
t
0 − 2e0eti = 2ei ∧ e0. (2.2)
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Lemma 2.1. Let so(8)× R8 be equipped with the binary operation given by
[(A, x), (B, y)] = (AB −BA− 4x ∧ y, Ay −Bx).
Then so(8)× R8 is a real Lie algebra isomorphic to so(9).
Proof. We check that an isomorphism so(8)× R8 → so(9) is given by the map
(A, x) 7→
(
A 2x
−2xt 0
)
.
Computing the bracket in so(9) we get[(
A 2x
−2xt 0
)
,
(
B 2y
−2yt 0
)]
=
(
AB −BA− 4xyt + 4yxt 2Ay − 2Bx
−2xtB + 2ytA 0
)
.
This shows that the map defined above is indeed an automorphism. 
3. The compact Lie algebra f4
In this section, we will describe an explicit construction of f4 which is based on the
inclusion Spin(8) ⊂ F4. It is well known, see e.g. [21, Tables 25, 26], that the isotropy
representation of the homogeneous space F4/ Spin(8) is the direct sum of the three mutually
inequivalent 8-dimensional irreducible representations of Spin(8). These representations
can be conveniently described using octonions, see [40], and we will define a Lie algebra
structure on A = so(8)×O3 such that the action of so(8) on O×O×O is equivalent to
ρ⊕ ρ ◦ λ⊕ ρ ◦ λ2, where ρ is the standard representation of so(8), and such that
τ : (A, x, y, z) 7→ (λ(A), y, z, x)
is an automorphism of order 3 of A .
Let us define a skew-symmetric bracket
[·, ·] : A ×A → A
as follows. The bracket on so(8) is defined in the obvious way, i.e.
[(A, 0, 0, 0), (B, 0, 0, 0)] = (AB − BA, 0, 0, 0).
We identify O with R8 using the basis e0, . . . , e7 as above and let
[(A, 0, 0, 0), (0, x, 0, 0)] = (0, Ax, 0, 0).
Using the identification so(8) = R8∧R8 as above, we may define the bracket on {0}×O×
{0} × {0} by
[(0, x, 0, 0), (0, y, 0, 0)] = (−4x ∧ y, 0, 0, 0).
In this way, so(8)×O×{0}×{0} becomes a subalgebra isomorphic to so(9), see Lemma 2.1.
We further define, using octonionic multiplication and conjugation,
[(0, x, 0, 0), (0, 0, y, 0)] = (0, 0, 0, xy).
Now all brackets on A are defined by requiring that the map τ be an algebra automorphism
with respect to the bracket operation and extending to a bilinear and skew symmetric map
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A × A → A . An explicit formula for the bracket operation is given in the statement of
the following theorem.
Theorem 3.1. The bracket operation on A as defined above, i.e. the map
[(A, u, v, w), (B, x, y, z)] = (C, r, s, t) (3.1)
where
C = AB − BA− 4u ∧ x− 4λ2(v ∧ y)− 4λ(w ∧ z),
r = Ax−Bu+ vz − yw,
s = λ(A)y − λ(B)v + wx− zu,
t = λ2(A)z − λ2(B)w + uy − xv,
is R-bilinear, skew symmetric and satisfies the Jacobi identity. The real Lie algebra
(A , [·, ·]) defined in this fashion is isomorphic to the Lie algebra of the compact excep-
tional simple Lie group of type F4.
The R-bilinearity and skew symmetry of the bracket are obvious from the definition. To
prove the rest of Theorem 3.1, we will use Lemmas 3.2, 3.3, 3.4 and 3.5 below.
Let ρ be the standard representation ρ : Spin(8) → SO(8). Define an action of Spin(8)
on R8 by θ(x) := ρ(θ)(x). Since Spin(8) is simply connected, its automorphism group is
canonically isomorphic to the automorphism group of so(8). The automorphism of Spin(8)
thus given by λ ∈ Aut(so(8)) is also denoted by λ. Define an action of Spin(8) on A by
θ(A, x, y, z) = (Adθ(A), θ(x), λ(θ)(y), λ
2(θ)(z))
for θ ∈ Spin(8).
Lemma 3.2. We have
τ(θ(A, x, y, z)) = λ(θ)(τ(A, x, y, z))
for all θ ∈ Spin(8), (A, x, y, z) ∈ A .
Proof. We compute
τ(θ(A, x, y, z)) = τ(Adθ(A), θ(x), λ(θ)(y), λ
2(θ)(z)) =
= (Adλ(θ)(λ(A)), λ(θ)(y), λ
2(θ)(z), θ(x)) =
= λ(θ)(λ(A), y, z, x) =
= λ(θ)(τ(A, x, y, z)),
where we have used that λ(Adθ(A)) = Adλ(θ)(λ(A)) for all θ ∈ Spin(8), A ∈ so(8). 
Lemma 3.3. The map
(A, x, y, z) 7→ θ(A, x, y, z)
is an automorphism of the real algebra A for any θ ∈ Spin(8).
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Proof. Obviously, we have
[θ(A, 0, 0, 0), θ(B, 0, 0, 0)] = [(Adθ(A), 0, 0, 0), (Adθ(B), 0, 0, 0)] =
= (Adθ([A,B]), 0, 0, 0) = θ[(A, 0, 0, 0), (B, 0, 0, 0)].
Using that λ(Adθ(A)) = Adλ(θ)(λ(A)) for all θ ∈ Spin(8), A ∈ so(8), we get
[θ(A, 0, 0, 0), θ(0, x, y, z)] = [(Adθ(A), 0, 0, 0), (0, θ(x), λ(θ)(y), λ
2(θ)(z))] =
= (0,Adθ(A)(θ(x)), λ(Adθ(A))(λ(θ)(y)), λ
2(Adθ(A))(λ
2(θ)(z))) =
= (0, θ(Ax), λ(θ)(λ(A)y), λ2(θ)(λ2(A)z)) =
= θ(0, Ax, λ(A)y, λ2(A)z) = θ[(A, 0, 0, 0), (0, x, y, z)].
By the principle of triality, see [40, §2, §3], we have that
θ(x)λ(θ)(y) = κ ◦ λ2(θ)(xy)
for all x, y ∈ O. From this, we obtain
[θ(0, u, 0, 0), θ(0, 0, y, 0)] = [(0, θ(u), 0, 0), (0, 0, λ(θ)(y), 0)] =
= (0, 0, 0, θ(u)λ(θ)(y)) = (0, 0, 0, κ ◦ λ2(θ)(uy)) =
= (0, 0, 0, λ2(θ)(uy)) = θ(0, 0, 0, uy) = θ[(0, u, 0, 0), (0, 0, y, 0)],
where we have used that κ(θ)(x) = θ(x¯) for all θ ∈ Spin(8), x ∈ O.
Furthermore, we compute
[θ(0, u, 0, 0), θ(0, x, 0, 0)] = [(0, θ(u), 0, 0), (0, θ(x), 0, 0)] =
= (−4θ(u) ∧ θ(x), 0, 0, 0) =
= (−4θ(u)θ(x)t + 4θ(x)θ(u)t, 0, 0, 0) =
= (−4Adθ(u ∧ x), 0, 0, 0) = θ[(0, u, 0, 0), (0, x, 0, 0)].
The statement of the lemma now follows using Lemma 3.2 and the skew symmetry and
bilinearity of the bracket. 
Lemma 3.4. The bracket operation on A satisfies the Jacobi identity, i.e. we have
[ξ, [η, ζ ]] + [η, [ζ, ξ]] + [ζ, [ξ, η]] = 0 (3.2)
for all ξ, η, ζ ∈ A .
Proof. By the trilinearity of the left-hand side, it suffices to show that (3.2) holds for all
triples of vectors (ξ, η, ζ) where each of the elements ξ, η, ζ is a vector from one of the
factors of so(8)×O×O×O. Let us assume the vectors ξ, η, ζ are chosen in this fashion.
We have not yet shown that A is a Lie algebra with the bracket as defined above, but in
any case, the map τ certainly is an automorphism with respect to whatever real algebra
structure is defined on A by the bracket operation (3.1). Using this fact, we may assume
that the three vectors ξ, η, ζ are either from so(8)×O×O×{0} or from {0}×O×O×O.
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(i) First assume ξ, η, ζ ∈ so(8) × O × O × {0}. If the three vectors ξ, η, ζ are from
so(8)×O×{0}×{0} or so(8)×{0}×O×{0}, it follows from Lemma 2.1 (using the
fact that τ is an automorphism of A in the second case) that the Jacobi identity
holds for ξ, η, ζ . Thus may assume ξ = (A, 0, 0, 0), η = (0, x, 0, 0), ζ = (0, 0, y, 0).
To verify the Jacobi identity in this special case, we compute:
[(A, 0, 0, 0), [(0, x, 0, 0), (0, 0, y, 0)]] = (0, 0, 0, λ2(A)(xy)),
[(0, x, 0, 0), [(0, 0, y, 0), (A, 0, 0, 0)]] = (0, 0, 0,−x · λ(A)(y)),
[(0, 0, y, 0), [(A, 0, 0, 0), (0, x, 0, 0)]] = (0, 0, 0,−A(x) · y).
The sum of the fourth components of these elements is the conjugate of
κ ◦ λ2(A)(xy)− x · λ(A)(y)− A(x) · y.
It follows from the infinitesimal principle of triality, see [40, §2, Thm. 1], that the
above expression is zero for all A ∈ so(8) and all x, y ∈ O.
(ii) Now assume ξ, η, ζ ∈ {0} × O × O × O. First consider the subcase where ξ =
(0, x, 0, 0), η = (0, 0, y, 0), ζ = (0, 0, 0, z) are unit vectors. The group Spin(8) acts
as a group of automorphisms on A by Lemma 3.3 and we may use this action to
assume x = e and y = e, since Spin(8) acts transitively on the product of unit
spheres S7 × S7 ⊂ R8 ⊕ R8 by the sum of any two of its inequivalent irreducible
8-dimensional representations. Using this assumption, we compute
[(0, x, 0, 0), [(0, 0, y, 0), (0, 0, 0, z)]] = (−4e ∧ z¯, 0, 0, 0),
[(0, 0, y, 0), [(0, 0, 0, z), (0, x, 0, 0)]] = (−4λ2(e ∧ z¯), 0, 0, 0),
[(0, 0, 0, z), [(0, x, 0, 0), (0, 0, y, 0)]] = (−4λ(z ∧ e), 0, 0, 0).
Since all three terms are zero if z = e, we may assume that z ∈ Pu(O). The sum
of the first components of these elements is then
−4e ∧ z¯ − 4λ2(e ∧ z¯)− 4λ(z ∧ e) =
= 4e ∧ z + 4λ2(z¯ ∧ e)− 4λ(z ∧ e) =
= 4e ∧ z + 2Re ◦Rz − 2Le ◦ Lz¯ = 4e ∧ z + 2Rz + 2Lz = 0,
which is zero by (2.2). Now consider ξ = (0, x, 0, 0), η = (0, y, 0, 0), ζ = (0, 0, z, 0).
We compute
[(0, x, 0, 0), [(0, y, 0, 0), (0, 0, z, 0)]] = (0, 0,−x¯(yz), 0),
[(0, y, 0, 0), [(0, 0, z, 0), (0, x, 0, 0)]] = (0, 0, y¯(xz), 0),
[(0, 0, z, 0), [(0, x, 0, 0), (0, y, 0, 0)]] = (0, 0, 4λ(x ∧ y)z, 0).
Using the Spin(8)-action again, we may assume x = z = e and y ∈ Pu(O). Then
we have −x¯(yz) = −y, y¯(xz) = −y, and
4λ(x ∧ y)z = 4λ(e ∧ y)e = −4λ(y ∧ e)e = −2Le ◦ Ly¯(e) = 2y,
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showing that the sum of the above elements is zero. Finally, assume ξ = (0, x, 0, 0), η =
(0, 0, y, 0), ζ = (0, 0, z, 0). Then we obtain
[(0, x, 0, 0), [(0, 0, y, 0), (0, 0, z, 0)]] = (0, 4λ2(y ∧ z)x, 0, 0),
[(0, 0, y, 0), [(0, 0, z, 0), (0, x, 0, 0)]] = (0,−(xz)y¯, 0, 0),
[(0, 0, z, 0), [(0, x, 0, 0), (0, 0, y, 0)]] = (0, (xy)z¯, 0, 0).
Once more, using the Spin(8)-action, we may assume that x = y = e and z ∈
Pu(O). Then we have
4λ2(y ∧ z)x = 4λ2(e ∧ z)e = −4λ2(z ∧ e)e = −2Re ◦Rz¯(e) = 2z,
and −(xz)y¯ = −z, (xy)z¯ = −z. This shows that the sum of the above three
elements is zero.
Using the skew-symmetry of the bracket and the fact that τ is an automorphism of A , it
now follows that the Jacobi identity holds for the bracket operation on A . 
We define a scalar product on the Lie algebra A by
〈(A, u, v, w), (B, x, y, z)〉 = 8(utx+ vty + wtz)− tr(AB). (3.3)
This scalar product is invariant under τ . It is also Spin(8)-invariant, i.e. we have
〈θ(A, u, v, w), θ(B, x, y, z)〉 = 〈(A, u, v, w), (B, x, y, z)〉
for all (A, u, v, w), (B, x, y, z) ∈ A and all θ ∈ Spin(8).
Lemma 3.5. The scalar product (3.3) on the Lie algebra A is ad-invariant.
Proof. Let C ∈ so(8). We compute
〈[(A, u, v, w), (C, 0, 0, 0)], (B, x, y, z)〉 =
= 〈([A,C],−Cu,−λ(C)v,−λ2(C)w), (B, x, y, z)〉 =
= 8(−(Cu)tx− (λ(C)v)ty − (λ2(C)w)tz)− tr(ACB − CAB) =
= 8(utCx+ vtλ(C)y + wtλ2(C)z)− tr(ACB −ABC) =
= 〈(A, u, v, w), ([C,B], Cx, λ(C)y, λ2(C)z)〉 =
= 〈(A, u, v, w), [(C, 0, 0, 0), (B, x, y, z)]〉.
Furthermore, we have
〈[(A, u, v, w), (0, e, 0, 0)], (B, x, y, z)〉=
= 〈(−4u ∧ e, Ae, w¯,−v¯), (B, x, y, z)〉 =
= 8((Ae)tx+ w¯ty − v¯tz) + 4 tr((u ∧ e)B) =
= 8(−u(Be)t − vtz¯ + wty¯) + 4 tr(A(e ∧ x)) =
= 〈(A, u, v, w), (−4e∧ x,−Be,−z¯, y¯)〉 =
= 〈(A, u, v, w), [(0, e, 0, 0), (B, x, y, z)]〉,
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where we have used tr(A(e∧ x)) = tr(Aext −Axet) = 2 tr(Aext) = 2(Ae)tx. Since Spin(8)
acts transitively on the unit sphere in {0} × O × {0} × {0} and τ is an automorphism
of A which leaves the scalar product invariant, the above calculations suffice by linearity
to prove ad-invariance. 
Proof of Theorem 3.1. Observe that the real Lie algebra (A , [·, ·]) is simple. Indeed, its
adjoint representation restricted to the subalgebra so(8) acts irreducibly on each of the
direct summands in so(8) × O × O × O and such that the four representation modules
are mutually inequivalent. Therefore, any non-trivial ideal of A is a sum of one or more
of these modules. However, it can be easily seen from the explicit formula of the bracket
operation in the statement of the theorem that the only such sum which is an ideal is A
itself.
Since A is 52-dimensional, it follows from the classification of simple real Lie algebras
that A is isomorphic either to the compact real form f4(−52) or to one of the non-compact
real forms f4(4), f4(−20) of the complex simple Lie algebra of type F4. However, the scalar
product on A as defined above is positive definite and ad-invariant, thus it follows that
A is isomorphic to the compact form. 
Define k := so(8)×O× {0} × {0} and p := {0} × {0} ×O×O. We will write g instead
of A from now on. We have the decomposition g = k⊕ p. Since there is only one conjugacy
class of a subgroup locally isomorphic to Spin(9) in the compact Lie group F4, see [21],
this decomposition corresponds to the Riemannian symmetric space OP2 = F4/ Spin(9),
the compact Cayley projective plane.
4. The isometry group of OH2 and its root space decomposition
Using the duality of symmetric spaces [27, Ch. V, §2], we may define the Lie algebra g∗
by g∗ = k⊕√−1 p as a subalgebra of the complexification g⊗C. Since the Lie algebra
structure on g∗ differs from the one on g only by changing the sign of the bracket on p× p,
we obtain a model for g∗ which is very similar to the model for g we constructed in Section 3.
Using the identifications p∗ = {0} × {0} × O × O and g∗ = so(8) × O × O × O we may
define a new bracket on g∗ by setting
[(A, u, v, w), (B, x, y, z)] = (C∗, r∗, s, t) (4.1)
where
C∗ = AB −BA− 4u ∧ x+ 4λ2(v ∧ y) + 4λ(w ∧ z),
r∗ = Ax− Bu− vz + yw,
s = λ(A)y − λ(B)v + wx− zu,
t = λ2(A)z − λ2(B)w + uy − xv,
Let F∗4 be the simply connected Lie group whose Lie algebra is g
∗. Let K be the connected
subgroup of F∗4 whose Lie algebra is k. It is well known that F
∗
4 is the full isometry group
of M and K is the stabilizer of a point o.
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Let ϑ : g∗ → g∗ be the Cartan involution corresponding to the Cartan decomposition
g∗ = k+ p∗, i.e. the linear map defined by ϑ(X+Y ) = X−Y for X ∈ k and Y ∈ p∗. Using
the identification p = p∗, we can use 〈·, ·〉 also as a scalar product on g∗. The Killing form
of g∗ is then a multiple of 〈·, ϑ(·)〉 with a negative scaling factor.
Let a be the one-dimensional subalgebra of g∗ spanned by (0, 0, e, 0) ∈ p∗. In order to
determine the restricted root space decomposition of g∗ with respect to a, we compute the
following bracket, assuming y ∈ Pu(O):
[(0, 0, e, 0), (B, x, y, z)] = (4λ2(e ∧ y),−z¯,−λ(B)e,−x¯) =
= (2Ry,−z¯,−λ(B)e,−x¯),
where we have used 4λ2(e ∧ y) = −4λ2(y ∧ e) = −2Re ◦Ry¯ = 2Ry. Define
g±α = {(0,∓x¯, 0, x) ∈ g∗ : x ∈ O}.
Furthermore, set
g±2α = {(±2λ2(e ∧ p), 0, p, 0) ∈ g∗ : p ∈ Pu(O)} =
= {(±Rp, 0, p, 0) ∈ g∗ : p ∈ Pu(O)}.
Let so(7) be the subalgebra of so(8) spanned by the elements a ∧ b where a, b ∈ Pu(O).
Define
k0 = {(λ2(X), 0, 0, 0) : X ∈ so(7)}.
and set g0 = k0+ a. Obviously, g0 commutes with a. Then g = g−2α+ g−α+ g0+ gα+ g2α
is the restricted root space decomposition of g∗ with respect to the maximal abelian sub-
space a of p∗ and we have
[H, ξ] = β(H)ξ
for all H ∈ a and ξ ∈ gβ, where α is the linear form on a defined by α(0, 0, e, 0) = 1.
Indeed, it follows immediately from the above calculations that
[(0, 0, e, 0), (0,−x¯, 0, x)] = (0,−x¯, 0, x),
[(0, 0, e, 0), (0, x¯, 0, x)] = −(0, x¯, 0, x)
for x ∈ O and we compute, for p ∈ Pu(O),
[(0, 0, e, 0), (±2λ2(e ∧ p), 0, p, 0)] = (4λ2(e ∧ p), 0,∓2(e ∧ p)e, 0) =
= (4λ2(e ∧ p), 0,∓2(epte− pete), 0) =
= ±2(±2λ2(e ∧ p), 0, p, 0);
furthermore we have, for X ∈ so(7),
[(0, 0, e, 0), (λ2(X), 0, 0, 0)] = (0, 0,−λ(λ2(X))(e), 0) = (0, 0,−X(e), 0) = 0.
It follows from [gα, gβ] ⊆ gα+β that n = gα+ g2α is a nilpotent subalgebra of g∗ and
a+ n is a solvable Lie algebra of g∗. Moreover,
g∗ = k+ a+ n
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is an Iwasawa decomposition and k0+ a+ n is a maximal parabolic subalgebra of g
∗. It
is well known that the closed subgroup AN of F ∗4 corresponding to a+ n acts simply
transitively on M , see e.g. [10].
Let us write down the bracket on k0+ a+ n in an explicit form. We use the notation
v := gα = {(0,−x¯, 0, x) ∈ g∗ : x ∈ O},
z := g2α = {(Rp, 0, p, 0) ∈ g∗ : p ∈ Pu(O)}.
Furthermore, identify a with R via the linear map that sends (0, 0, e, 0) to 1. Now we have
the identification
k0× a× v× z = so(7)× R×O× Pu(O)
and we may use the imbedding
ι : k0× a× v× z→ g∗,
(A, s, x, p) 7→ (λ2(A) +Rp,−x¯, s+ p, x).
Then the restriction of the bracket on g∗ to k0× a× v× z is given by
[ι(A, s, x, p), ι(B, t, y, q)] = ι(AB −BA, 0, z, r) (4.2)
where
z = λ(A)y − λ(B)x+ sy − tx,
r = Aq − Bp+ 2sq − 2tp+ xy¯ − yx¯.
5. Totally geodesic subspaces
The congruence classes of totally geodesic submanifolds of the Cayley hyperbolic plane
are well known, see Proposition 5.1. In this section will describe the corresponding Lie
triple systems and the subalgebras generated by them in the framework of our model for
the Lie algebra g∗.
Proposition 5.1. Every totally geodesic subspace of positive dimension in M is congruent
to one of RH2, CH2, HH2, M , or Hm for 1 ≤ m ≤ 8, where we denote by RH2 and H2
two non-congruent types of totally geodesic hyperbolic planes corresponding to the totally
geodesic subspaces RP2 and S2, respectively, in the compact dual OP2. In particular, the
maximal totally geodesic subspaces of M are, up to congruence, HH2 and H8.
Proof. See [14, Proposition 3.1] or [47]. 
In the following, we will write down some standardly embedded representatives of each
congruence class of totally geodesic subspaces of M . We will use the identification p∗ =
O×O given by (0, 0, x, y) 7→ (x, y) as a convenient shorthand notation for elements in p∗.
Proposition 5.2. Let V ⊆ R8 be a non-zero linear subspace. Then V × {0} and {0} × V
are both Lie triple systems in p∗ whose exponential images are both congruent to Hd, where
d = dim(V ).
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Proof. Consider the compact form g. Applying the automorphism τ and using Lemma 2.1,
it follows that the subspaces R8 × {0} and {0} × R8 of p are both Lie triple systems
generating a Lie algebra isomorphic to so(9). It follows that they are Lie triple systems
tangent to an 8-sphere in OP2. Hence any of their d-dimensional linear subspaces is a
Lie triple system tangent to a d-dimensional sphere in OP2. Now the statement of the
proposition follows by duality. 
The next proposition describes a Lie triple system tangent to a totally geodesic HH2
in M and a subalgebra of g∗ isomorphic to sp(1, 2), which is generated by this Lie triple
system. To formulate it precisely, we need to make the following definitions. Define H to
be the subalgebra of O spanned by e0 = e, e1, e2, e3 and define the subalgebra
so(4) :=
{(
A
0
)
: A ∈ R4×4, At = −A
}
⊂ so(8). (5.1)
Let U = {0} × H × {0} × {0}. Then it follows from Lemma 2.1 that so(4) + U is a
subalgebra of so(8) isomorphic to so(5) ∼= sp(2) and we have [U, U ] = so(4). Now consider
the subspaces τ(U) = {0}×{0}×H×{0} and τ 2(U) = {0}×{0}×{0}×H of the compact
Lie algebra f4. We have [τ(U), τ(U)] = λ
2(so(4)) and [τ 2(U), τ 2(U)] = λ(so(4)). We define
sp(1)3 := so(4) + λ(so(4)) + λ2(so(4)).
Let us show that this subspace is actually a subalgebra of so(8): note that the rep-
resentations λ|so(4) and λ2|so(4) leave the subspaces H and He4 of O invariant and act
nontrivially on both of them. Let ̺ : so(4) → GL(He4) be the representation defined
by ̺(A)(x) = λ(A)(x) and let ϕ : so(4) → GL(He4) be the representation defined by
ϕ(A)(x) = λ2(A)(x). Since we have La|He4 = −Ra|He4 for a ∈ Pu(H), it follows that the
images of ̺ and ϕ are the same. Therefore, we have
sp(1)3 =
{(
A
̺(B)
)
∈ so(8) : A ∈ R4×4, B ∈ su(2)
}
, (5.2)
where we have written su(2) for the simple ideal of so(4) which does not lie in the kernel of ̺.
It is now obvious that sp(1)3 is a subalgebra of so(8) isomorphic to sp(1)⊕ sp(1)⊕ sp(1).
Moreover, by definition, we have λ(sp(1)3) = sp(1)3.
Proposition 5.3. The subset sp(1)3×H×H×H is a subalgebra of f∗4 isomorphic to sp(1, 2).
It is generated by the set H×H, which is a Lie triple system in p∗ whose exponential image
is congruent to HH2.
Proof. We first show that the subset sp(1)3 × H × H × H ⊂ f∗4 is closed under taking
brackets. Obviously sp(1)3 is a subalgebra of f∗4. Since so(4) ⊂ sp(1)3, all brackets of
elements in {0} × H × {0} × {0} are contained in sp(1)3. Since sp(1)3 is λ-invariant, it
also contains all brackets of elements in {0} × {0} ×H× {0} and all brackets of elements
in {0} × {0} × {0} × H. Using (4.1), it now follows easily that all brackets of elements
in {0} × H × H × H are contained in sp(1)3 × H × H × H. Furthermore, it follows from
the λ-invariance of sp(1)3 that adX , X ∈ sp(1)3 leaves the subspaces {0}×H×{0}× {0},
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{0} × {0} ×H× {0}, and {0} × {0} × {0} ×H invariant. This completes the proof of the
subalgebra property.
It is now straightforward to see that {0} × {0} × H × H is a Lie triple system which
generates the Lie algebra sp(1)3 × H × H × H. Since this Lie algebra is 21-dimensional
and the Lie algebra of the isometry group of an 8-dimensional totally geodesic subspace
of OH2, we know by Proposition 5.1 that it is isomorphic to sp(1, 2) and the exponential
image of {0} × {0} ×H×H is congruent to HH2. 
From now on, we will use the notation
sp(1, 2) := sp(1)3 ×H×H×H.
Lemma 5.4. Let K be a subalgebra of H. Then ℓ := K ×K ⊂ p is a Lie triple system.
Proof. We compute some brackets:
[(a, 0), (b, 0)] = (4λ2(a ∧ b), 0, 0, 0),
[(a, 0), (0, b)] = (0,−ab, 0, 0),
[(0, a), (b, 0)] = (0, ba, 0, 0),
[(0, a), (0, b)] = (4λ(a ∧ b), 0, 0, 0).
The map ad(c,0) sends these four elements to
(0, 0,−4(a ∧ b)c, 0), (0, 0, 0, c¯(ab)), (0, 0, 0,−c¯(ba)), (0, 0,−4λ2(a ∧ b)c, 0),
while ad(0,c) maps them to
(0, 0, 0,−4λ(a ∧ b)c), (0, 0,−(ab)c¯, 0), (0, 0, (ba)c¯, 0), (0, 0, 0,−4(a ∧ b)c).
We have 4λ(a ∧ b)c = 2Lb¯ ◦ La¯(c) = 2b¯(a¯c) and 4λ2(a ∧ b)c = 2Rb¯ ◦Ra¯(c) = 2(ca¯)b¯, where
we have assumed a ∈ Pu(K). Furthermore, (a ∧ b)c = abtc− batc ∈ spanR{a, b}. We have
shown that [ℓ, [ℓ, ℓ]] ⊆ ℓ. 
Remark 5.5. To show that the Lie triple system given by Lemma 5.4 for K = R is not
congruent to the Lie triple systems given by Proposition 5.2 for dim(V ) = 2, we consider
their counterparts for the dual symmetric space OP2.
Assume OP2 is endowed with the invariant metric induced by 〈·, ·〉. Let X, Y ∈ p be
a pair of orthonormal vectors. Then the sectional curvature of the plane spanned by X
and Y is given by
K(X, Y ) = 〈R(X, Y )X, Y 〉 = 〈[[X, Y ], X ], Y 〉 = 〈[X, Y ], [X, Y ]〉.
For X = (0, 0, e, 0), Y = (0, 0, 0, e) we obtain
K(X, Y ) = 〈(0, e, 0, 0), (0, e, 0, 0)〉 = 8.
For X = (0, 0, e, 0), Z = (0, 0, e1, 0) we obtain
K(X,Z) = 〈(4λ2(e1 ∧ e), 0, 0, 0), (4λ2(e1 ∧ e), 0, 0, 0)〉 =
= −4 tr(Re¯ ◦Re¯1)2 = −4 tr(Re¯1)2 = −4 tr(− idR8) = 32.
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The two-dimensional Lie triple systems spanR{X, Y } and spanR{X,Z} either correspond
to a totally geodesic S2 or to a totally geodesic RP2 in OP2. Since all geodesics in OP2
are closed and of the same length, both spaces have the same diameter δ and the totally
geodesic RP2 is covered by a locally isometric two-sphere of diameter 2δ. This shows that
the constant sectional curvature of a totally geodesic S2 in OP2 is four times the constant
sectional curvature of a totally geodesic RP2 in OP2.
We have shown that the Lie triple system in p∗ spanned by (e, 0), (0, e) is tangent to a
totally geodesic RH2; the Lie triple system spanned by (e, 0), (e1, 0) is tangent to a H
2.
Moreover, these calculations show that the four-dimensional Lie triple system spanned
by (e, 0), (e1, 0), (0, e), (0, e1) does not have constant sectional curvature, thus it is tangent
to a CH2. Therefore the Lie triple system given by Lemma 5.4 for K = C is not congruent
to the Lie triple systems given by Proposition 5.2 for dim(V ) = 4. (This can also been
seen by counting dimensions of the Lie algebras generated by the two Lie triple systems.)
Lemma 5.6. Let ℓ ⊆ p∗ be a Lie triple system such that V1 := ℓ ∩ (O × {0}) and V2 :=
ℓ∩ ({0} ×O) are both non-zero. Then dim(V1) = dim(V2) and V1 + V2 ⊆ p∗ is a Lie triple
system.
Proof. Let W1,W2 ⊆ O be such that V1 = W1×{0} and V2 = {0}×W2. Observe that [ℓ, ℓ]
contains the bracket ξ := (0,−vw, 0, 0) = [(0, 0, v, 0), (0, 0, 0, w)] where v ∈ W1, w ∈ W2
are both non-zero. The linear map adξ then induces isomorphisms O×{0} → {0}×O and
{0}×O→ O×{0} of real vector spaces; furthermore, viewed as a map p∗ → p∗, it preserves
the subspace ℓ, since ℓ is a Lie triple system. It follows that adξ maps V1 bijectively onto V2,
hence dim(V1) = dim(V2). This shows that all maps adξ where ξ = [(0, 0, v, 0), (0, 0, 0, w)],
v ∈ W1, w ∈ W2, preserve V1+V2. Since, by Proposition 5.2, O×{0} and {0}×O are Lie
triple systems of p∗, it follows that we also have [[Vi, Vi], Vi] ⊆ Vi for i = 1, 2. Furthermore,
we have [Vi, Vi] ⊆ so(8) and hence [[Vi, Vi], V3−i] ⊆ V3−i. Now the assertion of the lemma
follows. 
Remark 5.7. In the proof of the next lemma we use the fact that G2 is a subgroup of the
automorphism group of g∗. In fact, let G2 be the set of automorphisms of O. Then G2
acts on g∗ as follows: For f ∈ G2 and (A, x, y, z) ∈ so(8)×O3, define
f · (A, x, y, z) := (f ◦ A ◦ f−1, f(x), f(y), f(z)).
Note that we have G2 ⊂ Spin(8) and the action defined above is given by the restriction
of the Spin(8)-action described in Lemma 3.3, see [40, §3].
Lemma 5.8. Let ℓ ⊆ p∗ be a Lie triple system which is of the form ℓ = V1 + V2, where
V1 ⊆ O × {0} and V2 ⊆ {0} × O are non-zero linear subspaces. Then dim(V1) = dim(V2)
and the totally geodesic submanifold of M corresponding to ℓ is congruent to RH2, CH2,
HH2, or M .
Proof. It follows from Lemma 5.6 that dim(V1) = dim(V2). Using the fact that Spin(8) acts
transitively on S7 × S7, we may assume that both W1 and W2, defined as in Lemma 5.6,
contain e. It follows that Pu(Wi) = Wi and W¯i = Wi for i = 1, 2. Taking the bracket
[(0, 0, v, 0), (0, 0, e, 0)] = (4λ2(v ∧ e), 0, 0, 0),
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we see that [ℓ, ℓ] contains the elements (λ2(v ∧ e), 0, 0, 0) for all v ∈ W1. Setting η :=
(2λ2(v ∧ e), 0, 0, 0), we obtain
adη(0, 0, 0, w) = (0, 0, 0, 2λ(v ∧ e)w)) = (0, 0, 0, Lv¯(w)) = (0, 0, 0, v¯w) ∈ V2
for all v ∈ Pu(W1), w ∈ W2. In particular, since e ∈ W2, it follows that W1 ⊆W2.
This shows that W1 = W2 and furthermore, that W1 is a subalgebra of O. Hence
W1 is isomorphic to one of R,C,H, or O. In the last case, the assertion of the lemma
is trivial. Otherwise, we may assume W1 is a subalgebra of the standardly embedded
H = span{e, e1, e2, e3} after applying an automorphism of O. Indeed: if W1 ∼= R and
W1 = span{e}, there is nothing to prove; if W1 ∼= C and W1 = span{e, v} for some
unit vector v ∈ Pu(O), there is an element f in the automorphism group G2 of O such
that f(v) = e1, since G2 acts transitively on the unit sphere in Pu(O); if W1 ∼= H and
W1 = span{e, v, w, vw} for unit vectors v, w ∈ Pu(O) with v ⊥ w, there is an element f
in the automorphism group G2 of O such that f(v) = e1, f(w) = e2, and hence f(vw) =
e1e2 = e3, since G2 acts transitively on the Stiefel manifold of orthonormal two-frames
in Pu(O), cf. [41]. Now the lemma follows from Proposition 5.3 and Remark 5.5. 
6. Polar actions
The following criterion for an isometric action on M to be polar was proved in [18,
Proposition 2.3] for an arbitrary Riemannian symmetric space of non-compact type. Note
that sections of polar actions are always totally geodesic submanifolds.
Proposition 6.1. Let Σ be a connected totally geodesic submanifold of M with o ∈ Σ. Let
H be a closed subgroup of I(M). Then H acts polarly on M with section Σ if and only if
ToΣ is a section of the slice representation of Ho on No(H · o), and 〈h, [ToΣ, ToΣ]〉 = 0.
Isometric Lie group actions of cohomogeneity one (i.e. the regular orbits are hypersur-
faces) are a special case of polar actions of independent interest. They have been classified
by Hsiang-Lawson [28] on spheres, on complex projective space by Takagi [44], on quater-
nionic projective space by D’Atri [16], and on the Cayley projective plane by Iwata [29].
In [31], the author classified all cohomogeneity one actions on the remaining compact ir-
reducible Riemannian symmetric spaces. For classification results concerning isometric
cohomogeneity-one actions on non-compact Riemannian symmetric spaces see [8, 9] and
the references therein.
Assume there are Riemannian manifolds X, Y and Lie groups G, H such that G acts
isometrically on X and H acts isometrically on Y . Then we say the G-action on X and
the H-action on Y are orbit equivalent if there is an isometry f : X → Y such that f maps
each connected component of a G-orbit in X to a connected component of an H-orbit in Y .
Example 6.2. Consider the action of the nilpotent group N onM . Since the group AN acts
simply transitive onM and dim(N) = dim(AN)−1, the N -action is of cohomogeneity one.
Indeed, the orbits of this action are the leaves of the well-known horospherical foliation
on M , where each orbit is a horosphere.
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Example 6.3. Let m ⊂ v be a linear subspace of codimension one. Then h = a+m+ z is a
subalgebra of a+ n of codimension one and the closed connected subgroup of F∗4 with Lie
algebra h acts with cohomogeneity one on M . Since there are no singular orbits, the orbits
of this action are the leaves of a regular foliation of codimension one.
By the results of [7], the orbit foliations given in the Examples 6.2 and 6.3 above exhaust
all orbit equivalence classes of isometric cohomogeneity one actions without singular orbits
on M . In [8], isometric cohomogeneity one actions on irreducible non-compact symmetric
spaces with a totally geodesic singular orbit were classified.
Example 6.4. Let m ⊂ v be a linear subspace of codimension d, let
Nk0(m) = {X ∈ k0 : [X,m] ⊆ m}
be the normalizer of m in k0 and let NK0(m) be the normalizer of m in K0. Then h =
Nk0(m) + a+m+ z is a subalgebra of k0+ a+ n. It follows from [41], see also [9, p. 3435f ],
that NK0(m) = G2 if d = 1 or 7, that NK0(m) = U(3) if d = 2 or 6, and that NK0(m) =
SO(4) if d = 3 or 5. Furthermore, it is easily seen that: in case d = 1, the action is
orbit equivalent to Example 6.3, in the cases where d = 2, 3, 6, 7 the slice representation
of the H-action at o is of cohomogeneity one. It is also shown in [9] that if d = 4, the
slice representation is of cohomogeneity one and there is a one-parameter family of orbit
equivalence classes of these actions.
If the subspace m is trivial, then NK0(m) = Spin(7) and H acts also with cohomogeneity
one, however, theH-orbit is a totally geodesic H8 and theH-action onM is orbit equivalent
to the Spin(1, 8)-action, see Section 7.
Thus the corresponding closed connected subgroup H of F∗4 with Lie algebra h acts with
cohomogeneity one on M if d ∈ {1, 2, 3, 4, 6, 7, 8}.
It is shown in [9] that the actions in Examples 6.2, 6.3, and 6.4 and the actions of Spin(9),
Sp(1) · Sp(1, 2) and Spin(1, 8) exhaust all orbit equivalence classes of cohomogeneity one
actions on M . Indeed, up to orbit equivalence, the actions in Examples 6.4 with d ∈
{2, 3, 4, 6, 7} are exactly the actions of cohomogeneity one with a non-totally geodesic
singular orbit.
As an immediate application of the criterion in Proposition 6.1, we show that a certain
regular homogeneous foliation of M is polar.
Example 6.5. Consider the subalgebra h = m+ z of n, where m = {(0, x, 0, x) : x ∈ Pu(O)}.
Let H be the closed connected subgroup of F∗4 whose Lie algebra is h. This group acts
with cohomogeneity two on M . We will show that the action is polar. The normal space
No(H · o) ⊂ p∗ is spanned by the vectors (e, 0), (0, e) and it follows that [ToΣ, ToΣ] is
spanned by the vector [(e, 0), (0, e)] = (0,−e, 0, 0), which is orthogonal to h. Thus it
follows by Proposition 6.1 that the action is polar. It follows from Lemma 5.8 that the
section is a totally geodesic RH2. Note that this action is not orbit equivalent to any of
the actions in Table 1 since it has no singular orbits.
Lemma 6.6. A polar action on M with a section congruent to CH2 or HH2 has no singular
orbits.
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Proof. Assume there is a singular orbit. Then this singular orbit contains a point p ∈ Σ
and the slice representation of Hp on Np(H · p) is a polar representation with section TpΣ
and orbits of positive dimension. It follows that the generalized Weyl group W (TpΣ) of
the Hp-action on Np(H · p) contains an element w which acts on TpΣ as a reflection. This
implies that Σ contains the totally geodesic hypersurface which is given by the connected
component of the fixed point set of w on Σ. Hence we have arrived at a contradiction since
neither CH2 nor HH2 contains totally geodesic hypersurfaces, cf. [47]. 
7. Classification of polar actions with an invariant totally geodesic
subspace
In this section we will study polar actions on M . Since it has been a successful strategy
in the special case of cohomogeneity one actions to start with actions which have a totally
geodesic singular orbit [8], we will also proceed along these lines. It turns out that this
approach can be refined to include actions that leave a totally geodesic subspace invariant
which is not necessarily an orbit.
In [14, Theorem 8.5], the following classification of closed connected subgroups in F∗4 was
obtained.
Theorem 7.1 (Chen 1973). Let H be a connected Lie subgroup of F∗4, then H is a conjugate
of the following:
(i) a subgroup of Spin(9),
(ii) a subgroup of the invariant group of a boundary point,
(iii) Spin(1, m) · L, where L ⊆ Spin(8−m), 2 ≤ m ≤ 8,
(iv) SO0(1, 2) · L, where L ⊆ G2,
(v) SU(1, 2) · L, where L ⊆ SU(3),
(vi) Sp(1, 2) · L, where L ⊆ Sp(1),
(vii) F∗4.
This theorem implies, together with the following proposition, that the proper closed
subgroups of F∗4 which do not leave a totally geodesic subspace invariant, are as described
in item (ii) of Theorem 7.1.
Proposition 7.2. Let P be a totally geodesic subspace of M . Let
N(P ) = {g ∈ F∗4 : g · P = P}
be its normalizer and let
Z(P ) = {g ∈ F∗4 : g · p = p ∀p ∈ P}
be its centralizer in F∗4. Then their connected components Z(P )0 and N(P )0 are given (up
to automorphisms of F∗4) in Table 1. Furthermore, for each action of N(P )0 on M , a
non-trivial slice representation, the cohomogeneity, and the fact whether it is polar or not,
is stated.
Proof. Follows by duality [33] from the Table in [26, Addendum]. 
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P Z(P )0 N(P )0 slice representation cohom polar?
{pt} Spin(9) Spin(9) (Spin(9),R16) 1 yes
RH2 G2 G2· SO0(1, 2) (G2 ×O(2),Pu(O)⊗R R2) 2 yes
CH2 SU(3) SU(3)·SU(1, 2) (SU(3)× U(2),C3 ⊗C C2) 2 yes
HH2 Sp(1) Sp(1)·Sp(1, 2) (Sp(1)× Sp(2),H1 ⊗H H2) 1 yes
H1 Spin(7) Spin(7)· SO0(1, 1) (Spin(7),R7 ⊕ R8) 2 yes
H2 SU(4) Spin(6)·Spin(1, 2) (U(4),R6 ⊕ C4) 2 yes
H3 Sp(2) Spin(5)·Spin(1, 3) (Sp(1)· Sp(2),R5 ⊕H⊗H H2) 3 no
H4 Sp(1)· Sp(1) Spin(4)·Spin(1, 4) (Sp(1)4,H⊕H⊕H) 3 no
H5 Sp(1) Spin(3)·Spin(1, 5) (Sp(1)· Sp(2),R3 ⊕H2) 2 yes
H6 SO(2) SO(2)· Spin(1, 6) (U(4),R2 ⊕ C4) 2 yes
H7 {1} Spin(1, 7) (Spin(7),R⊕ R8) 2 yes
H8 {1} Spin(1, 8) (Spin(8),R8) 1 yes
Table 1. Isometric actions on OH2 by connected normalizers of totally
geodesic submanifolds.
Remark 7.3. In Table 1 the information about a slice representation at a point p in the
totally geodesic orbit P is given in the following form: a pair (G, V ) for every action
such that the linear action of G on V is equivalent to the effectivized slice representation
restricted to the connected component (N(P )p)0 of the isotropy subgroup at p. The slice
representation of the Spin(4) · Spin(1, 4)-action is equivalent to the action of Sp(1)4 on H3
given by (a, b, c, d) · (x, y, z) = (axb−1, ayc−1, bzd−1); the equivalence classes of the other
slice representations are clear from the table.
We will now carry out the classification of polar actions on M leaving a totally geodesic
subspace invariant. Note that slice representations of polar actions are polar, cf. [42,
Thm. 4.6]; more precisely, if there is a section Σ of a polar action on a Riemannian manifold
and we have p ∈ Σ, then a section for the slice representation at p is given by TpΣ.
7.1. Actions with an invariant totally geodesic subspace H8. Assume that the closed
subgroup H ⊆ F∗4 acts polarly on M and in such a fashion that the totally geodesic
subspace H8 = expo(O× {0}) is invariant. We start with the case where H8 is an orbit of
the H-action.
7.1.1. Actions with a totally geodesic orbit H8. The subalgebra so(8) × {0} × O × {0} is
isomorphic to so(1, 8) and it is the Lie algebra of the connected subgroup Spin(1, 8) of F∗4.
This subgroup acts on M with cohomogeneity one; the action has a unique singular orbit,
which is the exponential image of O × {0} ⊂ p∗. We denote this orbit by H8. Assume
H ⊂ Spin(1, 8) is a closed connected subgroup acting polarly on M such that the orbit
through o is also H8.
By the classification of groups acting transitively on hyperbolic spaces given in [25,
Theorem 6] or [11, Thm. 3.1], we know that H is conjugate to a group of the form (AΦ ×
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Ho)⋉ Z, where Ho ⊂ Spin(7) is a subgroup, Φ: A→ Spin(7) is a homomorphism (which
may be trivial) and
AΦ = {Φ(a) · a : a ∈ A}.
Thus we may assume h ⊇ aΦ⋉ z. We may furthermore assume that the H-action is not
orbit equivalent to the Spin(1, 8)-action. Then the slice representation of Ho on {0}×O =
To(H · o) is of cohomogeneity at least two. Since the slice representation is polar, it has
a section ToΣ, where Σ is a section of the H-action on M , such that (0, e) ∈ ToΣ. Since
the slice representation is at least of cohomogeneity two, there is a unit vector v ∈ Pu(O)
such that (0, v) ∈ ToΣ. After replacing H by the conjugate group gHg−1 for a suitable
element g ∈ G2, see Remark 5.7, we may assume v = e1. In particular, by (4.1) we have
(4λ(e ∧ e1), 0, 0, 0) = (−2Le¯1 , 0, 0, 0) = (2Le1, 0, 0, 0) ∈ [ToΣ, ToΣ].
On the other hand, we have that Adg(z) = z, in particular, h contains the subalgebra
z = {(Ry, 0, y, 0) : y ∈ Pu(O)}
and hence the element (Re1 , 0, e1, 0). An explicit calculation shows that
〈(Le1 , 0, 0, 0), (Re1, 0, e1, 0)〉 = tr(Le1Re1) = 4.
Hence the H-action on M is not polar by Proposition 6.1.
7.1.2. Actions with an invariant totally geodesic subspace H8 which is not an orbit. As-
sume the action of a closed connected subgroup H ⊂ F∗4 on M leaves a totally geodesic
subspace H8 invariant, but acts non-transitively on H8. Then it follows that the H-action
induces a polar action on H8 by [32, Lemma 4.2]. By the results of [48], see also [17, p. 328],
any polar action on H8 leaves a totally geodesic Hk, k ∈ {1, . . . , 7}, or a point, invariant.
Thus, the action will be treated below.
7.2. Actions with an invariant totally geodesic subspace Hk, k = 1, . . . , 7. Let H
be a connected closed subgroup of one of the groups N(P )0 in Table 1. Assume that H
acts polarly on M . We may furthermore assume that the H-action is not orbit equivalent
to the N(P )0-action; hence it is of cohomogeneity greater than two. Note that the normal
space NoP ⊂ p∗ is given by U × O, where U ⊂ O is a linear subspace of dimension 8 − k
and in all cases the slice representation of the N(P )0-action at the point o is reducible with
the two invariant subspaces U × {0} and {0} ×O, see Table 1.
These are also invariant subspaces of the slice representation of Ho and it follows from
[15, Thm. 4] that a section of the polar slice representation of Ho is of the form V1 ⊕ V2,
where V1 ⊂ O× {0} and V2 ⊂ {0} ×O.
Now it follows from Lemma 5.8 that the section is either a CH2 or an HH2 and by
Lemma 6.6 we know that the action of H on M has no singular orbits. But there is an
invariant subspace of dimension k ≤ 7 and thus the cohomogeneity is at least 9. Thus
the section of this polar action is at least of dimension 9, leading to a contradiction, since
sections of polar actions are totally geodesic, however, by Proposition 5.1 there are no
totally geodesic submanifolds of M of dimension greater than 8, except M itself, and it
follows that the H-action is trivial.
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7.3. Actions with an invariant totally geodesic subspace HH2. Let Sp(1, 2) be the
closed connected subgroup of F∗4 whose Lie algebra is as described in Proposition 5.3. This
group acts with cohomogeneity one onM and such that a totally geodesic HH2 containing o
is the unique singular orbit of this action [43, 33].
It is obvious from (5.2) that there is a subalgebra c isomorphic to sp(1) which centralizes
sp(1)3 in so(8) such that the sum of c and sp(1)3 is given by
sp(1)4 :=
{(
A
B
)
∈ so(8) : A,B ∈ R4×4
}
. (7.1)
It is not hard to see that c in fact centralizes all of sp(1, 2): indeed, consider the subgroup
of Aut(so(8)) generated by λ; it is of order three and acts by cyclic permutation on the
simple ideals of sp(1)3. On the other hand, one can directly verify that λ(sp(1)4) = sp(1)4,
hence we have τ(c) = λ(c) = c. It follows that c centralizes {0} × H × H × H. We have
shown that sp(1)4 × H × H × H is a subalgebra of f4 isomorphic to sp(1)⊕ sp(1, 2). The
action of the corresponding connected closed subgroup L := Sp(1) · Sp(1, 2) of F∗4 on M is
orbit equivalent to the Sp(1, 2)-action [43, 33].
Let H ⊆ L be a closed connected subgroup which acts polarly on M . We may assume
the H-action is not orbit equivalent to the L-action.
Consider the slice representation of the L-action at o, which is equivalent to the restric-
tion of the linear action of Sp(1)2 · Sp(2) on H1⊗HH2 = e4H× e4H ⊂ p∗, where one of the
two Sp(1)-factors acts trivially.
Assume that the restriction of this representation to the isotropy group Ho of the H-
action is of cohomogeneity one. By the classification of Lie groups acting transitively on
spheres, it then follows that Ho contains Sp(2) and it follows that Ho also acts irreducibly
on the tangent space To(L · o) = H×H ⊂ p∗ of the L-action. Thus the H-orbit through o
is either equal to the L-orbit through o or a point. In the former case it follows that the
H-action and the L-action are orbit equivalent; in the latter case, the action has a fixed
point and will be treated below.
We may now assume that the slice representation of the H-action at o is not of cohomo-
geneity one. It follows that the connected component (Ho)0 of the isotropy subgroup Ho
is contained in a subgroup of Sp(1)2 · Sp(2) of the form Sp(1)2 · Q, where Q is a maximal
connected subgroup of Sp(2). According to [21, 22], the maximal connected subgroups
of Sp(2) are, up to conjugation,
Sp(1)× Sp(1), U(2), S,
where the first group acts reducibly onH2 = H1⊕H1, the second group acts onH2 = C2⊕C2
by two copies of the standard U(2)-representation and S is a three-dimensional principal
subgroup of Sp(2) given by the 4-dimensional irreducible representation of SU(2), cf. [21].
We will now examine these three possibilities case by case:
(i) Assume (Ho)0 is contained in Sp(1)
2 ·(Sp(1)×Sp(1)). Then the slice representation
is polar and reducible. By conjugating H with a suitable isometry of M we may
then furthermore assume that He4 × {0} and {0} × He4 are invariant subspaces
of the slice representation. It now follows from [15, Theorem 4] that the section
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of the polar H-action is as described in Lemma 5.8 and hence congruent to RH2,
CH2, or HH2. In all three cases, it follows that all vectors of the form (ue4, ve4),
u, v ∈ H, are contained in ToΣ ⊂ p∗ for some section Σ of the polarH-action onM .
By the criterion in Proposition 6.1 it now follows that {0} × H × {0} × {0} ⊥ h
and hence that the Lie algebra h is contained in sp(1)4 × {0} ×H×H.
Now assume there are two elements X = (A, 0, x, 0), Y = (B, 0, 0, y) ∈ h, where
x, y ∈ H \ {0}. Their bracket is [X, Y ] = (AB − BA,−xy,−λ(B)x, λ2(A)y),
which is not contained in h, a contradiction. Thus it follows that h is actually
a subalgebra of sp(1)4 × {0} × H × {0} or sp(1)4 × {0} × {0} × H. Hence H
is conjugate to a subgroup of Spin(4) · Spin(1, 4) and the H-action was already
treated in Subsection 7.2.
(ii) In the case where (Ho)0 is contained in Sp(1)
2 · U(2), the slice representation is
the direct sum of two equivalent modules. Since we have treated the case of a slice
representation with zero-dimensional orbits already implicitly in part (i), we may
assume that the orbits of the slice representation have positive dimension and thus
it follows from [31, Lemma 2.9] that the slice representation is non-polar.
(iii) Now assume (Ho)0 ⊆ Sp(1)2 · S. Consider the slice representation of the L-action
onM , restricted to the subgroup Sp(1)2 ·S of Lo. After dividing out the effectivity
kernel, it is equivalent to the isotropy representation of the Riemannian symmetric
space G2/ SO(4), see [31, Appendix], in particular, it is irreducible and of coho-
mogeneity two. It follows from [36, Thm. 6] that this representation restricted
to (Ho)0 is either trivial or orbit equivalent to the action of Sp(1)
2 · S. We may
rule out the former case as above. In the latter case it follows that H contains S.
Now it follows from the fact that Sp(2)/S is a strongly isotropy irreducible homo-
geneous space that
AdSp(1,2)
∣∣
S
= AdS ⊕U ⊕ V ⊕ sp(1)
where U is a 7-dimensional irreducible module and V = H2 = H× H ⊂ p∗ is also
irreducible. Since U and V are irreducible S-modules, we have that the projection
of h on sp(1, 2) either contains V or is contained in s+U + sp(1), where we denote
the Lie algebra of S by s. In the former case, since the Lie triple system V
generates sp(1, 2), the H-action is orbit equivalent to the L-action; in the latter
case it has a fixed point and will be treated below.
7.4. Actions with an invariant totally geodesic subspace CH2 or RH2.
7.4.1. Actions with a totally geodesic orbit CH2 or RH2. The action of SU(3) · SU(1, 2)
on M is polar and of cohomogeneity two with an irreducible slice representation, its orbit
through o is a totally geodesic CH2, cf. Table 1. Assume there is a closed subgroup H ⊆
SU(3) ·SU(1, 2) whose action on M is polar, has the totally geodesic orbit H ·o = CH2 and
is not orbit equivalent to the action of SU(3) ·SU(1, 2). Then the slice representation of Ho
on NoCH
2, given by the restriction of the slice representation of the SU(3) ·SU(1, 2)-action,
is of cohomogeneity greater than two and it follows from [36, Theorem 6] that the slice
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representation of the H-action at o is trivial. This leads to a contradiction, since a section
of this action would be a 12-dimensional totally geodesic submanifold of M .
The case of the action of G2 · SO0(1, 2) can be treated in an analogous way, since it is
also of cohomogeneity two and has an irreducible slice representation at a point in a totally
geodesic orbit congruent to RH2.
7.4.2. Actions with an invariant totally geodesic subspace CH2 or RH2 which is not an
orbit. Now let L := SU(3) · SU(1, 2) and consider a polar action of a closed connected
subgroup H of L.
We may assume that To(L · o) = span{(e, 0), (e1, 0), (0, e), (0, e1)}. Since To(H · o) is
a proper subspace of To(L · o), there is a unit vector v ∈ To(L · o) in the normal space
No(H · o). Using the fact that CH2 is a totally geodesic subspace in M and a symmetric
space of rank one, we may assume that v = (e, 0).
The slice representation of the H-action at o has the two invariant subspaces No(H ·o)∩
To(L · o) and No(H · o)∩No(L · o). It follows from [15, Thm. 4] that the tangent space ToΣ
of a section through o contains v and also a vector from {0}×O. Since the cohomogeneity
of the H-action is at least three, it now follows from Lemma 5.8 that a section for the
H-action is a CH2 or HH2. Thus Lemma 6.6 implies there are no singular orbits. However,
since one of the orbits is contained in a CH2, the cohomogeneity is 12 and it follows that
H = {e}.
An analogous argument works for subgroups of G2 · SO0(1, 2) on M .
7.5. Actions with a fixed point. Actions with a fixed point on M have been classified
in [19]. If a connected closed subgroup H of F∗4 acts polarly and with a fixed point
on M , then H is conjugate to Spin(9) or one of its subgroups Spin(8), Spin(7) · SO(2),
Spin(6) · Spin(3).
8. Some concluding remarks
Let us mention some things that are left to explore in connection with this paper. Can
one find similar octonionic formulae for the Lie algebras of types E6, E7, E8? It also
remains to classify those polar actions on M which do not leave any totally geodesic
subspace invariant. By Theorem 7.1, it suffices to study subgroups whose Lie algebras are
contained in the maximal parabolic subalgebra (4.2).
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