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Abstract
We use the techniques of Bartnik [5] to show that the space of solutions to the Einstein-
Yang-Mills constraint equations on an asymptotically flat manifold with one end and zero
boundary components, has a Hilbert manifold structure; the Einstein-Maxwell system can be
considered as a special case. This is equivalent to the property of linearisation stability, which
was studied in depth throughout the 70s [1, 2, 9, 11, 13, 18, 19].
This framework allows us to prove a conjecture of Sudarsky and Wald [22], namely that the
validity of the first law of black hole thermodynamics is a suitable condition for stationarity.
Since we work with a single end and no boundary conditions, this is equivalent to critical points
of the ADM mass subject to variations fixing the Yang-Mills charge corresponding exactly to
stationary solutions. The natural extension to this work is to prove the second conjecture from
[22], which is the case where an interior boundary is present; this will be addressed in future
work.
1 Introduction
A solution to the full Einstein-Yang-Mills equations is given by a Lorentzian metric and a g−valued
one-form on a 4-dimensional manifold 4M, where g is the Lie algebra of some compact Lie group
Gˆ. It is well known, that given a sufficiently regular solution, (g,A, π, ε) of the constraint equations
(3.1)-(3.3) on a 3-manifold, M, we can find a full solution to the Einstein-Yang-Mills equations
with an embedded hypersurface on which the initial data is induced. By this, we mean g is the
induced metric; π = (K − tr(K))√g, where K is the second fundamental form; A is the projection
of the Yang-Mills connection onto the hypersurface; and ε is four times the negative of the induced
Yang-Mills electric field density, E, as viewed by a Gaussian normal set of observers. We use π and ε
instead of K and E as these quantities are the canonical momenta for the Hamiltonian formulation
used.
∗
stephen.mccormick@monash.edu
1
Geometrically, the Yang-Mills fields can be thought of as coming from some principal Gˆ-bundle,
4P ; for simplicity, we assume this bundle is trivial, 4P ∼= 4M× Gˆ. The interpretation of the Yang-
Mills potential, 4A is as the pullback of a connection one-form ω on 4P via a global section. Given
a global section ι : 4M→ 4M× Gˆ, we define 4A = ι∗ω and 4F = ι∗(Ω), where Ω = dω + ω ∧ ω is
the curvature form of ω. The Yang-Mills potential 4A is a g-valued one-form on 4M and 4F is a
g-valued two-form on 4M, called the field strength tensor. The restriction of 4A and 4F to M can
be viewed respectively, as the pullback via some section of a connection one-form and associated
curvature on a bundle P ∼=M× Gˆ, the restriction of 4P to M.
The outline of this article is as follows: In section 2, we define a Hilbert manifold structure for
the set of possible initial data, the phase space. In section 3, we use an implicit function theorem
argument to prove that the set of solutions to the constraint equations, is a Hilbert submanifold
of the phase space; we call this the constraint submanifold. In section 4 we define the energy,
momentum and charge functionals on the phase space, and construct an appropriate Hamiltonian
for this system, similar to that of Regge and Teitelboim [20]. This Hamiltonian ensures that
Hamilton’s equations give the correct evolution equations and on shell, it gives a value for the
total energy of the system. In section 5, we use a Lagrange multiplier argument to prove that
stationarity is not only a sufficient condition for the first law of black hole thermodynamics to hold,
it is necessary. Evidence for this is given in [22], however a rigorous proof requires the Hilbert
manifold structure discussed in section 3.
The phase space considered is tuples (g,A, π, ε) with H2×H2×H1×H1 local regularity, with
appropriate decay conditions on g, π for asymptotically flat spacetimes. The decay conditions on
the fields A and ε (discussed in section 2) are more subtle; in addition to the requirement that
the fields are asymptotically zero, we further require that A approaches a collection of Maxwell
(photon) fields at a faster rate. For simplicity, we work on a 3-manifold M with one asymptotic
end and no interior boundary, however it is clear that all results will still hold in the case of many
asymptotic ends. We will consider separately the case when M has an interior boundary.
The Hilbert manifold structure for the space of solutions is equivalent to the property of lineari-
sation stability, which was studied by many authors throughout the 70s. Linearisation stability of
Minkowski space was established by Choquet-Bruaht and Deser in 1973 [11] and in the same year,
Fischer and Marsden proved linearisation stability for non-exceptional1 data on a compact mani-
fold [13]. This was subsequently extended to the Einstein-Maxwell [1] and Einstein-Yang-Mills [2]
cases by Arms. The general asymptotically flat case wasn’t established until 2005 when Bartnik [5]
provided a Hilbert manifold structure for the phase space for the Einstein equations. We follow the
techniques of Bartnik to generalise this to the Einstein-Yang-Mills case. Like Bartnik, we consider
a class of initial data too rough to guarantee that a solution to the constraints corresponds to a full
solution, however linearisation stability can be obtained by noting that the analysis presented in
section 3 remains valid if the phase space is required to have enough regularity for known existence
and uniqueness theorems to be applied [17, 21].
2 Notation and Preliminary Definitions
LetM be a paracompact, connected, oriented and non-compact 3-manifold without boundary, and
suppose there exists a compact M0 ⊂M and a diffeomorphism φ :M\M0 → R3 \ B1(0), where
1
Moncrief later proved that the exceptional data considered by Fischer and Marsden corresponds exactly to
solutions exhibiting Killing fields [18, 19]
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B1(0) is the closed unit ball. Let g be the Lie algebra of some compact Lie group Gˆ, and recall
that any such Lie algebra must be the direct sum of abelian and semi-simple Lie algebras. We can
then define an adjoint invariant positive definite inner product, γ on g, given by the negative of
the Killing form on the semi-simple factor; we may use the regular Euclidean inner product on the
abelian factor.
Throughout this article, we use four different sets of indices on different objects as outlined
below,
M, R3 Latin lower case, mid-alphabet i, j, ...
4M, R3,1 Greek lower case, mid-alphabet µ, ν...
g Latin lower case, early alphabet a, b...
4P , (R3,1 ⊕ g) Greek lower case, early alphabet α, β...
Fix a smooth background metric g˚ on M, such that g˚ = φ∗(σ) on M \M0, where σ is the
Euclidian metric on R3. In terms of this background metric, we define the weighted Lebesgue (Lpδ)
and Sobolev (W k,pδ ) spaces as the completion of C
∞
c (M) with respect to the norms
‖u‖p,δ =


(∫
M |u|p r−δp−3dµo
)1/p
, p <∞
ess supM(r
−δ|u|), p =∞
(2.1)
‖u‖k,p,δ =
k∑
j=0
‖∇˚ju‖p,δ−j, (2.2)
where r ≥ 1 is a smooth function on M and r(x) = |φ(x)| on M \M0 is the regular Euclidian
distance from the origin in R3. Objects labeled with an ‘o’ refer to objects associated with g˚, such
as the connection ∇˚ and volume form dµo. Spaces of sections of bundles are defined on M in
the regular way with respect to g˚ and γ where appropriate and we will omit specifying the bundle
where there is no risk of confusion. Intuitively, the spaces defined above contain functions of local
regularity Lp or W k,p, which behave as o(rδ) as r → ∞, with derivatives decaying appropriately.
Since we are working with a trivial bundle, we may choose the flat connection as a background and
work in a gauge such that the background gauge covariant derivative is exactly ∇˚.
The usual definition of Yang-Mills total charge [12] is given by
4πQa := lim
R→∞
∫
SR
∗4F a, (2.3)
where SR := {x ∈ M : r(x) = R} is the sphere of Euclidean radius, R, for large R. Unfortunately
this is gauge dependent in general; in fact, it may be that the integral is finite in some gauge
and infinite in another. A sufficient condition to ensure the charge is well defined, is to ensure
[Aµ, F
µν ] ∈ L1 (see [12]). In the Hamiltonian formulation, the choice of A0 is still a gauge freedom,
however we instead impose the condition that [Ai, E
j ] ∈ L1 for any possible choice of E in the
phase space.
Specifically, we will enforce that the dominant part of A near infinity is valued in the centre
of g. In the language of physics, this condition is that the gauge field behaves like a collection of
photon fields near infinity.
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In defining the following spaces, we will make use of the decomposition g = z⊕ k, where z is the
centre of g.
G : =W 2,2−1/2(S2) K : =W 1,2−3/2(S2 ⊗ Λ3)
A : =W 2,2−1/2(T ∗M⊗ z)⊕W 2,2−3/2(T ∗M⊗ k) E : =W 1,2−3/2(TM⊗ g∗ ⊗ Λ3)
N : = L2−1/2(Λ0 × TM× g⊗ Λ0) N ∗ : = L2−5/2(Λ3 × T ∗M⊗ Λ3 × g∗ ⊗ Λ3),
where Λk are k-forms onM and S2 and S2 are symmetric covariant and contravariant 2-tensors on
M respectively. The spaces N and N ∗ can be interpreted as spaces of vector fields and covector
densities, respectively on 4P . The direct sum in the definition of A is understood as the internal
sum in W 2,2−1/2(T
∗M⊗ g). For an arbitrary A = Az +Ak ∈ A, we will write
‖A‖A := ‖Az‖2,2,−1/2 + ‖Ak‖2,2,−3/2.
Note, if g = u(1) = z, then this includes the regular decay conditions (E,B = O(r−2)) for the
Einstein-Maxwell equations.
Define the spaces
G+ = {g : g − g˚ ∈ G, g > 0}
G+λ =
{
g ∈ G+ : λ˚g < g < λ−1g˚
}
, 0 < λ < 1.
From the weighted version of Morrey’s inequality (2.10), we can deduce that both g ∈ G and A ∈ A
are Ho¨lder continuous with exponent 12 . In particular, the inequalities in the definitions of G+ and
G+λ are understood in the pointwise sense.
The phase space we will consider is
F := G+ ×A×K × E , (2.4)
which is independent of g˚ (and φ) (see [5]). We now quote directly, the weighted Sobolev-type
inequalities from [4].
Theorem 2.1. The following inequalities hold:
i.) If 1 ≤ p ≤ q ≤ ∞, δ2 < δ1 and u ∈ Lqδ2 , then
‖u‖p,δ1 ≤ c ‖u‖q,δ2 (2.5)
and thus Lqδ2 ⊂ L
p
δ1
.
ii.) (Ho¨lder) If u ∈ Lqδ1 , v ∈ L
r
δ2
and δ = δ1 + δ2, 1 ≤ p, q, r ≤ ∞, then
‖uv‖p,δ ≤ ‖u‖q,δ1 ‖v‖r.δ2 , (2.6)
where 1/p = 1/q + 1/r.
iii.) (Interpolation) For any ǫ > 0, there is a C(ǫ) such that, for all u ∈W 2,pδ
‖u‖1,p,δ ≤ ǫ ‖u‖2,p,δ + C(ǫ) ‖u‖p,δ , (2.7)
for 1 ≤ p ≤ ∞.
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iv.) (Sobolev) If u ∈ W k,pδ , then
‖u‖np/(n−kp),δ ≤ c ‖u‖k,q,δ (2.8)
for q satisfying p ≤ q ≤ np/(n− kp).
If kp > n then
‖u‖∞,δ ≤ c‖u‖k,p,δ (2.9)
v.) (Morrey’s) If u ∈ W k,pδ and 0 < α ≤ k − n/p ≤ 1, then
‖u‖
C
0,α
δ
≤ c‖u‖k,p,δ, (2.10)
where the weighted Ho¨lder norm is given by
‖u‖
C
0,α
δ
:= sup
x∈M
(
r−δ+α(x) sup
4|x−y|≤r(x)
|u(x)− u(y)|
|x− y|α
)
+ sup
x∈M
(
rδ(x)|u(x)|
)
vi.) (Poincare´) If δ < 0 and 1 ≤ p <∞, for any u ∈W 1,pδ we have
‖u‖p,δ ≤ c‖∇˚u‖p,δ−1, (2.11)
where n = 3 is the dimension of M.
3 The Constraint Submanifold
The constraint equations – defining the constraint map, Φ, for sufficiently smooth data – are given
by
Φ0(g,A, π, ε) = (
1
2
(πkk )
2 − πijπij − 2(EkaEak +BkaBak))g−1/2 +R
√
g
= (
1
2
(πkk )
2 − πijπij − (
1
8
εkaε
a
k + 2B
k
aB
a
k ))g
−1/2 +R
√
g = T00 (3.1)
Φi(g,A, π, ε) = 2∇jπij − εja(∇iAaj −∇jAai + CabcAbiAcj) = T0i (3.2)
Φa(g,A, π, ε) = −∂jεja − CcabAbjεjc = ja (3.3)
where (Tµ0, ja) is some prescribed source. The quantity B
i
a :=
1
2ǫ
ijk(∂jAak− ∂kAaj +CabcAbjAck) is
the Yang-Mills magnetic field, as viewed by a Gaussian normal set of observers; Cabc = C
a
bc are the
structure constants of g and ǫijk (resp. ǫijk) is the completely antisymmetric tensor density with
weight 1 (resp. −1). Also note, since ε is a vector density, we have ∇ · ε = ∂ · ε = ∇˚ · ε. It should
be noted that the quantity ε = −4E differs from the canonical momentum of Arms [2] by a factor
of 4, and is the negative of that used by Sudarsky and Wald [22]; we will alternate between using
E and ε, wherever it is convenient. As usual, we have used natural units where c = G = 1 and we
have set the coupling constant to
√
4π to agree with regular electromagnetic theory; specifically,
our constraints are derived from the action
S =
∫
M
(R− |F |2). (3.4)
5
Note, this differs from the regular action by a factor of 16π. If we were to use a different coupling
constant, a factor would be present in the |F |2 term, however this makes no difference to the
arguments presented.
Since we are following arguments from [5], it will be useful to define the pure gravitational
constraint map
Ψ(g, π) :=
[
Φ0(g,A, π, ε) + 2(E
k
aE
a
k +B
k
aB
a
k)g
−1/2
Φi(g,A, π, ε) + ε
j
a(∇iAaj −∇jAai + CabcAbiAcj)
]
=
[
Ψ0(g, π)
Ψi(g, π)
]
. (3.5)
Throughout, we use c or C to denote some constant depending on (M, g˚) and other fixed param-
eters, which may vary from line to line. Where appropriate, we will make explicit the parameters
on which these constants depend.
We first show Φ : F → N ∗ is a smooth map of Hilbert manifolds.
Proposition 3.1. Suppose (g,A, π, ε) ∈ G+λ × A × K × E ⊂ F for some fixed λ > 0, then there
exists a constant c = c(λ) such that
‖Φ0(g,A, π, ε)‖2,−5/2 ≤ c(1 + ‖g − g˚‖22,2,−1/2 + ‖π‖21,2,−3/2 + ‖ε‖21,2,−3/2 + ‖A‖4A) (3.6)
‖Φi(g,A, π, ε)‖2,−5/2 ≤ c(‖∇˚π‖2,−5/2 + ‖∇˚g‖1,2,−3/2 ‖π‖1,2,−3/2 + ‖ε‖1,2,−3/2 (1 + ‖A‖22,2,−1/2))
(3.7)
‖Φa(g,A, π, ε)‖2,−5/2 ≤ c ‖ε‖E (1 + ‖A‖A) (3.8)
Proof. From [5] (Prop. 3.1) we have the bounds,
‖Ψ0(g, π)‖2,−5/2 ≤ c(1 + ‖g − g˚‖22,2,−1/2 + ‖π‖21,2,−3/2) (3.9)
‖Ψi(g, π)‖2,−5/2 ≤ c(‖∇˚π‖2,−5/2 + ‖∇˚g‖1,2,−3/2 ‖π‖1,2,−3/2) (3.10)
thus we need only to bound the Yang-Mills terms.
Applying (2.6) and (2.8), we have the inequality
‖u2‖2,δ ≤ ‖u‖24,δ/2 ≤ c ‖u‖21,2,δ/2 . (3.11)
Using (3.11), (2.5), (2.6) and (2.8), we have
‖B2‖2,−5/2 ≤ c(‖∇˚A‖1,2,−3/2 + ‖[A,A]‖1,2,−3/2)2
≤ c(‖A‖2,2,−1/2 + ‖A2k‖1,2,−3/2)2
≤ c(‖A‖2,2,−1/2 + ‖A2k‖2,−3/2 + ‖∇˚(Ak)Ak‖2,−5/2)2
≤ c(1 + ‖Az‖2,2,−1/2 + ‖Ak‖21,2,−3/2 + ‖∇˚Ak‖4,−5/4‖Ak‖4,−5/4)2
≤ c(1 + ‖Az‖2,2,−1/2 + ‖Ak‖21,2,−3/2 + ‖∇˚Ak‖1,2,−5/2‖Ak‖1,2,−3/2)2
≤ c(1 + ‖A‖4A)
The E2 term is clearly taken care of by (3.11); combining these bounds with the definition of G+λ ,
we have established (3.6).
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Similarly, we have
‖Φi(g,A, π, ε)−Ψi(g, π)‖2,−5/2 ≤ c(‖ε∇˚A‖2,−5/2 + ‖εA2k‖2,−5/2) (3.12)
≤ c(‖ε‖4,−5/4‖∇˚A‖4,−5/4 + ‖ε‖4,−3/2‖Ak‖28,−1/2) (3.13)
≤ c‖ε‖1,2,−3/2(1 + ‖A‖22,2,−1/2), (3.14)
which establishes (3.7).
Finally we have
‖Φa(g,A, π, ε)‖2,−5/2 ≤ c(‖ε‖1,2,−3/2 + ‖Ak‖4,−5/4‖ε‖4,−5/4) (3.15)
≤ c(‖ε‖1,2,−3/2 + ‖Ak‖1,2,−3/2‖ε‖1,2,−3/2) (3.16)
giving (3.8), and thus completing the proof.
Corollary 3.2. Φ : F → N ∗ is smooth.
Proof. It can be seen from Proposition 3.1, that Φ : F → N ∗ is locally bounded. We note, R can
be expressed as a polynomial function in g, g−1, ∇˚g and ∇˚2g, and therefore the constraint map
can be considered a polynomial function in 12 variables,
Φ(g, g−1,
√
g, 1/
√
g, ∇˚g, ∇˚2g, π, ∇˚π, ε, ∇˚ε, A, ∇˚A) = Φ(g,A, π, ε). (3.17)
For positive definite matrices, the maps g 7→ ∇˚g, g 7→ ∇˚2g, A 7→ ∇˚A, g 7→ √g, etc. are smooth.
Further, locally bounded polynomial functions are smooth (in the sense of Fre´chet differentiability)
(see [16], chapter 26), it follows that Φ is a smooth map of Hilbert manifolds.
The linearisation of Φ at a point G = (g,A, π, ε) ∈ F
DΦG : G × A×K × E → N ∗
is given by
DΦ0G(h, b, p, f) = (π
k
kπ
ij − 2πikπjk − 2(EiaEaj +BiaBaj))hijg−1/2
+ (
1
2
πijπij −
1
4
(πkk)
2 + (EkaE
a
k +B
k
aB
a
k))h
j
jg
−1/2
+ (
1
2
hkkR−∆hkk +∇i∇jhij −Rijhij)
√
g − 4ǫijk(∇jbak + CabcAbjbck)Baig−1/2
+ (pkkπ
j
j − 2πijpij)g−1/2 −
1
4
f iaε
a
i g
−1/2 (3.18)
DΦi G(h, b, p, f) = 2∇j(πjkhik)− πjk∇ihjk − εja(∇ibaj −∇jbai + Cabc(Abibcj + bbiAcj))
+ 2∇jpji − f ja(∇iAaj −∇jAai + CabcAbiAcj) (3.19)
DΦaG(h, b, p, f) =− (Ccabεjcbbj +∇jf ja + Ccabf jcAbj). (3.20)
See [14] (and references therein) for computations.
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The L2 adjoint is simply computed by integration by parts and throwing out the boundary
terms:
DΦ∗g G(N,X, V ) =N
(
πkkπ
ij − 2πikπjk − 2(EiaEaj +BiaBai)
+
{
1
2
πklπkl −
1
4
(πkk)
2 + (EkaE
a
k +B
k
aB
a
k )
}
gij
)
g−1/2
+
{
N(
1
2
Rgij −Rij) +∇i∇jN − gij∇k∇kN
}√
g + LXπij (3.21)
DΦ∗AG(N,X, V ) =− 4ǫijk
{
∇j(NBakg−1/2) + CabcNBckAbjg−1/2
}
+ LXεia
−X i(∇jεja + CcabAbjεjc) +XjCcabAbjεic − CbcaεibV c (3.22)
DΦ∗πG(N,X, V ) =N(gijπ
k
k − 2πij)g−1/2 − LXgij (3.23)
DΦ∗εG(N,X, V ) =−
1
4
Nεai g
−1/2 +Xj(∇iAaj −∇jAai + CabcAbiAcj) + ∂iV a + CabcAbiV c
=NEai g
−1/2 − ǫijkXjBak + ∂iV a + CabcAbiV c. (3.24)
The tuple (N,X, V ) ∈ N corresponds to a scalar function, vector field and g-valued function onM
respectively. We will omit reference to the base point G when there is no risk of confusion.
It should be noted that the map given by
T (N,X) :=
[
DΦ∗g(N,X, V )
DΦ∗π(N,X, V )
]
(3.25)
is of the exact same form considered in [5], so we quote the following two theorems.
Theorem 3.3. If (f1, f3) ∈ L2−3/2 ×W 1,2−3/2 and (N,X) ∈ L2−1/2 is a weak solution of T (N,X) =
(f1, f3), then (N,X) ∈W 2,2−1/2 is a strong solution.
Theorem 3.4. The operator T has trivial kernel in L2−1/2.
From this we will prove DΦ∗ also has trivial kernel, but first we will need to prove an estimate.
Lemma 3.5. If ξ = (N,X, V ) ∈W 2,2−1/2 satisfies DΦ∗ε(ξ) = f4 ∈W 1,2−3/2, then
‖V ‖2,2,−1/2 ≤ c
(
‖(N,X)‖2,2,0 + ‖f4‖1,2,−3/2 + ‖V ‖2,0
)
, (3.26)
where C depends on (g,A, π, ε).
Proof. From (3.24) we have
∂iV
a = DΦ∗ε(ξ) −NEai g−1/2 + ǫijkXjBak − CabcAbiV c (3.27)
For brevity, let ζ = (N,X) ∈ W 2,2−1/2 and β = (E,B) ∈ W 1,2−3/2. By differentiating (3.27) and
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applying the inequalities from Theorem 2.1, we have
‖∇˚2V ‖2,−5/2 ≤ c
(
‖f4‖1,2−3/2 + ‖∇˚(ζ)β‖2,−5/2 + ‖∇˚(β)ζ‖2,−5/2
+ ‖∇˚(Ak)V ‖2,−5/2 + ‖∇˚(V )Ak‖2,−5/2
)
≤ c
(
‖f4‖1,2−3/2 + ‖∇˚(ζ)‖4,−1‖β‖4,−3/2 + ‖∇˚(β)‖2,−5/2‖ζ‖∞,0
+ ‖∇˚Ak‖4,−5/2‖V ‖4,0 + ‖∇˚V ‖2,−1‖Ak‖∞,−3/2
)
≤ c
(
‖f4‖1,2−3/2 + ‖∇˚(ζ)‖1,2,−1‖β‖1,2,−3/2 + ‖β‖1,2,−3/2‖ζ‖2,2,0
+ ‖∇˚Ak‖1,2,−5/2‖V ‖1,2,0 + ‖∇˚V ‖2,−1‖Ak‖2,2,−3/2
)
≤ c
(
‖f4‖1,2−3/2 + ‖β‖1,2,−3/2‖ζ‖2,2,0 + ‖V ‖1,2,0‖Ak‖2,2,−3/2
)
≤ c(‖f4‖1,2−3/2 + ‖ζ‖2,2,0 + ‖V ‖1,2,0),
where the constant, c, depends on (β,Ak) in the last line. Applying the weighted Poincare´ inequality
(2.11), we have
‖V ‖2,2,−1/2 ≤ c
(
‖(N,X)‖2,2,0 + ‖f4‖1,2,−3/2 + ‖V ‖1,2,0
)
. (3.28)
Applying the interpolation inequality (2.7) to the last term on the right hand side and choosing ǫ
small enough, gives us (3.26).
Theorem 3.6. If ξ ∈  L2−1/2 is a weak solution of DΦ∗(ξ) = (f1, f2, f3, f4), where (f1, f3, f4) ∈
L2−3/2 ×W 1,2−3/2 ×W 1,2−3/2, then ξ ∈W 2,2−1/2.
Proof. From Theorem 3.3, we have (N,X) ∈ W 2,2−1/2. From (3.24), it can be seen that on each
Ω ⊂⊂M, V (weakly) satisfies an equation of the form
∂iV
a = αaicV
c + βai (3.29)
with coefficients α ∈ W 2,2, β ∈ W 1,2 on Ω. The argument here is well known; V can be approxi-
mated by Vǫ, where ǫ is a mollification parameter and on Ω we have
‖∇˚Vǫ‖2 ≤ c(‖α‖∞‖Vǫ‖2 + ‖β‖2) ≤ c(‖α‖2,2‖V ‖2 + ‖β‖2). (3.30)
Since Vǫ is uniformly bounded in W
1,2, it follows Vǫ ⇀ V ∈ W 1,2.
By differentiating (3.24), it can be seen that on any Ω ⊂⊂ M, V weakly satisfies an equation
of the form
∂2ijV
a = αaic∂jV
c + βaijcV
c + θaij , (3.31)
where here we have α ∈W 2,2, β ∈W 1,2, θ ∈ L2. Since we now have V ∈W 1,2, the same argument
will give us Vǫ ⇀ V ∈ W 2,2(Ω). All that remains to show, is that V and its weak derivatives satisfy
the correct asymptotic conditions.
For any smooth cutoff function χR with χR ≡ 1 on BR(0) and zero outside B2R(0), ξ =
(N,X, χRV ) satisfies the conditions for lemma 3.5 and thus we have
‖χRV ‖2,2,−1/2 ≤ C
(
‖(N,X)‖2,2,−1/2 + ‖f4‖1,2,−3/2 + ‖V ‖0,2,0
)
. (3.32)
Once more we have a uniform bound, thus it follows χRV ⇀ V in W
2,2
−1/2.
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Next we demonstrate that DΦ∗ has trivial kernel. This amounts to saying that there are no
symmetries of the data, asymptotic to zero at infinity – this will be discussed in more detail in
section 4.
Proposition 3.7. If ξ ∈ L2−1/2 satisfies DΦ∗(ξ) ≡ 0 on M, then ξ ≡ 0.
Proof. From theorems 3.4 and 3.6 respectively, (N,X) ≡ 0 and V ∈ W 2,2−1/2. From (3.24), we have
∂iV
a = CabcV
bAci and we can repeat the arguments with Vǫ and easily obtain the uniform bound,
‖Vǫ‖3,2,−1/2 ≤ c‖∂3Vǫ‖2,−7/2
≤ c(‖∇˚2Ak‖2,−7/2‖V ‖∞,0 + ‖∇˚Ak‖4,−5/2‖∇˚V ‖4,−1 + ‖Ak‖∞,−3/2‖∇˚2V ‖2,−2)
≤ c‖Ak‖2,2,−3/2‖V ‖2,2,0.
As above, we now have V ∈ W 3,2−1/2; from the weighted version of Morrey’s inequality (2.10), we
have V ∈ C1,1/2. That is V strongly satisfies the equation
1
2
∂i(V
aVa) = ∂i(V
a)Va = C
a
bcV
bAciVa = 0; (3.33)
since V is asymptotic to zero and M is connected, V ≡ 0.
We are now able to apply the implicit function theorem to prove the level sets of Φ are smooth
submanifolds of F .
Theorem 3.8. For any (s, Si, σa) ∈ N ∗, the set
C(s, S, σ) := {(g,A, π, ε) ∈ F : Φ(g,A, π, ε) = (s, S, σ)} (3.34)
is a Hilbert submanifold of F .
Proof. We simply must establish that DΦ is surjective and splits its domain into the direct sum
of the Ker(DΦ) and a complementary subspace, then the result follows from the implicit function
theorem. Since DΦ is bounded, the kernel is closed and hence splits. The codomain splits as N ∗ =
Ran(DΦ)⊕ coker(DΦ), but from proposition 3.7, coker(DΦ) is trivial. To establish surjectivity, we
simply must show that DΦ has closed range.
Consider variations of the form
hij = −
1
2
gijy b
a
i = 0 (3.35)
pij =
1
2
(∇iY j +∇iY j −∇kY kgij)
√
g fai = −∂iψa
√
g. (3.36)
With (h, b, p, f) of this form, define F (Y) = F (y, Y, ψ) = DΦ(g,A,π,ε)(h, 0, p, f). Explicitly,
F (y, Y, ψ) =
 ∆y
√
g − 14Φ0(g,A, π, ε)y + 12πjj∇jY j − 2πij∇iYj − 14 (E2 +B2)y + εia∂iψa
∆Yi
√
g +RijY
j√g + ∇˚j(ψa)(∇˚iAaj − ∇˚jAai + CabcAbiAcj)√g −∇j(πji )y − πji ∇˚jy + 12πjj ∇˚iy
∆˚ψa
√
g + Ccab∇˚j(ψc)Abj√g


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Clearly we have F : W 2,2−1/2 → N ∗. This new operator is clearly bounded and the adjoint map has
similar structure. We have the following scale-broken estimate from [4]
‖u‖2,2,−1/2 ≤ c(‖∆u‖2,−5/2 + ‖u‖2,0), (3.37)
from which we can establish an elliptic estimate for F .
‖∆Y‖2,−5/2 ≤ c
(
‖F (Y)‖2,−5/2 + ‖Φ0y‖2,−5/2 + ‖π∇˚Y‖2,−5/2 + ‖πΓ˜Y ‖2,−5/2 + ‖Ric(Y )‖2,−5/2
+ ‖∇˚(ψ)∇˚A‖2,−5/2 + ‖∇˚(ψ)A2k‖2,−5/2 + ‖∇(π)y‖2,−5/2 + ‖∇˚(ψ)Ak‖2,−5/2
+ ‖E2y‖2,−5/2 + ‖B2y‖2,−5/2 + ‖E∇˚ψ‖2,−5/2
)
(3.38)
Where Γ˜kij := Γ˚
k
ij − Γkij = 12gkl(∇˚igjl + ∇˚jgil − ∇˚lgij) is the connection difference tensor and is
clearly W 1,2−3/2. It’s easy to check that Ric is of the form Ric ∼ (R˚ic + ∇˚Γ˜ + Γ˜2), so it follows
Ric ∈ L2−5/2.
For the sake of presentation, we define the quantities U1 := (Φ0, Ric,∇π, πΓ˜, E2, B2) ∈ L2−5/2
and U2 := (π, ∇˚(A), Ak, A2k , E) ∈W 1,2−3/2. With this notation we have
‖Y‖2,2,−1/2 ≤ c(‖F (Y)‖2,−5/2 + ‖U1Y‖2,−5/2 + ‖U2∇˚Y‖2,−5/2 + ‖Y‖2,0). (3.39)
Now the separate terms can be easily bound
‖U1Y‖2,−5/2 ≤ ‖U1‖2,−5/2‖Y‖∞,0
≤ C‖Y‖1,4,0
≤ C(‖Y‖4,0 + ‖∇˚Y‖4,−1)
≤ C(‖Y1/4Y3/4‖4,0 + ‖∇˚Y1/4∇˚Y3/4‖4,−1)
≤ C(‖Y‖1/42,0 ‖Y‖3/46,0 + ‖∇˚Y‖1/42,−1‖∇˚Y‖3/46,−1)
≤ C‖Y‖1/41,2,0‖Y‖3/42,2,0
≤ ǫ‖Y‖2,2,0 +
C
ǫ3
‖Y‖1,2,0,
where the last line comes from Young’s inequality.
Similarly, we have
‖U2∇˚Y‖2,−5/2 ≤ c‖U2‖6,−3/2‖∇˚Y‖3,−1
≤ c‖U2‖1,2,−3/2‖∇˚Y‖3,−1
≤ C‖∇˚(Y)1/3∇˚(Y)2/3‖3,−1
≤ C‖∇˚Y‖1/32,−1‖∇˚Y‖2/34,−1
≤ C‖∇˚Y‖1/32,−1‖∇˚Y‖2/31,2,−1
≤ ǫ‖Y‖2,2,0 +
C
ǫ2
‖Y‖1,2,0,
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where we have switched from c to C to indicate the constant’s dependence on ‖(g,A, π, ε)‖F .
Combining these estimates with (3.39) and applying (2.7) to ‖Y‖1,2,0, we have
‖Y‖2,2,−1/2 ≤ c(‖F (Y)‖2,−5/2 + ‖Y‖2,0). (3.40)
By construction, the adjoint operator F ∗ has the same structure and thus also satisfies an estimate
of the form (3.40). In particular, this implies ker(F ∗) ⊂ W 2,2−1/2. Take a sequence Xn ∈ ker(F ∗)
with ‖Xn‖2,2,−1/2 ≤ 1 and we have ‖Xn − Xm‖2,2,−1/2 ≤ C‖Xn − Xm‖2,0 and by passing to a
subsequence and applying a weighted version of the Rellich compactness theorem (see [10], Lemma
2.1), the closed unit ball in ker(F ∗) is compact and thus ker(F ∗) is finite dimensional. The same
reasoning tells us that ker(F ) is also finite dimensional, thus there is a closed subspace Z such that
W 2,2−1/2 = Z ⊕ ker(F ). To show F has closed range, it will suffice to prove
‖Y‖2,2,−1/2 ≤ C‖F (Y)‖2,−5/2, for all Y ∈ Z. (3.41)
If (3.41) were not true, we could take a sequence Yn in Z with ‖Yn‖2,2,−5/2 = 1 such that
‖F (Yn)‖2,−5/2 → 0. Then we can again pass to a subsequence converging in L20 and (3.40) im-
plies Yn converges to some Y 6= 0 in Z ∩ ker(F ), which would be a contradiction. Now we have
ker(F )⊕ coker(F ) = N ∗.
Clearly Ran(F ) ⊂ Ran(DΦ), so at most Ran(DΦ) differs from N ∗ by a finite dimensional closed
subspace, and since Ran(DΦ) = N ∗, DΦ is surjective.
4 The Hamiltonian
It is well known, that in order to generate the correct equations of motion, the first variation of the
Hamiltonian density must be of the form
δH = X · δq + Y · δp, (4.1)
where q and p are the canonical position and momentum respectively. Hamilton’s equations can
then be read off as
∂q
∂t
= Y,
∂p
∂t
= −X, (4.2)
where t is the time parameter.
In the framework of general relativity we need to make precise what we mean by ‘time’. We
interpret t as the flow parameter of the (yet to be specified) lapse-shift vector field on the spacetime.
See [14] for a detailed discussion on this.
In the Einstein-Yang-Mills case, we have a vector field ξ on the bundle 4P generating the evolu-
tion, in place of the usual lapse-shift vector field. This corresponds to both a choice of coordinates
on 4M and a choice of gauge. One may interpret the flow of ξ as simultaneously evolving the data
through time while continuously changing the gauge. See [2] for details.
In the Einstein-Yang-Mills case, the canonical position and momentum are (g,A) and (π, ε)
respectively. In order to generate the correct equations of motion, we should expect to write the
first variation of the Hamiltonian density as
δH(g,A, π, ε) =X1(g,A, π, ε; ξ)
ijδgij +X2(g,A, π, ε; ξ)
i
aδA
a
i (4.3)
+ Y1(g,A, π, ε; ξ)ijδπ
ij + Y2(g,A, π, ε; ξ)
a
i δε
i
a, (4.4)
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or equivalently
DH(g,A,π,ε) · (h, b, p, f) = (X1, X2, Y1, Y2)|(g,A,π,ε) · (h, b, p, f). (4.5)
Notice that the Hamiltonian must have some dependence on the direction ξ in 4P , in which we are
to evolve the data.
For the remainder of this paper, it will be convenient to write a point in the phase space as
G = (g,A, π, ε) ∈ F and a tangent vector Z = (h, b, p, f) ∈ TGF . With this notation, the usual
ADM Hamiltonian (with Yang-Mills fields) is given by
HADM (G; ξ) = −
∫
M
ξαΦα(G), (4.6)
this is the pure constraint form of the Hamiltonian.
It will be shown, if the boundary terms which were cast out when defining DΦ∗ do indeed
vanish, then we have
DHADMG (ξ) · Z = −
∫
M
DΦ∗G(ξ) · Z, (4.7)
and therefore the Hamiltonian density is of the form (4.5). We will see however, that if ξ is not
asymptotically zero, then this will not be the case; we will discuss this point later.
Hamilton’s equations now become
∂
∂t


g
A
π
ε

 = −J ◦DΦ∗G(ξ), (4.8)
where
J =


0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0

 , (4.9)
is the natural symplectic structure on F . Equation (4.8) motivates Moncrief’s result [19] equating
elements of ker(DΦ∗G) with spacetime Killing vector fields. We thus refer to elements of ker(DΦ
∗
G)
as generalised Killing vectors and if ξ corresponds to a stationary Killing field, then we call G =
(g,A, π, ε) generalised stationary data.
Proposition 4.1. The map HADM : F ×N → R is a smooth map.
Proof. The smoothness inG follows from the smoothness of Φ. We have |HADM (G; ξ)| = ‖ξΦ‖1,−3 ≤
‖ξ‖2,−1/2‖Φ‖2,−5/2, that is, HADM is bounded and linear in ξ.
We next establish the validity of equation (4.7).
Theorem 4.2. For all ξ ∈ W 2,2−1/2,
DHADMG (ξ) · Z = −
∫
M
DΦ∗G(ξ) · Z,
for all Z ∈ TGF .
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Proof. This is equivalent to the statement that the formal adjoint of DΦG, given in section 3,
is indeed the adjoint. We simply must demonstrate the boundary terms at infinity arising from
integration by parts do indeed vanish. These boundary terms are given by
Z·DΦ∗G(ξ)− ξαDΦGα(Z) =
∇i
(
(N(∇˚itrgh−∇jhij) + ∇˚j(N)hij − trgh∇˚i(N))
√
g − 2Xjpij + V afai
)
(4.10)
−∇i
(
2πki hjkX
j − πjkhjkXi + ǫijkbakBjaN
√
g + εiab
a
jX
j −Xiεjabaj
)
.
The boundary terms have been expressed as two separate divergences corresponding to their decay
rates at infinity - this distinction will be important later. Note, these divergences do indeed make
sense as boundary integrals at inifinity in the usual (trace) sense, (see [5] - Lemma 4.3 and Lemma
4.4). Formally, we consider an exhaustion of M by compact sets Mk with smooth boundary, and
take the limit of the boundary integrals as k → ∞. For convenience, we choose the exhaustion to
be euclidean balls near infinity and consider the limit of integrals on spheres.
Lemma 4.4 of [5] gives us the estimate∮
SR
|u| ≤ c
√
R‖u‖1,2,−3/2:AR, (4.11)
where SR is the sphere of radius R centred at zero, and AR is the region bound between SR and
S2R. For simplicity, let us denote by ∇iB1i and ∇iB2i , the first and second divergences in (4.10)
respectively. B2 is a collection of terms of the form αβξ; where α ∈ W 2,2−1/2, β ∈ W 1,2−3/2 and
ξ ∈ W 2,2−1/2;. Note, g and g−1 are bound, so we needn’t consider the raising or lowering of indices
in our estimates.
Applying (4.11), we have∮
SR
|B2| ≤ c‖α‖∞:SR‖ξ‖∞:SR‖β‖1:SR
≤ o(R−1/2)‖ξ‖∞:SR
√
R‖β‖1,2,−3/2
≤ o(1)‖ξ‖∞:SR‖β‖1,2,−3/2, (4.12)
where we have made use of the fact α ∈ W 2,2−1/2(M) ⊂ C0(M). In the limit as R tends to infinity,
this integral vanishes and therefore B2 contributes no boundary terms. Note that this still holds
if ξ is only C0 and bound. B1 can be expressed as a collection of terms of the form ξτ , where
ξ ∈ W 2,2−1/2 and τ ∈ W 1,2−3/2. ∮
SR
|B1| ≤ c‖ξ‖∞:SR‖τ‖1:SR (4.13)
≤ o(1)‖τ‖1,2,−3/2 (4.14)
For the same reasons as above, the remaining boundary terms also vanish and therefore we have∫
M ξ ·DΦG(Z) =
∫
M Z ·DΦ∗G(ξ).
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The necessity that ξ → 0 at infinity is twofold; not only does it ensure we have control on B1,
it is also required for HADM to be well defined on F , as Φ(G) is not integrable for generic initial
data. When ξ is taken to be asymptotic to some non-zero constant vector, it will be shown that
the non-vanishing boundary terms, B1, correspond to the first variation of energy-momentum and
charge. This leads us to modify our Hamiltonian a` la Regge and Teitelboim [20]. Before discussing
this, we should make precise what we mean by “asymptotic to a constant vector”.
Fix some ξ∞ ∈ R3,1 ⊕ g, which on some exterior region ER, may be identified with a section,
ξ˜∞ ∈ C∞(Λ0 × TM× g⊗ Λ0), such that ∇˚ξ = 0. We now represent ξ∞ as ξˆ∞ ∈ (Λ0×TM×g⊗Λ0),
with ξˆ∞ = ξ˜∞ on E2R and ξˆ ≡ 0 on ER. Obviously ξˆ∞ is not unique, however the difference between
any two choices of ξˆ∞ is in C
∞
0 (Λ
0 × TM× (g⊗ Λ0)) ⊂ N . This means that the space
ξ∞ +N := {ξ : ξ − ξˆ∞ ∈ N} (4.15)
is well defined.
Let us briefly digress to discuss the ADM energy-momentum and Yang-Mills electric charge.
The ADM energy-momentum covector, P(g, π) = (E˘, pi) is usually given by
16πE˘ =
∮
S
∞
(∂igij − ∂jgii)dSj (4.16)
16πpi = 2
∮
S
∞
πijdS
j , (4.17)
where the indices refer to some rectangular coordinate system at infinity. We use E˘ to indicate the
energy, to avoid confusion with the electric field.
We also introduce the standard definition of Yang-Mills electric charge
16πQa = 4
∮
S
∞
EaidS
i = −
∮
S
∞
εaidS
i, (4.18)
which clearly agrees with (2.3) and the usual Maxwell total electric charge.
It will be more convenient to work with integrals over M of divergences, rather than surface
integrals at infinity. For a fixed ξ∞ ∈ R3,1 ⊕ g, we define P in terms of its pairing with ξ∞
16πξ0∞P0(g) =
∫
M
(
ξˆ0∞(∇˚i∇˚jgij − ∆˚trg˚g) + ∇˚iξˆ0∞(∇˚jgij − ∇˚itrg˚g)
)√
g˚ (4.19)
16πξi∞Pi(π) = 2
∫
M
(
ξˆi∞∇˚jπji + πij∇˚iξˆ∞j
)
(4.20)
16πξa∞Pa(ε) = 4
∫
M
(
ξˆa∞∇˚iEia + Eia∇˚iξˆa∞
)
, (4.21)
where indices are raised and lowered using the background metric, g˚. We know from [5] that
Pµ = (P0,Pi) is C
∞ on the constraint submanifold (if the source is integrable) and the definition
is independent of g˚. Since E is a density, the definition of Pa is clearly independent of g˚ and it is
straightforward to check it is smooth.
Proposition 4.3. If σ ∈ L1(Λ0(M)⊗ g) and (s, Si, σ) ∈ N ∗, then Pa(ε) is a smooth function on
the constraint submanifold,
Pa ∈ C∞(C(s, S, σ)). (4.22)
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Proof. Fix some ξ∞ and choose a representative ξˆ∞ ∈ ξ∞+N . Since ∇˚(ξˆ∞) is compactly supported,
we have
4π|ξa∞Pa| ≤ ‖ξˆ∞∇˚E‖1 + ‖E∇˚ξˆ∞‖1
≤ ‖ξˆ∞‖∞(‖Φa‖1 + ‖[A,E]‖1) + ‖E‖2,−3/2
≤ ‖ξˆ∞‖∞(‖σ‖1 + ‖Ak‖1,2,−3/2‖E‖1,2,−3/2) + ‖E‖2,−3/2.
Pa depends linearly on E and is bounded, completing the proof.
For ξ ∈ ξ∞ +N , we define the modified Hamiltonian,
HRT (G; ξ) = 16πξαPα −
∫
M
ξαΦα, (4.23)
recalling G = (g,A, π, ε).
On shell, this new Hamiltonian now gives a value for some kind of total energy of the system.
One should note that critical points of this Hamiltonian correspond to constrained critical points of
the energy, with ξ acting as the (infinite dimensional) Lagrange multiplier. Unfortunately, neither
of the terms in (4.23) are well defined on all of F , however, it will be shown that the dominant
terms cancel out. To see this, we define the regularised Hamiltonian
H(G; ξ) =
∫
M
(ξˆ∞ − ξ) · Φ+
∫
M
ξˆ0∞(∇˚i∇˚jg − ∆˚(tr˚g g)
√
g˚ − Φ0) (4.24)
+
∫
M
∇˚iξˆ0∞(∇˚jgij − ∇˚i tr˚g g)
√
g˚ +
∫
M
ξˆi∞(2∇˚jπji − Φi)
+
∫
M
2πij∇˚iξˆ∞j +
∫
M
ξˆa∞(4∇˚iEia − Φa) + 4
∫
M
Eia∇˚iξˆa∞.
We have combined the terms in (4.23) and then separated them out into 7 integrals, each of which
can be shown to be finite.
Theorem 4.4. The regularised Hamiltonian (4.24) is a smooth functional on F × (ξ∞ + N ).
Furthermore, if ξ ∈ ξ∞ +W 2,2−1/2, then for all G ∈ F and Z ∈ TGF , we have
DH(G;ξ)(Z) = −
∫
M
Z ·DΦ∗G(ξ). (4.25)
Equivalently, the regularised Hamiltonian generates the correct equations of motion.
Proof. First we must establish boundedness and then smoothness follows from the same argument
as Corollary 3.2. The first integral is easily bounded by ‖ξ − ξˆ∞‖2,−1/2‖Φ‖2,−5/2. The second and
fourth integrals are bounded by Proposition 4.2 of [5]. The 3rd, 5th and 7th integrals are bounded
because ∇˚ξˆ∞ has compact support, leaving only the 6th term; for this we note
4∇˚ ·Ea − Φa = 4[A,E]a, (4.26)
which is easily taken care of. This establishes the smoothness of H, we now prove the validity of
(4.25).
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Theorem 4.2 allows us to rewrite the variation of the first term in (4.24) as
∫
M
Z ·DΦ∗G(ξˆ∞−ξ);
we will consider variations of the remaining terms separately. Consider the variation of the second
and third terms,∫
M
{
∇˚i(ξˆ0∞(∇˚jhij − ∇˚i trg˚ h))
√
g˚ −∇i(ξˆ0∞(∇jhij −∇i trg h))
√
g (4.27)
+∇i(hij∇j ξˆ0∞ − trg h∇iξˆ0∞)
√
g − (h, b, p, f) ·DΦ∗(g,A,π,ε)(ξˆ0∞)
}
,
where the middle two terms in the above expression arise from the difference
Z ·DΦ∗G(ξˆ0∞)− ξˆ0∞ ·DΦG(Z).
The third term in expression (4.27) vanishes as ∇˚(ξˆ0∞) has compact support. The dominant terms
in the first two divergences cancel, leaving us with a boundary term of the form ξˆ0∞Γ˜h, ignoring
factors of g. Note ξˆ0∞ ∈ L∞, leaving us a boundary term Γ˜h, which is of the exact form of B1
considered above and thus contributes nothing. Similarly, the variation of the fourth and fifth
terms in (4.24) give
2
∫
M
{
∇˚i(ξˆk g˚jkpik)−∇i(ξˆj∞pij)− Z ·DΦ∗i(G)(ξˆi∞)
}
. (4.28)
The first and second terms in (4.28) give the boundary term (g− g˚)p, which is again of the form of
B1 above. Finally, the variation of the 6th and 7th terms in (4.24) give∫
M
{
−4∇˚i(ξˆa∞f ia) + 4∇i(ξˆa∞f ia)− Z ·DΦ∗a(G)(ξˆa∞)
}
, (4.29)
where the first and second terms here exactly cancel. Putting all of this together completes the
proof
5 The First Law
It is well known that there is a strong analogy between the laws of thermodynamics and those of
black holes. The first law is usually expressed by the in terms of differentials as,
dm =
κ
8π
dAˆ+ΩdJ + V dQ, (5.1)
valid for perturbations of stationary solutions. Here, the quantities m, κ, Aˆ, Ω, J , V and Q
correspond to the mass, surface gravity, horizon area, angular velocity, angular momentum, electric
potential and electric charge of the black hole, respectively. With our conditions forM and g, there
will be no black hole present so this expression will reduce significantly. Also, interpreting V as
the potential difference between the horizon and infinity, we expect to replace V with −V∞ in this
expression, leading us to
dm+ V∞dQ = 0. (5.2)
Theorem 5.2 and the subsequent corollary provide a proof of this similar to that of Sudarsky and
Wald, as well as a converse statement conjectured in [22], which could not be rigorously shown
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without the Banach manifold structure given in Section 3. We prove that a solution satisfying this
version of the first law must be stationary. Sudarsky and Wald also conjectured that a similar result
should hold when an interior boundary is present, however it is likely that the precise form of (5.1)
be modified or the phase space include boundary conditions. A potential candidate for suitable
boundary conditions are the conditions of an isolated horizon; as Ashtekar, Fairhurst, Krishnan and
Beetle (see [3, 6] and references therein) have established a local version of the first law for isolated
horizons. However this is beyond the scope of this paper and will be considered in future work.
To begin, let us first quote the following generalisation of the method of Lagrange multipliers
to Banach manifolds (Theorem 6.3 of [5]).
Theorem 5.1. Suppose K : B1 → B2 is a C1 map between Banach manifolds, such that the map,
DKu : TuB1 → TK(u)B2, is surjective with closed kernel and closed complementary subspace for all
u ∈ K−1(0). Let f ∈ C1(B1) and fix u ∈ K−1(0); the following statements are equivalent:
(i) For all v ∈ kerDKu, we have
Dfu(v) = 0. (5.3)
(ii) There is λ ∈ B∗2 such that for all v ∈ B1,
Dfu(v) = 〈λ,DKu(v)〉 , (5.4)
where 〈 , 〉 refers to the natural dual pairing.
We can now apply this to prove the main result.
Theorem 5.2. Let G = (g,A, π, ε) ∈ F be such that Φ(G) = (s, Si, σa), for some
(s, Si, σa) ∈ L1
(
Λ3 × T ∗M⊗ Λ3 × g∗ ⊗ Λ3
)
. Further, let (ξµ∞, ξ
a
∞) ∈ R3,1 ⊕ g be fixed and define
the energy functional E ∈ C∞(C(s, S, σ)) by
E(G) = ξα∞Pα(G), (5.5)
The following statements are equivalent:
(i) For all Z = (h, b, p, f) ∈ TGC(s, S, σ)
DEG(Z) = 0. (5.6)
(ii) There is ξ ∈ ξ∞ +W 2,2−1/2 ((T × g)) satisfying
DΦ∗Gξ = 0. (5.7)
Proof. First we show (i) ⇒ (ii). For any fixed ξ˜ ∈ ξ∞ +W 2,2−1/2, define f(G′) = H(G′; ξ˜) for all
G′ ∈ F and K = Φ − (s, S, σ). With u = G, we now have the hypotheses of Theorem 5.1. Note
also, TGC(s, S, σ) = ker(DKG) and on TGC(s, S, σ), we have DfG = 16πDEG. So directly applying
Theorem 5.1, there exists λ ∈ N such that for all Z ∈ TGF ,
Dfg =
∫
M
λ ·DΦ∗G(Z). (5.8)
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Inserting the definition of f , we have
DΦ∗G(λ) = −DΦ∗G(ξ˜) (weakly). (5.9)
Applying Theorem 3.3 we have
DΦ∗G(ξ) = 0, (5.10)
where ξ = λ+ ξ˜ ∈ ξ∞ +W 2,2−1/2. We now have (i)⇒ (ii).
To show (ii) ⇒ (i), we simply must recall that 16πDEG(Z) = DHG(Z) for all Z ∈ TGC(s, S, σ)
then from Theorem 4.4 we have 16πDEG(Z) = DHG(Z) = −
∫
M Z ·DΦ∗G(ξ) = 0
Recall, a solution (Nµ, V a) = ξ of DΦ∗G(ξ) = 0 corresponds to a generalised Killing vector N
µ
and ‘electric potential’ V a, representing an infinitesimal symmetry in the bundle. That is, evolution
along integral curves of ξ in the bundle leaves the data fixed (see [2]). It was shown by Beig and
Chrus´ciel[7], that if a Killing vector is timelike at infinity then it is asymptotically proportional to
P
µ = ηµνPν , where η is the Minkowski metric. It was further shown that, provided T
2
00 ≥ Ti0T i0
and P 6= 0, ζµPµ > 0 for all future timelike vectors, ζ. We will say the covector Pµ is future timelike
if ηµνPν is timelike and ζ
µ
Pµ > 0 for all future timelike vectors, ζ.
Corollary 5.3. Suppose G ∈ F , Φ(G) = (s, S, σ) ∈ L1 and Pµ is future timelike, then the following
statements are equivalent:
(i) For all Z ∈ TGC(s, S, σ);
DmG(Z) + V∞ ·DQG(Z) = 0, (5.11)
where m =
√
−PµPµ is the total (or “rest”) ADM mass, V∞ ∈ g is the Yang-Mills electric
potential at infinity, and Qa =
1
4π
∮
∞ Eaids
i is the Yang-Mills electric charge.
(ii) G is a generalised stationary initial data set with infinitesimal symmetry generator (Nµ, V a) =
ξ, in the sense DΦ∗G(ξ) = 0, and N
µ
∞ is proportional to P
µ.
Proof. First we show (i) ⇒ (ii). Choose Nµ∞ = − 1mηµνPν , a future pointing unit timelike vector,
such that Nµ∞Pµ = m. For ξ∞ = (N
µ
∞, V
a
∞), we have DE = ξ
αDPα = Dm + V · DQ and thus
Theorem 5.2 gives us (ii).
Conversely, (ii) implies the condition (ii) of Theorem 5.2, so we have DEG(Z;N∞, V∞) = 0 for
all Z ∈ TGC(s, S, σ). Since we have Nµ∞ proportional to Pµ, we can rescale ξ such that Nµ∞Pµ = m
again, which completes the proof.
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