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A NOTE ON SERRE DUALITY AND EQUIVARIANTIZATION
XIAO-WU CHEN
Abstract. For an abelian category with a Serre duality and a finite group
action, we compute explicitly the Serre duality on the category of equivariant
objects. Special cases and examples are discussed. In particular, an abelian
category with a periodic Serre duality and its equivariantization are studied.
1. Introduction
Let k be a field, and let A be a k-linear abelian category with a Serre duality
[12, 9]. We assume that there is a k-linear action on A by a finite group G; see
[11, 4, 5]. Then the category AG of equivariant objects is abelian and naturally
k-linear. In case that the order of G is invertible in k, it is known that the category
AG has a Serre duality. However, it seems that an explicit description of the Serre
duality on AG, in particular, the Serre functor on AG, is not contained in any
literature.
The first goal of this note is to describe the Serre duality on AG explicitly. The
second goal is to study an abelian category A with a periodic Serre duality. The
latter means that a certain power of the Serre functor on A is isomorphic to the
identity functor. Examples of such abelian categories are the categories of coherent
sheaves on weighted projective lines of tubular type or on elliptic curves. Indeed, we
are motivated by these examples. We recall that the category of coherent sheaves
on a weighted projective line of tubular type is related to the one on an elliptic
curve via two different equivariantizations; see [6, 8, 2].
We describe the content of this note. In Section 2, we recall some notation on
Serre duality and the notion of a commutator isomorphism which plays a central
role. The basic properties of commutator isomorphisms are collected in Proposition
2.7, which is analogous to the results in [7]. We mention that the notion of a perfect
Serre duality seems to be of interest; see Subsection 2.2. For an abelian category
A with a periodic Serre duality, we observe the induced homomorphism from the
group of isoclasses of auto-equivalences on A to the group of invertible elements in
the center of A; see Proposition 2.11.
In Section 3, we calculate explicitly the Serre duality on AG in Theorem 3.6.
Special cases of Theorem 3.6 are discussed. In particular, we prove that if A has
a periodic Serre duality, so does AG; however, the orders of the Serre functors on
A and AG may differ; see Propositions 3.8 and 3.12. We close the note with the
motivating examples, which illustrate these propositions.
Throughout this note k is a field. We denote by D = Homk(−, k) the duality
functor on finite dimensional k-vector spaces.
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2. The Serre duality on an abelian category
In this section, we recall from [12, 9] some notation on Serre duality. Following
[7], we study basic properties of commutator isomorphisms. We mention that the
notion of a perfect Serre duality seems to be of interest. We observe the induced
homomorphism for an abelian category with a periodic Serre duality.
Let A be a k-linear abelian category which is skeletally small. We assume that
A is Hom-finite, that is, for each pair X,Y of objects the Hom space HomA(X,Y )
is finite dimensional over k.
2.1. The trace map. Recall by definition that a Serre duality on A is a bifunc-
torial k-linear isomorphism
φX,Y : DExt
1
A(X,Y )
∼
−→ HomA(Y, SX),(2.1)
where S : A → A is a k-linear auto-equivalence, called the Serre functor of A; it is
also called the Auslander-Reiten translation of A in the literature. In this case, we
say that A has the Serre duality (2.1); in particular, we observe that the Ext space
Ext1A(X,Y ) is finite dimensional over k. It is well known that A has a Serre duality
if and only if A is hereditary without nonzero projective or injective objects such
that its bounded derived category Db(A) is Hom-finite with a Serre duality in the
sense of [1, Definition 3.1].
Recall that elements in Ext1A(X,Y ) are equivalence classes [ξ] of extensions
ξ : 0 → Y → E → X → 0. For a morphism f : X ′ → X , we denote by ξ.f
the pullback of ξ along f , whose class in Ext1A(X
′, Y ) is denoted by [ξ].f ; similarly,
for a morphism g : Y → Y ′, we denote by g.ξ the pushout of ξ along g and by g.[ξ]
its class in Ext1A(X,Y
′).
The following standard fact will be used later.
Lemma 2.1. The following two statements hold.
(1) Assume that the following diagram is commutative with exact rows.
ξ : 0 // X
f

// Y

// Z //
g

0
ξ′ : 0 // X ′ // Y ′ // Z ′ // 0
Then we have f.[ξ] = [ξ′].g in Ext1A(Z,X
′).
(2) Let θ : F → F ′ be a natural transformation between two auto-equivalences
on A, and let [ξ] ∈ Ext1A(Z,X). Then we have θX .[F (ξ)] = [F
′(ξ)].θZ in
Ext1A(FZ, F
′X).
Proof. (1) is due to [10, Chapter III, Proposition 1.8], while (2) is a direct applica-
tion of (1) to the following commutative diagram
F (ξ) : 0 // FX
θX

// FY //
θY

FZ //
θZ

0
F ′(ξ) : 0 // F ′X // F ′Y // F ′Z // 0.

The Serre duality (2.1) yields a non-degenerated pairing
〈−,−〉X,Y : Ext
1
A(X,Y )×HomA(Y, SX) −→ k
such that 〈[ξ], f〉X,Y = φ
−1
X,Y (f)([ξ]). For each object X , we define the trace map
TrX : Ext
1
A(X, SX) −→ k
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by TrX([ξ]) = 〈[ξ], IdSX〉X,SX = φ
−1
X,SX(IdSX)([ξ]).
We have the following well-known observations.
Lemma 2.2. Keep the notation as above. Then we have the following statements:
(1) TrX(f.[ξ]) = 〈[ξ], f〉X,Y for any [ξ] ∈ Ext
1
A(X,Y ) and f : Y → SX;
(2) TrX′([ξ
′].f ′) = TrX(S(f
′).[ξ′]) for any [ξ′] ∈ Ext1A(X, SX
′) and f ′ : X ′ →
X;
(3) two morphisms f, f ′ : Y → SX are equal if and only if TrX(f.[ξ]) = TrX(f
′.[ξ])
for each [ξ] ∈ Ext1A(X,Y ).
Proof. (1) follows from the naturalness of φX,Y in the variable Y , and (2) follows
from (1) and the naturalness of φX,Y in the variable X . (3) follows from (1) and
the non-degeneratedness of the pairing 〈−,−〉X,Y . 
2.2. The commutator isomorphism. Let A have the Serre duality (2.1). The
following result is implicitly contained in [7, Subsection 2.3].
Lemma 2.3. Let F : A → A be a k-linear auto-equivalence. Then there is a unique
natural isomorphism σF : FS→ SF satisfying
TrX([ξ]) = TrFX((σF )X .[F (ξ)])(2.2)
for all objects X and [ξ] ∈ Ext1A(X, SX).
This unique isomorphism σF : FS → SF is called the commutator isomorphism
associated to F .
Proof. The uniqueness of the morphism (σF )X follows from Lemma 2.2(3).
For the existence of σF , we consider for each pair X,Y of objects in A the
following bifunctorial isomorphisms
Θ: HomA(FY, SFX)
φ−1
FX,FY
// DExt1A(FX,FY )
DF
// DExt1A(X,Y )
φX,Y
uu❦❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
HomA(Y, SX)
F
// HomA(FY, FSX).
Recall that F is an auto-equivalence on A. We apply Yoneda’s lemma to have
an isomorphism δX : SFX → FSX such that Θ = HomA(FY, δX); this identity
implies that for any morphism f : Y → SX , we have
φ−1X,Y (f)(−) = φ
−1
FX,FY (δ
−1
X ◦ F (f))(F (−))
as k-linear functions on Ext1A(X,Y ). Putting Y = SX and f = IdSX , we have
TrX([ξ]) = TrFX(δ
−1
X .[F (ξ)]) for each [ξ] ∈ Ext
1
A(X, SX). The isomorphism δX is
natural in X by the functorialness of Θ. Set σF = δ
−1. Then we are done. 
We introduce the following notion for later use. The Serre duality (2.1) is said
to be perfect provided that σS = IdS2 , or equivalently, the corresponding trace map
satisfies
TrX([ξ]) = TrSX([S(ξ)])(2.3)
for all objects X and [ξ] ∈ Ext1A(X, SX). In this case, we say that the category A
has a perfect Serre duality. This implies that any Serre duality on A is perfect; see
Remark 2.4. The author does not know any example of an abelian category A with
a non-perfect Serre duality; compare the triangulated case in [7, Lemma 2.1 b)].
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Remark 2.4. Given the Serre duality (2.1) on A, it is well known that any other
Serre duality φ′ on A differs from φ by an isomorphism. More precisely, assume
that
φ′X,Y : DExt
1
A(X,Y )
∼
−→ HomA(Y, S
′X)(2.4)
is another Serre duality. Then there is a unique natural isomorphism θ : S′ → S
such that φX,Y = HomA(Y, θX) ◦ φ
′
X,Y . The corresponding trace map is given by
Tr′X([ξ]) = TrX(θX .[ξ]) for each [ξ] ∈ Ext
1
A(X, S
′X).
We claim that if the Serre duality (2.1) is perfect, so is (2.4). Indeed, the following
identity proves the claim:
Tr′S′X([S
′(ξ)]) = TrS′X(θS′X .[S
′(ξ)])
= TrS′X([S(ξ)].θX )
= TrSX(S(θX).[S(ξ)]
= TrSX([S(θX .ξ)])
= TrX(θX .[ξ]) = Tr
′
X([ξ]).
Here, the second equality uses the fact θS′X .[S
′(ξ)] = [S(ξ)].θX , which is a conse-
quence of Lemma 2.1(2). The third equality uses Lemma 2.2(2), while the fifth
uses the perfectness of (2.1).
Example 2.5. Let A have the Serre duality (2.1). We say that the Serre functor
S is trivial provided that it is isomorphic to the identity functor. In this case, the
Serre duality is perfect. Indeed, by Remark 2.4 we may assume that S equals the
identity functor. Then the perfectness follows from (2.3).
The dependence of the commutator isomorphism σF on the auto-equivalence F
is shown in the following result, where the first statement is due to [7, Lemma 2.1
b)] in a slightly different setup.
Lemma 2.6. Keep the notation as above. Then the following two statements hold.
(1) For two k-linear auto-equivalences F1 and F2 on A, we have σF = (σF1F2)◦
(F1σF2), where F = F1F2.
(2) Let θ : F → F ′ be a natural isomorphism between two k-linear auto-equivalences
F and F ′ on A. Then we have σF ′ ◦ θS = Sθ ◦ σF .
Proof. For (1), it suffices to prove that (σF )X = (σF1)F2X ◦ F1((σF2)X) for each
object X . Consider ∆ = TrFX(((σF1 )F2X ◦ F1((σF2 )X)).[F (ξ)]) for any [ξ] ∈
Ext1A(X, SX). By Lemma 2.2(3), it suffices to show that ∆ = TrFX((σF )X .[F (ξ)]).
Indeed, we observe that ∆ = TrF1(F2X)((σF1 )F2X .[F1((σF2 )X .F2(ξ))]). By (2.2)
for both F1 and F2, we have ∆ = TrF2X((σF2 )X .[F2(ξ)]) = TrX([ξ]), which equals
TrFX((σF )X .[F (ξ)]) by (2.2) for F . Then we are done with (1).
For (2), we take an object X and [ξ] ∈ Ext1A(F
′X,FSX). Assume that θSX .[ξ] =
[F ′(ξ′)] for a unique [ξ′] ∈ Ext1A(X, SX). We claim that [F (ξ
′)] = [ξ].θX . Indeed,
by applying Lemma 2.1(2) to θ and [ξ′], we obtain θSX .[F (ξ
′)] = [F ′(ξ′)].θX . By
[F ′(ξ′)] = θSX .[ξ], we have θSX .[F (ξ
′)] = θSX .([ξ].θX). Since θSX is an isomorphism,
we infer the claim.
We will prove that (σF ′)X ◦θSX = S(θX)◦(σF )X . Consider∇ = TrF ′X(((σF ′ )X ◦
θSX).[ξ]) for [ξ] ∈ Ext
1
A(F
′X,FSX). By Lemma 2.2(3), it suffices to show that
∇ = TrF ′X((S(θX) ◦ (σF )X).[ξ]).
Indeed, by (2.2) for F ′, we have ∇ = TrF ′X((σF ′ )X .[F
′(ξ′)]) = TrX([ξ
′]). Ap-
plying (2.2) for F , we have ∇ = TrFX((σF )X .[F (ξ
′)]), which by the claim above
equals TrFX((σF )X .([ξ].θX)) = TrFX(((σF )X .[ξ]).θX). Applying Lemma 2.2(2),
we are done. 
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We now extend Lemma 2.6 slightly. Let F be a k-linear auto-equivalence on A.
For each d ≥ 1, we define a natural isomorphism σdF : FS
d → SdF inductively as
follows: σ1F = σF and σ
d+1
F = Sσ
d
F ◦ σF S
d for d ≥ 1. Here, Sd denotes the d-th
power of S. We refer to the isomorphism σdF as the d-th commutator isomorphism
associated to F .
Proposition 2.7. Let A have the Serre duality (2.1) and let d ≥ 1. We keep the
notation as above. Then the following two statements hold.
(1) For two k-linear auto-equivalences F1 and F2 on A, we have σ
d
F = (σ
d
F1
F2)◦
(F1σ
d
F2
), where F = F1F2.
(2) Let θ : F → F ′ be a natural isomorphism between two k-linear auto-equivalences
F and F ′ on A. Then we have σdF ′ ◦ θS
d = Sdθ ◦ σdF .
Proof. The case that d = 1 is due to Lemma 2.6.
We assume by induction that (1) holds for d− 1. We have the following identity
(σdF1F2) ◦ (F1σ
d
F2) = (Sσ
d−1
F1
F2) ◦ (σF1S
d−1F2) ◦ (F1Sσ
d−1
F2
) ◦ (F1σF2S
d−1)
= (Sσd−1F1 F2) ◦ (SF1σ
d−1
F2
) ◦ (σF1F2S
d−1) ◦ (F1σF2S
d−1)
= Sσd−1F ◦ σFS
d−1
= σdF ,
where the second equality uses the naturalness of σF1 and the third uses the in-
duction hypothesis and Lemma 2.6(1). Then we are done with (1). By a similar
argument, we prove (2). 
2.3. The induced homomorphism. We denote by Z(A) the center of A, which
is by definition the set consisting of all natural transformations λ : IdA → IdA. It
is a commutative k-algebra with multiplication given by the composition of natural
transformations.
For a morphism f : X → Y and λ ∈ Z(A), we have f ◦λX = λY ◦f , both of which
will be denoted by λ.f . In this manner, the Hom space HomA(X,Y ) is naturally a
Z(A)-module; moreover, the composition of morphisms is Z(A)-bilinear. In other
words, the category A is naturally Z(A)-linear. We observe that for an endofunctor
F : A → A, it is Z(A)-linear if and only if it is k-linear satisfying that F (λX) = λFX
for each object X in A and λ ∈ Z(A), or equivalently, Fλ = λF for each λ ∈ Z(A).
The following observation is immediate.
Lemma 2.8. Let F : A → A be an auto-equivalence. Then any natural transfor-
mation F → F is of the form λF = Fλ′ for unique λ, λ′ ∈ Z(A). In case that F is
Z(A)-linear, we have λ = λ′. 
We denote by Z(A)× the group consisting of invertible elements in Z(A), that
is, natural automorphisms of IdA.
The following result is an immediate consequence of Lemma 2.6(2).
Corollary 2.9. Let A have the Serre duality (2.1), and let λ ∈ Z(A)×. Then
λS = Sλ. 
Remark 2.10. By Corollary 2.9 it seems that the Serre functor S on A is Z(A)-
linear. However, the author does not know a proof.
We denote by Autk(A) the set consisting of isomorphism classes [F ] of k-linear
auto-equivalences F on A, which is a group by the composition of functors. We
denote by Aut(A) its subgroup formed by Z(A)-linear auto-equivalences.
A k-linear auto-equivalence F : A → A is periodic if there exists a natural iso-
morphism η : F d → IdA for some d ≥ 1, or equivalently, the element [F ] in Autk(A)
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has finite order, in which case η is called a periodicity isomorphism of F with order
d. The periodicity isomorphism η is compatible provided that ηF = Fη. The order
of [F ] in Autk(A) will be called the order of F .
The category A is said to have a periodic Serre duality provided that it has a
Serre duality with the Serre functor S periodic. In this case, we fix a periodicity
isomorphism of order d
η : Sd −→ IdA.(2.5)
We observe that the order of S divides d. We mention that if A has periodic Serre
duality, then Db(A) is fractionally Calabi-Yau.
Let F : A → A be a Z(A)-linear auto-equivalence. In particular, it is k-linear.
Consider the following natural isomorphisms
tF : F
Fη−1
−→ FSd
σdF−→ SdF
ηF
−→ F.(2.6)
By Lemma 2.8 there exists a unique κ(F ) ∈ Z(A)× such that tF = κ(F )F . We
claim that κ(F ) = κ(F ′) for any given natural isomorphism θ : F → F ′. Then this
gives rise to a well-defined map
κ : Aut(A) −→ Z(A)×, [F ] 7→ κ(F ).(2.7)
For the claim, we apply Proposition 2.7(2) to infer that θ ◦ tF = tF ′ ◦ θ; here, we
also use the naturalness of θ and η. Then we have θ◦(κ(F )F ) = (κ(F ′)F ′)◦θ. Since
κ(F ) lies in Z(A), we have θ ◦ (κ(F )F ) = (κ(F )F ′) ◦ θ, and thus (κ(F )F ′) ◦ θ =
(κ(F ′)F ′) ◦ θ. Recall that θ is an isomorphism and that F ′ is an auto-equivalence.
It follows that κ(F ) = κ(F ′).
Proposition 2.11. Let A have a periodic Serre duality. We keep the notation as
above. Then the map κ in (2.7) is a group homomorphism.
We will refer to the group homomorphism κ : Aut(A) → Z(A)× as the induced
homomorphism of the periodicity isomorphism η.
We observe that the periodicity isomorphism η is unique up to an element in
Z(A)×. More precisely, for another periodicity isomorphism η′ : Sd → IdA, there
is a unique λ ∈ Z(A)× with η = λ ◦ η′. It follows from the Z(A)-linearity of F
and Corollary 2.9 that the induced homomorphism of η′ coincides with κ. In other
words, the induced homomorphism is independent of the choice of the periodicity
isomorphism.
Proof. Let F1 and F2 be two Z(A)-linear auto-equivalences on A. Set F = F1F2.
For the result, it suffices to claim that κ(F ) = κ(F1)κ(F2). By Proposition 2.7(1)
we have the first equality of the following identity
tF = (tF1F2) ◦ (F1tF2)
= (κ(F1)F1F2) ◦ (F1κ(F2)F2)
= (κ(F1)F ) ◦ (κ(F2)F )
= (κ(F1)κ(F2))F,
where the third equality uses the Z(A)-linearity of F1. Recall that tF = κ(F )F
and that F is an auto-equivalence. By the uniqueness statement in Lemma 2.8 we
infer the claim. 
The following result concerns the compatibility of the periodicity isomorphism
η : Sd → IdA.
Lemma 2.12. Let A have a Serre duality which is perfect and periodic. Take any
periodicity isomorphism η : Sd → IdA for some d ≥ 1. Then η is compatible.
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Proof. By the assumption σS = IdS2 . By iterating Lemma 2.6(1) we infer that σSd
equals the identity transformation on Sd+1. We apply Lemma 2.6(2) to η : Sd → IdA
and deduce ηS = Sη, that is, the periodicity isomorphism η is compatible. 
3. The Serre duality on the category of equivariant objects
In this section, we recall from [4, 11, 5] some notation on the category of equi-
variant objects with respect to a finite group action. We compute explicitly its
Serre duality. Special cases are exploited with examples. In particular, we study
an abelian category with a periodic Serre duality and its equivariantization.
Let G be a finite group, which is written multiplicatively and whose unit is de-
noted by e. Let A be a k-linear abelian category, which is Hom-finite and skeletally
small.
3.1. Finite group actions and equivariantizations. We recall the notion of a
group action on a category; see [4, 11, 5]. A k-linear action of G on A consists of the
data {Fg, εg,h| g, h ∈ G}, where each Fg : A → A is a k-linear auto-equivalence and
each εg,h : FgFh → Fgh is a natural isomorphism such that the following 2-cocycle
condition
εgh,l ◦ εg,hFl = εg,hl ◦ Fgεh,l(3.1)
holds for all g, h, l ∈ G.
The given k-linear action {Fg, εg,h| g, h ∈ G} is strict provided that each Fg : A →
A is an automorphism and each isomorphism εg,h is the identity. Therefore, a strict
action coincides with a group homomorphism from G to the k-linear automorphism
group of A.
In what follows, we assume that there is a k-linear G-action {Fg, εg,h| g, h ∈ G}
on A. We observe that there exists a unique natural isomorphism u : Fe → IdA,
called the unit of the action, satisfying εe,e = Feu. Taking h = e in (3.1) we obtain
that
εg,eFl = Fgεe,l.(3.2)
Taking g = e in (3.2) we infer that uFl = εe,l; in particular, we have uFe = εe,e.
Taking l = e in (3.2) and using the identity εe,e = uFe, we infer that εg,e = Fgu.
Let g ∈ G. For each d ≥ 1, we define a natural isomorphism εdg : F
d
g → Fgd as
follows, where F dg denotes the d-th power of Fg. We define ε
1
g = IdFg and ε
2
g = εg,g.
If d > 2, we define εdg = εgd−1,g ◦ ε
d−1
g Fg. It follows by (3.1) and induction that
εdg = εg,gd−1 ◦ Fgε
d−1
g .(3.3)
We assume that gd = e for some d ≥ 1. Consider the following isomorphisms
θ : F dg
εdg
−→ Fgd = Fe
u
−→ IdA.
We claim that θFg = Fgθ. Indeed, by uFg = εe,g = εgd,g, we have θFg = ε
d+1
g . By
(3.3) we have εd+1g = εg,gd ◦ Fgε
d
g = εg,e ◦ Fgε
d
g. Recall that εg,e = Fgu. It follows
that εd+1g = Fgθ. Then we are done.
The above claim implies the following result.
Lemma 3.1. Let {Fg, εg,h| g, h ∈ G} be a k-linear action of G on A. Then each
auto-equivalence Fg has a compatible periodicity isomorphism. 
The following example is a partial converse of Lemma 3.1.
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Example 3.2. Let F : A → A be a k-linear auto-equivalence with a compatible
periodicity isomorphism θ : F d → IdA of order d. We recall that the compatibility
means Fθ = θF .
Denote by Cd = 〈g | g
d = 1〉 = {e = g0, g, · · · , gd−1} the cyclic group of order d.
Then gigj = g[i+j] for 0 ≤ i, j ≤ d − 1, where [i + j] = i + j if i + j ≤ d − 1 and
[i+ j] = i+ j − d otherwise.
We now construct a k-linear Cd-action on A that is induced by F and θ. For each
0 ≤ i ≤ d− 1, we define Fgi = F
i, where F 0 = IdA. For 0 ≤ i, j ≤ d− 1, we define
the natural isomorphism εgi,gj : FgiFgj → Fgigj = Fg[i+j] as follows: εgi,gj = IdF i+j
if i+ j ≤ d− 1, and εgi,gj = F
i+j−dθ otherwise.
We claim that the following 2-cocycle condition
εg[i+j],gl ◦ εgi,gjFgl = εgi,g[j+l] ◦ Fgiεgj ,gl(3.4)
holds. Then we are done with the construction.
Indeed, we have to verify it by the four cases depending on whether i + j and
j + l are less than d− 1 or not. Then for the two cases where i+ j ≥ d we have to
use the condition θF l = F lθ for any 0 ≤ l ≤ d− 1.
We observe that the constructed Cd-action on A is strict if and only if F is an
automorphism such that F d = IdA and that θ is the identity transformation.
Let {Fg, εg,h| g, h ∈ G} be a k-linear G-action on A. A G-equivariant object in
A is a pair (X,α), where X is an object in A and α assigns for each g ∈ G an
isomorphism αg : X → FgX subject to the relations
αgg′ = (εg,g′)X ◦ Fg(αg′ ) ◦ αg.(3.5)
These relations imply that αe = u
−1
X . A morphism f : (X,α)→ (Y, β) between two
G-equivariant objects is a morphism f : X → Y in A such that βg ◦ f = Fg(f) ◦αg
for all g ∈ G. This gives rise to the category AG of G-equivariant objects, and the
forgetful functor U : AG → A defined by U(X,α) = X and U(f) = f . The process
forming the category AG of equivariant objects is known as the equivariantization
of A with respect to the group action; see [5].
We observe that AG is an abelian category; indeed, a sequence of G-equivariant
objects is exact if and only if it is exact in A. We further observe that AG is
naturally k-linear, which is Hom-finite.
Example 3.3. Let F : A → A be a k-linear periodic auto-equivalence. We assume
that there is a compatible periodicity isomorphism θ : F d → IdA; here, d is a
multiple of the order of F . We consider the Cd-action on A induced by F and θ
in Example 3.2. Then a Cd-equivariant object (X,α) is completely determined by
the isomorphism αg : X → FX , which satisfies F
d−1(αg) ◦ · · · ◦ F (αg) ◦ αg = θ
−1
X ;
a morphism f : (X,α)→ (Y, β) of Cd-equivariant objects is a morphism f : X → Y
satisfying βg ◦ f = F (f) ◦ αg.
In case that d equals the order of F , we denote the categoryACd ofCd-equivariant
objects by A  F . We now explain the reason for this notation.
Recall that the orbit category A/F of A with respect to F and θ is defined as
follows; compare [11, Subsection 3.1] and [7]. The objects of A/F are the same
with A. For two objects X,Y the Hom space is given by
HomA/F (X,Y ) =
d−1⊕
i=0
HomA(X,F
iY ),
whose elements are denoted by (fi) : X → Y with fi ∈ HomA(X,F
iY ) for each
0 ≤ i ≤ d − 1. The composition of two morphisms (fi) : X → Y and (gi) : Y → Z
is given by (hi) : X → Z, where hi =
∑
{0≤j,l≤d−1 | [j+l]=i} εgj ,gl ◦ F
j(gl) ◦ fj . The
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following well-known fact is implicit in [3, Lemma 4.4]: if d is invertible in k, then
A  F is equivalent to the idempotent completion of the orbit category A/F .
We mention that the categories A/F and A  F depend on the choice of the
compatible periodicity isomorphism θ.
Let {Fg, εg,h| g, h ∈ G} be a k-linear G-action on A as above. Let (X,α)
and (Y, β) be two objects in AG. Then the Hom space HomA(X,Y ) carries a
k-linear G-action associated to these two objects: for g ∈ G and f : X → Y ,
g.f = β−1g ◦ Fg(f) ◦ αg. There is a k-linear isomorphism induced by the forgetful
functor U
HomAG((X,α), (Y, β))
∼
−→ HomA(X,Y )
G.(3.6)
Here, for a k-vector space V with a k-linear G-action we denote by V G the invariant
subspace.
Similarly, given two objects (X,α) and (Y, β) in AG, the Ext space Ext1A(X,Y )
carries a k-linear G-action associated to these two objects: for g ∈ G and [ξ] ∈
Ext1A(X,Y ), g.[ξ] = β
−1
g .[Fg(ξ)].αg. The forgetful functor U induces a k-linear
map
Ext1AG((X,α), (Y, β)) −→ Ext
1
A(X,Y )
G.(3.7)
Indeed, for an extension ξ : 0 → (Y, β) → (E, γ) → (X,α) → 0 in AG the cor-
responding extension U(ξ) in A satisfies βg.[FgU(ξ)] = [U(ξ)].αg by the following
commutative diagram and Lemma 2.1(1). In other words, [U(ξ)] lies in the invariant
subspace Ext1A(X,Y )
G.
U(ξ) : 0 // Y
βg

// E //
γg

X //
αg

0
FgU(ξ) : 0 // FgY // FgE // FgX // 0
The following fact is well known.
Lemma 3.4. Assume that the order |G| of G is invertible in k. Let (X,α) and
(Y, β) be as above. Then the map (3.7) is an isomorphism.
Proof. Recall that the Ext spaces in A are isomorphic to certain Hom spaces in the
bounded derived category Db(A). The G-action on A induces naturally a G-action
on Db(A). We observe that the isomorphism (3.6) is valid for any k-linear category,
in particular, it is valid for Db(A). Then the isomorphism (3.7) follows from [3,
Proposition 4.5] and the corresponding isomorphism (3.6). 
3.2. An explicit Serre duality for the equivariantization. We assume that
the abelian category A has the Serre duality (2.1). Consider the k-linear G-action
{Fg, εg,h| g, h ∈ G} as above.
We apply Lemma 2.3 to each k-linear auto-equivalence Fg and obtain the com-
mutator isomorphism σFg : FgS → SFg for each g ∈ G, which will be denoted by
σg. Let (X,α) be a G-equivariant object. For each g ∈ G, we consider the following
isomorphism
α˜g = (σg)
−1
X ◦ S(αg) : SX −→ FgSX.
Lemma 3.5. Keep the notation as above. Then the isomorphisms α˜g’s satisfy
the identity α˜gh = (εg,h)SX ◦ Fg(α˜h) ◦ α˜g. In other words, the pair (SX, α˜) is a
G-equivariant object in A.
Proof. We claim that the following identity holds
(εg,h)SX ◦ Fg((σh)
−1
X ) ◦ (σg)
−1
FhX
= (σgh)
−1
X ◦ S((εg,h)X).(3.8)
10 XIAO-WU CHEN
Indeed, by Lemma 2.6(1) we have (σg)FhX ◦ Fg((σh)X) = (σFgFh)X . Applying
Lemma 2.6(2) to εg,h, we have (σgh)X ◦ (εg,h)SX = S((εg,h)X) ◦ (σFgFh)X . Putting
these two identities together, we infer the claim.
We complete the proof by the following identity:
(εg,h)SX ◦ Fg(α˜h) ◦ α˜g = (εg,h)SX ◦ Fg((σh)
−1
X ) ◦ FgS(αh) ◦ (σg)
−1
X ◦ S(αg)
= (εg,h)SX ◦ Fg((σh)
−1
X ) ◦ (σg)
−1
FhX
◦ SFg(αh) ◦ S(αg)
= (σgh)
−1
X ◦ S((εg,h)X) ◦ SFg(αh) ◦ S(αg)
= (σgh)
−1
X ◦ S((εg,h)X ◦ Fg(αh) ◦ αg)
= (σgh)
−1
X ◦ S(αgh) = α˜gh.
Here, the second equality uses the naturalness of σg, and the third uses the claim
above. 
We define a functor SG : AG → AG by sending (X,α) to (SX, α˜), a mor-
phism f : (X,α) → (Y, β) to S(f) : (SX, α˜) → (SY, β˜). Since S is a k-linear auto-
equivalence on A, it follows that SG is a k-linear auto-equivalence on AG.
Let (X,α) and (Y, β) be two objects in AG. Consider the following map
ψ : HomAG((Y, β), S
G(X,α)) −→ DExt1AG((X,α), (Y, β))
defined by ψ(f)([ξ]) = TrX(U(f.[ξ])), where f : (Y, β) → S
G(X,α) and [ξ] ∈
Ext1AG((X,α), (Y, β)), and U : A
G → A is the forgetful functor. We observe that
ψ(f)([ξ]) = φ−1X,Y (U(f))([U(ξ)]). It follows that ψ is natural in both (X,α) and
(Y, β).
The main result describes explicitly the Serre duality on AG; it is somehow
analogous to [7, Lemma 2.1 a)] for orbit categories.
Theorem 3.6. Let G be a finite group acting on A. Assume that the order |G| of
G is invertible in k. Then the above map ψ is an isomorphism. Consequently, the
category AG has a Serre duality given by ψ−1
DExt1AG((X,α), (Y, β))
∼
−→ HomAG((Y, β), S
G(X,α))(3.9)
where SG : AG → AG is the Serre functor.
Proof. We recall that associated to the objects (Y, β) and SG(X,α), the G-action
on HomA(Y, SX) is given by g.f = α˜
−1
g ◦ Fg(f) ◦ βg = S(α
−1
g ) ◦ (σg)X ◦ Fg(f) ◦ βg.
On the other hand, associated to (X,α) and (Y, β), the G-action on Ext1A(X,Y ) is
given by g.[ξ] = β−1g .[ξ].αg. Then G acts on DExt
1
A(X,Y ) by the contragredient
action.
We claim that the isomorphism
φ−1 = φ−1X,Y : HomA(Y, SX) −→ DExt
1
A(X,Y )
is compatible with these G-actions. Recall that φ−1(f)([ξ]) = TrX(f.[ξ]) for each
[ξ] ∈ Ext1A(X,Y ). Take g ∈ G. We assume that
βg.[ξ].α
−1
g = Fg([ξ
′])(3.10)
for some [ξ′] ∈ Ext1A(X,Y ). It follows that [ξ] = g.[ξ
′] and thus [ξ′] = g−1.[ξ]. The
claim amounts to the equation φ−1(g.f) = g.φ−1(f).
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The following identity proves the claim:
φ−1(g.f)([ξ]) = TrX((g.f).[ξ])
= TrX((S(α
−1
g ) ◦ (σg)X ◦ Fg(f) ◦ βg).[ξ])
= TrFgX(((σg)X ◦ Fg(f) ◦ βg).[ξ].α
−1
g )
= TrFgX((σg)X .Fg(f.[ξ
′]))
= TrX(f.[ξ
′])
= φ−1(f)(g−1.[ξ]) = (g.φ−1(f))([ξ]).
Here, for the third equality we use Lemma 2.2(2), for the fourth we use (3.10), and
for the fifth we apply (2.2) to Fg. The last equality follows from the definition of
the contragredient action.
It follows from the claim that the isomorphism φ−1 induces isomorphisms
HomA(Y, SX)
G ∼−→ (DExt1A(X,Y ))
G ≃ D(Ext1A(X,Y )
G)
of G-invariants. Then we are done by (3.6) and Lemma 3.4. We observe that the
above isomorphism is identified with the map ψ. Then we are done. 
Remark 3.7. The trace map corresponding to (3.9) is given by
Tr(X,α) : Ext
1
AG((X,α), S
G(X,α)) −→ k
such that Tr(X,α)([ξ]) = TrX([U(ξ)]). In view of (2.3), we have the following im-
mediate observation: if the Serre duality on A is perfect, so is the one on AG.
3.3. Special case I: the trivial Serre functor. Let {Fg, εg,h| g, h ∈ G} a k-
linear G-action on A. We will work in the following setup.
Setup A: There is a central element g ∈ G such that Fg = S, the Serre functor
on A. Moreover, for each h ∈ G we have ε−1g,h ◦ εh,g = σh.
Here, we recall that σh = σFh : FhS→ SFh denotes the commutator isomorphism
associated to Fh.
Proposition 3.8. Assume that we are in Setup A. Then the auto-equivalence SG
on AG is isomorphic to the identity functor. In particular, if further the order |G|
of G is invertible in k, then the Serre functor on AG is isomorphic to the identity
functor.
Proof. We construct an explicit isomorphism δ : IdAG → S
G. For an object (X,α),
we define δ(X,α) = αg : (X,α) → (SX, α˜). We claim that δ(X,α) is a morphism of
equivariant objects, that is, for each h ∈ G we have α˜h ◦ αg = Fh(αg) ◦ αh.
Indeed, we have the following identity
α˜h ◦ αg = σ
−1
h ◦ S(αh) ◦ αg
= ε−1h,g ◦ εg,h ◦ S(αh) ◦ αg
= ε−1h,g ◦ αgh
= ε−1h,g ◦ αhg
= Fh(αg) ◦ αh,
where the second and fourth equalities use the assumptions in Setup A, and the
third and final ones use (3.5).
The naturalness of δ in (X,α) is direct to verify. The last statement follows from
Theorem 3.6. 
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Remark 3.9. We replace SG by IdAG via the isomorphism δ. Then the new trace
map on AG is given by
Tr′(X,α) : Ext
1
AG((X,α), (X,α)) −→ k
such that Tr′(X,α)([ξ]) = TrX(αg.[U(ξ)]); compare Remarks 2.4 and 3.7.
We consider a special case of Proposition 3.8. It justifies a statement in [8], that
is, factoring out the Serre functor yields an abelian category with a trivial Serre
functor; compare [7, Subsection 2.4].
We assume that A has a Serre duality which is perfect and periodic of order d.
Here, d equals the order of S. By Lemma 2.12 there is a compatible periodicity
isomorphism η : Sd → IdA. We consider the Cd-action on A induced by S and η in
Example 3.2. Recall the notation A  S = ACd from Example 3.3.
Corollary 3.10. Let A have a Serre duality which is perfect and periodic of order
d. Assume that d is invertible in k. Then the Serre functor on the category A  S
is isomorphic to the identity functor.
Proof. By the construction in Example 3.2, the conditions in Setup A are trivially
satisfied. Then the result follows from Proposition 3.8. 
3.4. Special case II: a peroidic Serre duality. Let {Fg, εg,h| g, h ∈ G} be a
k-linear G-action on A. We will work in the following setup.
Setup B: Each auto-equivalence Fg : A → A is Z(A)-linear. In particular, we
obtain a group homomorphism G→ Aut(A) sending g to [Fg].
We recall a general fact; compare [5, Subsection 4.1.3].
Fact 3.11. Assume that we are in Setup B. Let ρ : G → Z(A)× be an arbitrary
group homomorphism. For an object (X,α) in AG, we define another object (X, ρ⊗
α) such that (ρ ⊗ α)g = ρ(g
−1).αg for each g ∈ G; here, we use “.” to denote the
Z(A)-action on the Hom spaces in A. Observe that it is indeed a G-equivariant
object. This gives rise to an automorphism on AG
ρ⊗− : AG −→ AG,
which sends (X,α) to (X, ρ⊗ α) and acts on morphisms by the identity.
Let A have a periodic Serre duality. We take a periodicity isomorphism η : Sd →
IdA for some d ≥ 1. We recall from Subsection 2.3 the induced homomorphism
κ : Aut(A) → Z(A)×. For each g ∈ G, we write κ(g) = κ([Fg]). This defines a
group homomorphism
κ : G −→ Z(A)×,
which is referred as the induced homomorphism associated to the group action and
the periodicity isomorphism η. In particular, by Fact 3.11 we have the automor-
phism κ⊗− : AG → AG.
Proposition 3.12. Let A have a periodic Serre duality with a periodicity isomor-
phism η : Sd → IdA. Assume that we are in Setup B. Then we have an isomorphism
of endofunctors on AG
(SG)d
∼
−→ κ⊗−.
In particular, the auto-equivalence SG on AG is periodic.
Proof. Let (X,α) be an arbitrary object in AG. We observe that (SG)d(X,α) =
(SdX, α˜d), where α˜dg = (σ
d
g)
−1
X ◦ S
d(αg) for each g ∈ G. Here, σ
d
g = σ
d
Fg
: FgS
d →
S
dFg is the d-th commutator isomorphism associated to Fg. On the other hand,
(κ⊗ −)(X,α) = (X,κ⊗ α), where (κ⊗ α)g = κ(Fg)
−1.αg. We claim that
ηX : (S
dX, α˜d) −→ (X,κ⊗ α)
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is a morphism, and thus an isomorphism, in AG.
It suffices to show that Fg(ηX) ◦ α˜
d
g = (κ(Fg)
−1.αg) ◦ ηX . By (2.6) we have
Fg(ηX) ◦ (σ
d
Fg
)−1X = (tFg )
−1 ◦ ηFgX = κ(Fg)
−1.ηFgX . It follows that Fg(ηX) ◦ α˜
d
g =
(κ(Fg)
−1.ηFgX) ◦ S
d(αg), which equals, by the naturalness of η, (κ(Fg)
−1.αg) ◦ ηX .
We are done with the claim.
We observe that the above isomorphism ηX is natural in (X,α). This proves
the required isomorphism of functors. Since the |G|-th power of the automorphism
κ⊗− equals the identity functor, the isomorphism implies that SG is periodic. 
We observe the following immediate consequence of Theorem 3.6 and Proposition
3.12.
Corollary 3.13. Let A have a periodic Serre duality. Assume that we are in Setup
B and that the order |G| of G is invertible in k. Then the category AG has a periodic
Serre duality. 
3.5. Special case III: a more explicit Serre functor. Let {Fg, εg,h| g, h ∈ G}
be a k-linear G-action on A. We will work in the following setup.
Setup C. Each auto-equivalence Fg : A → A is Z(A)-linear satisfying FgS =
SFg; moreover, we assume that Sεg,h = εg,hS.
We consider the commutator isomorphism σg = σFg : FgS → SFg = FgS. By
Lemma 2.8 there is a unique element γ(g) ∈ Z(A)× such that
σg = γ(g) IdFgS.(3.11)
By (3.8) and the assumption Sεg,h = εg,hS, we infer γ(gg
′) = γ(g)γ(g′) for any
g, g′ ∈ G. In other words, we have a group homomorphism
γ : G −→ Z(A)×,
which is referred as the commutator homomorphism associated to the group action.
In particular, by Fact 3.11 we have the automorphism γ ⊗ − : AG → AG.
We observe that for an object (X,α) in AG, the pair (SX, S(α)) is also a G-
equivariant object, where S(α)g = S(αg) : SX → FgSX = SFgX for each g ∈ G. In
this way, we obtain an auto-equivalence AG → AG sending (X,α) to (SX, S(α)),
and a morphism f to S(f); by abuse of notation, this auto-equivalence is denoted
by S : AG → AG.
The following result describes more explicitly the auto-equivalence SG on AG.
Proposition 3.14. Assume that we are in Setup C. Keep the notation as above.
Then as endofunctors on AG we have
S
G = (γ ⊗−) S.
Proof. Let (X,α) be an arbitrary object in AG. Recall that SG(X,α) = (SX, α˜),
where in view of (3.11) we have α˜g = γ(g
−1).S(αg) for each g ∈ G. In other words,
we have α˜ = γ ⊗ S(α) and thus SG(X,α) = ((γ ⊗ −) S)(X,α). This proves that
the two endofunctors agree on objects. It is obvious that they agree on morphisms.
Then we are done. 
3.6. Examples. We will close the note with our motivating examples; see [6, 8, 2].
Let k be a field whose characteristic is not 2, and let λ ∈ k which is not 0 or 1.
Denote by C2 = {e, g} the cyclic group of order 2.
We denote by X the weighted projective line in the sense of [6] with weight
sequence (2, 2, 2, 2) and parameter sequence (∞, 0, 1, λ). We denote by E the pro-
jective plane curve defined by the equation y2z = x(x − z)(x − λz), which is a
smooth elliptic curve. Recall that the category coh-E of coherent sheaves on E has
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a Serre duality such that its Serre functor being the identity functor. In particular,
the category coh-E has a perfect Serre duality; see Example 2.5.
The category coh-X of coherent sheaves on X has a Serre duality with the Serre
functor S being the degree-shifting functor given by the dualizing element; in par-
ticular, we have S2 = Idcoh-X. Moreover, the category coh-X has a perfect Serre
duality. Here, the perfectness is implicitly contained in the proof of the Serre du-
ality in [6, Subsection 2.2]. On the other hand, one might deduce the perfectness
from the equivalence (3.12) and Remark 3.7.
We have the strict C2-action on coh-X induced by S and the identity transfor-
mation; see Example 3.2. It follows from Corollary 3.10 that coh-XS = (coh-X)C2
has a Serre duality such that its Serre functor is isomorphic to the identity functor.
However, this is known since we have an equivalence coh-X  S
∼
−→ coh-E; see [8]
and [2, Theorem 7.7] for details.
We observe an automorphism σ of order 2 on E such that σ(x) = x, σ(y) =
−y and σ(z) = z. This gives rise to a strict C2-action such that Fg = σ∗, the
direct image functor, on coh-E. Then the conditions in Setup C are satisfied.
Here, we recall that Z(coh-E) is isomorphic to k. Denote by γ : C2 → k
× the
commutator homomorphism. It follows from Proposition 3.14 that the Serre functor
on (coh-E)C2 equals γ ⊗ −. However, we recall from [6, Example 5.8] and [2,
Theorem 7.7] the equivalence
(coh-E)C2
∼
−→ coh-X.(3.12)
In particular, the Serre functor on (coh-E)C2 is not isomorphic to the identity
functor. This forces that the commutator homomorphism γ is non-trivial, that is,
γ(g) = −1. Thus we have described explicitly the Serre functor on (coh-E)C2 .
Indeed, it would be very nice to compute directly the commutator homomor-
phism γ : C2 → k
×. In general, we ask the following question.
Let Y be a projective elliptic curve which is embedded in a projective n-space
P
n. Assume that G is a finite subgroup of GLn+1(k) which acts on P
n naturally
with G.Y = Y. In this way, we have a strict k-linear G-action on coh-Y given by
the direct image functors. This action satisfies the conditions in Setup C, where the
Serre functor on coh-Y is taken to be the identity functor. What is the commutator
homomorphism γ : G → k× for this action? It seems that γ might coincide with
the determinant map of the matrices in G.
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