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GENERALIZED GAUGE ACTIONS ON k-GRAPH
C∗-ALGEBRAS: KMS STATES AND HAUSDORFF
STRUCTURE
CARLA FARSI, ELIZABETH GILLASPY, NADIA S. LARSEN AND JUDITH A.
PACKER
Abstract. For a finite, strongly connected k-graph Λ, an Huef, Laca,
Raeburn and Sims studied the KMS states associated to the preferred
dynamics of the k-graph C∗-algebra C∗(Λ). They found that these KMS
states are determined by the periodicity of Λ and a certain Borel proba-
bility measure M on the infinite path space Λ∞ of Λ. Here we consider
different dynamics on C∗(Λ), which arise from a functor y : Λ → R+
and were first proposed by McNamara in his thesis. We show that the
KMS states associated to McNamara’s dynamics are again parametrized
by the periodicity group of Λ and a family of Borel probability mea-
sures on the infinite path space. Indeed, these measures also arise as
Hausdorff measures on Λ∞, and the associated Hausdorff dimension is
intimately linked to the inverse temperatures at which KMS states exist.
Our construction of the metrics underlying the Hausdorff structure uses
the functors y : Λ → R+; the stationary k-Bratteli diagram associated
to Λ; and the concept of exponentially self-similar weights on Bratteli
diagrams.
1. Introduction
KMS states have their origin in equilibrium statistical mechanics and
have long been a very fruitful tool in the study of operator algebras. In this
paper, we identify links between KMS states on C∗-algebras of higher rank
graphs, and the Hausdorff measure and Hausdorff dimension associated to
ultrametrics on Bratteli diagrams that exhibit a certain self-similarity.
Given a C∗-algebra A with a one-parameter group of automorphisms
(γt)t∈R, a state φ on A satisfies the Kubo-Martin-Schwinger (KMS) condition
at inverse temperature β ∈ R if φ(ab) = φ(bγiβ(a)) for all analytic elements
a, b ∈ A, where an element x ∈ A is analytic if the function t 7→ γt(x)
extends to an entire function. Some fundamental examples of dynamical
systems (A, γ) with a unique KMS state at a distinguished inverse tem-
perature β are the Cuntz algebras On with the gauge action, for n ≥ 1,
where β = log n, see [OP78], and (when A is an irreducible matrix) the
Cuntz-Krieger algebras OA with the gauge action, where β = log ρ(A) with
ρ(A) the spectral radius of A, see [EFW84]. This last result was generalized
by Exel in [Exe04], and Exel and Laca in [EL03], where they considered
generalized gauge actions γ on Cuntz-Krieger algebras. Again, if A is an ir-
reducible matrix, the dynamical system (OA, γ) admits a unique KMS state.
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Links between these unique KMS states and harmonic measures were estab-
lished by Okayasu in [Oka02, Oka03]. From a quite different perspective, it
is natural to ask what are the possible inverse temperatures of dynamical
systems, and in this respect Bratteli-Elliott-Herman [EBH80] constructed
simple C∗-algebras A and associated dynamics γ which attain any closed
subset of R as a possible range of inverse temperatures for KMSβ states.
Recently there has been great interest in KMS states for gauge actions
on higher-rank graph C∗-algebras, which are a generalization of Cuntz-
Krieger algebras: see for example [Yan10, Yan12, Yan17, HLRS14, HLRS15,
LLN+15, Chr17]. The first main aim of the present paper is the analysis, for
the C∗-algebras of finite, strongly connected higher-rank graphs, of the KMS
states associated to the generalized gauge actions on higher-rank graph C∗-
algebras which were first introduced by McNamara in his thesis [McN15].
Proposition 4.5 identifies the inverse temperatures β such that these actions
admit KMSβ states, while Theorem 4.8 describes the KMS states.
Towards explaining this aim in more detail, let us first recall that Kumjian
and Pask introduced higher-rank graphs (or k-graphs) and their C∗-algebras
in [KP00] as a simultaneous generalization of the higher-rank Cuntz-Krieger
algebras of Robertson and Steger [RS99] and the C∗-algebras of directed
graphs. In addition to their graph-theoretical description, the C∗-algebras
associated to higher-rank graphs also admit a groupoid description as well as
a universal presentation in terms of generators and relations. This flexibility
has led to applications of k-graph C∗-algebras in a variety of contexts (such
as the question of nuclear dimension for Kirchberg algebras [RSS15] and K-
theory computations for quantum spheres [HNP+]) and has also facilitated
the analysis of structural properties of k-graph C∗-algebras. For example,
the ideal structure of k-graph C∗-algebras C∗(Λ) [RSY03, RS07, CKSS14] is
completely determined by the underlying higher-rank graph Λ, whereas the
groupoid perspective enabled the characterization of Cartan subalgebras of
C∗(Λ) [BNR+16].
In the groupoid perspective, as explained by Renault already in [Ren80],
time evolutions (dynamics) on the C∗-algebra of a groupoid G are imple-
mented by continuous cocycles on G, and the task of understanding the
KMS states on C∗(G) requires, at a minimum, identifying the quasi-invariant
measures on the unit space of G. There are now refinements of Renault’s
result, see for example [Nes13, Tho14, Chr17]. In particular, Christensen’s
recent preprint [Chr17] combines quasi-invariant measures with a certain
group of symmetries to describe KMS states on groupoid C∗-algebras. This
perspective is particularly well suited to our case of interest, namely, the
KMS states associated to generalized gauge actions on k-graph C∗-algebras.
Much of the structural analysis of k-graph C∗-algebras C∗(Λ) is facilitated
by the gauge action, a natural action of Tk on C∗(Λ); the existing literature
on KMS states for k-graph C∗-algebras is no exception. Restricting the
gauge action to a subgroup R ∼= R of Tk gives rise to a dynamics, that
is, a one-parameter action α of the real line on C∗(Λ). The KMS states
and the possible range of inverse temperatures for the dynamical system
(C∗(Λ), α) carry interesting information about the underlying k-graph Λ,
cf. [Yan12, HLRS14, HLRS15, LLN+15, FGKP16, Yan17]. In particular, the
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analysis of [HLRS15] links the KMS states associated to the gauge action
with the simplicity of C∗(Λ): for finite, strongly connected k-graphs Λ,
simplicity of C∗(Λ) is equivalent to the existence of a unique KMSβ state at
the inverse temperature β = 1, and moreover to triviality of the periodicity
group PerΛ (which is defined in terms of shift invariant infinite paths in the
k-graph; see Definition 3.8).
For the method developed in [HLRS15] to classify KMS states associ-
ated to dynamics of the form α described in the previous paragraph, a
key ingredient is the construction of a certain Borel probability measure M
on the infinite path space Λ∞ of Λ. This measure M is also intrinsically
linked to both the fractal geometry and the noncommutative geometry of
Λ∞ [PB09, FGJ+18b]. In a different but related development, Ionescu and
Kumjian established connections between KMS states and Hausdorff struc-
ture for certain Renault-Deaconu groupoid C∗-algebras in [IK13]. Their
results apply in particular to the C∗-algebras associated to directed graphs
(which are k-graphs for k = 1) equipped with a generalized gauge dynamics.
In this paper, we extend and sharpen these results for finite, strongly
connected k-graphs, that is, k-graphs Λ such that there are finitely many
vertices in Λ, and the set vΛw of paths with source w and range v is finite and
nonempty for each pair (v,w) of vertices. We first analyze the KMS states
on C∗(Λ) for the generalized gauge dynamics αy,θ introduced by McNamara
in [McN15], where θ is a positive real number and y is an R+-functor, or
weight functor as defined by McNamara in [McN15]. Very simple examples
involving a 2-graph with a single vertex (cf. Section 5.1 below) show that
there are multitudes of choices of R+-functors, and it is this flexibility we
want to explore more closely.
McNamara’s thesis [McN15] characterizes the KMS states of (C∗(Λ), αy,θ)
under the additional hypothesis that each of the coordinate matrices {Ai}ki=1
of Λ (defined in Equation (2.1)) is irreducible. This hypothesis implies,
but is strictly stronger than, our standing hypothesis that Λ be finite and
strongly connected; see [HLRS15, Lemma 4.1 and Example 4.3]. The ac-
tions αy,θ are constructed using a new family of matrices {Bi(y, θ)}ki=1 that
takes into account the coordinate matrices A1, . . . , Ak as well as y and θ.
Lemma 3.3 follows [HLRS15, Proposition 3.1] to establish that when Λ is fi-
nite and strongly connected, the matrices Bi(y, θ) admit a common positive
eigenvector which is unique up to scaling; we call it the Perron-Frobenius
eigenvector of the family {Bi(y, θ)}ki=1. We prove in Theorem 3.6 that for a
fixed y, the spectral radii and the Perron-Frobenius eigenvector of the fam-
ily B1(y, θ), . . . , Bk(y, θ) vary smoothly with θ. This is a new sort of insight
that would not have been available via considering only the gauge dynamics
and its variations, and we use it to prove that in some cases the unique
inverse temperature β > 0 at which (C∗(Λ), αy,θ) admits KMSβ states is
precisely θ, see Propositions 4.6 and 4.7.
As hinted above, our analysis of the KMS states of (C∗(Λ), αy,θ) comes in
two steps: first we describe the unique quasi-invariant measure µy,θ associ-
ated to αy,θ (Proposition 3.5 and Remark 4.3), and then Theorem 4.8 shows
that Christensen’s group of symmetries for this dynamics is precisely Per Λ.
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We also show (see Proposition 4.5) that the dynamical system (C∗(Λ), αy,θ)
admits KMSβ states iff α
y,β = αy,θ.
One immediate consequence of Theorem 4.8 is a new proof of the struc-
tural result from [HLRS15] that identifies existence of a unique KMSβ state
with simplicity of C∗(Λ) and aperiodicity of Λ. Moreover, if Λ has irreducible
coordinate matrices, we show that a certain technical condition (which arose
already in [McN15]) gives rise to a criterion for the aperiodicity of Λ that
may prove versatile in applications; see Corollary 4.11.
Given the structural similarity between the KMS states associated to αy,θ,
and those which are tied to the actions α already studied by [HLRS15], we
pause to reassure the reader that our added generality does indeed give
rise to new examples of actions and measures. To that end, in Section 5
we study two higher-rank graphs which, while simple to draw, admit R+-
functors y leading to a diverse family of measures µy,θ and actions α
y,θ.
Their periodicity groups are also described, leading to a complete picture of
the associated KMS states.
Inspired by Ionescu and Kumjian [IK13], we then proceed to our second
main aim of the paper; namely, we relate these KMS states to Hausdorff
structures on Λ∞. The same data of an R+-functor y and a positive real
number θ which gives rise to the generalized gauge actions αy,θ also leads to
an ultrametric dy,θ on Λ
∞ (Proposition 6.9). The construction of the ultra-
metric dy,θ uses the stationary k-Bratteli diagram associated to Λ, which was
introduced in [FGJ+18b], as well as a new concept, that of an exponentially
self-similar weight on a Bratteli diagram (Definition 6.12).
The final main result of the paper is Corollary 6.17, which proves that
the Hausdorff dimension of (Λ∞, dy,θ) is θ and the associated Hausdorff
measure is µy,θ. In fact, we establish a result about Hausdorff dimension in
a greater generality involving weights on Bratteli diagrams with a certain
self-similarity property; see Theorem 6.16.
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2. Preliminaries on higher-rank graphs
We begin by fixing the notation which will be used throughout the paper.
For a matrix A, we write ρ(A) for its spectral radius. By N we denote the
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monoid of natural numbers {0, 1, 2 . . . } under addition. For k ∈ N, k ≥ 1,
we let Nk be the monoid of k-tuples of natural numbers under addition, with
standard basis vectors ei for i = 1, . . . , k. If γ ∈ Rk, we will write γi ∈ R to
denote the ith component of γ. In other words, we have γ =
∑k
i=1 γiei. If
γ is a vector in Rk and m ∈ Nk, we write γm for the product ∏ki=1 γmii .
As a category, Nk has one object (namely 0), and composition of mor-
phisms n,m ∈ Nk is given by addition. In keeping with the use of n ∈ Nk
to denote a morphism in the category Nk, for any category Λ, we write
λ ∈ Λ⇔ λ ∈ Mor(Λ).
We recall the basic facts of the construction, due to Kumjian and Pask,
of k-graphs and their C∗-algebras [KP00]. Let k ∈ N, k ≥ 1. A k-graph
Λ consists of a countable small category and a degree functor d : Λ → Nk,
i.e. a map such that d(ην) = d(η) + d(ν) for all η, ν ∈ Λ, satisfying the
following factorization property: whenever d(λ) = m + n for λ ∈ Λ and
some m,n ∈ Nk, there are unique η, ν ∈ Λ such that λ = ην, d(η) = m and
d(ν) = n.
We denote by Λn the set of morphisms (or paths) of degree n ∈ Nk. Thus
Λ0 is the set of identity morphisms; these are referred to as the vertices of Λ.
We also identify Λ0 with the set of objects of Λ, and so the codomain and
domain maps become functions r, s : Λ → Λ0. In this paper, we consider
only finite k-graphs, meaning that |Λn| < ∞ for all n ∈ Nk. For v,w ∈ Λ0
and n ∈ Nk, denote by vΛnw the set of λ ∈ Λn such that s(λ) = w and
r(λ) = v.
It is often helpful to think of Λei as the “edges of color i” in Λ. With
this perspective, the factorization property implies that (for i 6= j) any
morphism λ ∈ Λei+ej can be represented either as a color-i edge followed by
a color-j edge, or a color-j edge followed by a color-i edge. In other words,
(cf. [HRSW13]) a k-graph can be described by a directed graph with k colors
of edges, together with a pairing which identifies each color-i–color-j path
with a unique color-j–color-i path.
The infinite path space Λ∞ of Λ formally consists of degree-preserving
functors from the k-graph Ωk into Λ. The category Ωk has object set N
k
and morphism set
Mor(Ωk) = {(m,n) ∈ Nk × Nk | m ≤ n};
its structure maps are given by r(m,n) = m, s(m,n) = n, and the composi-
tion rule is (m,n)(n, p) = (m, p). To view Ωk as a k-graph, we equip it with
the degree functor d : Ωk → Nk given by d(m,n) = n−m. The infinite path
space comes equipped with a family of shift maps {σj | j ∈ Nk}, given by
σj(x)(m,n) := x(m+ j, n + j).
Observe that, since Ωk has a terminal object (namely 0 ∈ Nk) but no
initial object, our infinite paths will have a range but no source. Moreover,
the fact that Ωk contains infinitely many morphisms of each degree implies
that the same is true about every infinite path. In particular, using the
“edge-colored directed graph” perspective on k-graphs, every infinite path
x ∈ Λ∞ contains infinitely many edges of each color.
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We view Λ∞ as being topologized by the cylinder sets {Z(λ)}λ∈Λ, where
Z(λ) = {x ∈ Λ∞ : x(0, d(λ)) = λ}
is the collection of infinite paths with initial segment λ. The topology on
Λ∞ whose basic open sets are {Z(λ)}λ∈Λ is locally compact and Hausdorff;
indeed, each cylinder set Z(λ) is compact (as well as open) in the cylinder
set topology. If Λ is finite then Λ∞ is compact.
The coordinate matrices A1, . . . , Ak ∈ MatΛ0(N) of Λ are given by
(2.1) Ai(v,w) = |vΛeiw|
for v,w in Λ0. By the factorization property, the matrices Ai pairwise com-
mute. For n ∈ Nk, we define
(2.2) An :=
∏k
i=1A
ni
i .
Note that An(v,w) = |vΛnw| for all v,w. The family {A1, . . . , Ak} is an
irreducible family of matrices, cf. [HLRS15, Section 3], if each Ai is nonzero
and there is a finite set F ⊂ Nk such that the matrix
AF :=
∑
n∈F
An
is positive; explicitly, for every pair (v,w) ∈ Λ0 ×Λ0 we have AF (v,w) > 0.
A k-graph Λ is said to be strongly connected if vΛw 6= ∅ for all v,w ∈ Λ0.
The following characterization then holds.
Lemma 2.1. ([HLRS15, Lemma 4.1]) For a finite k-graph the following are
equivalent:
(i) Λ is strongly connected.
(ii) {A1, . . . , Ak} is an irreducible family of matrices.
(iii) There exists a finite set F ⊂ Nk such that for all v,w ∈ Λ0 there is
λ ∈ Λ with d(λ) ∈ F such that s(λ) = w and r(λ) = v.
The k-graph algebra C∗(Λ) of a (finite) k-graph Λ is the C∗-algebra that
is universal for families {sλ | λ ∈ Λ} satisfying
(CK1) {sv | v ∈ Λ0} is a family of mutually orthogonal projections;
(CK2) sλsν = sλν whenever s(λ) = r(ν);
(CK3) s∗λsλ = ss(λ) for all λ ∈ Λ;
(CK4) For any v ∈ Λ0 and any n ∈ Nk, we have sv =
∑
λ∈vΛn sλs
∗
λ.
Relations (CK4) and (CK3) enable us to rewrite any element s∗αsβ ∈ C∗(Λ)
as a finite sum of terms of the form sλs
∗
η; to be precise, let
Λmin(α, β) := {(ξ, ζ) ∈ Λ× Λ | αξ = βζ and d(αξ) = d(α) ∨ d(β)}.
Here d(α) ∨ d(β) denotes the coordinatewise maximum of d(α), d(β) ∈ Nk.
Moreover, relation (CK4) combines with the fact that each sα is a partial
isometry to tell us that
∑
ρ:α6=ρ∈r(α)Λd(α) sρs
∗
ρsα = 0. Consequently,
s∗αsβ =
∑
ξ∈s(α)Λd(α)∨d(β)−d(α),ζ∈s(β)Λd(α)∨d(β)−d(β)
sξs
∗
ξs
∗
αsβsζs
∗
ζ
=
∑
(ξ,ζ)∈Λmin(α,β)
sξs
∗
αξsβζs
∗
ζ =
∑
(ξ,ζ)∈Λmin(α,β)
sξs
∗
ζ .
(2.3)
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In other words, {sλs∗η | λ, η ∈ Λ} densely spans C∗(Λ).
We can also view C∗(Λ) as a groupoid C∗-algebra [KP00, Corollary 3.5(i)].
Namely, if we set
GΛ := {(x, n, y) ∈ Λ∞×Zk×Λ∞ | ∃ j, ℓ ∈ Nk s.t. σj(x) = σℓ(y) and n = j−ℓ},
then the isomorphism C∗(Λ) ∼= C∗(GΛ) identifies sλs∗µ ∈ C∗(Λ) with the
characteristic function χZ(λ,µ) ∈ Cc(GΛ) ⊆ C∗(GΛ), where
Z(λ, µ) = {(x, d(λ) − d(µ), y) ∈ GΛ | x ∈ Z(λ), y ∈ Z(µ)}.
The sets {Z(λ, µ) | s(λ) = s(µ)} constitute a compact open basis for the
topology on GΛ, which is an ample groupoid.
Observe that Λ∞ ∼= {(x, 0, x) | x ∈ Λ∞} is the unit space of GΛ; therefore,
C(Λ∞) can be viewed as a subalgebra of C∗(GΛ) ∼= C∗(Λ). The identification
χZ(λ,µ) ↔ sλs∗µ, and the fact that the cylinder sets Z(λ) are compact and
open in Λ∞, allows one to see that C(Λ∞) ∼= span{sλs∗λ | λ ∈ Λ}. Indeed,
we have a canonical conditional expectation Ψ : C∗(Λ) → C(Λ∞) which is
given on the generators by Ψ(sλs
∗
µ) = δλ,µsλs
∗
λ.
3. R+-functors and measures on the infinite path space
The following definition is based on thinking of the non-negative real num-
bers as a category, with one object (namely 0) and composition of morphisms
given by addition. Throughout the paper, we will write
R+ := [0,∞) and R>0 := (0,∞).
Definition 3.1 ([McN15]). Let Λ be a higher-rank graph. A R+-functor
(called a weight functor in [McN15, Section 5.3]) on Λ is a function y : Λ→
[0,∞) such that
• y(v) = 0 for every v ∈ Λ0, and
• y(λν) = y(λ) + y(ν) whenever s(λ) = r(ν).
We next recall another definition due to McNamara which constructs
generalized coordinate matrices from a R+-functor and a nonnegative pa-
rameter.
Definition 3.2. ([McN15, Definition 5.10]) Let Λ be a finite k-graph. For
y : Λ → [0,∞) a R+-functor and θ ∈ [0,∞), define matrices Bi(y, θ) for
each i = 1, . . . , k by
(3.1) Bi(y, θ)v,w :=
∑
λ∈vΛeiw
e−θy(λ).
It is established in [McN15, Lemma 5.11] that for any choice of y and θ, the
matrices {Bi(y, θ)}i=1,...,k pairwise commute. Further, in [McN15, Lemma
5.13] McNamara proves that whenever all of the matrices A1, . . . , Ak are
irreducible, so are all the matrices Bi(y, θ).
We next notice that if Λ is a finite strongly connected graph, then for
every choice of R+-functor y and θ in [0,∞), the matrices {Bi(y, θ)}i=1,...,k
form an irreducible family.
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Lemma 3.3. Let Λ be a strongly connected k-graph, y : Λ → [0,∞) a R+-
functor and θ ∈ [0,∞). Then {Bi(y, θ)}i=1,...,k is an irreducible family of
matrices.
Proof. For each n ∈ Nk we have (cf. [McN15, Definition 5.12]) a new Λ0×Λ0
matrix:
(3.2) B(y, θ)n :=
k∏
i=1
Bi(y, θ)
ni .
The fact that the matrices Bi(y, θ) pairwise commute implies that this def-
inition is independent of our choice of ordering on the generators of Nk.
Since y is additive, the (v,w) entry in B(y, θ)n is given by
(3.3) B(y, θ)nv,w =
∑
λ∈vΛnw
e−θy(λ).
Let F ⊂ Nk be the finite set of degrees given by Lemma 2.1. Similar to the
definition of AF , but using an upper subscript to ease the notation, let
B(y, θ)F :=
∑
n∈F
B(y, θ)n.
It suffices to prove that B(y, θ)F is positive, that is, for each v,w in Λ0 we
have B(y, θ)Fv,w > 0. By construction,
B(y, θ)Fv,w =
∑
n∈F
∑
λ∈vΛnw
e−θy(λ)
and by our assumption,
∑
n∈F |vΛnw| = AF (v,w) 6= 0. 
Consequently, [HLRS15, Proposition 3.1] implies that there is a unique
vector ξy,θ ∈ (R>0)Λ
0
with
∑
v∈Λ0 ξ
y,θ
v = 1 and
Bi(y, θ)ξ
y,θ = ρ(Bi(y, θ))ξ
y,θ for all 1 ≤ i ≤ k,
where ρ(Bi(y, θ)) > 0 is the spectral radius of the matrix Bi(y, θ).
Definition 3.4 (Notation). Throughout this paper, we will write
ρ(B(y, θ)) := (ρ(B1(y, θ)), . . . , ρ(Bk(y, θ))).
For m ∈ Zk, we let ρ(B(y, θ))m denote the product ∏ki=1 ρ(Bi(y, θ))mi .
Measures on the infinite path space of a finite, strongly connected k-graph
have recently gained attention starting with the construction in [HLRS15,
Proposition 8.1] that was motivated by the study of KMS states, and contin-
ued by constructions relating to Hausdorff andMarkov measures in [FGJ+17,
FGJ+18a]. Here we construct a Borel probability measure on Λ∞ for any
R+-functor and parameter θ ∈ [0,∞).
Proposition 3.5. Let Λ be a finite, strongly connected k-graph, y a R+-
functor on Λ, and θ ∈ [0,∞). The measure µy,θ on Λ∞ given by
(3.4) µy,θ(Z(λ)) = e
−θy(λ)ρ(B(y, θ))−d(λ)ξy,θs(λ)
is the unique measure µ on Λ∞ such that µ(Z(v)) > 0 for all v ∈ Λ0 and
(3.5) µ(Z(λ)) = e−θy(λ)ρ(B(y, θ))−d(λ)µ(Z(s(λ)).
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Moreover, the measures µy,θ are all probability measures.
Proof. The fact that y(v) = 0 whenever v ∈ Λ0 implies that µy,θ(Z(v)) =
ξy,θv > 0 for all v ∈ Λ0, and that µy,θ(Z(v)) satisfies Equation (3.5). Since
µy,θ(Λ
∞) =
∑
v∈Λ0
µy,θ(Z(v)) =
∑
v∈Λ0
ξy,θv = 1,
showing that µy,θ is indeed a measure will imply that µy,θ is a probability
measure.
To establish the claim that µy,θ is a measure, we first observe that it is
finitely additive on cylinder sets Z(λ) with d(λ) = (n, . . . , n) ∈ Nk for some
n ∈ N. To see this, it suffices to show that
µy,θ(Z(v)) =
∑
λ∈vΛ(n,...,n)
µy,θ(Z(λ))
for any n ∈ N. Observe that∑
λ∈vΛ(n,...,n)
µy,θ(Z(λ)) = ρ(B(y, θ))
−(n,...,n)
∑
w∈Λ0
B(y, θ)(n,...,n)(v,w)ξy,θw
= ξy,θv = µ(Z(v))
by the definition of the matrices Bi(y, θ) and their common eigenvector ξ
y,θ.
In other words, µy,θ is indeed finitely additive on square cylinder sets.
The fact that µy,θ defines a measure on Λ
∞ now follows from the Kol-
mogorov Extension Theorem (cf. Lemma 2.12 of [FGJ+18a]).
Suppose now that a measure µ satisfies Equation (3.5). Without loss of
generality, we will further assume that µ(Λ∞) = 1. Define m ∈ RΛ0+ by
m(v) = µ(Z(v)). For any 1 ≤ i ≤ k, Equation (3.5) implies that
m(v) =
∑
λ∈vΛei
µ(Z(λ)) =
∑
λ∈vΛei
e−θy(λ)ρ(Bi(y, θ))
−1m(s(λ))
= ρ(Bi(y, θ))
−1
∑
w∈Λ0
Bi(y, θ)v,wm(w).
In other words, m ∈ RΛ0+ is a positive eigenvector for each matrix Bi(y, θ),
with eigenvalue ρ(Bi(y, θ)). Moreover, our hypothesis that µ(Λ
∞) = 1 im-
plies that
∑
v∈Λ0 m(v) = 1. Proposition 3.1 of [HLRS15] therefore implies
that m = ξy,θ, so
µ(Z(v)) = µy,θ(Z(v))
for all v ∈ Λ0. Equation (3.5) now implies that µ(Z(λ)) = µy,θ(Z(λ)) for all
λ ∈ Λ. Since the topology (and the associated Borel structure) of Λ∞ are
generated by the cylinder sets Z(λ), it follows that µ = µy,θ. 
Theorem 3.6. Let Λ be a finite, strongly connected k-graph, y a R+-functor
on Λ, and θ ∈ [0,∞). The common eigenvector ξy,θ for the matrices Bi(y, θ),
as well as the spectral radii {ρ(Bi(y, θ))}ki=1, depend smoothly on the entries
of the matrix Bi(y, θ). In particular, the spectral radii and the eigenvector
ξy,θ vary smoothly with θ.
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Proof. Inspired by [Yeo15], we use the Implicit Function Theorem. Suppose
that Λ has n vertices. Since Λ is strongly connected, we know from Lemma
3.3 that there is a finite subset F ⊆ Nk (which does not depend on y or
θ) such that B(y, θ)F is a positive matrix. Moreover, ξy,θ is the unique
eigenvector for B(y, θ)F with eigenvalue ρ(B(y, θ)F ) and ℓ1-norm 1.
Observe first that there must exist at least one i, 1 ≤ i ≤ k, such that for
some f ∈ F we have fi 6= 0. (If this assertion were false then B(y, θ)F = I
would be the identity matrix, which is not positive.) By re-ordering the
indices i if necessary, we will assume that
(3.6) ∃ f ∈ F : f1 6= 0.
To a vector ~x in Rkn
2
,
~x = (~x1, . . . , ~xk), where ~xℓ = (xℓ11, . . . , x
ℓ
1n, x
ℓ
21, . . . , x
ℓ
2n, . . . , x
ℓ
n1, . . . , x
ℓ
nn),
we associate the matrices Xℓ := (x
ℓ
ij)i,j ∈ Mn(R), for 1 ≤ ℓ ≤ k. Then, for
a family X1, . . . ,Xk of matrices, we define
XF =
∑
f∈F
k∏
i=1
Xfii .
Similarly, if ~p = (p1, . . . , pk), we define p
F :=
∑
f∈F
∏k
i=1 p
fi
i .
Let ~v = (v1, . . . , vn). We now define a smooth function f : R
kn2+k+n →
Rk+n by
f(~x, ~p,~v)
=
(
−1 +
n∑
i=1
vi, [X2(~v)]1 − p2v1, . . . , [Xk(~v)]1 − pkv1, (XF − pF · I)~v
)
.
If ~v is an eigenvector for each matrix Xℓ = (x
ℓ
ij)i,j with eigenvalue pℓ,
and ‖~v‖1 = 1, then f(x111, . . . , xknn, ~p, ~v) = ~0. Moreover, the (k + n) ×
(k + n) matrix of partial derivatives of f with respect to the variables
p1, . . . , pk, v1, . . . , vn is given by F = (Fi,j)i,j, where if 2 ≤ i, j ≤ k and
1 ≤ h ≤ n, we have
Fi,j =
∂
∂pj
([Xi(~v)]1−piv1) = −δi,jv1; Fi,k+h = ∂
∂vh
([Xi(~v)]1−piv1) = xi1h.
Note that F1,j =
∂
∂pj
(
∑n
h=1 vh) = 0 for all 1 ≤ j ≤ k. Similarly,
Fi,1 =
∂
∂p1
([Xi(~v)]1 − piv1) = 0 ∀ 1 ≤ i ≤ k.
Moreover, F1,k+h =
∂
∂vh
(
∑n
m=1 vm − 1) = 1. If 1 ≤ i ≤ k and 1 ≤ h ≤ n,
Fk+h,i =
∂
∂pi
−pF vh + n∑
j=1
(XF )h,jvj
 = −vh∑
f∈F
fip
fi−1
i
∏
j 6=i
p
fj
j .
Finally, if 1 ≤ i, j ≤ n we have
Fk+i,k+j =
∂
∂vj
−pF vi + n∑
j=1
(XF )i,jvj
 = XFi,j − δi,jpF .
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Applied to the situation whenXi = Bi(y, θ), ~v = ξ
y,θ, and pi = ρ(Bi(y, θ)) =:
ρi, the Implicit Function Theorem tells us that whenever the (k+n)×(k+n)
matrix
F =

0 0 · · · 0 1 · · · 1
~0 diag (−ξy,θ1 , . . . ,−ξy,θ1 ) (Bi(y, θ)1,h)2≤i≤k, 1≤h≤n(
−ξy,θh
∑
f∈F
fi
ρi
∏k
j=1 ρjfj
)
h,i
(B(y, θ)F − ρF · I)

is invertible, the eigenvalues ρ(Bi(y, θ)) and the common eigenvector ξ
y,θ of
{Bi(y, θ)}ki=1 depend smoothly on the entries of the matrices Bi(y, θ).
We now proceed to show that F is invertible. Suppose that F
(
q
ζ
)
= 0.
Then ‖ζ‖1 = 0. Moreover, for all 2 ≤ i ≤ k,
(3.7) [Bi(y, θ)(ζ)]1 = qiξ
y,θ
1
and
−ξy,θh k∑
i=1
∑
f∈F
fiqi
ρi
k∏
j=1
ρjfj
 = n∑
m=1
BFh,mζm − ρF ζh, equivalently,
(BF − ρF · I)(ζ) =
 k∑
i=1
∑
f∈F
fiqi
pi
k∏
j=1
pjfj
 ξy,θ.(3.8)
In particular, Equation (3.8) implies that (BF − ρF · I)(ζ) is a multiple of
ξy,θ.
Let J be the Jordan form of BF , and let S := {ξy,θ, x1, . . . , xn−1} be
a corresponding basis of Rn. Observe that [BF − ρF · I]S is an upper
triangular matrix. If ρF = α0, α1, . . . , αn−1 are the eigenvalues of B
F ,
counted with multiplicity, then the diagonal of [BF − ρF · I]S is given by
0, α1 − ρF , . . . , αn−1 − ρF .
Writing ζ = z0ξ
y,θ +
∑n−1
i=1 zixi, the fact that [B
F − ρF · I]S is upper
triangular and has first row zero implies that (BF − ρF · I)(ζ) is a linear
combination of the vectors (xi)
n−1
i=1 :
[BF − ρF · I]S (ζ) =
n−1∑
i=1
[(αi − ρF )zi + Ji,i+1zi+1]xi,
where we add zi+1 only for those indices i for which Ji,i+1 = 1.
Since (BF − ρF · I)(ζ) is a multiple of ξy,θ whenever F
(
q
ζ
)
= 0, the fact
that αn−1 6= ρF implies that zn−1 = 0 in this case. Proceeding “backwards”
by induction (from n − 1 towards 1) reveals that, in fact, zi = 0 for all
1 ≤ i ≤ n− 1. In other words,
F
(
q
ζ
)
= 0⇒ ζ = z0ξy,θ.
In particular, Bi(y, θ)(ζ) = z0ρiξ
y,θ and (computed in the original basis)
‖ζ‖1 = z0. Thus, the fact that ‖ζ‖1 = 0 implies z0 = 0, and hence ζ = 0.
Moreover, using these formulas in Equation (3.7) implies that
qi = z0ρi ∀ 2 ≤ i ≤ k and hence qi = 0 if i > 1.
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Recall from Equation (3.8) that z0 =
∑k
i=1
∑
f∈F
fiqi
ρi
∏k
j=1 ρjfj. It then
follows from the previous equation that
q1
∑
f∈F
f1
ρ1
k∏
j=1
ρjfj = 0.
Every term in the sum is non-negative, since ρj > 0 for all j and fj ≥ 0.
Moreover, Equation (3.6) guarantees that there is at least one nonzero term
in the sum; consequently, q1 = 0. We conclude that if F
(
q
ζ
)
= 0 then q = 0
and ζ = 0, as claimed. 
Corollary 3.7. Let Λ be a finite, strongly connected k-graph equipped with
a R+-functor y. In the weak*-topology on the space of measures on Λ
∞, the
function θ 7→ µy,θ is continuous on R+.
Proof. Theorem 3.6 and the definition (3.4) of µy,θ combine to tell us that
for each fixed λ ∈ Λ, the function
θ 7→ µy,θ(Z(λ))
is continuous (in fact smooth). Since {χZ(λ) : λ ∈ Λ} densely spans C(Λ∞),
whose dual is the space of measures on Λ∞, standard measure-theoretic
arguments enable us to complete the proof. 
We conclude this section with some remarks about the relationship be-
tween the measures µy,θ and the periodicity of Λ.
Definition 3.8. [RS07, Lemma 3.2] A k-graph Λ has periodicity at v ∈
Λ0 or is not aperiodic if there exists m 6= n ∈ Nk such that for all x ∈
Z(v), σm(x) = σn(x). We define
Per(v) := Z{m− n | σm(x) = σn(x), ∀ x ∈ Z(v)}.
If Λ is strongly connected, then [HLRS15, Lemma 5.1] establishes that
Per(v) = Per(w) =: PerΛ
for any v,w ∈ Λ0. In fact,
(3.9) PerΛ = {d(λ) − d(ν) | λx = νx, ∀ x ∈ Λ∞}.
We define PΛ := {(λ, ν) ∈ Λ× Λ | λx = νx, ∀ x ∈ Λ∞}.
Remark 3.9. We observe that Lemma 8.4 of [HLRS15], and its proof, are
still valid if we replace the measure M by µy,θ, and replace ρ(Λ)
−d(λ) by
e−θy(λ)ρ(B(y, θ))−d(λ) wherever the former appears in the proof. The key
idea of this proof is that {M(Z(v)) : v ∈ Λ0} is an eigenvector for each
matrix Ai, with eigenvalue ρ(Λ)
ei . In our case, Proposition 3.5 guarantees
that {µy,θ(Z(v)) : v ∈ Λ0} is an eigenvector for each matrix Bi(y, θ) with
eigenvalue ρ(Bi(y, θ)). Consequently, Proposition 8.2 of [HLRS15] also holds
for the measures µy,θ, so we conclude that
(3.10) µy,θ ({x ∈ Λ∞ | σm(x) = σn(x)}) =
{
1, m− n ∈ PerΛ
0, else.
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4. KMS states associated to (y, θ)
Throughout this section Λ will be a finite, strongly connected k-graph.
Each R+-functor y gives us a family of generalized gauge actions {αy,θ}θ>0
on C∗(Λ) (denoted αy in Remark 5.25 of [McN15]): For t ∈ R and any
generator sλ of C
∗(Λ),
(4.1)
αy,θt (sλ) := e
ity(λ)
(
ρ(B(y, θ))d(λ)
)it/θ
sλ = e
it(y(λ)+ 1
θ
ln(ρ(B(y,θ))d(λ)))sλ.
In general, these actions are not the same as the actions αr considered in
[HLRS14] and [HLRS15]. As was remarked already in [McN15], αy,θ differs
from αr as soon as y is not of the form y(λ) = r · d(λ) for some fixed
r ∈ (0,∞)k and all λ ∈ Λ. Section 5 describes a variety of examples of
R+-functors y which are not of the form y(λ) = r · d(λ).
In this section, we will compute the KMSβ states associated to the actions
αy,θ. Proposition 4.5 establishes that KMSβ states for α
y,θ exist precisely
when αy,θ = αy,β . The KMSβ states for α
y,θ are therefore described in
Theorem 4.8 below. A similar reduction in computational complexity occurs
for the actions αr mentioned above. Indeed, as explained at the beginning
of Section 7 of [HLRS15], any KMSβ state associated to an action of the
form αr must also be a KMS1 state for α
ln(ρ(Λ)).
In order to compute the KMS states for a C∗-dynamical system (A, γ),
one often first identifies a good dense subset of A on which γ is analytic (it
is well-known that the γ-analytic elements are dense in A, see for example
[BR], but for Cuntz-Krieger type algebras there usually is a good spanning
set for A inside the analytic elements). In our setting, this dense subset is
span{sλs∗ν : λ, ν ∈ Λ}. Indeed, as observed in [HLRS14, page 269] for the
case of the gauge action, any element of C∗(Λ) of the form sλs
∗
ν is α
y,θ-
analytic for every R+-functor y and all θ > 0. To see this, note that the
function t 7→ αy,θt (sλs∗ν) on R admits the extension
ζ 7→ eiζ(y(λ)−y(ν))+ln(ρ(B(y,θ))(d(λ)−d(ν))/θ)sλs∗ν ,
which is an entire function. The fact that span{sλs∗ν : λ, ν ∈ Λ} is dense in
C∗(Λ) thus implies that the KMSβ states for α
y,θ are precisely the norm-one
positive linear functionals φ : C∗(Λ)→ C such that for any (λ, ν), (ρ, η) with
s(λ) = s(ν) and s(ρ) = s(η),
(4.2) φ(sλs
∗
νsρs
∗
η) = φ(sρs
∗
ηα
y,θ
iβ (sλs
∗
ν)).
We next observe that in the groupoid picture of k-graph algebras, these
actions αy,θ arise from a cocycle cy,θ on the k-graph groupoid GΛ as in [Nes13]
or [Tho14];
(4.3) cy,θ(λz, d(λ)−d(ν), νz) = y(λ)− y(ν)+ log
(
ρ (B(y, θ))(d(λ)−d(ν))/θ
)
.
Proposition 4.1. The function cy,θ : GΛ → R is well-defined and satisfies
cy,θ(gh) = cy,θ(g) + cy,θ(h).
Proof. Suppose that g = (λz, d(λ) − d(ν), νz) = (λ′z′, d(λ′) − d(ν ′), ν ′z′).
To show that cy,θ is well defined, it suffices to show that y(λ) − y(ν) =
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y(λ′) − y(ν ′). To that end, write d(λ) − d(λ′) = (n1, . . . , nk) ∈ Zk and, for
each 1 ≤ i ≤ k, define
(mλ)i = max{0,−ni}; (mλ′)i = max{0, ni}.
Then [defining mλ ∈ Nk by mλ = ((mλ)i)ki=1] we have d(λ) +mλ = d(λ′) +
mλ′ and, since d(ν) − d(ν ′) = d(λ) − d(λ′) = (n1, . . . , nk), we also have
d(ν) +mλ = d(ν
′) +mλ′ .
Write λz = z(0,mλ) and λ
′
z′ = z
′(0,mλ′). By construction,
λλz = λ
′λ′z′ and νλz = ν
′λ′z′ .
The additivity of y now implies that, as desired,
y(λ)− y(ν) = y(λλz)− y(νλz) = y(λ′λ′z′)− y(ν ′λ′z′) = y(λ′)− y(ν ′).
Showing that cy,θ is multiplicative uses a similar argument. Given g, h ∈
GΛ with s(g) = r(h), we can choose λg, νg = λh, νh ∈ Λ such that
g = (λgz, d(λg)− d(νg), νgz), h = (λhz, d(λh)− d(νh), νhz),
gh = (λgz, d(λg)− d(νh), νhz);
cf. [KPS15, Lemma 6.3]. To check that cy,θ is multiplicative, it now suffices
to observe that
y(λg)− y(νg) + y(λh)− y(νh) = y(λg)− y(νh). 
The following definition is an application of the definition of quasi-invariance
from [Nes13] to our setting, taking for our sets U the basic open sets
Z(λ, ν) = {(λz, d(λ) − d(ν), νz) : z ∈ Λ∞} of GΛ. We have also invoked
the fact that cy,θ is constant on the sets Z(λ, ν).
Definition 4.2. Let y be a R+-functor and θ, β ∈ (0,∞). We say that a
measure µ on Λ∞ is quasi-invariant with Radon-Nikodym cocycle e−βcy,θ if,
for any (λ, ν) ∈ Λ× Λ with s(λ) = s(ν) and all z ∈ Λ∞,
e−βcy,θ(λz,d(λ)−d(ν),νz)µ(Z(ν)) = µ(Z(λ)).
Equivalently, µ is quasi-invariant with Radon-Nikodym cocycle e−βcy,θ iff
eβy(ν)ρ(B(y, θ))
β
θ
d(ν)µ(Z(ν)) = eβy(λ)ρ(B(y, θ))
β
θ
d(λ)µ(Z(λ))
whenever s(ν) = s(λ).
Remark 4.3. (1) If β = θ, the measure µy,β is quasi-invariant with
Radon-Nikodym cocycle e−θcy,θ . In fact, Proposition 3.5 establishes
that µy,θ is the unique such measure.
(2) It is relatively straightforward to check that µy,θ is (GΛ, cy,θ) con-
formal in the sense of [Tho14]. Consequently, Proposition 4.4 below
could also be derived from [Tho14, Proposition 2.1].
Proposition 4.4. Let Λ be a finite, strongly connected k-graph, equipped
with a R+-functor y, and choose β, θ ∈ (0,∞). Let Ψ denote the canoni-
cal conditional expectation Ψ : C∗(Λ) → C(Λ∞). For any quasi-invariant
probability measure µ with Radon-Nikodym cocycle e−βcy,θ , the function
ψβ(a) :=
∫
Λ∞
Ψ(a) dµ,
for a ∈ C∗(Λ), defines a KMSβ state for (C∗(Λ), αy,θ).
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Proof. Since µ is a probability measure, ψβ is easily verified to be a positive
linear functional of norm 1. Since the elements sλs
∗
ν in a dense spanning
family for C∗(Λ) are αy,θ-analytic, it suffices to verify condition (4.2).
One easily sees that
αy,θiβ (sλs
∗
ν) = e
−β(y(λ)−y(ν))ρ(B(y, θ))
β
θ
(d(ν)−d(λ))sλs
∗
ν,
so, using Equation (2.3), ψβ(sγs
∗
ζα
y,θ
iβ (sλs
∗
ν)) becomes
e−β(y(λ)−y(ν))ρ(B(y, θ))
β
θ
d(ν)−d(λ)
∑
(ρ1,ρ2)∈Λmin(ζ,λ)
ψβ(sγρ1s
∗
νρ2)
= e−β(y(λ)−y(ν))ρ(B(y, θ))
β
θ
d(ν)−d(λ)
∑
(ρ1,ρ2)∈S1
µ(Z(νρ2)),
where S1 = {(ρ1, ρ2) ∈ Λmin(ζ, λ) : γρ1 = νρ2}.
Similarly, setting S2 = {(η1, η2) ∈ Λmin(γ, ν) : λη2 = ζη1},
ψβ(sλs
∗
νsγs
∗
ζ) =
∑
(η1,η2)∈Λmin(γ,ν)
ψβ(sλη2s
∗
ζη1)
=
∑
(η1,η2)∈S2
µ(Z(λη2)).
Note that, since (η1, η2) is an extension of (ζ, λ) for any (η1, η2) ∈ S2, we
must have
d(ηi) ≥ d(ρi) for i = 1, 2
for any (ρ1, ρ2) ∈ Λmin(ζ, λ). Similarly, since (ρ1, ρ2) is an extension of
(γ, ν) for any (ρ1, ρ2) ∈ S1, we must have d(ρi) ≥ d(ηi) for each i. Hence
d(ρi) = d(ηi) for all (ρ1, ρ2) ∈ S1, (η1, η2) ∈ S2. In other words, (ρ1, ρ2) is a
minimal extension of (γ, ν) and (η1, η2) is a minimal extension of (ζ, λ), for
all (ρ1, ρ2) ∈ S1, (η1, η2) ∈ S2. It follows that
S1 = Λ
min(ζ, λ) ∩ Λmin(γ, ν) = S2.
Now, we see that ψβ(sγs
∗
ζα
y,θ
iβ (sλs
∗
ν)) transforms as
e−β(y(λ)−y(ν))ρ(B(y, θ))
β
θ
(d(ν)−d(λ))
∑
(ρ1,ρ2)∈S1
e−βy(ν)ρ(B(y, θ))−
β
θ
d(ν)µ(Z(ρ2))
= e−βy(λ)ρ(B(y, θ))−
β
θ
d(λ)
∑
(η1,η2)∈S2=S1
µ(Z(η2))
=
∑
(η1,η2)∈S2
µ(Z(λη2)) = ψβ(sλs
∗
νsγs
∗
ζ),
which is (4.2). Hence ψβ is a KMSβ state as claimed. 
Proposition 4.5. Fix a finite, strongly connected k-graph Λ, a R+-functor
y on Λ, and β, θ ∈ (0,∞). There exist KMSβ states for (C∗(Λ), αy,θ) iff
αy,θ = αy,β.
16 FARSI, GILLASPY, LARSEN AND PACKER
Proof. Choose a KMSβ state φ for (C
∗(Λ), αy,θ). By the Cuntz-Krieger
relations and the KMS condition, for any 1 ≤ i ≤ k and v ∈ Λ0,
φ(pv) =
∑
λ∈vΛei
φ(sλs
∗
λ) =
∑
λ
φ(s∗λsλ)e
−βy(λ)
(
ρ(B(y, θ))−d(λ)
)β/θ
=
∑
λ∈vΛei
φ(ps(λ))e
−βy(λ)ρ(Bi(y, θ))
−β/θ
= ρ(Bi(y, θ))
−β/θ
∑
w∈Λ0
φ(pw)
∑
λ∈vΛeiw
e−βy(λ).
Since
∑
λ∈vΛeiw e
−βy(λ) = Bi(y, β)v,w, we see that (φ(pv))v∈Λ0 is an eigen-
vector for Bi(y, β) with eigenvalue ρ(Bi(y, θ))
β/θ. Moreover,∑
v∈Λ0
φ(pv) = φ(1) = 1,
so [HLRS15, Proposition 3.1(a)] implies that (φ(pv))v∈Λ0 = ξ
y,β and
ρ(Bi(y, θ))
1/θ = ρ(Bi(y, β))
1/β ∀ i.
It follows that αy,θ = αy,β .
Conversely, if αy,β = αy,θ, then the KMSβ states for the two actions are
the same (and constitute a nontrivial set by Proposition 4.4). 
In the case when Λ has only one vertex, we obtain a slightly sharper
result. Such higher-rank graphs have been extensively studied by Davidson,
Power, and Yang (cf. [DY09a, DY09b, DPY10]).
Proposition 4.6. Let Λ be a finite k-graph with one vertex. Choose a R+-
functor y on Λ and β, θ ∈ (0,∞). If there exist KMSβ states for αy,θ, then
β = θ.
Proof. In the one-vertex case, each adjacency matrix Bi(y, θ) has only one
(positive) entry, which is also its spectral radius:
ρ(Bi(y, θ)) =
∑
h∈Λei
e−θy(h).
Since the function θ → ρ(Bi(y, θ)) is differentiable by Theorem 3.6, the
function
ψi(θ) := ρ(Bi(y, θ))
1/θ =
( ∑
h∈Λei
e−θy(h)
)1/θ
is also differentiable, and
dψi
dθ
=
1
θ
(ρ(Bi(y, θ)))
1−θ
θ
d
dθ
ρ(Bi(y, θ)) =
1
θ
(ρ(Bi(y, θ)))
1−θ
θ
∑
h∈Λei
−y(h)e−θy(h)
< 0.
Consulting the formula (4.1) for the action αy,θ reveals then that αy,β 6= αy,θ
if β 6= θ ∈ R+. The result now follows from Proposition 4.5. 
It would be interesting to know if the conclusion of Proposition 4.6 is valid
for k-graphs with more than one vertex. Proposition 4.7 offers a partial
result in this direction. In his thesis, McNamara identified a different set of
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hypotheses guaranteeing the uniqueness result of Proposition 4.6; we discuss
this result in Remark 4.10 below.
Proposition 4.7. Fix a finite, strongly connected k-graph Λ, a R+-functor
y on Λ, and suppose that for some interval (a, b) ⊂ R+
ρ(Bi(y, θ)) > 1, ∀ θ ∈ (a, b), ∀ 1 ≤ i ≤ k.
For β, θ ∈ (a, b), there exist KMSβ states for (C∗(Λ), αy,θ) iff β = θ.
Proof. This follows from the explicit computation of the derivative of
ψi(θ) = ρ(Bi(y, θ))
1/θ;
we will show that dψidθ < 0 on the entire interval (a, b) under the given
hypotheses. Once this is established, the same argument used in the proof
of Proposition 4.6 ends the proof.
To show dψidθ < 0 on (a, b), we explicitly compute
dψi
dθ
=
d
dθ
(
e
ln ρ(Bi(y,θ))
θ
)
= ρ(Bi(y, θ))
1/θ
[
− 1
θ2
ln(ρ(Bi(y, θ))) +
d
dθ (ln ρ(Bi(y, θ)))
θ
]
.
Now ρ(Bi(y, θ)) > 1 implies ln(ρ(Bi(y, θ))) > 0. Therefore
dψi
dθ
< 0 ⇐⇒
[
−1
θ
ln(ρ(Bi(y, θ))) +
d
dθ
(ln ρ(Bi(y, θ)))
]
< 0
⇐⇒
d
dθ (ln ρ(Bi(y, θ)))
ln(ρ(Bi(y, θ)))
<
1
θ
.
Gelfand’s formula implies that ρ(Bi(y, θ)) is a non-increasing function of
θ. Taking derivatives reveals that ln(ρ(Bi(y, θ))) is also a non-increasing
function of θ. It follows that
(ln ρ(Bi(y, θ)))
′
ln(ρ(Bi(y, θ)))
≤ 0 < 1
θ
,
thus proving dψidθ < 0. 
For the remainder of the section, we assume a R+-functor y and β ∈ (0,∞)
are given. We will characterize the KMSβ states of (C
∗(Λ), αy,β). Recall
from [BR] that the KMSβ-states for β ∈ R form a Choquet simplex, and in
particular are determined by the extremal KMSβ-states.
In the terminology of [Chr17] or [Nes13], Proposition 3.5 above implies
that µy,β is the unique measure on Λ
∞ which is e−βcy,β -quasi-invariant.
Therefore, Lemma 4.1 and Theorem 5.2 of [Chr17] imply that the extremal
KMSβ states for α
y,β are in bijection with a certain subgroup B̂ of Tk.
Theorem 4.8 below establishes that B is equal to PerΛ ⊆ Zk, the periodicity
group of Λ.
We observe that Christensen’s Theorem 5.2 is a refinement of Neshveyev’s
description [Nes13] of KMS states on groupoid C∗-algebras. While both
Christensen and Neshveyev use quasi-invariant measures to parametrize
KMS states, Christensen replaces Neshveyev’s measurable fields of states
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with the group B, which consists of symmetries of the simplex of KMSβ
states.
In the case that y ≡ 0 and β = 1, so that αy,β is the preferred dynamics
on C∗(Λ), Theorem 4.8 reduces to [HLRS15, Theorem 7.1]. Our proof of
Theorem 4.8 combines [HLRS15, Theorem 7.1] with [Chr17, Theorem 5.2]
to show that C∗(Per Λ) parametrizes KMSβ states for any of the dynamics
in the family {αy,β}β>0.
Theorem 4.8. Let Λ be a finite, strongly connected k-graph, with a R+-
functor y, and fix β ∈ (0,∞). The simplex of KMSβ states for (C∗(Λ), αy,β)
is affinely isomorphic to the state space of C∗(PerΛ).
Proof. Recall the isomorphism C∗(GΛ) ∼= C∗(Λ) sending χZ(ρ,η) from the
dense subalgebra Cc(GΛ) ⊆ C∗(GΛ) to sρs∗η ∈ C∗(Λ), where
Z(ρ, η) := {(x, d(ρ) − d(η), y) | x ∈ Z(ρ), y ∈ Z(η)} ⊆ GΛ
for ρ, η ∈ Λ. Recall also that αy,β is determined by the cocycle cy,β . We
aim to apply [Chr17, Theorem 5.2] to GΛ and cy,β . For this we must first
identify the extremal KMSβ states of (C
∗(GΛ), αy,β); these are given as
in Equation (5.1) of [Chr17, Theorem 5.1] by integrating functions f ∈
Cc(GΛ) with respect to measures which are extremal points in the set of
e−βcy,β -quasi-invariant measures on Λ∞. In our case, there is a unique such
measure, namely µy,β, see Proposition 3.5. Since any KMS state must be
linear and continuous, we may therefore assume that Christensen’s functions
f are of the form χZ(ρ,η) for ρ, η ∈ Λ. Equivalently, we apply Equation
(5.1) of [Chr17] to monomials sρs
∗
η in C
∗(Λ). Note also that in our setting,
Christensen’s group A is Zk and Φ : GΛ → A is given by Φ(x, n, y) = n.
Assume first that the monomial sλs
∗
ν corresponds to a periodic pair (λ, ν) ∈
PΛ as in Definition 3.8. Then Z(λ) = Z(ν), and Equation (5.1) of [Chr17]
implies that any extremal KMSβ state ω for α
y,β must satisfy
ω(sλs
∗
ν) = z
d(λ)−d(ν)µy,β(Z(λ)) = z
d(λ)−d(ν)µy,β(Z(ν))
for some z ∈ Tk. Write ω1 for the extremal KMSβ state associated to
z = (1, 1, . . . , 1), cf. [Chr17, Proposition 4.2].
For an arbitrary pair (ρ, η), Theorem 5.1 of [Chr17] reveals that every
extremal KMSβ state for α
y,β will be of the form
ω(sρs
∗
η) = z
d(ρ)−d(η)µy,β(Aρ,η),
where Aρ,η = {x ∈ Z(ρ) ∩ Z(η) | σd(ρ)+m(x) = σd(η)+m(x) for some m ∈
Nk}. However, by Remark 3.9 we see that µy,β(Aρ,η) will be zero unless
d(ρ)− d(η) ∈ PerΛ.
We claim that if d(ρ)−d(η) ∈ PerΛ and Z(ρ)∩Z(η) 6= ∅, then (ρ, η) ∈ PΛ.
Indeed, with v = r(ρ) = r(η), the fact that σd(ρ)(y) = σd(η)(y) for all
y ∈ Z(v) implies, by Lemma 5.1(b) of [HLRS15], that there is a unique
η˜ ∈ Λd(η) such that ρx′ = η˜x′ for all x′ ∈ Z(s(ρ)). This in particular means
that (ρ, η˜) ∈ PΛ. Therefore, if there exists x = ρx1 = ηx2 ∈ Z(ρ) ∩Z(η) for
some x1, x2 ∈ Λ∞, then
η˜x1 = ρx1 = ηx2 ⇒ ηx2(0,m) = η˜x1(0,m)
for any m ∈ Nk. Since d(η) = d(η˜), it follows that η˜ = η and x1 = x2.
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In other words, any extremal KMSβ state for α
y,β must be of the form
(4.4)
ωz(sρs
∗
η) =
{
zd(ρ)−d(η)µy,β(Z(ρ)) = z
d(ρ)−d(η)µy,β(Z(η)), (ρ, η) ∈ PΛ
0, else
for some z ∈ Tk.
Theorem 5.2(2) of [Chr17] describes a homeomorphism between the dual
B̂ of a certain subgroup B ⊆ A = Zk and the set of extremal KMSβ states
for αy,β More precisely, B is defined in terms of a subgroup N ⊆ Tk. In our
setting,
N = {z ∈ Tk : ω1(sρs∗η) = zd(ρ)−d(η)ω1(sρs∗η) ∀ (ρ, η) ∈ Λ ∗s Λ}.
Since ω1(sρs
∗
η) = 0 unless (ρ, η) ∈ PΛ, it follows that
(4.5) N = {z ∈ Tk : zd(ρ)−d(η) = 1 ∀ (ρ, η) ∈ PΛ}.
Consequently,
B = N⊥ = {m ∈ Zk : zm = 1 ∀ z ∈ N}
clearly contains PerΛ.
Our goal is to show that B = PerΛ. To this end, note that N is in-
dependent of the choice of y and β. Furthermore, when y = 0 we obtain
Bi(0, β) = Ai, for any β > 0. Thus, µ0,β agrees with the measure M from
Proposition 8.1 of [HLRS15], and α0,1 agrees with the preferred dynamics α
from [HLRS15].
Theorem 7.1 of [HLRS15] establishes that the extremal KMS1 states for
α are in bijection with the pure states of C0(P̂er Λ), that is, with the points
of P̂er Λ. Moreover, Remark 10.4 of [HLRS15] shows that this bijection (just
as in Theorem 5.2 of [Chr17]) assigns the state
φz(sλs
∗
ν) =
{
M(Z(λ))zd(λ)−d(ν) , (λ, ν) ∈ PΛ
0, else
to z ∈ P̂er Λ. Therefore, we must have B̂ = P̂erΛ and hence B = PerΛ.
Consequently, for any R+-functor y and β ∈ R+, the simplex of KMSβ states
of (C∗(Λ), αy,β) is affinely isomorphic to the state space of C∗(Per Λ). 
Corollary 4.9. Let Λ be a finite, strongly connected higher-rank graph,
and fix β ∈ (0,∞) and an R+-functor y on Λ. The C∗-dynamical system
(C∗(Λ), αy,β) admits a unique KMSβ state iff Λ is aperiodic, iff C
∗(Λ) is
simple.
Proof. The last equivalence was established in [HLRS15, Theorem 11.1]. For
the first equivalence, observe that by Theorem 4.8, uniqueness of the KMSβ
state is equivalent to the triviality of C∗(Per Λ) – in other words, to the
aperiodicity of Λ. 
Remark 4.10. In his thesis [McN15], McNamara considers finite k-graphs
Λ which are coordinatewise irreducible, in the sense that each coordinate
matrix Ai, for i = 1, . . . , k, is irreducible. In particular, [McN15, Theorem
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5.30] establishes that given a R+-functor y on such a k-graph Λ and β ∈
(0,∞), if the statement
(4.6)
y(λ) +
1
β
ln(ρ(B(y, β))d(λ)) = y(ν) +
1
β
ln(ρ(B(y, β))d(ν))⇒ d(λ) = d(ν)
holds, then there is a unique KMS state φ of (C∗(Λ), αy,β) occurring at
(inverse) temperature β. Moreover, this KMS state satisfies φ(sλs
∗
ν) =
δλ,νe
−βy(λ)
(
ρ(B(y, β))−d(λ)
)1/β
ξy,βs(λ). Observe that φ is the state we ob-
tained in Proposition 4.4 above.
Combining McNamara’s result with our Theorem 4.8 above implies that
if Λ is coordinatewise irreducible and Equation (4.6) holds for at least one
pair (y, β), then Λ must be aperiodic. Given the potential importance of
this result for applications, we also offer a direct proof which does not rely
on Theorem 4.8.
Corollary 4.11. Let Λ be a finite, coordinatewise irreducible k-graph. If
there exists an R+-functor y on Λ and β ∈ (0,∞) such that Equation (4.6)
holds, then Λ is aperiodic.
Proof. We argue by contrapositive. If Per Λ 6= 0, choose (λ, ν) ∈ PΛ with
d(λ) 6= d(ν). By construction, Z(λ) = Z(ν), so
µy,β(Z(λ)) = µy,β(Z(ν))
for any R+-functor y and β ∈ (0,∞). The fact that s(λ) = s(ν) (and hence
ξy,βs(λ) = ξ
y,β
s(ν) > 0) whenever (λ, ν) ∈ PΛ then implies that
eβy(λ)ρ(B(y, β))d(λ) = eβy(ν)ρ(B(y, β))d(ν).
Taking logarithms of both sides and dividing by β yields the left-hand side
of Equation (4.6), yet d(λ) 6= d(ν). 
The preceding Corollary generalizes [HLRS15, Corollary 7.2], which es-
tablishes that for periodic k-graphs which are coordinatewise irreducible,
the set {ln(ρ(Ai))}ki=1 is rationally dependent. Indeed, rational dependence
of the set {ln(ρ(Ai))}ki=1 implies that Equation (4.6) fails for y = 0 and
β = 1. Corollary 4.11 implies that for periodic k-graphs which are coordi-
natewise irreducible, Equation (4.6) must fail for all choices of y and β. In
other words, Corollary 4.11 offers an expanded set of strategies for detecting
aperiodicity of the k-graph, and hence the simplicity of C∗(Λ).
5. Examples of R+-functors
Before addressing the relationship between R+-functors and Hausdorff
measures in Section 6, we pause to discuss the range of possibilities for R+-
functors on two examples of finite, strongly connected 2-graphs. We also
describe the associated actions and quasi-invariant measures. Finally, we
identify the periodicity groups of these 2-graphs; Theorem 4.8 then enables
us to reconstruct the KMS states associated to these 2-graphs and R+-
functors.
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5.1. An example from [McN15]. We begin with an example which was
studied in Section 5.11 of McNamara’s thesis [McN15]. Namely, Λ is a 2-
graph with one vertex v and two blue edges (called e1, e2) and two red edges
(called f1, f2) and factorization relations
e1f1 = f1e1, e1f2 = f1e2, e2f1 = f2e1, e2f2 = f2e2.
Consequently, Z(ei) = Z(fi) for i = 1, 2. It follows that Λ is periodic and
Per (Λ) ⊇ Z{(1,−1)}. Indeed, this inclusion is an equality: if Per (Λ) )
Z{(1,−1)}, then there would exist integers {ni,mi}ℓi=1 such that
Z(v) = Z(fn11 f
m1
2 · · · fnℓ1 fmℓ2 ).
Since Z(f1) ⊔ Z(f2) = Z(v), however, this is impossible.
To describe all the R+-functors y on this 2-graph, set ei = y(ei), and
fi = y(fi). The factorization relations then tell us that all the R+-functors
must satisfy
e1 + f2 = f1 + e2, e2 + f1 = f2 + e1.
In other words, we have 3 free variables e1, e2, f1; and f2 = f1 + e2 − e1.
Since |Λ0| = 1, we have
B1(y, θ) =
(
e−θe1 + e−θe2
)
,
B2(y, θ) =
(
e−θf1 + e−θf2
)
=
(
e−θf1 + e−θ(f1+e2−e1),
)
and ξy,θ = (1) for any y, θ.
The fact that Λ has only one vertex implies that each matrix Bi(y, β) will
be irreducible, for any choice of y and β. By Corollary 4.11, the periodicity
of Λ means that Equation (4.6) will never hold, regardless of our choice of
y and β. Indeed, although d(f1) 6= d(e1), we always have
y(e1) +
1
β
ln(ρ(B1(y, β)) = y(f1) +
1
β
ln(ρ(B2(y, β)).
Consequently, since
αy,βt (sλ) = e
it(y(λ)+ 1
β
ln(ρ(B(y,β))d(λ)))sλ,
the action αy,β scales both se1 and sf1 by the same complex number.
Recall that every infinite path in Λ∞ can be written uniquely as a one-
sided infinite sequence of edges which alternate blue-red-blue-red. In Λ,
all edges are composable, so Λ∞ is naturally homeomorphic to the infinite
product
∏
N{0, 1}. Moreover, µy,θ(Z(e2)) = 1 − µy,θ(Z(e1)) because Λ∞ =
Z(e1)⊔Z(e2). By our identification of Λ∞ with
∏
N{0, 1}, we can view µy,θ as
a Markov measure µx on
∏
N{0, 1}, where x = µy,θ(Z(e1)) = µy,θ(Z(f1)). In
the notation of Section 3.1 of [DJ14], the Markov measure µx on
∏
n∈N{0, 1}
corresponds to the matrix
Tx =
(
x 1− x
1− x x
)
,
and assigns measure µx(Z(a1 · · · an)) = x#{i:ai=0}(1 − x)#{j:aj=1} to the
cylinder set Z(a1 · · · an). Indeed, [DJ14, Theorem 3.9] implies that if x 6= x′
then µx and µx′ are mutually singular. It follows that for x = µy,θ(Z(e1)) 6=
1/2, the measure µy,θ is mutually singular with respect to the measure M
from [HLRS15, Proposition 8.1].
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In fact, the correspondence taking (y, θ) to x such that µy,θ = µx is
surjective. That is, given x ∈ (0, 1/2), we will describe a way to choose a
pair (y, θ) such that µy,θ(Z(e1)) = µx. Having chosen x ∈ (0, 1/2) and y(e1),
choose θ > ln((1−x)/x)y(e1) > 0 and define
y(e2) = y(e1)− 1
θ
ln
(
1− x
x
)
.
Note that y(e2) will be positive whenever θ >
ln((1−x)/x)
y(e1)
. Setting y(fi) :=
y(ei) completes the definition of the R+-functor. However, other construc-
tions of weight functors are also possible; cf. [McN15, Example 5.31].
Remark 5.1. This example can be extended to the setting of 2-graphs with
one vertex and N edges of each color, using the Markov measures associated
to N ×N matrices from [DJ14].
Remark 5.2. For a fixed R+-functor y, Corollary 3.7 tells us that varying
θ produces a continuous family of measures µy,θ. However, if x 6= x′, the
Markov measures µx and µx′ are mutually singular. Thus, equivalence and
continuity of a family of measures are different concepts.
5.2. An example from [LLN+15]. Another motivating example for us was
the 2-graph of [LLN+15, Example 7.7], which is described by the edge-
colored directed graph
u v w
a0
c0
a1
c1
d0
b0
d1
b1
with factorization rules
a0b0 = d0c0 a1b1 = d1c1 a1b0 = d1c0
a0b1 = d0c1 c1d1 = b0a0 c0d0 = b1a1.
Again, for any edge f , write f for the value y(f).
The linear system arising from the factorization relations that a R+-
functor on Λ must satisfy consists of 6 equations, which we write in com-
pressed form as
ai + bi = di + ci, i = 0, 1
ai + bi = di + c1−i, i = 0, 1
ai + bi = d1−i + c1−i, i = 0, 1,
This system has 4 free variables (b1, c1,d0,d1).
Now, suppose we have chosen a R+-functor y on Λ and θ ∈ (0,∞). Define,
for i = 0, 1,
Ai := e
−θ ai Bi := e
−θ bi Ci := e
−θ ci Di := e
−θ di ;
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then B1(y, θ) =
 0 A0 0C0 0 C1
0 A1 0
, B2(y, θ) =
 0 D0 0B0 0 B1
0 D1 0
.
Straightforward computations reveal that
ρ(B1(y, θ)) =
√
A0C0 +A1C1 =
√
2C1
(D1
B1
)1/2
and the unimodular positive eigenvector for B1(y, θ) is
1
A0 +A1 + ρ(B1(y, θ))
 A0ρ(B1(y, θ))
A1
.
Similarly, ρ(B2(y, θ)) =
√
B0D0 +B1D1 =
√
2 (B1D1)
1/2, and the unimod-
ular positive eigenvector for B2(y, θ) is
1
D0 +D1 + ρ(B2(y, θ))
 D0ρ(B2(y, θ))
D1
.
Lemma 2.1 implies that B1(y, θ) andB2(y, θ) have a unique common positive
unimodular eigenvector ξy,θ, so the eigenvectors for B1(y, θ) and B2(y, θ)
must be equal. Moreover, we have
ρ(B1(y, θ))ρ(B2(y, θ)) = 2C1D1 = 2A0B0.
With the above information, we can now compute the probability measure
µy,θ on some cylinder sets Z(λ). First, observe that
µy,θ(Z(a0b0)) = A0B0(ρ(B1(y, θ)))
−1(ρ(B2(y, θ)))
−1ξy,θs(a0b0)
=
1
2
ξy,θu .
Proposition 4.6 of [FGJ+18a] explains how a matrix Tx =
(
x 1− x
1− x x
)
,
for x ∈ (0, 1), can be used to construct Markov measures on Λ∞. For dif-
ferent values of x, the associated Markov measures are inequivalent. We
observe also that the Markov measures µx from [FGJ
+18a, Proposition 4.6]
are not probability measures; rather, µx(Λ
∞) = 2 .
However, the measure µy,θ can only be a (rescaled) Markov measure for
x = 1/2. To see this, we recall from [FGJ+18a] that
µx(Z(a0b0)) = Tx(1, 1)Tx(1, 1) = x
2, while µx(Z(u)) = Tx(1, 1) = x.
Therefore, if µy,θ = 1/2µx for some x, then
1
2
=
µy,θ(Z(a0b0)
µy,θ(Z(u))
=
µx(Z(a0b0))
µx(Z(u))
= x.
Note that the Markov measure µ1/2 also assigns µ1/2(Z(w)) = 1/2, and
µ1/2(Z(v)) = 1.
Now, recall from [FGJ+18a] that µ1/2 = 2M where M denotes the mea-
sure from [HLRS15, Proposition 8.1]. This measure M also arises as µy,θ
when y = 0. In other words, the only way that µy,θ can be a (rescaled)
Markov measure is if µy,θ =M .
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We can completely characterize the KMSβ states of (C
∗(Λ), αy,β). Indeed,
by [LLN+15, Example 7.7], we know that Per(Λ) = 2Z(1,−1). Theorem 4.8
therefore implies that the simplex of KMSβ states is isomorphic to the tracial
state space of C(T).
6. Weights, ultrametrics, and Hausdorff structure
In this section, we use the same data (an R+-functor and a positive num-
ber θ) that we employed in Section 4 to define the generalized gauge action
αy,θ for a different purpose: namely, we construct an ultrametric dy,θ on the
infinite path space Λ∞, which we view as a Cantor set. We then compute
the Hausdorff dimension and Hausdorff measure of (Λ∞, dy,θ): Corollary
6.17 establishes that the Hausdorff dimension of (Λ∞, dy,θ) is θ – the same
as the inverse temperature for which we characterized the KMS states for
the associated dynamics αy,θ of C∗(Λ) in Theorem 4.8 – and the associated
Hausdorff measure is precisely our unique quasi-invariant measure µy,θ. In
fact, we prove a result about Hausdorff dimension in a greater generality in-
volving weights on Bratteli diagrams with a certain self-similarity property,
see Theorem 6.16.
The examples of k-graphs and R+-functors which we discussed in Section
5 satisfy the hypotheses of Corollary 6.17. In particular, the 2-graph of
Section 5.1 admits R+-functors giving rise to a large family of inequivalent
Hausdorff measures on Λ∞.
Following [PB09, JS11b], our ultrametrics dy,θ are constructed using weights
on Bratteli diagrams. Thus, we begin by reviewing the construction of a
Bratteli diagram associated to a higher-rank graph from [FGJ+18b] (Defi-
nition 6.1) and discussing how to use a R+-functor to construct weights on
the Bratteli diagram (Propositions 6.6 and 6.7). We then show, in Propo-
sition 6.9, that the ultrametric dy,θ arising from such a weight metrizes the
cylinder set topology on Λ∞.
We note that weights on Bratteli diagrams and the associated ultrametrics
have been studied by many authors [PB09, JS11b, FGJ+18b]. In particular,
Pearson and Bellissard [PB09] were motivated by work of Michon [Mic93],
who introduced the notion of a weighted tree in his study of Gibbs measures
on Cantor sets; see also [JS11a].
6.1. Defining weights and metrics on Bratteli diagrams.
Definition 6.1 ([FGJ+18b] Definition 2.5). Let Λ be a finite k-graph with
coordinate matrices A1, . . . , An. The stationary k-Bratteli diagram asso-
ciated to Λ, which we will call BΛ, is given by a filtered set of vertices
V = ⊔n∈N Vn and a filtered set of edges E = ⊔n≥1 En, where the edges in En
go from Vn to Vn−1, such that:
(a) For each n ∈ N, Vn = Λ0 consists of the vertices of Λ.
(b) When n ≡ i (mod k), there are Ai(p, q) edges whose range is the
vertex p of Vn−1 and whose source is the vertex q of Vn.
A path (finite or infinite) in the Bratteli diagram BΛ is a path with range in
V0. We write |η| for the length (number of edges) of a finite path η in the
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Bratteli diagram, and FnBΛ for the finite paths of length n. We also write
FBΛ :=
⋃
n
FnBΛ.
Proposition 2.10 and Remark 2.11 of [FGJ+18b] discuss the relationship
between paths (finite and infinite) in Λ and BΛ. In particular, every finite
path in BΛ is represented by a string of composable edges in Λ. Conse-
quently, if η ∈ FBΛ we will also write η ∈ Λ to denote the unique morphism
in Λ represented by the string η of composable edges. However, not every
finite path in Λ corresponds to a finite path in BΛ. For example, a path in
Λ consisting of two red edges will not occur in BΛ.
The space of infinite paths in BΛ is also denoted the boundary of the
Bratteli diagram in some references. It is canonically equipped with the
cylinder set topology, whose basic open sets are {Z(λ)}λ∈FBΛ , where Z(λ)
is the set of infinite paths whose initial segment is λ. Proposition 2.10 of
[FGJ+18b] shows that when we equip both spaces with the cylinder set
topology, Λ∞ is homeomorphic to the space of infinite paths in BΛ.
The following is a slight modification of the definition of a weight on a
Bratteli diagram as introduced in, for example, [PB09, JS11b, FGJ+18b].
Although we state Definition 6.2 for arbitrary Bratteli diagrams, in this
paper we will apply it mainly to stationary k-Bratteli diagrams.
Definition 6.2 (compare with [PB09] Definition 8, [JS11b] Definition 2.9,
[FGJ+18b] Definition 2.14). A weight on a Bratteli diagram B is a function
w : FB → R+ such that
(i) w(v) ≤ 1 for all v ∈ V0.
(ii) limn→∞ sup{w(γ) | γ ∈ FnB} = 0.
(iii) If η is a sub-path of γ, then w(γ) ≤ w(η).
In this paper, we work primarily with Bratteli diagrams associated to
finite k-graphs. Under these hypotheses, the supremum in condition (ii)
above is actually a maximum.
Definition 6.3. A metric d on a space X is an ultrametric if
(6.1) d(x, y) ≤ max{d(x, z), d(y, z) | z ∈ X}.
The following Proposition shows that the first part of the conclusion of
Proposition 2.15 of [FGJ+18b] still holds with our revised definition of a
weight. The second part of that proposition, asserting that the ultrametric
topology agrees with the cylinder set topology, need not hold in general but
it does hold in our case of interest; see Proposition 6.9 below.
Proposition 6.4. Let w be a weight on a Bratteli diagram B. The formula
(6.2) dw(x, z) =

1, r(x) 6= r(z)
0, x = z
w(x ∧ z), else.
defines an ultrametric on the space XB of infinite paths in B. Here x ∧ z ∈
FBΛ denotes the longest common initial segment of x and z.
Proof. This follows verbatim from the first part of the proof of [FGJ+18b,
Proposition 2.15]. 
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The following Lemma establishes conditions under which the hypotheses
of Proposition 6.6 are satisfied. These conditions are not necessary; for
example, the coordinate matrices for the 2-graph studied in Section 5.2
satisfy the conclusion of Lemma 6.5 (and thus the hypotheses of Proposition
6.6) but not the hypotheses of Lemma 6.5.
Lemma 6.5. Let B be a nonnegative matrix with at least two non-zero
entries per row. Then the spectral radius of B is strictly greater than any of
the entries of B.
Proof. Write R for the positive square root of BBt, and notice that R is
Hermitian. By [Sch86, Theorem 2] we have that
ρ(R) ≤ ρ(B).
By the spectral theorem, it also follows that
ρ(R)2 = ρ(R2) = ρ(BBt).
Now assume that m = Bq,r is the largest entry of B; this implies that
the (q, q)-entry of BBt is strictly greater than m2. Now by using Rayleigh
quotients to bound the spectral radius for BBt, we get, if we denote by ej
the standard basis for Rn, that
ρ(R2) ≥ (BBteq, eq) > m2 ⇒
√
ρ(R2) > m.
It follows that m < ρ(R) ≤ ρ(B), as desired. 
In preparation for the next two propositions, we first note that due to
the fact that every path in FBΛ is given by a string of composable edges
in Λ, and hence represents a unique morphism in Λ, cf. [FGJ+18b, Remark
2.11], we can (and will) interpret a R+-functor y also as an additive functor
y : FBΛ → R+. Second, we identify a necessary condition on the matrices
Bi(y, θ) which ensures that we obtain a weight on FBΛ. Since the condition
will differ in the one-vertex case and the general finite k-graph case, we list
it for easy reference in the following two formulations:
(w-I) ∀i = 1, . . . , k, ρ(Bi(y, θ)) > 1.
(w-II) ∃i = 1, . . . , k such that ρ(Bi(y, θ)) > max{Bi(y, θ)v,w | v,w ∈ Λ0}.
Observe that condition (w-I) is satisfied for all θ near 0 if the k-graph has
at least two edges of every color; the example of Section 5.1 satisfies this
condition.
Proposition 6.6. Let Λ be a finite, strongly connected k-graph with at least
two vertices. Let y be a R+-functor on Λ and θ ∈ R+ such that condition
(w-II) holds. Then the function wy,θ : FBΛ → R>0 given by
(6.3) wy,θ(λ) = e
−y(λ)
(
ρ(B(y, θ))−d(λ)ξy,θs(λ)
)1/θ
is a weight on BΛ.
Proof. Since ξy,θ ∈ (R+)Λ0 has ℓ1-norm 1, wy,θ satisfies the first condition of
Definition 6.2. We next check the third condition. Let η ∈ FBΛ be a finite
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path; suppose that |η| = qk + (i − 1), so that every edge extending η will
have degree ei. Writing w := s(η), we compute:
ρ(B(y, θ))−d(η)ξy,θw = ρ(B(y, θ))
−d(η)−ei
∑
v∈Λ0
Bi(y, θ)w,vξ
y,θ
v
= ρ(B(y, θ))−d(η)−ei
∑
λ∈wΛei
e−y(λ)θξy,θs(λ).
Moreover, each summand is strictly positive, and therefore
ρ(B(y, θ))−d(η)ξy,θw ≥ ρ(B(y, θ))−d(η)−eie−y(λ)θξy,θs(λ)
for any λ ∈ Eqk+i = Λei . Hence,(
ρ(B(y, θ))−d(η)ξy,θw
)1/θ ≥ e−y(λ) (ρ(B(y, θ))−d(η)−eiξy,θs(λ))1/θ
for any such λ. It follows that, given any finite path η ∈ FBΛ and any
extension ηλ of η,
e−y(η)
(
ρ(B(y, θ))−d(η)ξy,θs(η)
)1/θ ≥ e−y(η)e−y(λ) (ρ(B(y, θ))−d(ηλ)ξy,θs(λ))1/θ .
The additivity of y thus implies that
(6.4) wy,θ(ηλ) ≤ wy,θ(η),
so the third condition of Definition 6.2 is satisfied.
For the second condition, first note that our calculations above imply that
sup{wy,θ(γ) | γ ∈ Fn+1BΛ} ≤ sup{wy,θ(γ) | γ ∈ FnBΛ}.
Moreover, for any non-negative matrix B, [Sch86] implies that
ρ(B)2 ≥ ρ(BBt).
The fact that Λ is strongly connected, and hence source-free by [HLRS15,
Lemma 2.1], implies that the matrix Bi(y, θ) has a nonzero entry in each row.
Therefore, every diagonal ofBi(y, θ)Bi(y, θ)
t is nonzero, and ρ(Bi(y, θ)Bi(y, θ)
t) ≥
maxv∈Λ0{Bi(y, θ)2vv}. It follows that
ρi := ρ(Bi(y, θ)) ≥ max
v∈Λ0
Bi(y, θ)vv .
We furthermore recall that, for each 1 ≤ j ≤ k; v,w ∈ Λ0; and f ∈ vΛejw,
we have e−y(f)θ ≤ Bj(y, θ)vw. It follows that
(6.5) sup{e−y(f) | d(f) = ej} ≤
(
sup{Bj(y, θ)vw | v,w ∈ Λ0}
)1/θ ≤ ρ1/θj .
Writing n = qk + t for 0 ≤ t ≤ k − 1, the sequence
(6.6)
(
sup{e−y(λ)ρ(B(y, θ))−d(λ)/θ | λ ∈ FnBΛ}
)
n∈N
tends to zero iff wy,θ satisfies the second condition of a weight, because the
fact that Λ is finite implies that the set {(ξy,θv )1/θ : v ∈ Λ0} is bounded (and
bounded away from zero).
Since each term in this sequence is bounded by 1, our assumption that
sup{Bi(y, θ)vw | v,w ∈ Λ0} < ρi for at least one i, combined with Equation
(6.5), forces the sequence (6.6) to tend to zero. Consequently, the sequence
(sup{wy,θ(γ) | γ ∈ FnBΛ})n∈N – being bounded above by the product of the
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sequence (6.6) and the maximum of {(ξy,θv )1/θ}v∈Λ0 – also tends to zero as
n→∞. 
Before stating the following Proposition, we remind the reader that if
|Λ0| = 1, then the unimodular Perron-Frobenius eigenvector ξy,θ ∈ (R>0)Λ
0
must be the constant vector (1). With this in mind, Equations (6.3) and
(6.7) give the same formula in the case of one-vertex k-graphs.
Proposition 6.7. Let Λ be a finite, strongly connected one-vertex k-graph.
Suppose that an R+-functor y and θ ∈ R>0 have been chosen such that
condition (w-I) holds. Then the function wy,θ : FBΛ → R>0 given by
(6.7) wy,θ(λ) = e
−y(λ)
(
ρ(B(y, θ))−d(λ)
)1/θ
is a weight on BΛ.
Proof. First notice that condition (i) of Definition 6.2 holds immediately;
wy,θ(v) = 1 for the unique v ∈ Λ0. Condition (iii) follows immediately
from condition (w-I). To check condition (ii) of Definition 6.2, we simply
observe that, again thanks to condition (w-I), that
(
ρ(B(y, θ))−d(λ)
)1/θ → 0
as d(λ)→∞. 
The next Lemma establishes the crucial condition of our weights wy,θ,
which guarantees that the associated ultrametric dy,θ metrizes the cylinder
set topology on XBΛ
∼= Λ∞, the infinite path space of Λ. (However, Lemma
6.8 does not actually require that the function wy,θ be a weight.) We will
also rely on Lemma 6.8 to prove Corollary 6.17.
Lemma 6.8. Let Λ be a finite and strongly connected k-graph, y a R+-
functor on Λ and θ ∈ (0,∞). Let wy,θ denote the function from Equation
(6.3). For any finite path λ ∈ BΛ, and any m ∈ N,
(6.8) wy,θ(λ)
θ =
∑
λη∈F |λ|+mBΛ
wy,θ(λη)
θ.
Proof. The fact that ξy,θ is an eigenvector for each matrix Bi(y, θ) with
eigenvalue ρi implies that, for any path λη ∈ FBΛ,
wy,θ(λ)
θ = e−θy(λ)ρ(B(y, θ))−d(λ)ξy,θs(λ)
= e−θy(λ)ρ(B(y, θ))−d(λ)−d(η)
∑
v∈Λ0
B(y, θ)
d(η)
s(λ),vξ
y,θ
v
= e−θy(λ)ρ(B(y, θ))−d(λ)−d(η)
∑
λη˜∈F |λη|BΛ
e−θy(η˜)ξy,θs(η˜)
=
∑
λη˜∈F |λη|BΛ
e−θy(λη˜)ρ(B(y, θ))−d(λ)−d(η)ξy,θs(η˜)
=
∑
η˜:λη˜∈F |λη|BΛ
wy,θ(λη˜)
θ.
Furthermore, since Λ is strongly connected, there is a path λη ∈ F |λ|+mBΛ
for any m ∈ N. Since η was arbitrary, this finishes the proof. 
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Proposition 6.9. Let Λ be a finite, strongly connected k-graph. Suppose
that θ ∈ R+ and a R+-functor y on Λ exist such that condition (w-I) holds
if |Λ0| = 1 and otherwise condition (w-II) holds. Then the formula dy,θ
associated to wy,θ as in Proposition 6.4,
dy,θ(x, z) = inf
{
e−y(λ)
(
ρ(B(y, θ))−d(λ)ξy,θs(λ)
)1/θ | x, z ∈ Z(λ), λ ∈ FBΛ}
= inf{wy,θ(λ) | x, z ∈ Z(λ), λ ∈ FBΛ}
(6.9)
is an ultrametric on Λ∞. Furthermore, this ultrametric induces the cylinder
set topology on Λ∞.
Proof. For the first statement, combine Proposition 6.4 and Proposition 6.6
or Proposition 6.7.
For the second statement, we will prove that if wy,θ(γ) = r then for any
x ∈ Z(γ), we have B(x; r) = Z(γ). Observe first that
B(x; r) = {z ∈ Λ∞ | dy,θ(x, z) ≤ r}
= {z ∈ Λ∞ | ∃ λ ∈ FBΛ s.t. x, z ∈ Z(λ) and wy,θ(λ) ≤ r}
⊇ Z(γ).
To see that B(x; r) = Z(γ), choose z ∈ B(x; r); we will show that z ∈ Z(γ).
Write λ for the longest path in FBΛ such that x, z ∈ Z(λ); then dy,θ(x, z) =
wy,θ(λ). By hypothesis,
wy,θ(λ) ≤ r = wy,θ(γ).
Moreover, since x ∈ Z(λ)∩Z(γ) we must have that one of λ, γ is a sub-path
of the other. If γ is a sub-path of λ then the fact that z ∈ Z(λ) implies that
z ∈ Z(γ) and the proof is finished.
On the other hand, if λ is a sub-path of γ, condition (iii) of Definition 6.2
forces wy,θ(λ) ≥ wy,θ(γ). Thus,
(6.10) wy,θ(λ) ≤ wy,θ(γ) ≤ wy,θ(λ) ⇒ wy,θ(λ) = wy,θ(γ) = r.
By Lemma 6.8, since λ is a sub-path of γ, we know that
wy,θ(λ)
θ =
∑
λη∈F |γ|BΛ
wy,θ(λη)
θ = wy,θ(γ)
θ +
∑
λη 6=γ
wy,θ(λη)
θ.
Equation (6.10) now implies that
∑
λη 6=γ wy,θ(λη)
θ = 0; since wy,θ(ν) > 0
for any path ν ∈ FBΛ, it follows that
{λη ∈ F |γ|BΛ | λη 6= γ} = ∅.
In other words, Z(λ) = Z(γ), so z ∈ Z(γ) as desired. 
Corollary 6.10. Suppose that Λ is a finite, strongly connected k-graph.
Choose θ ∈ R+ and a R+-functor y on Λ such that condition (w-I) holds if
|Λ0| = 1 and otherwise condition (w-II) holds. Then for any path λ ∈ FBΛ,
diamZ(λ) = wy,θ(λ).
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Proof. The proof of Proposition 6.9 establishes that for any x ∈ Z(λ),
Z(λ) = B(x; r)
where r = wy,θ(λ). Therefore diamZ(λ) = r = wy,θ(λ). 
6.2. The Hausdorff structure of (Λ∞, dy,θ). We conclude the paper by
computing the Hausdorff measure and dimension of the ultrametric Cantor
sets (Λ∞, dy,θ), using the detailed understanding of the weights dy,θ obtained
in Section 6.1, and showing that the Hausdorff measure is precisely the quasi-
invariant measure µy,θ. For this computation, the condition (6.8) satisfied
by wy,θ is crucial; indeed, we are able to compute the Hausdorff measure and
dimension of (XB, dǫ) whenever ǫ is a weight on the Bratteli diagram B which
satisfies Equation (6.8). To formalize this, we introduce (see Definition
6.12) the notion of an exponentially self-similar weight with exponent θ that
is modeled on Equation (6.8). We mention that self-similar conditions on
weighted Cantor sets or Bratteli diagrams have been introduced before, see
for example [JS11a, Definition 2.6]. The existing definitions do not apply to
our case of interest, however (see Remark 6.13 below).
Definition 6.11. [Rog70, Definition 16] Let (X, d) be a metric space and
fix s ∈ R≥0. The Hausdorff measure of dimension s of a compact subset Z
of X is
Hs(Z) = lim
δ→0
inf
∑
Ui∈F
(diam Ui)
s | |F | <∞, ∪iUi = Z, diam Ui < δ for all i
 .
It is standard to show that Hs(Z) is a decreasing function of s, and that
there is a unique s ∈ R such that Ht(X) = ∞ for all t < s and that
Ht(X) = 0 for all t > s. This value of s is called the Hausdorff dimension
of X.
Definition 6.12. Let B be a Bratteli diagram and let XB be its infinite
path space equipped with the cylinder set topology.
(i) We say B is a Cantorian Bratteli diagram if XB is a Cantor set.
(ii) An exponentially self-similar weight with exponent θ ∈ [0,∞) is a
weight ǫ on a Cantorian Bratteli diagram B satisfying the equation
(6.11) ǫ(λ)θ =
∑
λη∈F |λ|+mB
ǫ(λη)θ
for all finite paths λ ∈ FB and all m ∈ N.
Remark 6.13. There does not appear to be any relation between our ex-
ponentially self-similar weights and the self-similar metrics on Bratteli di-
agrams discussed in [JS11a]. Lemma 6.8 implies that for any R+-functor
y and any θ ∈ R+, the weights wy,θ are exponentially self-similar weights
with exponent θ. However, the associated metric dy,θ does not satisfy the
self-similarity condition in [JS11a, Definition 2.6], because inf{e−y(λ) : λ ∈
FBΛ} = 0. Moreover, the conditions placed on the constants {aγ : γ ∈ FB}
in [JS11a, Definition 2.6] are too weak to guarantee Equation (6.11).
The proofs of the following Proposition and Corollary are identical to the
proofs of Proposition 6.9 and Corollary 6.10, so we omit the details.
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Proposition 6.14. Suppose that B is a Cantorian Bratteli diagram with
weight ǫ. The formula
(6.12) dǫ(x, y) := ǫ(x ∧ y)
defines an ultrametric on the infinite path space XB of B. Furthermore, if ǫ
is exponentially self-similar with exponent θ, then the ultrametric dǫ induces
the cylinder set topology on XB.
Corollary 6.15. Suppose that B is a Cantorian Bratteli diagram with ex-
ponentially self-similar weight ǫ. Then in (XB, dǫ) we have
diamZ(λ) = ǫ(λ).
We now prove that for Cantorian Bratteli diagrams with exponentially
self-similar weights, the exponent and weight are intimately tied to the Haus-
dorff dimension and measure of the ultrametric space (XB, dǫ); compare the
results below with [Edg08, pages 203-206].
Theorem 6.16. Suppose that B is a weighted Cantorian Bratteli diagram
for a self-similar weight ǫ with exponent θ. Then the Hausdorff dimension
of the ultrametric Cantor set (XB, dǫ) is θ.
Proof. We first compute the Hausdorff measure of dimension θ of (XB, dǫ).
Consider a finite cover {Ui}i=1,...,n of XB, and the associated sum
n∑
i=1
(diam Ui)
θ.
Observe first that we can assume each Ui to be a cylinder set Z(µi). Indeed,
given Ui, we can pick x = x1x2 · · · ∈ Ui, and define Bx,i to be the closed ball
of center x and radius diam Ui, namely,
Bx,i = {y ∈ XB | dǫ(x, y) ≤ diam Ui}.
We will show that Bx,i = Z(x1 · · · xℓi) for some ℓi ∈ N; that diamBx,i ≤
diamUi; and that Bx,i ⊇ Ui. Thus, in order to minimize the sum used
to compute the Hausdorff measure, we may assume without loss of gener-
ality that each open set Ui is a cylinder set, by replacing Ui with Bx,i =
Z(x1 · · · xℓi).
The fact that Bx,i ⊇ Ui is immediate from the observation that dǫ(x, z) ≤
diamUi for all z ∈ Ui. To estimate the diameter of Bx,i, choose y, z ∈ Bx,i
and observe that
dǫ(y, z) ≤ max{dǫ(x, y), dǫ(x, z)} ≤ diamUi.
Taking supremums reveals that diamBx,i ≤ diamUi.
We now check that Bx,i = Z(x1 · · · xℓi). By the definition of the weight
ǫ, there is a smallest ℓi ∈ N such that
ǫ(x1 · · · xℓi) ≤ diamBx,i.
If y ∈ Bx,i, by Equation (6.12) we have that
diamBx,i ≥ dǫ(x, y) = wǫ(x ∧ y) = ǫ(x1 · · · xmi)
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for some N ∋ mi ≥ ℓi (thanks to Definition 6.2 and the minimality of ℓi). It
follows that y ∈ Z(x1 · · · xℓi). On the other hand, if z ∈ Z(x1 · · · xℓi), then
dǫ(z, x) = ǫ(z ∧ x) ≤ ǫ(x1 · · · xℓi) ≤ diamUi,
so z ∈ Bx,i by construction. In other words, Bx,i = Z(x1 · · · xℓi) as claimed;
set µi := x1 · · · xℓi , i = 1, . . . , n.
Thus, in estimating Hθ(XB), we need to compute
(6.13) inf
{
n∑
i=1
(diamZ(µi))
θ |
⋃
i
Z(µi) = XB, diamZ(µi) < δ for all i
}
and take the limit as δ → 0 of these infima.
Given one cover U = {Z(µi)}ni=1 of XB in the set (6.13), let M be the
maximum of the lengths of the paths µ1, . . . , µn. Moreover, by equation
(6.11), replacing each Z(µi) by the collection
{Z(µiηij) | |ηij | =M − |µi|}j
(which makes all of the cylinder sets in the open cover U of the same length)
does not change the sum arising in our computation (6.13). (Note that
Z(µi) =
⊔
j Z(µiηij), so the new collection of sets does indeed cover XB
whenever {Z(µi)}ni=1 does.)
Therefore we can assume that all of the cylinder sets Z(µ1), . . . , Z(µn)
are associated to finite paths in B which all have the same length M , and
that all of the cylinder sets are also pairwise disjoint, since
|µi| = |µj | ⇒ Z(µi) ∩ Z(µj) = δi,jZ(µj).
Since {Z(µi)}i coversXB, the collection U = {Z(µ1), . . . , Z(µn)}must there-
fore contain precisely all of the cylinder sets of length M in XB.
Now by applying Corollary 6.15, we see that
Hθ(XB) = lim
δ→0
inf
 ∑
Z(µi)∈U
(diamZ(µi))
θ | diamZ(µi) < δ ∀ i

= lim
δ→0
inf
 ∑
|µ|=M
(ǫ(µ))θ | max{ǫ(µ) | |µ| =M} < δ

= lim
δ→0
inf
∑
v∈Λ0
ǫ(v)θ
 ,
which is strictly between 0 and infinity. Definition 6.11 now implies that θ is
the Hausdorff dimension of (XB, dǫ). Moreover, the arguments above imply
that the Hausdorff measure Hθ is given on cylinder sets by
Hθ(Z(λ)) = ǫ(λ)θ.

Corollary 6.17. Let Λ be a finite, strongly connected k-graph, y a R+-
functor on Λ and θ ∈ (0,∞) such that condition (w-I) holds if |Λ0| = 1
and otherwise condition (w-II) holds. Then the Hausdorff dimension of the
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ultrametric Cantor set (Λ∞, dy,θ) is θ. Moreover, the Hausdorff measure H
θ
agrees with µy,θ.
Proof. Since, by Lemma 6.8, wy,θ is a self-similar weight on Λ
∞ ∼= XBΛ with
exponent θ, the assertion about Hausdorff dimension follows directly from
Theorem 6.16. To see that Hθ = µy,θ, observe that
(6.14) Hθ(Z(λ)) = wy,θ(λ)
θ = e−θy(λ)ρ(B(y, θ))−d(λ)ξy,θs(λ) = µy,θ(Z(λ)).
Since the cylinder sets generate the ultrametric topology on Λ∞ by Propo-
sition 6.9, µy,θ = H
θ as claimed. 
References
[BNR+16] J.H. Brown, G. Nagy, S. Reznikoff, A. Sims, and D.P. Williams, Cartan sub-
algebras in C∗-algebras of Hausdorff e´tale groupoids, Integral Equations Op-
erator Theory 85 (2016), no. 1, 109–126.
[BR] O. Bratteli and D.W. Robinson, Operator algebras and quantum statistical
mechanics. 2, equilibrium states. Models in quantum statistical mechanics,
Springer-Verlag, Berlin.
[Chr17] J. Christensen, Symmetries of the KMS simplex, arXiv:1710.04412, 2017.
[CKSS14] T.M. Carlsen, S. Kang, J. Shotwell, and A. Sims, The primitive ideals of the
Cuntz-Krieger algebra of a row-finite higher-rank graph with no sources, J.
Funct. Anal. 266 (2014), no. 4, 2570–2589.
[DJ14] D. Dutkay and P.E.T. Jorgensen, Monic representations of the Cuntz algebra
and Markov measures, J. Funct. Anal. 267 (2014), no. 4, 1011–1034.
[DPY10] K.R. Davidson, S.C. Power, and D. Yang, Dilation theory for rank 2 graph
algebras, J. Operator Theory 63 (2010), no. 2, 245–270.
[DY09a] K.R. Davidson and D. Yang, Periodicity in rank 2 graph algebras, Canad. J.
Math. 61 (2009), no. 6, 1239–1261.
[DY09b] , Representations of higher rank graph algebras, New York J. Math. 15
(2009), 169–198.
[EBH80] G.A. Elliott, O. Bratteli, and R.H. Herman, On the possible temperatures of
a dynamical system, Comm. Math. Phys. 74 (1980), 281–295.
[Edg08] G. Edgar, Measure, topology, and fractal geometry, Springer, London-New
York, 2008.
[EFW84] M. Enomoto, M. Fujii, and Y. Watatani, KMS states for gauge action on OA,
Math. Japon. 29 (1984), no. 4, 607–619.
[EL03] Ruy Exel and Marcelo Laca, Partial dynamical systems and the KMS condi-
tion, Comm. Math. Phys. 232 (2003), no. 2, 223–277.
[Exe04] R. Exel, KMS states for generalized gauge actions on Cuntz-Krieger algebras,
Bull. Brazilian Math. Soc. (New Series) 35 (2004), no. 1, 1–12.
[FGJ+17] C. Farsi, E. Gillaspy, A. Julien, S. Kang, and J. Packer, Wavelets and spec-
tral triples for fractal representations of Cuntz algebras, Problems and recent
methods in operator theory, Contemp. Math., vol. 687, Amer. Math. Soc.,
Providence, RI, 2017, pp. 103–133.
[FGJ+18a] C. Farsi, E. Gillaspy, P.E.T. Jorgensen, S. Kang, and J. Packer, Representa-
tions of higher-rank graph C∗-algebras associated to λ-semibranching function
systems, arXiv:1803:08779, 2018.
[FGJ+18b] C. Farsi, E. Gillaspy, A. Julien, S. Kang, and J. Packer, Spectral triples and
wavelets for higher-rank graphs, arXiv:1803:09304, 2018.
[FGKP16] C. Farsi, E. Gillaspy, S. Kang, and J. Packer, Separable representations, KMS
states, and wavelets for higher-rank graphs, J. Math. Anal. Appl. 434 (2016),
no. 1, 241–270.
[HLRS14] A. an Huef, M. Laca, I. Raeburn, and A. Sims, KMS states on C∗-algebras
associated to higher-rank graphs, J. Funct. Anal. 266 (2014), no. 1, 265–283.
34 FARSI, GILLASPY, LARSEN AND PACKER
[HLRS15] A. an Huef, M. Laca, I. Raeburn, and A. Sims, KMS states on the C∗-algebra
of a higher-rank graph and periodicity in the path space, J. Funct. Anal. 268
(2015), 1840 – 1875.
[HNP+] P.M. Hajac, R. Nest, D. Pask, A. Sims, and B. Zielin´ski, The K-theory
of twisted multipullback quantum odd spheres and complex projective spaces,
arXiv:1512.08816.
[HRSW13] R. Hazlewood, I. Raeburn, A. Sims, and S.B.G. Webster, Remarks on some
fundamental results about higher-rank graphs and their C∗-algebras, Proc. Ed-
inb. Math. Soc. (2) 56 (2013), no. 2, 575–597.
[IK13] M. Ionescu and A. Kumjian, Hausdorff measures and KMS states, Indiana
Univ. Math. J. 62 (2013), no. 2, 443–463.
[JS11a] A. Julien and J. Savinien, Embeddings of self-similar ultrametric Cantor sets,
Topology and its Applications 158 (2011), 2148–2157.
[JS11b] , Transverse Laplacians for substitution tilings, Comm. Math. Phys.
301 (2011), no. 2, 285–318.
[KP00] A. Kumjian and D. Pask, Higher rank graph C∗-algebras, New York J. Math.
6 (2000), 1–20.
[KPS15] A. Kumjian, D. Pask, and A. Sims, On twisted higher-rank graph C∗-algebras,
Trans. American Math. Soc. 367 (2015), no. 7, 5177–5216.
[LLN+15] M. Laca, N.S. Larsen, S. Neshveyev, A. Sims, and S.B.G. Webster, Von
Neumann algebras of strongly connected higher-rank graphs, Math. Ann. 363
(2015), no. 1-2.
[McN15] R. McNamara, KMS states of graph algebras with a generalised gauge dynam-
ics, Ph.D. thesis, University of Otago, 2015.
[Mic93] G. Michon, Mesures de gibbs sur le Cantor re´guliere, Annales de L’I.H.P. 58
(1993), 267–285.
[Nes13] S. Neshveyev, KMS states on the C∗-algebra of non-principal groupoids, J.
Operator Theory 70 (2013), 513–530.
[Oka02] Rui Okayasu, Cuntz-Krieger-Pimsner algebras associated with amalgamated
free product groups, Publ. Res. Inst. Math. Sci. 38 (2002), no. 1, 147–190.
[Oka03] R. Okayasu, Type III factors arising from Cuntz-Krieger algebras, Proc. Amer.
Math. Soc. 131 (2003), no. 7, 2145–2153.
[OP78] D. Olesen and G.K. Pedersen, Some C∗-dynamical systems with a single KMS
state, Math. Scand. 42 (1978), no. 1, 111–118.
[PB09] J. Pearson and J. Bellissard, Noncommutative Riemannian geometry and dif-
fusion on ultrametric Cantor sets, J. Noncommut. Geom. 3 (2009), 447–480.
[Ren80] J. Renault, A groupoid approach to C∗-algebras, Lecture Notes in Mathemat-
ics, vol. 793, Springer-Verlag, 1980.
[Rog70] C.A. Rogers, Hausdorff measures, Cambridge University Press, London-New
York, 1970.
[RS99] G. Robertson and T. Steger, Affine buildings, tiling systems and higher rank
Cuntz-Krieger algebras, J. Reine Angew. Math. 513 (1999), 115–144.
[RS07] D.I. Robertson and A. Sims, Simplicity of C∗-algebras associated to higher-
rank graphs, Bull. Lond. Math. Soc. 39 (2007), 337–344.
[RSS15] E. Ruiz, A. Sims, and A. P. W. Sørensen, UCT-Kirchberg algebras have nuclear
dimension one, Adv. Math. 279 (2015), 1–28.
[RSY03] I. Raeburn, A. Sims, and T. Yeend, Higher-rank graphs and their C∗-algebras,
Proc. Edinburgh Math. Soc. 46 (2003), 99–115.
[Sch86] A.J. Schwenk, Tight bounds on the spectral radius of asymmetric nonnegative
matrices, Linear Algebra Appl. 75 (1986), 257–265.
[Tho14] K. Thomsen, KMS weights on groupoid and graph C∗-algebras, J. Funct. Anal.
266 (2014), 2959–2988.
[Yan10] D. Yang, Endomorphisms and modular theory of 2-graph C∗-algebras, Indiana
Univ. Math. J. 59 (2010), 495–520.
[Yan12] , Type III von Neumann algebras associated with 2-graphs, Bull. Lond.
Math. Soc. 44 (2012), no. 4, 675–686.
GENERALIZED GAUGE ACTIONS AND HAUSDORFF STRUCTURE 35
[Yan17] , Factoriality and type classification of k-graph von Neumann algebras,
Proc. Edinb. Math. Soc. (2) 60 (2017), no. 2, 499–518.
[Yeo15] D. Yeo, Perturbation of eigenvectors, https://eventuallyalmosteverywhere.wordpress.com/
2015/11/09/perturbation-of-eigenvectors/, 2015.
