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is partitioned into the non-marked language 
Definition 2:
The language of all strings that start at state Q q i ∈ , and terminate at state
Definition 3:
The characteristic function that assigns a signed real weight to state-partitioned sublanguages is defined as:
Definition 4:
The event cost is conditioned on the DFSA state at which the event is generated, and is defined as
Now we define the measure of any sublanguage of the ( ) i G L in terms of the signed the characteristic function χ and the non-negative event cost π .
Definition 5:
The signed real measure µ of a singleton string set
The signed real measure of
The signed real measure of a DFSA i G , initialized at the state Q q i ∈ , is defined as:
Definition 6: The state transition cost of the DFSA is defined as a function
The n n × state transition cost matrix, denoted as Π -matrix, is defined as: . By Proposition 1, the measure vector µ is uniquely determined as:
Optimal Control Using the Language Measure
We now present the theoretical foundations of the unconstrained optimal control of discrete event systems [SL98] . Let 
, the control policy selectively disables certain controllable events, and therefore the following (elementwise) inequality holds: is defined as:
is a contraction operator, and there exists a unique measure vector
elementwise, and 0 Π is a contraction operator,
is also a contraction operator. Since Χ is a constant vector,
■
Corollary 1 to Proposition 2:
The fixed point of the contraction operator
. Hence, the operator 
Proof:
The DFSA satisfies the identity
that leads to the inequality 
, and the remaining columns of k ∆ are zero vectors. This implies:
Since
have. 
Experimentation
The experimentation for our research was designed to resolve the issue of determining the π values of a given plant model for a system. It is important to be able to mathematically or experimentally determine these values, as opposed to their being set by hand, because in general it is impossible to properly assign by hand probabilities for uncontrollable events (it is possible to assign the π values for controllable events, since a controller can choose how often they wish such events to occur). For typical MICA scenarios, we used the Boeing Simulator to generate the necessary data to determine the π values.
The simulation runs generates situations where events occur. Specifically, we implemented an event generator that examined the variables of the system and determined, from those variables and the current state of the system according to the plant model, what discrete event is occurring in the system. Since the Boeing simulator is a rich simulation environment, we can use it to determine the plant model's π values.
Experiment Description
The basis for the experiment is this hypothesis: Hypothesis: π values can be determined through event generation and statistical analysis of those events occurring over the course of a large number of simulated or actual runs.
The goal of the experiment is to show that the experimental data for these π values converges to within ε of its actual value with probability δ. The experimental procedure was as follows:
1. Identify the states and events (and thus the transition table) for the system's plant model.
2. Implement event generators that take the simulator/experiment data and determine if one of the previously defined events have occurred. Then update the plant model to the new state designated by the event that occurred and the previous state.
3. Tally event occurrences in a π -like matrix. That is, an entry in an m * n matrix is incremented whenever the corresponding event occurs at the corresponding state.
4.
Sum the values of a row i and then divide each element in i by that sum. Scale this number by (1-θ) for some pre-determined value of θ. The resulting matrix contains the π values.
5. Repeatedly run experiment to continue adding to the event occurrence matrix. Over the course of numerous experiment runs, the resulting π value matrix from these runs should converge.
In order to conduct the experiment, we implemented event generators that would determine, at each tick, whether or not an event in the set of possible events given the current state had occurred. For example, a event generator for a Damaged event would trigger if the simulator's status for a given platform indicated that the platform was damaged. Each event required an event generator. Once these generators were developed, we could conduct the experiment.
Simulation
The experiment scenario was that of two fighters and five targets. Each fighter had the same plant model, and each fighter's events were used in the tallying of events in the event occurrence matrix. Targets were randomly placed on the map and fighters emerged from a location representing their base on the map (the southeast corner). See Figure 1 . The fighters would emerge randomly from the base, and upon detection of a target, fly toward it to engage, and then decide, based upon uncontrollable events and preset controllable event probabilities, what actions to take. The fighter's processes continued in this manner until they were destroyed, all the targets were destroyed, or an upper limit on time for each run was reached.
Plant Model
The experiment plant model had these states:
The following events were recognized by the generators, where U stands for uncontrollable, and C for controllable: 
Results
After several hundred simulation runs, the entries with frequently occurring events began to stabilize near a particular value. For example, the last few π values for the transition <Attack, attack, Attack> (from the Attack state, choose to attack) are shown just below in Table 2 . The resulting π matrix, prior to any scaling, is in Table 3 (figures may not sum to 1 due to rounding). Note that some entries are 0, despite their having potential for having a transition occur there, according to the transition table. There are a few possible reasons for this result. One is that not enough runs might have been conducted on the model to get enough situations for those transitions to occur. Another more likely reason, is that the logic of the fighters do not allow the fighters to reach those situations, which means that those transitions are a part of a inaccurate modeling of the system at hand. If the fighters, or the plant model, were modified to better model the actual situation, such anomalies would be reduced. Thus this method establishes π values for the available transitions, and it also points out transitions which may not actually have a counterpart in the real scenario, be it from fighters whose logic precludes those situations from happening, or otherwise. The difficulty in creating a plant model for a given system makes such capability in this method algorithm a bonus. After refining the fighter model, plant model, and scaling, we have a usable π table, on which we can use the language measure. 
Experiment 2: Robustness of measure and optimality algorithm
The scenario developed for the simulation experiments in this setting deployed a fighter airplane against a target that attempts to defend itself by shooting down the fighter. The experiment was conducted using four different but similar plant models and four increasingly aggressive controllers [RW87] . A nominal plant model was developed representing a single fighter aircraft on a mission to destroy a single defensive target (e.g., an anti-aircraft artillery site), as seen previously in prior presentations. From this plant, 3 other models were created through small variations in the π values of transitions and X values of the marked states. These variations allow the experiment to examine the language measure's validity, and utilize the X vector feature of assessing the relative worth of marked states. The four models of the plant aircraft are described below: Four supervisors were designed from four simple specification sets, which are described below in order of increasing aggressiveness:
Specification set 1: Only attack if there are no problems with the fighter. That is, no damage (major or minor), and ample fuel. Fighter shall not start attacking if there are any problems, and if a problem (including running low on fuel) develops during attack, the mission will be aborted. Mid-air refueling is not allowed during attack. 
Results
Language measurements were carried out using each of the four controllers on each of the four plants, as well as the unsupervised version of the plants, for a total of 20 measurements. Table 4 lists the results of these measurements. The No Controller row shows the language measure of the open plant itself, without a controller being applied to it. Those figures are the baseline for comparison of controllers that are applied to those models. Controllers that measure less than the open plant model's measure are considered to be bad or useless controllers (and thus their specifications detrimental): it would be better to attempt the scenario without those controls being applied, for there is a better chance of success according to the measure. According to the table, controller 3 was the only controller that managed to improve upon all four of the open-loop plant models. As such it consistently was the best control specifications to use for the scenario of the four that were proposed. The consistency is important, because the measure's validity depends on being consistent even over small perturbations of plant models like the changes that were in this experiment. Furthermore, the order of goodness according to the measure was also consistent across the four varieties of plant models: controller 3 was best, followed by 2, 1, and lastly 4. This observation further establishes the consistency of the measure. If the ranking of controllers could be permuted when they differed by non-trivial amounts as the result of small perturbations in the plant model, the measure would lose validity.
Controllers 1 and 4 were both bad strategies, they consistently yielded measures worse than that of the unrestricted plant, while the performance of controller 2 was mixed; its measures were so close to those of the original plant that its measure compared to the original plant was very sensitive to the changes of the X vector and Π-matrix. The all-or-nothing strategies failed to rank as highly as the strategies that were middling in their aggressiveness, controller 1 being too risk averse and controller 4 allowing for too much risk. The results of the experiment suggest that over the course of repeated runs of this scenario, using the range of parameter perturbation in this experiment), controller 3 would yield the highest percentage of successful runs, followed by 2, 1 and 4. Now we compare these results to those of applying optimal control onto all of the previous measurements in Table 5 . As expected, unconstrained optimal control yields the best results. Controller 1's performance is unchanged after optimization, which means that it was already optimal for the set of specifications it was covering. Controller 2's performance has a significant increase, instead of being the worst, it is now better than controller 1.
Conclusions
With the process of determining π values from the first experiment, we have enabled the language measure to be applicable on any system that can be represented as a discrete event plant. The Boeing Simulator was used as a model of the real world, and events can be extracted from it, or other simulations, or even the real world, through the process detailed above. The first experiment helps to shape the plant model and also provides accurate π values to use with that plant model. Given those results, one can apply the language measure on control specifications to determine which specifications are best. Alternatively one can use the optimality algorithm to find the best set of enabled and disabled controllable events under the given set of specifications for the controller.
