The forward-backward semiclassical dynamics ͑FBSD͒ scheme for obtaining time correlation functions shows much promise as a method for including quantum mechanical effects into the calculation of dynamical properties of condensed phase systems. By combining this scheme with a discretized path integral representation of the Boltzmann operator one is able to calculate correlation functions at finite temperature. In this work we develop constant temperature molecular dynamics techniques for sampling the phase space and path integral variables. The resulting methodology is applied to the calculation of the velocity autocorrelation function of liquid argon. At the chosen state point the FBSD results are in good agreement with classical trajectory predictions, but the existence of a non-negligible imaginary part of the correlation function illustrates the importance of proper density quantization even under nearly classical conditions.
I. INTRODUCTION
One of the long-standing problems in chemical physics is the inclusion of quantum mechanical effects in the dynamics of condensed phase systems. The calculation of the relevant correlation functions is an extremely difficult task. Direct solution of the time-dependent Schrödinger equation is unfeasible because of the well-known exponential scaling with the number of degrees of freedom, and approaches based upon Monte Carlo evaluation of Feynman's path integral method fail because of the ''sign problem. '' In recent years the use of time-dependent semiclassical theory 1,2 as a practical way of including quantum mechanical effects into classical molecular dynamics simulations has received renewed attention. The semiclassical approximation provides an attractive method for both practical and fundamental reasons. Because semiclassical mechanics is based on classical trajectories, one can obtain an intuitive understanding of the dynamical process being investigated, as well as taking advantage of the efficient and well-developed molecular dynamics technology.
The use of semiclassical methods has however been plagued by some serious difficulties. Perhaps the most severe of these is again the sign problem, i.e., the inability of Monte Carlo methods to handle oscillatory integrands; such behavior is the hallmark of the semiclassical phase, and the very successful theory of semiclassical algebra 3, 4 is based on stationary phase approximation of integrals involving the semiclassical phase. Forward-backward semiclassical methods [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] provide a practical way to sidestep this problem, albeit with a loss of some quantum mechanical information. These methods combine the two time evolution operators present in the expression for the correlation function into a single semiclassical propagator. That step is equivalent to an additional stationary phase approximation in all ͑or just some͒ of the degrees of freedom involved. This approximation reduces the oscillatory character of the integral substantiality at the expense of eliminating ͑at least partially͒ quantum interference effects. In condensed phase systems the effects of such interference are usually insignificant because of extensive decoherence. In such cases the forwardbackward semiclassical approximation is both well-justified and accurate.
Certain forward-backward semiclassical approximations to time correlation functions or expectation values take a quasiclassical form, and recent work 39, 54, 55 has incorporated fully quantum mechanical discretized path integral procedures for evaluating the necessary phase space transforms of the Boltzmann operator. This paper is concerned with further developments of the forward-backward semiclassical dynamics ͑FBSD͒ method developed in our group, 35, 36 which make the method more efficient as well as compatible with state-of-the-art classical trajectory methods. Specifically, the present paper advances that methodology by developing constant temperature molecular dynamics ͑MD͒ algorithms for evaluating the integrals associated with the trajectory initial conditions and path integral variables. The combined MD-FBSD method is applied to the calculation of the velocity autocorrelation functions of a simple one-dimensional anharmonic oscillator and of liquid argon.
Section II reviews the theoretical framework of FBSD for time correlation functions and the imaginary time path integral representation of the Boltzmann operator in a coherent state basis. The path integral expression is converted to one suitable for evaluation via MD, under the assumption that the system is sufficiently ergodic. This procedure, along with various algorithmic details, is described in Sec. III. The applications of the methodology are presented in Sec. IV. Finally, concluding remarks and future directions are given in Sec. V.
II. THEORY: QUASICLASSICAL EXPRESSIONS FROM FORWARD-BACKWARD SEMICLASSICAL DYNAMICS
Throughout this paper we consider correlation functions of the type
where Ĥ is the Hamiltonian operator, ␤ϭ1/k B T is the reciprocal temperature in units of the Boltzmann constant and Z ϭTre Ϫ␤H is the canonical partition function. The basic idea is to combine the time evolution operator and its adjoint in Eq. ͑2.1͒ into a single propagator that describes the evolution of the system to time t and back again to zero time. To do this one must be able to take account of the effect of the B operator at the end of the forward evolution part. To date two representations of B as a unitary operator have been used: The Fourier method of Miller and co-workers 31, 34 and the derivative formulation, introduced by Shao and Makri. 35, 36 Both the derivative formulation and a particular linearization of the full semiclassical approximation to the correlation function 56 lead to appealing and practical quasiclassical expressions. In this work we use the derivative formulation, 35, 36, 57 where the following identity is used to represent the B operator
.
͑2.2͒
The method has been described in detail in previous publications 35, 36, 39, 40, 54 and we only give a brief outline here. The expressions presented below are given for a system of d atoms described by 3d Cartesian coordinates, which are denoted collectively by the 3d-dimensional vector x.
After inserting Eq. ͑2.2͒ into Eq. ͑2.1͒ and using the Herman-Kluk phase space representation 15 
͑2.3͒
Here the phase space variables x 0 ,p 0 specify initial conditions for classical trajectories, which are first integrated forward to the time t. At that time the trajectories incur position and momentum jumps given by the relations
͑2.4͒
while the action increments by the amount
͑2.5͒
Subsequently, each trajectory is integrated back to time zero following the classical equations of motion, reaching the phase space point x f ,p f , and the total accumulated action has the value S. Finally, g x 0 ,p 0 in Eq. ͑2.3͒ are coherent states described by complex-valued Gaussians
where ␥ is a 3dϫ3d matrix. The notable feature of Eq. ͑2.3͒ is the absence of the semiclassical prefactor. Elimination of the latter has been achieved by linearizing the final trajectory values and the action in the infinitesimal parameter and rescaling the position and momentum jumps to compensate for the prefactor. For this reason the trajectory increments given in Eq. ͑2.4͒ are equal to one-half of the values dictated by the classical equations of motion that correspond to the product of exponential operators in Eq. ͑2.3͒.
35,36
The infinitesimal character of the trajectory jumps at the end of the forward propagation means that the cross terms between distinct forward and backward trajectories have been neglected. Thus, Eq. ͑2.3͒ cannot account for quantum interference effects. As stated in the introduction, such effects are strongly quenched in systems of many degrees of freedom. Because of this natural decoherence, FBSD can provide an accurate approximation to condensed phase dynamics.
The above structure also allows transformation of Eq. ͑2.3͒ to a derivative-free form that involves trajectories only in the forward time direction. 42, 57 Thus, the Heisenberg operator takes the form
where B(x(t),p(t)) denotes the classical analogue of the operator. The correlation function then becomes
͑2.8͒
Throughout the rest of the paper it is assumed for simplicity that the matrix ␥ is diagonal and its elements are written as a one-dimensional array ␥ s j (sϭ1,..
.,d, jϭ1,2,3).
The next question to consider is the calculation of the coherent state transform of the Boltzmann operator. This function determines the weights of the initial conditions from which classical trajectories are launched. It is thus important to use an accurate quantum mechanical representation of this object. The best solution is to represent the Boltzmann operator as an imaginary time path integral. 58 Just such a procedure was recently developed in our group. 39, 54 By splitting the Boltzmann operator into a product of N imaginary time slices of length ⌬␤ϭ␤/N e Ϫ␤H ϭ͑e Ϫ⌬␤H ͒ N , ͑2.9͒
using the Trotter factorization of the exponential evolution operator
for sufficiently small ⌬␤, and performing some algebra, one arrives at the following discretized path integral representation of the forward-backward semiclassical correlation function 54 ͑PI-FBSD͒:
͑2.11͒
where
͑2.12͒
is the integrand in the path integral representation of the Husimi transform of the Boltzmann operator, and the function ⌳ depends upon the form of the operator Â . For example, the autocorrelation function of the 3d-dimensional momentum vector p is given by the expression
͑2.14͒
The functions introduced in the last equation are
͑2.15͒
͑2.17͒
It is instructive to consider for a moment the physical structure of the PI-FBSD expression, which is illustrated schematically in Fig. 1 . Each quantum mechanical particle is represented by a ''coherent state bead'' x 0 ͑with an associated momentum p 0 ) that is coupled to N ''path integral beads'' x 1¯xN , all connected by harmonic springs. The main difference from the standard classical isomorphism of the imaginary-time path integral 59 is that the ''necklace'' of path integral beads is now open, closing through the coherent state bead. The force constants associated with the springs that connect the coherent state bead to the first and last beads of the path integral necklace are different from those between path integral beads. The intermolecular potential acts between the regular path integral beads but has no direct influence upon the coherent state bead. The path integral beads evolve through configuration space, attaining statistical distributions dictated by Eq. ͑2.11͒, and their interaction with the coherent state bead determines the appropriate weights of the trajectory initial conditions x 0 ,p 0 according to the path integral discretization of the coherent state trans-form of the Boltzmann operator. The time-dependent information x t ,p t is obtained from each initial condition x 0 ,p 0 by propagating a constant energy classical trajectory. A related formula for the calculation of rate constants from the reactive flux correlation function was recently described by Yamamoto et al.
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III. EVALUATION OF PI-FBSD CORRELATION FUNCTIONS USING MOLECULAR DYNAMICS
Multidimensional integrals of the type that appears in the previous section are usually evaluated by Monte Carlo ͑MC͒ methods. Such a procedure for PI-FBSD correlation functions has been described in recent work by our group. 39, 54 In this paper we explore an alternative approach based upon the use of molecular dynamics ͑MD͒. We do this for several reasons; primarily our desire is to develop a simple, efficient scheme that can be interfaced with modern molecular dynamics techniques straightforwardly. For example, if one wished to study several quantum degrees of freedom interacting with a bath of molecules with rigid bonds, MC methods are much more difficult to apply than MD ones, where standard SHAKE and RATTLE procedures 60, 61 can be used to constrain bond lengths. Further, by combining path integrals with Car-Parrinello ab initio molecular dynamics 62 one can envisage performing on-the-fly forward-backward semiclassical simulations, which would be impossible with Monte Carlo as these ab initio methods are inextricably tied to MD. 63, 64 Many previous studies have been carried out using MD for sampling the multidimensional space of the relevant integration variables. MD sampling methods have also been applied to imaginary-time path integral calculations to evaluate equilibrium properties of many-particle systems. Tuckerman et al. 65 have compared various such algorithms and shown that MD methods are about as efficient as the best Monte Carlo based method.
In order to derive a molecular dynamics algorithm for evaluating Eq. ͑2.8͒ we introduce N momenta conjugate to the path integral coordinate variables. Multiplying and dividing by this ''kinetic energy''-type Gaussian integral, the correlation function is brought in the form C AB ͑ t ͒ϭ ͵ dx 0 ͵ dp 0 ͵ dx 1 ͵ dp 1¯͵ dx N ͵ dp N
where m s are arbitrary masses associated with the path integral beads and combines all the constants in Eq. ͑2.12͒ as well as the factor arising from the Gaussian momentum integral. Ignoring for a moment the imaginary part of the exponent, we have an expression that resembles an equilibrium average for a system of 3d(Nϩ1) fictitious classical particles. The Hamiltonian for this classical system is
͑3.2͒
This Hamiltonian is very similar to that obtained in a molecular dynamics treatment of an imaginary time path integral. 65 The main difference comes from the presence of the coherent states, which introduce additional terms between the first and the last imaginary time path integral beads. With the above definition the correlation function is rewritten in the following MD-PI-FBSD form 
The integral in Eq. ͑3.5͒ is the normalization constant obtained in earlier work. 39 In the last expression
.3͒ is in the form of a thermodynamic average with respect to a normalized sampling function defined by H sample . By allowing the system to evolve at temperature 1/k B ␤ under the Hamiltonian H sample we generate initial conditions x 0 ,p 0 for the classical trajectories and values of the positions of the path integral beads, x 1 ,...,x N . Then for each initial condition x 0 ,p 0 a constant energy classical trajectory is propagated to obtain the time-dependent information x t ,p t .
To calculate the time evolution of the Hamiltonian H sample we must use a technique that generates trajectories whose time average is equal to the canonical ensemble average. We adopt the Nosé -Hoover chains method 66 used by Tuckerman et al. 65 in their study of path integral molecular dynamics methods. The original Nosé -Hoover 67,68 method is not adequate for this system where the effective potential in the path integral variables consists of harmonic terms, as it is known that the former does not produce the correct averages in the case of a one-dimensional harmonic oscillator. 66 A Nosé -Hoover chain of length two was attached to every degree of freedom in the system. To integrate the resulting equations of motion we used the velocity Verlet based algorithm of Jang and Voth. 69 Again in a very similar manner to the previous work of Tuckerman et al. 65 we employed the reversible reference system propagator algorithm 70 ͑RESPA͒ to eliminate problems associated with the different time scales of motion of the harmonic interactions and the intermolecular interactions. In this preliminary application we do not use any schemes such as staging 65, 71 or normal mode transformations to narrow the frequency range present in the problem, although in future applications their use may be advantageous.
In contrast to Monte Carlo algorithms, where only the values of the coherent state parameters are needed, several more parameters need to be optimized for the solution of the equations using molecular dynamics. These are the two RESPA time steps ⌬t and ␦tϭ⌬t/n ͑where n is an integer͒, the masses m s associated with the path integral beads, and the masses M s of the Nosé -Hoover thermostats. The values of m s and M s must be chosen so that the motion of the path integral beads and the thermostats occur on the same time scale as the motion of the remaining variables of the system. In the calculations presented below we set these masses equal to those of the atoms involved in the calculation. The time steps are chosen to be as large as possible whilst still conserving energy.
To evaluate the normalization constant for the integral we simply set AϭBϭ1 and tϭ0 and evaluate Eq. ͑3.3͒ as described above. The relevant function in the integrand has the form
The evaluation of the normalization constant was previously carried out by performing a separate calculation of an additional, different integral by Monte Carlo. 39, 54 In this work we use a simpler approach, which has the advantage of requiring the same sampling function as the time-dependent calculation, so only minimal additional computation is involved. Note that for the case Nϭ1 the normalization factor ϭ1 so under these circumstances it does not need to be evaluated.
Note that the MD algorithm developed here ͑and the original MC algorithm͒ is easily parallelized; one simply propagates a trajectory under H sample with different initial conditions on each processor. Communication between processors is only required at the end of the run to collect the results, which means almost perfect scaling efficiency is achieved as the number of processors is increased.
IV. NUMERICAL APPLICATIONS
In this section we present numerical tests of the molecular dynamics methodology described in Secs. II and III. The first test involves a simple one-dimensional anharmonic oscillator described by the potential
with mϭ1 and ϭ&. As discussed previously 35, 39, 42 this potential is very anharmonic, causing the wave packet to dephase within a few vibrational periods. The forwardbackward method describes this dephasing semiquantitatively; however, it was found to be incapable of accounting for the rephasing that occurs at later times due to coherence effects. Figure 2 shows the comparison between the exact quantum result, the MD-PI-FBSD results and the classical result for the momentum correlation function at a low temperature, ប␤ϭ3&. The FBSD results converged with 12 path integral beads and ϳ30 000 trajectories were necessary to reduce the statistical error to about 1%. The results obtained using the MD-PI-FBSD method agree well with those obtained from a Monte Carlo calculation ͑not shown͒, indicating that the new MD method correctly samples the integration space. As was discussed previously, the forward-backward correlation function decays too rapidly but maintains the same frequency as the quantum result for several periods, in contrast to the classical one. This means after Fourier transforming the short time signal the FBSD result will have a peak at the correct frequency whereas the classical one will not. It also implies that in systems where quantum mechanical effects are important, but the dynamics are dissipative and therefore intrinsically short time, FBSD will reproduce the correct quantum correlation function. Figure 3 shows the same comparison at a high temperature, ប␤ϭ&/10. Here only one path integral bead was required. At this temperature the FBSD results are essentially exact. As one confirms by examining the analytical expression for a harmonic oscillator, the real part of a correlation function approaches the classical result faster than the imaginary part. This behavior is seen clearly in Fig. 3͑b͒ , where classical mechanics predicts the real part of the correlation function essentially quantitatively, but the imaginary part amounts to about 10% of the maximum value of the real part.
Next we present a benchmark application of the MD-PI-FBSD method to liquid argon. The calculation is performed at 183 K, at a density of 1.60 g cm Ϫ3 upon a cubic unit cell containing 108 atoms under periodic boundary conditions. All interactions are truncated at half of the unit cell dimension and are described by a Lennard-Jones potential of the type
͑4.2͒
with ϭ85 cm Ϫ1 and ϭ3.4 Å, where r represents the interatomic separation. At this state point the dynamics are presumed classical and thus a single imaginary time path integral bead was used.
The choice of ␥, the coherent state parameter, is not entirely straightforward for a condensed phase simulation. In this work we ran two independent calculations, one using the value ␥ suggested by the harmonic frequency obtained from the pair potential, and another using ␥ /2. As the two calculations agreed with each other and with the classical result ͑vide infra͒ we did not explore this issue further, but we note that further investigation may be required in the case of more complex molecular fluids. Approximately one million trajectories were required to obtain converged results for the velocity autocorrelation function, which is obtained from Eq. ͑2.13͒ by dividing by the appropriate mass factor for Ar, i.e.,
͑4.3͒ Figure 4 shows the comparison between the correlation function obtained classically and that obtained from the MD-PI-FBSD calculation. The real parts exhibit good agreement with one another, indicating that the MD-PI-FBSD calculation is behaving correctly. The integrated value of the MD-PI-FBSD time correlation function that yields the selfdiffusion constant is in reasonable agreement with the corresponding classical result. However, the FBSD calculation also produces the imaginary component of the correlation function, which reaches a height equal to about 15% of the maximum value of the real part. Figure 5 shows the Fourier transforms
of the FBSD and classical correlation functions. By virtue of its nonzero imaginary part, the FBSD transform ͑in contrast to the classical result͒ is not symmetrical about ϭ0. This asymmetry is a well-known manifestation of the detailed balance relation, i.e.,
which the calculated MD-PI-FBSD result satisfies to a very good approximation. Purely classical MD simulations cannot directly capture imaginary components and the resulting asymmetry in Fourier space. Note we have obtained the imaginary part of the correlation function without making any assumptions, such as those involved in applying ''quantum correction factors'' to classical correlation functions.
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V. CONCLUSIONS
We have developed a MD-based method for evaluating correlation functions arising from the previously developed PI-FBSD method. The present scheme is based upon using constant temperature molecular dynamics ͑as opposed to the traditional Monte Carlo based methods͒ to sample the initial conditions of the classical trajectories. The method is straightforward to implement and provides an efficient tool for the calculation of correlation functions in large clusters, liquids, or biological systems. The method is also very easy to implement on modern parallel computer architecture, as hardly any communication between processors is required.
As a preliminary test we have applied the method to the calculation of the velocity correlation function of liquid ar- gon. Despite the large number of degrees of freedom present in the problem the calculation of the correlation function was quite straightforward and no excessive computational effort was required. The calculated correlation function shows good agreement with that obtained from classical mechanics but, in contrast to the classical one, possesses a nonnegligible imaginary part. This feature is essential for the accurate prediction of spectroscopic intensities or relaxation rates and should enable us in the future to improve force fields for molecular liquids by comparison of simulation results with experiment.
The Nϭ1 ͑single path integral bead͒ limit of the path integral expression for the Boltzmann operator is usually regarded as its classical limit. In fact, it is easy to show that the path integral representation of the partition function reverts precisely to the classical result if a single bead is used. By contrast, the present PI-FBSD formulation retains important nonclassical features such as imaginary components even in its crudest (Nϭ1) limit. These quantum effects are captured in spite of the absence of phase factors from the integrand. Under less classical conditions one would have to increase the number of path integral beads to achieve convergence. This can be a demanding task, because the complex phase in the FBSD expression disappears only in the single bead limit. While this phase is slowly varying and amounts to very small negative components in one dimension, the problem becomes worse at an exponential rate as the dimensionality of the problem increases. As demonstrated through recent calculations, 54 the method remains robust and efficient in systems with a few tens of degrees of freedom even with several path integral beads per coordinate. Thus, PI-FBSD simulations of medium-size clusters or light particles in molecular liquids where only 10-20 atoms exhibit highly quantum mechanical behavior ͑while the remaining particles are treated with a single path integral bead͒ are currently feasible with modest amounts of computational effort. However, simulations with hundreds of quantum mechanical particles appear challenging at the moment. Our group is currently pursuing efficient ways of dealing with this problem in order to enable the application of the PI-FBSD methodology to low-temperature fluids.
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