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ON THE LOGARITHM OF THE RIEMANN ZETA-FUNCTION
AND ITERATED INTEGRALS
SHO¯TA INOUE
Abstract. The present paper gives some results for the logarithm of the
Riemann zeta-function and its iterated integrals. We obtain a certain explicit
approximation formula for these functions. The formula has some applications,
which are related with the value distribution of these functions and a relation
between prime numbers and the distribution of zeros in short intervals.
1. Introduction and statement of the main theorem
In the present paper, we discuss some properties of the logarithm of the Rie-
mann zeta-function ζ(s) and its iterated integrals. We define the function ηm(s)
by
ηm(σ + it) =
∫ t
0
ηm−1(σ + it′)dt′ + cm(σ),
where
η0(σ + it) = log ζ(σ + it),
cm(σ) =
im
(m− 1)!
∫ ∞
σ
(α− σ)m−1 log ζ(α)dα.
Here, we decide the branch1) of the logarithm of the Riemann zeta-function as
follows. When t is not equal to zero and the ordinate of nontrivial zeros of
ζ(s), then we choose the branch by the continuation with the initial condition
limσ→+∞ log ζ(σ + it) = 0. If t = 0, then log ζ(σ) = limε↓0 log ζ(σ + iε). If t
is the ordinate of a nontrivial zero ρ = β + iγ of the Riemann zeta-function,
then log ζ(σ + iγ) = limε↓0 log ζ(σ + i(γ − sgn(γ)ε)). We also mention that the
integral of the definition of ηm(σ+it) is defined by the improper Riemann integral,
that is, it is defined by the following. If there are zeros ρj = βj+iγj (j = 1, . . . , k)
of ζ(s) satisfying σ ≤ βj , 0 < γj ≤ t, then the integral of the definition of
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1)Some people adapt a slightly different definition in this case.
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ηm(σ + it) means that
ηm(σ + it) = lim
ε↓0
k∑
j=0
∫ γj+1−ε
γj+ε
ηm−1(σ + it′)dt′,
where γ0 = 0, γk+1 = t.
Under the above definition, the well known function Sm(t) can be represented
by using ηm(s). Actually, the function Sm(t) is defined by
Sm(t) = pi
−1 Im(ηm(1/2 + it)),
and particularly, we may write S0(t) as S(t). The study for S(t) is important
since this function has information on the distribution of zeros of ζ(s). This fact
can be understood by the Riemann-von Mangoldt formula:
N(T ) = pi−1 arg Γ(1/4 + iT/2)− T log pi/2pi + S(T ) + 1.(1.1)
Here, the function N(T ) is the number of zeros ρ = β + iγ of ζ(s) with 0 <
β < 1, 0 < γ < T counted with multiplicity, and the function Γ is the gamma-
function. Therefore, the function Sm(t) being an m-th iterated integral of S(t)
is also a remarkable object, and the study for Sm(t) has been done by many
mathematicians. For example, Littlewood [16] and Selberg [19] showed Sm(t)≪m
log t/(log log t)m+1 for nonnegative integer m under the Riemann Hypothesis. It
is also known in an unpublished work by Ghosh and Goldston (see pp.334–335 in
[23]) that the Lindelo¨f Hypothesis is equivalent to the estimate S1(t) = o(log t).
Further, if the estimate S1(t) = o(log t/(log log t)
2) holds, then we can obtain
the interesting estimate S(t) = o(log t/ log log t). This fact can be immediately
obtained by Lemma 5 in [6]. Moreover, Fujii [10] showed that the Riemann
Hypothesis is equivalent to the fact that, for any integer m ≥ 3, the estimate
Sm(t) = o(T
m−2) holds. Hence, we are interested in properties of Sm(t). On the
other hand, we could expect that the real part of the logarithm of the Riemann
zeta-function also has the information of zeros of ζ(s). Actually, the behavior of
log ζ(s) on s close to a zero ρ becomes roughly like log(s− ρ) whose real part is
singular around the zero ρ. From this observation, it would be expected that the
real part of ηm(s) also has important information of zeros, and to understand
clearly this observation, we show a certain explicit approximation formula for
ηm(s) in this paper. The formula can be also applied to the value distribution of
log ζ(1/2 + it) and ηm(s).
Throughout this paper, we use the following notations.
Notations. Let s = σ + it be a complex number with σ, t real numbers, and
ρ = β + iγ be a nontrivial zero of ζ(s) with β, γ also real numbers. Let Λ(n) be
the von Mangoldt function.
Let H ≥ 1 be a real parameter. The function f : R → [0,+∞) is mass one
and supported on [0, 1], and further f is a C1([0, 1])-function, or for some d ≥ 2
f belongs to Cd−2(R) and is a Cd([0, 1])-function. For such f ’s, we define the
3number D(f), and functions uf,H, vf,H by
D(f) = max{d ∈ Z≥1 ∪ {+∞} | f is a Cd([0, 1])-function},
uf,H(x) = Hf(H log(x/e))/x, and
vf,H(y) =
∫ ∞
y
uf,H(x)dx,
respectively. Further, for each integer m ≥ 0, the function Um is defined by
Um(z) =
1
m!
∫ ∞
0
uf,H(x)
(log x)m
E∗m+1(z log x)dx
for Im(z) 6= 0. Here, E∗m+1(z) = E∗m+1(x+ iy) is the function of a little modified
m-th exponential integral defined by
E∗m+1(z) :=
∫ +∞+iy
x+iy
(w − (x+ iy))m e
−w
w
dw =
∫ ∞
z
(w − z)m e
−w
w
dw.
When Im(z) = 0, then Um(x) = limε↑0 Um(x+ iε).
Let X ≥ 3 be a real parameter. The function Ym(s,X) is defined by
Ym(s,X) =


∑
|s−ρ|≤1/ logX
log((s− ρ) logX) m = 0,
2pi
m−1∑
k=0
im−1−k
(m− k)!k!
∑
0<γ<t
β>σ
(β − σ)m−k(t− γ)k m ≥ 1.
In this paper, we take the branch of log z by −pi ≤ arg(z) < pi. Here, we may
represent Ym(s,X) by Ym(s) in the case of m ≥ 1 since Ym(s,X) does not depend
on X in this case.
Remark 1. From the above definitions, the function uf,H is mass one and sup-
ported on [e, e1+1/H ], and further uf,H is a C
1([e, e1+1/H ])-function, or uf,H be-
longs to Cd−2(R>0) and is a Cd([e, e1+1/H ])-function for some integer d ≥ 2. We
also note that vf,H is a nonnegative continuous function on R>0 and satisfies
vf,H(y) = 0 for y ≥ e1+1/H and vf,H(y) = 1 for 0 < y ≤ e.
Remark 2. Note that some remarks for Ym(s,X). When m = 0, the real part
of it is always non-positive. When m = 1, the function Y1(s) has the following
simple formula
Y1(s) = 2pi
∑
0<γ<t
β>σ
(β − σ),
and its value is always nonnegative and always zero for σ ≥ 1/2 under the
Riemann Hypothesis. Next, we suppose m ≥ 2. Then if the Riemann Hypothesis
is true, Ym(s) is always zero for σ ≥ 1/2. On the other hand, if the Riemann
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Hypothesis is false, the value of Ym(s) becomes big in σ close to 1/2. Actually,
there exists a nontrivial zero ρ0 = β0 + iγ0 with β0 > 1/2, then we have
Re(Ym(s)) ≥ (β0 − σ)tm−1 +O
(
tm−3 log t
)
,
Im(Ym(s)) ≥ (β0 − σ)tm−2 +O
(
tm−4 log t
)(1.2)
for a fixed σ with 1/2 ≤ σ < β0.
Now, we state the main theorem in this paper.
Theorem 1. Let m, d be a nonnegative integers with d ≤ D(f), and H, X real
parameters with H ≥ 1, X ≥ 3. Then, for any σ ≥ 1/2, t ≥ 14, we have
ηm(s) = i
m
∑
2≤n≤X1+1/H
Λ(n)vf,H
(
elogn/ logX
)
ns(log n)m+1
+ Ym(s,X) +Rm(s,X,H).
Here the error term Rm(s,X,H) satisfies the estimate
(1.3) Rm(s,X,H)≪f,d X
2(1−σ) +X1−σ
t(logX)m+1
+
1
(logX)m
∑
|t−γ|≤ 1
logX
(X2(β−σ) +Xβ−σ)
+
1
(logX)m+1
∑
|t−γ|> 1
logX
X2(β−σ) +Xβ−σ
|t− γ| min0≤l≤d
{(
H
|t− γ| logX
)l}
.
Moreover, if the Riemann Hypothesis is true, for 1 ≤ H ≤ t/2, 3 ≤ X ≤ t, we
have
Rm(s,X,H)≪f X1/2−σ log t
(logX)m
(
1
log log t
+
log(H + 2)
logX
)
.(1.4)
The important point of this theorem is that, by Ym(s,X), we can express
explicitly the contribution of certain zeros which have big influence to ηm(s).
Actually, from this theorem, we can take out the information of singularities
coming from such zeros. Some consequences from this fact will be described in
the next section.
Note some remarks on this theorem. First, when m = 0, and H is large, for
example H = X , this formula becomes an assertion close to the hybrid formula
of Gonek, Hughes, and Keating [13, Theorem 1]. In fact, this theorem is proved
by calculating the contribution of nontrivial zeros which is based on Proposition
1, and the proposition in the case of H = X , m = 0 becomes the almost same
as their formula. On the other hand, as we can see from Theorem 1, it becomes
difficult to obtain a good estimate for the contribution of nontrivial zeros and
mean value estimates when H is large. From this reason, we introduce the
new parameter H which can control the length of mollifier. Although most of
discussions and results in the following are obtained by this theorem in the case
H is small, the theorem in the case H is large is also useful when we discuss
a Dirichlet polynomial without a mollifier like
∑
p≤X p
−1/2−it. Actually, we will
5mention an estimate of this Dirichlet polynomial under the Riemann Hypothesis
in inequality (2.8) below.
2. Applications of the main theorem
In this section, we state some consequences of Theorem 1. The consequences
are related with the following:
1. An equivalence between the magnitude of the order of ηm(s) and the
zero-free region of ζ(s),
2. A relation between the prime numbers and the distribution of zeros of
ζ(s) under the Riemann Hypothesis,
3. The value distribution of log |ζ(1/2 + it)|,
4. A mean value theorem involving ηm(s),
5. The value distribution of ηm(1/2 + it).
We will state the details of these results in the following five sections.
2.1. An equivalence between the magnitude of the order of ηm(s) and
the zero-free region of ζ(s).
To begin with, we state a consequence which gives an equivalent condition to
the zero-free region of ζ(s). The consequence is the following.
Corollary 1. Let σ ≥ 1/2. Then the following three statements (A), (B), (C)
are equivalent.
(A). The Riemann zeta-function does not have zeros whose real part are greater
than σ.
(B). For a fixed integer m ≥ 2, the estimate
Re ηm(σ + iT ) = o
(
Tm−1
)
holds as T → +∞.
(C). For a fixed integer m ≥ 3, the estimate
Im ηm(σ + iT ) = o
(
Tm−2
)
holds as T → +∞.
In particular, for a fixed integer m ≥ 2, the Riemann Hypothesis is equivalent to
that the estimate
ηm(1/2 + iT ) = o
(
Tm−1
)
holds as T → +∞.
This corollary is easily obtained from Theorem 1. Actually, we can show it by
the following little discussion.
Applying Theorem 1 as X = 3, H = 1, for any positive integer m, we can
obtain the formula
ηm(s) = Ym(s) + Om
(∑
ρ
1
1 + (t− γ)2
)
.
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Now, by the well known estimate (cf. p.98 [7])∑
ρ
1
1 + (t− γ)2 ≪ log t,(2.1)
the above O-term is ≪m log t. Hence, we obtain
ηm(s) = Ym(s) +Om(log t).(2.2)
Thus, from estimates (1.2) and (2.2), we obtain Corollary 1.
Fujii [10] showed an equivalence for the Riemann Hypothesis and an estimate
for Sm(t). He discussed only the behavior of the Riemann zeta-function on the
critical line, and this corollary means that his equivalence can be generalized to
the critical strip naturally. Moreover, Fujii’s result is an equivalence for Sm(t) in
the case of m ≥ 3. On the other hand, thanks to the consideration on the real
part of iterated integrals of the logarithm of the Riemann zeta-function, we also
have the same type of equivalence for m = 2.
2.2. A Dirichlet polynomial involving prime numbers and the distribu-
tion of zeros of ζ(s) in short intervals.
In this section, we state some consequences of Theorem 1 for a relationship
between prime numbers and the distribution of nontrivial zeros of ζ(s) in short
intervals. These consequences are obtained from a principle of taking out the
information of singularities coming from certain zeros by using Theorem 1.
We define the weighted Dirichlet polynomial Pf(s,X) by
Pf(s,X) =
∑
p≤X2
vf,1(e
log p/ logX)
ps
for X ≥ 3. Here, the sum runs over prime numbers. Moreover, the function
N˜(t, h) means the number of zeros ρ = β + iγ of ζ(s) with |t − γ| ≤ h counted
with multiplicity. Then we can obtain the following theorem.
Theorem 2. Assume the Riemann Hypothesis. Let f be a nonnegative mass one
C1([0, 1])-function supported in [0, 1]. Then, for t ≥ 14, log t ≤ X ≤ t, we have
(2.3) Pf(1/2 + it, X) = log
(
log log t
logX
)
× N˜
(
t,
1
logX
)
+
+
∑
1
logX
<|t−γ|≤ 1
log log t
log (|t− γ| log log t) +Of
(
log t
log log t
)
.
In particular, we have
max
3≤X≤t
Re (Pf(1/2 + it, X))≪f log t
log log t
,(2.4)
max
3≤X≤t
Re (−Pf (1/2 + it, X))≪f log t,(2.5)
7and
max
3≤X≤t
|Im (Pf(1/2 + it, X))| ≪f log t
log log t
.(2.6)
Here we focus on estimates (2.4), (2.6). From these estimates, we would expect
that it is possible to improve estimate (2.5) at log t/ log log t. This expectation
is coming from the following discussion. By the randomness of the prime num-
bers, it is probably true that the numbers {t log p1}, . . . , {t log pn} are uniformly
distributed on [0, 1) for t ≥ 1. Here, {x} means the fractional part of x. Hence,
the author believes that there is not a big difference among the bounds of the
real and imaginary parts of a weighted Dirichlet polynomial like Pf(s,X) and
their positive and negative parts. From this observation, the author suggests the
following conjecture.
Conjecture 1. Let σ be a real number, and f be a nonnegative mass one
C1([0, 1])-function supported in [0, 1]. For sufficiently large T > 0,
max
14≤t≤T
max
3≤X≤t
Re(Pf(σ + it, X)) ≍ max
14≤t≤T
max
3≤X≤t
Re(−Pf (σ + it, X)),
max
14≤t≤T
max
3≤X≤t
Re(Pf(σ + it, X)) ≍ max
14≤t≤T
max
3≤X≤t
Im(Pf(σ + it, X)),
and
max
14≤t≤T
max
3≤X≤t
Im(Pf(σ + it, X)) ≍ max
14≤t≤T
max
3≤X≤t
Im(−Pf(σ + it, X)).
If this conjecture and the Riemann Hypothesis are true, for every certain f ,
we obtain
max
3≤X≤t
|Pf(1/2 + it, X)| ≪ log t
log log t
(2.7)
from estimates (2.4), (2.6).
Estimate (2.7) can be applied to the distribution of the ordinate of zeros of
ζ(s). If estimate (2.7) and the Riemann Hypothesis are true, by using formula
(2.3) as X = (log t)D, we can obtain the following interesting estimate
N˜
(
t,
1
D log log t
)
≪ log t
logD log log t
for any 2 ≤ D ≤ log t/ log log t. In particular, on the same condition, we can
improve the estimate of the multiplicity of zeros of the Riemann zeta-function
like the following
m(ρ)≪ log |γ|
(log log |γ|)2 ,
where m(ρ) means the multiplicity of a zero ρ = 1
2
+ iγ. This upper bound is
sharp because the following inequality (see Corollary 1 in [12])
m(ρ) ≤
(
1
2
+ o(1)
)
log |γ|
log log |γ|
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is the best known upper bound under the Riemann Hypothesis at present. From
this observation, the author suggests Conjecture 1 as an important open problem.
Furthermore, we will find a deeper fact from the same method as the above
discussion. We consider the following estimate
max
3≤X≤Y (t)
∣∣∣∣∣
∑
p≤X
1
p1/2+it
∣∣∣∣∣ ≤M(t),(2.8)
where Y (t),M(t) are some monotonically increasing functions with 3 ≤ Y (t) ≤ t,
M(t)≪√Y (t)/ log Y (t). Note that an estimate of Dirichlet polynomial without
a mollifier is useful because by partial summation and assuming estimate (2.8),
for any certain f , we have Pf(1/2 + it) ≪ M(t) for 3 ≤ X ≤
√
Y (t). This fact
plays an important role in the following discussion in this section.
From the discussion in [9, Section 2.2], we may expect that estimate (2.8)
is true with Y (t) = t, M(t) ≍
√
log t log log t. Here, we can obtain some
bounds of Y (t) and M(t) under the Riemann Hypothesis. Assuming the Rie-
mann Hypothesis, by using estimate (1.4) as H = X , we can show that es-
timate (2.8) is true when Y (t) = t, M(t) = log t. Moreover, we can also
show the inequality M(t) ≫ √log t log log log t/ log log t when the inequality
Y (t) ≥ exp
(
L
√
log t log log t/ log log log t
)
holds with L sufficiently large con-
stant. This fact can be shown, for example, by the work of Bondarenko and Seip
[5, Theorem 2] and Selberg’s formula [20, Theorem 1].
Now, if estimate (2.8) and the Riemann Hypothesis are true, then we can
obtain the following theorem.
Theorem 3. Assume the Riemann Hypothesis and estimate (2.8). Let ψ(t) be
a function with 3 ≤ ψ(t) ≤√Y (t). Let f be a nonnegative mass one C1([0, 1])-
function supported on [0, 1]. Then, for t ≥ 14, ψ(t) ≤ X ≤ t, we have
Pf(1/2 + it, X) = log
(
logψ(t)
logX
)
× N˜
(
t,
1
logX
)
+
+
∑
1
logX
<|t−γ|≤ 1
logψ(t)
log (|t− γ| logψ(t)) +Of
(
M(t) +
log t
logψ(t)
+ log logX
)
.
In particular, if the Riemann Hypothesis and estimate (2.8) with Y (t) = t,
M(t) ≍
√
log t log log t are true, then by taking ψ(t) = exp
(√
log t
log log t
)
, X =
exp
(
D
√
log t
log log t
)
, we have
N˜
(
t,
√
log log t
D
√
log t
)
≪
√
log t log log t
logD
(2.9)
for 3 ≤ D ≤ 1
2
√
log t log log t.
9By estimate (2.9), assuming the Riemann Hypothesis and estimate (2.8) with
Y (t) = t, M(t) ≍ √log t log log t, we have
m(ρ)≪
√
log |γ|
log log |γ| .(2.10)
Here, we should mention that, under the same condition, the estimate m(ρ)≪√
log |γ| log log |γ| immediately follows from Selberg’s formula [19, Theorem 1]
and the Riemann-von Mangldt formula (1.1), and inequality (2.10) is an im-
provement of this estimate. Hence, from this observation, we may expect that
there is an interesting relationship between the behavior of
∑
p≤X p
−1/2−it and
the distribution of zeros of the Riemann zeta-function.
2.3. On the value distribution of log |ζ(1/2 + it)|.
In this section, we consider the value distribution of the Riemann zeta-function.
Now, we define the set S (T, V ) by
S (T, V ) = {t ∈ [T, 2T ] | log |ζ(1/2 + it)| > V } .
Here, we give a result on the value distribution of log |ζ(1/2 + it)|. There are
interesting studies on this theme by Soundararajan [21], [22]. He showed a lower
bound and an upper bound of the Lebesgue measure of S (T, V ), and his result
for the upper bound is under the Riemann Hypothesis. In [22], he mentioned
the question that, in how large range of V , the following estimate
1
T
meas(S (T, V ))≪
√
log log T
V
exp
(
− V
2
log log T
)
(2.11)
holds. Here, the symbol meas(·) stands for the Lebesgue measure. This problem
is important because there are some interesting consequences such as the mean
value estimate and the Lindelo¨f Hypothesis. Here, we should mention Jutila’s
work [14]. He showed unconditionally that the estimate
1
T
meas(S (T, V ))≪ exp
(
− V
2
log log T
(
1 +O
(
V
log log T
)))
holds for 0 ≤ V ≤ log log T . In particular, as an immediate consequence of this
estimate, we have
1
T
meas(S (T, V ))≪ exp
(
− V
2
log log T
)
(2.12)
for 0 ≤ V ≪ (log log T )2/3. This estimate does not slightly reach to estimate
(2.11). On the other hand, this estimate was improved by Radziwi l l [18] in the
shorter range V = o
(
(log log T )3/5−ε
)
. In fact, he showed that the following
conjecture is true for V = o
(
(log log T )1/10−ε
)
.
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Conjecture (Radziwi l l, [18]). For V = o
(√
log log T
)
, as T → +∞
1
T
meas
(
S
(
T, V
√
1
2
log log T
))
∼
∫ ∞
V
e−u
2/2 du√
2pi
.
Hence, by his study, estimate (2.11) have been proved for
√
log log T ≪ V =
o
(
(log log T )3/5−ε
)
. In this paper, we will extend unconditionally this range for
V to
√
log log T ≪ V ≪ (log log T )2/3. Moreover, we will also show that the
upper bound of Radziwi l l’s conjecture is true for V = o
(
(log log T )1/6
)
.
Theorem 4. For 1≪ V ≪ (log log T )1/6, we have
1
T
meas
(
S
(
T, V
√
1
2
log log T
))
≤ (1 + o(1))
∫ ∞
V
e−u
2/2 du√
2pi
+O
(
V
(log log T )1/3
exp
(
−V
2
2
))
as T → +∞. In particular, for 1≪ V = o ((log log T )1/6), we have
1
T
meas
(
S
(
T, V
√
1
2
log log T
))
≤ (1 + o(1))
∫ ∞
V
e−u
2/2 du√
2pi
as T → +∞, and for any large T , we have
1
T
meas(S (T, V ))≪
√
log log T
V
exp
(
− V
2
log log T
)
(2.13)
for
√
log log T ≪ V ≪ (log log T )2/3.
Estimate (2.13) is an improvement of estimate (2.12), and it is expected from
Radziwi l l’s conjecture that the estimate is best possible.
This theorem will be shown by using a method of Selberg-Tsang [24] and
Radziwi l l’s method [18]. On the other hand, it would be difficult to prove The-
orem 4 by using their method only. Actually, the author could not derive this
theorem by a method using Lemma 5.4 in [24] which plays an important role in
their method. The reason why the author could not derive this theorem by such
a method is that the contribution of zeros close to s cannot be well managed. On
the other hand, we can ignore the contribution of such zeros by using Theorem 1
while considering the upper bound of measS (T, V ). In fact, the important point
in the proof of Theorem 4 is that the real part of Y0(s,X) is always non-positive.
2.4. A mean value theorem involving ηm(s).
In this section, we state a certain mean value theorem. There are some inter-
esting applications of the theorem to the value distribution of ηm(s).
11
Theorem 5. Let m be a positive integer. Let k be a positive integer. Let T be
large, and X ≥ 3 with X ≤ T 1135k . Then, for σ ≥ 1/2, we have
1
T
∫ T
14
∣∣∣∣ηm(σ + it)− im ∑
2≤n≤X
Λ(n)
nσ+it(logn)m+1
− Ym(σ + it)
∣∣∣∣
2k
dt
≪ k!
(
2m+ 1
2m
+
C
logX
)k
Xk(1−2σ)
(logX)2km
+ Ckk2k(m+1)
T
1−2σ
135
(log T )2km
.
Here, the above C is an absolute positive constant.
This theorem will give an answer for the question of how much of the function
ηm(s) can be approximated by the corresponding Dirichlet polynomial. Such
a study is often useful. For example, Radziwi l l [18] proved a large deviation
theorem for Selberg’s limit theorem, and he used Corollary in [24, p.60] to prove
his result. The corollary is related with the approximation of log ζ(s) by a certain
Dirichlet polynomial, and we can regard that Theorem 5 corresponds to the
corollary. Hence, it is expected to be able to show a limit theorem for ηm(s),
which is similar to Selberg’s limit theorem or the Bohr-Jessen limit theorem, and
also its large deviation. On the other hand, by using this theorem, we will show
some results for the value distribution of ηm(s) in the following. Endo and the
author showed the following theorem by using Theorem 5.
Theorem (Endo and Inoue [8] in preparation). Let 1/2 ≤ σ < 1. If the number
of zeros ρ = β + iγ with β > σ is finite, then the set{∫ t
0
log ζ(σ + it′)dt′
∣∣∣∣ t ∈ [0,∞)
}
is dense in the complex plane. Moreover, for each integer m ≥ 2, the following
statements are equivalent.
(I). The Riemann zeta-function does not have a zero whose real part is greater
than σ.
(II). The set {ηm(σ + it) | t ∈ [0,∞)} is dense in the complex plane.
In particular, it follows from this theorem that the Riemann Hypothesis implies
that the set {∫ t
0
log ζ(1/2 + it′)dt′
∣∣∣∣ t ∈ [0,∞)
}
is dense in the complex plane. The motivation of this study is to give a new
information for the following interesting open problem.
Problem 1. Is the set {log ζ(1/2 + it) | t ∈ R} dense in the complex plane?
There are some works for this problem such as [11], [15]. As we can see from
those studies, the resolution of this problem is difficult at present. On the other
hand, we already know the following results as previous works for this problem.
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Theorem (Bohr and Courant in 1914 [2]). For fixed 1
2
< σ ≤ 1, the set
{ζ(σ + it) | t ∈ R} is dense in the complex plane.
Theorem (Bohr in 1916 [1]). For fixed 1
2
< σ ≤ 1, the set {log ζ(σ + it) | t ∈ R}
is dense in the complex plane.
Note that the latter theorem is an improvement of former one since the for-
mer one is an immediate consequence from the latter theorem. These results
are interesting, and there are many developments such as the Bohr-Jessen limit
theorem [3] and Voronin’s universality theorem [25]. On the other hand, the
value distribution of ζ(s) on the critical line is more difficult, and the resolution
of Problem 1 is also difficult at present even under the Riemann Hypothesis.
From this viewpoint, the above theorem of Endo and the author is interesting,
and hencce Theorem 5 is also important as a step to understand Problem 1.
2.5. On the value distribution of ηm(1/2 + it).
In this section, we consider the value distribution of ηm(1/2 + it). There are
many studies on the value distribution of the Riemann zeta-function and other
L-functions.
We discuss a measure for the difference between ηm(1/2 + it) and the corre-
sponding Dirichlet polynomial. We are interested in the exact value distribution
of ηm(1/2+ it) and Sm(t). Here our aim is to establish a theorem for ηm(1/2+ it)
and Sm(t) similar to the results of Jutila [14], Radziwi l l [18], and Soundararajan
[22] on the large deviation of the Riemann zeta-function. The motivation of this
study in the present paper is to search for the exact bound of these functions.
We define the set Tm(T,X, V ) by{
t ∈ [T, 2T ]
∣∣∣∣∣
∣∣∣∣ηm(1/2 + it)− im ∑
2≤n≤X
Λ(n)
n
1
2
+it(logn)m+1
− Ym(1/2 + it)
∣∣∣∣ > V
}
.
We obtain the following result which evaluates the difference between ηm(1/2+it)
and the corresponding Dirichlet polynomial.
Theorem 6. Let m be a positive integer, and let T , X be large with X135 ≤ T . If
V satisfies the inequality 2(logX)−m ≤ V ≤ c0(log T )
m
2m+1 (logX)−
2m2+2m
2m+1 , then
we have
1
T
meas(Tm(T,X, V ))≪ exp
(
− m
m+ 1
V 2(logX)2m
(
1− C
logX
))
.
If V satisfies c0(log T )
m
2m+1 (logX)−
2m2+2m
2m+1 ≤ V ≤ log T/(logX)m+1, then we
have
1
T
meas(Tm(T,X, V ))≪ exp
(
−c1V
1
m+1 (log T )
m
m+1
)
.
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Moreover, if the Riemann Hypothesis is true, then we have
(2.14)
1
T
meas(Tm(T,X, V ))
≪ exp
(
−c2V
1
m+1 (log T )
m
m+1 log
(
e
V
2m+1
2m+2 (logX)m
(log T )
m
2m+2
))
for (log T )
m
2m+1 (logX)−
2m2+2m
2m+1 ≤ V ≤ log T/(logX)m+1. Here the numbers c0,
c1, c2, C are some absolute positive constants.
This theorem can be applied to the value distribution of ηm(s) on the critical
line. For example, we can obtain the following results from this theorem.
Corollary 2. Let T , V be large numbers. If V ≤ (log T )1/3(log log T )−4/3, then
we have
1
T
meas {t ∈ [T, 2T ] | |S1(t)| > V } ≪ exp
(−c5V 2(log V )2) .(2.15)
If V ≥ (log T )1/3(log log T )−4/3, then we have
1
T
meas {t ∈ [T, 2T ] | |S1(t)| > V } ≪ exp
(
−c6
√
V log T
)
.(2.16)
Here c5, c6 are some absolute positive constants.
Corollary 3. Assume the Riemann Hypothesis. Let m be a positive integer,
and let T , V be numbers with T, V ≥ T0(m), where T0(m) is a sufficiently large
number depending only on m. Then, if V ≤ (log T ) m2m+1 (log log T )− 2m
2+2m
2m+1 , we
have
1
T
meas {t ∈ [T, 2T ] | |ηm(1/2 + it)| > V } ≪ exp(−c7V 2(log V )2m).(2.17)
Moreover, if V ≥ (log T ) m2m+1 (log log T )− 2m
2+2m
2m+1 , then we have
1
T
meas {t ∈ [T, 2T ] | |ηm(1/2 + it)| > V }
≪ exp
(
−c8V
1
m+1 (log T )
m
m+1 log
(
e
V
2m+1
2m+2 (log V )m
(log T )
m
2m+2
))
.
Here c7, c8 are some absolute positive constants.
These assertions can be obtained by the following argument. Now, we see that∑
2≤n≤V
Λ(n)
n1/2+it(log n)m+1
≪m V 1/2(log V )m+1 . Hence, for sufficiently large V , we find
that
meas {t ∈ [T, 2T ] | |S1(t)| > V } ≤ meas(T1(T, V, V/2))
unconditionally, and that
meas {t ∈ [T, 2T ] | |ηm(1/2 + it)| > V } ≤ meas(Tm(T, V, V/2))
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under the Riemann Hypothesis. Further, the estimate S1(t) ≪ log t holds un-
conditionally, and the estimate ηm(1/2 + it)≪m log t/(log log t)m+1 holds under
the Riemann Hypothesis. By these inequalities and Theorem 6, we can obtain
Corollary 2 and Corollary 3.
It could be expected that the function
√
V log T in the exponential on the
right hand side of (2.16) is sharp as an unconditional result by the following
discussion. Actually, if there is a function ω(T, V ) with limT→+∞ ω(T, V ) =
+∞ or limV→+∞ ω(T, V ) = +∞ such that the left hand side of (2.16) is ≪
exp(−ω(T )√V log T ), then the Lindelo¨f Hypothesis holds. Moreover, estimate
(2.16) matches the well known inequality S1(t)≪ log t.
We are also interested in that estimates (2.15), (2.17) hold in how large range
of V . If the estimates hold for any large V , then we have ηm(1/2 + it) ≪m√
log t/(log log t)m. Although the necessary condition of this implication is rather
strong, the author guesses that it could be true. Hence the author expects the
inequality for ηm(1/2 + it) could be also true.
3. Proofs of Theorem 1 and Theorem 2
In this section, we prove Theorem 1 and Theorem 2. First, we prepare some
auxiliary formulas.
Lemma 1. Let m be a positive integer, and let t > 0. Then, for any σ ≥ 1/2,
we have
ηm(σ + it) =
im
(m− 1)!
∫ ∞
σ
(α− σ)m−1 log ζ(α+ it)dα
+ 2pi
m−1∑
k=0
im−1−k
(m− k)!k!
∑
0<γ<t
β>σ
(β − σ)m−k(t− γ)k.
Proof. In view of our choice of the branch of log ζ(s), it suffices to show this
lemma in the case t is not the ordinate of zeros of ζ(s). We show this lemma by
induction on m. When m = 0, by using Littlewood’s lemma (cf. (9.9.1) in [23]),
it holds that
(3.1) i
∫ t
0
log ζ(σ + it′)dt′ −
∫ ∞
σ
log ζ(α)dα
= −
∫ ∞
σ
log ζ(α+ it)dα+ 2pii
∫ ∞
σ
N(α, t)dα.
Here N(σ, t) indicates the number of zeros ρ = β + iγ of the Riemann zeta-
function with β ≥ σ, 0 < γ < t counted with multiplicity. We see that∫ ∞
σ
N(α, t)dα =
∫ ∞
σ
∑
0<γ<t
β>α
1dα =
∑
0<γ<t
β>σ
∫ β
σ
dα =
∑
0<γ<t
β>σ
(β − σ).
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Therefore, by this formula and the definition of ηm(s), we have
η1(σ + it) = i
∫ ∞
σ
log ζ(α+ it)dα+ 2pi
∑
0<γ<t
β>σ
(β − σ),
which is the assertion of this lemma in the case m = 1.
Next we show this lemma in the case m ≥ 2. Assume that the assertion of
this lemma is true at m− 1. Then, we find that
∫ t
0
ηm−1(σ + it
′)dt′
=
∫ t
0
im−1
(m− 2)!
∫ ∞
σ
(α− σ)m−2 log ζ(α+ it′)dαdt′
+ 2pi
m−2∑
k=0
im−2−k
(m− 1− k)!k!
∫ t
0
∑
0<γ<t′
β>σ
(β − σ)m−1−k(t′ − γ)kdt′
=
im−1
(m− 2)!
∫ ∞
σ
(α− σ)m−2
∫ t
0
log ζ(α+ it′)dt′dα
+ 2pi
m−1∑
k=1
im−1−k
(m− k)!k!
∑
0<γ<t
β>σ
(β − σ)m−k(t− γ)k.(3.2)
Note that the exchange of integration of the first term in the second equation is
guaranteed by the absolute convergence of the integral. Applying formula (3.1),
we find that
im−1
(m− 2)!
∫ ∞
σ
(α− σ)m−2
∫ t
0
log ζ(α+ it′)dt′dα
=
im
(m− 1)!
∫ ∞
σ
(α− σ)m−1 log ζ(α+ it)dα− cm(σ)
+ 2pi
im−1
(m− 1)!
∫ ∞
σ
(α− σ)m−1N(α, t)dα,
and that
∫ ∞
σ
(α− σ)m−1N(α, t)dα =
∑
0<γ<t
β>σ
∫ β
σ
(α− σ)m−1dα = 1
m
∑
0<γ<t
β>σ
(β − σ)m.
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Hence, by these formulas, (3.2), and the definition of ηm(s), we obtain
ηm(σ + it) =
im
(m− 1)!
∫ ∞
σ
(α− σ)m−1 log ζ(α+ it)dα
+ 2pi
m−1∑
k=0
im−1−k
(m− k)!k!
∑
0<γ<t
β>σ
(β − σ)m−k(t− γ)k,
which completes the proof of this lemma. 
Lemma 2. Let m, d be a nonnegative integers with d ≤ D = D(f). Let σ ≥ 1/2,
t ≥ 14 be not the ordinate of zeros of ζ(s). Set X ≥ 3 be a real parameter. Then
for any zero ρ = β + iγ, we have
Um((s− ρ) logX)
(logX)m
≪f,d X
(1+1/H)(β−σ) +Xβ−σ
|t− γ|(logX)m+1 min0≤l≤d
{(
H
|t− γ| logX
)l}
.
Proof. By the definition of Um(z), we have
(3.3)
Um((s− ρ) logX)
(logX)m
=
1
m!
∫ ∞
σ−β
(α− σ + β)m
α + i(t− γ)
(∫ ∞
0
uf,H(x)e
−(α+i(t−γ)) logX log xdx
)
dα.
Since uf,H belongs to C
D−2([0,∞)) and is a CD([e, e1+1/H ])-function and sup-
ported on [e, e1+1/H ], for 0 ≤ d ≤ D − 1, we see that
(3.4)
∫ ∞
0
uf,H(x)e
−(α+i(t−γ)) logX log xdx
=
∫ e1+1/H
e
u
(d)
f,H(x)x
d−(α+i(t−γ)) logX∏d
l=1{(α+ i(t− γ)) logX − l}
dx.
Here the estimate u
(d)
f,H(x)≪f,d Hd+1 holds on x ∈ [e, e1+1/H ] for 0 ≤ d ≤ D. By
this estimate and (3.4), we have
∫ ∞
0
uf,H(x)e
−(α+i(t−γ)) logX log xdx
≪f,d (X−(1+ 1H )α +X−α) min
0≤l≤d
(
H
|t− γ| logX
)l
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for 0 ≤ d ≤ D − 1. Moreover, by (3.4), we find that∫ ∞
0
uf,H(x)e
−(α+i(t−γ)) logX logxdx
=
[
u
(D−1)
f,H (x)x
D−(α+i(t−γ)) logX∏D
l=1{(α + i(t− γ)) logX − l}
]x=e1+1/H
x=e
+
∫ e1+1/H
e
u
(D)
f,H(x)x
D−(α+i(t−γ)) logX∏D
l=1{(α+ i(t− γ)) logX − l}
dx
≪f,D (X−(1+ 1H )α +X−α)
(
H
|t− γ| logX
)D
.
By these estimates and (3.3), for 0 ≤ d ≤ D, we have
Um((s− ρ) logX)
(logX)m
≪f,d 1|t− γ| min0≤l≤d
(
H
|t− γ| logX
)l ∫ ∞
σ−β
(α− σ + β)m(X−α(1+1/H) +X−α)dα
≪ X
(1+1/H)(β−σ) +Xβ−σ
|t− γ|(logX)m+1 min0≤l≤d
(
H
|t− γ| logX
)l
,
which completes the proof of this lemma. 
Lemma 3. Let m be a nonnegative integer, and let σ ≥ 1/2, t ≥ 14. Set X ≥ 3
be a real parameter. Then, for a zero ρ = β+ iγ with |t− γ| ≤ 1/ logX, we have
(3.5)
Um((s− ρ) logX)
(logX)m
=


−(ρ− s)m log((s− ρ) logX) +O
(
1
(logX)m
)
if |s− ρ| ≤ 1/ logX,
O
(
X(1+1/H)(β−σ) +Xβ−σ
(logX)m
)
if |s− ρ| > 1/ logX.
In particular, for any positive integer m, we have
Um((s− ρ) logX)
(logX)m
≪ X
(1+1/H)(β−σ) +Xβ−σ
(logX)m
.(3.6)
Here, the above implicit constants are absolute.
Proof. In view of our definition of Um(z) and log z, it suffices to show this lemma
in the case that t is not equal to the ordinate of zeros of ζ(s). First, we consider
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the case σ ≥ β + 1/ logX . Then we see that
Um((s− ρ) logX)
(logX)m
=
1
m!
∫ ∞
0
uf,H(x)
∫ ∞
σ−β
(α− σ + β)m e
−(α+i(t−γ)) logX log x
α + i(t− γ) dαdx
≪ 1
m!
∫ e1+1/H
e
uf,H(x)
∫ ∞
σ−β
(α− σ + β)m−1e−α logX log xdαdx≪ X
β−σ
(logX)m
.
Next, we consider the case |σ− β| ≤ 1/ logX . Put s1 = β + 1/ logX + it. Then
we can write
Um((s− ρ) logX)
(logX)m
=
1
m!
∫ e1+1/H
e
uf,H(x)
(logX log x)m
∫ (s1−ρ) logX log x
(s−ρ) logX log x
(w − (s− ρ) logX log x)m e
−w
w
dwdx
+
Um((s1 − ρ) logX)
(logX)m
.
By the estimate in the previous case of σ ≥ β+1/ logX , the second term on the
right hand side is ≪ (logX)−m.
We consider the first term on the right hand side. By the Taylor expansion, it
holds that∫ (s1−ρ) logX log x
(s−ρ) logX log x
(w − (s− ρ) logX log x)m e
−w
w
dw
=
∫ (s1−ρ) logX log x
(s−ρ) logX log x
(w − (s− ρ) logX log x)m
w
dw+
+
∞∑
n=1
(−1)n
n!
∫ (s1−ρ) logX log x
(s−ρ) logX log x
(w − (s− ρ) logX log x)mwn−1dw.
For the first integral on the above, by the binomial expansion, we find that
1
(logX log x)m
∫ (s1−ρ) logX log x
(s−ρ) logX log x
(w − (s− ρ) logX log x)m
w
dw
=
1
(logX log x)m
m∑
k=0
(
m
k
)
((ρ− s) logX log x)m−k
∫ (s1−ρ) logX log x
(s−ρ) logX log x
wk−1dw
= (ρ− s)m log
(
s1 − ρ
s− ρ
)
+
m∑
k=1
1
k
(
m
k
)
(ρ− s)m−k {(s1 − ρ)k − (s− ρ)k}
= −(ρ− s)m log ((s− ρ) logX) +O
(
4m
(logX)m
)
.
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On the terms for n ≥ 1, we see that
1
(logX log x)m
∫ (s1−ρ) logX log x
(s−ρ) logX log x
(w − (s− ρ) logX log x)mwn−1dw ≪ 2
m6n−1
(logX)m
.
Therefore, by the above calculations, when |σ − β| ≤ 1/ logX , we obtain
Um((s− ρ) logX)
(logX)m
= − 1
m!
(ρ− s)m log ((s− ρ) logX) +O
(
1
(logX)m
)
.
Finally, we consider the case σ ≤ β − 1/ logX . Put s2 = β − 1/ logX + it.
Then we can write
Um((s− ρ) logX)
(logX)m
=
1
m!
∫ e1+1/H
e
uf,H(x)
(logX log x)m
∫ (s2−ρ) logX log x
(s−ρ) logX log x
(w − (s− ρ) logX log x)m e
−w
w
dwdx
+
Um((s2 − ρ) logX)
(logX)m
.
Now by using the result of the previous case, we have
Um((s2 − ρ) logX)
(logX)m
= − 1
m!
(ρ− s2)m log ((s2 − ρ) logX) +O
(
1
(logX)m
)
≪ 1
(logX)m
.
On the other hand, from the definition of Um(z), we see that the first term on
the right hand side is
=
1
m!
∫ e1+1/H
e
uf,H(x)
∫ −1
logX
σ−β
(α− σ + β)m e
−(α+i(t−γ)) logX log x
α + i(t− γ) dαdx
≪ logX
m!
∫ e1+1/H
e
uf,H(x)
∫ ∞
σ−β
(α− σ + β)me−α logX log xdαdx≪ X
(1+1/H)(β−σ)
(logX)m
.
From the above calculations, we obtain
Um((s− ρ) logX)
(logX)m
=


−(ρ− s)m log((s− ρ) logX) +O
(
1
(logX)m
)
if |σ − β| ≤ 1/ logX ,
O
(
X(1+1/H)(β−σ)+Xβ−σ
(logX)m
)
if |σ − β| > 1/ logX .
Now, from the condition |t−γ| ≤ 1/ logX , the formula where |σ−β| is replaced
by |s− ρ| also holds. Hence, we complete the proof of the estimate (3.5).
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Moreover, we can obtain the estimate (3.6) from (3.5) since, for m ∈ Z≥1, the
inequality 1
m!
(s−ρ)m log ((s− ρ) logX)≪ (logX)−m holds for |s−ρ| ≤ 1/ logX .
Thus, we obtain this lemma. 
Proposition 1. Let m be a nonnegative integer. Then, for σ ≥ 1/2, t ≥ 14 we
have
ηm(s) = i
m
∑
2≤n≤X1+1/H
Λ(n)vf,H(e
logn/ logX)
ns(logn)m+1
− i
m
(logX)m
∑
ρ
Um((s− ρ) logX)
+ 2pi
m−1∑
k=0
im−1−k
(m− k)!k!
∑
0<γ<t
β>σ
(β − σ)m−k(t− γ)k +O
(
X2(1−σ) +X1−σ
t(logX)m+1
)
.
Here if m = 0, then we regard that the third term on the right hand side is zero.
Proof. In view of our definition of Um(z) and log ζ(s), it suffices to show this
lemma in the case that t is not equal to the ordinate of zeros of ζ(s). First,
we prove this proposition in the case m = 0. The proof is the almost same
as the proof of Theorem 1 in [13] (see also the proof of Lemma 1 in [4], if
necessary). Hence, we only write the rough proof in this case. Let u˜(s) be the
Mellin transform of uf , that is, u˜(s) :=
∫∞
0
uf,H(x)x
s−1dx. Since the functions
vf,H(x) and u˜(s + 1)/s are Mellin transforms, we find that, for any complex
number z with Re(z) ≥ 1/2,
∞∑
n=1
Λ(n)
nz
vf,H
(
elogn/ logX
)
=
1
2pii
∞∑
n=1
Λ(n)
nz
∫ c+i∞
c−i∞
u˜(w + 1)
w
n−w/ logXdw
= − 1
2pii
∫ logX+i∞
logX−i∞
ζ ′
ζ
(
z +
w
logX
)
u˜(w + 1)
w
dw.
By this formula, for Re(z) ≥ 1/2, Im(z) ≥ 14, we have
∑
n≤X1+1/H
Λ(n)
nz
vf,H
(
elogn/ logX
)
= −ζ
′
ζ
(z)−
∑
ρ
1
ρ− z u˜(1 + (ρ− z) logX) +O
(
X2(1−Re(z)) +X1−Re(z)
Im(z)
)
.
Integrating both sides with respect to z from ∞+ it to σ + it (= s) , we obtain
(3.7) log ζ(s) =
∑
2≤n≤X1+1/H
Λ(n)
ns logn
vf,H
(
elogn/ logX
)
−
∑
ρ
U0((s− ρ) logX) +O
(
X2(1−σ) +X1−σ
t logX
)
.
Therefore, this theorem holds in the case m = 0.
21
Next we show this proposition for m ≥ 1. By Lemma 1, it suffices to show
that
(3.8)
im
(m− 1)!
∫ ∞
σ
(α− σ)m−1 log ζ(α+ it)dα
= im
∑
2≤n≤X1+1/H
Λ(n)vf,H(e
logn/ logX)
ns(logn)m+1
− i
m
(logX)m
∑
ρ
Um((s− ρ) logX)
+O
(
X2(1−σ) +X1−σ
t(logX)m+1
)
.
Here, by using formula (3.7), the left hand side on the above is
(3.9) = im
∑
2≤n≤X1+1/H
Λ(n)vf,H(e
logn/ logX)
ns(logn)m+1
−
− i
m
(m− 1)!
∫ ∞
σ
∑
ρ
(α−σ)m−1U0((α+it−ρ) logX)dα+O
(
X2(1−σ) +X1−σ
t(logX)m+1
)
.
In the following, we will change the above sum and integral, and it is guaranteed
by ∑
ρ
∫ ∞
σ
|(α− σ)m−1U0((α + it− ρ) logX)|dα < +∞.
This convergence can be obtained by Lemma 2. Further, a little calculus shows
that
(3.10)
im
(m− 1)!
∫ ∞
σ
(α− σ)m−1U0((α + it− ρ) logX)dα
=
im
(logX)m
Um((s− ρ) logX).
Hence, by (3.9), (3.10), we obtain formula (3.8), and this completes the proof of
this proposition. 
Proof of Theorem 1. We can immediately obtain estimate (1.3) by Proposition
1, Lemma 2, and Lemma 3. Now we prove estimate (1.4) under the Riemann
Hypothesis. It suffices to show∑
1
logX
<|t−γ|≤ H
logX
1
|t− γ| ≪ log t
(
logX
log log t
+ logH
)
,(3.11)
and ∑
|t−γ|> H
logX
H
(t− γ)2 logX ≪ log t×
(
logX
H log log t
+ 1
)
(3.12)
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under the Riemann Hypothesis. Assuming the Riemann Hypothesis, the follow-
ing estimate (cf. Lemma 13.19 in [17])
N˜
(
t,
1
log log t
)
≪ log t
log log t
.(3.13)
holds for t ≥ 5. By this estimate, for any 1 ≤ H ≤ t
2
, we find that
∑
1
logX
<|t−γ|≤ H
logX
1
|t− γ| ≤
[(H−1) log log t
logX
]∑
k=0
∑
1
logX
+ k
log log t
<|t−γ|≤ 1
logX
+ k+1
log log t
1
|t− γ|
≪ log t
[(H−1) log log t
logX
]∑
k=0
1
log log t
logX
+ k
≤ log t
(
logX
log log t
+
∫ (H−1) log log t
logX
0
du
log log t
logX
+ u
)
= log t
(
logX
log log t
+ logH
)
,
and that∑
|t−γ|> H
logX
H
(t− γ)2 logX =
∑
H
logX
<|t−γ|≤ t
2
H
(t− γ)2 logX +O
(
H
t logX
)
≤
[ t log log t
2
]∑
k=0
∑
H
logX
+ k
log log t
<|t−γ|≤ H
logX
+ k+1
log log t
H
(t− γ)2 logX +O
(
H
t logX
)
≪ H log log t log t
logX
[ t log log t
2
]∑
k=0
1(
k + H log log t
logX
)2 + Ht logX
≤ H log log t log t
logX

( logX
H log log t
)2
+
∫ ∞
0
du(
u+ H log log t
logX
)2

 + H
t logX
≪ log t
(
logX
H log log t
+ 1
)
.
Hence, we obtain estimates (3.11), (3.12). 
Lemma 4. Assume the Riemann Hypothesis. Then, for t ≥ 14, 1
2
≤ σ ≤
1
2
+ 1
log log t
,
ζ ′
ζ
(s) =
∑
|t−γ|≤1/ log log t
1
s− ρ +O (log t) .(3.14)
Proof. This lemma is Lemma 13.20 in [17]. 
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Proof of Theorem 2. Let t ≥ 14 and X be a real parameter with log t ≤ X ≤ t.
By using Theorem 1, we have
Pf(1/2 + it, X) = log ζ(1/2 + it)−
∑
|t−γ|≤ 1
logX
log (|t− γ| logX) +Of
(
log t
log log t
)
.
By integrating the both sides of (3.14), we obtain
log ζ
(
1
2
+ it
)
− log ζ
(
1
2
+
1
log log t
+ it
)
=
∑
|t−γ|≤ 1
log log t
log (|t− γ| log log t) +O
(
log t
log log t
)
,
and by using estimate (13.44) in [17], we obtain
log ζ
(
1
2
+
1
log log t
+ it
)
≪ log t
log log t
.
Hence, we obtain
Pf (1/2 + it, X) =∑
|t−γ|≤ 1
log log t
log (|t− γ| log log t)−
∑
|t−γ|≤ 1
logX
log (|t− γ| logX) +Of
(
log t
log log t
)
= log
(
log log t
logX
)
×
∑
|t−γ|≤ 1
logX
1 +
∑
1
logX
<|t−γ|≤ 1
log log t
log (|t− γ| log log t)
+Of
(
log t
log log t
)
.
Thus, we obtain formula (2.3). In particular, estimates (2.4), (2.5), (2.6) are
easily obtained by formula (2.3) and estimate (3.13). 
4. Proof of Theorem 3
In this section, we prove Theorem 3. We prepare three lemmas, and the
proofs of these lemmas are probably standard for experts in this field, and so
those proofs are briefly.
Lemma 5. Assume the Riemann Hypothesis and (2.8). Let ψ(t) be a monotonic
function with 3 ≤ ψ(t) ≤√Y (t). Then we have
N˜
(
t,
1
logψ(t)
)
≪M(t) + log t
logψ(t)
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Proof. For σ ≥ σX := 12 + 1logX , by using the following formula (cf. (2.3) in [19])
ζ ′
ζ
(s) = −
∑
n≤X2
ΛX(n)
ns
+O

X1/2−σ


∣∣∣∣∣∣
∑
n≤X2
Λ′X(n)
nσX+it
∣∣∣∣∣∣+ log t



 ,(4.1)
we have
ζ ′
ζ
(σX + it)≪
∣∣∣∣∣∣
∑
n≤X2
Λ′X(n)
nσX+it
∣∣∣∣∣∣+ log t.(4.2)
Here, the function Λ′X(n) is defined by
Λ′X(n) =


Λ(n) if 1 ≤ n ≤ X ,
Λ(n) log(X2/n)/ logX if X ≤ n ≤ X2,
0 otherwise.
By assuming estimate (2.8) and the partial summation, the right hand side of
(4.2) is
≪M(t) logX + log t
for X2 ≤ Y (t). On the other hand, by the following formula
Re
(
ζ ′
ζ
(σ + it)
)
=
∑
|t−γ|≤1
σ − 1/2
(σ − 1/2)2 + (t− γ)2 +O(log t),
we have ∑
|t−γ|≤1
1/ logX
(1/ logX)2 + (t− γ)2 ≪M(t) logX + log t.
Therefore, we have ∑
|t−γ|≤1/ logX
1≪ M(t) + log t
logX
for X ≤√Y (t). Hence by putting X = ψ(t), we obtain this lemma. 
Lemma 6. Assume the Riemann Hypothesis and estimate (2.8). Let ψ(t) be a
monotonic function with 3 ≤ ψ(t) ≤√Y (t). Then we have
log ζ
(
1
2
+
1
logψ(t)
+ it
)
≪M(t) + log t
logψ(t)
.
Proof. By the formula (4.1), we see that
log ζ (σX + it) =
∑
2≤n≤X2
Λ′X(n)
nσX+it log n
+O

 1
logX


∣∣∣∣∣∣
∑
n≤X2
Λ′X(n)
nσX+it
∣∣∣∣∣∣+ log t



 .
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By using the partial summation, the above right hand side is
≪M(t) + log t
logX
for X ≤
√
Y (t). Hence by putting X = ψ(t), we obtain this lemma. 
Lemma 7. Assume the Riemann Hypothesis and estimate (2.8). Let ψ(t) be a
monotonic function with 3 ≤ ψ(t) ≤ √Y (t). Then, for 1
2
≤ σ ≤ 1
2
+ 1
logψ(t)
,
t ≥ 14, we have
ζ ′
ζ
(s) =
∑
|t−γ|≤ 1
logψ(t)
1
s− ρ +O(M(t) logψ(t) + log t).(4.3)
Proof. We can obtain this lemma by using Lemma 5 and the same method as in
the proof of Lemma 13.20 in [17]. 
Proof of Theorem 3. Let ψ(t) ≤ X ≤ t. Using (2.1), Lemma 5, and Lemma 7,
we can find that ∑
|t−γ|> 1
logψ(t)
1
(t− γ)2 ≪ logψ(t)(M(t) logψ(t) + log t).
Therefore, by using this estimate and Theorem 1, we have
(4.4)
∑
2≤n≤X2
Λ(n)vf,1(e
logn/ logX)
n1/2+it logn
= log ζ
(
1
2
+ it
)
−
∑
|t−γ|≤ 1
logX
log(|t− γ| logX) +O
(
M(t) +
log t
logψ(t)
)
.
On the other hand, by integrating the both sides of (4.3), we find that
log ζ
(
1
2
+ it
)
− log ζ
(
1
2
+
1
logψ(t)
+ it
)
=
∑
|t−γ|≤ 2
log Y (t)
log
(
i(t− γ)
1
logψ(t)
+ i(t− γ)
)
+O
(
M(t) +
log t
logψ(t)
)
.
Hence, using Lemma 5 and Lemma 6, we have
log ζ
(
1
2
+ it
)
=
∑
|t−γ|≤ 1
logψ(t)
log (|t− γ| logψ(t)) +O
(
M(t) +
log t
logψ(t)
)
.
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By this formula, the right hand side of (4.4) is equal to
log
(
logψ(t)
logX
)
× N˜
(
t,
1
logX
)
+
∑
1
logX
<|t−γ|≤ 1
logψ(t)
log (|t− γ| logψ(t))
+O
(
M(t) +
log t
logψ(t)
)
.
On the other hand, we see that the left hand side of (4.4) is = Pf(1/2 + it) +
O(log logX), which completes the proof of Theorem 3. 
5. Proof of Theorem 4
In this section, we prove Theorem 4. We will use the method of Selberg-Tsang
[24] in a part of the proof, where the following proposition plays an important
role there. Moreover, the proposition also plays an important role in the proof
of Theorem 5.
Before stating the proposition, we define σX,t and ΛX(n) = Λ(n)wX(n) by
σX,t =
1
2
+ 2 max
|t−γ|≤X3(β−1/2)
logX
{
β − 1
2
,
2
logX
}
,(5.1)
wX(y) =


1 if 1 ≤ y ≤ X ,
(log(X3/y))2−2(log(X2/y))2
2(logX)2
if X ≤ y ≤ X2,
(log(X3/y))2
2(logX)2
if X2 ≤ y ≤ X3.
(5.2)
Then, we can obtain the following proposition.
Proposition 2. Assume D(f) ≥ 2. Let m be a nonnegative integer, and let X,
H be real parameters with X ≥ 3, H ≥ 1. Then, for t ≥ 14, σ ≥ 1/2, the right
hand side of (1.3) is estimated by
≪f X
2(1−σ) +X1−σ
t(logX)m+1
+
+H3
σX,t − 1/2
(logX)m
(X2(σX,t−σ) +XσX,t−σ)


∣∣∣∣∣
∑
n≤X3
ΛX(n)
nσX,t+it
∣∣∣∣∣ + log t

 .
Thanks to Proposition 2, we can combine the method of Selberg-Tsang with
Theorem 1.
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Proof. By estimate (1.3) and the line symmetry of nontrivial zeros of ζ(s) with
respect to σ = 1/2, it suffices to show that
∑
|t−γ|≤ 1
logX
β≥1/2
(X2(β−σ) +Xβ−σ) +
1
(logX)3
∑
|t−γ|> 1
logX
β≥1/2
X2(β−σ) +Xβ−σ
|t− γ|3
≪ (σX,t − 1/2)(X2(σX,t−σ) +XσX,t−σ)


∣∣∣∣∣
∑
n≤X3
ΛX(n)
nσX,t+it
∣∣∣∣∣ + log t

 .
If β >
σX,t+1/2
2
, then by the definition of σX,t (5.1), we have
|t− γ| > X
3(β−1/2)
logX
> 3(β − 1/2) > 3|σX,t − β|.
By these inequalities, we find that
X2(β−σ) +Xβ−σ
|t− γ|3 ≪
logX
X3(β−1/2)
X2(β−σ) +Xβ−σ
(σX,t − β)2 + (t− γ)2
≪ X1/2−σ(logX)2 σX,t − 1/2
(σX,t − β)2 + (t− γ)2 .
Next, we suppose 1/2 ≤ β ≤ σX,t+1/2
2
. Then if |t− γ| > σX,t − 1/2, we find that
X2(β−σ) +Xβ−σ
|t− γ|3 ≪ (X
2(σX,t−σ) +XσX,t−σ)(logX)2
σX,t − 1/2
(σX,t − β)2 + (t− γ)2 ,
and if 1/ logX < |t− γ| ≤ σX,t − 1/2, we find that
X2(β−σ) +Xβ−σ
|t− γ|3 ≪ (X
2(σX,t−σ) +XσX,t−σ)(logX)3
(σX,t − 1/2)2
(σX,t − β)2 + (t− γ)2 .
From the above estimates, we have
(5.3)
1
(logX)3
∑
|t−γ|> 1
logX
β≥1/2
X2(β−σ) +Xβ−σ
|t− γ|3
≪ (σX,t − 1/2)(X2(σX,t−σ) +XσX,t−σ)
∑
|t−γ|> 1
logX
σX,t − 1/2
(σX,t − β)2 + (t− γ)2 .
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Moreover, it holds that∑
|t−γ|≤ 1
logX
β≥1/2
(X2(β−σ) +Xβ−σ)
≪ (σX,t − 1/2)(X2(σX,t−σ) +XσX,t−σ)
∑
|t−γ|≤ 1
logX
σX,t − 1/2
(σX,t − β)2 + (t− γ)2 .
By this estimate and (5.3), we obtain
∑
|t−γ|≤ 1
logX
β≥1/2
(X2(β−σ) +Xβ−σ) +
1
(logX)3
∑
|t−γ|> 1
logX
β≥1/2
X2(β−σ) +Xβ−σ
|t− γ|3
≪ (σX,t − 1/2)(X2(σX,t−σ) +XσX,t−σ)
∑
ρ
σX,t − 1/2
(σX,t − β)2 + (t− γ)2 .
Here, we have the following estimates (cf. (4.4) and (4.9) in [20])
∑
ρ
σX,t − 1/2
(σX,t − β)2 + (t− γ)2 ≪
∣∣∣∣∣∣
∑
n≤X3
ΛX(n)
nσX,t+it
∣∣∣∣∣∣+ log t.
Thus, we obtain this proposition. 
Moreover, we prepare some lemmas.
Lemma 8. Let T ≥ 5, and let 3 ≤ X ≤ T . Let k be a positive integer such that
Xk ≤ T/ log T . Then, for any complex numbers a(p), we have
∫ T
0
∣∣∣∣∑
p≤X
a(p)
p1/2+it
∣∣∣∣
2k
dt≪ Tk!
(∑
p≤X
|a(p)|2
p
)k
.
Here, the above sums run over prime numbers.
Proof. This lemma is a little modified assertion of Lemma 3 in [22], and the proof
of this lemma is the same as its proof. 
Lemma 9. Let T ≥ 5, and let k be a positive integer, X ≥ 3, ξ ≥ 1 be some
parameters with X15ξ10 ≤ T . Then, we have∫ T
0
(
σX,t − 1
2
)k
ξσX,t−1/2dt≪ T
(
4kξ
4
logX
(logX)k
+
8kk!
logX(log T )k−1
)
.
Proof. This lemma is a little modified assertion of Lemma 12 in [20], and the
proof of this lemma is the same as its proof. 
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Lemma 10. Let T be large, X = T 1/(log log T )
2
. Then, for 1≪ V = o(√log log T ),
we have
1
T
meas

t ∈ [T, 2T ]
∣∣∣∣∣∣ Re
∑
p≤X
1
p
1
2
+it
> V
√
1
2
∑
p≤X
1
p

 = (1 + o(1))
∫ ∞
V
e
−u2
2
du√
2pi
.
Proof. This lemma is Proposition 1 in [18]. 
Proof of Theorem 4. Let T be large, and V a parameter with
√
log log T ≪ V ≪
(log log T )2/3. Here, we may assume the inequality V ≤ A(log log T )2/3 with A
any fixed positive constant. Then, it suffices to show that, as T → +∞
1
T
meas(S (T, V ))
≤ (1 + o(1))
∫ ∞
V√
1/2 log log T
e−u
2/2 du√
2pi
+O
(
V
(log log T )5/6
exp
(
− V
2
log log T
))
.
Let X , Y be parameters with X = T 1/(log log T )
2 ≤ Y ≤ T 1/100. Let f be a fixed
function satisfying the condition of this paper and D(f) ≥ 2. By Theorem 1 and
Proposition 2, for T ≤ t ≤ 2T , we have
log |ζ(1/2 + it)| ≤ Re
∑
2≤n≤Y 2
Λ(n)vf,1(e
logn/ logY )
n1/2+it log n
+ C1(σY,t − 1/2)Y 2σY,t−1


∣∣∣∣∣
∑
n≤Y 3
ΛY (n)
nσY,t+it
∣∣∣∣∣+ log T

 ,
where C1 is an absolute positive constant. Now, we see that
Re
∑
2≤n≤Y 2
Λ(n)vf,1(e
logn/ log Y )
n1/2+it log n
= Re
∑
p≤X
1
p1/2+it
+ Re
∑
X<p≤Y 2
vf,1(e
log p/ log Y )
p1/2+it
+ Re
∑
p≤Y
vf,1(e
log p2/ log Y )
p1+2it log p2
+ Re
∑
pk≤Y 2
k≥3
Λ(pk)vf,1(e
log pk/ log Y )
pk(1/2+it) log pk
,
∣∣∣∣ ∑
pk≤Y 2
k≥3
Λ(pk)vf,1(e
log pk/ log Y )
pk(1/2+it) log pk
∣∣∣∣ ≤ ∑
pk≤Y 2
k≥3
Λ(pk)
pk/2 log pk
≪ 1,
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and that ∣∣∣∣ ∑
pk≤Y 3
k≥2
ΛY (p
k)
pk(σY,t+it)
∣∣∣∣ ≤ ∑
pk≤Y 3
k≥2
log p
pkσY,t
≤ log Y +O(1) ≤ log T.
Hence, we have
meas(S (T, V )) ≤ meas(S1) + meas(S2) + meas(S3) + meas(S4),(5.4)
where the sets S1, S2, S3, S4 are defined by
S1 :=
{
t ∈ [T, 2T ]
∣∣∣∣∣ Re
∑
p≤X
1
p1/2+it
> V1
}
,
S2 :=

t ∈ [T, 2T ]
∣∣∣∣∣∣ Re
∑
X<p≤Y 2
vf,1(e
log p/ log Y )
p1/2+it
> V2

 ,
S3 :=
{
t ∈ [T, 2T ]
∣∣∣∣∣ Re
∑
p≤Y
vf,1(e
log p2/ log Y )
p1+2it
> V2
}
,
S4 :=

t ∈ [T, 2T ]
∣∣∣∣∣ C1(σY,t − 1/2)Y 2σY,t−1


∣∣∣∣∣
∑
p≤Y 3
ΛY (p)
pσY,t+it
∣∣∣∣∣+ 2 log T

 > V2

 ,
where V1 = V − 3V2, and V2 is a positive parameter with V2 ≤ V/4. Let k be a
positive integer with k ≤ 1
100
log T
log Y
. By Lemma 10, we find that∫ 2T
T
∣∣∣∣ ∑
X<p≤Y 2
vf,1(e
log p/ log Y )
p1/2+it
∣∣∣∣
2k
dt≪ T (C2k log log log T )k ,(5.5)
and that ∫ 2T
T
∣∣∣∣∑
p≤X
vf,1(e
log p2/ logX)
p1+2it
∣∣∣∣
2k
dt≪ Tk!Ck3 .(5.6)
By Lemma 9, we have∫ 2T
T
(2C1)
k(σY,t − 1/2)kY 2k(σY,t−1/2)(log T )kdt≪ T
(
C3 log T
log Y
)k
.(5.7)
Now, we can write∑
p≤Y 3
ΛY (p)
pσY,t+it
=
∑
p≤Y 3
ΛY (p)
p1/2+it
−
∑
p≤Y 3
ΛY (p)
p1/2+it
(1− p1/2−σY,t)
=
∑
p≤Y 3
ΛY (p)
p1/2+it
−
∫ σY,t
1/2
∑
p≤Y 3
ΛY (p) log p
pα′+it
dα′,
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and, for 1/2 ≤ α′ ≤ σY,t,∣∣∣∣ ∑
p≤Y 3
ΛY (p) log p
pα′+it
dα
∣∣∣∣ = Y α′−1/2
∣∣∣∣∣
∫ ∞
α′
Y 1/2−α
∑
p≤Y 3
ΛY (p) log (Y p) log p
pα+it
dα
∣∣∣∣∣
≤ Y σY,t−1/2
∫ ∞
1/2
Y 1/2−α
∣∣∣∣ ∑
p≤Y 3
ΛY (p) log (Y p) log p
pα+it
∣∣∣∣dα.
Therefore, we have
(5.8)
∣∣∣∣ ∑
p≤Y 3
ΛY (p)
pσY,t+it
∣∣∣∣ ≤
∣∣∣∣ ∑
p≤Y 3
ΛY (p)
p1/2+it
∣∣∣∣+
+ (σY,t − 1/2)Y σY,t−1/2
∫ ∞
1/2
Y 1/2−α
∣∣∣∣ ∑
p≤Y 3
ΛY (p) log (Y p) log p
pα+it
∣∣∣∣dα.
By the Cauchy-Schwarz inequality, and Lemmas 8, 9, we have
∫ 2T
T
(σY,t − 1/2)kY 2k(σY,t−1/2)
∣∣∣∣ ∑
p≤Y 3
ΛY (p)
p1/2+it
∣∣∣∣
k
dt(5.9)
≤
(∫ 2T
T
(σY,t − 1/2)2kY 4k(σY,t−1/2)dt
)1/2(∫ 2T
T
∣∣∣∣ ∑
p≤Y 3
ΛY (p)
p1/2+it
∣∣∣∣
2k
dt
)1/2
≪ T (Ck1/2)k.
On the other hand, by the Cauchy-Schwarz inequality and Lemma 9, we find
that
∫ 2T
T
(σY,t − 1/2)2kY 3k(σY,t−1/2)

∫ ∞
1/2
Y 1/2−α
∣∣∣∣ ∑
p≤Y 3
ΛY (p) log (Y p) log p
pα+it
∣∣∣∣dα


k
dt
≤
(∫ 2T
T
(σY,t − 1/2)4kY 6k(σY,t−1/2)dt
)1/2
×
×

∫ 2T
T

∫ ∞
1/2
Y 1/2−α
∣∣∣∣ ∑
p≤Y 3
ΛY (p) log (Y p) log p
pα+it
∣∣∣∣dα


2k
dt


1/2
≪ T
1/2Ck
(log Y )2k

∫ 2T
T

∫ ∞
1/2
Y 1/2−α
∣∣∣∣ ∑
p≤Y 3
ΛY (p) log (Y p) log p
pα+it
∣∣∣∣dα


2k
dt


1/2
.
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Moreover, by Ho¨lder’s inequality, we have

∫ ∞
1/2
Y 1/2−α
∣∣∣∣ ∑
p≤Y 3
ΛY (p) log (Y p) log p
pα+it
∣∣∣∣dα


2k
≤
(∫ ∞
1/2
Y 1/2−σdα
)2k−1
×

∫ ∞
1/2
Y 1/2−σ
∣∣∣∣ ∑
p≤Y 3
ΛY (p) log (Y p) log p
pα+it
∣∣∣∣
2k
dα


=
1
(log Y )2k−1
∫ ∞
1/2
Y 1/2−σ
∣∣∣∣ ∑
p≤Y 3
ΛY (p) log (Y p) log p
pα+it
∣∣∣∣
2k
dα.
Therefore, by using Lemma 8, we find that
∫ 2T
T

∫ ∞
1/2
Y 1/2−α
∣∣∣∣ ∑
p≤Y 3
ΛY (p) log (Y p) log p
pα+it
∣∣∣∣dα


2k
dt
≤ 1
(log Y )2k−1
∫ ∞
1/2
Y 1/2−α

∫ 2T
T
∣∣∣∣ ∑
p≤Y 3
ΛY (p) log (Y p) log p
pα+it
∣∣∣∣
2k
dt

 dα
≪ Tk!
(log Y )2k−1
∫ ∞
1/2
Y 1/2−α

∑
p≤Y 3
(log(Y p))2(log p)4
p2α


k
dα
≪ Tk!Ck(log Y )4k+1
∫ ∞
1/2
Y 1/2−αdα ≤ Tk!Ck(log Y )4k.
Hence, we obtain
∫ 2T
T
(σY,t − 1/2)2kY 3k(σY,t−1/2)

∫ ∞
1/2
Y 1/2−α
∣∣∣∣ ∑
p≤X3
ΛY (p) log (Y p) log p
pα+it
∣∣∣∣dα


k
dt
≪ T (Ck1/2)k.
By this estimate and estimates (5.7), (5.8), (5.9), we have
(5.10)
1
T
∫ 2T
T
Ck1 (σY,t − 1/2)kY 2k(σY,t−1/2)


∣∣∣∣∣
∑
p≤Y 3
ΛY (p)
pσY,t+it
∣∣∣∣∣+ 2 log T


k
dt
≪
(
C4 log T
log Y
)k
.
33
Thus, by estimates, (5.5), (5.6), (5.10), the following estimates
1
T
meas(S2)≪
(
kC2 log log log T
V 22
)k
,
1
T
meas(S3)≪
(
kC3
V 22
)k
,
1
T
meas(S4)≪
(
C4 log T
V2 log Y
)k
hold for X ≤ Y ≤ T 1/100, k ≤ 1
100
log T
log Y
.
We put Y = T log log T/(200C5V
2) and k = 2
[
V 2
log logT
+ 1
]
, where C5 is a constant
chosen as satisfying C5 ≥ 2 and C5V 2/ log log T ≥ 2. Further, we decide V2 the
following. If V ≤ (log log T )3/5, then V2 = log log TC6V , and if V > (log log T )3/5, then
V2 =
200C4C5eA3 log logT
V
. Here, C6 is a constant chosen as satisfying V2 ≤ V4 . Then
we obtain
meas(S2) + meas(S3) + meas(S4)
T
≪ exp
(
− 2V
2
log log T
log
(
eA3(log log T )2
V 3
))
for
√
log log T ≪ V ≤ A(log log T )2/3. Hence, by Lemma 10 and inequality (5.4),
we have
1
T
meas(S (T, V )) ≤ (1 + o(1))
∫ ∞
V1
W (T )
e−u
2/2 du√
2pi
+ o

∫ ∞
V√
1/2 log log T
e−u
2/2du


for V with limT→+∞ V√log log T = +∞. Here, W (T ) indicates
W (T ) =
√
1
2
∑
p≤X
p−1 =
√
1
2
log log T +O
(
log log log T√
log log T
)
.
Since the estimate
∫∞
V
e−u
2
du ≍ V −1e−V 2 holds for V ≫ 1, we obtain
∫ V√
1/2 log log T
V1
W (T )
e−u
2/2 du√
2pi
≪ e− V
2
log log T
V
(log log T )5/6
.
Thus, we have
1
T
meas(S (T, V ))
≤ (1 + o(1))
∫ ∞
V√
1/2 log log T
e−u
2/2 du√
2pi
+O
(
e−
V 2
log log T
V
(log log T )5/6
)
for
√
log log T ≪ V ≤ A(log log T )2/3. This completes the proof of Theorem
4. 
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6. Proofs of Theorem 5 and Theorem 6
In this section, we prove Theorem 5 and Theorem 6.
Proof of Theorem 5. Let m be a positive integer and f be a fixed function satis-
fying the condition of this paper and D(f) ≥ 2. Then, by Theorem 1, for t ≥ 14,
for X ≤ T 1135k =: Y , we obtain
(6.1) ηm(σ + it)− im
∑
2≤n≤X
Λ(n)
nσ+it(logn)m+1
− Ym(σ + it)
= im
∑
X<n≤Y 2
Λ(n)vf,1(e
logn/ log Y )
nσ+it(log n)m+1
+Rm(σ + it, Y, 1).
By using partial summation, Lemma 8, and the prime number theorem, we
find that∫ T
0
∣∣∣∣∣
∑
X<p≤Y 2
vf,1(e
log p/ log Y )
pσ+it(log p)m
∣∣∣∣∣
2k
dt≪ Tk!
(∑
p>X
1
p2σ(log p)2m
)k
≤ Tk!
(
2m+ 1
2m
+
C
logX
)k
Xk(1−2σ)
(logX)2km
,
and that∫ T
0
∣∣∣∣∣
∑
X<p2≤Y 2
vf,1(e
log p2/ log Y )
p2σ+2it(log p2)m
∣∣∣∣∣
2k
dt≪ Tk!
( ∑
p>
√
X
1
p4σ(log p2)2m
)k
≤ Tk!Ck X
k(1−4σ)/2
(logX)2km
.
Set
ψ3(y, z) :=
∑
y<pl≤z
l≥3
log p.
Then we can easily obtain the inequality ψ3(y, z) ≪ z1/3 holds for z ≥ 2. By
using this inequality and partial summation, we find that∣∣∣∣∣
∑
X<pl≤Y 2
l≥3
vf,1(e
log pl/ log Y )
lpl(σ+it)(log pl)m
∣∣∣∣∣ ≤
∫ ∞
X
σ log ξ +m
ξ1+σ(log ξ)m+1
ψ3(y, ξ)dξ ≪ X
1/3−σ
(logX)m
.
Therefore, we have∫ T
0
∣∣∣∣∣
∑
X<pl≤Y 2
l≥3
vf,1(e
log pl/ log Y )
lpl(σ+it)(log pl)m
∣∣∣∣∣
2k
dt≪ TCk X
k(2/3−2σ)
(logX)2km
.
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Hence it holds that
(6.2)
∫ T
0
∣∣∣∣∣
∑
X<n≤Y 2
Λ(n)vf,1(e
logn/ logY )
n1/2+it(log n)m+1
∣∣∣∣∣
2k
dt
≪ Tk!
(
2m+ 1
2m
+
C
logX
)k
Xk(1−2σ)
(logX)2km
.
Next, we consider the integral of Rm(s, Y, 1). By Proposition 2, we have∫ T
14
|Rm(σ + it, Y, 1)|2kdt≪ (Ck2(m+1))kT
1−σ + T (1−σ)/2
(log T )2k(m+1)
+
+
(Ck2m)kY (1−2σ)k
(log T )2km
∫ T
14
{(
σY,t − 1
2
)
Y 2σY,t−1
(∣∣∣∣ ∑
n≤Y 3
ΛY (n)
nσY,t+it
∣∣∣∣+ log t
)}2k
dt,
where ΛY (n) = Λ(n)wY (n), and wY (n) is given by (5.2). By the same method
as the proof of estimate (5.10), we can obtain
∫ T
0
{(
σY,t − 1
2
)
Y 2σY,t−1
(∣∣∣∣ ∑
n≤Y 3
ΛY (n)
nσY,t+it
∣∣∣∣ + log (t+ 2)
)}2k
dt ≪ T (Ck2)k.
Hence, we have ∫ T
14
|Rm(σ + it, Y, 1)|2kdt≪ T 1+ 1−2σ135 C
kk2k(m+1)
(log T )2km
.
Thus, from this estimate, (6.1), and (6.2), we obtain Theorem 5. 
Proof of Theorem 6. Let m be a positive integer. Let X , Y , T be sufficiently
large numbers with X ≤ T 1135k =: Y . Set V be any positive number. By
Theorem 5, there exists a positive number C1 > 3 such that
meas(Tm(T,X, V ))≪
√
k
(
k(1 + 1
m
+ C1
logX
)
eV 2(logX)2m
)k
+
(
C1k
2(m+1)
V 2(log T )2m
)k
.(6.3)
Here, if V satisfies 2(logX)−m ≤ V ≤ c0(log T )
m
2m+1 (logX)−
2m2+2m
2m+1 , then we
choose k = [V 2(logX)2m/(1 + 1/m)], where c0 is an absolute positive constant
satisfying c0 ≤ e−1C1/(4m+2)1 . Then, by (6.3), we have
meas(Tm(T,X, V ))≪ exp
(
− m
m+ 1
V 2(logX)2m
(
1− C
′
logX
))
.(6.4)
If V satisfies c0(log T )
m
2m+1 (logX)−
2m2+2m
2m+1 ≤ V ≤ log T
(logX)m+1
, then we choose k =
[(eC1)
− 1
m+1V
1
m+1 (log T )
m
m+1 ]. Then, by (6.3), we have
meas(Tm(T,X, V ))≪ exp
(
−c1V
1
m+1 (log T )
m
m+1
)
.(6.5)
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Thus, from estimates (6.4) and (6.5), we obtain this theorem.
Next, we show (2.14) under the Riemann Hypothesis. Let f be a fixed function
satisfying the condition of this paper and D(f) ≥ 2. By Theorem 1 as H = 1,
for X ≤ Z ≤ T , we have
(6.6) ηm(σ + it)− im
∑
2≤n≤X
Λ(n)
nσ+it(logn)m+1
= im
∑
X<n≤Z2
Λ(n)vf,1(e
logn/ logZ)
nσ+it(logn)m+1
+Rm(σ + it, Z, 1).
Since we assume the Riemann Hypothesis, by using Proposition 2, it holds that
there exists some constant C3 > 1 such that for any 3 ≤ Z ≤ T , t ∈ [T, 2T ],
|Rm(1/2 + it, Z, 1)| ≤ C3
2

 1
(logZ)m+1
∣∣∣∣∣∣
∑
p≤Z3
wZ(p) log p
p
1
2
+ 4
logZ
+it
∣∣∣∣∣∣+
log T
(logZ)m+1

 ,
where wZ is defined by (5.2). Therefore, by letting Z = exp
((
C3
log T
V
) 1
m+1
)
, we
have
|Rm(1/2 + it, Z; u)| ≤ V
2 log T
∣∣∣∣∣∣
∑
p≤Z2
wZ(p) log p
p
1
2
+ 4
logZ
+it
∣∣∣∣∣∣+
V
2
for t ∈ [T, 2T ]. Note that the inequality V ≤ log T
(logX)m+1
implies X ≤ Z. Hence,
by formula (6.6), when V ≤ log T
(logX)m+1
, we have
meas(Tm(T,X, V )) ≤ meas(S1) + meas(S2).(6.7)
Here, the sets S1 and S2 are defined by
S1 :=

t ∈ [T, 2T ]
∣∣∣∣∣
∣∣∣∣ ∑
X<n≤Z2
Λ(n)vf,1(e
logn/ logZ)
n1/2+it(log n)m+1
∣∣∣∣ > V4

 ,
S2 :=

t ∈ [T, 2T ]
∣∣∣∣∣ V2 log T
∣∣∣∣ ∑
p≤Z3
wZ(p) log p
p
1
2
+ 4
logZ
+it
∣∣∣∣ > V4

 .
By the same calculation as (6.2), we obtain
1
T
∫ 2T
T
∣∣∣∣∣
∑
X<n≤Z2
Λ(n)vf,1(e
logn/ logZ)
n1/2+it(log n)m+1
∣∣∣∣∣
2k
dt≪ C
kk!
(logX)2mk
.(6.8)
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On the other hand, by Lemma 8 and the prime number theorem, we find that
1
T
∫ 2T
T

 V
2 log T
∣∣∣∣∣∣
∑
p≤Z3
wZ(p) log p
p
1
2
+ 4
logZ
+it
∣∣∣∣∣∣


2k
dt≪ Ckk!
(
V
log T
) 2m
m+1
k
for k ≤ c0V
1
m+1 (log T )
m
m+1 . Here c0 is a small positive constant. Therefore, by
this estimate and (6.8), we obtain the following estimates
meas(S1) + meas(S2)
T
≪
(
C4k
1/2
V (logX)m
)2k
+
(
C4k
1/2
V
(
V
log T
)m/(m+1))2k
,
where C4 is a sufficiently large positive constant. Hence, by these esitmates and
(6.7), when V ≤ log T
(logX)m+1
, we have
meas(Tm(T,X, V ))≪
(
C4k
1/2
V (logX)m
)2k
.
Since V satisfies (log T )
m
2m+1 (logX)−
2m2+2m
2m+1 ≤ V ≤ C0 log T
(logX)m+1
, choosing k =
[(eC4)
−2V
1
m+1 (log T )
m
m+1 ], we have
meas(Tm(T,X, V ))≪ exp
(
−c4V
1
m+1 (log T )
m
m+1 log
(
e
V
2m+1
2m+2 (logX)m
(log T )
m
2m+2
))
.
Thus, we obtain estimate (2.14) under the Riemann Hypothesis. 
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