Abstract. We are concerned with the feedthrough operator for the open-loop system of linear elasticity with Dirichlet boundary control and collocated observation. This system has been known to be regular in the sense of G. Weiss. In this paper, the analytic expression of the corresponding feedthrough operator is presented by means of differential geometry and Fourier transform methods.
Introduction and main results.
In the past two decades, a class of linear infinite-dimensional systems, so-called well-posed and regular systems, have been studied extensively. For an infinite-dimensional system, the well-posedness describes the continuous dependence of the state and output to the initial state and input. The regularity means that zero is the Lebesgue point of the output, which describes some smoothness of the output of system. This class of systems covers many systems described by partial differential equations allowing controls and observations to be imposed on the subregions, points, or boundaries. More importantly, the well-posed and regular systems parallel in many ways to finite-dimensional ones. Therefore, verification of well-posedness and regularity for some important controlled partial differential equations becomes significant for applications due to fruitful achievements in abstract setup (see, e.g., [7, 8] ).
In this paper, we study the regularity of a linear elasticity system with Dirichlet boundary control and collocated observation. This issue has been addressed a great deal for the wave equation, plate equation, Schrödinger equation, and heat equation; see [1, 2, 3, 4, 10, 11, 12, 13, 14, 15, 18] .
Very recently, the well-posedness of the system of linear elasticity in R n space was obtained in [15] . In the present paper, we shall show that this system is regular as well. However, as a strongly coupled system, the "guess" of the analytic expression of feedthrough operator becomes a mathematical challenge, while for the uncoupled wave equation, plate equation, Schrödinger equation, and some weakly coupled systems, the feedthrough operator could be found explicitly by use of energy multiplier methods; see [4, 10, 12, 13, 14, 11] . In order to cope with this problem, we first view this system in an n-dimensional Riemannian manifold. Some techniques from Riemannian geometry which had been used in dealing with the boundary exact controllability of wave and plate equations with variable coefficients (also for the derivation of the thin shell equation and the regularity of the controlled partial differential equations with variables; see [6, 12, 27, 25, 24, 26, 23] ) then can be used to finally obtain the analytic expression of the feedthrough operator.
Let Ω ⊂ R n (n ≥ 2) be a bounded open region with a boundary Γ := ∂Ω of class C 2 . Let u(x, t) = (u 1 (x, t), u 2 (x, t), . . . , u n (x, t)) be the displacement vector at point x ∈ Ω and time t. The strain tensor ε(u) = (ε ij (u)) is defined by ε ij (u) = 1 2
The stress tensor σ(u) = (σ ij (u)) is given by
where λ and μ are Lamé's constants satisfying (1.1) μ > 0, nλ + (n + 1)μ > 0.
We consider the following n-dimensional system of isotropic linear elasticity: . . , J n ) is the input function (or control), and y = (y 1 , y 2 , . . . , y n ) is the output function (or observation).
As will be indicated in Remark 2.2 in section 2, system (1.2) is equivalent to the following system from which we clearly see its strongly coupled property:
where
n and control and observation space U = (L 2 (∂Ω)) n . The following well-posedness for (1.2) was proved recently in [15] .
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In this paper, we shall prove that the system is regular as well. Let J τ be the projection of J in the tangential space of ∂Ω, i.e.,
n and control and observation space U = (L 2 (∂Ω)) n . More precisely, if u(0) = u (0) = 0 and J(t) ≡ J ∈ U is a step input, then the step response y satisfies
The operator D in Theorem 1.2 is called a feedthrough operator in control theory, which is important for an appropriate representation of the control system (1.2). For the wave (or plate) equation with constant coefficients, D = I (or D = 0), which is initially guessed from one-dimensional system or directly by the energy multiplier method. However, for the strongly coupled systems like (1.2), the "guess" of the analytic expression of D becomes a mathematical challenge.
Having viewed the output y as a vector field on R n , we could obtain the analytic expression of D for system (1.2) stated in Theorem 1.2.
Remark 1.1. If λ = −μ, then the system (1.2) or (1.3) is uncoupled and
By Remark 2.2 in section 2 and Theorem 1.2, it has
where k = 1, 2, . . . , n. This reduces to Theorem 1.2 of [13] . We thereby generalize Theorem 1.2 of [12] to a strongly coupled system of linear elasticity. The remainder of the paper is organized as follows. In section 2, we first introduce some standard notation that will be used in subsequent sections. The geometric formulation of system (1.2) is presented by differential geometry method. The abstract setting of system (1.2) is recalled in section 3. The proof of the main result is given in section 4.
Some notation and geometric formulation of (1.2).
In this section, we first introduce some notation in Riemannian geometry. All these definitions and notation are standard in such classical works as [16, 19, 22] .
Suppose that M is a Riemannian manifold of dimension n with Riemannian metric g. For each x ∈ M , let M x stand for the tangential space of M at x. Denote the set of all vector fields on M by X (M ), and the set of all k-order tensor fields and the set of all k-forms on M by T k (M ) and Λ k (M ), respectively, where k is a nonnegative integer. Then
where Λ(M ) = X (M ) is the isomorphism: for any given X ∈ X (M ), the equation
It is well known that for each x ∈ M , the k-order tensor space T k x on M x is an inner product space defined as follows. Let e 1 , e 2 , . . . , e n be an orthonormal basis of
Let Ω be a bounded region of M with a regular boundary Γ or without boundary when Γ is empty. From (2.4), T k (Ω) is an inner product space with the inner product
where dx is the volume element of M in its Riemannian metric. Let D be the Levi-Civita connection on M in metric g of M . For U ∈ X (M ), DU is the covariant differential of U which is a 2-order covariant tensor field in the following sense:
We also define
where e 1 , . . . , e n is an orthonormal basis of M x . It is obvious that tr
For a given x ∈ M , let E 1 , . . . , E n be an orthonormal basis of vector fields on M . We then have the following formulae (see, e.g., [22] ):
where d is the exterior differential and δ is the formal adjoint of d.
Finally we introduce an important Sobolev space H k (Ω, Λ) that is defined by
(see, e.g., [21] ). In particular,
. Now we are in a position to formulate system (1.2) in an n-dimensional Riemannian manifold. From now on, D is the Levi-Civita connection on R n . Consider R n as an n-dimensional Riemannian manifold. Since at each point the tangential space is isomorphic to the Euclidean space R n , we define its Riemannian metric g as that produced from the Euclidean dot product ·, · in R n . In this way, u = (u 1 , u 2 , . . . , u n ) is regarded as a vector field on Ω or 1-form. The strain tensor and stress tensor can be rewritten as
Moreover, the strain energy of the system of linear elasticity associated to the vector field u can be rewritten as
With these preparations, we can then apply the method of [27] to deduce the following geometric formulation of (1.2):
where d and δ are defined by (2.10) and (2.11), respectively,
and ν is the unit normal along Γ in the Euclidean metric pointing toward the exterior of Ω. Remark 2.1. To avoid the repetition, the detail of derivation of (2.18) by method of [27] is missed here. However, we can still easily check that system (2.18) and (1.2) are the same. This can be done by a simple computation under the natural coordinate of R n with the Euclidean metric by applying (2.10) and (2.11) and taking the fact that for the classical orthonormal basis (e 1 , e 2 , . . . , e n ) of vector fields on R n ,
Remark 2.2. For the system of linear elasticity, two kinds of following boundary operators,
are often used as in (1.2) and (1.3). Now we can clearly state their difference using the terminology of differential geometry. In fact, in the case of natural coordinate of R n with the Euclidean metric,
where τ j , j = 1, 2, . . . , n − 1, are any given orthonormal tangential vector fields along the boundary ∂Ω. So their difference is
But for systems (1.2) and (1.3), they are the same. This is because
We point out that the geometric formulation (2.18) is more useful than (1.2) in proving Theorem 1.2. In the proof of Theorem 1.2, which will be presented in section 4, we need to localize and flatten the region Ω. After those processes, if it is computed in Euclidean space, ∇ · σ(u) and σ(u)ν will have very complicated expressions that are almost impossible to deal with. The reason is that ∇ · σ(u) is strongly coupled. Even if we use (1.3), the strongly coupled terms ∇div(u) and div(u)ν have similar difficulty. However, when we use (2.18), some techniques of differential geometry could be applied to obtain the much simpler expression of (μδd+ (2μ + λ)dδ)u after localization and flattening. At some point, it is similar to ∇ · σ(u) or μΔu + (μ + λ)∇div(u) under the natural coordinates of R n , which is sufficient to enable us get through the proof.
Collocated formulation of (2.18).
This section is parallel to the formulation of system (1.3) in Euclidean space done in [15] . But since (2.18) is a geometric formulation, we give a sketch of the discussion here.
Let 
By means of the Lax-Milgram theorem, A is a canonical isomorphism from
Hence A is an extension of the operator A.
It can be easily shown that D(A 1/2 ) = L 2 (Ω, Λ) (see [13] ) and
Since R n is viewed as a Riemannian manifold with metric produced from the Euclidean dot product and natural coordinate {x 1 , x 2 , . . . , x n }, if we take E j = ∂ xj , j = 1, 2, . . . , n, and use (2.10) and (2.11), it is easy to check that (3.1) is equivalent to the following system:
After such a treatment, (3.2) is just a classical elliptic equation. Hence there exists a unique solution
By virtue of the map Υ, one can write system (2.18) as (at least for smooth J and classical solution)
(This formulation appeared in many references; see, e.g., (1.12) of [18] .
We identify H with its dual H . Then the following relations hold:
Similar to [15] , we have
Now, we have formulated the open-loop system (2.18) into the abstract form of a second-order system in the space
where B and B * are defined by (3.5) and (3.6), respectively. The abstract system (3.7) has been studied in detail in [2] and [9] , respectively.
Proof of Theorem 1.2.
It follows from the appendix of [9] that the transfer function of system (3.7) is
whereÃ, B, and B * are given by (3.4), (3.5), and (3.6), respectively. Moreover, from the well-posedness claimed by Theorem 1.1 of [15] , it follows that there are constants M , β such that
In order to prove our main result, we need the following proposition. 
Proof. It was shown in [20] that in the frequency domain, (4.4) is equivalent to
in the strong topology of U for any J ∈ U, where H(ρ) is given by (4.1). Due to (4.2) and the density argument, it suffices to show that (4.5) is satisfied for all
n , and put
Then u satisfies (4.3) and
under the natural coordinates of R n with the Euclidean metric, (4.7) below is an elliptic boundary problem. So we can take a function ψ ∈ H 2 (Ω, Λ) to satisfy (4.7)
Then (4.3) can be written as (4.8)
So (4.6) becomes
Since B(ψ) is independent of ρ, the required result then follows from (4.5) and (4.9). Proof of Theorem 1.2. By Proposition 4.1, we need only show that the solution u of (4.3) with J ∈ (C ∞ 0 (Γ)) n satisfies (4.4). We assume ρ ∈ (1, ∞) throughout the proof.
For any x 0 ∈ ∂Ω, suppose without loss of generality that in an open neighborhood
Since R n is now viewed as an n-dimensional Riemannian manifold with the Riemannian metric g produced by the usual Euclidean dot product, let us use the geodesic normal coordinate as follows. We denote these coordinates by (h, s) = (h 1 , h 2 , . . . , h n−1 , s) ∈ R n and assume that (h 1 , h 2 , . . . , h n−1 ) are local coordinates in the surface ∂Ω satisfying ∂/∂ hj , ∂/∂ h k = δ jk , j, k = 1, 2, . . . , n − 1, at x 0 . Then we can introduce a diffeomorphism by 
Then there exists e jk (h, s), j, k = 1, 2, . . . , n − 1, such that
It is easy to check that e jk (0, 0) and the unit normal vector field ν on the boundary becomes
For any vector field u, set
Apply (2.10) and (2.11) and make use of the idea of [5] or [17] to get
where l 1 (u), l 2 (u) are two vector fields containing at most the first derivatives of u k , k = 1, 2, . . . , n. The remaining proof is divided into five steps. After Step 1, all computations are the same as in Euclidean space, and the technique of differential geometry is almost no longer required.
Step 1: Flattening and localization. We first flatten the local domain Ω x0 ∩ Ω with the above diffeomorphism Ψ and set
By (4.10), (4.11), and (4.3), we see thatũ satisfies (4.12)
and Q k , k = 1, 2, . . . , n, are linear differential operators of order 1 with continuous coefficients in B r . Let γ > 0 be fixed but small enough. Since e jk , j, k = 1, 2, . . . , n−1, are continuous functions in Ψ −1 ∩ B r , one can find a scalar r 0 ∈ (0, r) such that for all (h, s) ∈ B r0 , (4.14)
For brevity of notation, we will denote R n−1 × R + by O. By (4.12), χ satisfies (4.16)
Clearly, G k and L k are two linear differential operators of order 2 and order 1, respectively. And from e jk (0, 0) = δ jk , j, k = 1, 2, . . . , n − 1, it follows that (4.18)
Step 2: Partial Fourier transform. Fix s for any χ(·, s) ∈ (L 2 (R n−1 )) n . From now on, we denote by the partial Fourier transform with respect to h, for instance,
Applying the above Fourier transform to system (4.16) gives
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in order to analyze the solutions of (4.19) satisfying (4.21), we decompose χ(ξ, s) as follows:
where w satisfies (4.23)
and v satisfies (4.24)
where Φ(ξ, s) is a vector function determined by system (4.23), which will be given below in detail. The validity of the last equality comes from (4.22) and the explicit expression of the solution of (4.23).
In the following two steps, we give the estimates of ∂ s w and ∂ s v. In what follows, C will denote some positive constant independent of ρ although it may have different values in different contexts, and denote
for any vector field
Step 3. We claim that there exists a constant C > 0 such that for all ρ ∈ (1, ∞) (4.25)
Actually, set
Then it follows from the definition of p k , k = 1, 2, . . . , n, that (4.23) can be rewritten as the following first order system.
where α = (μ + λ).
A direct calculation shows that the eigenvalues {ω i } 2n i=1 of A are given by
The eigenvectors q 2 , q 4 , . . . , q 2n of A corresponding to the negative eigenvalues ω 2 , ω 4 , . . . , ω 2n , respectively, are 
After a computation, we obtain
From the theory of ordinary differential equations, we know that the solution of (4.23) is (4.28)
, e −ω3s , . . . , e −ω3s , e −ω1s ).
Next, we determine Φ(ξ, s) in (4.24) that satisfies
From (4.28), it follows that
for j = 1, 2, . . . , n − 1, and
It is easy to check that (4.31)
Apply (4.29)-(4.31) and notice the expressions of a jk , j, k = 1, 2, . . . , n, to get
. . , n − 1, and
where we used the facts that
Formula (4.25) thus follows from (4.32) and (4.33).
Step 4: Estimating
. We will estimate ∂ s v(·, 0) by means of a classical trace theorem. This requires the computation of ∂
(a) Estimating L u and Gχ. Clearly, we have
By (4.17) and the Plancherel formula, it follows that, for k = 1, 2, . . . , n,
where C is independent of γ. From (4.22) and (4.35), we find
On the other hand, multiply the kth equation of system (4.24) by m k , k = 1, 2, . . . , n, respectively, then integrate by parts over O, take the expression of Φ(ξ, s) and the last equality of (4.24) into account, and add the results, to obtain (4.37)
We claim that In fact, if μ + λ ≥ 0, then
otherwise it follows from (1.1) and 3μ + 2λ = ((n + 1)μ + nλ) + (−(n − 2)(μ + λ)) > 0 that
By the Cauchy-Schwarz inequality, we have (4.40)
Take the real parts in both sides of (4.37) and apply (4.38)-(4.40), to obtain (4.41)
which implies that
Combining (4.42) and (4.43) yields
Substitute (4.42) and (4.44) into (4.36) to yield (4.45)
On the other hand, it follows from (4.28) that for j = 1, 2, . . . , n,
Make use of (4.46), (4.47) , and the expression of a jk and c jk , j, k = 1, 2, . . . , n, to obtain (4.48)
From (4.48)-(4.49), it follows that
Finally, combining (4.34), (4.45), (4.50), and (4.51) yields
Multiply the kth equation of system (4.24) by ∂ 2 s v k , k = 1, 2, . . . , n, integrate by parts over O, and notice the last equality of system (4.24) , to obtain (4.53)
where θ 1 = min{μ, 2μ + λ}. Substitute (4.42) and (4.44) into (4.53), to yield
This together with (4.34) and (4.52) gives
(c) Estimating ∂ s v. Note the last equality of system (4.24), multiply the kth equation of (4.24) by −v k , k = 1, 2, . . . , n, and integrate by parts over O, to get (4.56)
This together with (4.42) and (4.44) gives
It follows from (4.34), (4.52), and (4.57) that
. We use the following standard inequality:
(4.59)
This together with (4.55) and (4.58) gives the desired estimate for v:
here we used the fact v(ξ, 0) = 0 given by system (4.24).
Step 5: End of the proof. Combining (4.22), the estimates (4.25) and (4.60) yield (4.61)
and hence by the Parseval formula we obtain that (4.62)
By (4.15), we deduce from (4.62) that
On the other hand, under the local coordinates (h, s), the unit normal vector field ν and the orthonormal tangential vector fields τ 1 , . . . , τ n−1 of ∂Ω satisfy
This together with (4.64) gives (4.66)
From (4.63), (4.66), and (4.67), it follows, by a change of coordinates involving Ψ, that (4.68) 
