This study explored the effects of ambiguity on the calculation of Value-at-Risk (VaR) using a mathematical model based on the theory of Choquet-Brownian processes. It was found that while a moderate degree of ambiguity aversion yields a higher value for VaR and Expected Shortfall (ES), the result can be reversed in a deeply ambiguous environment. Additionally, some sufficient conditions are provided for the preservation of this effect under various forms of risk aggregation. This study offers a new perspective to full awareness on capital requirement calculation as requested by international regulation.
Background
One of the key issues in prudential regulation is the appropriate calculation of the so-called capital requirement. Since 1993, when the Bank of International Settlements (BIS) announced its intention to introduce a capital requirement for market risk, and especially after 1996, when regulators began to allow and promote the use of internal models to measure risk exposures, quantile measures such as Value-at-Risk (VaR) have become very common. The VaR framework, originally introduced by RiskMetrics for market risk, has been extended to valuate the credit risk embedded in loans and privately traded bonds as in CreditMetrics (see Gupton et al. 1997) . The Basel Committee Internal Models Approach prescribes that a bank must have a model in place to capture specific risks in its regulatory capital, and capital charges are specified in terms of VaR-based calculations.
The VaR measure is defined as the minimum loss that will occur with a certain probability. For example, a confidence level of 99% requires capital levels to be set so that the estimated probability of insolvency is lower than 1% per year. In the European Solvency II measures, the economic capital an insurance company must hold to guarantee a one-year ruin probability of at most 0.5% is named the Solvency Capital Requirement (SCR) and is calculated using VaR techniques. Moreover, some aggregation formulas have been proposed to combine several forms of risk (see EIOPA-14-322 2014) . Since using VaR to set capital requirements does not provide information about the potential size of losses exceeding the VaR measure, measures such as the Conditional Tail Expectation (CTE), Tail-Value-at-Risk (TVaR), and Expected Shortfall (ES) 1 have recently been proposed as well. ES at the 99% confidence level is the average loss given that the loss falls within the worst 1% part of the distribution. The advantage of this measure over VaR is discussed in Artzner et al. (1999) , and it has been adopted in some regulatory directives (e.g., the Swiss Solvency Test).
While regulators and scholars have made great efforts to differentiate and properly quantify different risk exposures, the incorporation of a more elusive form of risk (i.e. ambiguity and its effect on the calculation of capital requirements) remains an unexplored issue. The measurement of a specific risk presupposes that the probabilities are known or can be estimated with confidence. Meanwhile, ambiguity refers to incalculable uncertainty and pertains to realistic situations where there is subjective uncertainty about the probability measure governing the outcomes. A precise definition of ambiguity is offered in Epstein and Schneider (2010) .
Agents may differ in their prior beliefs and attitudes toward ambiguity. This may lead to distortions and deviations from 'true' estimates and eventually result in different decisions even though the same risk-management techniques are adopted. The inconvenience of excessive reliance on a single probabilistic model was highlighted in the Turner Review (2009) , as it became especially salient after the global financial crisis. The crisis of 2007-2009 brought attention to how subjective perceptions of uncertainty and behavior affect the real economies and markets. In turbulent economic times, ambiguity aversion provides better explanations than risk aversion (e.g., Guidolin and Liu 2016) . Meanwhile, various studies have linked ambiguity and financial crises (f.e. Boyarchenko 2010) or have shown that incorrect beliefs arising from probability weighting or misestimation have a sizable effect on investors' utility gains Hens and Rieger (2014) . To avoid the disincentivizing effects of an obscure environment some non-model-based methods have been proposed to measure risk capital (see Ghamani 2015 , for an application to CCP risk capital, for example).
In this study, we investigated the effect of ambiguity aversion on the most common risk measures by focusing on the case of Gaussian distributions. We chose Gaussian distribution because this assumption is behind many industry models for risk calculation and is implicit in many standard formulas and methods prescribed by international regulation. The incorporation of ambiguity was achieved by building on the method developed by Lapied (2010a, 2010b) , which is theoretically founded and, at the same time, parsimonious enough to be easily calibrated to real-world data (see So 2017) . However, as Agliardi et al. (2016) showed, the model relevant parameter can be mapped to a measure of average ambiguity aversion as proposed in Rieger et al. (2015) , which provides a convincing proxy for ambiguity aversion bias.
Roughly speaking, under the adopted mathematical model the presence of ambiguity deforms the probability distribution throughout a parameter measuring the degree of ambiguity aversion or ambiguity seeking. Since deformation affects both the mean and the variance, the results are not easy to obtain and demand a careful analysis. We show that a moderate degree of ambiguity aversion always demands higher capital requirements, but in certain extreme situations, the presence of this form of uncertainty may decrease the calculated capital requirement.
The mathematical setting is presented in Section "5. Conclusion". Section 3 discusses the effect of ambiguity aversion on the most common risk measures, while Section 4 investigates the issue of risk aggregation.
Modeling normal distributions under ambiguity
Throughout this study, the relative changes in portfolio value were assumed to follow Brownian motion, that is, a normal distribution was adopted to apply a parametric method for the relevant risk measures. To capture the ambiguous environment, we adopted a Choquet-Brownian model as in Lapied (2010a, 2010b) . The uncertain setting was modeled through capacity theory, which replaces the classical probabilistic framework. By capacity on a set of uncertain states, S, we mean a set function ν such that ν(S) = 1, ν(∅) = 0 and A B ⇒ ν(A) ≤ ν(B). A capacity ν is convex if.
It is concave if the reverse inequality holds. Convexity and concavity are interpreted in terms of ambiguity aversion or ambiguity seeking, respectively, by the decision maker. We refer to Schmeidler (1989) for the link between the convexity of capacities and a representation of ambiguity aversion.
In this context, expectations are defined as Choquet integrals: EðXÞ ¼
As a first step, Choquet random walks are defined. A binomial lattice is considered and for each state.
s t at time t, 0 ≤ t ≤ T, the possible successors at time t + 1 are denoted as s t + 1 u ('up' movement) and s t + 1 d ('down' movement). The capacity of "up" and a "down" movements is defined as follows:
where c, 0 < c < 1, c is a constant that represents the decision-maker's ambiguity regarding the likelihood of the states to come. Note that we adopted symmetric Choquet random walks: the case of asymmetric Choquet binomial trees was investigated in Agliardi (2017) . The relevant parameter c plays a crucial role in the model and can be extracted from market data, as shown, for example, in So (2017) where the formulas of Driouchi et al. (2015) were used. The absence of an ambiguity bias is represented by the anchor case c = 1/2, because, in this status, we are reduced to the classical symmetric random walks, while c < ½ (c > ½) describes the situation of an ambiguity-averse (seeking) decision maker. Kast and Lapied (2010b) showed that the symmetric discrete process defined above converges to a distorted generalized Brownian motion. More precisely, we quote the following result:
Proposition 5.2 in Kast and Lapied (2010b) When the time interval converges toward 0, the symmetric random walk defined above converges toward a general Wiener process with mean m = 2c-1 and variance s 2 = 4c(1-c).
To explore the effect of ambiguity on risk measures in portfolio values, we need to compare biased estimates with those obtained under an undistorted stochastic process of the form.
where Wt is a standard Wiener process with respect to an original probability measure toward which the decision-maker is perfectly confident. Therefore, we start with an arithmetic Brownian motion to model the relevant economic variable, where the source of uncertainty is governed by a Wiener process. Now, we introduce model risk in the form of ambiguity, that is, we suppose that the decision maker is not perfectly confident about the extent to which the ABM properly represents the wealth dynamics. As discussed above, we start with symmetric Choquet random walks with conditional capacity c. To obtain a continuous time framework, we consider the limit process as the time interval between two consecutive movements tends to 0. As specified in the abovementioned Proposition 5.2 (Kast and Lapied 2010b), the limit process is a distorted Brownian motion whose parameters depend on the ambiguity level, c. Thus, ambiguity is introduced in the continuous time model (1) and takes the form of a distortion of the original ABM. In the biased process, the original drift is replaced with μ + mσ and the volatility with sσ. Note that for fully ambiguity-averse decision-makers one has − 1 < m < 0 and 0 < s < 1, so μ + mσ< μ and 0 < sσ < σ, because the ambiguity parameter, c, is restricted to 0 < c < 1/2 in the case of ambiguity aversion, which implies that m < 0 and s < 1. Here, drift and volatility are both reduced in comparison to the case of the absence of ambiguity biases. Thus the direction of the resulting effect of ambiguity aversion is not easy to guess, as it depends on the relative values of the relevant parameters.
In Fig. 1 below, the distortion of a standard normal distribution function is obtained by varying the base parameter c while keeping c ≤ 1/2. Figure 1 is obtained by taking μ =0, σ=1 in the unbiased distribution (blue curve) and then modifying drift and volatility according to various ambiguity levels. Empirical evidence confirms that ambiguity aversion is prevalent among decision-makers. For example, Trautman and Van De Kuilen (2013) report that 'there is a clear evidence that on average ambiguity aversion is the typical qualitative finding'. Therefore, the subsequent analysis mainly focuses on the case c ≤ 1/2.
Value-at-risk and expected shortfall under ambiguity aversion
Assume a portfolio has a risk exposure affording a risk management division to use Gaussian distributions. To fix ideas, in the base case we assume the profit and loss distribution has a zero mean value and a standard deviation of 10% during the prescribed time horizon. As the proof in Proposition 1 shows, our results are independent of the value of μ, that is, they are robust to changes in the drift of the undistorted price process. In Table 1 Value-at-Risk calculation is performed on an initial portfolio value of 1000 units of currency by introducing ambiguity in the form of a parameter c, as explained in Section "5. Conclusion". The confidence levels are fixed at 99, 99.5 and 99.9% as these are relevant values in prudential regulation. For example, the Solvency Capital Requirement (SCR) is calibrated to the one-year VaR at the 99.5% confidence level, meaning that within the next year, the insurer's capital will only be insufficient to absorb unexpected losses in 0.5% of cases, or 1 out of 200 cases.
As a general rule, the capital requirement increases in the presence of a moderate degree of ambiguity, that is, when parameter c moves away from the base case, c = 0.5; thus, ambiguity acts as an additional form of unfavorable uncertainty. Interestingly, when the ambiguity level becomes very high, the result is reversed and the calculated prudential capital may become even lower than in the unambiguous case. A possible explanation lies in the nature of ambiguity, which, on the one hand, shifts the loss distribution toward the unfavorable side but, on the other hand, hampers the role of "probabilistic" risk. In terms of risk measurement, the component related to expected risk is inflated in the presence of ambiguity, while the portion attributed to unexpected risk is slightly reduced: when the latter effect prevails in some extreme situations, the estimated amount of losses may even result in lower values.
In recent decades, risk professionals have started employing some coherent alternatives to VaR. Among them, Expected Shortfall is a natural choice whenever the concern is with the expected loss sustained in the portion of the unfortunate possibilities cut out by a fixed confidence level. Changing from VaR to ES to determine economic capital requirement is among the recommendations of the Basel Committee of Banking Supervision (BCBS 2013).
In Table 2 , we present computations similar to those in Table 1 using the ES at various confidence levels.
The effect of ambiguity is similar for this risk measure -that is, an inverted U-shaped ES curve emerges as a function of the degree of ambiguity aversion parametrized by c. 
Risk aggregation
A crucial question in all risk assessment methodologies concerns how to aggregate the overall risk of a portfolio by combining the calculated risks of its individual components. For example, in the Solvency II paradigm, the market risk module comprises six submodules dealing with interest rate, equity, property, spread, currency risk, and the risk arising from market concentrations. The capital requirement for each submodule is determined based on prespecified scenarios, calibrated such that the resulting SCR should correspond to the VaR at the 99.5% confidence level over a one-year period. Finally, the overall capital requirement for market risk is obtained by combining individual SCRs through a predefined correlation matrix (see EIOPA-14-322 2014, pp. 138-139) . This section investigates the effect of ambiguity on the overall capital requirement of a portfolio by restricting the analysis to VaR. To simplify the analysis, we assume that all components are affected by the same degree of ambiguity, meaning that the modeller is the same for the several submodules.
Analysis under a variance-covariance approach
Consider a portfolio with a value of 1000 that consists of two assets whose return distributions are normal with a mean value of zero and standard deviations of 20% and 10%. In Tables 3, 4 and 5, the calculation of the VaR on the total portfolio is performed for several values of the ambiguity level, c, and by assuming a correlation ρ = 0 in Table 3 , ρ = 0.5 in Table 4 , and ρ = − 0.5 in Table 5 .
The increase in the VaR when a moderate level of ambiguity is introduced is confirmed, followed by a decline when c becomes very low. Note that in the case of negative correlation, a stronger ambiguity aversion (c = 0.02) is needed to get a lower VaR level than in the unbiased value (c = 0.5).
Proposition 1 shows that the inversion in the direction of VaR is a general phenomenon. For simplicity's sake, we present the proof for the case of independent assets, although the result holds true in a more general situation, as specified in Remark 1.
Let V α (c) denote the VaR of the whole portfolio at confidence level α and with a fixed level of ambiguity c.
In what follows, N(.) denotes the cumulative distribution function for a standard Gaussian distribution. 
Proposition 1
Let (θ 1 , …, θ n ), θ i ≥ 0, be a portfolio of n assets, whose returns X i , i = 1,…, n, follow Choquet-Brownian motions with ambiguity parameter c, 0 < c < 0.5, and are independent. Then for every α> 0.5 there exists a critical value c* of the ambiguity parameter such that V α (c) ≤ V α (c * ) for any c _ (0,0.5). Moreover, for any α >N( ffiffiffi n p ), there exists c (0,0.5) such that V α (c)<V α (0.5) for c<c.
Proof
Let σ i denote the standard deviation of X i , i = 1,…, n, and let
α-quantile for the standard normal distribution. That is, c* is obtained as the solution to.
As the function on the right-hand side ranges from 0 to K, a solution c* is always found.
≥ 1 for 0≤c < 0.5. The above inequality can be written as Q α > ϕðcÞ P i¼1 n θ i σ i =Ξ.
Remark 1
This result is preserved in the general case of dependent assets. Let Θ t = (θ 1 , …, θ n ), R = (ρ ij ) the correlation matrix and let Ξ be replaced with
throughout the proof of Proposition 1. Note that 
Thus V α (c) is maximized when c = c*, where c* is the solution to For example, if the assets exhibit a common correlation, 2 ρ, then the result holds for
Taking
Remark 2
A similar argument can be applied to Expected Shortfall, because, in the case of normal distributions, it is multiplicative in the standard deviation and linear in the mean. More precisely, the ES for a profit and loss distribution with standard deviation σ and mean μ, at confidence level α, is of the form: σES α [N(0, 1)] − μ. Therefore, the proof of Proposition 1 can be adapted to this risk measure with only a small modification.
Extension to copula methods
Thus far, the aggregation formula has been based on the assumption that the dependence between the distributions can be fully captured by linear correlations. In the mathematical literature, a number of examples can be found where the dependence between the marginal distributions is more complicated (see Embrechts et al. 2002) . Overlooking the "true" dependence structure could lead to incorrect aggregated results, i.e. producing either an underestimation or an overestimation of the capital requirements at the aggregated level. To address this issue, (occurring, for example, in the case where there are tail dependencies), we can combine the marginal distributions throughout non-Gaussian copulas. As a first step, we must write the aggregate distribution (i.e. the distribution of the weighted sum of several random variables, each following a Choquet-Brownian motion). Then we compute a lower percentile of the aggregate distribution to estimate the VaR. Copula theory provides an easier method for handling (otherwise) complex multivariate structures. The main idea behind this approach is that the marginals and the dependence function -the copula -can be modeled separately. The dependence relationship is determined by the copula, while scaling and shape depend on the marginals.
In mathematical terms, an n-dimensional copula is an n-dimensional distribution function restricted to [0, 1] n with uniform-(0; 1) marginals. For a given copula Φ and marginals F1,… Fn one has that
is a distribution function with these marginals. Conversely, for a given joint distribution function F with marginals F1,… Fn there is always a copula Φ satisfying this relationship. Given a set of continuous marginal distributions, a unique copula function can be backed out:
These results are known as Sklar's theorem (1959), and they provide motivation for modeling dependence structures throughout copula functions.
If f i (x i ), i = 1,…,n, denotes the marginal density function and f(x 1 , …, x n ) is the joint density function, then differentiation yields.
When regarded as a function of (u 1 , …, u n ) with u i = F i (x i ), φ is referred to as the copula density. For example, the bivariate normal copula density is of the form.
. This is the copula that is implied by a bivariate Gaussian copula. A more flexible copula is the Student's t copula, which is implied by multivariate t-Student distribution and requires an additional parameter, V, called the degrees of freedom. In contrast to the Gaussian copula, the Student's t copula exhibits both upper and lower tail dependence. Another example, belonging to the Archimedean family, is the Clayton copula density function, which in the bivariate case takes the form of
When a > 0, the Clayton copula exhibits lower tail dependence. We referred to Nelsen (1999) for a thorough treatment of copula theory.
In what follows, we adopt Gaussian distributions for the marginals. This is because we need to compare the results with those above, and an explicit formula for the distorted process under ambiguity is available in this case. We denote by X i the random variable modeling the profits and losses on the ith asset in a portfolio and assume that losses are represented in the left tail of the distribution. Hence, the VaR at confidence level α is the negative of the (1- In the sequel, we confine the analysis to the bivariate case, where the value of portfolio losses is given by Y = θ 1 X 1 + θ 2 X 2 , with X i ∼Nðμ i ; σ 2 i Þ, i = 1,2. The probability that Y is less than q is computed as PðqÞ
Here, ϕ(u 1 , u 2 ) denotes the copula density function.
Changing to variables ≕z transforms the integral into
ð4:1Þ
Note that an alternative expression for P(q) is. Note that the last two expressions for P(q) show that the integral value is affected by the ambiguity parameter only throughout the integration set, while the integrand remains unchanged across different levels of c. This remark yields the following result.
Proposition 2
In the above-described setting, the relationship V α (c) < V α (0.5) between the VaR at confidence level α under ambiguity level c, 0 < c < 0.5, and in absence of ambiguity is equivalent to.
where q 1 − α is the solution to P(q) = 1-α and P(q) is given by (4.1).
Proof
The VaR for the portfolio above at confidence level α is −q 1 − α , where q 1 − α is the solution of the eq. P(q 1 − α ) = α. Therefore.
which yields the relationship above in view of Ξ ðcÞ ¼ 2 ffiffiffiffiffiffiffiffiffiffiffiffiffi cð1−cÞ p Ξ ð0:5Þ .
In the case of a Gaussian copula, this relationship boils down to the one we obtained in Remark 1. Indeed, the VaR has a well-known explicit expression. If we replace φ in (4.2) with the Gaussian density copula with correlation parameter ρ and change to vari-
, then (4.2) is written as Nð
However, in general, q 1 − α cannot be represented through analytical expressions and is often computed by Montecarlo methods. Some studies have provided bounds for the numerical values of VaR obtained through copula methods (Embrechts et al. 2003) .
In any case, Proposition 2 shows that the results we found in the Gaussian environment are preserved in a more general setting, at least at a qualitative level.
As an illustration, we perform simulations for three different copula functions and compute VaR at the 99% confidence level. We consider a portfolio of two assets with equal weight and with normal marginals, with a volatility of 10% for the holding period under consideration. The correlation is fixed at 0.7, and the following copulas are Fig. 2 Distribution of portfolio returns for a Gaussian, a Student t and a Clayton copula adopted: a Gaussian one, a Student's t with ν = 5 degrees of freedom and a Clayton copula with the parameter a = 2. Figure 2 plots the distribution of the portfolio returns for the different forms of aggregation. Table 6 reports the computation of VaR at the 99% confidence level. Despite the slightly different values obtained from the three copulas, the phenomenon presented in Proposition 2 is evident across the alternative choices for the copula function.
Conclusion
This study investigated the effect of biases induced by ambiguity on the calculation of the most popular risk measure. Whereas any additional risk factor is expected to increase the estimated value of a risk measure, contrasting outcomes are possible when ambiguity comes into play. This confirms the different nature of ambiguity when compared to probabilistic risks. Broadly speaking, the results we obtained for individual assets were preserved at an aggregate level, and the imposed dependence structure did not seem to play a significant role. We chose to illustrate our results using the case of normal marginals, because a simple model for ambiguity-induced distortions is available, and the sensitivity of the risk measure stemming from biased marginal distributions can be obtained in a straightforward way. Alternative distributions can be used after a preliminary study of their behavior in an ambiguous environment.
As this study has shown, ambiguity aversion has a significant effect on risk measurement calculation. T is especially relevant in turbulent economic times. As mentioned in the Introduction, the level of ambiguity aversion can be calibrated to real-world data. Thus our results provide some practical guidelines for incorporating this singular form of uncertainty into relevant risk measures. The importance of understanding the effect of ambiguity on common risk measures cannot be overstated given their extensive use in internal risk management practices and prudential regulation.
Endnotes
1 Equivalence holds for continuous distribution functions 2 This assumption is adopted in the LHP model (Vasicek 1987 ) that has become a standard for credit risk assessment of large portfolios.
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