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Abstract. We introduce a technique to determine instan-
taneous local properties of waves based on discrete-time
sampled, real-valued measurements from 4 or more spatial
points. The technique is a generalisation to the spatial do-
main of the notion of instantaneous frequency used in sig-
nal processing. The quantities derived by our technique are
closely related to those used in geometrical optics, namely
the local wave vector and instantaneous phase velocity. Thus,
this experimental technique complements ray-tracing. We
provide example applications of the technique to electric
field and potential data from the EFW instrument on Cluster.
Cluster is the first space mission for which direct determina-
tion of the full 3-dimensional local wave vector is possible,
as described here.
Key words. Electromagnetics (wave propagation) – Space
plasma physics (experimental and mathematical techniques)
– General or miscellaneous (techniques applicable in three or
more fields)
1 Introduction
There are many general multipoint spatio-temporal algo-
rithms in use in experimental space physics for the study of
waves and structures. A survey of some of these techniques
is given in the analysis methods book (Paschmann and Daly,
1998). There are time domain-based methods, like the dis-
continuity analyser which measures structures using timing
differences between measurement points. Then there are fre-
quency domain-based methods such as two point interferom-
etry proposed in Kintner et al. (1984). There are techniques
which take advantage of the vectorial or polarimetric aspects
of waves (Storey and Lefeuvre, 1974), such as the k-filtering
(Pinc¸on and Motschmann, 1998) or wave telescope tech-
nique (Glassmeier et al., 2001). Basically all the techniques
to date for measuring wave properties are based on two fun-
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damental assumptions, namely stationarity and homogene-
ity. Unfortunately, in space physics most phenomenon are
both nonstationary and inhomogeneous. Despite some re-
cent techniques based on wavelets (Balikhin et al., 2003) few
multipoint techniques are available in these cases. In what
follows we will present a novel analysis method which is
applicable to non-stationary and inhomogeneous wave phe-
nomena. This is accomplished by basing the analysis on the
instantaneous and local properties of the observed field. The
method is based on the concepts of instantaneous frequency
(Cohen, 1995) and local wave number (Beall et al., 1982)
and is implemented via the Hilbert transform. We present
the method from the perspective of multipoint measurements
in space physics but the treatment can easily be generalised
to other subjects areas.
2 Continuum theory of the instantaneous frequency
and local wave vector
The method presented in this paper is a multivariate, multi-
dimensional generalisation of the instantaneous frequency
(IF), (see Cohen, 1995; Boashash, 1992), extended to include
the three-dimensional spatial domain. In the construction
of a spatial domain analogue of the IF, we rely heavily on
the concept of the local wave vector from geometrical optics
(Whitham, 1974). We first present the necessary background
and concepts in terms of a continuum field before dealing in
the next section with the discrete nature of actual multipoint
measurements.
Consider a physical quantity defined on a time-space con-
tinuum, (t, x), which exhibits wave-like phenomena, fluctu-
ations, or structures. Although physically direct measure-
ments of the quantity are normally real valued, it is fruitful
to consider the measurement of the physical quantity sr as
the real part of a complex field z. Explicitly, we model the
physical field as the sum of the measured real part sr and an
imaginary part si , such that
z(t, x) = sr(t, x)+ isi(t, x). (1)
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Fig. 1. Illustration of a 2-dimensional projection (time and one spa-
tial component) of the instantaneous local wave 4-vector under the
assumptions of geometrical optics and isotropy. From the phase
field of a physical quantity one can define wavefronts in this illustra-
tion as isophase contour lines (solid curves) and a ray path (dashed
curve) that are everywhere orthogonal to the wavefronts. The in-
stantaneous local wave vector κ is the spatial gradient of the phase
field and, in the geometrical optics approximation, κ is tangent to
the ray path. The problem addressed in this paper is how to estimate
κ from real valued discrete measurements taken along world lines
(dotted curves).
Surprisingly, although we have not directly measured the
imaginary part, one can determine it from the real part as
long as the field is analytically well behaved. An example of
this is the Kramers-Kronig relation, which in fact originally
related the imaginary part of the dispersion index to the real
part by assuming causality. Mathematically, the imaginary
part is related to the real part through the Hilbert transform
(HT), that is the HT of a real function is its imaginary part
and the inverse HT of the imaginary part of a function gives
its real part. Thus, by using the HT we can construct the
analytic field, such as z, from a real function sr .
Once we are in possession of an analytical field it is
straightforward to define the amplitude A
A = |z| =
√
s2r + s2i (2)
and the phase φ
φ = arg z = arctan sr/si (3)
of the field so that we can write the field in the polar form
z(t, x) = A(t, x)eiφ(t,x).
Note that both φ and A are real valued fields on the space-
time continuum.
The propagation of a wave mode m is ultimately deter-
mined by the local refractive index nm(x) which depends on
the local properties of the medium and characteristics of the
mode. Unfortunately, one does not always have direct mea-
surements of nm(x), but under the simplifying approximation
that the medium varies slowly over a wavelength, known as
the geometrical optics approximation, one can show (Born
and Wolf, 1999) that it is given by
|n(t, x)|2 = |∇φ(t, x)|2. (4)
This equation is known as the eikonal equation and it im-
plies that the dynamics of wave propagation is determined
through the dynamics of the phase. Surfaces with constant
phase, φ(x) = const, are called wave fronts, whereas char-
acteristics, or ray paths, are the curves which are everywhere
orthogonal to the wave fronts. Thus, in geometrical optics,
the rays follow the wave front normals ∇φ. In particular, the
quantity
κ(t, x) := −∇φ, (5)
is known as the local wave vector. These concepts are illus-
trated in Fig. 1.
The definition of the instantaneous local wave vector κ
is the spatial compliment of the instantaneous local angular
frequency, w, defined as the temporal gradient of the wave
phase or
w(t, x) := ∂φ
∂t
. (6)
The name for w is motivated from the fact that it is a gen-
eralisation of frequency defined at instant t and local spatial
point x. It can be shown that the temporal average of the in-
stantaneous frequency is equal to the spectral average of the
frequency spectrum, that is, under appropriate normalisation,
〈w〉 =
∫
w(t)|z(t)|2 dt =
∫
ω|Z(ω)|2 dω = 〈ω〉, (7)
where Z(ω) is the Fourier transform of z(t) (see Cohen,
1995).
In the above we are assuming that there is only one wave.
By this we mean that the amplitude and phase of the signal
in Eq. (1) corresponds to a unique wave as opposed to a su-
perposition of independent waves such as
z = A1eiφ1 + A2eiφ2 + ...
The former case is known as a single component wave. In the
current paper we will only consider single component waves,
although we developed an extension of our analysis to treat
multiple component waves.
To interpret w and κ , assume that the phase is slowly vary-
ing around some point in space-time (t0, x0) and perform a
multivariate Taylor expansion with the result
φ(t, x) = φ(t0, x0)+ (t − t0)∂φ
∂t
+ (x − x0)∇φ + ...
so that close to any arbitrary point (t0, x0) the field of the
physical quantity can be approximated by
z(t, x) ≈ Aeiφ0 exp (i(wt − κ · x))
with
φ0 := φ(t0, x0)− wt0 + κ · x0,
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where we have used the definitions (6) and (5). Clearly this
shows that for a slowly varying field, the field can be approxi-
mated by a locally plane wave and thatw and κ correspond to
the local plane wave frequency and wave vector, respectively.
Taken together, (w, κ), the instantaneous local frequency and
wave vector constitute a wave 4-vector.
Finally, the ratio of w and κ
vp = w|κ | (8)
is the instantaneous local phase velocity of the wave.
It should be stressed that the above discussion on ray
paths assumes that the medium is isotropic. In a general
anisotropic medium, such as the magnetoactive plasma of the
Earth’s magnetosphere, κ is not usually parallel to the path
of the ray.
3 Estimating the instantaneous local frequency and
wave vector
Having introduced the concept of the instantaneous local fre-
quency w and the instantaneous local wave vector κ , we now
turn to the problem of obtaining numerical estimates of these
quantities from actual measurements along multiple world
lines; that is, given real measurements of a physical field
taken along at least 4 known space-time trajectories, we wish
to find an algorithm which estimates (w, κ).
To simplify the discussion we specialise and imagine 4
identical spacecraft (s/c) moving along simple trajectories or
world lines, by which we mean that the world lines and their
derivatives are continuous and that the positions of the space-
craft relative to each other do not change quickly with respect
to frequencies of the waves we are interested in. Along these
world lines, the spacecraft sample a real scalar field at regu-
lar discrete time intervals. We index the spacecraft simply as
α = 1, 2, 3, 4 and their trajectories are given as
r(α)(σ ) =
(
t (α)(σ ), x(α)(σ )
)
in a common reference system and where σ is the serial data
sample number since the instrument started measuring; that
is the first sample is σ=1, the second σ=2, and so on. Thus,
for any given sample number σ , we know the absolute posi-
tions and time of all the spacecraft relative to a common co-
ordinate system. We assume that the sampled data has been
processed in such a way that
t (1)(σ ) = t (2)(σ ) = t (3)(σ ) = t (4)(σ ),
at least for the samples of interest σ . This can be achieved
using a multiple timelines joining algorithm (Paschmann and
Daly, 1998). We only treat the general case where x(α)(σ ) do
not all lie in the same plane for any fixed σ . Finally, we will
assume that all the measurements are noise free.
As was stressed in the previous section, the ILW analysis
relies on the complex valued analytical field even though the
data taken by the spacecraft is real valued. The first problem
is therefore that we need to estimate the imaginary part of the
analytical field based on the real measurements. The solution
to this problem has been given elsewhere, see Cohen (1995)
and Boashash (1992). Gabor suggested a unique method to
achieve this based on the Hilbert transform. The analytic
field in the continuum non-discrete case is constructed as
z(α)(t, x(α)(t)) = s(α)r (t, x(α)(t))+ s(α)i (t, x(α)(t)), (9)
where
si := Ht (sr) = P
∫
sr(t
′)
t − t ′ dt
′
is the HT, where P denotes the Cauchy principle value of the
integral.
There are many numerical methods to estimate the HT
(Hahn, 1997) and construct the analytical signal, but we will
only describe the basic idea which applies to discretely sam-
pled, nonreal-time data. The analytical signal is computed
as follows: first select the interval of interest for the real
measured discrete time series s(α)r (σ ) of length N samples;
then Fourier transform this series and discard all the negative
frequencies, that is, all frequencies above the Nyquist fre-
quency; and then inverse Fourier transform the result back
into the time domain. The analytical signal estimate can
therefore be written
s(α)(σ ) = 1
N
(N−1)/2∑
f=0
N−1∑
σ ′=0
s(α)r (σ
′) exp
(
i2pi
f (σ − σ ′)
N
)
, (10)
where we note that the first summation goes only over the
first half of the frequency indices or positive frequencies, and
excludes the second half of the frequency indices or nega-
tive frequencies. The exclusion of these negative frequen-
cies which are complex conjugate to the positive frequencies
means that the analytical signals s(α)(σ ) are in general com-
plex, as expected.
Note that the analytic field estimated according to Eq. (10)
is based entirely in the time domain and one may wonder how
this relates to a truly multi-dimensional analytic signal such
as defined by Hahn (1997). With only the minimal number
of spatial point measurements considered here, it is not pos-
sible to Hilbert transform along the spatial dimension. But,
for the application to wave analysis considered here, a more
appropriate notion of the multi-dimensional analytic signal is
given by Perrin et al. (1986). Fortunately, this latter notion is
entirely consistent with the construction of the multidimen-
sional analytical field given here, namely, that the analytic
signal is based on the Hilbert transform in the time domain
only and not in the spatial domains. Explicity we use Perrin’s
notion of the analytic signal with the reasonable criteria that
the wave vector components can be both positive or negative
but that the frequency must be positive.
From the 4 analytic signals z(α)(σ ), it is straightforward to
compute the amplitude and phase for each sample from each
spacecraft, denoted A(α)(σ ) and φ(α)(σ ), respectively. The
only problem is how to choose the appropriate 2pi branch
for a phase value since the arctan function is multi-valued.
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Fortunately we are not interested in the absolute phase but
only its spatial and temporal gradients and so we only need
the phase difference between adjacent samples; even so there
is no foolproof method to do this. The basic algorithm is to
calculate all phase differences modulo 2pi , (the argument of
the field can be taken to be the principle branch of Eq. (3)).
This assumes that 2pi/κ is not less than the minimum inter-
spacecraft distance.
However, this fundamental wave number may not be the
true wave number because the fundamental is indistinguish-
able from any integer multiple of the fundamental. This phe-
nomenon is known as spatial-aliasing and can only be en-
tirely removed if the wave can be filtered by wavelength,
which unfortunately is seldom possible in space physics in-
strumentation for long wavelengths. The analogous problem
with w does not exist in practice since modern digital instru-
ments usually have appropriate temporal anti-alias filters.
In order to estimate w, we must discretise the continuous
definition (6) and so we propose
w(α)(σ + 1/2) =
[
1tφ
(α)
]
mod±pi
1t
=
[
φ(α)(σ + 1)− φ(α)(σ )]
mod±pi
t (σ + 1)− t (σ ), (11)
where we have used the symmetric modulus operation1, sim-
ilar to Bu¨low and Sommer (2001), defined as
[ϕ]mod±pi := mod(ϕ + pi, 2pi)− pi.
The instantaneous local wave vector is, according to Eq. (5),
the spatial gradient of the phase but since it is a multidimen-
sional derivative it is slightly more complicated to estimate
than w. Techniques to calculate spatial gradients from multi-
point measurements is given in Paschmann and Daly (1998).
We estimate κ from a 4-point spatial gradient for sample σ
by using
κ(σ ) = −
(
(α,1)
1x x
(α)(σ )
)−1 [
(α,1)
1x φ
(α)(σ )
]
mod±pi
(12)
which in component form is
κ =
κxκy
κz
 ,
(α,1)
1x x
(α) :=
x(2) − x(1) y(2) − y(1) z(2) − z(1)x(3) − x(1) y(3) − y(1) z(3) − z(1)
x(4) − x(1) y(4) − y(1) z(4) − z(1)
 ,
(α,1)
1x φ
(α) :=
φ(2) − φ(1)φ(3) − φ(1)
φ(4) − φ(1)
 .
Note that here, the 4-point spatial gradient operator
(α,1)
1x is
calculated using differences with respect to spacecraft num-
ber 1 but could easily be reformulated so as to be computed
1mod(x, y) is the remainder of integer division x/y
with respect to any of the spacecraft. Also note that if the
original measurements s(α)r (σ ) have been temporally anti-
aliased filtered, then the modular division in Eq. (11) is not
necessary. However, since it is not usually feasible to spa-
tially anti-alias filter data from spacecraft missions, the κ es-
timate is susceptible to spatially aliased signals, that is, with-
out additional knowledge, the κ estimate (12) as it stands
selects the largest wavelengths components consist with the
measured phase differences. Thus, the smallest detectable
wavelength component will always be larger than half the
minimum inter-spacecraft separation. Furthermore, we can-
not distinguish between wave number components which are
congruent modulo 2pi/1x.
4 Instantaneous local spatio-temporal amplitude mod-
ulation and bandwidth
Up until now we have only discussed the oscillatory aspects
of fields which are fully determined by the phase. Now we
turn to the remaining polar component of the field, namely
the amplitude which describes the spatio-temporal damp-
ing/growth of the field. While the spatio-temporal gradients
of the phase gives the real part of the wave 4-vector, the
spatio-temporal gradients of the logarithmic wave amplitude
can be modelled as the imaginary part of the wave 4-vector.
If we add on the appropriate imaginary terms to the Taylor
expansion of the phase above and then include these terms
into the expression for the amplitude of the instantaneous lo-
cal field, we would have
A = A0 exp (−γ t + q · x)
with
A0 := A(t0, x0) exp(γ t0 − q · x0)
where we have introduced the instantaneous local temporal
amplitude modulation rate
γ := −∂ lnA
∂t
and the instantaneous local spatial amplitude modulation
vector
q =: ∇ lnA.
Notice that we have identified the imaginary part of the phase
with the logarithm of the amplitude. γ represents the instan-
taneous exponential rate of change in time of the wave ampli-
tude, where γ>0 means a decrease in amplitude while γ<0
is an increase. Analogously, |q| is a measure of the local ex-
ponential variation in space of the wave amplitude while its
direction is given by q/|q|. These parameters may indicate
the existence of spatio-temporal damping/growth of the wave
and even wave instabilities.
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In the spectral domain, γ and q have another interpreta-
tion: they are closely related to the instantaneous local band-
width in frequency, Bf , and wave number, Bκ , respectively.
The instantaneous bandwidth is defined for frequency as
Bf := 12pi
∣∣∣∣ 1A(t, x) ∂A(t, x)∂t
∣∣∣∣ (13)
and for wave number
Bκ :=
∣∣∣∣ 1A(t, x)∇A(t, x)
∣∣∣∣ . (14)
If Bκκ , then the bandwidth of the instantaneous local
wavelength is approximately
Bλ ≈ 2pi Bκ|κ |2 .
For a detailed discussion of the instantaneous frequency
bandwidth see Cohen (1995). For estimates of these quan-
tities based on actual discretely measured data we use the
same techniques for discretised spatio-temporal derivation as
discussed in Sect. 3.
One important point with these bandwidths is that they
provide a test of the geometrical optics approximation. We
recall that this approximation assumes that the wave ampli-
tude varies slowly in space over a wavelength and in time
over wave period. Quantitatively, this means that we should
have
|γ |  |w| and |q|  |κ |. (15)
Thus, this provides the instantaneous local wave analysis, a
simple condition to check for self-consistency.
Finally, we recall that the ratio of w and |κ | is the phase
velocity the wave. Analogously, the ratio of γ and q repre-
sents a velocity. The velocity can under certain conditions be
the wave’s group velocity. We will, however, not pursue this
concept further in the current paper.
5 The instantaneous local wave analysis algorithm
We have presented theory and numerical estimates for an
analysis which we will call instantaneous local wave (ILW)
analysis. Starting from 4 time series of spacecraft data with
known trajectories, the complex ILW is calculated as fol-
lows:
1. remove any unwanted signals, for instance, using band-
pass filters;
2. re-interpolate the time series from each sensor to one
common time sequence for all samples;
3. create analytical signals, based on the Hilbert transform,
for each sensor signal by using, for example, Eq. (10)
4. calculate amplitude and phase of the analytical signal
using the standard formulae (2) and (3);
5. find the spatio-temporal gradient components of phase
using the discrete estimators (11) and (12);
6. find the bandwidths by using Eqs. (13) and (14).
The end result is the real 4-vector, (w, κ) with corresponding
bandwidths specified at each of the 4 spacecraft and for every
sample in the time series.
The formulae developed here are explicitly for 4 spatially
separated sensors, which is the minimal number for the full
determination of (w, κ), but they can easily be extended to
the case of more than 4 sensors.
The accuracy of the ILW estimates is a complicated issue.
It depends on the relative temporal and spatial resolution be-
tween all the sensors and an estimate of the signal-to-noise
ratio for the studied event. We postpone the error analysis
of the ILW estimators to a future paper. Instead, in the fol-
lowing examples it is sufficient and illustrative to use the in-
stantaneous bandwidth B as an indication of the accuracy of
some of the estimates.
6 Examples
We now apply ILW analysis to data taken from the EFW
instrument (Gustafsson et al., 1997, 2001) on board the
Cluster II space mission. EFW measures low frequency elec-
tric fields and the electric potential, the latter is a proxy for
plasma density, from 4 spacecraft. We will look at two dif-
ferent types of events: a quasi-monochromatic wave pulse
observed in the solar wind, in which we mainly use (w, κ),
and a dynamic current sheet structure observed in the Earth’s
magnetotail, in which (γ, q) is used.
6.1 Quasi-monochromatic wave pulse event
Glassmeier et al. (2001) used an event on Cluster consisting
of a quasi-monochromatic wave to illustrate the wave tele-
scope technique. The wave telescope technique provides es-
timates of real wave vectors, therefore this event is appropri-
ate for comparison with the ILW analysis.
The GSE Y-component of the electric field measured by
the EFW instrument after post-processing with a 10–23 mHz
bandpass filter, is shown in Fig. 2a for Cluster spacecraft 1
during an approximately 10-min interval starting from 1,
January 2001 02:00:00 UT. The data exhibits a clear quasi-
periodic wave which is slowly modulated in amplitude, as
evidenced in the wave envelope (dashed red curve). For clar-
ity, only the data from spacecraft 1 is shown in Fig. 2a but
the other spacecraft measure a similar wave structure.
It is of course the differences between the spacecraft mea-
surements which are the basis of the instantaneous local anal-
ysis of the wave. So, for example, in Fig. 2b the temporal
derivative of the phase at each spacecraft, that is the instan-
taneous local frequency w(t, s/c), is shown. Figure 2b il-
lustrates the distinguishing features of w(t, s/c) as opposed
to ordinary frequency: each spacecraft sees a locally defined
frequency for each temporal sample of Ey , compared to the
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Fig. 2. A quasi-monochromatic wave observed over 10 min in the solar wind analysed using the instantaneous local wave analysis technique.
The analysis starts from a real measured quantity, in this case the GSE Y-component of the electric field, Re{Ey}, shown as a solid black
curve in (a). The measured field is then Hilbert transformed to create the quadrature component Im{Ey} shown as a dot-dashed blue curve
in (a). Taken together (Re{Ey}, Im{Ey})=Ey , that is they make up the complex analytical signal of the electric field component and from
which one calculates the envelope (amplitude) shown as a dashed red curve in (a). The phases are also calculated and their rate of change
is the instantaneous local frequency w(t, s/c) shown as the four (one colour per spacecraft) overlayed curves in (b). The average frequency
for the Cluster quadruple, 〈w〉, is shown as a dark blue curve in (c). The analysis also provides an instantaneous bandwidth for the frequency
estimate shown as a light shading region around the centre frequency curve in c). The bandwidth is useful for establishing the accuracy of
〈w〉. Among other things, the analysis reveals that the wave exhibits a weak, but detectable, modulation in frequency around 20 mHz.
ordinary notion of frequency which is only defined for the
event as a whole. In Fig. 2b the w at each spacecraft are sim-
ilar but not identical. The short spikes on the w curves are an
instrumental-numerical artefact and are not real.
For comparison with other techniques one can also cal-
culate the frequency averaged over the 4 spacecraft, i.e.
〈w〉=∑4α=1 w(α)(σ ), shown as a dark blue curve in Fig. 2c.
A more refined frequency could be obtained by interpolating
the 4 frequencies to the barycentre of the Cluster tetrahedron,
see Paschmann and Daly (1998). This single barycentric fre-
quency could be combined with the single estimate of the
local wave vector κ to form a single wave 4-vector for the
wave as seen by the spacecraft tetrahedron.
An indication of the accuracy of the average frequency is
found from the spacecraft averaged instantaneous bandwidth
which is plotted as a light blue area centred on 〈w〉.
The direction of the instantaneous local wave vector for
the event is shown in Fig. 3. It is rather steady and centred
on a direction slightly below the anti-sunward direction. The
wave length of this wave, derived as the average of 2pi/|κ |
over the main pulse, is 12 024±1800 km, where the spread is
based on the measured Bκ given by Eq. (14). The phase ve-
locity of the wave, computed from Eq. (8) using the electric
field data presented here, was found to be around 240 km/s.
Our results are comparable to Glassmeier (2003), who used
magnetic field data and found the propagation direction to be
roughly anti-sunwards and a wave length of 12 571 km.
Our analysis of the event reveals that, although the fre-
quency of the wave is almost constant, there is a small but
detectable modulation of the frequency around the 20 mHz
average. A similar modulation is seen in the change of
the wave vector direction in GSE X-Y plane in Fig. 3.
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Fig. 3. Polar map of the instantaneous local wave vector direction of the wave packet shown in Fig. 2. The blue (red) curve shows the
real (imaginary) local wave vector direction in GSE coordinates (looking towards the Earth at the origin and with the Sun at ±180◦ on the
horizontal parallel). The star on one end of the curve mark the beginning of the main wave event at 1 January 2001, 01:59:30 UT and the
curves continue until the end of the main event which is 300 s after the start. The wave is estimated to be propagating mainly along the
anti-sunward direction (−X GSE) at a velocity of 240 km/s, consistent with a low frequency wave convected along the solar wind. The
direction of the imaginary part of the wave vector is mainly orthogonal to the real part.
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A possible cause of this effect is that the wave source is wob-
bling, thereby producing undulating Doppler shifts in the
emission frequency; although other temporal changes in the
source or the intervening medium cannot be excluded.
Note that although the wave discussed here was quasi-
monochromatic, the ILW analysis is by no means limited
to such cases. Other types of waves encountered in space
physics for which ILW analysis would be particularly use-
ful are whistlers and solitons. The former is characterised by
its changing frequency and latter by its wide coherent spec-
trum. An alternative technique for deriving instantaneous
frequency appropriate for chorus elements was given by San-
tolı´k et al. (2003).
6.2 Dynamic boundary transition event
The ILW analysis is not limited to oscillating waves as in the
last example. Recently, Kohlmann (1996) used the HT to de-
tect edges in 2-D images. There are numerous examples in
space physics of edge-like structures. One can analyse such
plasma structures with ILW, but in contrast to the previous
wave-like example, one uses mainly the imaginary part of
κ . This is because the imaginary part of κ describes spatial
damping/growth which is a measure of spatial structuring.
Physically, this type of analysis is useful when the data rep-
resents transitions between two regions, that is, boundary or
surface crossing. We now look at such a case.
On 26 September 2001, Cluster passed in and out of the
current sheet (CS) in the Earth’s magnetotail due to a flap-
ping motion of the CS. We have examined the same event
using ILW analysis of the electric potential from EFW as a
proxy for the plasma density. In Fig. 4, we show the GSE Y-Z
plane of the instantaneous local amplitude modulation vector
q given in Eq. (5). As can be seen there is an approximately
sinusoidal oscillation of the vectors, mainly in the GSE Z di-
rection. There is a noticeable asymmetry between the down-
ward and upward phase of the oscillation. This oscillation
matches well with that found by Sergeev et al. (2003), who
used minimum variance analysis (MVA) and inter-spacecraft
timing.
7 Conclusions and comparison with other techniques
In this paper we have presented an analysis method for
spatio-temporal aspects of fields from multipoint measure-
ments which we called the instantaneous local wave (ILW)
analysis.
Some features of the ILW analysis are
– does not assume stationary or homogeneity;
– can be used on waves, boundaries, or structures;
– estimates wave characteristics instantaneously;
– useful for tracking gradual changes of wave properties;
– provides not only frequency but also the damping rate
of waves;
– does not require knowledge of wave polarisation;
– provides a concise representation of single-component
waves.
The drawbacks of the ILW analysis, on the other hand,
are that it does not allow for multicomponent waves, (that
is, when several waves or structures coalesce in space-time)
and that it requires a high signal-to-noise ratio. In the multi-
component wave it is possible, however, in many cases to
apply some filtering process to extract the signal of inter-
ested before using the ILW analysis. This can be done by
using classical filter theory or purpose built methods, such
as the empirical mode decomposition method proposed by
Huang et al. (1998). We have also developed an extended
ILW analysis to handle the multicomponent wave which will
be featured in a sequel paper. This extended method will also
allow for the presence of noise in the signal.
Besides finding that the analysis produces results consis-
tent with other techniques, the use of the ILW analysis also
produced new findings and it could be applied to cases where
other methods cannot, such as the continuous quantification
of current sheet flapping or rapid dynamical changes in ob-
served wave packets. We conclude therefore that ILW could
become a useful tool for multipoint spatio-temporal studies
in space physics, such as in conjunction with multipoint ray-
tracing (Parrot et al., 2003).
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