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Abstract
This paper introduces a general framework of probabilistic and nondeterministic recursive pro-
cesses that considers three complementary views of the semantics of concurrent processes: behavio-
ural (testing semantics), denotational and axiomatic. The process algebra we present, PNAL, is a
full probabilistic extension of EPL (Algebraic Theory of Processes, M. Hennessy) that maintains
nondeterminism. This language allows us to consider both qualitative and quantitative aspects of
concurrent systems, which are important in order to obtain more realistic models.
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1. Introduction
1.1. Motivation
Probabilistic extensions of process algebras were introduced in the nineties in order to
consider not only qualitative aspects of concurrent systems but also quantitative aspects.
The early models only considered quantitative aspects by substituting a nondeterminis-
tic behaviour by a probabilistic one in which the different types of behaviours were quan-
tified with probabilities. A precise knowledge of the probabilities associated with each
behaviour was therefore required to define a process. However, in practice, we can find
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concurrent systems with nondeterministic behaviours that can be quantified (e.g. the prob-
ability of a faulty communication channel failing), whereas on other occasions these non-
deterministic behaviours cannot be quantified (e.g. relative speed between two processes).
This is why we need a language that allows us to model nondeterministic systems with or
without quantification.
In this paper we present a new algebraic approach to the study of recursive processes
in a probabilistic and nondeterministic framework. This process algebra, called PNAL, is
a probabilistic extension of Hennessy’s process algebra EPL [18] that maintains nondeter-
minism (i.e. internal choice).
We have chosen EPL as the basis process algebra for several reasons:
• Testing semantics was first introduced in [11,18] as a behavioural equivalence alterna-
tive to bisimulation.
• The denotational semantics defined in EPL (based on acceptance trees) is very intuitive.
• Three complementary views of the semantics of concurrent processes are introduced: a
behavioural view, a denotational model and a proof–theoretic view.
Testing semantics has been widely recognized as a behavioural equivalence since it was
first presented in [11,18]. Later on, several process algebra models have defined behavio-
ural equivalences based on Hennessy’s testing semantics [5,14,28,36,37], but none of them
has defined a testing semantics over an extension of EPL.
Thus, our goal in this paper has been to extend EPL in order to obtain an algebraic
theory of probabilistic and nondeterministic processes, but keeping the same behaviour as
in EPL for nondeterministic processes. This is the main objective of this work, to obtain a
probabilistic and nondeterministic framework as a natural extension of EPL.
1.2. Related work
One of the first papers describing processes with a probabilistic behaviour is [2], where
the concept of probabilistic experiments is introduced. In [13] PCCS is defined as an
algebraic language based on the synchronous version of CCS where the nondeterminis-
tic choice is replaced by a probabilistic choice:
∑[pi]Ei , where pi is the probability of
the process behaving like Ei . In [32,33], this model is extended and three interpretations
for concurrent probabilistic processes are presented: reactive, generative and stratified
models.
In [17] TPCCS is presented, which is an extension of CCS with probabilities and time.
This model is based on the asynchronous version of CCS and allows us to model more
realistic concurrent systems, which are usually asynchronous. Probability is introduced
using a probabilistic choice operator. Two types of processes may be distinguished at the
top level of the syntax: probabilistic and nondeterministic processes. The alternating of
both kinds of processes is necessary, which is why the model is called the alternating
model.
Besides the models already mentioned, several languages based on CCS [4,23,25] that
analyze various semantic aspects have been proposed. Thus, in [25] a notion of bisimula-
tion between probabilistic transition systems is introduced; this topic is also studied in [4].
In [23] several equivalences between processes are presented.
Based on CSP, we can cite [7,8], where a reactive interpretation is considered, whereas
in [29] a generative one is presented. In both models fully abstract testing semantics with
respect to denotational semantics, which are based on acceptance trees, are presented.
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One paper that deals with the problem of mixing up probabilities and nondeterminism
is [36], where a probabilistic extension of CCS is presented. The language adds a prob-
abilistic choice operator (⊕p) indexed with a probability p ∈ (0, 1), which models the
probabilistic internal choice, whereas the original CCS choice (+) is maintained for repre-
senting nondeterminism. Intuitively, P ⊕p Q behaves like P with probability p and like Q
with probability 1 − p. A testing semantics, based on De Nicola and Hennessy testing, is
presented. Given a process P and a test T to deal with nondeterminism, the notion “P may
pass T with a set of probabilities φ(P,T )” is defined. Based on these sets, three preorders
are defined by generalizing, for probabilistic and nondeterministic processes, may, must
and test preorders in the testing theory of De Nicola and Hennessy. This work is taken
further in [21,22], where these preorders are redefined and denotational characterizations
for may-testing and must-testing are presented.
In [26] a probabilistic extension of CSP (PCSP) that maintains nondeterminism is in-
troduced. The model is provided with an operational semantics, and several denotational
semantics are given, based on different kinds of observations (trace, broom and barb se-
mantics), where semantic objects are trees with three kinds of nodes: probabilistic, nonde-
terministic and action nodes.
Another probabilistic extension of CSP is presented in [27], where a denotational seman-
tics of CSP is defined by applying the probabilistic powerdomain construction of Jones and
Plotkin [19,20] over a directed-complete partial order. Probabilistic processes are considered
to be probability distributions over processes of CSP. In [24], a generalisation of Larsen and
Skou’s [25] reactive probabilistic transition system is presented. This model considers three
kinds of choices: action-guarded probabilistic choice, external and internal choice. An oper-
ational preorder and a equivalence for processes based on testing are proposed.
Based on ACP, we can cite [1]. In that paper, a probabilistic version of ACP is presented
leading to a language that combines probability and nondeterminism. An operational se-
mantics is defined based on the alternating model [17]. In the construction of the term
models they use a probabilistic bisimulation showing soundness and completeness of the
term model with respect to the proposed axiom systems.
In [12] a comparison of the various ways of combining probabilistic choice with
classical process algebras is introduced. Several interpretations of nondeterminism and
probability are considered. A distinction is drawn between local, “global-don’t care”, and
“global-don’t know” nondeterminism versus unconditional, “conditional-don’t care”
and “conditional-don’t know” probability. Different combinations of these induced nine
different semantic models.
In the field of probabilistic model checking we can cite the work of Cleaveland and Iyer [6]
where nondeterministic probabilistic labelled transition systems (NPLTSs) are interpreted as
experiments whose outcomes are nondeterministic labelled transition systems. This idea is
very close to our “probabilistic resolutions” that will be introduced in Section 5.
Different approaches, in the field of probabilistic automaton and Markov decision pro-
cesses, are considered in [10,30,31,34] where the separation between nondeterministic and
probabilistic behaviour is achieved by means of adversaries, schedulers or policies, which
resolve the nondeterminism.
1.3. Main contribution
To our knowledge, this paper is the first presenting a general framework of probabilistic
and nondeterministic recursive processes in which the three complementary views of the
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semantics of concurrent processes presented in [18] are considered: behavioural (testing
semantics), denotational and axiomatic.
Some previous results of our work were presented in [3], where we considered a reduced
(and finite) version of the process algebra. Some parts of that paper have been included here
in order to give a global view of the theory.
The main contributions of this new paper are the following: we have included two new
operators, divergence () and recursion operator (recX.P), and we have proved that the
testing semantics of PNAL is a natural extension of the testing semantics of EPL, i.e., if we
restrict ourselves to nonprobabilistic process, both semantics identify the same processes.
It is also proved that recursive tests do not provide any extra information about a process,
i.e., only finite tests are needed.
With respect to the denotational semantics, a new semantic domain and a partial order
between semantic objects are introduced. The semantics of the operators given in [3] has
been adapted to this new semantic domain and the semantics for the parallel composi-
tion, divergence and recursion are given. We also introduce the concept of “probabilistic
resolution”.
New axioms and rules, related to divergence and recursion, are considered in the proof
system, and an order relation has been also defined, as well as the equivalence relation. An
important rule we have introduced in this paper is the w-approximation rule, which allows
us to derive equivalences like recX.(X ⊗0.5 a.0) ≡ a.0. As far as we know, this is the first
model that introduces such kind of rule.
Finally, the main result of this paper is that the testing semantics, the denotational se-
mantics and the proof system are fully abstract.
The paper is structured as follows. Section 2 introduces our language. In Sections 3 and
4 an operational semantics and a testing semantics are presented. In Section 5 a denota-
tional semantics is given by means of probabilistic acceptance trees and we prove that the
denotational semantics is fully abstract with respect to the testing semantics. In Section
6 a sound and complete proof system is presented. Finally, in Section 7 we evaluate the
work and compare it with some other approaches. The paper also contains two appendices:
Appendix A shows the proofs of theorems, propositions and lemmas, and Appendix B
contains a glossary of terms and notation.
2. PNAL language
The syntax of PNAL is based on EPL [18] and provides a new kind of choice: a proba-
bilistic choice labelled by a probability p, ⊗p.
Let  be a set of input actions,  = {a | a ∈ } their corresponding output actions, and
Act =  ∪. Furthermore we assume a set of process variables Id ranged over by X and
Y . Terms of PNAL are defined by
P ::= 0 |  | X | a.P | P ⊕ P | P + P | P ⊗p P | P |P | P \A | recX.P
where a ∈Act , p ∈ (0, 1), X ∈ Id, and A ⊂ .
The classical operators are interpreted in the usual fashion and the probabilistic choice
is interpreted as follows: P ⊗p Q behaves like P with probability p, and like Q with
probability 1 − p, this decision been made internally.
In order to deal with probabilities and nondeterminism we have to decide how to solve
a situation where both choices appear. In the literature available we have, basically, two
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alternatives: in [1,27,36] probabilistic choices are solved first, whereas in [26] the opposite
approach is taken. Note that this decision is not at all meaningless, because, depending on
the approach adopted, some properties of classical process algebras will be preserved or
not. For example, idempotency of internal choice is only maintained when internal choice
is resolved first. Idempotency of external choice is never maintained, because if we take
P = a ⊗0.5 b, we find that P P increments the probability of a, for any model we con-
sider. Note that P P = [0.25]a ⊗ [0.5](a b)⊗ [0.25]b and, if the environment offers
action a, this action is performed with probability 0.75.
In all these models we can identify two kinds of nondeterminism: nondeterminism intro-
duced by internal choice (syntactic nondeterminism), and nondeterminism introduced by
external choice and parallel composition between processes prefixed by the same action.
Let us consider the following example (using PNAL syntax):(
a.P | (a.Q⊗p b)
)⊕ R
If we consider Lowe’s approach [26], we first resolve internal choice and later (consider-
ing the left hand side process) probabilistic choice; at this point we find a nondeterministic
behaviour introduced by the process a.P |a.Q, and the resolution of this nondeterminism
is delayed after the execution of action a. But, in Lowe’s words (sic) “it is not enough to
resolve all nondeterminism in a given state before the probabilistic choices; we have to
resolve all nondeterminism before any probabilistic choice . . . can we find a model that
is (faithful to our intuition)? Such a model would need to ensure that all nondeterministic
branching occurs before any other branching, but it is far from obvious how to write down
the semantic equations so as to achieve this”. This is still, indeed, an open problem.
If we consider the approach taken by Morgan et al. [27], probabilistic choice is resolved
first, and later on both kinds of nondeterminism can be resolved. Moreover, in that model
we find the opposite behaviour, i.e., every probabilistic choice must be resolved before any
internal choice. But, in the model in question, probabilistic choice is distributed through
all the other operators, so this aim can be achieved easily.
Taking into account both models [26,27], and the study of asynchronous probabilistic
parallel composition introduced in [9] (where “bundle probabilistic transition systems” are
introduced), we consider that the more suitable approach is to resolve probabilistic choice
first, and then resolve any kind of nondeterminism later on. As we will see in the following
sections, this decision leads us to a model that shares some characteristics with the Morgan
et al. [27] model (e.g., distribution properties of probabilistic choice).
3. Operational semantics
The operational semantics of PNAL is defined, as usual, by using a labelled transition
system. We need to introduce firsts a preliminary definition which will be use as a premise
in the rules of the operational semantics:
Definition 1 (Probabilistic stability)
We define in an inductive way the probabilistic stability predicate
(i) 0, , X, a.P and recX.P are probabilistically stable.
(ii) P ⊕Q, P +Q, P |Q are probabilistically stable iff both P and Q are.
(iii) P \A is probabilistically stable iff P is.
We use P ↓ to denote that P is probabilistically stable.
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Table 1
Inference rules for transitions labelled by probabilities
(P1a)
P⊗pQ−→pP (P1b) P⊗pQ−→1−pQ
(P2a) P−→pP
′,Q↓
P⊕Q−→pP ′⊕Q (P2b)
P↓,Q−→qQ′
P⊕Q−→qP⊕Q′
(P2c) P−→pP
′,Q−→qQ′
P⊕Q−→p·qP ′⊕Q′
(P3a) P−→pP
′,Q↓
P+Q−→pP ′+Q (P3b)
P↓,Q−→qQ′
P+Q−→qP+Q′
(P3c) P−→pP
′,Q−→qQ′
P+Q−→p·qP ′+Q′
(P4a) P−→pP
′,Q↓
P |Q−→pP ′|Q (P4b)
P↓,Q−→qQ′
P |Q−→qP |Q′
(P4c) P−→pP
′,Q−→qQ′
P |Q−→p·qP ′|Q′ (P5)
P−→pP ′
P \A−→pP ′\A
Intuitively, a process is probabilistically stable if we cannot find a probabilistic choice
operator at the first level of the syntax or after one or several internal choices, external
choices and/or parallel compositions.
A similar predicate is defined in [36]. In that case the predicate is not defined sintacti-
cally but considering the rules of the operational semantics. This means that some of the
premises of the rules include negative conditions over transitions, which is problematic (see
[16]). In our model we avoid this problem by defining the “probabilistic stable” predicate
syntactically.
Transition rules are divided into three tables. Table 1 defines the probabilistic choice
operator behaviour, by using probabilistic transitions, like P −→p Q, which means that P
may evolve to Q with probability p immediately. Rules P1a and P1b indicate that process
P ⊗p Q behaves like P with probability p and like Q with probability 1 − p. The re-
maining rules establish the precedence of the probabilistic choice with respect to the other
operators. Processes P and Q are supposed to be probabilistically independent processes
in rules P2c, P3c, and P4c, as in [1,17,36].
Probabilistically stable conditions for process Q in rule P2a and process P in rule P2b
are needed, as seen in the following example. Let us replace rules P2a and P2b by
(P2a′)
P −→p P ′
P ⊕Q −→p P ′ ⊕Q (P2b
′)
Q −→q Q′
P ⊕Q −→q P ⊕Q′
and consider the process P = (a.0 ⊗p b.0)⊕ (c.0 ⊗q d.0). Applying rules P2a′, P2b′ and
P2c we get the following transitions:
P2a′ P −→p a.0 ⊕ (c.0 ⊗q d.0)
P2a′ P −→1−p b.0 ⊕ (c.0 ⊗q d.0)
P2b′ P −→q (a.0 ⊗p b.0)⊕ c.0
P2b′ P −→1−q (a.0 ⊗p b.0)⊕ d.0
P2c P −→p·q a.0 ⊕ c.0
P2c P −→(1−p)·q b.0 ⊕ c.0
P2c P −→p·(1−q) a.0 ⊕ d.0
P2c P −→(1−p)·(1−q) b.0 ⊕ d.0
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Table 2
Inference rules for unlabelled transitions (P↓ and Q↓)
(I1a)
P⊕Q−→P (I1b) P⊕Q−→Q
(I2a) P−→P ′
P+Q−→P ′+Q (I2b)
Q−→Q′
P+Q−→P+Q′
(I3a) P−→P ′
P |Q−→P ′|Q (I3b)
Q−→Q′
P |Q−→P |Q′
(I3c) P
a−→P ′,Q a−→Q′
P |Q−→P ′|Q′ (I4)
P−→P ′
P \A−→P ′\A
(I5)
recX.P−→P [recX.P/X]
Table 3
Inference rules for transitions labelled by actions a ∈Act (P↓ and Q↓)
(A1)
a.P
a−→P (A2a)
P
a−→P ′
P+Q a−→P ′
(A2b) Q
a−→Q′
P+Q a−→Q′ (A3a)
P
a−→P ′
P |Q a−→P ′|Q
(A3b) Q
a−→Q′
P |Q a−→P |Q′ (A4)
P
a−→P ′
P \A a−→P ′\A (a, a /∈ A)
Adding up the probabilities that label branches leaving from P we get 3, when in our
probability space we do not allow probabilities greater than 1. Thus, we need to introduce
the probabilistically stable predicate in this rules in order to avoid these situations.
The behaviour of the remaining operators is presented in Tables 2 and 3, where we
assume that processes are now probabilistically stable. This condition will be justified in
the next section, where we introduce testing semantics. The second table defines the rules
for unlabelled transitions, i.e., those representing an internal evolution, P −→ Q, with the
usual meaning that P may evolve internally to Q without performing any visible action.
Table 3 defines the inference rules for transitions labelled by actions in Act , P a−→ Q,
with the usual meaning that P can perform an a and move to Q. Rules in Tables 2 and 3
are identical to the rules in EPL’s operational semantics.
Definition 2. The operational semantics of PNAL is defined as the least multiset of tran-
sitions we can derive by using the rules in Tables 1–3.
Throughout the paper we will use instead of−→p,−→ and a−→ in order to represent
any of these transitions.
Fig. 1 illustrates the application of these rules. Each transition is labelled by the name
of the applied rule.
4. Testing semantics
A test is a process which may additionally perform a special action w to report a suc-
cessful state. Purely probabilistic processes, i.e. processes without internal choices, will
pass a test with a certain probability p. However, when dealing with probabilistic and
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Fig. 1. Transition system of the process (a.0 ⊗0.3 b.0)⊕ c.0.
nondeterministic processes we will have to compute a set of probabilities to pass a test,
each element of the set obtained considering a different way of resolving nondeterminism.
We use P ‖T to stand for (P |T )\Act . P ‖T is a process that can only perform probabi-
listic transitions −→p, unlabelled transitions −→ or w-transitions w−→. These processes
are called test processes and will be represented by S, S′, etc.
Given a process P and a test T , φ(P,T ) will represent the set of probabilities for ac-
cepting T considering every possible evolution of P ‖T . In order to define φ(P,T ) we need
some preliminary definitions, along the lines of the ideas presented in [36].
Definition 3. A resolution R of S = P ‖T is a maximal subtree of S = P ‖T such that,
whenever S ↪→ S1, S ↪→ S2, we have S1 = S2, where ↪→ represents either −→ or w−→.
We use R(S) to denote the set of resolutions of the test process S.
Every nondeterministic node in a resolution has therefore a unique outgoing arc. Fig. 2
shows the transition system for the test process a ⊗q b ‖ a.w ⊕ b and one of its resolutions
(thick lines).
Definition 4. Let S be a test process. A computation C of a resolution R ∈ R(S) is a
maximal sequence of transitions, SS1 · · · Si−1Si · · · where represents either −→p,
−→ or w−→.
Fig. 2. Transition system of a process and one of its resolutions.
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Definition 5. Let S be a test process and R ∈ R(S) one of its resolutions. The probability
of a computation C = SS1 · · ·Si · · ·Sn · · · of R is defined as follows:
Pr(SiCi, R, S) =
{
p · Pr(Ci, R, S) if =−→p
P r(Ci, R, S) if =−→ or = w−→
We use C(R, S) to denote the set of computations of resolution R ∈ R(S).
Proposition 1. Pr(C,R, S) is a probabilistic measure over the set C(R, S).
Proof. See Appendix A. 
Definition 6. A computation C = SS1 · · ·Si · · ·Sn · · · of R ∈ R(S) is a suc-
cessful computation if ∃n such that Sn w−→ and Sk
w−→ for all k < n. We use S(R, S) to
denote the set of successful computations of R ∈ R(S).
We may now define the measure of achieving success in a resolution as
Succes(R, S) =
∑
C∈S(R,S)
P r(C,R, S)
It is straightforward to prove that Succes(R, S) ∈ [0, 1].
Definition 7. Given a process P and a test T , we say that P may pass T with the set
φ(P,T ) = {Succes(R, P ‖T ) |R ∈ R(P ‖T )}.
At this point, we can justify the need for processes to be probabilistically stable in order
to apply the rules of operational semantics in Tables 2 and 3. Let P = (a ⊗q b)⊕ a and
T = a.w + b.w be a process and a test, respectively. If we do not have the probabilistically
stable premise, we obtain the transition system shown in Fig. 3. One of its resolutions is
shown in Fig. 4.
This resolution has four computations, which have the following probabilities: q, 1 − q,
q and 1 − q. Adding up probabilities we find that the measure of achieving success in the
resolution is 2, which is a not valid value because it is greater than 1. We obtain this result
because we allow unlabelled and probabilistic transitions to be executed at the same level.
If we avoid these situations, i.e., if we consider the probabilistically stable premise, these
kinds of problems do not arise.
We may now introduce the test preorder over processes, by using φ(P,T ).
Definition 8. We define the test preorder as follows:
P test Q if ∀T s.t. φ(P,T ) /= {0}, then
φ(Q,T ) /= {0}, sup{φ(P,T )}  sup{φ(Q,T )},
and inf{φ(P,T )}  inf{φ(Q,T )}
This preorder imposes the condition that whenever Q cannot accept a test T , P cannot ac-
cept it either. This has been introduced because, according to the definition of test preorder
given in [21], the processes P = a ⊕ c and Q = a are related under the test preorder, i.e.,
P test Q. By contrast in Hennessy’s testing P may c.w but Q m ayc.w so P may Q.
According to our definition both situations are captured.
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Fig. 3. Transition system of (a ⊗q b)⊕ a ‖ a.w + b.w (when we do not consider the “probabilistically stable”
premise).
Fig. 4. One of the resolution of the transition system in Fig. 3.
The test relation has the following interpretation: P test Q if Q is a good implemen-
tation of the specification P, i.e., Q conforms with the (probabilistic) constraints defined
in the specification P. For example, let P = a ⊕ b; this specification says that actions a
or b may be performed, and no information about probabilities is given. If we implement
Q = a ⊗0.7 b we say that action a is performed with probability 0.7 and action b with
probability 0.3 and, therefore, Q conforms with specification P.
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The corresponding equivalence is defined as follows:
Definition 9. P ≡test Q iff P test Q and Q test P .
Example 1. Let P = a ⊗0.5 0 and T = a.w. We then have φ(P,T ) = {0.5}, φ(P⊕P,T ) =
{0.25, 0.50, 0.75} and φ(P+P,T ) = {0.75}. Therefore, P /= P ⊕ P and P /= P + P .
Now, we state that the testing semantics here presented is an extension of EPL testing
semantics. In order to differentiate both semantics we will use the subscript Hen to denote
Hennessy’s testing preorder and equivalence.
In Hennessy’s testing we consider two relations between a process and a test; these
relations are P may T if the process P may pass or may fail the test, and P must T if the
process P always passes the test T . In terms of the set φ(P,T ) we can say that:
• P must T if 0 /∈ φ(P,T ), and
• P may T if 1 ∈ φ(P,T )
Proposition 2. Let P,Q ∈ EPL. Then
P Hen Q⇐⇒ P test Q
Proof. See Appendix A. 
5. Denotational semantics
The aim of this section is to provide our language with a fully abstract denotational
semantics with respect to the testing semantics.
5.1. Domain of semantic processes
Our domain will be a set of probabilistic acceptance trees, PAT. Let us informally de-
scribe the structure of these trees:
D1 We will consider trees with three kinds of nodes: probabilistic (⊗), closed (•), and
open (◦).
D2 The root node is a probabilistic one.
D3 Closed nodes are labelled by an acceptance set (as defined in [18]). Open nodes are
labelled by a deterministic acceptance set. Probabilistic nodes are unlabelled.
D4 There is a finite number of branches leaving a probabilistic node (1 or more). There
is a finite number of branches leaving an open or closed node (0 or more).
D5 Branches leaving a probabilistic node are labelled by probabilities pi, with
∑
i pi =
1. Every branch leaving a closed or an open node is labelled by one action in the
acceptance set, but there are no two branches labelled by the same action.
D6 Probabilistic nodes and nondeterministic nodes (closed and open) appear in an al-
ternative way. Once we have reached an open node, alternation occurs only between
probabilistic and open nodes. Terminal nodes are always closed or open.
We can see that these trees are quite similar to those used in [18], but now we have to
extend these trees in order to include the probabilistic information associated with every
reachable state.
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Definition 10. A semantic process is a tree that holds rules D1–D6.
Let us now introduce some preliminary definitions and concepts.
Definition 11. An acceptance set or state, A, is a subset of P(Act). Let D(A) be the
domain of acceptance sets for a given set of actions Act .
Let A be an acceptance set. We define A(A), the set of actions belonging to A, as
follows:
A(A) = {a ∈Act | ∃B ∈A such that a ∈ B}
We say that s is a sequence of “acceptance set-action pairs” if s ∈ (D(A)×Act)∗.
We will denote the empty sequence by ε or 〈〉. As usual, we will consider a sequence
concatenation operator, represented as sˆs′. Given a set of actions Act , the domain of
sequences induced by Act will be represented by D(sAct ).
For the sake of simplicity, we will represent a sequence as follows:
〈A1a1A2a2 · · ·Anan〉
Given a tree t ∈ PAT, we can use sequences in order to identify its nodes. Thus, a prob-
abilistic node may be identified by using a sequence. For instance, the sequence 〈Aiai〉
identifies the probabilistic node we can reach from the root node after following the branch
labelled by action ai , which leaves from the nondeterministic node (open or closed) la-
belled by the acceptance setAi . In order to identify nondeterministic nodes we need more
information; first we need to reach its parent probabilistic node and then we need to dis-
tinguish among the nondeterministic nodes that share the same parent node. Thus, in this
case we need a pair sequence-acceptance set, (s,A). For the sake of homogeneity we will
allow this pair to be represented as 〈sA〉, i.e., 〈A1a1A2a2 · · ·AnanA〉.
But this is not enough to identify a nondeterministic node. Consider the example in
Fig. 5. In this case both nodes (open and closed) are identified by the pair (〈〉, {∅}). There-
fore, we need to introduce more information in order to distinguish both nodes. An ac-
ceptance set that labels an open node will be represented by A, and we will consider that
A /=A. Thus, in Fig. 5, the open node will be identified by the pair (〈〉, {∅}) and the
closed node by (〈〉, {∅}).
Given a tree t ∈ PAT, we will use t/s to denote the tree whose root node is the prob-
abilistic node identified by the sequence s. Thus, the root node of t may be alternatively
represented as t/〈〉.
We will use Seq(t) to denote the set of sequences we may obtain from a tree, and L(t)
to denote the language t may accept. L(t) may be defined as follows:
Fig. 5. A pair (s,A) identifies two different nodes.
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L(t) = { a1a2 · · · an ∈Act∗ | ∃Ai ∈ D(A) such that
s = 〈A1a1A2a2 · · ·Anan〉 ∈ Seq(t) and ∀i ai ∈ A(Ai )}
Now, we introduce probabilistic acceptance sets.
Definition 12. We say that (p,A) is a “probability-acceptance set pair” if (p,A) ∈
(0, 1] × D(A).
A probabilistic acceptance set, PA, is defined as follows:
PA =
{
(pi,Ai ) ∈ (0, 1] × D(A) |
∑
i
pi = 1 ∧Ai /=Aj if i /= j
}
D(PA).
Definition 13. Let PA be a probabilistic acceptance set. We define the set of acceptance
sets belonging to PA as follows:
Accept(PA) = {A ∈ D(A) | ∃p such that (p,A) ∈ PA}
Given a semantic process t, we will use PA(t/s) to represent the probabilistic accep-
tance set at the first level of the semantic process t/s.
Definition 14. Let t ∈ PAT. We define the probability distribution, induced by a probabi-
listic acceptance set, as the function π : PAT × D(A) −→ [0, 1] given by
π(t/s,A) =
{
p if (p,A) ∈ PA(t/s)
0 otherwise
Definition 15. Let two acceptance sets, A1 ∈ Accept(PA(t1/s1)) and A2 ∈ Accept-
(PA(t2/s2)). We say thatA1 precedesA2, denoted byA1 %A2, if one of the following
conditions holds:
• If A2 labels an open node, then A1 labels an open node too, and A(A1) ⊆ A(A2).
• If A2 labels a closed node, then
• A1 labels an open node, or
• A1 labels a closed node and A2 ⊆A1.
Intuitively, an open node, as we will see later, represents a possibility of divergent behav-
iour. Thus, when comparing an open node and a closed node, the open node will always
precede the closed one. Therefore, the precedence relation give us some idea of order based
on nondeterminism. An open node is more nondeterministic than a closed one. When we
compare two open nodes, we need to consider the set of actions that may be performed,
apart from divergence. In this case we have the condition A(A1) ⊆ A(A2), i.e, the node in
tree t1 is more nondeterministic than the node in t2 because we know less about it. Finally,
in the event of both nodes being closed, we have the usual condition, A2 ⊆A1.
5.2. Partial order and equivalence
In order to define the semantics of recursive processes, we need to introduce an order
over semantic processes, denoted by PAT.
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First, we need to introduce some preliminary definitions.
Definition 16. Let t, t ′ ∈ PAT, and A′ ∈ Accept(PA(t ′)). We define the probabilistic
cover of A′ with respect to t ′ and t as follows:
pC(A′, t ′, t) =
{
Ai ∈ Accept(PA(t)) |Ai %A′ and π(t ′,A′) 
∑
i
π(t,Ai )
}
Intuitively, every action the semantics process t ′ may perform from a state A′ with a
certain probability p, may be performed by the semantics process t from several states
Ai that are more nondeterministic than A′, such that π(t ′,A′) 
∑
i π(t,Ai ). The idea
behind this definition is to establish an order over semantic processes that follow the idea
given in the testing semantics, i.e., whatever t ′ can do with certain probability (or set of
probabilities), t can do with a wider set of probabilities which includes that of t ′.
Definition 17. Let t, t ′ ∈ PAT. We say that t PAT t ′ if:
• L(t) ⊆ L(t ′),
• for every A′ ∈ Accept(PA(t ′)) there is a probabilistic cover pC(A′, t ′, t),
•
⋃
A′∈Accept(PA(t ′))
pC(A′, t ′, t) = Accept(PA(t))
•
⊗
Ai
[
π(t,Ai )∑
i π(t,Ai )
]
(t/〈Aia〉) PAT t ′/〈A′, a〉, ∀a ∈ A(A′)
In Fig. 6 we can see an example of t PAT t ′.
Proposition 3. (PAT,PAT) is a partial order.
Definition 18. Let A be a set, and A an order defined over A. A chain is a sequence of
elements from A, a0, a1, . . . , an, . . ., such that
a0 A a1 A · · · A an A · · ·
In order to define the limit of a chain, we will use the terminology used in [18]: if X
is a set we say the property P is true almost always in X if for all but a finite number
Fig. 6. The left tree (t) is smaller than the right tree (t ′).
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of x ∈ X, P is true of x. If x0, x1, . . ., is an infinite sequence of elements from X, then
there exists some k  0 such that P is true of xn for every n  k. If X is a chain in some
partial order then it follows that there exists some x ∈ X such that P is true of x′ for every
x′  x.
Definition 19. Let {ti}i∈I be a chain. We define the limit of the chain, represented by unionsqti ,
as follows:
Seq(unionsqti ) = {s | s ∈ Seq(ti) for almost all ti ∈ {ti}}
PA((unionsqti )/s) =
{
(p,A) |A ∈ Accept(PA(ti/s)) for almost all ti ∈ {ti},
p = lim
i→∞π(ti/s,A)
}
Proposition 4. The tree unionsqti is well defined.
Proof. See Appendix A. 
Theorem 1. (PA,PAT) is a complete partial order (cpo).
Proof. See Appendix A. 
Once we have defined an order over semantic processes, we may establish an equiva-
lence in PAT.
Definition 20. t ≡PAT t ′ if and only if t PAT t ′ ∧ t ′ PAT t .
Proposition 5. Let t, t ′ ∈ PAT. t ≡PAT t ′ if and only if
• Seq(t) = Seq(t ′)
• PA(t/s) = PA(t ′/s), ∀s ∈ Seq(t)
Proof. See Appendix A. 
5.3. Semantics of the operators
We define the semantics of PNAL operators in a denotational style, by associating a
semantic process [[P ]] (i.e., a PAT) to each process P .
In this section we will make extensive use of two operators borrowed from [18]: c
(convex closure) and u (pointwise union). Here we recall their formal definition and some
properties.
Let B be an acceptance set. Then, c(B) (convex closure of B) is the least set such that
(a) B ⊆ c(B)
(b) X, Y ∈ c(B) implies X ∪ Y ∈ c(B) (c(B) is ∪-closed)
(c) X, Y ∈ c(B), X ⊆ Z ⊆ Y implies Z ∈ c(B) (c(B) is convex-closed)
Some of its more useful properties are
c1. If B is convex then c(B) = B
c2. If B ⊆ B′ then c(B) ⊆ c(B′)
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c3. c(B) = c(c(B))
c4. c(B1) ∪ c(B2 ∪B3) = c(B1 ∪B2 ∪B3)
c5. c(B1 ∪B2) = c(c(B1) ∪ c(B2))
c6. If A ∈ c(B) then B ⊆ A for some B ∈ B.
LetB1,B2 be acceptance sets. The pointwise union ofB1 andB2 is defined as follows:
B1 uB2 = {B1 ∪ B2 |B1 ∈ B1 and B2 ∈ B2}. Some useful properties are:
du1. (B1 uB2) uB3 = B1 u (B2 uB3)
du2. B1 uB2 = B2 uB1
du3. B uB = B, if B is convex
du4. B1 u (B2 ∪B3) = (B1 uB2) ∪ (B1 uB3)
Its interaction with the operator c is given by:
c7. If B1,B2 are convex, B1 uB2 is convex
c8. c(B1 uB2) = c(B1) u c(B2)
Now, we may define the semantics of PNAL operators.
Stop. The semantic process [[0]] is a tree with two nodes, one probabilistic (the root)
and the other a closed node labelled by the acceptance set {∅}. The arc connecting them is
labelled by 1 (see Fig. 7).
The probabilistic acceptance set at the first level is PA(0) = {(1, {∅})}. Continuations
PA(0/s) where s /= 〈〉 are not defined.
Divergence. The semantic process [[]] is a tree with two nodes, one probabilistic (the
root) and the other an open node labelled by the acceptance set {∅}. The arc connecting
them is labelled by 1 (see Fig. 8).
The probabilistic acceptance set at the first level isPA() = {(1, {∅})}. In this case we
have PA(/s) = PA() for every sequence s.
Prefix operator. The semantic process a.t is defined from t by adding two new nodes
to it: one probabilistic (the new root node) and one closed labelled by the acceptance set
Fig. 7. PAT of 0.
Fig. 8. PAT of .
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Fig. 9. PAT of a.t .
{{a}}. The arc connecting them is labelled by 1, and the arc connecting the closed node
with the root node of t is labelled by a (see Fig. 9).
The probabilistic acceptance set at the first level is PA(a.t) = {(1, {{a}})}. Continua-
tions are given by a.t/〈{{a}}a〉ˆs = t/s.
Probabilistic choice. Let t1, t2 ∈ PAT. The first level of t1 ⊗q t2 is obtained considering
the branches at the first level in t1 and t2, weighted by q and 1 − q respectively, and adding
up the branches that lead to the same acceptance set.
The probabilistic acceptance set at the first level is
PA(t1 ⊗q t2) =
{
(p,A) | A ∈ Accept(PA(t1)) ∨A ∈ Accept(PA(t2)),
p = q · π(t1,A)+ (1 − q) · π(t2,A)
}
In order to obtain the continuations, we must distinguish several cases where action a
is performed from state A:
• A ∈ Accept(PA(t1)) and A /∈ Accept(PA(t2)). In this case only t1 can execute the
action a, so:
t/〈A, a〉 = t1/〈A, a〉
• A /∈ Accept(PA(t1)) and A ∈ Accept(PA(t2)). This is the symmetric case:
t/〈A, a〉 = t2/〈A, a〉
• A ∈ Accept(PA(t1)) and A ∈ Accept(PA(t2)). Now action a can be carried out ei-
ther by t1 or t2, then
t/〈A, a〉 = t1/〈A, a〉 ⊗q t2/〈A, a〉
Internal choice. In order to define the internal choice operator, we need first to introduce
some additional notation. We extend the convex closure operator, c, in order to take into
account which kind of node (open or closed) is labelled by an acceptance set. The new
operator, c, is defined as follows:
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A cB = c(A ∪B)
A cB = {A(A) ∪ A(B)}
A cB = {A(A) ∪ A(B)}
A cB = {A(A) ∪ A(B)}
Let t1, t2 ∈ PAT. The states at the first level of t = t1 ⊕ t2 are obtained asA = B c C,
where B and C are acceptance sets at the first level of t1 and t2 respectively. Note that
every acceptance set A may be obtained from different pair of states B and C.
The probabilistic acceptance set at the first level is
PA(t1 ⊕ t2) =

(p,A) | ∃B ∈ Accept(PA(t1)), ∃C ∈ Accept(PA(t2))
such that A = B c C,
p =
∑
A=B c C
π(t1,B) · π(t2,C)


In order to obtain the continuations after the sequence 〈Aa〉, t/〈Aa〉, we can distin-
guish the following cases:
• a ∈ A(B) and a /∈ A(C). In this case t1 executes a, giving us: t/(A, a) = t1/(B, a).
• a /∈ A(B) and a ∈ A(C). Symmetric case: t/(A, a) = t2/(C, a).
• a ∈ A(B) and a ∈ A(C). Either t1 or t2 execute the action, in which case: t/(A, a) =
t1/(B, a)⊕ t2/(C, a).
Therefore, as A may be obtained from several different sets B and C, we have
t/(A, a) =
⊕
B,C,B c C=A
a∈A(B)∧a /∈A(C)
t1/(B, a)⊕
⊕
B,C,B c C=A
a /∈A(B)∧a∈A(C)
t2/(C, a)⊕
⊕
B,C,B c C=A
a∈A(B)∧a∈A(C)
(t1/(B, a)⊕ t2/(C, a))
External choice. This operator is very similar to internal choice. The only difference is
at the first level of the tree. As in the previous case, we need to extend the pointwise union
operator, u, in order to take into account which kind of node (open or closed) is labelled
by an acceptance set. The new operator, u, is defined as follows:
A uB =A uB
A uB = {A(A) ∪ A(B)}
A uB = {A(A) ∪ A(B)}
A uB = {A(A) ∪ A(B)}
Let t1, t2 ∈ PAT. The states at the first level of t = t1 + t2 are obtained asA = B u C,
where B and C are acceptance sets at the first level of t1 and t2 respectively. As in the
internal choice case, every acceptance setAmay be obtained from different pairs of states
B and C.
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The probabilistic acceptance set at the first level is
PA(t1 + t2) =

(p,A) | ∃B ∈ Accept(PA(t1)), ∃C ∈ Accept(PA(t2))
such that A = B u C,
p =
∑
A=B u C
π(t1,B) · π(t2,C)


Continuations are identical to the internal choice case, i.e.,
(t1 + t2)/〈Aa〉 = (t1 ⊕ t2)/〈Aa〉
Restriction. In order to define the semantics of the process t\C we will use the following
notation: C = {a | a ∈ C} and A\C = {B − (C ∪ C) |B ∈A}.
Intuitively, the semantic process we obtain when we apply restriction with respect to a
set C, is a tree such that every action belonging to C or C is removed from acceptance sets
and arcs. This may lead to a situation where different acceptance sets become identical,
so we first need to add up probabilities, and later, in order to obtain continuations, we
need to propagate probabilities to the following levels. In the last case we need to use a
normalization factor. An example is shown in Fig. 10.
The acceptance set at the first level is
PA(t\C) =
{
(p,A) |A = B\C ∧ p =
∑
A=B\C
π(t,B)
}
Continuations, if a /∈ C, are defined as follows:
(t\C)/〈Aa〉 =
⊗
A=B\C
[
π(t,B)
π(t\C,A)
] (
t/〈Ba〉)\C
Fig. 10. t and t \ {b}.
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Fig. 11. PAT of P1, P2 and first level of P1|P2.
If a ∈ C then continuation is not defined.
Parallel composition. The definition of the function over PAT corresponding to | is quite
difficult, and a considerable amount of notation is needed. We will first introduce intuitively
the concepts related to this operator (by means of an example taken from [3]) and then we
will give its formal definition.
Let us consider the processes P1 = a.(c ⊗0.4 e)⊗0.3 b, P2 = a.d and P = P1|P2. In
Fig. 11 we can see the PAT of P1, P2 and the first level of P1|P2.
At the first level, P may perform the actions that P1 or P2 may perform at their first
level. Furthermore, in the event of communication between P1 and P2, some actions of
the following level in P1 and P2 are promoted to the first level in P . We have to consider
all the possibilities, i.e., every action may or may not communicate with its homologous
barred action, and this introduce some kind of nondeterminism.
In this example, actions a and a may communicate, so second level action, like c,
e and d , may be performed at the first level. Let us assume that a and a communi-
cate, and the probabilistic choice after action a in P1 is resolved following the branch
labelled by probability 0.4. In this case, with probability 0.3 × 0.4 = 0.12, the semantic
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process P reaches a nondeterministic acceptance set A such that A(A) = {a, a, c, d}.
In case of communication, only actions c and d may be performed. Nondeterminism is
introduced in A taking into account the convex closure of the union of sets {c, d} and
{a, a, c, d}.
In order to give the formal definition of parallel composition we need to introduce some
preliminary definitions.
Definition 21. Let t ∈ PAT. The set of maximal sequences of t is defined as follows:
SeqMax(t) =
{
s ∈ Seq(t) | ∀A ∈ Accept(PA(t/s))
we have A = {∅} or A = {∅}}
We say that tm is a maximal subtree of t if ∀s ∈ SeqMax(tm) we have s ∈ SeqMax(t).
Now we introduce the concept of probabilistic resolution, a maximal subtree such that
every probabilistic node has only one outgoing branch.
Definition 22. Let t ∈ PAT. A probabilistic resolution te of t is a maximal subtree of t such
that |PA(te/s)| = 1 for every sequence s ∈ Seq(te). The set of probabilistic resolutions of
t ∈ PAT will be denoted by PRes(t). D(PRes) is the domain of probabilistic resolutions.
In the following definitions, we will relate a probabilistic resolution with an acceptance
tree (AT, [18]) and a probability.
Definition 23. Let s = 〈A1a1A2a2 · · ·Anan〉 be a sequence. We obtain the trace of this
sequence by removing the information of the acceptance sets, i.e., trace(s) = a1a2 · · · an.
We will use trace(s) to denote the trace such that each action is replaced by its homol-
ogous barred action. As usual, we will assume that a = a.
Given a probabilistic resolution tr , we obtain its associated AT, denoted NPT(tr ) (non-
probabilistic tree), as follows:
(i) L(tAT) = L(tr ) and
(ii) for every s ∈ Seq(tr ) , if B ∈ Accept(PA(tr/s)) then A(tAT(trace(s))) = B
where tAT is Hennessy’s acceptance tree and A(tAT(trace(s))) is the acceptance set after
trace trace(s), as they were defined in [18].
And its associated probability, denoted πPR(tr ), as follows:
πPR(tr ) =


π(tr ,B) ·
∏
b∈A(B)
B∈Accept(PA(tr ))
πPR(t/〈Bb〉)
p if ∃p ∈ (0, 1] s.t. PA(tr ) = {(p, {∅})} or PA(tr ) = {(p, {∅})}
We can now obtain the first level of the PAT t |t ′, as follows:
PA(t |t ′) =
{
(r,B) | ∃ti ∈ PRes(t) and ∃t ′j ∈ PRes(t ′) s.t.
B =A((NPT(ti)|NPT(t ′j ))(ε)) and r =
∑
B
πPR(ti) · πPR(t ′j )
}
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In order to obtain (t |t ′)/〈Bb〉 we need to introduce more definitions.
Definition 24. We define the subset of probabilistic resolutions from which we obtain the
same acceptance set B as follows:
SubsetPRes(t, t ′,B) = {ti ∈ PRes(t) | ∃t ′j ∈ PRes(t ′) s.t.
B =A((NPT(ti) |NPT(t ′j ))(ε))
}
Definition 25. LetPA = {(p1,A1), . . . , (pn,An)} be a probabilistic acceptance set. We
define the normalization function as follows:
Norm(PA) =
{
(qi,Ai ) | ∃(pi,Ai ) ∈ PA and qi = pi∑
j pj
}
Now, we define a function, PATfromPRes(SPR), which allows us a to build a PAT from a
set of probabilistic resolutions.
Definition 26. Let SPR ∈ D(PRes) be a set of probabilistic resolutions. The tree t =
PATfromPRes(SPR) is obtained as follows:
(i) Seq(t) =
⋃
ti∈SPR
Seq(ti)
(ii) PA(t/s) = Norm

 ⋃
s∈Seq(ti )
PA(ti/s)


Definition 27. Let s and s′ be sequences and a ∈Act . We define the Boolean synchroni-
zation function as follows:
sync(s, s′, a) = (trace(s) = trace(s′)ˆa) or(
trace(s′) = trace(s)ˆ, a)
Finally we define (t |t ′)/〈Bb〉. Let t1 = PATfromPRes(SubsetPRes(t, t ′,B)) and t ′1 =
PATfromPRes(SubsetPRes(t ′, t,B)), then
(t |t ′)/〈Bb〉 =
⊕
s∈Seq(t1),s′∈Seq(t ′1),sync(s,s′,b)=true
(t1/s) | (t ′1/s′)
Proposition 6. Every PNAL operator is monotonous and continuous.
Proof. See Appendix A. 
Recursion. To define the semantics of recX.P (X), where P(X) is a process in which X
is a free variable, we use the fixed point technique.
As a consequence of Theorem 1 and Proposition 6 we may define the semantics of the
recursion operator as the least fixed point of the corresponding functional, which coincides
with the limit of the finite approximations:
[[recX.P (X)]] = unionsq[[Pi]]
where P0 = , P1 = P(), . . . , Pi = P i().
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Fig. 12. PAT of b.c, a.d ⊗0.4 (a.e ⊕ b.f ) and b.c ⊕ (a.d ⊗0.4 (a.e ⊕ b.f )).
One interesting consequence of mixing up probabilities and nondeterminism is that,
while probabilistic choice allows us to distinguish between the different reachable states
of a process, internal (and also external) choice works in the opposite way, gathering states
that previously were different. This may also affect continuations, as can be seen in the
following example.
Example 2. Let P = P1 ⊕ P2, where P1 = b.c and P2 = a.d ⊗0.4 (a.e ⊕ b.f ).
In this example all the reachable states in processes P1 and P2 are gathered into the state
{{a}, {b}, {a, b}} in process P , which is reached with probability 1.
This means that continuations after executing action a are obtained as
P2/
({{a}}a)⊕ P2/({{a}, {b}, {a, b}}a)
i.e., distinguishable continuations in P2 now become indistinguishable due to the internal
choice. PATs of these processes are shown in Fig. 12.
Finally, we state that the equivalence relation between probabilistic processes is an ex-
tension of that presented in [18] for nondeterministic processes.
Theorem 2. Let P,Q ∈ EPL be two processes,
[[P ]]AT = [[Q]]AT if and only if [[P ]]PAT = [[Q]]PAT
Proof. See Appendix A. 
5.4. Full abstraction
In this section we will prove that both the testing semantics and the denotational se-
mantics identify the same processes, i.e., the denotational semantics is fully abstract with
respect to the testing semantics.
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First, we will consider a reduced version of the language, PNAL1, that includes 0, pre-
fix operator and the three choices, and the set of test we can derive from PNAL1, called
TPNAL1. We will prove that denotational and testing semantics are fully abstract when we
restrict ourselves to this kind of process and test. Afterwards, we will consider an extension
of PNAL1, PNAL2, which includes recursion. As in the previous case, the derived set of
tests will be calledTPNAL2, and we will extend the previous result to recursive processes
and tests. We will denote ≡test1 and ≡test2 the testing equivalences induced by the tests in
TPNAL1 and TPNAL2 respectively.
Finally, we need to consider restriction operator and parallel composition in order to ex-
tend the full abstraction result to processes in PNAL. We leave this to the following section,
where we introduce proof system, and we prove that restriction and parallel composition
are derived operators, and thus, every term in PNAL may be specified in terms of PNAL2.
In order to prove this result we need to introduce some concepts. First, we define the pass
of a test over a semantic process. Later, we give a constructive method to obtain a PAT of
a process of which we know only the responses to tests, i.e., sup{φ(P,T )} and inf{φ(P,T )}.
Finally, we prove that the results of the tests over syntactic and semantic processes are
identical, and also that the PAT obtained from responses to tests and from syntactic terms
are equivalent.
First, we introduce the set of probabilities with which a semantic process passes a test.
Definition 28. Given a process P ∈ PNAL1 and a test T ∈TPNAL1 , the set of probabili-
ties φD(P,T ) is defined as follows:
φD(P,T ) =
{
π
([[P ‖T ]], {{w}}), π([[P ‖T ]], {{w}})+ π([[P ‖T ]], {∅, {w}})}
Now, let us see how to construct the PAT obtained from φ(P,T ), denoted by [[P ]]T :
Construction of [[P ]]T . The set of the successful tests T = a1 · a2 · · · ak · w gives us the
language the process accepts, L(P ).
Once we know L(P ), we also know the set of actions the process may perform at each
moment, and the set of possible acceptance sets (Ai), but we do not know the probabilities
associated with these acceptance sets (qi). In order to obtain this set of probabilities we
will use an essential set of tests. As an intermediate step, we will use logical expressions
associated with acceptance sets. We shall now see how we may obtain this set of essential
logical expressions.
Let C be the set of possible actions and Ai an acceptance set such that ∅ /∈Ai and
C ∈Ai . Every set Bj ∈Ai and every acceptance set Ai may be related, respectively,
to a logical expression in the form E(Bj ) =∧ai∈Bj ai , and E(Ai ) =∨Bj E(Bj ). The
logical expression E(Ai ) is true only for the acceptance set Ai and for every subset of
Ai .
We will use the following notation:
• EAA is the set of logical expressions that contain only actions in A.
• EBA is the set of logical expressions in the form
EAA ∧
( ∧
a∈B−A
¬a
)
, where A ⊆ B
• AA is the collection of acceptance sets that contain only actions in A.
• qA are the probabilities associated to AA.
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The whole set of logical expressions may be obtained by using the following proce-
dure, starting with step 1 and repeating steps 2 and 3. In each cycle, only one action is
added.
(1) E∅∅ = {true}.
(2) Inheritance. If a /∈ A then
E
A∪{a}
A = {e ∧ ¬a | e ∈ EAA}
(3) New expressions. EAA = {E(Ai ) |A ∈Ai} ∪ {true}
Finally, the set of essential logical expressions is
⋃
A⊆Act EActA .
For example, let {a, b} be the set of possible actions. The collection of possible ac-
ceptance sets is: {∅}, {∅, {a}}, {{a}}, {∅, {b}}, {{b}}, {∅, {a}, {b}, {a, b}}, {{a}, {b}, {a, b}},
{{a}, {a, b}}, {{b}, {a, b}}, {{a, b}}.
The set of associated logical expressions is
E∅∅ = {true},
E
{a}
∅ = {true ∧ ¬a} = {¬a}, E{a}{a} = {true, a},
E
{b}
∅ = {true ∧ ¬b} = {¬b}, E{b}{b} = {true, b},
E
{a,b}
∅ = {¬a ∧ ¬b}, E{a,b}{a} = {a ∧ ¬b,¬b}, E{a,b}{b} = {b ∧ ¬a,¬a},
E
{a,b}
{a,b} = {true, a ∨ b ∨ (a ∧ b), a ∨ (a ∧ b), b ∨ (a ∧ b), a ∧ b}.
and the set of essential logical expressions is
⋃
A⊆{a,b} E
{a,b}
A .
Now, we associate one real number in [0, 1] to every essential logical expression. We
do this by using the following rules:
• We associate inf{φ(P,w)} = 1 to the logical expression true.
• Let F be a logical expression with non-negative premises. We associate inf{φ(P,TF )} to
this expression, where TF is a test obtained from F as follows:
• Every action ai is replaced with aiw.
• Every ∧ connective is replaced with ⊕.
• Every ∨ connective is replace with +.
• Let F ′ be a logical expression in the form F ∧ (∧i ¬ai). We associate inf{φ(P,TF ′ )}
with F ′ where TF ′ is a test in the form TF +
(∑
i ai
)
.
• Let F ′′ be a logical expression in the form ¬F. We associate 1 − sup{φ(P,TF )} to F ′′.
We extend the notation previously introduced: TActA is the set of real numbers in [0, 1]
which are associated with the logical expressions EActA .
Now, we can write a linear system by using the responses to the tests. The unknown
variables are the probabilities associated to every acceptance set. Each equation is related
to a value in TActA , and consequently to an acceptance set.
We need to check whether we may distinguish between different states or not. To that
end we sort the equations in the system by using two criteria. Each equation is related to
a value in TActA , so the first criterion we may use is based on the actions in the set A. We
start with the equations related to TActAct (group of equations Act) and we finish with the
equation related to TAct∅ (group ∅). Later, every set of equations related to the group Ai is
sorted by using an inclusion relation between the acceptance sets in AAi ; the first equation
corresponds to the set {A}. If two sets are not related, the order is not significant. This order
may be extended to the probabilities qi .
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Let A be the matrix of the system. In this matrix we may distinguish submatrices of the
form Aβα which relate TActα to qβ .
Each test may be satisfied for its associated acceptance setA and for every subset ofA.
Due to the introduced order, every submatrix Aαα is always lower-triangular and therefore
nonsingular. On the other hand, the inheritance method prevents a test of the group A from
being satisfied by an acceptance set of a group B such that B − A /= ∅. The system we
obtain is

T
a1···an
a1···an
T
a1···an
a1···an−1· · ·
T
a1···an
a2···an· · ·
T
a1···an
a1· · ·
T
a1···an
an
T
a1···an
∅


= [A]×


qa1a2···an
qa1a2···an−1· · ·
qa2a3···an· · ·
qa1· · ·
qan
q∅


where [A] is the matrix shown in Fig. 13.
Finally, we have to prove that the system has a unique solution. Solving the system in a
bottom-up way we may obtain q∅, whose values we then use to obtain qa1 , . . . , qan , and so
on. Finally, we can write:
[
T
a1···an
a1···an
]− [Aa1···an−1a1···an · · · A∅a1···an]×

qa1···an−1· · ·
q∅

 = [Aa1···ana1···an]× [qa1···an]
and this system has a unique solution because Aa1···ana1···an is a nonsingular matrix.
Now we know the probability of every acceptance set in the first level of the tree. The
size of the linear system we have to solve depends on the number of action that may be
performed at the first level. In particular, one action leads us to a linear system with three
equations, two actions to 10 equations, and three actions to 41 equations.
In order to obtain the probability of every acceptance set in the second and following
levels, we could use the technique previously introduced. Nevertheless, in this case we find
a state space explosion, i.e., the size of the linear system increases rapidly, and it is very
Fig. 13. Matrix [A].
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difficult to find a general rule that allows us to select the set of essential tests. For example,
if we consider three actions in the first level and three actions in the second one, we get a
linear system with 1640 equations.
This means that, in the following results, we will consider only semantic processes that
have a syntactic representation. Following this idea, in order to obtain the probability of
every acceptance set in the whole tree we need to know φ(P/(a,A),T ).
Definition 29 (Test process after an action a from a state A, P/(a,A)‖T )
• P = 0. P/(a,A)‖T = {0}
• P = a.P1.
P/(b,A)‖T =
{
P1‖T if a = b ∧A = {{a}}
{0} otherwise
• P = P1 ⊗q P2.
P/(a,A)‖T = {q · xi + (1 − q) · yi | xi ∈ P1/(a,A)‖T ∧ yi ∈ P2/(a,A)‖T }
• P = P1 ⊕ P2.
P/(a,A)‖T =
⋃
A=c(B∪C)
[
P1/(a,B)‖T ∪ P2/(a,C)‖T
]
• P = P1 + P2.
P/(a,A)‖T =
⋃
A=B uC
[
P1/(a,B)‖T ∪ P2/(a,C)‖T
]
Definition 30 (Obtaining [[P ]]T from testing semantics information). Using the construc-
tive method introduced and Definition 29 we obtain the probability associated with each
acceptance set for a process P/s (where s is a sequence). The tree [[P ]]T is built just putting
together this information (every sequence identify only one node).
Lemma 1. Let P ∈ PNAL1 be a process. For every test T ∈TPNAL1:
inf{φ(P,T )} = inf
{
φD(P,T )
}
and sup{φ(P,T )} = sup
{
φD(P,T )
}
Proof. See Appendix A. 
Lemma 2. Let P ∈ PNAL1 be a process. Then [[P ]] = [[P ]]T .
Proof. See Appendix A. 
Theorem 3. ∀P,Q ∈ PNAL1, P ≡test1 Q⇐⇒ P ≡PAT Q.
Proof. See Appendix A. 
In order to extend this result to the recursive case, we need to prove that recursive tests
do not give any information, the set of essential tests thus remaining unchanged.
Proposition 7. Let P,Q ∈ PNAL2. Then
P ≡test1 Q if and only if P ≡test2 Q
Proof. See Appendix A. 
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Theorem 4 (Full abstraction). ∀P,Q ∈ PNAL2, P ≡test2 Q⇐⇒ P ≡PAT Q.
Proof. See Appendix A. 
As mentioned earlier, we need to consider restriction operator and parallel composition
in order to extend the full abstraction result to processes in PNAL. This point will be cov-
ered in the next section, where we introduce the proof system and we prove that restriction
and parallel composition are, as usual, derived operators.
6. Proof system
In this section we extend the proof system presented in [3] in two ways: we introduce
the corresponding axioms for the new operators (divergence and recursion), and we prove
the completeness with respect to the denotational semantics considering the order relation,
and not only the equivalence relation between processes.
6.1. Axioms and soundness
Table 4 contains the set of axioms related to the following operators: 0, prefix, the
three choices and recursion. The new axioms in Table 4 show that probabilistic choice and
external choice are greater than internal choice (PI2, IE2), divergence does not differentiate
between internal and external choice (IE1), and finally axiom PI3, which will be very
useful when proving completeness.
The axioms in Table 5 (marked by the symbol ↓), do not hold in the general case, but
they become true if we restrict to probabilistically stable processes. These axioms are:
idempotency of the internal and the external choice (I4↓, E4↓), and distributivity of the
internal choice over the external choice and vice versa (IE3↓, IE4↓).
Table 4
Set of axioms for 0, prefix, choice operators and recursion
P1 P ⊗p Q ≡ Q⊗1−p P
P2 (P ⊗p Q)⊗q R ≡ P ⊗p·q
(
Q⊗ (1−p)·q
1−p·q
R
)
P3 P ⊗p P ≡ P
P4 a.P ⊗p a.Q ≡ a(P ⊗p Q)
PI1 P ⊕ (Q⊗p R) ≡ (P ⊕Q)⊗p (P ⊕ R)
PE1 P + (Q⊗p R) ≡ (P +Q)⊗p (P + R)
I1 P ⊕Q ≡ Q⊕ P
I2 P ⊕ (Q⊕ R) ≡ (P ⊕Q)⊕ R
I3 a.P ⊕ a.Q ≡ a(P ⊕Q)
E1 P +Q ≡ Q+ P
E2 P + (Q+ R) ≡ (P +Q)+ R
E3 P + 0 ≡ P
IE1 a.P + a.Q ≡ a.P ⊕ a.Q
PI2 P ⊕Q  P ⊗p Q
IE2 P ⊕Q  P +Q
PI3 (P ⊕Q)⊗p R  P ⊗p R
if L((P ⊕Q)⊗p R) = L(P ⊗p R) and P↓, Q↓ and R↓
IE1 ⊕ P ≡ + P
D. Cazorla et al. / Journal of Logic and Algebraic Programming 55 (2003) 57–103 85
Table 5
Axioms for probabilistically stable processes
I4↓ P ⊕ P ≡ P
E4↓ P + P ≡ P
IE3↓ P + (Q⊕ R) ≡ (P +Q)⊕ (P + R)
IE4↓ P ⊕ (Q+ R) ≡ (P ⊕Q)+ (P ⊕ R)
Example 3. Let P = a.0 ⊗0.5 b.0, we have
PA(P/ε) = {(0.5, {{a}}), (0.5, {{b}})}
PA((P ⊕ P)/ε) = {(0.25, {{a}}), (0.25, {{b}}), (0.5, {{a}, {b}, {a, b}})}
PA((P + P)/ε) = {(0.25, {{a}}), (0.25, {{b}}), (0.5, {{a, b}})}
Therefore, P /= P ⊕ P and P /= P + P . PATs of these processes are shown in Fig. 14.
We may also apply, over probabilistically stable processes, the derived equations shown
in Table 6, which are useful to prove completeness.
Finally, in Table 7 we can see the axioms for restriction and parallel composition, which,
as usual, are derived operators. In rule PaE1, the function comm(P,Q) (defined in [18]) is
false if there is no possibility of communication between P and Q.
The set of rules in the proof system are shown in Table 8. Rules R1–R8 are the classical
rules in EPL. In rule R8, App(P ) = {Pn | n ∈ N} is the set of finite approximations of
P. There is a new rule R9, related to recursion operator, which has been introduced for
a technical reason: real numbers with their natural order do not constitute an ω-algebraic
domain. This rule is needed in order to prove completeness (Lemma 3).
Fig. 14. PAT of P = a.0 ⊗0.5 b.0, P ⊕ P and P + P .
Table 6
Some derived equations for probabilistically stable processes in PNAL
Der1↓ P ⊕Q ≡ P ⊕Q⊕ (P ⊕Q)
Der2↓ P ⊕ (P +Q+ R)
≡ P ⊕ (P +Q)⊕ (P +Q+ R)
Der3↓ (a.P1 + R1)⊕ (a.P2 + R2)
≡ (a.(P1 ⊕ P2)+ R1)⊕ (a.(P1 ⊕ P2)+ R2)
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Table 7
Axioms for restriction and parallel composition
RE1 (P +Q)\C ≡ P \C +Q\C
RI1 (P ⊕Q)\C ≡ P \C ⊕Q\C
R1 a.P \C ≡
{
a.(P \C) if a /∈ C ∨ a /∈ C
0 otherwise
R01 0\C ≡ 0
RP1 (P ⊗q Q)\C ≡ P \C ⊗q Q\C
Pa01 0|P ≡ P
PaP1 P |(Q⊗q R) ≡ (P |Q)⊗q (P |R)
PaI1 P |(Q⊕ R) ≡ (P |Q)⊕ (P |R)
PaE1 if P,Q are
∑{aiPi , i ∈ I },∑{bjQj , j ∈ J } then
P |Q ≡
{
ext(P,Q) if comm(P,Q) is false
(ext(P,Q)+ int(P,Q))⊕ int(P,Q) otherwise
where ext(P,Q) =∑{ai (Pi |Q), i ∈ I } +∑{bj (P |Qj ), j ∈ J }
int(P,Q) =⊕{Pi |Qj , ai = bj }
Table 8
Rules of the proof system
[R1] Reflexivity
PP
[R2] Antisymmetry PP ′ P ′P
P≡P ′
[R3] Transitivity PP ′ P ′P ′′
PP ′′
[R4] Substitution P1P
′
1,...,PkP
′
k
f (P1,...,Pk)f (P ′1,...,P ′k)
for every f in PNAL
[R5] Inequation
PP ′ for every inequation P  P
′
[R6] -rule
P for every P ∈ PNAL
[R7] Recursion
recX.P≡P [recX.P/X]
[R8] w-Induction for every di∈App(P ),diP
′
PP ′
[R9] w-Approximation α(n)→0
P≡unionsq(⊗α(n) P )
As we indicated above, this proof system is sound with respect to the denotational se-
mantics:
Theorem 5. Axioms in Tables 4–7 and rules in Table 8 are sound with respect to the
denotational semantics.
Proof. See Appendix A. 
6.2. Completeness
In order to prove completeness we use a general technique involving normal forms.
First, we need to extend the normal forms defined in [3] in order to consider the process
, which is in normal form.
D. Cazorla et al. / Journal of Logic and Algebraic Programming 55 (2003) 57–103 87
Definition 31 (Normal forms)
• Processes 0 and  are in normal form.
• If Ai is a convex set and for every a ∈ A(Ai ) there is a normal form n(Ai , a), then⊗
i
[qi]
⊕
A∈Ai
∑
a∈A
a.n(Ai , a)
is a normal form.
These normal forms share some characteristics of classical models (CSP, EPL), as well
as characteristics of other probabilistic models [8]. Thus, the continuations after perform-
ing the same action in different probabilistic branches do not need to be identical (usual in
probabilistic models), and the acceptance setsAi must be convex sets as usual in classical
models.
Theorem 6 (of normal forms). For every finite process P ∈ PNAL there exists one and
only one normal form nf (P ) (modulo associativity and commutativity) such that P ≡
nf (P ).
Proof. See Appendix A. 
Lemma 3. Let P,Q ∈ PNAL be two processes in normal form. Then
[[P ]]PAT  [[Q]]PAT +⇒ P  Q
Proof. See Appendix A. 
Theorem 7. Let P,Q ∈ PNAL be two processes, then
[[P ]]PAT  [[Q]]PAT +⇒ P  Q
Proof. See Appendix A. 
In the next example, given two processes n and m, we show how we can use the proof
system in order to prove that n  m.
Example 4. Let n = (a ⊕ b)⊗0.7 (a ⊕ (a + b)) and m = a ⊗0.4 (a + b). We shall prove
that n  m.
For process n we have
A1 = {{a}, {b}, {a, b}} p1 = 0.7
A2 = {{a}, {a, b}} p2 = 0.3
and for process m
B1 = {{a}} q1 = 0.4
B2 = {{a, b}} q2 = 0.6
Sets B1 and B2 are probabilistically covered by A1 and A2. Following the technique
presented in the proof of Lemma 3, we can write the following linear system of equations
0.4 = k11 · 0.7 + k21 · 0.3
0.6 = k12 · 0.7 + k22 · 0.3
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k11 + k12 = 1
k21 + k22 = 1
One solution to this system is k22 = 0, k12 = 0.6/0.7, k11 = 0.1/0.7, and k21 = 1. With
these values we obtain (pij = pi × kij ): p11 = 0.1, p12 = 0.6, p21 = 0.3 and p22 = 0.
Applying repeatedly axioms P3, PI3 and again P3 over process n we obtain:
n= [0.1](a ⊕ b)⊗ [0.6](a ⊕ b)⊗ [0.3](a ⊕ (a + b))
 [0.1]a ⊗ [0.6](a + b)⊗ [0.3]a
= [0.4]a ⊗ [0.6](a + b)
= m
Finally, by using Theorems 4, 5 and 7, we can relate the proof system with the testing
semantics as follows:
Corollary 1. Let P,Q ∈ PNAL be two processes, then P ≡test Q if and only if P ≡ Q.
7. Conclusions and comparisons
In this paper we have presented an algebraic theory of probabilistic and nondetermin-
istic processes which is a probabilistic extension of Hennessy’s theory presented in [18].
An operational and a testing semantics have been introduced, as well as a denotational
semantics and a proof system. The testing semantics, the denotational semantics and the
proof system are shown to be fully abstract.
To our knowledge, this paper is the first that presents a general framework of probabi-
listic and nondeterministic processes based on Hennessy’s model. Similar approaches have
been presented, based on different classical process algebras. Thus, in [1] an operational
semantics, a probabilistic bisimulation and a proof system are introduced for a probabilistic
extension of ACP. In [27], a denotational semantics and a proof system are introduced for
a PCSP. In [26], only an operational and a denotational semantics are defined for another
probabilistic version of CSP which does not include a hiding operator. In [24] only an
action-guarded probabilistic choice is considered, and they therefore avoid the problems
associated with an internal choice of probabilistic processes (or vice versa), i.e., internal
and probabilistic choices are separated. Finally, in [21,36] a probabilistic extension of CCS
is presented, and an operational semantics, a testing semantics and a denotational semantics
are defined.
In order to deal with probabilism and nondeterminism we have chosen an approach
that considers that a probabilistic choice is resolved before an internal choice. Thus, the
transition system we obtain is very similar to “bundle probabilistic transition systems”
(BPTS) presented in [9], which are the converse of the simple model of [30,31]. In our
case (as in BPTS), a set of nondeterministic alternatives is chosen with a certain prob-
ability, while in [30,31], an action is chosen nondeterministically and then, for each ac-
tion, a distribution of probabilities over the successor states is given (reactive probabilistic
choice).
A similar operational semantics is defined in [36], but in this case some of the premises
of the rules include negative conditions over transitions, which is problematic (see [16]).
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In our model we have avoided this problem by introducing the “probabilistic stable” pred-
icate, which is defined syntactically.
The decision of resolving probabilistic choices first leads us to a model in which some
of the properties of classical process algebras are not maintained. For instance, the internal
choice now fails to be idempotent, as the following example shows. Let P be the process
a.0 ⊗0.5 b.0, we then have
PA(P ) = {(0.5, {{a}}), (0.5, {{b}})}
PA(P ⊕ P) = {(0.25, {{a}}), (0.25, {{b}}), (0.5, {{a}, {b}, {a, b}})}
This is, however, a known consequence of introducing probabilities and nondeterminism
by taking the approach of first resolving the probabilistic choices. We encounter the same
problem in some of the aforementioned papers [1,27,36], and also in [35], where a prob-
abilistic extension of CCS is presented by introducing intervals of probabilities that allow
us to specify processes with uncertain information.
The normal forms are defined in a very natural way. They consist in a generalized prob-
abilistic choice at the top, followed by a generalized internal choice between a set of states,
which is followed by a generalized prefixed external choice between the actions in this set,
whose continuations are also in normal form. But, as we could see in Section 6, distribution
axioms allow us to define an alternative normal form that consists in a probabilistic choice
followed by a nonprobabilistic process in EPL’s normal form, i.e., each probabilistic choice
must be resolved before any internal choice. The same conclusion is obtained in [27] for a
PCSP.
Finally, the proof system we have obtained is very similar to Andova’s proof system
[1]. One noteworthy feature is that, in her case, the proof system is sound and complete
with respect to probabilistic bisimulation, while in our case it is sound and complete with
respect to the testing semantics.
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Appendix A. Proofs
Proof of Proposition 1 (Sketch). We have only to consider that: (i) in a resolution there
is no nondeterminism, and (ii) outgoing arcs from a probabilistic node are labelled with
probabilities pi such that
∑
i pi = 1. 
Proof of Proposition 2. First we assume that P Hen Q holds, and we prove that P test
Q. For each test, we can distinguish four different cases:
• P may T : this means that φ(P,T ) = {0, 1} or φ(P,T ) = {1}.
• P must T : this means that φ(P,T ) = {0}.
• P m ay T : this means that φ(P,T ) = {0}.
• P mu st T : this means that φ(P,T ) = {0, 1} or φ(P,T ) = {0}.
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Furthermore, each test may or may not satisfy the relations may and must. If we
consider the processes P and Q, such that P Hen Q, we have, again, four different
cases:
• P may T and P must T : in this case the only possibility is φ(P,T ) = {1}. Therefore
φ(Q,T ) = {1}.
• P may T and P mu st T : in this case φ(P,T ) = {0, 1}. For the process Q we have two
possibilities, φ(Q,T ) = {0, 1} or φ(Q,T ) = {1}.
• P m ay T and P must T : this case is impossible.
• P m ay T and P mu st T : in this case φ(P,T ) = {0} and φ(Q,T ) may have any value.
According to these cases, for every test such that φ(P,T ) /= {0}, conditions given in
definition 8 hold, and therefore P test Q.
Now we consider the reverse implication. If P test Q, we have two possibilities:
• φ(P,T ) = {0, 1}; then φ(Q,T ) = {0, 1} or φ(Q,T ) = {1}.
• φ(P,T ) = {0, 1}; then φ(Q,T ) = {1}.
In both cases it holds that 1 ∈ φ(P,T ) implies 1 ∈ φ(Q,T ), i.e., P may T implies Q may
T . Furthermore, 0 /∈ φ(P,T ) implies 0 /∈ φ(Q,T ), i.e., P must T implies Q must T . Taking
into account both results we have P Hen Q. 
Proof of Proposition 4. We have to prove that unionsqti belongs to the semantic domain. Rules
D1, D2, D3 and D6 hold trivially, because every ti of the chain satisfies them. The rest of
the rules are related to finding the limit when we obtain more deterministic trees.
Given a tree in PAT, there are four methods we can use to obtain a tree that is more
deterministic than the one given:
• By replacing an acceptance setAwith another oneA′ such thatA′ ⊆A andA(A′) =
A(A). Eventually, it will be necessary to add up probabilities in the event of two or
more branches leading to nodes labelled by the same acceptance set.
• By dividing a probabilistic branch, labelled by q, which leads to a closed node labelled
by A, into two or more probabilistic branches, labelled by pi , such that
∑
i pi = q,
which lead to closed nodes variously labelled byBi such that ∀iBi ⊆A and A(Bi ) =
A(A).
• By dividing a probabilistic branch, labelled by q, which leads to an open node labelled
by A, into two or more probabilistic branches, labelled by pi , such that
∑
i pi = q,
which lead to open nodes variously labelled by Bi such that ∀iA(Bi ) = A(A).
• By replacing an open node with a closed node labelled byA. For each action in A(A)
we have a leaving branch that leads to a PAT.
We can see that, in any case, the limit exists.
Case 1: Acceptance sets are finite, so that, from one tree td in the chain it must be true
that PA(t ′/s) = PA(td/s) for every t ′ such that td PAT t ′; otherwise, we could have an
infinite sequence A1 ⊃A2 ⊃ · · ·, but this sequence is not possible because acceptance
sets are finite. At the limit, we see that every closed node is labelled by a deterministic
acceptance set, i.e., A = A(A).
Cases 2 and 3: Since acceptance sets are finite, every probabilistic branch may be
divided into a finite number of branches. Thus, the limit exists.
Case 4: This case is ω-algebraic in depth (probabilities only appear in width), so we use
the general result which says that the semantics of a process defined recursively is the limit
of the chain of finite approximations. 
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Proof of Theorem 1. We have to prove that there exists a least element, and that every
chain has a least upper bound.
The least element is a tree t with two nodes, one probabilistic (the root) and the other
an open node labelled by the acceptance set {∅}. The arc connecting them is labelled by 1.
For this tree we have Seq(t) = {ε} and π(t, {∅}) = 1. We shall prove that this is the least
element.
Let be t ′ ∈ PAT. We then have
• L(t) = {ε} ⊆ L(t ′)
• pC(A′, t ′, t) = {{∅}} for every A′ ∈ Accept(PA(t ′))
•
⋃
A′∈Accept(PA(t ′))
pC(A′, t ′, t) = Accept(PA(t)) = {{∅}}
Therefore, t PAT t ′ for every t ′ ∈ PAT. Now, let us see that the least upper bound is unionsqti .
First we will see that it is in fact an upper bound, i.e., ∀ti ∈ {ti}, ti PAT unionsqti . If this were
not true, we could find a tree ts in the chain from where, for every t ′ such that ts PAT t ′,
we will have that t ′PAT unionsq ti .
This means that we can find an infinite number of trees in the chain for which conditions
given to define unionsqti (almost always) do not hold. Therefore, unionsqti must be an upper bound.
In order to prove that this is a lub, let us consider an upper bound tM /= unionsqti such that
tM PAT unionsqti . This means that at least one of the following situations holds:
• There exists at least one close node in tM labelled by an acceptance set that is more
nondeterministic that its equivalent node in unionsqti .
• There exists at least one open node in tM such that its equivalent node in unionsqti is closed.
• There exists at least one open node in tM labelled by an acceptance set that precedes its
equivalent (also open) in unionsqti .
The first case is not possible because, at the limit, every closed node is labelled by a
deterministic acceptance set. The second case is not possible because otherwise we could
find a tree tj in the chain whereby ∀j  i, tjPATtM (because the equivalent node is closed,
as in unionsqti). Finally, the third case is not possible because we could find a tree ti in the chain
such that an open node in tM would precede its equivalent open node in ti , and therefore
tiPATtM .
Therefore, it holds that unionsqti PAT tM and unionsqti is a lub. 
Proof of Proposition 5 (Sketch). The left to right implication is trivial. The right to left
implication can be shown by contradiction. Let us suppose that t ≡PAT t ′ and that right
to left implication does not hold. This means that we can find at least a probabilistic
acceptance set (after a sequence s) such that PA(t/s) /= PA(t ′/s). As t PAT t ′, each
acceptance set A′ ∈ Accept(PA(t ′/s)) has a probabilistic cover pC(A′, t ′, t). At the
same time, since t ′ PAT t , we see that every acceptance set A ∈ Accept(PA(t/s)) has
a probabilistic cover pC(A, t, t ′). The only situation in which both conditions hold is
when PA(t/s) = PA(t ′/s).
Therefore, Seq(t) = Seq(t ′) and PA(t/s) = PA(t ′/s) for every sequence s. 
Proof of Proposition 6 (Sketch). Here we only present the proof corresponding to internal
choice. As very similar ideas can be applied to prove the remaining cases, these proofs are
omitted.
In order to prove the internal choice case, we first need to prove that c is monotonous,
i.e., if A % B then A c C % B c C. We can distinguish the following cases:
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• In the case of the acceptance sets labelling closed nodes (A, B, C) we have to prove
that: A ⊆ B⇒ c(A ∪ C) ⊆ c(B ∪ C). This expression is proved simply by taking
into account that
A ⊆ B⇒A ∪ C ⊆ B ∪ C
and the property c2 of convex closure (page 71)
B ⊆ B′ ⇒ c(B) ⊆ c(B′)
• If C labels an open node (C), the expression we have to prove is A(A) ∪ A(C) ⊆
A(B) ∪ A(C), which follows directly fromA ⊆ B⇒ A(A) ⊆ A(B) and the proper-
ties of union of sets.
• If B labels an open node (B), then, since A % B, it must hold that A also labels an
open node (A). The expression to prove in this case is A(A) ∪ A(C) ⊆ A(B) ∪ A(C),
which is straightforward.
• Finally, if A labels an open node (A), and B and C closed ones, we have A c C =
{A(A) ∪ A(C)} preceding B c C = c(B ∪ C), because the former labels an open
node and the latter a closed node.
We can now prove monotonicity and continuity of internal choice operator.
• Monotonicity: t PAT t ′ +⇒ t ⊕ t ′′ PAT t ′ ⊕ t ′′
We use induction on the depth of the tree.
As t PAT t ′, at the first level it holds that for every A′ ∈ Accept(PA(t ′)) there is a
probabilistic cover pC(A′) whose elements are called Ai .
If we denote the states reachable at the first level of t ′′ as Ck , Ck ∈ Accept(PA(t ′′)),
due to the monotonicity of c operator we have
Ai %A′ ⇒Ai c Ck %A′ c Ck
For probabilities, if qk is the probability of t ′′ to reach state Ck at the first level, we have
π(t ′,A′) 
∑
i
π(t,Ai )⇒ qk · π(t ′,A′)  qk ·
∑
i
π(t,Ai )
• Continuity: unionsqti ⊕ t ′′ ≡PAT unionsq(ti ⊕ t ′′)
Let {ti}i∈I be a chain of semantic processes. As internal choice is continuous it follows
that {ti ⊕ t ′′}i∈I is also a chain of semantic processes.
For every semantic process ti ⊕ t ′′ we know
π(ti ⊕ t ′′,A) =
∑
A=B c C
π(ti,B) · π(t ′′,C)
At the limit
π(unionsq(ti ⊕ t ′′),A)= limπ(ti ⊕ t ′′,A)
= lim
∑
A=B c C
π(ti,B) · π(t ′′,C)
=
∑
A=B c C
lim(π(ti ,B) · π(t ′′,C))
=
∑
A=B c C
(limπ(ti,B)) · π(t ′′,C)
=
∑
A=B c C
π(unionsqti ,B)) · π(t ′′,C)
= π(unionsqti ⊕ t ′′,A) 
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Proof of Theorem 2 (Sketch). We have only to consider that:
• In nondeterministic processes there are no probabilistic choices, and every probabilistic
node will have a single outgoing arc labelled by probability 1.
• The construction of acceptance sets and probabilistic acceptance sets is identical for
every operator of EPL. 
Proof of Lemma 1 (Sketch). We use structural induction on the structure of the terms. We
shall first look at the internal choice case:
• P = P1 ⊕ P2. The set of resolutions of the test process P ‖T is the union of sets or
resolutions of P1‖T and P2‖T . Then, we have
inf{φ(P,T )} = inf{inf{φ(P1,T )}, inf{φ(P2,T )}}
sup{φ(P,T )} = sup{sup{φ(P1,T )}, sup{φ(P2,T )}}
On the other hand, [[P ‖T ]] is obtained as [[P1‖T ]] ⊕ [[P2‖T ]]. In this case also the set
of resolutions over the tree is the union of the resolutions of [[P1‖T ]] and [[P2‖T ]]:
inf
{
φD(P,T )
} = inf { inf {φD(P1,T )}, inf {φD(P2,T )}}
sup
{
φD(P,T )
} = sup { sup {φD(P1,T )}, sup {φD(P2,T )}} 
Proof of Lemma 2. We use induction on the structure of the terms. We will focus only on
the internal choice case. P = P1 ⊕ P2. We know that:
PA([[P ]])=
{
(p,A) |A = c(B ∪ C),B ∈ Accept(PA(P1)),
C ∈ Accept(PA(P2)), p =
∑
A=c(B∪C)
π([[P1]],B) · π([[P2]],C)
}
With respect to the testing semantics, once we know Accept(PA([[P1]])) and
Accept(PA([[P2]])),we can obtain Accept(PA([[P ]])) by using the constructive definition
of [[P ]]T . The set of reachable acceptance sets from [[P ]] may be taken as A = c(B ∪ C)
where B and C are the reachable acceptance sets from [[P1]] and [[P2]].
Given a test T , inf{φ(P,T )} is obtained by adding up the contributions of every state
which is always successful. For every state Ai , its associated probability is calculated
as the product of the probabilities related to the states Bi and Ci from which we ob-
tain Ai = c(Bi ∪ Ci ) because we need both states Bi and Ci simultaneously to obtain
Ai . 
Proof of Theorem 3. This follows directly from Lemmas 1 and 2. 
Proof of Proposition 7. The right to left implication is obvious. The proof of the left to
right implication is done by contradiction, following the ideas presented in [15].
First we assume that P ≡test1 Q and that there exists a recursive test T such that
sup{φ(P,T )} /= sup{φ(Q,T )} or inf{φ(P,T )} /= inf{φ(Q,T )}. Let us assume that sup{φ(P,T )} /=
sup{φ(Q,T )} (the proof when inf{φ(P,T )} /= inf{φ(Q,T )} is similar).
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Each element in the set φ(P,T ) is related to a resolution. Let RP be the resolution from
which we obtain sup{φ(P,T )}. We can do the same with φ(Q,T ); let RQ be the resolution
from which we obtain sup{φ(Q,T )}. By using Definition 6, we have
sup{φ(P,T )} = lim
n→∞
∑
C∈Cˆ(RP )
{Pr(C) | length(C) < n}
/= lim
n→∞
∑
C∈Cˆ(RQ)
{Pr(C) | length(C) < n} = sup{φ(Q,T )}
where length(C) represents the number of transitions in computation C.
Let #trans(C) be the addition of the number of probabilistic transitions (−→p) and the
number of transitions labelled by w ( w−→) in C. If we have the previous inequality it is
obvious that we also have
sup{φ(P,T )} = lim
n→∞
∑
C∈Cˆ(RP )
{Pr(C) | #trans(C) < n}
/= lim
n→∞
∑
C∈Cˆ(RQ)
{Pr(C) | #trans(C) < n} = sup{φ(Q,T )}
If these two limits are different, then n0 is such that for all n  n0 we have∑
C∈Cˆ(RP )
{Pr(C) | #trans(C) < n} /= lim
n→∞
∑
C∈Cˆ(RQ)
{Pr(C) | #trans(C) < n}
Let us consider the finite test T ′ resulting from T by unwinding n0 times each oc-
currence of recursion in T , and then replacing any occurrence of recursion by 0. We
see that T ′ can execute the same sequences of transitions C such that #trans(C)  n0
as T ; the only difference is that in the sequences corresponding to T there can be addi-
tional unlabelled transitions, but they will have probability 1. Thus, P ‖ T ′ (respectively
Q ‖ T ′) can execute the same computations as P ‖ T (respectively Q ‖ T ), and it there-
fore follows, by the previous inequality, that sup{φ(P,T ′)} /= sup{φ(P,T )}, which implies
P /≡f T Q. 
Proof of Theorem 4. This follows directly from Theorem 3 and Proposition 7. 
Proof of Theorem 5 (Sketch). We will prove only some of the axioms and rules. Since
very similar ideas can be applied to prove the soundness of the remaining axioms and
rules, these proofs are omitted. We consider three processes P , Q and R such that:
PA(P/s) = {(p1,A1), (p2,A2), . . . , (pl,Al )}
PA(Q/s) = {(q1,B1), (q2,B2), . . . , (qm,Bm)}
PA(R/s) = big{(r1,C1), (r2,C2), . . . , (rn,Cn)
}
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• Axiom P2, (P ⊗p Q)⊗q R = P ⊗p·q
(
Q⊗ (1−p)·q
1−p·q
R
)
PA(((P ⊗p Q)⊗q R)/s)
= {(p · q · p1,A1), . . . , (p · q · pl,Al ), ((1 − p) · q · q1,B1), . . . ,
((1 − p) · q · qm,Bm), ((1 − q) · r1,C1), . . . , ((1 − q) · rn,Bn)
}
PA
((
P ⊗p·q
(
Q⊗ (1−p)·q
1−p·q
R
))
/s
)
=
{
(p · q · p1,A1), . . . , (p · q · pl,Al ),
. . . ,
(
(1 − p · q)(1 − p) · q
1 − p · q · qm,Bm
)
,
. . . ,
(
(1 − p · q) ·
(
1 − (1 − p) · q
1 − p · q
)
· rn,Cn
)}
= {(p · q · p1,A1), . . . , (p · q · pl,Al ), ((1 − p) · q · q1,B1), . . . ,
((1 − p) · q · qm,Bm), ((1 − q) · r1,C1), . . . , ((1 − q) · rn,Bn)
}
• Axiom PI1, P ⊕ (Q⊗p R) = (P ⊕Q)⊗p (P ⊕ R)
PA((P ⊕ (Q⊗p R))/s)
= {(p1,A1), . . . , (pl,Al )} ⊕ {(p · q1,B1), . . . , ((1 − p) · rn,Cn)}
= {(p1 · p · q1,A1 cB1)), . . . , (p1 · p · qm,A1 cBm)),
(p1 · (1 − p) · r1,A1 c C1), . . . , (p1 · (1 − p) · rn,A1 c Cn)
}
PA (((P ⊕Q)⊗p (P ⊕ R))/s)
= {(p1 · q1,A1 cB1), . . . , (pl · qm,Al cBm)}
⊗p
{
(p1 · r1,A1 c C1), . . . , (pl · rn,Al c Cn)
}
= {(p · p1 · q1,A1 cB1), . . . , (p · p1 · qm,A1 cBm),
((1 − p) · p1 · r1,A1 c C1), . . . , ((1 − p) · p1 · rn,A1 c Cn)
}
• Rule R9. The semantic process unionsq(⊗α(n) P ) is the limit of the chain {Qi}i∈I , where
Qi = ⊗α(i) P .
By using Definition 19 (limit of a chain) we can deduce that
π(unionsqQn,) = lim
n→∞α(n) = 0
and then, unionsqQn = ⊗0 P = P . 
Proof of Theorem 6 (Sketch). We proceed by induction on the depth of the term. The base
case is immediate (0 and  are already in normal form). For the induction step we shall
consider the remaining operators. We will focus on internal and external choices.
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• P = Q⊕ R. Consider:
Q ≡
n⊗
i=1
[qi]
⊕
A∈Ai
∑
a∈A
a.n(Ai , a)
R ≡
m⊗
j=1
[ri]
⊕
B∈Bj
∑
b∈B
b.m(Bj , b)
Then,
P ≡

 n⊗
i=1
[qi]
⊕
A∈Ai
∑
a∈A
a.n(Ai , a)

⊕

 m⊗
j=1
[ri]
⊕
B∈Bj
∑
b∈B
b.m(Bj , b)


Applying repeatedly axioms PI1, P2 and P4 we obtain:
P ≡
i=n,j=m⊗
i=1,j=1
[qi · rj ]
( ⊕
A∈Ai
∑
a∈A
a.n(Ai , a)⊕
⊕
B∈Bj
∑
b∈B
b.m(Bj , b)
)
Finally we have to apply (repeatedly) the derived equations Der1↓, Der2↓, Der3↓ over
the non probabilistic part to obtain a normal form.
• P = Q+ R. We have
P ≡
n⊗
i=1
[qi]
⊕
A∈Ai
∑
a∈A
a.n(Aia)+
m⊗
j=1
[ri]
⊕
B∈Bj
∑
b∈B
b.m(Bj b)
Applying repeatedly axioms PE1, P2 and P4 we obtain:
i=n,j=m⊗
i=1,j=1
[qi · rj ]
( ⊕
A∈Ai
∑
a∈A
a.n(Ai , a)+
⊕
B∈Bj
∑
b∈B
b.m(Bj , b)
)
Applying, over the nonprobabilistic part, the axioms IE3↓, IE1 and the derived equation
Der3↓ we obtain:
i=n,j=m⊗
i=1,j=1
[qi · rj ]
⊕
C∈Cij
∑
c∈C
c.q(Cij , c)
where Cij =Ai uBj and
q(Cij , c) =


n(Ai , a)+m(Bj , b) if c ∈ A(Ai ) ∩ A(Bj )
n(Ai , a) if c ∈ A(Ai ), c /∈ A(Bj )
m(Bj , b) if c /∈ A(Ai ), c ∈ A(Bj )
has a normal form by the induction hypothesis. 
Proof of Lemma 3 (Sketch). We can distinguish several cases depending on whether P
and Q are finite or infinite.
Case 1: P and Q are finite.
If one of them is 0 or , then both are 0 or  (respectively) and the implications holds.
If P =  the result is straightforward by applying Rule R6.
D. Cazorla et al. / Journal of Logic and Algebraic Programming 55 (2003) 57–103 97
If P and Q are different from 0 and , since they are in normal form, we have
P = s
⊗
i
[pi]
⊕
A∈Ai
∑
a∈A
a.P (Ai , a)
Q =
⊗
j
[qj ]
⊕
B∈Bj
∑
b∈B
b.Q(Bj , b)
Applying repeatedly axiom P3 over process P we obtain
P =
⊗
i,j
[pij ]
⊕
A∈Aij
∑
a∈A
a.n(Aij , a)
where
∑
j pij = pi,
∑
i pij = qj ,Aij =Ai andAij ∈ pC(Bj , [[Q]], [[P ]]) for every i
and j.
The pij may be obtained just resolving the linear system

qj =∑i kij · pi∑
j kij = 1
kij = 0 if Ai /∈ pC(Bj , [[Q]], [[P ]])
and calculating pij = kij · pi.
This linear system has, at least, one solution. To prove this we need only to view it as
a problem of network flux distribution, which, in turn, is a generalization of the transport
problem. We may take (pi,Ai ) as the producers (sources) of flux, and (qi,Bi ) as the
consumers. This problem always has a solution in balanced networks. In our case, this
condition holds because
∑
i pi =
∑
j qj = 1.
Now, applying axiom PI3, we can replace acceptance setsAij byBj in order to obtain
a more deterministic process
P 
⊗
i,j
[pij ]
⊕
A∈Bj
∑
a∈A
a.P (Aij , a)
We now apply axiom P3 in order to gather probabilistic branches
P 
⊗
j
[qj ]
⊕
A∈Bj
∑
a∈A
a.P (Aij , a)
where qj =∑i pij .
Since [[P ]]fPAT  [[Q]]fPAT, according to Definition 17 it holds that ∀a ∈ A(Bj ) and∀Aij ∈ pC(Bj , [[m]], [[n]])
[[P/〈Aij , a〉]]PAT  [[Q/〈Bj , a〉]]PAT
Applying induction we have
P(Aij , a)  Q(Bj , a)
and therefore
P 
⊗
j
[qj ]
⊕
A∈Bj
∑
a∈A
a.Q(Bj , a) = Q
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Case 2: P infinite and Q finite.
Finite approximations of P verify that
[[P 0]]  [[P 1]]  · · · [[Pn]]  [[P ]]  [[Q]]
Since every Pn is finite we have Pn PS Q, and applying Rule R8 we obtain P  Q.
Case 3: P finite and Q infinite.
A possible way of proving the desired result would be to show the existence of one
n such that [[P ]]  [[Qn]] as occurs in ω-algebraic domains. But this is not true in our
model because of the probabilities (the same occurs in [8]). Therefore, we need a different
approach; in particular we require Rule R9.
We know that [[P ]]  [[Q]] ≡ unionsq[[Qn]], and we will use induction on the number of
recursions and on the syntax of the terms. The only operator of the process algebra that
introduces probabilities (and leads us to a non ω-algebraic domain) is probabilistic choice.
Taking this idea into account, we consider that the base case is a process of the form
Q = recX.(X ⊗q R), where R is a finite process.
Finite approximations of Q are
Q0=
Q1=⊗q R
Q2=(⊗q R)⊗q R = ⊗q2 R
...
Qn=⊗qn R
where q, q2, . . . , qn are a geometric sequence, and limn→∞ qn = 0, because 0 < q < 1.
Applying Rule R9 we have
R = unionsq(⊗qn R) = unionsqQn = Q
and the problem is reduced to Case 1.
Case 4: P and Q are infinite.
Using the previous case, we can deduce that for every finite approximation Pn of P, it
holds that Pn  Q, and therefore applying Rule R8 we have P  Q. 
Proof of Theorem 7. This follows directly from Theorem 6 and Lemma 3. 
Appendix B. Glossary of terms and Notation
Notation
Syntax
P ⊗p Q Probabilistic choice with probability p
P ⊕Q Internal choice
P +Q External choice
0 NIL or Stop
P |Q Parallel composition
P \A Restriction operator
recX.P Recursion
 Divergence
Act Set of actions
X Free variable
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Languages and tests
PNAL The full language
PNAL1 Language that includes 0, prefix operator and the three
choices
PNAL2 PNAL1 plus recursion
TPNAL Set of tests we can derive from PNAL
TPNAL1 Set of tests we can derive from PNAL1
TPNAL2 Set of tests we can derive from PNAL2
Operational semantics
P ↓ Probabilistically stable process, Definition 1
P −→p Q Probabilistic transition
P −→ Q Unlabelled or silent transition
P
a−→ Q Transition labelled by action
 Any of −→p, −→ and a−→
Testing semantics
T Test
S = P ‖T Test process, (P |T )\Act
w−→ w-transitions, success
R Resolution, maximal subtree of S = P ‖T , Definition 3
R(S) Set of resolutions of S
C Computation of a resolution of a test process S, Definition 4
C(R, S) Set of computations of resolution R ∈ R(S)
S(R, S) Set of successful computations of resolution R ∈ R(S)
P r(C,R, S) Probability of a computation, Definition 5
Succes(R, S) Measure of achieving success in a resolution
φ(P,T ) Set of probabilities for accepting T considering every possible
evolution of P ‖T , Definition 7
test test preorder, Definition 8≡test test equivalence, Definition 9Hen Testing preorder in EPL
Denotational semantics
PAT Probabilistic acceptance tree, semantic object
⊗ Probabilistic node in a PAT
• Closed node in a PAT
◦ Open node in a PAT
A Acceptance set or state, Definition 11
s, s′ Sequence of “acceptance set-action pairs”
〈A1a1 · · ·Anan〉 Sequence of “acceptance set-action pairs”
sˆs′ Concatenation of sequences
A Acceptance set that labels an open node
t, t ′ Semantic objects, Definition 10
tAT, t
′
AT Semantic objects in EPL
t/s Tree whose root node is the probabilistic node identified
by the sequence s
Seq(t) Set of sequences we may obtain from a tree
L(t) Language that t may accept
(p,A) Probability-acceptance set pair
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PA Probabilistic acceptance set, Definition 12
Accept(PA) Set of acceptance sets belonging to PA, Definition 13
PA(t/s) Probabilistic acceptance set at the first level of the
semantic process t/s
A(tAT(tr)) EPL’s acceptance set at the first level of the semantic
process tAT(tr)
π(t/s,A) Probability distribution induced by a probabilistic
acceptance set, Definition 14
% Precedence relation between acceptance sets, Definition 15
pC(A′, t ′, t) Probabilistic cover of A′ with respect to t ′ and t ,
Definition 16
PAT Partial order relation, Definition 17{ti}i∈I Chain, Definition 18unionsqti Limit of a chain, Definition 19≡PAT Equivalence relation, Definition 20
c Convex closure
u Pointwise union
[[P ]] Semantic process, Definition 10
c Convex closure considering open nodes
u Pointwise union considering open nodes
SeqMax(t) Set of maximal sequences of t
PRes(t) Probabilistic resolution of t
trace(s) Trace of sequence s
NPT(tr ) Nonprobabilistic tree obtained from a probabilistic
resolution
πPR(tr ) Probability associated to a probabilistic resolution
Norm(PA) Normalization function, Definition 25
sync(s, s′, a) Boolean synchronization function, Definition 27
Full abstraction
φD(P,T ) Pass of a test over a semantic process, Definition 28
P/(a,A)‖T Test process after an action a from a state A, Definition 29
[[P ]]T PAT obtained from tests information, Definition 30
EAA Set of logical expressions that contain only actions in A
EBA Set of logical expressions in the form E
A
A ∧
( ∧
a∈B−A
¬a
)
,
where A ⊆ B
AA Collection of acceptance sets that contain only actions in A
qA Probabilities associated to AA
TActA Set of real numbers in [0, 1] which are associated with the logical
expressions EActA
Proof system
I4↓ Axiom for probabilistically stable processes
nf (P ) Normal form of a process P, Definition 31
Summary of definitions, etc.
Definition 1 Probabilistic stability
Definition 2 Operational semantics of PNAL
Definition 3 Resolution of S = P ‖T
Definition 4 Computation
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Definition 5 Probability of a computation
Proposition 1 Pr(C,R, S) is a probabilistic measure over the set C(R, S)
Definition 6 Measure of achieving success in a resolution
Definition 7 Set of probabilities φ(P,T )
Definition 8 test preorder
Definition 9 test equivalence
Proposition 2 Testing semantics is an extension of EPL testing semantics
Definition 10 Semantic process
Definition 11 Acceptance set
Definition 12 Probabilistic acceptance set
Definition 13 Set of acceptance sets in PA
Definition 14 Probability distribution induced by a probabilistic acceptance set
Definition 15 Precedence between acceptance sets
Definition 16 Probabilistic cover of an acceptance set
Definition 17 Order relation in PAT
Proposition 3 (PAT,PAT) is a partial order
Definition 18 Chain
Definition 19 Limit of a chain
Proposition 4 unionsqti is well defined
Theorem 1 (PA,PAT) is a cpo
Definition 20 Equivalence relation in PAT
Proposition 5 Equivalence of semantic trees
Definition 21 Set of maximal sequences of t
Definition 22 Probabilistic resolution
Definition 23 Trace of a sequence
Definition 24 Subset of probabilistic resolutions from which we obtain the same
acceptance set
Definition 25 Normalization function
Definition 26 PAT from probabilistic resolutions
Definition 27 Boolean synchronization function
Proposition 6 Every PNAL operator is monotonous and continuous
Theorem 2 Equivalence of EPL and PNAL denotational semantics
Definition 28 Set of probabilities φD(P,T )
Definition 29 Test process after an action a from a state A, P/(a,A)‖T
Definition 30 Obtaining [[P ]]T from testing semantics information
Lemma 1 Equivalence of tests
Lemma 2 Equivalence of trees
Theorem 3 Full abstraction of testing and denotational semantics for processes
in PNAL1
Proposition 7 Recursive tests do not give any information
Theorem 4 Full abstraction of testing and denotational semantics for processes
in PNAL2
Definition 31 Normal forms
Theorem 5 Soundness of the proof system
Theorem 6 Theorem of normal forms
Lemma 3 Completeness
Theorem 7 Completeness
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