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Abstract—The problem of geolocation of a transmitter
via time difference of arrival (TDOA) and frequency
difference of arrival (FDOA) is given as a system of
polynomial equations. This allows for the use of homotopy
continuation-based methods from numerical algebraic ge-
ometry. A novel geolocation algorithm employs numerical
algebraic geometry techniques in conjunction with the
random sample consensus (RANSAC) method. This is all
developed and demonstrated in the setting of only FDOA
measurements, without loss of generality. Additionally, the
problem formulation as polynomial systems immediately
provides lower bounds on the number of receivers or
measurements required for the solution set to consist of
only isolated points.
INTRODUCTION
The determination of the location of an RF
transmitter based on measurements from several
receivers is a fundamental problem in a number of
applications. These measurements include altitude
(ALT), time difference of arrival (TDOA), and
frequency difference of arrival (FDOA) [11]. In fact,
all of these measurements can be cast as polynomials
in the variables corresponding to the location of the
transmitter. The problem of geolocation can then be
solved by computing numerical approximations of
the solutions of polynomial systems, and it is simple
to immediately provide lower bounds on the number
of measurements needed to reduce the solution set
dimension to zero (i.e., so there are only finitely many
potential locations).
Given a system of polynomial equations, the
mathematical area called numerical algebraic geometry
provides a range of tools and software for the solution
of polynomial systems. Pairing this set of tools with
the random sample consensus (RANSAC) method then
yields a novel approach to RF transmitter geolocation.
The case of solving for emitter location using only
TDOA measurements is simpler and has been well
studied. Ho and Chan [11] provided a first development
of equations for using TDOA measurements to back out
emitter location, coming very close to the polynomial
system development given in the next section. The
more recent articles [7], [8] provide an advanced
description of this TDOA-only setting, based largely
on algebraic geometry. Various other approaches have
been developed, and at least one [14] has made use
of numerical algebraic geometry, though in a rather
different context. RANSAC has also previously been
applied to the TDOA-only setting [12].
Although the methods developed in this paper can
be used to locate an emitter using TDOA measurements
only, FDOA measurements only, or a combination of
both, we choose to focus on the FDOA-only case.
Doppler resolution is higher than range resolution
for signals with narrow-bandwidth and long pulse
duration [4], [13], making it desirable to solve for
emitter location using FDOA alone in these cases.
Source localization in the FDOA-only case, however,
is far more nuanced, as the geometry associated with
the FDOA measurements is more interesting and
complicated [5].
For geolocation using FDOA alone in particular,
there are often multiple possible emitter locations cor-
responding to observed measurements. This can cause
problems for iterative methods that converge to a single
solution [13]. In contrast, numerical algebraic geometry
techniques will find all real, feasible solutions. Our
method then uses RANSAC to help determine which
of these solutions is most consistent with other data
gathered.
In §I we formulate the TDOA- and FDOA-based
source localization problem as polynomial systems and
provide an introduction to methods from numerical
algebraic geometry to be used for their solution. The
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proposed geolocation algorithm (FDOAR) incorporat-
ing numerical algebraic geometry techniques and the
iterative process, RANSAC, is presented in §II along
with numerical results. A novel upper bound on fea-
sible FDOA measurements for use in denoising data
is presented in §III. In §IV we present lower bounds
on the number of receivers or measurements needed to
reduce the solution set to only isolated points. Benefits
and limitations of the FDOAR geolocation algorithm
are discussed in §V.
The primary contributions of this article are
• a development of the geolocation problem via
TDOA and FDOA measurements as polynomial
systems;
• a novel upper bound on possible FDOA mea-
surements; and
• lower bounds on the number of receivers or
measurements needed to reduce the solution set
to only points;
• a novel approach to geolocation using the
pairing of numerical algebraic geometry with
RANSAC.
I. BACKGROUND
A. Polynomial Systems for Geolocation
Using a similar setup to that in [11], the relationship
between TDOA measurements, FDOA measurements,
and transmitter location can be represented as a set of
polynomials. Consider a system of receivers, labeled
1, . . . , N. Without loss of generality, the first receiver
can be chosen as a reference receiver, such that TDOA
(τi,1) and FDOA (fi,1) can be calculated between re-
ceivers i and 1, where i = 2, . . . , N , for a total of
N − 1 pairs of measurements. The problem can be
cast as two- or three- dimensional. For generality, we
choose to use a three-dimensional earth-centered, earth
fixed (ECEF) coordinate system. Thus, each receiver
has known location xi = [xi, yi, zi]T and velocity
x˙i = [x˙i, y˙i, z˙i]
T . It is desirable to solve for the location
of a radio-frequency emitter, x = [x, y, z]T .
1) Time Difference of Arrival (TDOA): The amount
of time it takes for the signal to travel from x to xi
is ‖x − xi‖/c, where c is the speed of propagation.
Thus the TDOA between receiver i and receiver 1 is
equivalent to
c · τi,1 = ‖xi − x‖ − ‖x1 − x‖
=
√
(xi − x)2 + (yi − y)2 + (zi − z)2
−
√
(x1 − x)2 + (y1 − y)2 + (z1 − z)2.
Considering all N receivers, this system can be trans-
formed into the set of polynomial equations [11]:
(c · τ1,2)2 + 2cr1 · τ1,2
− (x22 + y22 + z22) + (x21 + y21 + z21)
+ 2 [(x2 − x1)x+ (y2 − y1)y + (z2 − z1)z] = 0
(c · τ1,3)2 + 2cr1 · τ1,3
− (x23 + y23 + z23) + (x21 + y21 + z21)
+ 2 [(x3 − x1)x+ (y3 − y1)y + (z3 − z1)z] = 0
...
(c · τ1,N )2 + 2cr1 · τ1,N
− (x2N + y2N + z2N ) + (x21 + y21 + z21)
+ 2 [(xN − x1)x+ (yN − y1)y + (zN − z1)z] = 0
r21 − (x2 + y2 + z2)− (x21 + y21 + z21)
+ 2(x1x+ y1y + z1z) = 0,
where variable r1, representing the range of receiver 1,
is used to remove square roots from the system.
2) Frequency Difference of Arrival (FDOA): As
developed in [11], the FDOA between receiver i and
receiver 1 is,
fi,1 =
f0
c
[
x˙Ti (xi − x)
‖xi − x‖ −
x˙T1 (x1 − x)
‖x1 − x‖
]
, (1)
where f0 is the emitted frequency. Although more com-
plicated than the TDOA case, the equations above can
be converted to a polynomial system with the addition
of more range variables, ri. The system becomes,
r1r2f1,2
− r1 [x˙2(x2 − x) + y˙2(y2 − y) + z˙2(z2 − z)]
+ r2 [x˙1(x1 − x) + y˙1(y1 − y) + z˙1(z1 − z)] = 0
r1r3f1,3
− r1 [x˙3(x3 − x) + y˙3(y3 − y) + z˙3(z3 − z)]
+ r3 [x˙1(x1 − x) + y˙1(y1 − y) + z˙1(z1 − z)] = 0
...
r1rNf1,N
− r1 [x˙N (xN − x) + y˙N (yN − y) + z˙N (zN − z)]
+ rN [x˙1(x1 − x) + y˙1(y1 − y) + z˙1(z1 − z)] = 0
r21 − (x2 + y2 + z2)− (x21 + y21 + z21)
+ 2(x1x+ y1y + z1z) = 0
...
r2N − (x2 + y2 + z2)− (x2N + y2N + z2N )
+ 2(xNx+ yNy + zNz) = 0.
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B. Numerical Methods for Polynomial Systems
Rephrasing the above problems as systems of poly-
nomial equations now opens the door to methods from
algebraic geometry, particularly numerical algebraic ge-
ometry. The core computational engine of this field is
homotopy continuation. The idea is as follows: Given a
polynomial system of equations f(z) = 0 to be solved
(z ∈ CN ), a related system g(z) is constructed. For
example, the total degree start system for a system f(z)
is given by gi(z) = zdii − 1, where di is the degree of
the polynomial fi(z). A homotopy function, typically
H(z, t) = t g(z) + (1− t) f(z),
between these two systems is then constructed so that
H(z, 1) = g(z) and H(z, 0) = f(z). Some basic
algebraic geometry then guarantees that each isolated
solution of f(z) = 0 will be reached by at least
one path that varies in t and includes a solution of
g(z) = 0. Thus, to find all isolated solutions of
f(z) = 0, it suffices to find all solutions of g(z) and
use numerical path-tracking methods [1] to move from
t = 1 to t = 0. Predictor-corrector methods are the
standard choice. Extraneous paths will diverge, but this
wasted computation time can be partially mitigated by
terminating any path with norm above some threshold
or working in projective space instead of affine space.
This is only a very basic description of a procedure
that is fundamental in dozens of methods. For example,
there are numerical methods for finding all complex
positive-dimensional solution components (curves, sur-
faces, etc.), for extracting real solutions in various
circumstances, for making use of particular polynomial
system structure to reduce run time, and so on. For many
further details, see [3], [15] and the references therein.
For now, it suffices to know a bit more about singular
solutions, ill-conditioning, and parameter homotopies.
1) Singularity: Just as (x−1)2 = 0 has a double root
at x = 1, isolated solutions of polynomial systems can
have multiplicity greater than 1. The Jacobian matrix
(the matrix of all first partial derivatives of the system) is
singular at such solutions, so these solutions are referred
to as singular. The basic methods of numerical alge-
braic geometry include so-called endgames, specialized
techniques based on Puiseux series expansions or the
Cauchy integral formula, which can be used to accu-
rately compute numerical approximations to singular
solutions of f(z) = 0. However, when tracking paths
before t = 0, paths can become very close1, causing the
Jacobian matrix to become ill-conditioned and resulting
in poor path-tracking performance. This is mitigated in
the software package Bertini [2] via step size control
and adaptive precision techniques, but can still lead to
various recognizable tracking failures [3].
1Actual path crossing is a probability 0 event [3], [15].
2) Parameter Homotopy: Finally, in the special set-
ting of repeatedly solving polynomial systems with
the same monomial structure but varying coefficients,
there is a particular valuable tool called the parameter
homotopy. The idea is as follows: Suppose we wish to
find the solutions of a parameterized polynomial system
of equations, f(z;p) = 0, at each of a large number
n of parameter values pi ∈ P , i = 1, . . . , n within
some Euclidean (or possibly more general) parameter
space P . We could use the basic homotopy continuation
mechanism described above, but there is a chance
that much computational time will be wasted tracking
(possibly many) divergent paths for each pi. Instead,
the idea of the parameter homotopy is to first solve
f(z;p0) for some random complex p0 ∈ P , then start
from only the finite solutions at p0 to track to each pi.
Once again, some basic algebraic geometry guarantees
with probability 1 that the number of finite, isolated
solutions at p = p0 will be the maximum number of
finite, isolated solutions at any choice of p.
II. NUMERICAL ALGEBRAIC GEOMETRY AND
RANSAC FOR FDOA-BASED GEOLOCATION
With a noiseless system, the numerical algebraic
geometry methods above can be used to find all solu-
tions to the FDOA system presented in §I-A2 accurate
to any prescribed numerical accuracy. Specifically, it
would take only a single solve in a software such
as Bertini [2] to obtain an emitter location. However,
there are a couple issues that arise in real world situ-
ations. First, noise and measurement error can plague
FDOA calculations and receiver location and velocity
estimates. Additionally, if the receivers are positioned
in a singular configuration or near one, computing the
solution may be prohibitively expensive and the solution
itself could be much more accurate in some coordinates
than in others. The nonlinear nature of the problem
implies that there will often be multiple real solutions,
which translate to multiple potential emitter locations. A
robust accompaniment for the numerical algebraic ge-
ometry methods above is an iterative process such as the
RANdom SAmple Consensus (RANSAC) algorithm.
RANSAC, originally developed [9] for application
to the location determination problem, is useful when
one has data with outliers or corrupt data points. The
algorithm works by choosing a few samples from a set
of data, determining a model to fit the samples, then
calculating how many of the remaining data points can
be considered inliers with respect to that model, up to
a predetermined tolerance. This process is repeated for
a prescribed number of iterations, then the model with
the most inliers is returned.
As noted above, using RANSAC for geolocation is
not a new idea. In fact, Li et al. applied the algorithm to
source location with TDOA in [12]. This paper proposes
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a modification of RANSAC to solve for source location
with the FDOA polynomial system, a problem that
is now accessible due to the utilization of numerical
algebraic geometry techniques.
The most notable benefit of using RANSAC for
this problem is the ability to “ignore” noisy or corrupt
data. Additionally, since many FDOA measurements are
needed for the algorithm, it is natural to reformulate
the polynomial system presented in §I-A2 to allow for
measurements to be taken over multiple time steps. This
reduces the number of receivers needed to a single pair,
with each system composed of FDOA measurements
from three separate time steps (see §IV for why data
from three time steps is needed).
The algorithm outlined below involves solving a sys-
tem using the numerical algebraic geometry software,
Bertini [2], during each iteration. Since each system
will be of the same form and change only in certain
parameter values (location, velocity, FDOA measure-
ments), the solve can be structured as a parameter homo-
topy [3], [15]. As discussed in §I-B, this allows for only
necessary paths to be tracked, which provides faster
run times. Additionally, when the solving of an FDOA
system results in multiple real, feasible solutions, we
have modified the algorithm to consider each solution
separately. This ensures there are no missed solutions,
as can often result from iterative geolocation methods
that converge to a single solution [13].
A. FDOA-RANSAC (FDOAR) Algorithm Outline
Input:
• Locations, velocities, and corresponding
FDOA measurement (fi) for n pairs of
receivers (or n timesteps of 1 pair of
receivers).
• Number of iterations to run algorithm
(maxiter).
• Inlier tolerance (ε).
Output:
• Estimated transmitter location, x.
1) Select three sample points from receiver
data (FDOA measurements, receiver loca-
tions and velocities).
2) Solve for emitter location using Bertini.
3) Determine feasible solutions (must have
positive range values and satisfy Prop.
III.1).
4) For each feasible solution, determine the
number of sample pairs that can be con-
sidered inliers.
a) For each pair of receivers, deter-
mine the theoretical FDOA mea-
surement, fˆi, corresponding to
the solution.
• If |fˆi−fi| < ε, mark sample
as an inlier.
b) If the number of inliers for the
current solution is greater than
the previous recorded location,
record current solution as best
source location estimate.
5) Repeat for designated number of iterations
and return transmitter location estimate.
B. Numerical Performance
Numerical simulations were run as follows. Con-
sider a Cartesian cube of space, 100m long on each
side. For each numerical trial, a transmitter was placed
at a random location, x, in the cube. Locations and
velocities for 40 pairs of receivers were also generated,
with locations being limited to the interior of the cube
and velocities in the range [−2, 2] m/s in each (x,y,z)
direction. This is meant to simulate 40 time steps for
a single pair of receivers and a stationary transmitter.
For each pair of receivers, the FDOA was calculated
according to Eq. 1 and noise was added to simulate
various levels of relative FDOA measurement error. We
define this,
Relative FDOA Measurement Error :=
σ2noise
σ2FDOA
× 100%,
where σ2noise and σ
2
FDOA are the variance of the
noise and variance of observed FDOA, respectively.
The FDOAR algorithm was then run for 20 iterations,
returning final transmitter estimate xˆ. The error for the
trial was then calculated: ‖xˆ−x‖ (m). Results are shown
in Fig. 1. For each data point, this process was repeated
50 times and the median of the error was recorded.
Many of the worst performing trials above resulted
from transmitters located near the edges of the Cartesian
box. We hypothesize that this is the result of very few
(or none) of the receiver pairs being located on the
side of the transmitter closest to the edge of the box.
This caused less information to be learned about the
transmitter and resulted in a worse estimate. This is
consistent with geolocation intuition and suggests that
error values in Fig. 1 would decrease if one could ensure
that receivers view the emitter from a variety of angles.
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Fig. 1: Error in emitter location resulting from various
levels of FDOA measurement error. For each data point,
50 instances of coupled RANSAC and Bertini were run,
each having 20 iterations and ε = 0.03.
III. NOTE ON DENOISING
Since one of the key contributions of this article
is the use of RANSAC for denoising data, we include
here a brief result that allows us to immediately remove
FDOA measurements that are physically unrealizable
due to measurement error or noise.
Proposition III.1. The frequency difference of arrival
between receivers i and j, fi,j satisfies:
|fi,j | ≤ ‖vj‖+ ‖vi‖,
where vi and vj are the velocity vectors of receivers i
and j, respectively.
Proof:
|fi,j | =
∣∣∣∣vj · (xj − x)‖xj − x‖ − vi · (xi − x)‖xi − x‖
∣∣∣∣
=
∣∣∣∣‖vj‖‖xj − x‖ cos(θj)‖xj − x‖ − ‖vi‖‖xi − x‖ cos(θi)‖xi − x‖
∣∣∣∣
= |‖vj‖ cos(θj)− ‖vi‖ cos(θi)|
≤ ‖vj‖+ ‖vi‖.
It would also be interesting to consider denoising
via projection to the manifold of realizable FDOA
measurements, similar to the use of projection in linear
regression. A similar approach was previously taken in
the TDOA case [6]. We leave this for future work.
# measurements (2D) # measurements (3D)
TDOA only 2 3
TDOA + ALT - 2
FDOA only 2 3
FDOA + ALT - 2
TDOA + FDOA 1 2
TDOA + FDOA + ALT - 1
TABLE I: Minimum number of TDOA and FDOA mea-
surements necessary to reduce set of potential transmit-
ter locations to a finite number, for varying dimensions
(2 or 3) and types of measurements being used.
IV. BOUNDS ON THE NECESSARY NUMBER OF
MEASUREMENTS
For systems of linear equations, it is trivial to predict
the dimension of the solution set under the assumption
that the equations are linearly independent. This is much
the same with polynomial systems, though the range of
degenerate cases is far more nuanced and complicated.
With the formulation of the geolocation problem as a
system of polynomial equations in §I-A, it is easy to
provide bounds on the minimum number of TDOA and
FDOA measurements2 needed in various scenarios to
reduce the solution set to a finite set of points. The
case is also considered where altitude of the emitter is
known (ALT constraint). This is the content of Table 1.
It is important to note that these bounds do not
guarantee that there will be only finitely many solutions
for every set of measurements. As an extreme coun-
terexample, consider the case of stacking all receivers at
the same point; the number of (identical) measurements
in this case makes no difference.
It is also worth noting that an anomalous positive-
dimensional component (with r1 = 0) shows up in the
FDOA only case. However, this component is easily
ignored as it is not physically feasible.
V. DISCUSSION
A. Benefits of FDOAR
We summarize a few of the primary benefits of our
approach here:
1) Solving the geolocation systems using nu-
merical algebraic geometry techniques finds
all possible emitter locations. Coupling with
RANSAC provides a way to determine which
2If we do not allow receivers to take measurements over multiple
time steps, a similar table could be provided showing bounds on
the number of receivers necessary. Here we refer to the number of
measurements rather than the number of receivers for generality.
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one of those locations best matches the rest of
the data.
2) Any bad data from path failures, inaccuracies,
measurement error, etc. is automatically ig-
nored, assuming the source of the errors is not
implicit in the structure of the problem.
3) Our method uses FDOA measurements only,
though it can be adapted to other measurement
combinations.
4) Using multiple time steps, it is necessary to use
only two receivers. Additionally, there is no
need to designate a reference receiver, which
could corrupt all data points if there are errors
in its location or velocity.
5) When performing polynomial system solves at
multiple points in parameter space, parameter
homotopies could improve efficiency.
B. Limitations
Each path tracked when solving a polynomial sys-
tem requires dozens, sometimes hundreds, of linear
solves. As a result, any polynomial systems approach
will necessarily be slower than any linear approach.
However, linearization necessarily introduces inaccu-
racy to nonlinear problems, so the trade-off between
speed and accuracy might lead different users to use
different approaches.
As with any RANSAC implementation, speed and
accuracy is in part dependent upon the users choice of
the maximum number of iterations and inlier tolerance.
The optimal choice for these variables can depend
greatly on the specifics of the problem. Theoretical re-
sults exist that bound the maximum number of iterations
with respect to the percentage of inliers present in the
data [16].
VI. FUTURE WORK
The problem of transmitter geolocation is mathemat-
ically rich and practically valuable. As a result, there are
many potential avenues worthy of consideration.
Given a configuration of receivers and a generic set
of measurements, it should be possible to decompose the
space of emitter locations into chambers corresponding
to the number of physically realizable solutions of
the corresponding geolocation polynomial system. An
analysis over some set of such configurations could then
help in choosing “good” receiver configurations. Simi-
larly, methods such as gradient descent homotopies [10]
could be useful in finding the boundaries (called the
discriminant locus) between these chambers.
As described above, it would be interesting to under-
stand and make use of the semialgebraic set of physi-
cally realizable FDOA measurements (see §III). Perhaps
this would provide some intuition for the estimation of
geolocation accuracy.
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