Introduction
intersection. Given a graph G, the (off-line) minimum coloring problem requires the assignment of colors to the vertices of G such that each pair of adjacent vertices receives a different color and the total number of colors used is minimum. This problem remains NPcomplete even for circular arc graphs [4] . It can however be solved in linear time for interval graphs. In an instance of the on-line graph coloring problem, vertices of the graph are presented one at a time. When a vertex is presented, all the edges from it to vertices presented earlier are given. An on-line coloring alge rithm assigns a color to the current vertex before the next vertex is presented. The color assigned to the vertex must be different from the colors assigned to all its neighbors previously presented. Once a color is assigned to a vertex, the algorithm is not allowed to change its color at a future time. On-line coloring has applications in register allocation and processor scheduling [2].
For a graph G(V,E), a subset D of V is called a dominating set iff every node in (V -D) is adjacent to some node in D. A domatic partition of G is a maximum sized partition ?r of V such that each subset in the partition is a dominating set. The problem of obtaining such a partition is known to be NP-complete even for circular arc graphs [l] but can be solved in linear time for interval graphs [ll] . The domatic partition problem has applications in strategic location of objects on the nodes of a network [3, 71. In this paper, we use the technique of reduction described by Rao and Pandurangan [ll] to obtain efficient approximation algorithms for NP-hard problems on circular arc graphs. The idea behind this technique is the following: To solve an optimization problem for a given circular arc graph G, we first transform G into another graph G' for which the given optimization problem can be solved efficiently. From an optimal solution to G', we obtain a solution to G via another transformation. For some problems [8] , this transformation produces an optimal solution for G, while for others [12] it produces near optimal solution.
We first present an approximation algorithm for computing a near-optimal domatic partition. This approximation algorithm guarantees a solution within a factor of 4 of the optimal value. We then address the on-line coloring problem for circular arc graphs. For the on-line model where the arcs are presented in a sorted order, we give a heuristic which guarantees a solution which is within twice the optimal (off-line) value. Hence this heuristic is 2 competitive, and its performance matches the best known off-line approximation algorithm for coloring circular arc graphs [12] . We also show that no on-line algorithm can achieve a competitive ratio of less than 3/2 even when the arcs are presented in sorted order. In the second on-line model where the arcs may be presented in any order, our algorithm guarantees a solution which is no more than 4 times the optimal off-line value. In this on-line model, it has been shown [lo] that no on-line algorithm can achieve a competitive ratio of less than 3 for interval graphs. Since interval graphs are a proper subclass of circular arc graphs, this lower bound also applies to circular arc graphs.
The rest of the paper is organized as follows: Section 2 contains the definitions and some preliminaries. Section 3 presents the heuristic for the domatic partition problem and its analysis. Section 4 presents our heuristics for the on-line coloring problem.
Definitions
Let G = (V, E) be a circular arc graph where V = {1,2, ... n} is the set of vertices and E is the set of edges. In the following sections we assume that a given circular arc graph G has an associated circular arc model F = { A I , A2, ... A,} consisting of afamilyof n arcs on a circle of unit radius. The graph is also denoted by G(F). Arc Ai corresponds to vertex i. From now on we will use the terms 'arc' and 'vertex' to refer to the same object and the usage will be clear from the context. Without loss of generality, we assume that no arc covers the whole circle [6] . We also choose an arbitrary origin on the circle. Now each arc can be Formally N ( v ) = {U I (U, U) E E}. We can extend this definition to obtain the neighborhood of a set of vertices X. For any X C V, let N(X) = UrEX N ( z ) .
Our algorithms cut the given circular arc graph G at a certain point p to produce an interval graph. A cut shortens each arc of G that crosses the radial line passing through p. Note that the radial line through p divides each such arc into two parts, one to the left of the radial line and the other to the right. By discarding either the left or the right part of a cut arc, we ensure that the resulting collection of arcs do not cover the whole circle. Thus the cut produces an interval graph. It is easy to see that the edge set of the resulting interval graph is a subset of the edge set of the circular arc graph G. When the left (right) part of an arc is discarded, we say that the arc is distributed to the right (left). The specifics of how each cut arc is distributed will be discussed as part of the algorithms.
Domatic Partition Heuristic
In this section, we present a heuristic that partitions the set of vertices of a circular arc graph G, such that each set in the partition is a dominating set. We begin with a description of idea behind the heuristic.
Our heuristic first cuts the given ci;cular arc graph G and produces an interval graph G . The heuristic then uses the polynomial time algorithm,in [ll] to ?btain an optimal domatic partition for G . Since G is obtained fro,m G by edge deletions, any domatic partition for G is also a dpmatic partition for G. The conversion from G to G is carhed out in such a way that an optimal solution for G is a near-optimal solution for G. We now give a formal description of the heuristic.
Input: A circular arc graph G represented as a family of arcs, over a unit circle. For each arc we are given ( a i , bi) which denote the left and the right endpoint of the arc when traversed in the clockwise direction.
Output: A partition of vertices of the graph G such that each set in the partition is a dominating set.
Heuristic DOMP:
Calculate the degree of each vertex in G.
Let d,,,in(G) denote the degree of a vertex of minimum degree in G.
Find a maximal independent set VI in G .
Output V I , V2 as the domatic partition and stop. (Note that we would obtain a domatic partition of size 2 for G in this case.)
If there are two or more vertices with degree dmin(G) then choose that vertex whose corresponding arc does not contain any arc corresponding to a vertex of minimum degree. If none of them is contained within the other, choose one arbitrarily. Let U* be the vertex chosen. Construct the following pairwise disjoint sets of nodes (arcs). From the description of Heuristic DOMP and part (ii) of Lemma 3.1, it is easy to see that Heuristic DOMP runs in polynomial time. To prove the performance guarantee provided by the heuristic, we need the following result. For the subsequent discussion, we le! d, and dl denote the degree of a vertex v in G and G respectively. We show that fo; each node v whose degree was affected 1x1 + IYI + 1 2 1 = dmin(G)
1x1 + 121/2 2 dmin(G)/2
1. Degree of U*.
Since the elements of X U Z form a clique and U* is adjacent to all of them in the original graph G , it follows that U* is adjacent to at least 1x1 
dl*
Using (4), it is easy to verify that d i .
Degree of nodes in X , Y, Z and M. The argument is similar to Case 1 above and is omitted. 
Heuristics for On-Line Coloring
The best known approximation algorithm for offline coloring of circular arc graphs is due to Tucker[l2] . His algorithm achieves a performance guarantee of 2. In this section we discuss heuristics for on-line coloring of circular arc graphs. The first heuristic is for the online model in which arcs are presented in increasing order of their left end points. For the second heuristic, the arcs can be presented in any order. The technique of cutting a circular arc graph is used indirectly in our on-line heuristics.
Heuristic Under the Sorted Arc OnLine Model
Heuristic ONCOLl: Input: A sequence of circular arcs presented one at a time in sorted order of their left end points traversed in clockwise direction. Method: Choose the reference line 1 to be the radial line passing through the origin with respect to which the end points of the arcs are specified. When arc A;
arrives assign it a new color if it is cut by the reference line, else color it using the algorithm in [5] . Obviously, Heuristic ONCOLl produces a valid vertex coloring. We now prove that the heuristic is 2-competitive. 
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Proof sketch: Let Cm,,(G) be the size of the maximum clique in G . The theorem is a consequence of the following inequalities:
We now prove a lower bound on the competitive ratio that can be achieved by an on-line algorithm for coloring a circular arc graph under the sorted on-line model. 
Heuristic for the Usual On-Line Model
Our on-line heuristic (referred to ONCOL2 in the subsequent discussion) for this model is obtained by a simple modification to Heuristic ONCOL1. When an arc is not cut by the reference line, we use the on-line coloring algorithm for interval graphs given in [lo], instead of the algorithm in [5] . In the following discussion, we will refer to the heuristic of We note that the lower bound result of Lemma 4.3 also applies to circular arc graphs since interval graphs are a subclass of circular arc graphs.
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