We introduce a dynamic vehicle routing problem in which a single vehicle seeks to guard a circular perimeter against radially inward moving targets. Targets are generated uniformly as per a Poisson process in time with a fixed arrival rate on the boundary of a circle with a larger radius and concentric with the perimeter. Upon generation, each target moves radially inward toward the perimeter with a fixed speed. The aim of the vehicle is to maximize the capture fraction, i.e., the fraction of targets intercepted before they enter the perimeter. We first obtain a fundamental upper bound on the capture fraction which is independent of any policy followed by the vehicle. We analyze several policies in the low and high arrival rates of target generation. For low arrival, we propose and analyze a First-Come-First-Served and a Look-Ahead policy based on repeated computation of the path that passes through maximum number of unintercepted targets. For high arrival, we design and analyze a policy based on repeated computation of Euclidean Minimum Hamiltonian path through a fraction of existing targets and show that it is within a constant factor of the optimal. Finally, we provide a numerical study of the performance of the policies in parameter regimes beyond the scope of the analysis.
I. INTRODUCTION
Dynamic vehicle routing (DVR) problems are vehicle routing problems in which the vehicles have to plan their paths through the points of interest which arrive sequentially over time. This paper addresses a DVR problem involving moving targets. Targets are generated at the boundary of an environment and move with a constant speed in order to enter a perimeter. A single vehicle is assigned a task of capturing as many targets as it can before they enter the perimeter. This setup is highly relevant in surveillance applications that involve gathering additional information on mobile targets and in civilian space applications such as protecting the space-stations from debris. Additional applications of this setup are envisioned in guarding of airport runways from rogue drones.
A. Related Work
Standard vehicle routing problems in operations research are concerned with planning optimal vehicle routes to visit a set of fixed targets. This requires solving an underlying combinatorial optimization problem [1] . In contrast, DVR requires that the vehicle routes be re-planned as new information becomes available over time which was originally introduced on graphs in [2] . Fundamental limits, novel policies and their constant factor optimality guarantees in The authors are with the Electrical and Computer Engineering Department, Michigan State University, East Lansing, MI. Emails: bajajshi@msu.edu, shaunak@egr.msu.edu continuous environments were established in [3] . Environments may be dynamically varying [4] , [5] and the targets may have multiple levels of priorities [6] or can be randomly recalled [7] . The vehicles may be tasked with performing pickup and delivery operations [8] , [9] ; may possess motion constraints [10] , [11] , [12] and need not require mutual communication [13] . We refer the reader to [14] for a review of this literature.
There has been a recent research on pursuit of mobile targets that seek to reach a destination. In [15] , the authors consider a setup of guarding a line segment in the case of a single pursuer and a single evader. They provide with different conditions in which either the defender or the attacker wins. The authors of [16] consider a pursuit evasion dynamic guarding problem with two vehicles and one demand moving with constant speeds. The vehicles move cooperatively to pursue the demand in a planar environment and gives different cooperative strategy between the two pursuers. The same authors in [17] consider a differential game of attacker-target-defender. In [18] , [19] , the authors consider demands that are slower than the vehicle which is moving parallel to x or y axis. Earlier, we introduced a DVR boundary guarding problem in which a single vehicle was assigned to stop the demands from reaching a deadline in a rectangular environment [20] . Our work [21] considered the case of targets being generated inside a disk-like environment and moving radially outward to escape the region.
B. Contributions
The environment considered in this paper is an annulus of inner radius ρ and outer radius D. The targets are generated uniformly and randomly on the boundary as per a Poisson process in time with rate λ. Upon generation, every target moves with a constant velocity v < 1 towards the perimeter. A vehicle, modeled as a first-order integrator moving with unit speed, seeks to intercept the targets before they reach the perimeter. The performance of the vehicle is the expected value of the capture fraction, i.e., the fraction of the targets that are intercepted, at steady state.
Our contributions are as follows. We first determine a policy independent upper bound on the capture fraction of the targets and show that it scales as O( 1+v √ vλρ ). Second, we design three policies for the vehicle and characterize analytic lower bounds on the resulting capture fraction in limiting parameter regimes. In particular, for low arrival rates of the targets, we show that the capture fraction scales as Ω( 1 1+λρ ) using a policy based on intercepting the targets as per the first-come-first-served order. We then characterize the performance of a policy with look-ahead based on repeated computation of a path that maximizes the number of targets intercepted in a horizon. Third, in the regime of high arrival rates λ → +∞, we analyze the performance of a policy based on repeated computation of the Euclidean Minimum Hamiltonian Path (EMHP) through the radially moving targets and show that its performance scales as Ω(
). In particular, we show that the capture fraction of this policy is within a constant factor of the optimal if v → 0 + . Numerical simulations suggest that our analytic bounds generalize beyond the limiting parameter regimes. Although the focus of the problem is similar to the ones in [20] and in [21] , the geometry of the environment and direction of the targets yield novel results.
C. Organization
The paper is organized as follows. Section II comprises the formal problem definition and a summary of background concepts and novel intermediate properties. In Section III, we derive a novel policy independent upper bound on the capture fraction. In Section IV, we present two policies suitable for low arrival rate of the targets and we derive novel lower bounds on their performance. In Section V, we present and analyze a policy suitable for high arrival rates. In Section VI, we present results of numerical simulations. Finally, Section VII summarizes this paper and outlines directions for future research.
II. PROBLEM FORMULATION AND PRELIMINARIES
We begin with a mathematical description of the problem and provide preliminary properties of the model considered.
A. Mathematical Modeling and Problem Statement

Consider a disk like environment
Targets appear uniformly and randomly at the boundary of the disk, i.e., at r = D. Upon generation, every target moves radially inward towards the inner circular boundary, termed as the perimeter, having radius ρ in E. The arrival times of the targets are as per a Poisson process with rate λ. We consider a single service vehicle with motion modeled as a first order integrator with unit speed and with the ability to move in R 2 . The vehicle is said to capture a target when it is collocated with a target while the target is in E. A target gets removed from the environment if it gets captured by the vehicle. A target is said to escape when it reaches the perimeter and is not intercepted by the vehicle. We assume that the speed of the targets is less than that of the vehicle (v < 1). Hence, a target must be captured within (D − ρ)/v time units of being generated. We refer to this problem as RIT problem for convenience.
Let Q(t) ⊂ E denote the set of all outstanding target locations at time t. If the i th target that arrives gets captured, then it is placed in Q capt (t) having cardinality n capt (t), and is removed from Q(t). Otherwise, it is placed in Q esc (t) having cardinality n esc (t) and removed from Q(t). Akin to our work in [20] that formally defined causal nature of policies, we will consider both causal and non-causal policies for the RIT problem, defined as follows.
Causal Policy: A causal feedback control policy for a vehicle is a map P : E × F → R 2 , where F(E) is the set of finite subsets of E, assigning a commanded velocity to the vehicle as a function of the current state of the system, yielding the kinematic model,
Non-causal Policy: In a non-causal feedback control policy, the velocity of the vehicle is a function of current and future states of the system. Although these policies are physically unrealizable, they serve as a means to compare the performance of causal policies against the optimal.
Problem Statement: The aim of this paper is to design policies P that maximize the fraction of targets that are captured F cap (P), termed as capture fraction, where
.
AIn the sequel, we propose different policies that are suitable for low and high arrival rates of the targets. But we first present some preliminary and novel results in the next sub-section which will be used to establish the fundamental limit and analyze the policies.
B. Preliminary Results
We review a concept related to longest paths on graphs as well as derive some basic results which will be used to obtain bounds on paths through a set of radially moving targets.
1) Longest Paths in Directed Acyclic Graphs (DAG): A graph G = (V, E) is called a directed graph if it consists of a set of vertices V and a set of directed edges E ⊂ V × V [20] . A graph is acyclic if its first and the last vertex are not same in the sequence. Finding the longest path, i.e. to find a path that visits maximum number of vertices, is NP-hard to solve as its solution requires the solution of Hamiltonian path problem [22] . However, for a DAG, the longest path problem has an efficient dynamic solution, [23] with complexity that scales polynomially with the number of vertices.
2) Capturable set: The capturable set comprises the set of locations of all targets that can be captured from a given vehicle location, defined formally as follows.
Definition II.1 A vehicle located at (x, 0) can capture targets located in the capturable set,
The proof is summarized in [24] .
3) Distribution of Outstanding Targets: In this subsection, we derive the distribution of targets in any region of the environment at steady state. Recall that an annular section 
Furthermore,
This result establishes that the number of unintercepted targets in an annulus is Poisson distributed uniformly with parameter λ v ∆d, where ∆d is the difference in the radii of the annulus. The proof of this lemma is contained in [24] . 4) Bounds on paths through static and incoming targets: The following result, (proven in [24] ), will be used to bound the length of the path through targets in the environment.
Lemma II.2 (Bounds on path through incoming targets)
Let T be the length of the actual path through the incoming targets and T s be the length of the path through their static initial locations. Then,
Next we review classic results regarding the upper bound on the length of the shortest path through a set of fixed points in an environment.
Lemma II.3 (Shortest Euclidean path [25] ) Given n points in a square of length R, there is a path through the n points of length not exceeding R √ 2n + 1.75R.
Lemma II.4 (Length of EMHP tour [26] ) Consider a set Q of n points independently and uniformly distributed in a compact set A of area |A|. Then, there exists a constant β T SP such that, with probability one. The constant β T SP has been estimated numerically as β T SP ≈ 0.7120 ± 0.0002.
III. A POLICY-INDEPENDENT UPPER BOUND
This section summarizes the first of our analytic results -a policy independent upper bound on the capture fraction. This is a fundamental limit to this problem and is valid for any values of the problem parameters. First, we derive a lower bound on the expected travel time between two targets (proof in [24] ), and will be used to derive the fundamental bound.
Lemma III.1 (Travel time lower bound) If T d is a random variable denoting the time required to travel between targets in Q, then
We now present the main result of this section. Proof: To service a fraction c ∈ (0, 1] of targets, the service rate of the targets must be greater than the arrival rate [27] , i.e., cλE[T d ] ≤ 1. Using Lemma III.1, we obtain this result.
With this fundamental limit in place, we will now present several policies and examine their performance in comparison to this upper bound.
IV. LOW ARRIVAL RATE OF TARGETS
We propose two main policies for the parameter regime of low arrival rates of targets. The FCFS policy is very simple to implement whereas the look ahead (LA) policy requires repeated computation of longest paths.
A. First-Come-First-Serve (FCFS) policy
According to this policy, the vehicle intercepts the targets in the order in which they arrive. If there are no outstanding targets, the vehicle waits at the center of E for the targets to appear. The policy is summarized in Algorithm 1. The following theorem, whose proof is contained in [24] , establishes a lower bound on the capture fraction of the FCFS policy.
Theorem IV.1 (FCFS capture fraction) For any v ∈ [0, 1), λ ≥ 0, the capture fraction of the FCFS policy satisfies
Proof: [Sketch] By quantifying the expected number of targets that escape per targets captured and applying Jensen's inequality [28] , we can determine a lower bound on the capture fraction.
B. Policies based on Look-ahead
We now propose and analyze a class of policies in which we constrict the movement of the vehicle such that the vehicle can only move along the perimeter. While such a motion may be sub-optimal in the present context, it allows us to leverage tools from graph theory and adapt our earlier ideas on longest path through the mobile targets to design efficient policies [20] .
Definition IV.1 (Reachable targets) A target located at
This means that a target is reachable if it lies in R(ρ, φ). Next, we define the notion of a reachability graph over the set of radially incoming targets that is inspired out of a similar construction in [20] .
Definition IV.3 (Reachability graph) A reachability graph of a set of points {(r 1 , θ 1 ), . . . , (r n , θ n )} ∈ E, is a DAG with vertex set V := {1, ...n}, and edge set E where, for j, k ∈ V and r j < r k , the edge (j, k) is in E if and only if
We now define a policy based on look-ahead wherein the vehicle computes the longest path in the reachability graph of all the targets in E and captures them on the perimeter. Algorithm 2 describes the algorithm for Look Ahead policy.
Algorithm 2: Look Ahead (LA) policy
1 Assumes that vehicle is located on the perimeter. 2 Compute the reachability graph of all the targets in Q(0) and the vehicle position. 3 Compute the longest path in this graph, starting from the vehicle position. 4 Capture targets in the order they appear at the perimeter. 5 Repeat;
Akin to the rectangular environment considered in [20] , Algorithm 2 is difficult to analyze directly. Instead, we design a Non-causal Look Ahead (NCLA) policy. In this policy, at time 0, the vehicle computes a reachability graph, from its current position using the information of all the future targets that are yet to arrive in E. The vehicle then computes the longest path and captures the targets in the order in which they appear in that path. The algorithm for NCLA policy is formalized in Algorithm 3.
Algorithm 3: Non-causal Look Ahead (NCLA) policy 1 Assumes that vehicle is located on the perimeter. 2 Compute the reachability graph of all the targets in Q(0) ∪ Q unarrived (0) and the vehicle position. 3 Compute the longest path in this graph, starting from the vehicle position. 4 Capture targets in the order they reach the perimeter.
The following result provides a guarantee on the performance of the LA policy relative to the NCLA.
Theorem IV.2 (LA policy) If D − ρ ≥ vπρ, then the capture fraction of the LA policy satisfies
Proof:
[Sketch] The main idea is to consider two scenarios at time t = 0; (a) Look ahead policy is used by the vehicle, and (b) the vehicle uses the Non-causal look ahead policy. Then, akin to the steps in the proof of Theorem IV.6 of [20] , we can compare the number of targets captured in both the scenarios. The detailed proof of this result is contained in [24] .
In Theorem IV.2, we established the performance of the LA policy relative to NCLA policy. However, we can also provide an explicit lower bound on the capture fraction for the LA policy, as summarized in the result below (see [24] for detailed proof).
Theorem IV.3 (Explicit LA capture fraction) If D − ρ ≥ vπρ, then the LA policy satisfies
where erf : R → [−1, 1] is the error function.
[Sketch] The central idea is to construct an invertible transformation between any realization of targets and the vehicle in E to a rectangular environment akin to the problem considered in [20] . We then use the analysis from Theorem IV.8 from [20] to arrive at this claim.
Note that the capture fraction of LA policy in Theorem IV.3 is independent of v. Furthermore, the capture fraction of FCFS policy presented in this section performs well for low arrival rates, i.e., F cap (FCFS) → 1 for λ → 0 + , but not in high arrival regime since the upper bound scales as O(1/ √ λ). We seek an improved policy in this regime which is the focus of the next section. V. HIGH ARRIVAL RATE OF TARGETS We now introduce a policy based on repeated computation of the EMHP through outstanding radially moving targets. We term this policy as the Radial Minimum Hamiltonian Path (RMHP) policy. The key idea is that the number of targets accumulating near the perimeter is high. Thus, the time taken by the vehicle to capture successive targets will be small, and therefore, the vehicle can capture a large number of targets in a single iteration. The vehicle uses solution of the EMHP path (i.e., a path that visits all the points exactly once) to determine the order of the targets to capture. In particular, we consider a constrained EMHP problem which starts at a specific point while visiting all the given set of points [20] .
The RMHP-fraction policy is defined in Algorithm 4. In this policy, the vehicle computes the EMHP path through all outstanding targets in (2ρ, 3ρ) for all θ ∈ [0, 2π) (Fig.2) . The vehicle captures the targets for ρ v time units and then recomputes the EMHP path through the outstanding targets, allowing the remaining targets in that batch to escape.
Algorithm 4: RMHP-fraction policy
1 Assumes that vehicle is located at a distance of 2ρ from the origin. 2 Compute an EMHP path through the outstanding targets located at distance between 2ρ and 3ρ from the origin. 3 if time to travel entire path is less than ρ v then 4 Capture all the outstanding targets by following the computed path. 5 else 6 Capture the targets in the order given by the EMHP. 7 end 8 Repeat from step 2.
Theorem V.1 ((RMHP-fraction capture fraction) In the limit as λ → +∞, the capture fraction of the RMHP-fraction policy, with probability one is F cap (RMHP-fraction) ≥ min 1,
where α = 6 √ 2. The proof of this result is contained in [24] and relies on 
which is within a constant of 12/ √ π ≈ 6.77.
Using Lemma II.4, one can obtain a better bound on the length and thus a better constant factor of optimality.
Corollary V.2 (Improved constant factor of optimality:)
For v → 0 + and λ → +∞, the capture fraction is within a constant of 3.988/ √ π ≈ 2.25.
VI. SIMULATIONS
We now present results of numerical experiments for the policies analyzed in Sections IV and V. The parameters D = 20 and ρ = 3 were kept fixed. The first result compares the FCFS policy to the theoretical bounds. Comparison of the LA policy to the NCLA policy and to the theoretical bounds is shown in the second result. Finally, the last result compares the RMHP-fraction policy to the theoretical bounds.
For the FCFS policy, we simulated 30 runs for each arrival rate. Fig. 3 shows a comparison of the FCFS policy with the theoretical bounds. To simulate the NCLA and LA policies, we implement 5 runs for each value of the arrival rate. Fig. 5 shows the comparison of the LA policy with NCLA, fundamental and theoretical bounds. To simulate the RMHP-fraction policy, the linkern 1 solver was used. For each value of the arrival rate, 5 runs of the policy was taken. The comparison is shown in Fig. 4 . Note that the experimental results for RMHP-fraction policy are lower than the theoretical lower bound in Theorem V.1. This is because we have not reached the limit as v → 0 + and λ → +∞. Moreover, we utilize an approximate solution for the EMHP generated by the linkern solver. 
VII. CONCLUSIONS AND FUTURE WORK
This paper introduced the RIT problem, in which a vehicle seeks to defend a perimeter from the radially inward moving targets. We established a policy independent upper bound on the capture fraction of the targets. We then proposed three different policies suitable for low and high arrival rates of the targets and analyzed their respective capture fractions. In the case of low arrival rate of targets, we proposed FCFS, and LA policies. For the latter case, we introduced the RMHPfraction policy which is within a constant factor of optimal.
This problem can be extended in many ways. One can consider the case when the speed of the targets is varying or the targets can maneuver away to escape. Other extensions include multi-vehicle versions of this problem.
