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Sommaire et notations
Cette thèse est onsarée à l'étude des problèmes inverses ave opérateur bruité. Nous
exposerons don dans un premier temps au Chapitre 1, de manière introdutive, le adre
mathématique des problèmes inverses ainsi que diérentes méthodes de résolution. Nous
expliquerons au Chapitre 2 omment la question de la résolution ave opérateur bruité
se pose naturellement pour ertains opérateurs, avant de passer en revue plusieurs
solutions dans le adre non paramétrique. Nous aborderons ensuite aux Chapitres 3, 4
et 6 les prinipales ontributions de ette thèse au domaine des problèmes inverses ave
opérateur bruité, à savoir :
• Au Chapitre 3, le traitement d'opérateurs diagonaux par blos dans un as L2.
• Au Chapitre 6, l'adaptation de ette proédure à une perte de type Lp, dans le
as préis de la déonvolution sphérique.
• Au Chapitre 4, le traitement d'opérateurs de onvolution de Laplae/Volterra.
Une version résumée de es trois hapitres, ayant haun fait l'objet d'une publiation
ou d'une soumission dans une revue sientique, se trouve dans le Chapitre 2. Le
Chapitre 5 sert d'interlude entre les Chapitres 3 et 6. On y présente les needlets, sorte
d'équivalent des ondelettes sur la sphère, mises en oeuvre dans le Chapitre 6.
Au ours de e manusrit, nous dénirons le plus souvent les notations en jeu. Nous
apportons ii quelques préisions sur ertaines d'entre elles:
• Les notations a À b, a Á b ou a ¤ Cb, a ¥ Cb signient inégalité à une onstante
multipliative près. La onstante C peut dépendre de données annexes, que nous
ne préiserons pas lorsque le ontexte sera lair.
• La norme spetrale d'un opérateur ou bien d'une matrie sera désignée par }.}
op
,
la norme de Hilbert-Shmidt d'une matrie par }A}
HS
 Trp
tAAq.
• Enn, lorsque e ne sera pas préisé, la norme }.} sera la norme assoiée à l'espae
de Hilbert H ou K sous-jaent.
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Chapter 1
Introdution aux problèmes inverses
Ce hapitre est dédié à la présentation et au traitement des problèmes inverses
(setion 1.1). On s'intéressera en partiulier au adre statistique sous-jaent à
l'ensemble de ette thèse en setion 1.2 avant de passer en revue diverses méthodes de
résolution (setion 1.3). Nous verrons que l'étude du ompromis biais variane induit
par une méthode de Galerkin (setion 1.4) introduit naturellement les notions
d'espae de régularité et de 'degree of ill-posedness' (setion 1.5). Enn, un bref
exemple pratique (setion 1.6) motivera l'introdution du adre des problèmes inverses
ave erreur dans l'opérateur au hapitre suivant.
Contents
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1.3 Méthodes de résolution . . . . . . . . . . . . . . . . . . . . . . 15
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1.1 Qu'est-e qu'un problème inverse?
Un problème inverse onsiste en la détermination de l'antéédent d'un état par un
proédé évolutif. Ou bien, formulé de manière plus simpliste, à déterminer des auses
onnaissant leurs eets. Bien évidemment, ette formulation est trop générale dans un
ontexte mathématique, aussi nous préisons maintenant notre adre de travail.
La modélisation d'un tel proédé se fait par le biais d'un opérateur K, agissant sur un
ensemble H (de auses), à valeurs dans un ensemble K (d'eets). Un problème inverse
onsiste don, étant donné un élément g P K image d'un élément f P H selon l'équation
g Kf , (1.1)
11
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à déterminer l'inonnue f . Dans notre as, l'ensemble H est un ensemble de fontions,
que nous supposerons dénies sur un espae mesurable pY , dµq. Nous omettrons parfois
la mesure µ lorsque le ontexte sera lair. Avant de poursuivre, donnons-en quelques
exemples an de motiver leur étude:
• Opérateur de onvolution: L'exemple le plus emblématique est sans doute elui
de la déonvolution. Ii, la fontion f P L2pr0, 1sq est observée au travers d'un
dispositif bruitant qui moyenne loalement la fontion, selon l'équation
gpxq Kfpxq  k  fpxq 
» 1
0
fpx tqkptqdt , (1.2)
où k est une fontion de L2pr0, 1sq. Plus généralement, on observe
gpxq Kfpxq  k  f pxq 
»
H
fph1xqkphqdh ,
où H est un groupe agissant sur Y , et dh est la mesure de Haar sur H . Cette mod-
élisation très générique reouvre des domaines très variés, inluant par exemple
le traitement d'images, la spetrosopie, ou bien l'astrophysique.
• Opérateur de Wiksell : Supposons que des sphères, dont le rayon suit une loi
de probabilité de densité f , baignent dans un milieu. On désire retrouver f à
partir de oupes planaires. Ce modèle possède des appliations en biologie et en
stéréologie entre autres. Johnstone and Silverman [45℄ ont montré qu'il onduisait
à l'inversion de l'opérateur
K : L2
 
r0, 1s, p4xq1dx

Ñ L
2
 
r0, 1s, 4π1p1 y2q1{2dy

f ÞÑKfpyq 
π
4
yp1 y2q1{2
» 1
y
px2  y2q1{2fpxqp4xq1dx .
• Opérateur intégral de Volterra: Soit f P L2pR
 
q. On observe, pour t ¥ 0,
gptq 
» t
0
kpτqf pt τqdτ . (1.3)
Cet opérateur est l'analogue de l'opérateur de onvolution pour des systèmes non
antiipants, 'est-à-dire que gptq ne dépend que des valeurs de k et de f prises
aux temps τ   t. Enore une fois, les appliations sont nombreuses et inluent
par exemple la dynamique des populations et la spetrosopie par uoresene.
On pourra par exemple se référer à [59, Chap. 2℄.
Cette liste est bien sûr hautement non exhaustive, et on pourra onsulter [53, Chap.
1℄ pour y apporter de nouveaux exemples. De plus, remarquons que nous n'avons
mentionné que des opérateurs linéaires. La théorie des problèmes inverses à opérateur
non linéaires étant autrement plus omplexe, nous ne l'aborderons pas ii, et nous nous
restreindrons don à l'étude d'opérateurs linéaires. Revenons don à la formulation
du problème. En toute généralité, e dernier est mal posé au sens de Hadamard. De
manière plus préise, plusieurs fateurs peuvent entraver sa résolution:
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• Existene: en pratique, on n'observe jamaisKf , mais plutt une version bruitée
Kf ξ. Si la fontion observée n'appartient pas à ImpKq, alors l'inversion direte
omme dans (1.1) est impossible.
• Uniité: si plusieurs antéédents onduisent à la même observation, le hoix de
l'un d'entre eux seulement prête à onfusion. Il est don néessaire de disposer
d'informations additionnelles permettant de disriminer entre les diérentes solu-
tions. On supposera dans notre as l'opérateur injetif.
• Stabilité: malgré l'injetivité supposée, un dernier problème subsiste. Sahant
qu'en pratique, d'une part, la fontion g n'est jamais observée qu'à travers une
approximation, et que d'autre part l'inversion de l'opérateur K est elle-même
sujette à approximation, on voit qu'une notion de ontinuité vis-à-vis des don-
nées ainsi qu'une notion de stabilité de l'opérateur sont indispensables. C'est en
partiulier e dernier problème que nous tenterons de résoudre dans ertains as
préis. Le aratère mal posé se traduira par le fait que l'opérateur K est om-
pat. Dans e as, K1 n'est pas ontinu et même une erreur très faible ommise
sur l'observation de g peut onduire à un résultat radialement diérent de f .
Il est don néessaire de régulariser K, 'est à dire de trouver K 'prohe' de K
en un ertain sens, ompatible ave l'inversion de (1.1), mais aux propriétés plus
attrayantes (stabilité, simpliité et rapidité omputationnelle de l'inversion).
Pour plus de préisions onernant es questions, on pourra se référer à Kirsh [53℄.
1.2 Cadre statistique des problèmes inverses
1.2.1 Diérents modèles statistiques
Nous venons d'exposer le adre générique d'un problème inverse. Dans l'optique de
sa résolution, la problématique déterministe onsiste à majorer l'erreur (déterministe!)
ommise sur f en fontion de l'erreur ommise sur g. En statistique, l'approhe adoptée
est diérente, et on suppose que le terme d'erreur est le résultat d'un proédé aléatoire
dont on ontrle l'amplitude. Ce type d'approhe reouvre en réalité plusieurs adres
statistiques distints (mais onnexes, voir [82, Chap. 1℄), dont nous présentons trois
as partiuliers :
(1) Estimation de densité: On observe pY1, ..., Ynq un n-éhantillon de loi ommune
Z à densité fZ , tel que fZ est l'image parK de la densité ible f . En partiulier,
il faut que K onserve l'ensemble
 
f P H,
»
f  1
(
.
Un exemple très simple d'appliation est elui de la onvolution de deux densités
dénies sur R: siX et Y sont deux variables aléatoires à valeurs réelles, de densités
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respetives f et g, alors la variable Z  X   Y a pour densité fZ  g  f où
 est le produit de onvolution sur R. L'opérateur K : f ÞÑ g  f onserve bien
l'ensemble des fontions mesurables d'intégrale 1. La version 'sphérique' de ette
exemple est présentée au Chapitre 3.
(2) Modèle de régression: Soit t1, ..., tn P Y . On observe les valeurs
Yi Kfptiq   ξi, i  1, ..., n ,
où les variables ξi sont i.i.d et Erξ1s  0. La qualité de l'estimation de f est bien
sûr intrinsèquement liée à elle de la grille t1, .., tn.
(3) Modèle de bruit blan: Ce modèle est un modèle idéalisé, mais très utile en
théorie: on observe des réalisations du proessus
dY εpsq Kf psqds  εdW psq , (1.4)
où W est un proessus de Wiener standard. On érira de manière plus su-
inte Y ε Kf   ε 9W , et on réfèrera indiéremment à Y ε ou Y . L'aquisition
d'informations sur Y ε se fait par le biais de fontions tests. Plus préisément,
pour deux fontions test ξ, ξ1 P H, les quantités observables prennent la forme
xY ε, ξyK  xKf , ξyK   εx 9W , ξyK ,
où x
9W , ξyK  N p0, }ξ}
2
q et Erx 9W , ξyK x 9W , ξ
1
yKs  xξ, ξ
1
yK.
Le parallèle ave le modèle de densité et le modèle de régression lorsque ti  i{n
s'opère en posant ε  n1{2.
1.2.2 Critère de performane et adre minimax
La bonne performane d'un estimateur est quantiée par un ritère de performane à
minimiser. Nous nous plaçons dans le modèle de bruit blan (3), mais les résultats sont
aisément transriptibles aux adres (1) et (2) en remplaçant ε par n1{2. Etant donné
f et un estimateur rf , on peut par exemple onsidérer la perte Lp
dprf , fq 
»
Y
|
rf  f |pdµ, 1 ¤ p ¤  8 .
De manière générale, on peut onsidérer n'importe quelle distane d dénie sur HH.
Bien sûr, ette perte est aléatoire et dépend des observations générées par les modèles
(1), (2),ou (3). Il est don naturel de onsidérer plus préisément le risque moyenné
Rε  Ef

dprf , fq

,
que l'on herhe à minimiser en
rf lorsque f vit dans un espae X . On voit que deux
entités antagonistes interviennent lors de ette minimisation: d'une part, la nature
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prodigue une fontion inonnue a priori f , d'autre part le statistiien propose un es-
timateur
rf destiné à l'approher. Nous adoptons la stratégie dite du minimax, qui
onsiste à se parer ontre le pire as possible du hoix de f . En d'autres termes, nous
herhons un estimateur
rf tel que
sup
fPX
Ef rdprf , fqs  inf
rf
sup
fPX
Ef rdp rf, fqs . (1.5)
On note
Rε  inf
rf
sup
fPX
Ef rdp rf, fqs
le risque minimax assoié au problème. De manière générale, ette notion est trop
restritive si l'espae X est susament vaste. On introduit don la notion relaxée de
vitesse de onvergene optimale pour le adre minimax:
Denition 1.2.1. Une fontion positive ψε est appelée vitesse de onvergene optimale
pour le problème (3) s'il existe deux onstantes 0   c, C    8 tel que
lim sup
εÑ0
ψ1ε R

ε ¤ C et lim inf
εÑ0
ψ1ε R

ε ¥ c .
Dans la suite, on dira qu'un algorithme est optimal s'il atteint une vitesse de on-
vergene optimale (au sens minimax) sur l'espae onsidéré.
Le hoix de l'espae X est ruial ar il dite la forme d'une proédure d'estimation (ou
réiproquement le hoix de l'espae X déoule de la méthode utilisée). Par exemple, la
déomposition (1.21) inite à hoisir des espaes dans lesquels f est bien approhée par
la base pukqk¥0 utilisée. De manière générale, l'espae X hoisi sera un ompat d'un
espae métrique.
1.3 Méthodes de résolution
La résolution de (1.1) fait l'objet d'une très vaste littérature que nous ne pouvons nous
permettre d'aborder de manière exhaustive. Les méthodes les plus populaires sont sans
doute la régularisation de Tikhonov (voir e.g. [73, Chap. 2℄), la déomposition en
valeurs singulières (SVD) ainsi que les méthodes de projetion. Nous n'aborderons que
les deux dernières dans la suite.
De manière générale, le prinipe de es méthodes est d'approher e problème par une
suite de problèmes bien posés Ph dont la solution fh onverge vers f lorsque h Ñ 0.
Dans un adre statistique, la rédution du paramètres h diminue le biais mais augmente
la variane du modèle, l'enjeu étant de alibrer de manière optimale le ompromis entre
les deux. Nous verrons que ei est possible sous ertaines hypothèses onernant les
données du problème.
Nous prodiguons maintenant la liste des méthodes de régularisation qui nous intéresseront
par la suite, à savoir la méthode SVD (et son orollaire la tronature spetrale), la
généralisation de ette méthode à un adre de SVD par blos, et enn la méthode de
projetion dite de Galerkin qui englobe en réalité les deux préédentes.
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1.3.1 La méthode SVD
La méthode SVD repose sur le hoix de bases des espaes H et K, adaptées au om-
portement de K. Plus préisément, on a le
Theorem 1.3.1. Soit H et K deux espaes de Hilbert, et K : H Ñ K un opérateur
ompat. Alors il existe puℓqℓ¥0 une base hilbertienne de H, pvℓqℓ¥0 une base hilbertienne
de K et une suite λℓ Ñ 0 tel que
Kuℓ  λℓvℓ et K
vℓ  λℓuℓ . (1.6)
Ainsi, par hoix de la base pvℓqℓ¥0 omme fontions tests dans le modèle (3), on
obtient, pour tout ℓ ¥ 0:
xY ε, vℓy  xKf , vℓy   εx 9W , vℓy
 λℓxf , uℓy   εξℓ
où, grâe à la propriété d'orthonormalité de la base vℓ, la suite de variables pξℓqℓ¥0 est
i.i.d N p0, 1q. On s'est don ramené à un modèle séquentiel à omposantes de bruit
normales i.i.d. Déterminer f est équivalent à déterminer la séquene des pxf , uℓyqℓ¥0,
dont on peut désormais aisément proposer un estimateur sans biais:
pf ℓ  λ
1
ℓ xY ε, vℓy . (1.7)
On applique ensuite un ltre à haun des oeients
pf ℓ, le ltre pouvant être:
1. linéaire, ave un estimateur nal de la forme
rf
ℓ
 γℓpf ℓ où pγℓq P r0, 1s
N
, adre
reouvrant par exemple: les ltres de Tikhonov ( γℓ 
 
1  pℓ{αqβ

1
), les ltres
de Pinsker (γℓ  p1 pℓ{αq
β
q
 
).
2. non linéaire, omme le seuillage doux
rf ℓ  sgnp
pf ℓq
 
|
pf ℓ|  S

 
ou le seuillage dur
rf ℓ 
pf ℓ1
t
|
pf ℓ|¥Su
.
En pratique, on ne alule bien sûr qu'un nombre ni de oeients
rf ℓ en stoppant
l'expansion avant un niveau maximal de résolution L.
1.3.2 La méthode SVD par blos
On peut généraliser l'approhe préédente. La SVD permet de réduireK à une séquene
dénombrable d'homothéties. La méthode SVD par blos (ou 'Blokwise SVD') réduit
K à une séquene dénombrable d'appliations linéaires sur des espaes de dimensions
nies.
Denition 1.3.2. On dit queK admet une SVD par blos s'il existe pHℓqℓ¥0 et pKℓqℓ¥0
une suite d'espaes orthogonaux de H (resp. K) tel que H 
À
ℓ¥0Hℓ (resp. K 
À
ℓ¥0Kℓ) et, pour tout ℓ ¥ 0, KpHℓq  Kℓ.
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Notant P V la projetion orthogonale sur le sous-espae vetoriel V , on se ramène
don à l'inversion séquentielle des problèmes
P KℓKP Hℓf  P Kℓg . (1.8)
Par ommodité, on supposera dimpHℓq  dimpKℓq (on peut toujours se ramener à e
as autrement) et on notera |Λℓ| ette dimension ommune. Notons uℓ,1, ..., uℓ,|Λℓ| (resp.
vℓ,1, ..., vℓ,|Λℓ|) une base de Hℓ (res. Kℓ). En utilisant vℓ,m omme fontion test dans (3),
on obtient
xg, vℓ,my  xKf , vℓ,my  xKP Hℓf , vℓ,my 
|Λℓ|
¸
n1
xKuℓ,n, vℓ,my xf , uℓ,ny ,
e qui, en notant
Kℓ 
 
xKuℓ,n, vℓ,my

n,m1,...,|Λℓ|
,
f ℓ 
 
xf , uℓ,ny

n1,...,|Λℓ|
,
gℓ 
 
xY ε, vℓ,my

m1,...,|Λℓ|
,
se traduit par l'égalité matriielleKℓf ℓ  gℓ. Si g est observée selon le modèle de bruit
blan (3), alors les oeients aessibles deviennent
xY ε, vℓ,my  xg, vℓ,my   εx 9W , vℓ,my
ou bien de manière synthétique Y ε,ℓ  gℓ   ε
9W ℓ, où 9W ℓ P R
|Λℓ|
est une séquene de
veteurs gaussiens indépendants dont haune des omposantes est normale N p0, 1q.
On peut alors adapter les stratégies de la setion 1.3.1 en adoptant par exemple un
seuillage par blo du type
rf ℓ K
1
ℓ Y ε,ℓ1
t
}K1ℓ Y ε,ℓ}R|Λℓ |
¡S
u
, ℓ ¤ Lpεq .
Déonvolution sphérique
Un exemple notable de déonvolution par blos est elui de la déonvolution sphérique.
Etant donné qu'il intervient en tant qu'exemple ou que sujet d'étude dans les Chapitres
3, 5 et 6, attardons nous quelque peu sur son as.
Cette modélisation a été initialement introduite par Van Rooij and Ruymgaart [83℄ et
traitée par Healy et al. [39℄. L'optimalité (au sens minimax) de la proédure développée
a été établie par Kim and Koo [52℄ pour la perte MSE. Plus réemment, l'extension des
performanes L2 des algorithmes ainsi développés à des performanes Lp, p ¥ 1 a été
réalisée par des stratégies de seuillage sur des systèmes de needlets par Kerkyaharian
et al. [51℄. Nous reviendrons en détail sur e dernier point au Chapitre 5. Les domaines
d'appliations ouvrent par exemple l'imagerie médiale, l'astrophysique ainsi que les
géosienes. Passons maintenant à la présentation du adre mathématique.
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Figure 1.1: 'Vue de dessus' de la fontion f (à gauhe) et de Kf lorsque K est un opérateur de
Rosenthal de degré p  1 (au entre) et un opérateur de Laplae (à droite). Pour tout ω P S2 de
oordonnées sphériques pθ, ϕ, 1q, on a traé le point pθ, ϕ, 1   f pθ, ϕqq. L'opérateur de Laplae a un
eet régularisant plus prononé.
SoitH  K  L2pS2q où S2 est muni de la mesure de Lebesgue. On onsidère l'opérateur
de onvolution sur la sphère déni par
K : f ÞÑ
»
SOp3q
hprqf pr1.qdr , (1.9)
où h P L2pSOp3qq et dr est la mesure de Haar sur SOp3q. K a un eet moyennant autour
de haque point ω P S2, quantié par l'étalement de h autour de l'élément neutre du
groupe SOp3q. An d'illustrer et eet, nous avons représenté en Figure 1.1 la fontion
Kf pour Kℓ,m,n 
 
1   ℓpℓ   1q

1
δm,n (opérateur de Laplae), Kℓ,m,n  sin
 
pℓ  
1{2qπ
 
p2ℓ   1q sinpπ{2q

1
δm,n (opérateur de Rosenthal) et lorsque f est la version
tronquée à la résolution ℓ  16 de la fontion f 0pωq  1{ expp2}ω  p0, 1, 0q}ℓ1pR3qq.
Pour une illustration de et eet dans le modèle de l'estimation de densité, on pourra
onsulter les Figures 3.1 et 3.2.
On a la déomposition
H 
K
à
ℓ¥0
Hℓ
où Hℓ est l'espae des harmoniques sphériques de degré ℓ, dénies par
Yℓ,mpωq  Yℓ,mpθ, ϕq  p1q
m
b
2ℓ 1
4π
pℓmq!
pℓ mq!
Pℓ,m
 
cospθq

eimϕ , (1.10)
pour ℓ P N,ℓ ¤ m ¤ ℓ et où Pℓ,m sont les fontions de Legendre dénies par exemple
dans Vilenkin [84℄. De plus, on peut montrer (voir [39℄) que pour tout ℓ ¥ 0, KpHℓq 
Hℓ. L'inversion de (1.9) est don équivalente à l'inversion des équations
P HℓKP Hℓf  P HℓKf (1.11)
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sur Hℓ. Chaune de es inversions orrespond à la résolution d'un système linéaire de
taille |Λℓ|  2ℓ   1. Par la suite, on notera, pour toute fontion f P L
2
pS2q et tout
opérateur K
f ℓ  P Hℓf et Kℓ  P HℓKP Hℓ .
1.4 Généralisation: méthode de Galerkin
Les méthodes de SVD et de SVD par blos requièrent don la onnaissane et la ma-
nipulation des bases u et v. De manière générale, es bases sont potentiellement 1) soit
inonnues ou 2) soit diiles à manipuler numériquement, d'où un besoin de généraliser
es méthodes à des hoix de bases quelonques.
La méthode Galerkin repose sur la projetion de (1.1) sur une suite roissante de sous
espaes vetoriels Vℓ  H,Wℓ  K. Notons u1, ..., uℓ une base de Vℓ et v1, ..., vℓ une base
de Wℓ (on suppose que dimVℓ  dimWℓ  ℓ). Alors l'approximation de Galerkin fG
de f est dénie omme la solution du problème
#
fG P Vℓ ,
xKfG, yy  xg, yy pour tout y P Wℓ .
(1.12)
Ainsi, on a
PWℓKP VℓfG  P Vℓg . (1.13)
Comme préédemment, en notant
Kℓ  pxKum, vnyqm,n¤ℓ, f
ℓ
G  pxfG, umyqm¤ℓ, g
ℓ
 pxg, vnyqn¤ℓ, (1.14)
l'inversion de (1.12) est en réalité l'inversion du système linéaire
Kℓf ℓG  g
ℓ . (1.15)
On voit bien désormais que les deux méthodes évoquées auparavant sont deux as
partiuliers où 1) la matrie Kℓ est diagonale et 2) la matrie Kℓ est diagonale par
blos (ave blos Ki).
Ainsi, une méthode de Galerkin repose sur une double approximation: approximation
de K par Kℓ, et approximation de g par gℓ. La déomposition orthogonale
f  fG 
 
f  P Vℓf

 Gℓf , (1.16)
ave Gℓ  pKℓq1PWℓKP V Kℓ , implique
}f  fG}
2
 }f  P Vℓf}
2
  }Gℓf}2 .
La déomposition de l'erreur fait apparaître deux termes: le premier terme est le biais
d'approximation de f par sa projetion sur l'espae Vℓ, tandis que le seond ontrle
les résidus assoiés au hoix des espaes Vℓ,Wℓ. Par onséquent, la bonne marhe d'une
méthode de Galerkin requiert que es deux termes tendent vers 0.
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1.4.1 Choix des bases
Les bases puℓq et pvℓq doivent répondre à une double exigene: premièrement, la simpli-
ité et la rapidité omputationnelle de l'inversion du système linéaire (1.15), et deuxième-
ment, la représentation eae de la fontion ible f dans la base puℓq. Le hoix d'une
base de SVD ou bien de SVD par blos de l'opérateur privilégie la première qualité au
détriment potentiel de la seonde. En eet les bases réalisant la SVD ne représentent
usuellement f de manière eae que dans un adre hilbertien pour une perte de type
L2. Le hoix d'une base d'ondelette lorsque l'espae sous-jaent est un espae de Besov
(voir Appendix A) inverse le ompromis, et néessite bien souvent des hypothèses plus
restritives sur l'opérateur K. Nous en présentons trois exemples i-dessous.
Ondelettes et méthode de Galerkin
Cohen et al. [17℄ ont eu reours à une méthode de Galerkin utilisant des bases d'ondelettes
puℓq  pvℓq  pψλq sur r0, 1s (où λ représente le double indie pj, kq). Dans ette setion,
on supposera de plus l'opérateur symétrique (mais le raisonnement s'adapte au as d'un
opérateur non symétrique). Pour un indie maximal J , on notera Λ  tpj, kq, j ¤ J, k ¤
2ju. Pour un bref rappel théorique sur les ondelettes, on pourra onsulter l'Appendix
A. Les méthodes d'estimation développées dans es travaux mettent en évidene une
distintion entre deux types de méthodes, qui réapparaîtra dans le Chapitre 2. Ii, K
est un opérateur auto-adjoint, vériant la relation
f P L2pr0, 1sq, xKf, fy  }f}2Hν{2 . (1.17)
Sous ette hypothèse on peut montrer ([40℄) que la onstante
Qj  sup
j¥0
2jν}pKjq1}op
est nie, et don que ette notion rejoint la ondition (1.22) dénie plus bas. L'estimation
par méthode de Galerkin requiert la résolution de
xKfG,ψj,ky  xY ε,ψj,ky pour tout pj, kq P Λ . (1.18)
La présene de bruit sur la fontion image g Kf est traitée à l'aide d'une méthode
de seuillage. Deux hoix distints se présentent:
1. Opérer un seuillage sur le signal image Y ε puis résoudre l'équation i-dessus en
remplaçant Y ε par sa version seuillée dans (1.18).
2. Résoudre (1.18) et appliquer le seuillage sur le résultat.
Ces deux as mettent naturellement en jeu des proédures et des hypothèses diérentes.
Par exemple, le premier as impose l'eaité d'un seuillage appliqué sur Y ε, don
l'appartenane de g à un ertain espae de Besov (typiquement Bs νp,p siK vérie (1.17))
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et par là la ontinuité deK : Bsp,p Ñ B
s ν
p,p . Le seuillage pratiqué sur Y ε prend la forme
naturelle (voir Appendix A)
T p.q 
¸
λ¤Λ
x.,ψλy1
!
|x.,ψλy|¡τε
?
| log ε|
)ψλ .
Le deuxième as n'impose auune hypothèse supplémentaire sur K. Cependant, la
proédure de seuillage appliquée à
 
KΛ

1
Y ε requiert le ontrle des variables aléa-
toires x
 
KΛ

1
9W
J
,ψj,ky. Du fait de (1.17), es estimateurs possèdent une variane
roissante en j, qui est inorporée au seuillage. Ce dernier, pratiqué sur
 
KΛ

1
Y ε,
devient alors
T p.q 
¸
λ¤Λ
x.,ψλy1!
|x.,ψλy|¡τ2
jν ε
?
| log ε|
)ψλ .
Déomposition WVD
Il est parfois possible d'améliorer substantiellement la proédure i-dessus pour ertains
opérateurs spéiques. L'existene d'une WVD (pour Wavelet-Vaguelette Deomposi-
tion, initialement introduite par Donoho [26℄) ou bien d'une VWD (voir Abramovih
and Silverman [2℄) ore un adre intermédiaire entre SVD et ondelettes par méthode de
Galerkin. Par exemple, laWVD repose sur l'hypothèse qu'il existe une base d'ondelettes
pψλq, un système de vaguelettes pνλq et une suite βj ¡ 0 tel que, pour tout λ  pj, kq,
Kpνλq  βjψλ . (1.19)
En onséquene, en déomposant f sur la base pψλq, on obtient
xY ε,νλy 
¸
λ1
xKψλ1,νλy xf ,ψλ1y   εx
9W ,νλy
 βjxf ,ψλy   εx
9W ,νλy
où l'on a suessivement appliqué (1.19) ainsi que l'orthogonalité des ondelettes. Par
onséquent, on obtient un estimateur sans biais de xf ,ψλy en posant
x
rf ,ψλy  β
1
j xY ε,νλy
On ouple ensuite et estimateur à un seuillage doux ou dur an d'obtenir une proédure
optimale en perte L2 sur des espaes de Besov Bsπ,rpr0, 1sq. Ainsi, les systèmes duaux
pψλq et pνλq possèdent une struture adaptée à la fois à l'analyse du signal f et de
l'opérateur K.
Une diérene notable ave le adre préédent est que le système de vaguelettes pνλq
n'est pas une base (il n'est pas orthonormé). On voit don que la notion de base n'est
pas néessaire à la mise en plae d'une méthode de Galerkin. En partiulier, la méthode
WVD illustre l'utilisation d'une base de Riesz (voir [14℄) adaptée àK. Notons que ette
méthode restreint inévitablement le hamp d'appliations aux opérateurs possédant une
telle propriété, tels l'intégration, l'intégration frationnaire ou bien la transformée de
Radon.
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Déonvolution en régime périodique
La présene de et exemple ii se justie par le fait que l'utilisation des needlets pour
la déonvolution sphérique aveugle, au Chapitre 6, repose sur des arguments très simi-
laires dans des as plus omplexes. Les prinipes de la méthode développée ont permis
d'aborder similairement les problèmes inverses tels que l'inversion de la transformée de
Radon ([50℄) ou bien la déonvolution de Jaobi ([49℄).
Dans le as spéique de la déonvolution sur r0, 1s, Johnstone et al. [44℄ réonilient
l'eaité de l'étape d'inversion grâe aux séries de Fourier ave la représentation de
la fontion ible en ondelettes. Pour e faire, ils se basent sur les ondelettes de Meyer
périodisées, qui possèdent un support fréquentiel ompat. En eet, on a, pour tout
j ¥ 0,
Cj
∆
 tℓ P Z, xψj,k, e
2iπℓ.
y  0u 
2π
3

r2j 2,2js
¤
r2j, 2j 2s
	
, (1.20)
de telle sorte que les oeients d'ondelettes se alulent eaement par la formule
de Parseval. Plus préisément, supposons que l'on observe
dY εptq  k  fptqdt  εdW ptq, t P r0, 1s ,
où k P L2pr0, 1sq. On notera eℓptq  e
2iπℓt
. Par la formule de Parseval, on a
xf ,ψj,ky 
¸
ℓ¥0
xf , eℓy xψj,k, eℓy 
¸
ℓPCj
xf  k, eℓy
xk, eℓy
xψj,k, eℓy
et la somme i-dessus est nie. Un estimateur de xf ,ψj,ky est don
pβj,k 
¸
ℓPCj
xY ε, eℓy
xk, eℓy
xψj,k, eℓy .
Ave l'hypothèse de DIP (voir setion 1.5) suivante :
 
2j
2j 2
¸
|ℓ|2j
|xk, eℓy|
2
1{2
 2jν ,
on peut alibrer le seuillage des oeients obtenus et retrouver les vitesses d'estimation
minimax sur les espaes de Besov (voir setion A.3.2).
1.4.2 Déomposition biais-variane
Nous allons maintenant faire une hypothèse supplémentaire, vériée dans le adre des
Chapitre 3, 4, 5 et 6.
Assumption 1.4.1. Pour tout ℓ ¥ 1, KP Vℓ  PWℓK.
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Sous Assumption 1.4.1, on a alors
Gℓ  pKℓq1KP VℓP V Kℓ  0 ,
et par onséquent fG  P Vℓf , que nous assimilerons également à f
ℓ
. Voyons omment
s'artiule le ompromis biais-variane dans e as: en remplaçant g par Y ε dans (1.12),
l'erreur ommise se déompose de la manière suivante:
}f  pKℓq1pgℓ   ε 9W
ℓ
q} ¤ }f  f ℓ}   ε}pKℓq1 9W
ℓ
} . (1.21)
Le terme de biais }f  f ℓ} déroît ave ℓ, tandis que, en raison du aratère mal posé
du problème, le terme (aléatoire) de variane }pKℓq1 9W
ℓ
} a lui tendane à roître. Un
hoix judiieux de ℓ en fontion de ε réalise un bon ompromis entre es deux quantités.
1.5 Degree of ill-posedness, espaes de régularité et
adaptativité.
A la lumière de (1.21), le aratère mal posé du problème est ainsi illustré lors de
l'appliation d'un shéma de Galerkin par la roissane des normes }pKℓq1}
op
au fur
et à mesure que ℓ augmente. Par exemple, ette norme peut roître
• polynomialement, i.e.
}pKℓq1}
op
¤ Cℓν , (1.22)
auquel as le problème est dit moyennement mal posé.
• exponentiellement auquel as le problème est dit sévèrement mal posé.
Nous nous onentrerons sur le as d'une roissane polynomiale. Le réel ν est ap-
pelé DIP (Degree of Ill-Posedness). Comme
9W
ℓ
est un veteur gaussien standard,
}pKℓq1 9W } est une variable gaussienne de variane
}
t

pKℓq11

pKℓq11} ¤ ℓ}pKℓq1}2
op
,
où 1 est le veteur de taille ℓ dont toutes les omposantes valent 1.
D'autre part, la majoration du premier terme inite à onsidérer des espaes où la
déroissane de }ff ℓ} est elle aussi polynomiale, 'est-à-dire qu'il existe s ¡ 0,M ¥ 0
tel que }f  f ℓ}2 ¤ Mℓ2s. Dans le as où la base puℓq est onstituée des fontions
propres de l'opérateur Laplaien sur r0, 1s, on retrouve les espaes de Sobolev sur r0, 1s,
que nous noterons Ws. Les espaes de Besov fournissent une généralisation de e
prinipe à une norme π ¥ 1 quelonque (voir Appendix A).
Etant donné ν et s, le niveau de résolution optimal est ℓpεq  ε
1
ν s 1{2
et la perte
assoiée sur la boule de Sobolev de rayon M , WspMq, est
sup
fPWspMq
E

}f  pKℓq1ppKfqℓ   ε 9W
ℓ
q}

¤ Cε
2s
2ps νq 1 . (1.23)
24 CHAPTER 1. INTRODUCTION AUX PROBLÈMES INVERSES
On peut montrer (à l'aide des arguments présents dans Korostelev and Tsybakov [54,
Chapitre 2℄) que ette vitesse est optimale au sens minimax.
En pratique, la onnaissane a priori de s (et de ν) n'est pas garantie, d'où la néessité
de onstruire des proédures indépendantes de es paramètres, mais qui atteignent
asymptotiquement le même ordre de onvergene que dans le as où ils sont onnus.
Souvent, ette adaptativité se paye au prix d'un fateur logarithmique dans les vitesses
de onvergene. En pratique, e type de proédure reouvre par exemple la méthode
de Lepski ([57℄, [5℄), les stratégies de seuillage ([44℄), ou de minimisation du risque
empirique ([13℄).
Remark 1.5.1. On pourrait imaginer des déroissanes exponentielles pour les deux
termes onsidérés i-dessus. Celles-i ont par exemple été étudiées par Tsybakov [81℄.
An d'illustrer la puissane des proédures de seuillage (que nous utiliserons de
manière réurrente par la suite), nous rentrons en détail dans leur mise en plae dans
e adre spéique. Choisissons don pour niveau maximal
ℓpεq 
 
ε
a
| log ε|

2
2ν 1 .
Ce niveau surestime elui de la proédure linéaire. Cette surestimation est ompensée
par un traitement adéquat des résultats obtenus par méthode de Galerkin. Introduisons
pour e faire le seuillage déni pour x P R
Tℓpxq  x1!
|x|¡τℓνε
?
| log ε|
) ,
et soit
rf l'estimateur déni par
x
rf , uℓy  Tℓ

xpKℓq1Y ℓε, uℓy
	
1
tℓ¤ℓpεqu .
Alors on peut montrer que et estimateur atteint la même vitesse que (1.23), à un
fateur logarithmique près. Plus préisément, pour s,M ¡ 0,
sup
fPWspMq
E }rf  f} ¤ C
 
ε
a
| log ε|

2s
2ps νq 1 .
Ainsi, le seuillage permet d'obtenir l'adaptativité. En fait, pour des pertes Lp plus
générales, et dans ertains espaes de Besov Bsπ,r, on peut montrer qu'auune proédure
linéaire n'atteint la vitesse minimax, et don le seuillage (ou autre méthode non linéaire)
devient essentiel (voir Theorem A.3.1).
1.6 Néessité de onsidérer des opérateurs bruités
An d'introduire le hapitre suivant, revenons plus en détail sur le as partiulier de
la déonvolution sphérique introduite en 1.3.2. Supposons que la fontion f vit dans
l'espae de Sobolev
WspMq  tf P L2pS2q,
¸
ℓ¥0
ℓ2s}f ℓ}
2
¤ M2u ,
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ps ¡ 1{2q, et que les matriesKℓ vérient la ondition de ill-posedness }K
1
ℓ }op ¤ Cℓ
ν
.
On introduit la proédure suivante: soit, pour tout ℓ ¥ 0,
pf ℓ K
1
ℓ Y ε,ℓ .
On dénit alors l'estimateur
rf 
¸
ℓ¤L
¸
|m|¤ℓ
pf ℓ,m1!
}
pf ℓ}¥κℓ
ν
?
2ℓ 1ε
?
| log ε|
)Yℓ,m, L 
 
ε
a
| log ε|

2
2ν 1 . (1.24)
On peut montrer par des arguments standards que ette proédure est quasi-optimale
au sens minimax sur WspMq. Cependant, en pratique, l'opérateur K est inonnu a
priori. Cette diulté est heureusement ontournable ar on sait que les oeients
xKYℓ,m, Yℓ,ny sont en réalité les oeients de Fourier de la fontion h P L
2
pSOp3qq:
xKYℓ,m, Yℓ,ny  hˆℓ,m,n 
»
SOp3q
hprqRℓ,m,nprqdr ,
où les fontions Rℓ,m,n sont les fontions propres du Laplaien sur SOp3q (voir Vilenkin
[84℄).
Dans le modèle de l'estimation de densité (1), h est une densité et on observe θ1, ..., θq
q réalisations de la variable θ à densité h sur SOp3q. Un estimateur naturel de hˆℓ,m,n
est alors
1
q
q¸
i1
Rℓ,m,npθiq .
En remplaçant hˆℓ,m,n par sa version empirique, l'erreur ommise sur h (et don sur K)
aete la proédure d'estimation 1.24. De manière similaire, dans un modèle de bruit
blan on n'observe non pas hˆℓ,m,n mais sa version bruitée
hˆδ,ℓ,m,n  hˆℓ,m,n   δ 9Bℓ,m,n ,
où les variables aléatoires
9Bℓ,m,n sont i.i.d N p0, 1q. On note Kδ (resp. 9B) l'opérateur
onstitué des oeients de Fourier hˆδ,ℓ,m,n (resp. 9Bℓ,m,n). An de démontrer la nette
inuene de la pré-estimation des oeients hˆℓ,m,n sur l'estimation de f , nous om-
parons en Figure 1.2 les résultats obtenus par l'appliation de (1.24), d'abord en utilisant
l'opérateur K, puis en le remplaçant par sa version bruitée Kδ. Les paramètres sont
les suivants:
• L'opérateurK est un opérateur de Laplae dont les oeients de Fourier valent
hˆℓ,m,n 
 
1  ℓpℓ  1qq11
tmnu. K possède don un DIP de ν  2.
• On dénit f 0pωq  expp2}ω  ω1}ℓ1pR3qq où ω1  p0, 1, 0q. La fontion ible f
est la tronature de f 0 au niveau ℓ  16:
f 
¸
ℓ¤16
¸
|m|¤ℓ
xf0, Yℓ,myYℓ,m (1.25)
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Figure 1.2: De gauhe à droite : fontion ible, reonstrution pKδq
1Y ε (E  0.515) et résultat de
l'algorithme de Blokwise SVD (E  0.324) à un niveau de bruit δ  5.103, ε  0.
• On a pδ, εq  p5.103, 0q.
Le hoix de es données n'est pas innoent. D'une part, un DIP de 2 onduit déjà à des
problèmes très mal posés en pratique par la roissane rapide des normes }K1ℓ }op (e qui
signie l'instabilité grandissante de l'inversion de Kℓ). D'autre part, la présene d'un
pi au point ω  ω1 pour f 0 assure une déroissane lente des oeients de Fourier de
f0. A titre de omparaison, on a également traé le résultat obtenu par l'algorithme de
Blokwise-SVD introduit en setion 2.4, ou plus en détails au Chapitre 3. La perte E
est la perte L2 renormalisée par }f}. Comme on le voit, la présene d'erreur dans Kδ
impate l'estimation de f de manière notoire dans les hautes fréquenes. Ce phénomène
n'est pas étonnant étant donné que la matrie K15 vaut environ 4.103I31, et qu'en
vertu d'un argument lassique sur les séries de Neumann, la matrie Kδ n'est plus
assurée de posséder des propriétés similaires àK si δ} 9Bℓ}op ¡ 4.10
3
, soit }
9Bℓ}op ¡ 4{5,
un évènement réalisé ave très forte probabilité omme on le verra par la suite (Lemma
2.1.3).
Cet exemple souligne la néessité de traiter la nouvelle erreur induite par l'observation
de Kδ au lieu de K. Ce sera l'objet des hapitres suivants.
Chapter 2
Problèmes inverses à opérateurs
bruités. Prinipales ontributions.
Dans e hapitre, on introduit la notion de problème inverse à opérateur bruité (setion
2.1). On étudie ensuite diverses approhes de résolution en setion 2.2. La n de e
hapitre est dédié à la présentation de quatre exemples partiuliers : la déonvolution
aveugles par ondelettes (setion 2.3) où l'on présente de manière suinte le travail de
Homann and Reiÿ [40℄, puis un résumé des travaux originaux eetués durant ette
thèse, à savoir : la déonvolution dans le as d'un opérateur diagonal par blos dans un
adre L2 en setion 2.4, l'extension de ette proédure à un adre Lp, 1 ¤ p ¤ 8 dans
le as de la déonvolution sphérique en setion 2.6, et enn la déonvolution de Volterra
en setion 2.5. Chaune de es trois dernières setion feront l'objet d'un hapitre plus
détaillé dans la suite.
Contents
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2.5 Traitement des opérateurs intégraux de Volterra . . . . . . 41
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p
. . . . . . . . . . . 47
2.1 Modèle
Nous avons jusqu'ii onsidéré le as d'opérateurs K onnus, et nous étendons main-
tenant notre étude au as où K n'est pas onnu a priori. Nous nous plaerons durant
tout e hapitre dans le modèle de bruit blan (3), 'est-à-dire que l'on observe
dY εpsq Kf psqds  εdW psq .
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Si K est inonnu, il est impossible de retrouver f en toute généralité. Il est don
néessaire de disposer d'une information à priori sur K. Dans notre as, on supposera
que nous avons aès à une version bruitée Kδ modélisée par
Kδ K   δ 9B, 0   δ   1 .
Le proessus
9B est un bruit blan gaussien sur les opérateurs linéaires de H dans K, e
qui signie que les quantités observables prennent la forme x
9Bu, vy pour u P H, v P K.
De plus, es variables sont gaussiennes et on a
Cov

x
9Bu1, v1yK x 9Bu2, v2yK

 xu1, u2yH xv1, v2yK (2.1)
pour u1, u2 P H, v1, v2 P K. Par exemple, on peut supposer que l'opérateur Kδ est le
résultat d'une première inférene pratiquée sur l'opérateur K (voir setion 1.6). Ou
bien, un point de vue alternatif est de onsidérer que le 'vrai' opérateur K est une
perturbation inonnue d'un opérateur onnu Kδ. L'ampleur de la perturbation (ou
bien la préision de l'inférene dans le premier as) est quantiée par le paramètre δ.
On synthétise es deux modèles sous la forme suivante
#
Y ε Kf   ε 9W ,
Kδ K   δ 9B .
(2.2)
Cette modélisation, due à Efromovih and Kolthinskii [30℄, a depuis fait l'objet de
plusieurs travaux ([40℄,[63℄,[23℄ par exemple). Avant de s'atteler à son traitement,
présentons quelques exemples partiuliers où la modélisation (2.2) est ativement util-
isée (d'autres exemples sont disponibles dans [30℄ et [40℄).
Example 2.1.1 (Equation de la haleur). Considérons l'équation d'évolution
Bu
Bt
  Lu  0 , (2.3)
où L  
d¸
i,j1
B
Bxi
 
aijpxq
B
Bxj
(
est un opérateur elliptique sur G un ouvert onnexe
borné de R
d
, ave onditions de Dirihlet. La solution de (2.3) ave ondition initiale
up0, xq  f pxq s'érit upt, xq  eLtf pxq où eLt est un semi-groupe d'opérateurs ave
noyau htpx, yq. On se pose le problème de déterminer la ondition initiale f onnaissant
la solution upt0, xq pour un ertain t0 ¡ 0. Si L est inonnu, en notant H  e
Lt0
on
peut modéliser e problème omme suit:
dY εpxq Hfpxqdx  εdW pxq .
Pour tout ϕ P L2pGq, on observe alors xY ε,ϕy  xHf ,ϕy   εx 9W ,ϕy. Si H es
inonnu, on peut onduire l'expériene ave une ondition initiale f 1 onnue, qui aboutit
aux observations
dY 1εpxq Hf
1
pxqdx  εdW 1pxq .
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On retrouve don le modèle 2.2 en supposant
Cov

x
9W , ϕ1yx 9W
1
, ϕ2y

 xf , f 1y xϕ1, ϕ2y et ε  δ .
Example 2.1.2 (Equation intégrale du premier type). On onsidère un opérateur in-
tégral
Kfpxq 
»
Ω
kpx, yqfpyqdy ,
où Ω  Rd. Un tel type d'opérateur apparaît par exemple en transformant le prob-
lème préédent en une formulation variationnelle équivalente. L'ation de K est t-
régularisante, 'est-à-dire que K : Ht{2pΩq Ñ H t{2pΩq. De plus, k est typiquement
singulier sur sa diagonale (par exemple k  bpx, yq{|x  y|β, }b}
8
   8, β ¡ 0 pour
l'opérateur d'Abel). Cependant, le noyau k est inonnu, e qui motive l'introdution
du modèle kδpx, yq  kpx, yq   δ 9bpx, yq où 9b est un proessus gaussien et on aboutit au
modèle (2.2).
An d'obtenir une estimée de la fontion f , Efromovih and Kolthinskii [30℄ eurent
reours à une méthode de Galerkin sur deux bases orthonormales des espaes H et K.
Voyons don omment s'artiule ette méthode ave e nouveau adre : en projetant
l'équation (3) sur les bases puℓq et pvℓq, on obtient de même que préédemment:
Y ℓε K
ℓf ℓG   ε
9W
ℓ
.
Kℓ n'est ii pas onnu, mais nous avons aès à la matrie
Kℓδ  PWℓKP Vℓ   δPWℓ
9BP Vℓ K
ℓ
  δ 9B
ℓ
,
ave
9B
ℓ
 px
9Buk, vnyqk,n¤ℓ. Une onséquene immédiate de (2.1) est que ette matrie
est onstituée d'entrées normales N p0, 1q i.i.d.
2.1.1 Conséquene sur le ompromis biais-variane
La présene d'un nouvel alea déoulant du bruit blan
9B altère le ompromis biais-
variane (1.21). En supposant l'hypothèse 1.4.1 toujours valide, elui-i devient:
pKℓδq
1Y ℓε  f  f
ℓ
 f  δpKℓδq
1
9B
ℓ
f ℓ   εpKℓδq
1
9W
ℓ
.
Remarquons que nous avons utilisé l'inversibilité deKℓδ, propriété vériée presque sûre-
ment. Ainsi la déomposition fait lairement apparaître trois termes :
• Un terme de biais f ℓ  f .
• Un terme de variane dû au bruit du signal εpKℓδq
1
9W
ℓ
(la présene de bruit
dans pKℓδq
1
est seondaire, omme on le verra par la suite).
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• Un terme de variane dû au bruit dans l'opérateur δpKℓδq
1
9B
ℓ
f ℓ.
Supposons pour un moment que K a un DIP ν, et que ette propriété se transmet à
Kδ. Nous verrons dans les prohaines setions des traitements opérés sur l'opérateur
Kδ qui assurent ei ave grande probabilité (voir par exemple le traitement du terme
IV dans la preuve du Theorem 3.3.1). Alors on peut érire
}pKℓδq
1
}op ¤ Cℓ
ν . (2.4)
D'autre part, on dispose du lemme de onentration suivant, sur les variables }
9B
ℓ
}op
(voir [22℄),
Lemma 2.1.3. Il existe des onstantes universelles β0 ¡ 0 et c0 ¡ 0 tel que t ¥ β0,
ℓ ¥ 1,
Ppℓ1{2} 9B
ℓ
}op ¡ tq ¤ exppc0t
2ℓ2q .
Ce résultat de onentration entraîne en partiulier la majoration des moments
E } 9B
ℓ
}
p
op ¤ Cℓ
p{2 .
La ombinaison du Lemma 2.1.3 et de (2.4) implique
E }pKℓδq
1Y ℓε  f}
2
¤ C

pδ _ εqℓ2ν 1   ℓ2s

.
En minimisant la quantité i-dessus au point ℓpδ, εq  pδ _ εq
1
2s 2ν 1
, on obtient le
risque
E }pKℓδq
1Y ℓε  f} ¤ Cpδ _ εq
2s
2s 2ν 1 , (2.5)
dont on peut montrer qu'il est minimax lorsque f vit dans un espae de Sobolev et K
vérie la ondition }pKℓq1}op ¤ Cℓ
ν
(.f. Appendix B). Enore une fois, l'aent est mis
sur la néessité de onstruire une proédure atteignant ette vitesse sans onnaissane
préalable de s. Pour la mise en plae onrète d'une telle méthode ainsi que la preuve
de la performane assoiée, on onsultera la setion 4.3.4.
2.2 Shémas génériques de résolution
Toute méthode raisonnable de résolution de (2.2) omporte deux opérations réurrentes
: la régularisation du problème et son inversion. Toute la diulté réside dans leur
artiulation. Tout d'abord, haque méthode omporte invariablement une régularisa-
tion préliminaire T
op
 
K1δ

(ou T
op
 
Kδ

) de l'observation de l'opérateur, ei an de
s'assurer de la stabilité de l'inversion future. Comme il est mentionné dans Homann
and Reiÿ [40℄, il se dégage ensuite deux grandes lasses de proédures qui se distinguent
par l'ordre dans lequel on eetue les opérations suivantes :
• Inversion puis régularisation du signal, que nous appellerons plus brièvement IR,
où l'inversion du système préède la régularisation de T
op
pK1δ

Y ε.
• Régularisation du signal puis inversion que nous noterons RI, où l'on régularise
d'abord les données (Y ε, Kδ) avant d'eetuer l'étape d'inversion.
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2.2.1 Régularisation de l'opérateur bruité
La première étape est la régularisation de Kδ, qui vise à se prémunir ontre une trop
grande instabilité de l'opérateur K1δ . Dans la suite, ette méthode de régularisation
sera toujours matérialisée par une proédure de seuillage. Cavalier and Hengartner [11℄
et Cavalier and Raimondo [12℄ proèdent eux par exemple par un hoix adéquat du
niveau maximal, indépendant de s, ν.
L'instabilité de la proédure étant intrinsèquement liée à l'inversion du système, il est
néessaire que ette régularisation soit ompatible ave la struture du problème. Nous
ommençons don par exposer elle de Efromovih and Kolthinskii [30℄ ainsi que sa
motivation. Soit κ ¡ 0. On dénit le seuil Oℓ,δ  ℓ
1{2κδ
a
| log δ| et on note
T
op
pKℓδq
1
 pKℓδq
1
1
t
}pKℓδq
1
}
op
 O1
ℓ,δu
1
tℓ¤Lu , (2.6)
où L est un niveau maximal. Supposons que la ondition de DIP }pKℓq1} ¤ Qℓν est
vériée pour un ertain Q ¡ 0, et hoisissons L tel que L ¤ p2Qκδ
a
| log δ|q

1
ν 1{2
.
Le seuillage opéré permet alors de déteter une valeur aberrante de Kδ. En eet,
d'une part par un argument lassique, Kℓδ est inversible si δ}pK
ℓ
q
1
9B
ℓ
}
op
  1, qui
est un évènement réalisé ave grande probabilité si ℓ ¤ L d'après le Lemma 2.1.3.
D'autre part, sous la ondition }pKℓq1}op ¤ Cℓ
ν
et selon le hoix de L déni plus
haut, l'évènement t}pKℓδq
1
}
op
  O1ℓ,δ u est réalisé ave très grande probabilité. Cei
déoule du Lemma 2.2.1 i-dessous, dont une preuve est donnée au Chapitre 3, Lemma
3.5.3:
Lemma 2.2.1. Soient A et B deux opérateurs inversibles. Supposons que }B1}
op
¡
C1 pour un ertain C ¡ 0. Alors soit }A1}
op
¡ C1{2, soit }AB}
op
¡ C.
En posant A Kℓ, B Kℓδ, et C  Oℓ,δ, le Lemma 3.5.3 implique don
 
}pKℓδq
1
}
op
  O1ℓ,δ
(

 
}pKℓq1}
op
¡ O1ℓ,δ {2
(
¤
 
}δ 9B
ℓ
}
op
¡ Oℓ,δ
(
On vérie alors que le hoix du seuillage Oℓ,δ et du niveau maximal L impliquent
t}A}
op
¡ C1{2u  ∅ et Pp}AB}
op
¡ Cq ¤ δc0κ .
Ce seuillage traite don du as où auune struture a priori de la matrie Kℓ n'est
onnue. Aussi Efromovih and Kolthinskii [30℄ rent-ils remarquer que leur algorithme
était substantiellement perfetible lorsque Kℓ possédait une struture diagonale.
Example 2.2.2 (Cas de la déonvolution 1D). Dans le modèle (1.2), supposons désor-
mais que l'on observe kδ selon le modèle
kδ  k   δ 9b ,
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où
9b est un bruit blan gaussien sur L2pr0, 1sq, indépendant de 9W . La projetion de K
sur les fontions uℓ : x ÞÑ e
2iπℓx
résulte en la projetion de Galerkin
Kℓδ  diagpk
ℓ
q   δdiagp 9b
ℓ
q
où kℓ 
 
xk, uny

n¤ℓ
est le veteur onstitué des oeients de Fourier du noyau k,
et
9b
ℓ

 
x
9b, uny

n¤ℓ
est onstitué de variables i.i.d gaussiennes entrées réduites. On a
noté diagpvq la matrie diagonale onstituée des éléments du veteur v. D'autre part,
on a
xY ε, uny  xk, uny xf , uny   εN p0, 1q ,
de sorte que le problème est en fait une juxtaposition de problèmes indépendants sur
haque omposante propre de l'opérateur. On voit que la méthodologie présentée i-
dessus est inadaptée ar elle est totalement agnostique à ette struture séquentielle.
Soit don
k˜
ℓ
δ 
¸
n¤ℓ
xkδ, uny1!
|xkδ ,uny|¡κδ
?
| log δ|
)un .
On propose à la plae le seuillage suivant, inspiré par Efromovih and Kolthinskii [30℄:
T
op
pKℓδq  diagpk˜
ℓ
δq ,
rY
ℓ
ε 
¸
n¤ℓ
xY ε, uny1!
|xY ε,uny|¡κε
?
| log ε|
)un .
Sous les onditions f PWspMq et |xk, uℓy|  ℓν, et pour un niveau maximal adéquat,
la perte devient (voir Chapitre 3)
sup
fPWspMq
E }ToppK
ℓ
δq
1
rY
ℓ
ε  f} À
 
δ
a
| log δ|
1^ s
ν
_
 
ε
a
| log ε|

2s
2s 2ν 1 . (2.7)
Cette perte est toujours inférieure à (2.5), et elle s'en démarque partiulièrement dans
les hauts niveaux de bruit en δ. On généralisera ette étude au Chapitre 3.
Example 2.2.3 (Projetion sur une base d'ondelettes). On onsidère l'opérateur l'opérateur
à noyau K : L2pr0, 1sq Ñ L2pr0, 1sq déni par
Kfpxq 
» 1
0
kpx, yqfpyqdy ,
où k P L2pr0, 1s2q. Le aratère mal posé de e problème se traduit par une singularité
de k près de sa diagonale. Nous désirons élargir le adre de la proédure préédente
an de onsidérer les pertes minimax sur des espaes de Besov. On disrétise don
l'opérateur K sur une base d'ondelettes pψλqλ, λ  pj, kq. La singularité de k près de
sa diagonale implique que les oeients Kλ,λ1  xKψλ, ψλ1y sont d'autant plus grands
que les ondelettes ont un support prohe. Par juxtaposition des ondelettes ψλ, on obtient
don une matrie 'soleil', omme présenté en Figure 2.1. La matrie est reuse, ave
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Figure 2.1: Struture de la matrie de Galerkin sur une base d'ondelette (à gauhe), et matrie
bruitée à δ  0.001 (à droite) pour le noyau kpx, yq   log
 
1
2
| sinpπpx yqq|

. L'image est reprise de
Homann and Reiÿ [40℄.
peu de oeients signiatifs, e qui invite à un seuillage omposante par omposante.
Le seuillage de Kδ proposé dans Homann and Reiÿ [40℄ prend alors la forme
T
op
pKδqλ,λ1  pKδqλ,λ11!
|pKδqλ,λ1 |¡κδ
?
| log δ|
) . (2.8)
Nous réservons à plus tard l'étude spéique des opérateurs qui onstituent le orps
de ette thèse, à savoir les opérateurs diagonaux par blos, et les opérateurs de onvo-
lution de Volterra.
2.2.2 Proedures IR et RI
Les méthodes de résolution des problèmes inverses ave opérateur bruité se subdivisent
en deux grandes atégories. Nous disutons maintenant de es deux lasses de méthodes
dont la diérene réside dans l'ordre dans lequel on eetue les étapes d'inversion et de
régularisation du signal.
Les méthodes les plus naturelles sont sans doute les méthodes IR, ar elles généralisent
les méthodes d'inversion en as d'opérateur onnu sans hangement profond du adre
sous-jaent: une fois l'opérateur seuillé, on pratique l'inversion T
op
pK1δ qY ε avant de
régulariser le résultat. Cette régularisation peut se faire via : une méthode de Lepski
(Efromovih and Kolthinskii [30℄), un seuillage (Homann and Reiÿ [40℄, Chapitres
4 et 6), ou bien une minimisation d'un risque empirique (Marteau [63℄,Cavalier and
Hengartner [11℄,Comte and Laour [18℄).
Les méthodes RI quant à elles omportent une régularisation préliminaire du signal
observé et de l'opérateur avant l'inversion du système.
Example 2.2.4 (de méthode RI, en dimension nie, dans le as 'n ¡ p'). Supposons
que l'on reherhe X P Rp solution du système AX  B où A P Mn,ppRq, B P R
n
,
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Méthodes IR: Régularisation de Kδ ñ Inversion ñ Régularisation de ToppKδq
1Y ε
Méthodes RI: Régularisation de Kδ et Y ε ñ Inversion
Table 2.1: Shéma des deux méthodes prinipales de résolution
n ¡ p, sahant qu'on observe deux versions bruitées A˜ et B˜. On note rA|Bs la matrie
obtenue par adjontion de A et B. La méthode TLS (pour Total Least Square) herhe
à résoudre
argminX,∆A,∆b }r∆A|∆Bs}
2
HS
tel que pA˜ ∆AqX  B˜  ∆B a une solution . (2.9)
La méthode RTLS (Regularized Total Least Squares) ajoute une ondition de régularité
}LX} ¤ S où S est un seuil xé et L P Mk,p, k ¤ p.
Les méthodes RI présentent des vitesses de onvergene potentiellement plus élevées
sous ouvert d'hypothèses additionnelles vériées par l'opérateur K. En eet, il est
néessaire que la régularisation du signal observé Y ε orresponde indiretement à une
régularisation de la fontion ible f . C'est pourquoi les méthodes IR néessitent, en
plus des hypothèses lassiques de ill-posedness sur K1, des hypothèses sur l'opérateur
K. Cette tendane se retrouve nettement dans les proédures de Homann and Reiÿ
[40℄, où la ontinuité de K : Bsp,p Ñ B
s ν
p,p est requise, et au Chapitre 3, où l'on impose
la ondition }Kℓ}op ¤ Cℓ
ν
.
Seuillage des données
Dans notre as, l'étape de régularisation (de l'opérateur aussi bien que du signal) on-
sistera en une proédure de seuillage, représentée génériquement par une fontion
T : x ÞÑ x1
t|x|¡su ,
où |.| est une norme adéquate, et s un niveau de seuillage dépendant des données. Ainsi,
par exemple, dans le as du seuillage sur l'opérateur, on prendra |.|  }.}
op
la norme
spetrale, et s de la forme s  κℓ1{2δ
a
| log δ| où κ est une onstante à xer. Le seuillage
du signal lui prendra deux forme diérentes selon le type (RI ou IR) de la proédure.
Dans le as d'une méthode RI, le seuillage sera de la forme s  τε
a
| log ε|, τ ¡ 0. Si
au ontraire une méthode IR est requise, alors le seuillage du signal inlura également
un terme dépendant de δ, et se mettra sous la forme s  τsighε
a
| log ε|_ τophδ
a
| log δ|
où h est un fateur dépendant du niveau de résolution.
Derrière l'apparente simpliité de telles proédures se trouve la question hautement
non triviale du hoix des onstantes κ, τ, τsig, τop en pratique (de manière générale, les
théorèmes de onvergene n'expliitent d'ailleurs pas la dépendane par rapport à es
onstantes). Dans le as diret (δ  0) Kerkyaharian et al. [51℄ proposent par exemple
de travailler ave f  0, puis d'augmenter la onstante de seuillage γ en jeu jusqu'à e
que tous les oeients de Fourier du résultat soient tués (ette manière de proéder
trouve elle même son inspiration dans [27℄). An de généraliser ette dernière tout en
respetant son prinipe, nous proposons la méthode suivante:
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1. Choix de κ: nous nous basons sur le as où K  0. Dans e as, on peut
logiquement imposer que le seuillage de Kℓδ retourne une matrie nulle pour tout
ℓ. On xe don ℓ et δ assez grands, et, pour une ertaine grille de valeurs G, on
augmente la valeur de κ P G jusqu'à e que tous les oeients de ToppK
ℓ
δq soient
nuls.
2. Choix des onstantes τ , τsig et τop: le hoix des onstantes de seuillage du
signal dépend bien évidemment du type de proédure en jeu. Nous proposons le
hoix suivant selon que l'on utilise une méthode RI ou bien IR.
-Méthode RI, hoix de τ : on se base ette fois-i sur le as où le signal à estimer
est nul f  0. Si l'on avait aès à K, alors il surait d'adapter la méthode
i-dessus. En l'absene de la onnaissane K, le substitut le plus pertinent est
ToppKδq pour δ le plus petit possible (imposé par l'expériene). On adopte don
le protoole suivant: on observe Y ε et Kδ pour ε assez grand (et δ le plus petit
possible). On hoisit une grille H de valeurs pour τ et, en inorporant la valeur
de κ préédemment alulée, on pose τ  mintτ P H, rf  0u.
- Méthode IR, hoix de τsig et τop: il est lair que le rle de τsig et τop est de
limiter l'inuene d'une déviation (substantiellement plus grande que la variane
de l'estimateur) due à l'erreur ommise en ε (resp. en δ). On hoisit don les
onstantes séparément de la manière suivante: premièrement, on hoisit εsig ¡
δsig ¡ 0 et on pose τop  0 (resp. δop ¡ εop ¡ 0 et on pose τsig  0). On se base
enore sur le as où le signal à estimer est nul f  0. Par onséquent, on doit
retrouver
rf  0. On hoisit don une grille Gsig (resp. Gop), puis, après avoir
simulé Yεsig et Kδsig (resp. Y εop et Kδop) et intégré la valeur de κ préédemment
déterminée, on pose τsig  mintτ P Gsig, rf  0u (resp. τop  mintτ P Gop rf 
0u).
2.2.3 Détermination de bornes inférieures pour le risque mini-
max
Dans ette setion nous présentons très brièvement les méthodes d'établissement des
bornes inférieures pour le risque minimax. Premièrement, étant donné que les pertes
sont roissantes en fontion de ε, δ, le risque minimax est borné inférieurement par le
supremum des risques orrespondant respetivement aux as δ  0 et ε  0. Pour ette
raison, l'étude de bornes inférieures se déouple en deux as distints. Le as δ  0
orrespond au as régulier des problèmes inverses, et les bornes minimax ont en général
déjà été établies. Par onséquent, l'étude des bornes inférieures se limite souvent à
elle du as ε  0, 'est-à-dire que l'on observe Kf sans bruit, mais que seul Kδ est
aessible.
A la onnaissane de l'auteur, on distingue ensuite deux stratégies partiulières : soit
perturber un opérateur onnuK par un résidu δH de telle manière queK δH vérie
des onditions de DIP identiques, et appliquer les résultats de Korostelev and Tsybakov
[54, Chap. 2℄ aux fontions f 0 (hoisie préalablement) et f1  pK δHq
1Kf 0. Cette
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tehnique est appliquée dans Homann and Reiÿ [40℄, ainsi que dans les Chapitre 3 et
4, et se généralise à plusieurs perturbations en vue de l'appliation du lemme d'Assouad
ou de Fano (.f. Appendix B). Soit perturber à la fois l'opérateur et la fontion ible,
stratégie opérée dans [30℄.
2.3 Retour sur la déonvolution aveugle par ondelettes
Nous revenons ii aux méthodes développées dans Homann and Reiÿ [40℄, ar elles
onstituent en quelque sorte les avatars de elles présentes dans ette thèse. De plus,
elles permettent d'illustrer les enjeux et performanes des proédures IR ou RI. Pour
un niveau de résolution J , on notera Λ  tpj, kq, j ¤ J, k ¤ 2ju. On rappelle que f est
ii une fontion de L2pr0, 1sdq. Supposons don que l'opérateur K est symétrique, et
possède un DIP ν, e qui est matérialisé ii par la relation
xKf , fy  }f}2
Wν{2
Dénissons le niveau de résolution maximal via 2J  pε _ δq1{ν , et la proédure de
reonstrution de type IR:
f˜ 
$
&
%
¸
j¤J
¸
k¤2j
βˆj,k1"
|βˆj,k|¡τ2
jν
 
pδ
?
log δq_pε
?
log εq

*ψj,k si }pK
Λ
q
1
}op ¤ κ2
Jν ,
0 sinon
où βˆj,k  x
 
KΛδ

1
Y Λε ,ψj,ky. Remarquons que nous n'avons déni ii qu'une simpli-
ation de la vraie proédure, qui omprend un terme additionnel dans le seuillage dans
l'esprit de Delyon and Juditsky [24℄. Alors on a, pour π ¥ 1, s ¡ d{π  d{2,
Theorem 2.3.1 (Homann and Reiÿ [40℄, Theorem 5.1).
sup
fPBsπ,πpMq
}f˜  f} À
#
pδ _ εq
2s
2ps νq d
si s ¡ p2ν   1qp1{π  1{2q ,
 
δ
a
| log δ| _ ε
a
| log ε|

s d{2d{π
s ν d{2d{π
si s ¤ p2ν   1qp1{π  1{2q .
Dans le as partiulier où p  2, on retrouve don de manière adaptative en s le
taux de onvergene (2.5), et es résultats le généralisent dans le as où f P Bsπ,π, π ¥ 1
pour le risque quadratique. Dans le as où δ  0, ils oïnident ave eux présentés
dans le Theorem A.3.2 dans le as de la déonvolution périodique par ondelettes. A
notre onnaissane, auune étude systématique pour le risque Lp, p ¥ 1 n'a enore été
eetuée lorsque δ  0 (ette étude peut être déduite du Chapitre 6).
On présente maintenant l'analogue RI de ette proédure. Le seuillage opéré sur
l'opérateur a déjà été présenté dans l'exemple 2.2.3. Soit J le niveau de résolution
maximal spéié par
2J  ε1{ν ^ pδ
a
| log δ| q1{pν dq .
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On note ToppK
Λ
δ q l'opérateur projeté sur l'espae des ondelettes de niveau ¤ J , puis
seuillé selon la proédure dérite en (2.2.3). Soit
xY Λ la version seuillée de Y ε dénie
par
xY Λ 
¸
j¤J
¸
k¤2j
pγj,k1
t
|
pγj,k|¡τε
?
log ε
u
ψj,k ,
où
pγj,k  xY
Λ
ε ,ψj,ky. On dénit l'estimateur
f˜ 
#
 
ToppK
Λ
δ q

1
xY Λ si }
 
ToppK
Λ
δ q

1
}WνÑL2 ¤ κ ,
0 sinon .
Nous ne présentons pas en détail les résultats tehniques de onvergene de ette
dernière proédure. Notons toutefois, omme mentionné préédemment, qu'ils néessi-
tent entre autres une hypothèse additionnelle vériée par l'opérateur K, à savoir que
K : Bsπ,π Ñ B
s ν
π,π est ontinu si f P B
s
π,π (dans sa forme la plus simple), ainsi que la
restrition des indies ps, πq à la région dense (voir Appendix A).
2.4 Traitement des opérateurs diagonaux par blos
dans un adre RI
2.4.1 Modèle
L'exemple 2.2.2 montre que dans le as où la matrie de Galerkin est diagonale, la
proédure d'estimation peut être onduite séparément sur haune des omposantes
propres, et appelle don à une généralisation dans le as d'une SVD par blos. On se
plae dans le modèle (2.2), et on rappelle que la projetion de la première équation sur
l'espae Hℓ onduit à l'égalité
Y ε,ℓ Kℓf ℓ   ε
9W ℓ, ℓ ¥ 1 ,
oùKℓ 
 
xKuℓ,n, vℓ,my

m,n
P M
|Λℓ|pCq et p
9W ℓqℓ est une séquene de veteurs gaussiens
standards de taille |Λℓ|  dimHℓ, indépendants entre eux. Les matries Kℓ sont
inonnues, ependant d'après l'exemple 2.2.2, on a aès aux variables
xKδuℓ,n, vℓ,my  xKuℓ,n, vℓ,my   δ 9Bℓ,m,n ,
où p
9Bℓ,m,nqℓ,m,n est une suite de variables normales N p0, 1q i.i.d. On peut don refor-
muler le modèle de la manière équivalente:
ℓ ¥ 0,
#
Y ε,ℓ Kℓf ℓ   ε
9W ℓ ,
Kδ,ℓ Kℓ   δ 9Bℓ .
(2.10)
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où
9Bℓ 
 
9Bℓ,m,n

m,n¤|Λℓ|
P M
|Λℓ|pCq. Par la suite, on supposera que la taille |Λℓ| des
espaes Hℓ vérie
|Λℓ|  ℓ
d1, d P N . (2.11)
L'entier d jouera le rle d'un paramètre de dimension. Cette exemple reoupe en parti-
ulier le as de la déonvolution sphérique (d  2) exposé en 1.3.2, mais également elui
de la déonvolution de Fourier en dimension d ¥ 1. Dans e dernier as, on observe
Y ε  k  f   ε 9W ,
où k, f P L2pr0, 1sdq et 9W est un bruit blan sur L2pr0, 1sdq. En prenant pour bases
puλqℓ¥0  pvλqℓ¥0 les bases tensorisées :
uλpx1, ..., xdq 
d
¹
i1
e2iπkjxj , λ  pk1, ..., kdq .
Soit |λ|  1  
°d
j1 |kj| et Hℓ  tuλ, |λ|  ℓu. Alors on obtient une déomposition par
blos de tailles respetives
|Λℓ| 

ℓ   d 1
d 1


 ℓd1 .
En fait, et exemple est quelque peu abusif, ar K est diretement diagonal dans la
base des puλqλ, de sorte que la dimension réelle d'un blo est 0 et non d  1. Nous
verrons que notre algorithme se transrit ependant aisément à e as.
2.4.2 Algorithme
On se plae dans le adre d'un problème moyennement mal posé, où
f PWspMq : tf P H,
¸
ℓ¥0
ℓ2s}PHℓf}
2
¤M2u ,
et K vérie la ondition de ill-posedness suivante:
DQ11 ¤ Q2, tel que ℓ ¥ 1, }K
1
ℓ }op ¤ Q2ℓ
ν
et }Kℓ}op ¤ Q1ℓ
ν . (2.12)
On notera KνpQq l'ensemble des opérateurs vériant (2.12), où Q  pQ1, Q2q. La
ondition (2.12) est typiquement une ondition de type RI, ar elle impose la ontinuité
de K de Wν{2 dans W ν{2, et assure par là l'eaité d'une proédure de seuillage
standard appliquée à Y ε. Soit don κ, τ ¥ 0. Dénissons omme préisé en setion
2.2.2 le niveau de seuillage
Oℓ,δ  κ|Λℓ|
1{2δ
a
| log δ| , (2.13)
ainsi que
Eℓ,ε  τ |Λℓ|
1{2ε
a
| log ε| . (2.14)
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On dénit maintenant la proédure d'estimation BBD (pour Blind Blokwise Deon-
volution): soit
L  δ2{pν pd1qq ^ ε2{pν dq ,
et
rf 
¸
ℓ¤L
K1δ,ℓ1
t
}K1δ,ℓ }op¤O
1
ℓ,δu
Y ε,ℓ1
t
}Y ε,ℓ}¥Eℓ,εu
.
Si d ¥ 2, on vérie (voir la preuve du Theorem 3.3.1) que poser ν  0 dans la dénition
de L donne les mêmes résultats que i-dessous. Si d  1, on ne peut pas poser ν  0,
mais on peut remplaer L par L  δ1{s0 ^ ε2{d où s0 est un a priori sur la régularité
de f ('est-à-dire f PWs0).
Remarquons que ette proédure utilise un seuillage par blo ([38, 10, 9℄), pratiqué sur
l'opérateur et sur le signal, et opéré sur haque espae Hℓ. En ela, elle respete la
propriété de SVD par blos.
Enn, il est à noter que la proédure est entièrement adaptative, à la fois au signal f
ar elle ne requiert pas la onnaissane préalable de s,M , mais également à l'opérateur
K ar elle ne dépend pas de ν,Q1, Q2.
Résultats de onvergene
Etudions maintenant les vitesses de onvergene de la proédure dénie i-dessus. Pour
e faire, nous adoptons le point de vue minimax exposé en 1.2.2.
Theorem 2.4.1. Soit s,M ¡ 0. Soit ν ¡ 0 et Q  pQ1, Q2q ave Q1 ¡ 0 et Q1Q2 ¥ 1.
Alors on a
sup
fPWspMq
KPKpQq
E }rf  f} À
 
δ
a
| log δ|
1^ 2s
2ν d1
_
 
ε
a
| log ε|

2s
2s 2ν d
où À représente une inégalité à une onstante multipliative près, ne dépendant que de
s,M, ν,Q, d.
Cette étude est omplétée par elle de la borne inférieure du risque minimax. Le
risque minimax pour δ  0 est lassique, et le travail à eetuer se situe don au niveau
du premier terme (ε  0), e qui revient à observer Kf alors que K est inonnu. On
a le
Theorem 2.4.2. Sous les mêmes hypothèses que Theorem 2.4.1, ave de plus Q2 ¡
1{Q1, on a
inf
rf
sup
fPWspMq
KPKpQq
E }rf  f} Á δ1^
2s
2ν d1
_ ε
2s
2s 2ν d
où l'inmum est pris sur tout les estimateurs
rf issus des observations (2.2).
Nous pouvons don onlure que la proédure est optimale au sens minimax, à un
fateur logarithmique près, sur les espaes de SobolevWs, uniformément enK P KpQq.
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Remarquons que le taux de onvergene en δ fait intervenir l'entier d1, aratéristique
de la taille des blos d'après (2.11).
Le résultat du Theorem 2.4.2 exlut le as d'un opérateur diagonal, telle la déonvolu-
tion de Fourier sur r0, 1sd mentionnée plus haut. Dans e as préis, il sut de réadapter
la proédure en adaptant le seuillage pratiqué sur l'opérateur an de retrouver le taux
de onvergene
 
δ
a
| log δ|
1^ s
ν
_
 
ε
a
| log ε|

2s
2s 2ν d .
Enn, remarquons que le as diagonal se distingue par le fait que les résultats restent
valables si l'Assumption 2.12 est vériée pour Q1  0 ('est-à-dire que seule la borne
supérieure ompte). Un parours de la preuve du Theorem 3.3.1 au hapitre 3 sut à
le démontrer.
Ces résultats très prometteurs montrent que l'eet de l'erreur en δ est minoritaire par
rapport au niveau d'erreur dans le signal Y ε. De plus, ils expliitent la dépendane
de l'erreur en es deux paramètres de manière expliite. Bien sûr, la rapidité de es
vitesses a un prix, et e prix est l'espae des opérateurs onsidérés. En eet, la ondition
de DIP (2.12) n'est satisfaite que par des opérateurs 'quasi-diagonaux', et dans le as
où seul un ontrle sur }K1ℓ }op est disponible, les vitesses ne sont plus valables. An
d'illustrer ette remarque, nous avons appliqué la proédure aux données suivantes:
• Les opérateurs KRIℓ et K
IR
ℓ sont dénis par
KRIℓ  ℓ
1I2ℓ 1 , (2.15)
 
KIRℓ

m,n
 m11
tmnu . (2.16)
Ainsi, KRIℓ satisfait l'Assumption 2.12 alors que K
IR
ℓ ne vérie qu'une seule des
deux inégalités.
• f est la tronature au niveau ℓ  16 de la fontion f 0pωq  1{0.6729 expp2}ω
p0, 1, 0q}ℓ1q. La forme en pi de f 0 assure une bonne répartition de ses oeients
de Fourier dans les hautes fréquenes.
• Les onstantes de seuillages, alulées à partir de la méthode présentée dans la
setion 2.2.2 sont κ  0.8 et τ  0.6 pour les deux opérateurs.
Les résultats sont résumés dans le tableau 2.2, et on a traé les estimations dans le as
où pδ, εq  p103, 103q en Figure 2.2. D'une part, ils onrment l'interation entre les
vitesses de onvergene en δ et ε dans le as deKRI . En eet, la perte en ε est lairement
dominante par rapport à la perte en δ pour des niveaux de bruits omparables (et même
pour δ ¡ ε lorsque le diérentiel n'est pas trop important). Une autre illustration de
et eet se trouve en Figure 3.6. D'autre part, ils montrent que la méthode ne s'adapte
pas du tout à l'opérateur KRI , produisant des erreurs quadratiques très importantes
en partiulier lorsque ε est grand, e qui indique que le seuillage du signal n'est plus
du tout adapté. Nous verrons un moyen de orriger e défaut en setion 2.6 ou plus en
détail au Chapitre 6.
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Figure 2.2: Comparaison graphique de la proédure pour les deux opérateurs KRI (à gauhe) et
KIR (à droite), au niveau de bruit δ  ε  103.
KRI KIR
δ
ε
104 103 5.103 104 103 5.103
104 0.037 0.147 0.491 0.042 0.349 0.989
103 0.039 0.148 0.483 0.043 0.347 0.962
5.103 0.142 0.171 0.480 0.216 0.230 0.736
Table 2.2: Comparaison des deux algorithmes pour les opérateursKRI et KRI . La perte onsidérée
est l'espérane de la perte L2 renormalisée.
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2.5 Traitement des opérateurs intégraux de Volterra
du premier type
On s'intéresse ii à l'analogue ausal du problème de déonvolution traité plus haut.
Pour une fontion k P L2pR
 
q, on note
K : L2pR
 
q Ñ L
2
pR
 
q
f ÞÑ

g : t ÞÑ
» t
0
kpτqfpt  τqdτ
	
. (2.17)
L'opérateur K est une version anonique des problèmes ausaux, 'est-à-dire tel que
Kfptq ne dépend de f pτq et kpτq que pour des temps τ antérieurs à t (voir Linz [59,
Chap. 2℄). La situation est diérente de la setion préédente, ar il n'existe pas
de SVD indépendante du noyau k pour l'opérateur K. Nous nous plaerons ii
spéiquement dans le modèle de régression (2), 'est-à-dire qu'on observe
yptiq 
» ti
0
kpτqf pti  τqdτ   σηi, t1, ..., tn P r0, Tns  R
  , (2.18)
où σ ¡ 0 est un fateur de préision, et pηiq est une suite i.i.d de normales N p0, 1q.
Cette modélisation est due à Abramovih et al. [3℄ et Comte et al. [19℄.
Un aspet partiulier ii est la roissane des intervalles d'observations r0, Tns en fon-
tion de n. Nous pourrions bien sûr utiliser une borne a priori Tn ¤ T (e qui est
fait le plus souvent en pratique) mais la restrition du problème à un intervalle r0, T s
réerait immanquablement plusieurs artefats indésirables. La ontrepartie de notre
adre est la restrition, imposée par la suite, sur la déroissane (exponentielle) des
signaux en question vers l'inni. Remarquons tout de même que ette restrition n'est
pas rédhibitoire, ar les signaux observés en pratique (signaux physiques) la satisfont
très souvent.
D'autre part, ette roissane d'intervalles interdit toute assimilation à un problème
de déonvolution de Fourier (en posant par exemple f ptq  kptq  0 si t   0) ar
e dernier suppose une périodiité des signaux sur l'intervalle (variable!) r0, Tns. En-
n, les méthodes de régularisation de Tikhonov sont souvent vitimes d'un phénomène
d'oversmoothing ([15℄), en plus de ne pas respeter la nature ausale de l'équation
(2.18).
Les fontions de Laguerre onstituent un hoix bien plus intéressant dans notre as,
omme nous allons le montrer. Rappelons qu'elles sont dénies omme suit :
Denition 2.5.1. Soit a ¡ 0. Pour ℓ ¥ 0, on note
ϕℓptq 
?
2aeatLℓp2atq
la ℓ-ième fontion de Laguerre, où Lℓ est le ℓ-ième polynme de Laguerre, déni par
Lℓptq 
ℓ¸
j0
p1qℓ

ℓ
j


tj
j!
.
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Les fontions de Laguerre forment une base hilbertienne de l'espae L2pR
 
q. On
notera, pour une fontion f P L2pR q, fˇ ℓ  xf ,ϕℓy. Le paramètre a introduit ii joue
le rle d'un paramètre ajustable en fontion de la déroissane présupposée des signaux.
Par soui de larté, nous ne onsidèrerons désormais que le as prinipal a  1{2. Les
résultats sont bien sûr diretement généralisables.
Le rle partiulier joué par les fontions de Laguerre dans e ontexte est expliité par
la proposition suivante:
Proposition 2.5.2.
k, ℓ ¥ 0, t ¥ 0,
» t
0
ϕkptqϕℓpt τqdτ  ϕk ℓptq ϕk ℓ 1ptq .
Soit Vℓ l'espae vetoriel engendré par les fontions de Laguerre de degré plus petit
que ℓ. La proposition 2.5.2 aboutit aux deux onséquenes suivantes sur l'élaboration
d'une méthode de Galerkin ouplée aux espaes Vℓ: premièrement, l'Assumption 1.4.1
est satisfaite et don fG  P Vℓf . Par la suite, on identiera h
ℓ
et P Hℓh pour une
fontion h quelonque. D'autre part, notons 9k la fontion dénie via ses oeients de
Fourier
9ˇkℓ  kˇ01
tℓ0u   pkˇℓ  kˇℓ1q1tℓ¥1u .
Alors Kℓ est une matrie de Toeplitz triangulaire inférieure dont les oeients sont
donnés par les oeients de Fourier de
9kℓ:
Kℓ 







9ˇk0 0 . . . 0
9ˇk1 9ˇk0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
9ˇkℓ . . . 9ˇk1 9ˇk0

Æ
Æ
Æ
Æ
Æ

(2.19)
La propriété de Toeplitz permet de dresser un parallèle intéressant entre l'inversion de
(2.17) et l'inversion de séries entières dénies sur le disque unité de C. Si on note, pour
une fontion h P L2pR q, hpzq 
¸
ℓ¥0
hˇℓz
ℓ
on a en eet f pzq  p1{ 9kqpzqpKf qpzq.
Il reste à prendre en ompte la omposante aléatoire du modèle (2.18). Pour e faire,
introduisons la matrie de taille pℓ   1q  n,
 
Φℓ

k,i

 
ϕkptiq

. Alors on a la relation
suivante
yℓ Kℓf ℓ   σ
 
t
ΦℓΦℓ

1t
Φℓηn ,
où ηn  N p0, Inq. Soit P : r0, Tns Ñ r0, Tns une fontion stritement roissante et
régulière tel que
P p0q  0, P pTnq  Tn et P ptiq  Tn
i
n
Un alul rapide montre alors que
 
t
ΦℓΦℓ

ℓ,k

n
Tn
»
ϕkptqϕℓptqP
1
ptqdt ,
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de telle sorte que l'on peut reformuler (2.18) sous la forme suivante :
yℓ Kℓf ℓ   σ

Tn
n
ξℓ
où ξℓ  N p0,Ωℓq et Ωℓ  nT
1
n
 
t
ΦℓΦℓ

1
. Dans un problème au design bien ondi-
tionné, on a Ωℓ  Iℓ 1.
Nous étendons de plus e adre à elui de la déonvolution aveugle en supposant que
l'on n'observe non pas k mais une version bruitée 9kδ  9k   δ 9b de 9k, où 9b est un bruit
blan gaussien sur L2pR
 
q. Ces observations onduisent par projetion sur l'espae des
fontions de Laguerre de degré inférieur à ℓ au modèle séquentiel suivant:
$
&
%
yℓ Kℓf ℓ   σ
b
Tn
n
ξℓ
Kℓδ K
ℓ
  δ 9B
ℓ
(2.20)
Ii,
9B
ℓ
est une matrie de Toeplitz triangulaire inférieure dont les entrées sont des
normales N p0, 1q i.i.d. Dans la suite, on notera ε  σ
?
Tnn1.
2.5.1 Hypothèses du modèle
En vue de la formulation d'algorithmes d'estimation, on onsidère les hypothèses suiv-
antes sur le modèle:
Assumption 2.5.3 (Design). • Il existe un entier n0 tel que nT1n ¡ σ pour tout
n ¥ n0. De plus,
lim
nÑ8
Tn  8, et lim
nÑ8
Tn
n
 0 .
• Pour un ertain entier L (préisé i-dessous), il existe C ¥ c ¡ 0, tel que
ℓ ¤ L, c ¤ }Ωℓ}op ¤ C .
Assumption 2.5.4 (Régularité de f ). Il existe s ¡ 1{2 tel que
f PWs
∆

 
f P L2pR q,
¸
ℓ¥0
pℓ 
1
2
q
2s
|fˇℓ|
2
  8
(
.
Assumption 2.5.5 (Degree of ill-posedness). Soit γk  xp1{
9kq,ϕky, de telle sorte que
p1{ 9kqpzq 
¸
k¥0
γkz
k
. Il existe ν ¡ 0, Q2, Q1 ¡ 0, tel que pour tout ℓ ¥ 0,
ℓ¸
k0
γ2k ¤ Q2pℓ_ 1q
2ν1 , (2.21)
}pKℓq1}op ¥ Q1pℓ_ 1q
ν . (2.22)
On notera KνpQq l'ensemble des opérateurs vériant ette propriété.
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2.5.2 Algorithme et vitesse de onvergene
Nous allons mettre en plae un algorithme IR an d'estimer f . On dénit omme
préédemment le niveau de résolution maximal
L  λ

ε
a
| log ε| _ δ| log δ|
	
1
,
ainsi que les deux niveaux de seuillage
Oℓ,δ  κpℓ log ℓ_ 1qδ
a
| log δ| , (2.23)
Sℓ 
#
}pKℓδq
1
}
op
pℓ_ 1q1{2

τsigε
a
| log ε| _ τ
op
δ| log δ|
	
si }pKℓδq
1
}
op
  O1ℓ,δ ,
 8 si }pKℓδq
1
}
op
¥ O1ℓ,δ .
(2.24)
Pour ℓ ¥ 0, soit ζℓ  xpK
ℓ
δq
1
1
t
}pKℓδq
1
}
op
 O1
δ,l u
yℓ,ϕℓy. L'estimateur
rf de f est
rf 
¸
ℓ¤L
ζℓ1
t|ζℓ|¡Sℓu
ϕℓ .
Ses performanes sont résumées dans les deux théorèmes suivants.
Theorem 2.5.6 (Borne supérieure). Soit M ¥ 0 et s ¡ 1{2. Soit ν ¡ 0, Q2, Q1 ¡ 0.
Sous les onditions 2.5.3, pour κ, τsig et τop susamment grands,
sup
fPWspMq
KPKνpQq
E }rf  f} À

δ| log δ|
	
s
s ν
_

ε
a
| log ε|
	
s
s ν
où À représente une inégalité à un fateur onstant multipliatif près, dépendant unique-
ment de λ, κ, τsig, τop, s,M, ν,Q1, Q2.
Theorem 2.5.7 (Borne inférieure). Soit s ¡ 1{2, M ¥ 0, ν ¡ 1{2 et Q2 ¥ cνQ1 ¡ 0.
Ii cν est une onstante dépendant de ν que nous ne herherons pas à préiser. Alors
inf
f˜
sup
fPWspMq
KPKνpQq
E }f˜  f} Á δ
s
s ν
| log δ|1 _ ε
s
s ν
| log ε|1
où l'inmum est pris sur tout les estimateurs f˜ de f basés sur les observations (2.20).
Ces deux théorèmes attestent don de l'optimalité au sens minimax de la proédure
pour une perte L2, à un fateur logarithmique près. Enn, même si le adre est dédié
à la déonvolution de Volterra, les résultats se généralisent diretement à n'importe
quel problème inverse faisant intervenir une matrie de Galerkin triangulaire inférieure
possédant la propriété de Toeplitz.
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δ
ε
0 103 102 3.102
0 0 0.012 0.109 0.312
103 0.005 0.012 0.108 0.301
102 0.053 0.039 0.116 0.318
3.102 0.118 0.109 0.145 0.324
Table 2.3: Erreur moyenne L2 renormalisée de la proédure.
2.5.3 Aspets pratiques
La mise en appliation du préédent algorithme requiert une préaution préliminaire.
En eet, la bonne marhe du Theorem 2.5.6 repose sur la validité de l'Assumption
2.5.3. De plus, la manipulation de polynmes de Laguerre de grand degré sur mahine
est sujette à une forte instabilité. Par onséquent, nous substituons au hoix du niveau
maximal le niveau maximal suivant, plus raisonnable en pratique
N  L^maxtℓ ¥ 0 t.q. }Ωℓ}op ¤ αu ,
où α ¡ 1 est un seuil préliminaire à xer (ii xé à 1.5). Etudions don les per-
formanes pratiques de e nouvel estimateur. On se propose dans un premier temps
d'étudier l'interation entre les deux types d'erreurs (en ε et en δ) dans le as d'un
design idéalement onditionné (Ω  I), puis d'appliquer onrètement la proédure
dans le adre du problème de régression originel.
On ne onsidère don dans un premier temps que l'inuene de l'erreur en δ et ε
sur la proédure, en imposant artiiellement Ω  I. On applique la proédure
aux données f 1ptq  pt  t
2
q expptq et k  ϕ0. Les onstantes de seuillage sont
pκ, τsig, τopq  p0.3, 1, 0.1q. On reporte les résultats dans le tableau 2.3, et on trae en
Figure 2.3 le résultat de la proédure. Les résultats semblent indiquer que, même si les
taux de onvergene sont omparables dans le Theorem 2.5.6, en pratique l'erreur sur
le signal a un eet plus prononé que l'erreur sur l'opérateur.
An d'illustrer les performanes de notre algorithme, on applique ensuite notre
algorithme au problème initial 2.18. Nous avons représenté en Figure 2.4 le résultat de
e dernier, ave les paramètres suivants:
• Le design est onstitué des points ti 
°i
j1pstep |Xj|q, i ¤ n où step est un pas
xe perturbé par la suite de variables gaussiennes Xj  N p0, 102q. Les niveaux
de bruit sont σ  δ  5.102.
• La fontion f (resp. k) est assoiée au polynme p1zq1{2 (resp. ϕ0). Les valeurs
observées sont don les yptiq  gptiq   σηi où gpzq  p1 zq
3{2
.
• Les paramètres utilisés, déterminés par la méthode présentée en setion 2.2.2 sont
κ  0.3, τsig  1 et τop  0.1.
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Figure 2.3: Estimation de f1 pour un bruit dans l'opérateur prédominant pδ, εq  p10
2, 103q, puis
pour un bruit dans le signal prédominant pδ, εq  p103, 102q.
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Err0.133
Figure 2.4: Résultat (Res) de la proédure appliquée au adre de la régression. Ii, Err dénote
l'erreur L2 renormalisée.
• Les oeients de Fourier de y ont été estimés par une méthode des trapèzes.
La Figure 2.4 souligne l'inuene de la qualité du design sur l'estimation de f . En
partiulier, la onentration des points d'observations ti autour de 0 a une inuene
prépondérante étant donnée la déroissane exponentielle des signaux observés.
2.6 Extension des opérateurs diagonaux par blos au
as L
p
Revenons au as des opérateurs diagonaux par blos, et plus préisément sur l'exemple
de la déonvolution sphérique. Il est bien onnu que qu'une perte de type L2, même
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Figure 2.5: Vue de fae et de haut des fontions Y 81 (en haut) et Y
8
12 (en bas).
si elle onstitue la perte la plus intuitive et la plus agréable à manipuler, ne rend pas
eaement ompte de phénomènes spatiaux à l'éhelle loale. En partiulier, les har-
moniques sphériques dérites en (1.10) présentent une loalisation spatiale extrêmement
pauvre, nous privant par là d'une analyse du type multi-résolution sur la sphère. An
d'illustrer es propos, nous avons disposé en Figure 2.5 les représentations graphiques
des fontion Y 81 et Y
8
12.
D'autre part, le remède à e phénomène ompromettant est déjà onnu dans le
as de la déonvolution 'direte' (δ  0). A partir d'une déomposition de Paley-
Littlewood, Narowih et al. [68℄ ont mis au point un système de fontions sphériques,
baptisées needlets pour leur forme en aiguille, et beauoup plus aptes à représenter
les signaux d'un point de vue loal (voir Figure 2.6). De manière remarquable, es
fontions onservent de surroît les propriétés attrayantes des harmoniques sphériques
dans le ontexte des problèmes de déonvolution sphérique. Plus préisément, elles
onsistent en un réarrangement fréquentiel loalisé de es dernières, e qui modie
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Figure 2.6: Vue de fae et de haut d'une needlet de niveau 3 entrée autour du point p0, 0, 1q. La
gure illustre la onentration de la needlet autour de son entre, ainsi que la propriété axisymétrique
autour de l'axe Oz.
susamment peu la propriété de SVD par blos pour les utiliser de manière eae.
Kerkyaharian et al. [51℄ ont don tiré prot de es avantages pour onstruire leur
proédure d'estimation, optimale pour des pertes Lp sur des espaes de Besov Bsπ,q,
dans le as où K est onnu.
Notre but est ii de tirer parti des needlets en adaptant la proédure préédente
au as d'un opérateur bruité. Le adre déni en setion 2.4 onstitue un bon point
de départ pour la prise en ompte du bruit dans l'opérateur. Voyons e que donne
l'algorithme adapté: on dénit
pβj,η  xY ε,ψj,ηy 
2j 1
¸
ℓ2j1
xY ε,ℓ,ψj,η,ℓy, 2
J
 δ1{pν 1{2q ^ ε1{pν 1q ,
pY ε 
J¸
j0
¸
ηPZj
pβj,η1
!
|
pβj,η |¡τε
?
| log ε|
)ψj,η, ToppKδq 
¸
ℓ¤2J 1
Kδ,ℓ1
t
}Kδ,ℓ}op¤O
1
ℓ,δu
,
et nalement
f˜  ToppKδq
1
pY ε .
Malheureusement, et algorithme possède de pauvres performanes pratiques, même
sur des as très simples (opérateur diagonal). Nous listons i-dessous plusieurs raisons
qui nous ferons privilégier l'usage d'une proédure IR par rapport à une proédure RI.
• La raison prinipale de l'éhe de ette proédure est l'inompatibilité du seuillage
en aval sur Y ε ave la régularisation ToppKδq, ontrairement au as Fourier où
la bonne marhe de la proédure était garantie par la propriété de SVD par
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blos (voir le traitement du Term III dans la preuve du Theorem 3.3.1). En
eet, là où un seuillage pratiqué sur }Y ε,ℓ} garantissait un seuillage en amont sur
}
 
K1Y ε

ℓ
}, il n'y a auune raison que ette propriété soit onservée au niveau
des oeients dans la base de needlets. En fait, haque oeient xY ε,ψj,ηy fait
intervenir tous les produits salaires
 
xK1Y ε,ψh,αy

αPZh
pour |h j| ¤ 1.
• On pourrait don être tenté d'utiliser également un seuillage par blos dans l'idée
de BBD, mais pratiqué dans la base de needlets à haque niveau de résolution j.
Cei ne résout ependant pas le problème ar la quantité
°
ηPZj
|xY ε,ψj,ηy|
2
fait
toujours intervenir les produits salaires xK1Y ε,ψh,αy pour h  j 1, j  1. De
plus, l'eaité d'un tel seuillage resterait onné à une perte de type L
2
. L'une
des propriétés remarquables des algorithmes d'estimation basés sur les needlets
étant leur optimalité pour toute perte Lp, 1 ¤ p ¤ 8, nous ne voulons pas nous
limiter à une seule d'entre elles.
• Comme nous l'avons déjà mentionné, les hypothèses néessaires à la onvergene
d'un shéma de type IR sont moins ontraignantes que pour une proédure RI.
Nous allons voir que la proédure IR ne néessite en eet qu'un ontrle (habituel)
sur }K1ℓ }op.
• Ajoutons à ela que la proédure NEED-VD, dérite dans le Chapitre 5, et op-
timale dans le as de la déonvolution sphérique ave opérateur onnu, est une
proédure de type IR. Il paraît don naturel de requérir la même propriété pour
l'algorithme de déonvolution ave opérateur bruité.
Nous nous tournons don en onlusion vers un shéma de type IR ave un seuillage
opéré oeient par oeient.
2.6.1 Needlets
Sans entrer dans les détails, rappelons les prinipales étapes de la onstrution des
needlets. Une desription plus détaillée est présentée au Chapitre 5. Tout d'abord,
une déomposition de type Paley-Littlewood est appliquée aux noyaux des projeteurs
P Hℓ sur les espaes Hℓ. Ces noyaux étant eux même des polynmes, ils sont ensuite
disrétisés (en espae) selon une formule de quadrature sur la sphère. Cette onstrution
résulte en un système de fontions ψj,η qui est 'presque' une base orthonormale (en
partiulier, deux needlets ψj,η et ψh,α sont orthogonales si |j  h| ¡ 1), aux propriétés
de onentration à la fois fréquentielles (par onstrution) mais également spatiales
remarquables. En partiulier, elles vérient la propriété de type 'frame' suivante
f P L2pS2q, }f}2 
¸
j¥1
¸
ηPZj
xf ,ψj,ηy
2 ,
ainsi que l'inégalité de onentration quasi-exponentielle
k ¥ 0, DC ¥ 0 t.q. ω P S2, |ψj,ηpωq| ¤
C22j
 
1  2jdpω, ηq
k
, (2.25)
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où on a noté dp., .q la distane géodésique sur la sphère. Cette propriété en fait des
outils adaptés à une analyse du type multi-résolution sur la sphère. Elles permettent
également d'y introduire la notion d'espaes de Besov dans l'idée de eux dénis sur
R
n
(voir la setion 5.2 ou de manière plus préise [68℄).
2.6.2 Algorithme et résultats
Notre proédure est une shéma de type IR adapté à la base en question. Comme nous
l'avons déjà mentionné, la matrie de K dans la base
 
ψj,η

j,η
est mal struturée (elle
ressemble à la matrie dans la Figure 2.1, ave de plus des oeients orrélés). De
plus, les harmoniques sphériques, qui diagonalisentK par blos, entrent naturellement
dans l'expression des fontions ψj,η. Aussi, d'après l'égalité de Parseval et la propriété
de SVD par blos 1.11, le oeient xKf ,ψj,ηy se déompose de la manière suivante
xf ,ψj,ηy 
¸
ℓPLj
xK1ℓ
 
Kf

ℓ
,ψj,η,ℓyR2ℓ 1 ,
où on a noté Lj l'ensemble des entiers entre 2
j1
et 2j 1. Il sut alors d'introduire
l'estimateur naturel de
 
Kf

ℓ
, à savoir Y ε,ℓ, et l'estimateur naturel de K
1
ℓ , à savoir
K1ℓ,δ ombinés ave les proédures de seuillages adéquates.
Cadre de la proédure
Le adre de la nouvelle proédure néessite l'extension de la notion d'espae de Sobolev
aux espaes de Besov, ainsi que la modiation des hypothèses sur l'opérateur K an
d'opérer une méthode IR. On supposera don que la fontion f vit dans un espae de
Besov, dont une version plus détaillée est présente au Chapitre 5,
Bsπ,r 
!
f P LπpS2q,



2jps 2p
1
2

1
π
qq
p
¸
ηPZj
|xf ,ψj,ηy|
π
q
1{π



ℓr
  8
)
.
Quant à l'opérateur K, on supposera qu'il vérie les onditions suivantes:
Assumption 2.6.1. Il existe ν ¥ 0, Q1, Q2 ¥ 0 tel que, pour tout ℓ P N,
Q1pℓ_ 1q
ν
¤ }K1ℓ }op ¤ Q2pℓ_ 1q
ν . (2.26)
On notera KνpQ1, Q2q l'ensemble des opérateurs satisfaisant à es deux onditions.
Dénition de la proédure BND
Supposons que Assumption 3.2.2 est vériée, et dénissons le niveau maximal J par
2J  λt
 
ε
a
| log ε|

1
^
 
δ
a
| log δ|

2
u , (2.27)
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pour un paramètre positif λ. On onserve la proédure de seuillage de l'opérateur de
la setion 2.4. Pour j P N, soit
ℓj  mintℓ P Lj , Top
 
Kδ,ℓ

 0u
(ave la onvention minH   8), et, pour des onstantes positives κ et τsig, τop,
Oℓ,δ  κ
?
2ℓ  1δ
a
| log δ| , (2.28)
Sjpδ, εq 
#
}K1δ,ℓj}op

τsigε
a
| log ε| _ τop2
j{2δ
a
| log δ|
	
si ℓj   8 ,
 8 si ℓj   8 .
(2.29)
Notre estimateur f˜ de f est déni par
f˜ 
¸
j¤J
¸
ηPZj
pβj,η1
t
|
pβj,η |¡Sjpδ,εqu
ψj,η où
pβj,η 
2j 1
¸
ℓ2j1
xpKδ,ℓq
1
1
t
}pKδ,ℓq
1
}¤O1ℓ,δu
Y ε,ℓ,ψj,η,ℓy .
On appelle BND (pour Blind Deonvolution using Needlets) ette proédure.
Performanes théoriques et pratiques
Theorem 2.6.2. Soit π ¥ 1, s ¡ 2{π, r ¥ 1 et M ¡ 0. Soit ν ¥ 0, Q1 ¥ Q2 ¡ 0.
Alors pour κ et τsig, τop susamment grands, pour tout p P r1, 8r,
sup
fPBsπ,rpMq,KPKνpQ1,Q2q
E }f˜  f}pp Àp| log ε|q
p1
pε
a
| log ε|qpµp2q
_ p| log δ|qp1pδ
a
| log δ|qpµp1q (2.30)
où À signie inégalité à une onstante multipliative près ne dépendant que de
p, s, π, r,M, ν,Q1, Q2, λ, κ, τsig et τop, et où les éléments µpdq sont dénis pour d P N
par
µpdq 
$
'
'
'
'
&
'
'
'
'
%
s
s ν  d
2
si s ¡ pν   d
2
qp
p
π
 1q
ou s  pν   d
2
qp
p
π
 1q et r ¤ π ,
s2{π 2{p
s2{π ν  d
2
si
2
π
  s   pν   d
2
qp
p
π
 1q .
Theorem 2.6.3. Sous les hypothèses du Theorem 2.6.2,
sup
fPBsπ,rpMq,KPKνpQ1,Q2q
E }f˜  f}
8
À
a
| log ε|pε
a
| log ε|qµ
1
p2q
_
a
| log δ|pδ
a
| log δ|qµ
1
p1q , (2.31)
où
µ1pdq 
s 2{π
s 2{π   ν   d
2
.
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δ ε
E}f˜  f}2 E}f˜  f}8
BBD BND BBD BND
3.103
103 0.2210 0.1695 0.3867 0.3464
104 0.1013 0.1603 0.2146 0.3374
103
103 0.2195 0.1242 0.3870 0.2204
104 0.0839 0.0594 0.1931 0.1569
104
103 0.2194 0.1267 0.3863 0.2257
104 0.0825 0.0584 0.1924 0.1571
Table 2.4: Average normalized L2 and L8 loss of BBD and BND.
Nous avons ainsi généralisé les résultats de Kerkyaharian et al. [51℄ au as de la
déonvolution aveugle. Dans le as où l'opérateur est onnu, la proédure, ainsi que le
théorème de onvergene, sont en eet identiques. Cela n'aurait pas été le as si nous
avions voulu appliquer une proédure RI.
Remarquons également que l'on retrouve dans les taux de onvergene en δ et ε le même
diérentiel dimensionnel que elui observé dans le Chapitre 3. En eet, l'erreur en ε
orrespond à un problème en dimension 2, alors que l'erreur en δ orrespond elle à un
problème en dimension 1 (la 'dimension' d'un blo).
Enn, et algorithme et ses résultats se transrivent au as générique d'une SVD par
blos, lorsque le système de needlets onstruit à l'aide de la déomposition de Paley-
Littlewood sur les fontions propres de l'opérateur jouit de propriétés similaires à (2.25).
Dans e as, l'entier intervenant dans le taux de onvergene en δ est remplaé par
la dimension des blos ('est-à-dire l'entier k tel que |Λℓ|  ℓ
k
). Plusieurs exemples
d'appliations sont mentionnés en setion 6.2.1.
Nous avons omparé les performanes pratiques de ette proédure (que nous noterons
BND) ave elle développée dans le Chapitre 3 (que nous noterons BBD). En parti-
ulier, les paramètres hoisis sont les suivants:
• La fontion ible est la fontion en pi fpωq  expp2}ω  ω1}ℓ1pR3qq où ω1 
p0, 1, 0q.
• L'opérateur est un opérateur de Rosenthal (voir Chapitre 6 pour une dénition)
de DIP ν  1.
• Les onstantes de seuillage, déterminées par la méthode dérite en 2.2.2 sont : κ 
0.8 puis, pour BBD, pτsig, τopq  p0.6, 0.1q et pour BND, pτsig, τopq  p0.9, 0.2q.
On reporte dans le tableau 2.4 les pertes moyennes quadratiques ainsi qu'en norme
innie (alulées sur une grille de 4096 points, à partir d'une méthode de Monte-Carlo
à 200 observations) pour ertaines valeurs de pδ, εq et on représente en Figure 2.7 les
résultats des deux algorithmes pour pδ, εq  p103, 104q.
54 CHAPTER 2. PROBLÈMES INVERSES À OPÉRATEURS BRUITÉS
(a) BBD (b) BND
Figure 2.7: Résultats des deux algorithmes pour pδ, εq  p103, 104q.
Les résultats onrment lairement nos attentes : lorsque ε ¡ δ, les performanes
des needlets surpassent elles de la base de Fourier, que e soit en norme L2 ou L8,
alors que dans le as où δ " ε, BBD l'emporte sur BND. Cei est dû au fait que
l'opérateur de Rosenthal K satisfait également la ondition (2.12), et par onséquent
les résultats de onvergene établis en setion 2.4.2 s'appliquent. Le hoix K  KIR
aurait évidemment aentué es diérenes de performanes.
Chapter 3
Blokwise SVD with error in the
operator and appliation to blind
deonvolution
This hapter is the replia of an artile written in ollaboration with Sylvain Delattre,
Mar Homann and Dominique Piard, and submitted to a sienti review. It an be
read independently from the rest of the manusript.
Abstrat: We onsider linear inverse problems in a nonparametri statistial
framework. Both the signal and the operator are unknown and subjet to error
measurements. We establish minimax rates of onvergene under squared error loss
when the operator admits a blokwise singular value deomposition (blokwise SVD)
and the smoothness of the signal is measured in a Sobolev sense. We onstrut a
nonlinear proedure adapting simultaneously to the unknown smoothness of both the
signal and the operator and ahieving the optimal rate of onvergene to within
logarithmi terms. When the noise level in the operator is dominant, by taking full
advantage of the blokwise SVD property, we demonstrate that the blok SVD
proedure overperforms lassial methods based on Galerkin projetion [30℄ or
nonlinear wavelet thresholding [40℄. We subsequently apply our abstrat framework to
the spei ase of blind deonvolution on the torus and on the sphere.
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3.1 Introdution
3.1.1 Motivation
Consider the following idealised statistial problem: estimate a funtion f (a signal, an
image) from data
yn  Kf   n
1{2
9W, (3.1)
where
K : HÑ G
is a linear operator between two Hilbert spaes H and G. The observation of the
unknown f P H is hallenged by the ation of the linear degradation K as well as
ontaminated by an experimental Gaussian white noise
9W on G with vanishing noise
level n1{2 as n Ñ 8. Alternatively, in a density estimation setting, we observe a
random sample pZ1, . . . , Znq drawn from a probability distribution
1
with density Kf .
In eah ase, we do not know the operator K exatly, but we have aess to
Kδ  K   δ 9B, (3.2)
where
9B is a Gaussian white noise on HG thanks to preliminary experiments or
alibration through trial funtions. This setting has been disussed in details in [30, 40℄.
In this paper, we are interested in operatorsK admitting a singular value deomposition
(SVD) or a blokwise SVD. In essene, we know the typial eigenfuntions of K but
not the eigenvalues. We over two spei examples of interest: spherial and irular
deonvolution.
Spherial deonvolution. Used for the analysis of data distributed on the elestial sphere,
see Setion 3.4.1 below. One observes a random sample pZ1, . . . , Znq with
Zi  εiXi, i  1, . . . , n
where the εi are random elements in SOp3q, the group of 33 rotation matries, and the
Xi are independent and identially distributed on the sphere S
2
, with ommon density
f with respet to the uniform probability distribution µ on S2. In this setting, if the εi
have ommon density g with respet to the Haar measure du on SOp3q, we have
Kfpxq  g Æ fpxq 
»
SOp3q
gpuqfpu1xqdu, x P S2.
We are interested in the ase where the exat form g is unknown. However, K is
blok-diagonal in the spherial harmoni basis.
1
In that setting, Kf must therefore also be a probability density .
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Cirular deonvolution. Used for restoring signal or images, see Setion 3.4.2 below. We
take H  G  L2pTq the spae of square integrable funtions on the torus T  r0, 1s
(or r0, 1sd) appended with periodi boundary onditions. We have
Kfpxq  g Æ fpxq 
»
T
gpuqfpx uqdu, x P T.
The degradation proess K  g Æ  is haraterised by the impulse response funtion g
whih we do not know exatly. However, K is diagonal in the Fourier basis.
Although the problem of estimating f is fairly lassial and well understood when
K is known (a seleted literature is [81, 13, 26, 2, 17, 44, 50℄ and the referenes therein),
only moderate attention has been paid in the ase of an unknown K despite its relevane
in pratie. When the eigenfuntions of K are known solely, we have the results of
Cavalier and Hengartner [11℄, Cavalier and Raimondo [12℄ but they are onned to
the ase where the error in the operator is negligible δ ! n1{2. In a general setting
with error in the operator, Efromovith and Kolhinskii [30℄ and later Homann and
Reiÿ [40℄ studied the reovery of f when the eigenfuntions and eigenvalues of K are
unknown. In both ontributions, a marginal attention is paid to the ase of sparse or
diagonal operators, but it is showed in both papers that unusual rates of onvergene
an be obtained when n1{2 ! δ. In a univariate setting, Neumann [70℄ and Comte and
Laour [18℄ onsider the ase of deonvolution with an error density, known only through
an auxiliary set of m learning data. This formally orresponds to having δ  m1{2 in
our setting. Minimax rates and adaptive estimators are derived in both regimes m ! n
and n ! m. We address in the paper the following program:
i) Constrution of a feasible proedure
pfn,δ estimating f from data (3.1) and (3.2)
that ahieves optimal rates of onvergene (up to inessential logarithmi terms).
We require
pfn,δ to be adaptive with respet to smoothness onstraints on f and
K.
ii) Identiation of best ahievable auray for f under smoothness onstraints on
f and K so that the interplay between n1{2 and δ an be expliitly related in the
asymptoti δ Ñ 0 and n Ñ 8; this inludes the omparison with earlier results
of [70, 30, 40℄ in the ontext of blokwise SVD.
iii) Appliation to spherial deonvolution on S
2
or irular deonvolution on the
torus; this inludes the disussion of our ndings in terms of the existing literature
on the topi [12, 51, 52℄ and some pratial aspets of numerial implementation.
3.1.2 Main results and organisation of the paper
In Setion 3.2, we present an abstrat framework that allows for operators K to admit
a so-alled blokwise SVD. This property is simply turned into the existene of pairs of
inreasing nite dimensional spaes (Hℓ, Gℓq that are stable under the ation ofK. The
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blokwise SVD property is further appended with a smoothness ondition quantied
by the arithmeti deay of the operator norm of K and its inverse on Hℓ (resp. Gℓ)
(the so-alled ordinary smooth assumption, see e.g. [81℄). By means of a reonstrution
formula, we obtain in Setion 3.2.2 an estimator
pfn,δ of f by rst invertingKδ onHℓ with
a thresholding tuned with δ and then lter the resulting signal by a blok thresholding
tuned with n1{2. As for i) and ii), we establish in Theorems 3.3.1 and 3.12 of Setion
3.3 the minimax rates of onvergene for Sobolev onstraints on f under squared error
loss and we demonstrate that
pfn,δ is optimal and adaptive to within logarithmi terms.
The expliit interplay between δ and n1{2 is revealed and disussed in the ase of sparse
operator when n1{2 ! δ, ompleting earlier ndings in [30, 40℄ and to some extent [70℄
in the univariate ase for density deonvolution. In partiular, we demonstrate that a
ertain parametri regime dominates when the smoothness of the signal dominates the
smoothing properties of the operator. Conerning iii), the method is applied to the ase
of spherial and irular deonvolution in Setion 3.4 where harmoni Fourier analysis
enables to provide expliit blokwise SVD for the onvolution operator. We illustrate
the numerial feasability of
pfn,δ and the phenomena that appear in the ase n
1{2
! δ.
Setion 3.5 is devoted to the proofs.
We hoose to state and prove our results in the white Gaussian model generated by
the observation of yn and Kδ dened by (3.1) and (3.2). The extension to the ase of
density estimation, when yn is replaed by the observation of a random sample of size
n drawn from the distribution Kf , like for instane in [70, 18℄ is a bit more involved,
due to the intrinsi heterosedastiity that appears when enforing a formal analogy
with the Gaussian setting (3.1). It is briey addressed in the disussion Setion 3.3.2
3.2 Estimation by blokwise SVD
3.2.1 The blokwise SVD property
Let G denote a family of linear operators
K : HÑ G
between two Hilbert spaes H and G that shall represent our parameter set of unknown
K.
A fundamental property (Assumption 3.2.1 below) is that an expliit singular value
deomposition (SVD) or blokwise SVD is known for all K P G simultaneously. More
speially, we suppose that there exist two expliitly known bases peλ, λ P Λq of H
and pgλ, λ P Λq of G, as well as a partition of Λ  Yℓ¥1Λℓ with Λℓ XΛℓ1  H if ℓ  ℓ
1
,
and a onstant d ¥ 1 suh that:
ℓd1 À |Λℓ| À ℓ
d1,
where À means inequality up to a multipliative onstant that does not depend on ℓ.
Here |Λℓ|  CardpΛℓq.
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It is worthwhile to notie that in our examples as well as in the rates of onvergene
that we will exhibit later, d plays the role of a dimension. In partiular, d  1 orre-
sponds to a 'standard SVD', whereas d ¡ 1 reates bloks and deserves the name of
'blokwise' SVD. However, there is no need in the paper to assume that d is in N. Set
Hℓ  Spanteλ, λ P Λℓu and Gℓ  Spantgλ, λ P Λℓu.
The Galerkin projetion of an operator T : H Ñ G onto pHℓ, Gℓq is dened by Tℓ 
PℓT
|Hℓ , where Pℓ is the orthogonal projetor onto Gℓ.
Assumption 3.2.1 (Blokwise SVD).
K
|Hℓ  Kℓ for every K P G, ℓ ¥ 1.
We further need to quantify the ation of K on Hℓ. We denote by }Tℓ}HℓÑGℓ 
supvPHℓ,}v}H1 }Tℓv}G the operator norm of Tℓ.
Assumption 3.2.2 (Spetral behaviour of K
|Hℓ). For every ℓ ¥ 1, Kℓ is invertible and
there exists ν ¥ 0 suh that
Q1pKq  sup
ℓ¥1
ℓν}pKℓq
1
}GℓÑHℓ   8
and
Q2pKq  sup
ℓ¥1
ℓν}Kℓ}HℓÑGℓ   8
for every K P G.
We assoiate with the bases peλ, λ P Λq and pgλ, λ P Λq the following deompositions
f 
¸
ℓ¥1
¸
λPΛℓ
xf, eλy eλ, g 
¸
ℓ¥1
¸
λPΛℓ
xg, gλy gλ for every f P H, g P G,
where x, y denotes the inner produt either in H or G and the sale of Sobolev spaes
Ws 
!
f P H, }f}2Ws 
¸
ℓ¥1
ℓ2s
¸
λPΛℓ
xf, eλy
2
  8
)
, s P R, (3.3)
W˜s 
!
g P G, }g}2
W˜s

¸
ℓ¥1
ℓ2s
¸
λPΛℓ
xg, gλy
2
  8
)
, s P R .
For ν ¥ 0, Assumption 3.2.2 implies that K : Wν{2 Ñ W˜ν{2 is ontinuous. In
partiular, when ν ¡ 0, the operator K is ill-posed with degree ν, see for instane [71℄.
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3.2.2 Blokwise SVD reonstrution with noisy data
Under Assumption 3.2.1 and 3.2.2, we have the reonstrution formula
f 
¸
ℓ¥0
pKℓq
1
¸
λPΛℓ
xKf, gλy eλ. (3.4)
By the observed blurred version Kδ of K in (3.2), we obtain a family of estimators of
pKℓq
1
from data (3.2) by onsidering the operator
1 
}pKδ,ℓq
1
}GℓÑHℓ
¤κ
(
pKδ,ℓq
1, (3.5)
where κ ¡ 0 is a uto level, possibly depending on ℓ. Likewise, the oeient xKf, gλy
an be estimated by
zn,λ : xyn, gλy. (3.6)
Mimiking the reonstrution formula (3.4) with the estimates (3.6) and (3.5), we nally
obtain a (family of) estimator(s) of f by setting
pfn,δ 
¸
0¤ℓ¤L
 
Kδ,ℓ

1 
¸
λPΛℓ
zn,λeλ1
 
°
λPΛℓ
z2
n,λ
¥ τ2
ℓ
(

1Eδ,ℓpκℓq
where
Eδ,ℓpκℓq 
 
}pKδ,ℓq
1
}GℓÑHℓ ¤ κℓ
(
.
The proedure is speied by the maximal frequeny level L and the threshold levels
κℓ 

λ0|Λℓ|
1{2
 
δ2| log δ|

1{2
	
©
n1{2 (3.7)
and
τℓ  µ0|Λℓ|
1{2
 
n1 log n
1{2
, (3.8)
for some prefators λ0, µ0 ¡ 0. The threshold rule we introdue in both the signal
(with level τℓ) and the operator (with level κℓ) is inspired by lassial blok thresholding
[38, 10, 9℄ and will enable to adapt with respet to the smoothness properties of both
the signal f and the operator K, see below.
3.3 Main results
3.3.1 Minimax rates of onvergene
We assess the performane of the estimator
pfn,δ dened in Setion 3.2.2 over the Sobolev
spaes linked to the basis peλ, λ P Λq dened in (3.3). Dene the Sobolev ballsWspMq 
tf PWs, }f}Ws ¤Mu for M ¡ 0 and let
GνpQq 
 
K P G, QipKq ¤ Qi, i  1, 2
(
. (3.9)
for Q  pQ1, Q2q with Q1 ¡ 0, Q1Q2 ¥ 1, where the mapping onstants QipKq are
dened in Assumption 3.2.2.
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Theorem 3.3.1 (Upper bounds). Let G be a lass of operators satisfying Assumptions
3.2.1 and 3.2.2. Assume we observe pyn, Kδq given by (3.1) and (3.2), with n ¥ 1 and
δ ¤ δ0   1. Speify pfn,δ with
L  tpδ2q1{p2ν d1qu
©
tn1{p2ν dqu (3.10)
and κℓ, τℓ as in (3.7) and (3.8). For suiently small λ0 and suiently large µ0, for
every s,M ¡ 0, Q  pQ1, Q2q with Q1 ¡ 0 and suh that Q1Q2 ¥ 1, we have
sup
fPWspMq,KPGνpQq
E



pfn,δ  f


2
H

À
 
δ2| log δ|
1

2s{p2ν d1q
ª
 
n1 logn
2s{p2ps νq dq
(3.11)
where À means inequality up to a multipliative onstant that depends on d, s, ν,M,Q
and µ0, λ0 only.
The bounds for µ0 and λ0 are expliitly omputable. In the model generated by yn in
(3.1) and Kδ in (3.2), they depend on the dimension d and on the absolute onstants c0
and c1 of the onentration lemmas 3.21 and 3.24 below. However, they are in pratie
muh too onservative, as is well known in the signal detetion ase [29℄ or the lassial
inverse problem ase [2℄, see the numerial implementation Setion 3.4.
Our next result shows that the rate ahieved by
pfn,δ is indeed optimal, up to loga-
rithmi terms. The lower bound in the ase δ  0 is lassial (Nussbaum and Pereverzev
[71℄) and will not derease for inreasing noise levels δ or n1{2 whene it sues to
provide the ase whih formally orresponds to observing Kf without noise while K
remains unknown.
Theorem 3.3.2 (Lower bounds). In the same setting as Theorem 3.3.1, with in addi-
tion Q2 ¡ 1{Q1, assume we observe Kf exatly and Kδ given by (3.2). For suiently
small δ, we have
inf
pf
sup
fPWspMq,KPGνpQq
E



pf  f


2
H

Á
 
δ2
1

2s{p2ν d1q
(3.12)
where Á means inequality up to a positive multipliative onstant that depends on
d, s, ν,M and Q only.
Combining (3.11) together with (3.12) and the results of [71℄, we onlude that
pfn,δ
is minimax over WspMq to within logarithmi terms in n and δ, and that this result is
uniform over the nuisane parameter K P GνpQq.
3.3.2 Disussion
The ase of diagonal operators
It is interesting to notie that the ondition Q2 ¡ 1{Q1 in Theorem 3.3.2 exludes
the ase where K is diagonal. In this partiular ase, onsidered espeially in the
62 CHAPTER 3. BLOCKWISE SVD WITH ERROR IN THE OPERATOR
deonvolution example of Setion 3.4.2 below, a loser inspetion of the proof of the
upper bound shows that the rate
ns{p2ps νq dq
ª
δ1

s{ν
an be obtained (up to some extra logarithmi fators) as in the ase where d  1,
whih improves on the rate
ns{p2ps νq dq
ª
δ1

2s{p2ν d1q
provided by Theorem 3.3.1. This sheds some light on the role of the number d. It
is in fat twofolds: it ats as a 'dimension' in the term n2s{p2ps νq dq; in the term
involving error in the operator δ, it reets the distane to the diagonal ase expanding
from δ1

s{ν
in the diagonal ase, to δ1

2s{p2ν d1q
in the ase Q2 ¡ 1{Q1. It is very
plausible, though beyond the sope of this paper, to express onditions on K leading to
rates of the form 2s{p2ν   αq, with α ontinuously varying from 0 to d 1. Note that
in the ase d  1, we reover the minimax rate of density deonvolution with unknown
error as proved by Neumann [70℄, see also [18℄.
Relation to other works in the ase of sparse operators
For an unknown signal f with smoothness s ¡ 0 and unknown operator with degree of
ill-posedness ν ¥ 0, the optimal rates of onvergene are
nαps,νq{2
ª
δβps,νq, (3.13)
up to inessential logarithmi terms. The exponents αps, νq and βps, νq are linked re-
spetively to the error in the signal yn and the error in the operator Kδ. Efromovith
and Kolhinskii [30℄ established that under fairly general onditions on the operator K,
the optimal exponents are given by
αps, νq  βps, νq 
2s
2ps  νq   d
.
They noted however that if ertain sparsity properties on K are moreover assumed
(and that we shall not desribe here, for instane if K is diagonal in an appropriate
basis) then the exponent βps, νq  2s
2ps νq d
is no longer optimal, while αps, νq remains
unhanged.
In the related ontext of operators ating on Besov spaes Bsp,ppr0, 1s
d
q of funtions
with smoothness s measured in Lp-norm, Homann and Reiÿ [40℄ introdue an ad
ho hypothesis on the sparsity of the unknown operator (that we shall not desribe
here either), expressed in terms of the wavelet disretization of K. They subsequently
obtain new rates of onvergene for a ertain nonlinear wavelet proedure, and these
rates overperform (3.13) as expeted from the results by [30℄. In partiular, if one
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onsiders the estimation of f P Bs2,2, in the extreme ase where the operator K is
diagonal in a wavelet basis, the proedure in [40℄ ahieves the rate
nαps,νq{2
ª
pδ2q1

psd{2q{ν
(3.14)
up to extra logarithmi terms. We may ompare our results with the rate (3.14). In
our setting, if we pik peλ, λ P Λq as the Fourier basis desribed in Setion 3.4.2, then
we have Ws  Bs2,2pr0, 1s
d
q. Assuming K to be diagonal in the basis peλ, λ P Λq whih
is the exat ounterpart of the approah of Homann and Reiÿ with K being diagonal
in a wavelet basis, then by Theorem 3.3.1, our estimator
pfn,δ (nearly) ahieves the rate
nαps,νq{2
ª
pδ2q1

2s{p2ν d1q
whih already outperforms the rate (3.14) whenever the error in the signal yn is dom-
inated by the error in the operator and s is small ompared to ν, as follows from the
elementary inequality
2s{p2ν   d 1q ¡ ps d{2q{ν for 2ν   d 1 ¥ 2s.
The superiority of the blokwise SVD in this setting is explained by the fat that the
wavelet proedure in [40℄ is agnosti to the diagonal struture of K in the wavelet basis,
in ontrast to
pfn,δ that takes full advantage of the blok struture of K. As already
explained in the preeding setion, one ould atually improve further this result in the
spei ase of K being diagonal in peλ, λ P Λq and show that pfn,δ (nearly) ahieves the
rate nαps,νq{2

pδ2q1

s{ν
, thus deleting the `dimensional eet' of d for the error in the
operator.
Adaptation over the sales tWs, s ¡ 0u and tGν , ν ¥ 0u
The estimator
pfn,δ is fully adaptive over the family of Sobolev balls tW
s
pMq, s ¡
0,M ¡ 0u (in the sense that pfn,δ does not require the knowledge of s nor M). However,
the knowledge of the degree of ill-posedness ν of K is required through the hoie of
the maximal frequeny L in (3.10). This restrition an atually be relaxed further
in dimension d ¥ 2. Indeed, setting formally ν  0 in (3.10), one readily heks
that
pfn,δ beomes adaptive over tWspMq, s ¡ 0,M ¡ 0u and tGνpQq, ν ¥ 0, Q 
pQ1, Q2q, Q1Q2 ¥ 1u simultaneously. In dimension d  1 however, setting ν  0 in
(3.10) is forbidden, but an alternative adaptivity result an be obtained by taking
L  tpδ2q1{s0u ^ n for some s0 ¡ 0, in whih ase pfn,δ is fully adaptive over the
sale tGνpQq, ν ¥ 0, Q  pQ1, Q2q, Q1Q2 ¥ 1u and the restrited family tW spMq, s ¥
s0,M ¡ 0u.
Extension to density estimation
We briey show a line of proof for extending Theorem 3.3.1 to the framework of density
estimation. Suppose that instead of yn we observe a random sample Z1, . . . , Zn drawn
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from Kf assumed to a probability density. By analogy to (3.6), we have an estimator
of Ppgλq  xKf, gλy replaing xyn, gλy with
Pnpgλq  n
1
n¸
i1
gλpZiq.
Writing
Pnpgλq  xKf, gλy   n
1{2ηn,λ,
with ηn,λ  n
1{2
 
Pnpgλq  Ppgλq

, an inspetion of the proof of Theorem 3.3.1 reveals
that an extension to the density estimation setting arries over as soon as the vetor
pηn,λ, λ P Λℓq satises a onentration inequality, namely
Dβ1 ¡ 0, c1 ¡ 0, β ¥ β0, P

|Λλ|
1
¸
λPΛ
η2n,λ ¥ β
2
	
¤ exp
 
 cβ2|Λℓ|

,
see (3.24) in Lemma 3.5.2. To that end, we may apply a onentration inequality by
Bousquet [8℄ as developed for instane in Massart [64℄, Eq (5.51) p. 171. The preise
ontrol of this extension requires further properties on the basis pgλ, λ P Λq and on the
density Kf via the behaviour of
°
λPΛℓ
Var
 
gλpZ1q

, see Eq. (5.52) p. 171 in [64℄. We
do not pursue that here.
3.4 Appliation to blind deonvolution
3.4.1 Spherial deonvolution
Sienti ontext. A ommon hallenge in astrophysis is the analysis of omplex data
sets onsisting of a number of objets or events suh as galaxies of a partiular type
or ultra high energy osmi rays (UHECR) and that are genuinely distributed over
the elestial sphere. Suh objets or events are distributed aording to a probability
density distribution f on the sphere, depending itself on the physis that governs the
prodution of these objets or events. For instane, UHECR are partiles of unknown
nature arriving at the earth from apparently random diretions of the sky. They ould
originate from long-lived reli partiles from the Big Bang. Alternatively, they ould
be generated by the aeleration of standard partiles, suh as protons, in extremely
violent astrophysial phenomena. They ould also originate from Ative Galati Nu-
lei (AGN), or from neutron stars surrounded by extremely high magneti elds. As a
onsequene, in some hypotheses, the underlying probability distribution for observed
UHECRs would be a nite sum of point-like soures. In other hypotheses, the distribu-
tion ould be uniform, or smooth and orrelated with the loal distribution of matter
in the universe. The distribution ould also be a superposition of the above. Identify-
ing between these hypotheses is of primordial importane for understanding the origin
and mehanism of prodution of UHECRs. The observations, denoted by Xi, are often
perturbated by an experimental noise, say εi, that lead to the deonvolution problem
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desribed in Setion 3.1.1. Following van Rooj and Ruymgart [83℄, Healy et al. [39℄,
Kim and Koo [52℄ and Kerkyaharian et al. [51℄, we assume the following model: we
observe an n-sample pZ1, . . . , Znq with
Zi  εiXi, i  1, . . . , n
where the Xi are distributed on the sphere S
2
, with ommon density f with respet to
the uniform probability distribution µpdωq on S2 and independent of the εi that have a
ommon density g with respet to the Haar probability measure dr on the group SOp3q
of 3 3 rotation matries. One proves in [39, 52℄ that the density of the Zi is
Kfpωq  g Æ fpωq :
»
SOp3q
gprqfpr1xqdr, ω P S2 (3.15)
and we are interested in the ase where the exat form g of the onvolution operator
K  g Æ  is unknown, due for instane to insuient knowledge of the devie that is
used to measure the observations. However, we assume approximate knowledge of g
through Kδ as dened in (3.2).
Cheking the blokwise SVD Assumptions 3.2.1 and 3.2.1. We losely follow the expo-
sition of [39, 52, 51℄ for an overview of Fourier theory on S2 and SOp3q in order to
establish rigorously the onnetion to Theorem 3.3.1 and 3.12. Dene
upϕq 



cosϕ  sinϕ 0
sinϕ cosϕ 0
0 0 1

Æ

and apθq 



cos θ 0 sin θ
0 1 0
 sin θ 0 cos θ

Æ

where ϕ P r0, 2πq, θ P r0, πq. Every rotation r P SOp3q has representation r 
upϕqapθqupψq for some ϕ, ψ P r0, 2πq, θ P r0, πq. Dene the rotational harmonis
Dlmnprq  D
l
mnpϕ, θ, ψq  e
ipmϕ nψqP lmn
 
cospθq

for l P N,l ¤ m,n ¤ l where P lmn are the seond type Legendre funtions desribed
in details in [84℄. The Dlmn are the eigenfuntions of the Laplae-Beltrami operator on
SOp3q hene the family p
?
2l   1Dlmnq forms a omplete orthonormal basis of L
2
pdrq
on SOp3q, where dr is the Haar probability measure. Every h P L2pdrq has a rotational
Fourier transform
Fphqlmn 
»
SOp3q
hpuqDlmnpuqdu, l P N,l ¤ m,n ¤ l,
and for every h P L2pdrq we have a reonstrution formula
h 
¸
lPN
¸
l¤m,n¤l
FphqlmnD
l
mn

¸
lPN
¸
l¤m,n¤l
FphqlmnD
l
mnp
1
q
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An analogous analysis is available on S2. Any point ω P S2 is determined by its spherial
oordinates ω 
 
sinpθq cospϕq, sinpθq sinpϕq, cospθq

for some θ P r0, πq, ϕ P r0, 2πq.
Dene
Y lmpωq  Y
m
l pθ, ϕq  p1q
m
b
2l 1
4π
plmq!
pl mq!
P lm
 
cospθq

eimϕ (3.16)
for l P N,l ¤ m ¤ l where P lm are the Legendre funtions. We have Y
l
m  p1q
mY lm
and the pY lmq onstitute an orthonormal basis of L
2
pµq on S2, generally referred to as
the spherial harmoni basis. Any f P L2pµq has a spherial Fourier transform
Fpfqlm 
»
S2
fpωqY lmpωqµpdωq
and a reonstrution formula
f 
¸
ℓPN
¸
l¤m¤l
FpfqlmY
l
m.
If g P L2
 
SOp3q

the spherial onvolution operatorKf  gÆf dened in (3.15) satises
Fpg Æ fqlm 
l¸
nl
FpgqlmnFpfq
l
n (3.17)
and we retrieve the blokwise SVD formalism of Setion 3.2.1 in dimension d  2 by
setting H  G  L2pS2, µq, where µ the probability Haar measure on S2 and
eλ  gλ  Y
ℓ
m with λ  pm, ℓq, Λℓ  tpm, ℓq, ℓ ¤ m ¤ ℓu.
We have |Λℓ|  2ℓ   1 and by (3.17), Kℓ is the nite dimension operator stable on
Spanteλ, λ P Λℓu with matrix having entries
pKℓqmn  Fpgq
ℓ
mn.
Hene Assumption 3.2.1 is satised. Notie also that in this ase Kℓ is generally not
diagonal. Assumption 3.2.2 is satised as we assume that g is ordinary smooth in
the terminology of Kim and Koo [52℄. Our Assumption 3.2.2 exatly mathes the
onstraint (3.6) in their paper with examples given by the Laplae distribution on the
sphere (ν  2) or the Rosenthal distribution (ν ¡ 0 arbitrary).
Numerial implementation. Following Kerkyaharian, Pham Ngo and Piard [51℄ in
their Example 2, we take fpωq  C expp4}ω  ω1}
2
q with ω1  p0, 1, 0q and C 
1{0.7854. We have }f}L2pµq  0.7469.
g is the density of a Laplae distribution on SOp3q, dened through Fpgqℓmn  δmn
 
1 
ℓpℓ   1q

1
. Hene, the matries pKℓqmn are homotheties whose ratios behave as ℓ
2
.
We have ν  2.
We plot in Figures 3.1 a 1000-sample of Xi with density f on the sphere, and the ation
by εi on the Xi, where the εi are distributed aording to g in Figure 3.2. Note that
for the estimation of g, we have aess to a noisy version of g with noise level δ only.
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Figure 3.1: Data from f . Plot of n  1000 data with ommon distribution f on the sphere S
(planar representation).
Figure 3.2: Data from f Æ g. Plot of n  1000 data εiXi on the sphere S with ommon distribution
Kf  f Æ g. The Xi are the data pitured in Figure 3.1 and the εi are sampled aording to g (planar
representation).
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Figure 3.3: Target density f . The representation is simplied through a view from above the
sphere through the Oz-axis.
We display below the (renormalised) empirial squared error of
pf108,δ (orale hoie
λ0  1, µ0  1) for 1000 Monte-Carlo for several values of δ. The noise level δ is to to
be ompared with the noise level n1{2  104. The latter is hosen non-negative, in
order to show the interation between the two types of error, and suiently small to
emphasize the inuene of δ on the proess of estimation.
Noise level δ 0 103 3 103 5 103 102
Mean error 0.0466 0.0542 0.1732 0.2784 0.4335
Standard dev. 0.0011 0.0022 0.0126 0.0355 0.0466
Finally, on a spei sample of n  108 data, we plot the target density f (Figure
3.3) and its reonstrution for n  108 data with δ  0 (Figure 3.4) and δ  3 103
(Figure 3.5). At a visual level, we oversimplify the representation by plotting f and its
reonstrution with a view from above the sphere through the Oz axis. We see that
the ontour in Figure 3.5 is not well reovered in the regions where f is small (on the
right side of the graph in Figure 3.5). The hoie of λ0, µ0 remains unhanged.
3.4.2 Cirular deonvolution
Sienti ontext. In many engineering problems, the observation of a signal f or image
is distorted by the ation of a linear operator K. We assume for simpliity that f lives
on the torus T  r0, 1s (or r0, 1sd) appended with periodi boundary onditions. In
many instanes, the restoration of f from the noisy observation of Kf is hallenged
by the additional unertainty about the operator K. This is the ase for instane in
eletroni mirosopy [72℄ for the restoration of uoresene Confoal Laser Sanning
Mirosope (CLSM) images. In other words, the quality of the image suers from two
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Figure 3.4: Reonstrution for n  108 and δ  0.
Figure 3.5: Reonstrution for n  108 and δ  3 103. The reonstrution is polluted simulta-
neously by the limited number of observations n and the noise level δ in the blurring g.
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physial limitations: error measurements or limited auray, and the fat that the
exat PSF (the inoherent point spread funtion) that aounts for the blurring of f
(mathematially the ation of K) is not preisely known. This is a lassial issue that
goes bak to [78, 33℄. An idealised additive Gaussian model for the noise ontamination
yields the observation (3.1) with
Kfpxq  g Æ fpxq :
»
Td
gpuqfpx uqdu, x P D  Td.
The degradation proess K  g Æ  is haraterised by the impulse response funtion g.
In most ases of interest, we do not know the exat form of g. In a ondensed idealised
statistial setup, we have aess to
gδ  g   δ 9W
1, (3.18)
where
9W 1 is another Gaussian white noise dened on L2pµq and independent of 9W .
Experimental approahes that justify representation (3.18) are desribed in [20, 47,
76℄.
Cheking Assumptions 3.2.1 and 3.2.1. We obviously have H  G  L
2
pT
d
q and the
bases peλq and pgλq will oinide with the d-dimensional extension of the irular trigono-
metri basis pe2iπkx, k P Zq if we set:
eλpx1, . . . , xdq 
d
¹
j1
e2iπkjxj , px1, . . . , xdq P T
d,
where we put
λ  pk1, . . . , kdq, ℓ  |λ|  1 
d¸
j1
|kj|, and ℓ ¥ 1.
Any f P L2pµq has a Fourier transform Fpfqλ 
³
Td
fpxqeλpxqµpdxq and moreover, if
g P L2pµq, we have
Fpf Æ gqλ  FλpfqFλpgq.
Therefore, K is diagonal in the basis peλ, λ P Λq heneforth stable. Moreover, with Λℓ 
tλ, |λ|  ℓu, we have |Λℓ| 

ℓ 1  d
d 1

 ℓd1. Moreover Kℓ  Diag
 
Fλpgq, λ P Λℓ

and Assumption 3.2.1 follows. Assuming that g satises c|λ|ν ¤

Fpgqλ


¤ c1|λ|ν for
some ν ¥ 0 and onstants c, c1 ¡ 0, we readily obtain Assumption 3.2.2. Note also that
sine K is diagonal in the basis peλ, λ P Λq observing gδ in the representation (3.18) is
equivalent to observing Kδ in (3.2).
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Figure 3.6: Estimation of the rate exponent when n1{2 ! δ. Empirial squared-error Eˆ versus
δ in log-log sale. Top-to-bottom: ν  8, 6, 5, 4, 1. The target funtion has smoothness s  5  α for
all α ¡ 1{2. For ν   4.5, the slope of the urve is onstant and lose to 2, onrming the parametri
rate predited by the theory when the smoothess of the signal dominates the degree of ill-posedness of
the operator. The empirial errors were omputed using 1000 Monte-Carlo simulations.
Numerial implementation. We numerially implement
pfn,δ in dimension d  1 in the
ase where there is no noise in the signal (formally n1{2  0) in order to illustrate the
parametri eet that dominates in the optimal rate of onvergene in Theorems 3.3.1
and 3.12 that beomes
 
δ2
s{ν^1
in that ase. We take as target funtion f : T Ñ R
belonging to W5α for all α ¡ 1{2 and dened by its Fourier oeients
Fpfqλ  |λ|
5, λ P t1000, . . . , 1000u.
We pik a family of blurring funtions gν dened in the same manner by the formula
Fpgνqλ  |λ|
ν, λ P t1000, . . . , 1000u, ν P t1, 4, 5, 6, 8u.
We show in Figure 3.6 in a log-log plot the mean-squared error of
pf
8,δ for the orale
hoie µ0  0, λ0  1 over 1000 Monte-Carlo simulations for ν P t1, 4, 5, 6, 8u and
δ P r104, 101s. For small values of δ the predited slope of the urve gives a rough
estimate of the rate of onvergene. We visually see that for the ritial ase ν ¤ s 
5  α with α ¡ 1{2 and below, the slope is lose to 2 onrming the parametri rate
that is obtained whenever ν ¤ s.
3.5 Proofs
3.5.1 Preliminary estimates
Preparation. Reall that Hℓ  Spanteλ, λ P Λℓu, Gℓ  Spantgλ, λ P Λℓu and that Pℓ
(resp. Qℓ) denotes the orthogonal projetor onto Gℓ (resp. Hℓ). For h P H, we have
PℓKh  PℓKQℓh   PℓKpId Qℓqh.
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Using Assumption 3.2.1, we have KpIdQℓqh P G
K
ℓ and therefore PℓKpIdQℓqh  0.
As a onsequene
PℓK  KℓQℓ. (3.19)
In turn, we have a onvenient desription of the observation Kδ dened in (3.2) and yn
dened in (3.1) and in terms of a sequene spae model that we shall now desribe.
Notation. If h P G, we denote by hℓ the (olumn) vetor of oordinates of Pℓh in the
basis pgλ, λ P Λℓq. If T : H Ñ G is a linear operator, we write T ℓ for the matrix of the
Galerkin projetion Tℓ  PℓT|Hℓ of T .
Sequene model for error in the operator. The observation of Kδ in (3.2) leads to the
representation Kδ,ℓ  Kℓ   δ 9Bℓ, or equivalently, in matrix notation
Kδ,ℓ Kℓ   δ 9Bℓ, ℓ ¥ 1, (3.20)
where
9Bℓ is a |Λℓ|  |Λℓ| matrix with entries that are independent entred Gaussian
random variables, with unit variane. The following estimate is a lassial onentration
property of random matries. For ℓ ¤ L, }  }
op
denotes the operator norm for |Λℓ| |Λℓ|
matries (we shall skip the dependene upon ℓ in the notation).
Lemma 3.5.1 ([22℄, Theorem II.4). There are positive onstants β0, c0 suh that
For all β ¥ β0, P
 
|Λℓ|
1{2
}
9Bℓ}op ¥ β

¤ exp
 
 c0β
2
|Λℓ|
2

. (3.21)
An immediate onsequene of Lemma 3.5.1 is the following moment bound:
For every p ¡ 0, E

}
9Bℓ}
p
op

À |Λℓ|
p{2. (3.22)
Sequene model for error in the signal. From (3.1), we observe the Gaussian measure
yn, or equivalently, thanks to (3.19)
Pℓyn  PℓKf   n
1{2Pℓ 9W  KℓQℓf   n
1{2ηℓ, ℓ ¥ 1
or, using the notation introdued in (3.6), in matrix notation
zn,ℓ Kℓf ℓ   n
1{2ηℓ, ℓ ¥ 1 (3.23)
where we used (3.19), with ηℓ denoting a vetor of |Λℓ| independent entred Gaussian
random variables with unit variane.
The following result is a diret onsequene of the fat that ηℓ has a χ-square
distribution with |Λℓ| degrees of freedom. The proof is standard
Lemma 3.5.2. There are positive onstant β1, c1 suh that
For all β ¥ β1, P
 
|Λℓ|
1{2
}ηℓ} ¥ β

¤ exp
 
 c1β
2
|Λℓ|

, (3.24)
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3.5.2 Proof of Theorem 3.3.1
We have
}
pfn  f}
2
H

¸
ℓ¥1
}
pfn,ℓ  f ℓ}
2

L¸
ℓ1
}
pfn,ℓ  f ℓ}
2
 
¸
ℓ¡L
}f ℓ}
2
where }  } denotes the Eulidean norm on R
|Λℓ|
(we shall omit any referene to ℓ when
no onfusion is possible). Conerning the bias term, we have
¸
ℓ¡L
}f ℓ}
2
¤ }f}2WsL
2s
(3.25)
and this term has the right order by denition of L in (3.10). Conerning the stohasti
term, thanks to our preliminary analysis, we may write
pfn,ℓ  pKδ,ℓq
1zn,ℓ1
t}pKδ,ℓq
1
}
op
¤κℓu1t}zn,ℓ}¥τℓu,
We set
Aℓ  t}pKδ,ℓq
1
}
op
¤ κℓu and Bℓ  t}zn,ℓ} ¥ τℓu.
We thus obtain the deomposion of the variane term as
L¸
ℓ1
}
pfn,ℓ  f ℓ}
2
¤ I   II   III,
with
I 
L¸
ℓ1
}pKδ,ℓq
1zn,ℓ  f ℓ}
2
1Aℓ1Bℓ
II 
L¸
ℓ1
}f ℓ}
2
1Ac
ℓ
,
III 
L¸
ℓ1
}f ℓ}
2
1Bcℓ
.
We shall suessively bound eah term I, II and III.
 The term I, preliminary deomposition. Writing
zn,ℓ 
 
Kδ,ℓ  δ 9Bℓ

f ℓ   n
1{2ηℓ,
we obtain
pKδ,ℓq
1zn,ℓ  f ℓ  δpKδ,ℓq
1
9Bℓf ℓ   n
1{2
pKδ,ℓq
1ηℓ.
We introdue further the event t}δ 9Bℓ}op ¤ aℓu with aℓ 
ρ
κℓ
for some 0   ρ   1
2
and
the ondition t}Kℓf ℓ} ¥
τℓ
2
u. We thus have
I À IV   V   V I   V II,
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with
IV 
L¸
ℓ1
}δpKδ,ℓq
1
9Bℓf ℓ}
2
1AℓXBℓ 1
 
}δ 9Bℓ}op¤aℓ
(1 
}Kℓfℓ}¥
τℓ
2
(,
V 
L¸
ℓ1
}n1{2pKδ,ℓq
1ηℓ}
2
1Aℓ XBℓ 1
 
}δ 9Bℓ}op¤aℓ
(1 
}Kℓf ℓ}¥
τℓ
2
(,
V I 
L¸
ℓ1
}δpKδ,ℓq
1
9Bℓf ℓ}
2
1AℓXBℓ

1 
}δ 9Bℓ}op¡aℓ
(
  1 
}Kℓfℓ} 
τℓ
2
(
	
,
V II 
L¸
ℓ1
}n1{2pKδ,ℓq
1ηℓ}
2
1Aℓ XBℓ

1 
}δ 9Bℓ}op¡aℓ
(
  1 
}Kℓf ℓ} 
τℓ
2
(
	
.
We shall next suessively bound eah term IV , V , V I and V II
 The term IV. First, we have
pKℓq
1
 pKδ,ℓ  δ 9Bℓq
1
 pI  δK1δ,ℓ
9Bq1pKδ,ℓq
1.
On Aℓ  t}pKδ,ℓq1}op ¤ κℓu and t}δ 9Bℓ}op ¤ aℓu, sine aℓ satises κℓ aℓ  ρ  
1
2
, by a
usual Neumann series argument,
}
 
I  δpKδ,ℓq
1
9B

1
}
op
 }
¸
i¥0
pKδ,ℓq
i
pδ 9Bqi}
op
¤
¸
i¥0
}Kδ,ℓ}
i
op
}δ 9B}i
op
¤
¸
i¥0
ρi  p1 ρq1.
Therefore, on Aℓ and t}δ 9Bℓ}op ¤ aℓu, we have
}pKℓq
1
}
op
¤ p1 ρq1}pKδ,ℓq
1
}
op
¤ p1 ρq1κℓ. (3.26)
Seond, we now write
pKδ,ℓq
1

 
I  pKℓq
1δ 9Bℓ

1
pKℓq
1,
hene, on Aℓ and t}δ 9Bℓ}op ¤ aℓu, we have by (3.26)
}pKℓq
1δ 9Bℓ}op ¤ p1 ρq
1κℓaℓ ¤
ρ
1 ρ
  1
sine ρ   1
2
by assumption. The same Neumann series argument now entails
}pKδ,ℓq
1
}
op
¤
ρ
1 ρ
}pKℓq
1
}
op
. (3.27)
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We are ready to bound the term IV itself. We have
}δpKδ,ℓq
1
9Bℓf ℓ}
2
1Aℓ1
 
}δ 9Bℓ}op¤aℓ
(
¤}pKδ,ℓq
1
}
2
op
}δ 9Bℓ}
2
op
}f ℓ}
2
1Aℓ1
 
}δ 9Bℓ}op¤aℓ
(
À}pKℓq
1
}
2
op
κ2ℓ }f ℓ}
2
1 
}pKℓq
1
}
op
¤p1ρq1κℓ
(,
where we suessively used (3.26) and (3.27). It follows that
E

IV

À
L¸
ℓ1
}pKℓq
1
}
2
op
κ2ℓ }f ℓ}
2
1 
}pKℓq
1
}
op
¤p1ρq1κℓ
(
À
L¸
ℓ1
ℓ2νκ2ℓ }f ℓ}
2
where we used Assumption 3.2.2. The bound is uniform in K P GνpQq. By denition
of κℓ and using that |Λℓ| is of order ℓ
d1
, we derive
ErIV s À
 
pδ2| log δ|q
ª
n1

L¸
ℓ1
ℓ2ν d1}f ℓ}
2.
If 2ν   d 1 ¤ 2s, we have
L¸
ℓ1
ℓ2ν d1}f ℓ}
2
¤ }f}2Ws,
therefore
E

IV

À δ2| log δ|   L2s
À
 
δ2| log δ|
1

2s{p2ν d1q
ª
n2s{p2ν dq (3.28)
by denition of L in (3.10), and this result is uniform in f PWspMq. If 2ν d1 ¥ 2s,
we have
L¸
ℓ1
ℓ2ν d1}f ℓ}
2
¤ L2pνsq d1
L¸
ℓ1
ℓ2s}f ℓ}
2
¤ L2pνsq d1}f}2Ws.
By denition of L again we derive
E

IV

ÀL2sL2ν d1pn1
ª
δ2|log δ|q
ÀL2spn1{p2ν dq
ª
1q ¤ L2s (3.29)
and this bound is uniform in f PWspMq. Putting together (3.28) and (3.29), we nally
obtain
E

IV

À
 
δ2| log δ|
1

2s{p2ν d1q
ª
n2s{p1ν dq (3.30)
uniformly in f PWspMq, K P GνpQq.
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 The term V. We have
}n1{2pKδ,ℓq
1ηℓ}
2
1Aℓ1
 
}δ 9Bℓ}op¤aℓ
(1 
}Kℓf ℓ}¥
τℓ
2
(
¤n1}pKδ,ℓq
1
}
2
op
}ηℓ}
2
1Aℓ1
 
}δ 9Bℓ}op¤aℓ
(1 
}Kℓf ℓ}¥
τℓ
2
(
Àn1}pKℓq
1
}
2
op
}ηℓ}
2
1Aℓ1
 
}δ 9Bℓ}op¤aℓ
(1 
}Kℓfℓ}¥
τℓ
2
(
Àn1ℓ2ν}ηℓ}
2
1 
}Kℓf ℓ}¥
τℓ
2
(
where we suessively used (3.26) and (3.27) in the same way as for the term IV, the
last inequality being obtained thanks to Assumption 3.2.2. By Assumption 3.2.2 again,
sine
}Kℓf ℓ} ¤ }Kℓ}op}f ℓ} ¤ Q1pKqℓ
ν
}f ℓ}
we derive
1 
}Kℓf ℓ}¥
τℓ
2
(
¤ 1 
}f ℓ}¥Q1pKq
1
τℓ
2
ℓν
(
 1 
}fℓ}¥cℓ
ν pd1q{2n1{2plognq1{2
(
for some onstant c that depends on Q1pKq and the pre-fator µ0 in the hoie of τℓ
only. Sine Er}ηℓ}
2
s  |Λℓ| À ℓ
d1
, we infer, for any 1 ¤ k ¤ L
ErV s À n1
L¸
ℓ1
ℓ2ν d11 
}f ℓ}¥c ℓ
ν pd1q{2n1{2plognq1{2
(
À n1
 
k¸
ℓ1
ℓ2ν d1  
L¸
ℓk 1
nplognq1}f ℓ}
2

¤ n1k2ν d   plognq1
¸
ℓ¡k
}f ℓ}
2
À n1k2ν d   plognq1}f}2Wsk
2s.
The admissible hoie k  t
 
nplognq1{2
1{p2ps νq dq
u ^ pδ2q1{p2ν d1q yields
ErV s À n1kν d   k2s
À
 
n1 log n
2s{p2ps νq dq
  k2s
À
 
n1 log n
2s{p2ps νq dq
ª
pδ2q2s{p2ν d1q (3.31)
uniformly in f PWspMq, K P GνpQq.
 The term VI. We further bound the term V I via
V I ¤ V III   IX,
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with
V III 
L¸
ℓ1
}δpKδ,ℓq
1
9Bℓf ℓ}
2
1Aℓ1
 
}δ 9Bℓ}op¡aℓ
(,
IX 
L¸
ℓ1
}δpKδ,ℓq
1
9Bℓf ℓ}
2
1AℓXBℓ1
 
}Kℓfℓ} 
τℓ
2
(.
On Aℓ, we have
}δpKδ,ℓq
1
9Bℓf ℓ}
2
À δ2 κ2ℓ}
9Bℓ}
2
op
}f ℓ}
2
hene
E

V III

À δ2
L¸
ℓ1
κ2ℓ}f ℓ}
2
E

}
9Bℓ}
2
op
1 
}δ 9Bℓ}op¡aℓ
(

¤ δ2
L¸
ℓ1
κ2ℓ}f ℓ}
2
E

}
9Bℓ}
4
op
1{2
P
 
}δ 9Bℓ}op ¡ aℓ
1{2
À δ2
L¸
ℓ1
κ2ℓ}f ℓ}
2
|Λℓ|δ
c0ρ
2
|Λℓ|
2
{2λ20
À | log δ| max
1¤ℓ¤L
δ c0ρ
2
|Λℓ|
2
{2λ20
}f}2H
applying suessively Cauhy-Shwarz, the moment bound (3.22) and Lemma 3.5.1.
Indeed, sine aℓ  ρ{κℓ, by denition of κℓ in (3.7), we infer
P
 
}δ 9Bℓ}op ¡ aℓ

¤ P
 
|Λℓ|
1{2
}
9Bℓ}op ¡ |Λℓ|
1{2 ρ
κℓ
δ1

 P
 
|Λℓ|
1{2
}
9Bℓ}op ¡
ρ
λ0
| log δ|1{2

¤ exp
 
 c0
ρ2
λ20
| log δ||Λℓ|
2

 δ c0ρ
2
|Λℓ|
2
{λ20
(3.32)
by (3.24) of Lemma 3.5.2 sine
ρ
λ0
| log δ|1{2 ¥ β0 for suiently small λ0 thanks to the
assumption δ ¤ δ0   1. Finally, sine Λℓ is non-empty, by taking λ0 suiently small,
we onlude
E

V III

À δ2 (3.33)
uniformly in f PWspMq. We now turn to the term IX . Observe rst that
1Bℓ1
 
}Kℓfℓ} 
τℓ
2
(
¤ 1 
n1{2}ηℓ}¥
τℓ
2
(. (3.34)
We reprodue the steps we used for the term V III, replaing the event t}δ 9Bℓ}op ¡ aℓu
by tn1{2}ηℓ} ¥
τℓ
2
u. We obtain
E

IX

À δ2
L¸
ℓ1
κ2ℓ}f ℓ}
2
|Λℓ|P
 
n1{2}ηℓ} ¥
τℓ
2
1{2
.
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By denition of τℓ in (3.8) and Lemma 3.24, we have
P
 
n1{2}ηℓ} ¡
τℓ
2

 P
 
|Λℓ|
1{2
}ηℓ} ¡
µ0
2
plognq1{2

¤ exp
 
 c1
µ20
4
logn

 nc1µ
2
0{4
(3.35)
sine
µ0
2
plognq1{2 ¥ β1 for large enough µ0. It follows that
E

IX

À | log δ|}f}2
H
nc1µ
2
0{4
À n1| log δ| (3.36)
by taking µ0 suiently large. The bound is uniform in f PWspMq. Putting together
the estimates (3.33) and (3.36), we derive
E

V I

À δ2   n1| log δ| (3.37)
for large enough n, uniformly in f PWspMq.
 The term VII. . The arguments needed here are quite similar to those we used for
the term V I. On Aℓ, we have
}n1{2pKδ,ℓq
1ηℓ}
2
¤ n1κ2ℓ}ηℓ}
2,
hene, using (3.34), the fat that E

}ηℓ}
2

 |Λℓ| À ℓ
d1
together with κℓ ¤ n
1{2
by
denition (3.7), we suessively obtain
E

V II

¤ n1
L¸
ℓ1
κ2ℓ E

}ηℓ}
2


P
 
}δ 9Bℓ}op ¡ aℓ

  P
 
n1{2}ηℓ} ¡
τℓ
2

	
À max
1¤ℓ¤L
 
P
 
}δ 9Bℓ}op ¡ aℓ

  P
 
n1{2}ηℓ} ¡
τℓ
2
(
L¸
ℓ1
ℓd1
À Ld1
 
δ c0ρ
2
{λ20
  nc1µ
2
0{4

where we applied (3.32) and (3.35) to obtain the last inequality. The hoie of L in
(3.10) leads to
E

V II

À pδ2q

d1
2ν d1
 
c0ρ
2
λ2
0
  n
1
2ν d

c1µ
2
0
4
À δ2
ª
n1 (3.38)
by taking λ0 suiently small and µ0 suiently large.
 The term I, onlusion. We put together the estimates (3.30), (3.31), (3.37) and
(3.38). We obtain
E

I

À
 
δ2| log δ|
1

2s{p2ν d1q
ª
 
n1 logn
2s{p2ps νq dq
(3.39)
uniformly in f PWspMq.
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 The term II. We laim the following inequality
1Ac ¤ 1
 
}pKℓq
1
}
op
¥
κℓ
2
(
  1 
}Kδ,ℓKℓ}op¥κ
1
ℓ
(, (3.40)
a onsequene of the following elementary lemma
Lemma 3.5.3. Let A and B be two bounded operators with bounded inverse. If }B1} ¥
κ for some κ ¡ 0, then either }A1} ¥ κ{2 or }AB} ¥ 1{κ.
Proof of Lemma 3.5.3. Write B  A   ξ. Assume that }A1}   κ{2. By the triangle
inequality, }pA   ξq1  A1} ¥ κ{2. We proeed by ontradition: suppose that
}ξ} ¤ 1{κ. Then we have }A1ξ} ¤ }A1}}ξ} ¤ 1{2   1 and a standard Neumann
series argument entails
}pA  ξq1  A1} }pI   A1ξq1A1  A1}
}
¸
i¥1
p1qipA1qi 1ξi}
¤
¸
i¥1
}A1}i 1}ξ}i
 
κ
2
¸
i¥1
κ
2
	i1
κ
	i

κ
2
,
a ontradition.
By Assumption (3.2.2), we have }pKℓq
1
}
op
¤ Q2pKqℓ
ν
. Therefore
1 
}pKℓq
1
}
op
¥
κℓ
2
(
¤ 1 
ℓ¥c
 
δ2| log δ|
1{p2ν d1q

n1{p2νq
(
for some onstant c that depends on Q2pKq and λ0 only. For the seond term in the
right-hand side of (3.40), we apply by Lemma 3.5.1 in the same way as we obtained
(3.33) for the term V III. We derive
P
 
}δ 9Bℓ}op ¥ κ
1
ℓ

 P
 
|Λℓ|
1{2
}
9Bℓ}op ¥ µ
1
0 | log δ|
1{2

¤ exp
 

c0
µ20
| log δ||Λn|
2

 δ c0|Λℓ|
2
{µ0
¤ δ c0{µ0
for large enough µ0. Therefore
E

II

¤
L¸
ℓ1
}f ℓ}
2

1 
ℓ¥c
 
δ2| log δ|
1{p2ν d1q

n1{p2νq
(
  P
 
}δ 9Bℓ}op ¥ κ
1
ℓ

	
À
 
ns{ν
ª
 
δ2| log δ|
2s{p2ν d1q
}f}2Ws   }f}
2
H δ
c0{µ0 .
We nally obtain
E

II

À
 
δ2 log δ1
2s{p2ν d1q
  δ2   ns{ν
À
 
δ2| log δ|
1

2s{p2ν d1q
ª
 
n1 logn
2s{p2ps νq dq
(3.41)
uniformly in f PWspMq, K P GνpQq.
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 The term III. Obviously, the deomposition (3.23) entails
1Bc  1
 
}Kℓf ℓ n
1{2ηℓ} τℓ
(
¤ 1 
}Kℓf ℓ}¤2τℓ
(
  1 
n1{2}ηℓ}¡τℓ
(.
On the one hand, we have
}Kℓf ℓ} ¥ }pKℓq
1
}
1
op
}f ℓ} ¥ Q2pKq
1ℓν}f ℓ}
by Assumption 3.2.2. By denition of τℓ in (3.8) it follows that, for any 1 ¤ k ¤ L,
L¸
ℓ1
}f ℓ}
2
1 
}Kℓf ℓ}¤2τℓ
(
¤
L¸
ℓ1
}f ℓ}
2
1 
}f ℓ}¤2Q2pKq
1ℓντℓ
(
À
k¸
ℓ1
ℓ2ντ 2ℓ  
L¸
ℓk 1
}f ℓ}
2
À pn1 lognq
k¸
ℓ1
ℓ2ν d1   }f}2Wsk
2s
À pn1 lognq k2ν d   }f}2Wsk
2s.
The hoie k  t
 
n1{2plognq1{2
1{p2ps νq dq
u yields
L¸
ℓ1
}f ℓ}
2
1 
}Kℓf ℓ}¤2τℓ
(
À
 
n1 logn
2s{p2ps νq dq
(3.42)
uniformly in f PWspMq, K P GνpQq. On the other hand, by (3.35), we have
L¸
ℓ1
}f ℓ}
2
P
 
n1{2}ηℓ} ¡ τℓ
(
À }f}2H n
c1µ
2
0{4
À n1
by taking µ0 large enough, uniformly in f PW
s
pMq. Combining this last estimate with
(3.42) we infer
E

III

À
 
n1 logn
2s{p2ps νq dq
  n1 (3.43)
uniformly in f PWspMq, K P GνpQq.
Proof of Theorem 3.3.1, ompletion. It remains to piee together the estimates (3.25),
(3.39), (3.41) and (3.43).
3.5.3 Proof of Theorem 3.3.2
Preliminaries: a Bayesian inequality
For every ℓ ¥ 1, denote by Mℓ the set of |Λℓ|  |Λℓ| matries. We denote by Mνℓ pQq
the subset of Mℓ of matries Kℓ suh that
}Kℓ}op ¤ Q2ℓ
ν
and }pKℓq
1
}op ¤ Q1ℓ
ν .
3.5. PROOFS 81
Dene
K0ℓ  c1ℓ
νIℓ (3.44)
where Iℓ denotes the identity in Mℓ and c1 ¡ 0 is suh that
1{Q1   c1   Q2
so that K0ℓ PM
ν
ℓ pQq. We assume a Bayesian approah and pik Kℓ at random, with
Kℓ K
0
ℓ   c2 δ
9W ℓ,
for some c2 ¡ 0 and where 9W ℓ is an independent opy of 9Bℓ. Dene gℓ  p1 0 . . . 0q
T
as the rst anonial (olumn) vetor in R
|Λℓ|
. Dene also
ϑ  pK0ℓq
1
pKℓ K
0
ℓqpK
0
ℓq
1gℓ (3.45)
and
X  pK0ℓq
1
pKδ,ℓ K
0
ℓqpK
0
ℓq
1gℓ. (3.46)
Lemma 3.5.4. There exists a onstant c3 depending on ν,Q and c2 only suh that
inf
T
P
 
δ2ℓ4ν|Λℓ|
1
}T pXq  ϑ}2 ¥ c3

¥
1
2
, (3.47)
where the inmum is taken among all estimators T based on the observation X.
Proof of Lemma 3.5.4. We have X  ϑ  ε, with
ϑ  pK0ℓq
1c2δ 9W pK
0
ℓq
1gℓ and ε  pK
0
ℓq
1δ 9BpK0ℓq
1gℓ.
By onstrution, ϑ and ε are two independent Gaussian random vetors. More preisely,
by denition of gℓ and with obvious notation, we have
ϑ  N
 
0, δ2c22c
4
1 ℓ
4νIℓ

and ε  N
 
0, δ2c41 ℓ
4νIℓ

.
It readily follows that the posterior law of ϑ given X is
Lpϑ

Xq  N
 c22
1  c22
X, δ2
c22
1  c22
c41 ℓ
4νIℓ
	
.
Now, for c3 ¡ 0, dene
Hδpc3,xq  1
tδ2ℓ4ν|Λℓ|
1
}x}2 ¥ c3u
for x P R|Λℓ| .
Setting zpXq  T pXq  Erϑ |Xs, we have
E

Hδ
 
c3, T pXq  ϑ

|X

 E

Hδ
 
c3, zpXq   Erϑ |Xs  ϑ

|X

¥ E

Hδ
 
c3,Erϑ |Xs  ϑ

|X

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where we used a version of Anderson's Lemma given in Lemma 10.2 in [42℄ p. 157.
Indeed, the law of Erϑ |Xs  ϑ has a entrally symmetri density and the funtion Hδ
is nonnegative, entrally symmetri, satises Hδp0q  0 and the sets tx, Hδpc3,xq   cu
are onvex for any c ¡ 0.
Now, }Erϑ |Xs  ϑ}2 has a χ2-distribution with |Λℓ| degrees of freedom, up to
a saling fator of order δ2ℓ4ν . This means that the sequene of random variables
δ2ℓ4ν|Λℓ|
1
}Erϑ |Xsϑ}2 is bounded below in probability in ℓ ¥ 1 and δ ¡ 0. Sine
Erϑ |Xs ϑ is moreover independent of X, it follows that there exists c3 independent
of δ and ℓ suh that
E

Hδ
 
c3,Erϑ |Xs  ϑ

|X

¥
1
2
.
Integrating with respet to X, we obtain (3.47) and the result follows.
Proof of Theorem 3.3.2
We assume with no loss of generality that 2ν   d  1 ¥ 2s. (Otherwise, the lower
bound δ trivially follows from the parametri ase.) Let Πs,νpM,Q1q denote the set of
sequenes π  pπℓqℓ¥1 satisfying
¸
ℓ¥1
π2ℓ ℓ
2ps νq
¤
M2
Q21
. (3.48)
For π P Πs,νpM,Q1q and K P G
ν
pQq, dene f via its oordinates in Hℓ by
f ℓ  πℓK
1
ℓ gℓ, ℓ ¥ 1,
where gℓ is an arbitrary vetor in R
|Λℓ|
with }gℓ}  1 (xed in the sequel). Then
¸
ℓ¥1
ℓ2s}πℓK
1
ℓ gℓ}
2
¤
¸
ℓ¥1
π2ℓ }K
1
ℓ }
2
op
}gℓ}
2
¤ Q21
¸
ℓ¥1
π2ℓ ℓ
2ps νq
¤M2
sine π P Πs,νpM,Q1q. Therefore f PWspMq. It follows that for an arbitrary estimator
pf , we have
sup
fPWspMq,KPGνpQq
E



pf  f


2
H

 sup
fPWspMq,KPGνpQq
¸
ℓ¥1
E



pf ℓ  f ℓ


2

¥ sup
πPΠs,νpM,Q1q,KPGνpQq
¸
ℓ¥1
E



pf ℓ  πℓK
1
ℓ gℓ


2

.
Lemma 3.5.5. There exist a hoie of gℓ with }gℓ}  1 and onstants c4, c5 (depending
on s, ν,M,Q) suh that for any π P Πs,νpM,Q1q, if |Λℓ|
1{2δ ¤ c4 ℓ
ν
, we have
inf
pfℓ
sup
KPGνpQq
E

}
pf ℓ  πℓK
1
ℓ gℓ}
2

¥ c5 δ
2ℓ4ν d1π2ℓ (3.49)
where the inmum is taken over all estimators and provided δ ¡ 0 is suiently small.
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With (3.49), we easily onlude: Dene L  tc6δ
2{p2ν d1q
u with c6 ¡ 0. For
1 ¤ ℓ ¤ L, the assumption |Λ|1{2δ ¤ c4 ℓ
ν
of Lemma 3.5.5 is satised by piking c6 ¡ 0
suiently small and we have
sup
πPΠs,νpM,Q1q,KPGνpQq
¸
ℓ¥1
E



pf ℓ  πℓK
1
ℓ gℓ


2

¥ c5δ
2 sup
πPΠs,νpM,Q1q
L¸
ℓ1
ℓ4ν d1π2ℓ
¥ c5δ
2M2
Q21
L2ν d12s ¥ c5c
2ν d12s
6
M2
Q21
δ2s{p2ν d1q
thanks to the admissible hoie π speied by π2ℓ  ℓ
2pν sqM2{Q21 if ℓ  L and 0
otherwise. Theorem 3.3.2 follows. It remains to prove Lemma 3.5.5.
Proof of Lemma 3.5.5. In view of (3.49), we may (and will) assume that πℓ  1. We
rely on the notation and denition of the preliminaries. Observe rst that
inf
pf ℓ
sup
KPGνpQq
E

}
pf ℓ K
1
ℓ gℓ}
2

 inf
pf ℓ
sup
KPGνpQq
E

}
pf ℓ 
 
K1ℓ  pK
0
ℓq
1

gℓ}
2

.
where K0 is dened in (3.44). Put vδ,ℓ  δ
2ℓ4ν d1. For any c ¡ 0, by Chebyshev
inequality, we have
c2v2δ,ℓ inf
pfℓ
sup
KPGνpQq
E

}
pf ℓ 
 
K1ℓ  pK
0
ℓq
1

gℓ}
2

¥ inf
pf ℓ
sup
KPGνpQq
P
 
}
pf ℓ 
 
K1ℓ  pK
0
ℓq
1

gℓ} ¥ c vδ,ℓ

. (3.50)
We adopt the same Bayesian approah as in the preliminaries and onsider Kℓ as a
random matrix with distribution suh that
Kℓ K
0
ℓ   c2 δ
9W ℓ, (3.51)
where
9W ℓ is an independent opy of 9Bℓ and c2 ¡ 0 is to be speied later. Using the
randomisation (3.51) on Kℓ, the right-hand side in (3.50) is now bigger than
inf
pfℓ
P
 
}
pf ℓ 
 
K1ℓ  pK
0
ℓq
1

gℓ} ¥ c vδ,ℓ

 P
 
Kℓ RM
ν
ℓ pQq

. (3.52)
Let us rst show that
inf
pf ℓ
P
 
}
pf ℓ 
 
K1ℓ  pK
0
ℓq
1

gℓ} ¥ c vδ,ℓ

(3.53)
is bounded below for an appropriate hoie of c ¡ 0. Introdue the event
Aδ 
 
Q1ℓ
νc2δ} 9W ℓ}op ¤ ρ
(
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for some 0   ρ   1. Observe that }pK0ℓq
1c2δ 9W ℓ}op ¤ ρ on Aδ, therefore, by an usual
Neuman series argument, we have the deomposition
K1ℓ  pK
0
ℓq
1
 pK0ℓq
1
pc2δ 9W ℓqpK
0
ℓq
1
 
¸
n¥2
p1qn
 
pK0ℓq
1c2 9W ℓ
n
pK0ℓq
1
Applying the vetor gℓ  p1, 0, . . . , 0q and setting
ζδ,ℓ 
¸
n¥2
p1qn
 
pK0ℓq
1c2 9W ℓ
n
pK0ℓq
1gℓ,
we obtain the deomposition
 
K1ℓ  pK
0
ℓq
1

gℓ  pK
0
ℓq
1
pc2δ 9W ℓqpK
0
ℓq
1gℓ   ζδ,ℓ
 ϑ  ζδ,ℓ,
where ϑ is dened in (3.45). We derive, for any c ¡ 0
P
 
}
pf ℓ 
 
K1ℓ  pK
0
ℓq
1

gℓ} ¥ c vδ,ℓ

¥ P
 
}
pf ℓ  pϑ  ζδ,ℓq} ¥ c vδ,ℓ and Aδ

¥ P
 
}
pf ℓ  ϑ} ¥
1
2
c vδ,ℓ and Aδ and }ζδ,ℓ} ¤
1
2
c vδ,ℓ

by the triangle inequality. We laim that for any ε ¡ 0, there exists a hoie of
suiently small c2 suh that for any c ¡ 0:
lim sup
δÑ0
P
 
Aδ and }ζδ,ℓ} ¤
1
2
c vδ,ℓ

¥ 1 ε. (3.54)
Let us admit temporarily (3.54). For suh a hoie, we thus have
P
 
}
pf ℓ 
 
K1ℓ  pK
0
ℓq
1

gℓ} ¥ c vδ,ℓ

¥P
 
}
pf ℓ  ϑ} ¥
1
2
c vδ,ℓ

 ε.
Let us now look at an apparently dierent problem: we want to estimate ϑ from our
observation Kδ,ℓ, or equivalently, from the observation
pK0ℓq
1
pKδ,ℓ K
0
ℓqpK
0
ℓq
1.
The hoie gℓ  p1, 0, . . . , 0q
T
entails that pK0ℓq
1
pKδ,ℓK
0
ℓqpK
0
ℓq
1gℓ is a suient
statisti, but this last quantity is preisely X dened in (3.46). Thus, without loss of
generality,
pf δ an be taken as an estimator of the form T pXq. By Lemma 3.5.4, we
know that vδ,ℓ is a lower bound for estimating ϑ.
More speially, by taking c suh that c ¤ 2
?
c3, we have
P
 
}
pf ℓ  ϑ} ¥
1
2
c vδ,ℓ

 ε ¥ 1
2
 ε ¥ 1
4
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say, sine the hoie of ε is arbitrary, and (3.53) follows. It remains to prove (3.54).
First, we have that |Λℓ|
1{2
}
9W ℓ}op is bounded in probability by Lemma 3.5.1 in
ℓ ¥ 1. Sine |Λℓ|
1{2δ ¤ c4ℓ
ν
by assumption, we also have that ℓνδ} 9W ℓ}op is bounded in
probability, hene the probability of Aδ an be taken arbitrarily lose to 1 by taking c2
suiently small. Moreover, on Aδ, we have
}ζδ,ℓ} ¤Q1ℓ
ν
¸
n¥2
 
Q1ℓ
νc2δ} 9W ℓ}op
n
¤p1 ρq1c22Q
3
1δ
2ℓ3ν} 9W ℓ}
2
op
¤p1 ρq1c22Q
3
1δℓ
2ν
|Λℓ|
1{2c4|Λℓ|
1
}
9W ℓ}
2
op
where we again used the fat that |Λℓ|
1{2δ ¤ c4ℓ
ν
by assumption. The laim follows
from the fat that |Λℓ|
1{2
}
9W ℓ}op is bounded in probability. Hene (3.54) and (3.53) is
proved.
In order to omplete the proof of Lemma 3.5.5, we need to hek that the term
P
 
Kℓ RMνℓ pQq

an be taken arbitrarily small when bounding (3.50) below by (3.52).
We have
P
 
Kℓ RM
ν
ℓ pQq

¤P
 
}Kℓ}op ¡ Q2ℓ
ν

  P
 
}K1ℓ }op ¡ Q1ℓ
ν

. (3.55)
For the rst term in the right-hand side of (3.55), we have
P
 
}Kℓ}op ¡ Q2ℓ
ν

¤ P
 
}c2δ 9W ℓ}op ¡ Q2ℓ
ν
 }K0ℓ}op

¤ P
 
}c2δ 9W ℓ}op ¡ pQ2  c1qℓ
ν

.
The last term an be rewritten as
P
 
|Λℓ|
1{2
}
9W ℓ}op ¡ pQ2  c1qc
1
2 ℓ
ν
|Λℓ|
1{2δ1

.
For the seond term in the right-hand side of (3.55), thanks to the property }K1ℓ }op ¤
 
c1ℓ
ν
 }c2δ 9W ℓ}op

1
we derive
P
 
}K1ℓ }op ¡ Q1ℓ
ν

¤P
 
|Λℓ|
1{2
}
9W ℓ}op ¡ pc1 Q
1
1 qc
1
2 ℓ
ν
|Λℓ|
1{2δ1

.
By assumption, we have that ℓν|Λℓ|
1{2δ1 is bounded away from zero. Sine |Λℓ|
1{2
}
9W ℓ}op
is tight in ℓ ¥ 1, we an onlude by taking c2 suiently small. The proof of Lemma
3.5.5 is omplete.
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Chapter 4
Noisy Laplae deonvolution with
error in the operator
This hapter is the replia of an artile submitted to a sienti review. It an be read
independently from the rest of the manusript.
Abstrat: We address the problem of Laplae deonvolution with random noise
in a regression framework. The time set is not onsidered to be xed, but grows with
the number of observation points. Moreover, the onvolution kernel is unknown, and
aessible only through experimental noise. We make use of a reent proedure of
estimation based on a Galerkin projetion of the operator on Laguerre funtions ([19℄),
and ouple it with a threshold performed both on the operator and the observed
signal. We establish the minimax optimality of our proedure under the squared loss
error, when the smoothness of the signal is measured in a Laguerre-Sobolev sense and
the kernel satises fair blurring assumptions. It is important to stress that the
resulting proess is adaptive with regard both to the target funtion's smoothness and
to the kernel's blurring properties. We end this paper with a numerial study
emphasizing the good pratial performanes of the proedure on onrete examples.
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4.1 Introdution
Laplae deonvolution is motivated by a wide set of pratial appliations, ranging
from population dynamis or physis to omputational tomography or uoresene
spetrosopy (Linz [59, Chap. 2℄, Ameloot et al. [4℄, Comte et al. [19℄). In the orre-
sponding setting we observe q, the result of the ation of a kernel g on the funtion of
interest f , aording to the following equation
qptq 
» t
0
gpt τqf pτqdτ, t ¥ 0 . (4.1)
Equation (4.1) is also referred to as Volterra integral equation. One of its main features
is its ausal property, sine qptq is aeted only by the values of f and g at times
anterior to t. Of ourse, only nite samples of qptq are aessible in pratie. Moreover,
the presene of additional noise justies the empirial modelization of (4.1) by the
lassial regression model, inspired by Abramovih et al. [3℄
yptiq 
» ti
0
gpti  τqf pτqdτ   σηi, i  1, ..., n , (4.2)
where 0 ¤ t1 ¤ ... ¤ tn ¤ Tn are the points of observation, pηiqi1,...,n are independent
standard Gaussian variables, and σ is a xed fator aounting for the preision of the
observations. Tn is supposed to grow with the number of observations n.
As pointed out in Abramovih et al. [3℄ and Comte et al. [19℄, in spite of its apparent
similarity with the Fourier deonvolution problem, the theoretial features of equation
(4.1), as well as the pratial problems raised during its resolution are deeply dierent.
More preisely, setting artiially gptq  fptq  0 for t   0 amounts to solving the
lassial Fourier deonvolution problem
yptiq 
» Tn
0
gpti  τqf pτqdτ   σηi, i  1, ..., n . (4.3)
A rst notable objetion is that the framework of lassial Fourier deonvolution as-
sumes periodiity of the funtion f and the kernel g on r0, T s, a meaningless notion
when applied to a varying time set r0, Tns. Even more problemati is the fat that
this modelization totally ignores the ausal feature of Laplae onvolution, reating un-
wanted interferenes between dierent time sets. To nish, the manipulation onsisting
in artiially expanding q and g for t   0 reates artifats on the estimated funtion
at times t   0 as well.
Another approah is to treat equation (4.2) as a general ill-posed problem and apply
a Tikhonov regularization (Golubev [34℄). However the diret implementation of this
method also destroys the ausal nature of equation (4.1), and tends to oversmooth the
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solution (Cinzori and Lamm [15℄). Subsequent adaptations whih remedy these short-
omings are present in Lamm [56℄ and Cinzori and Lamm [15℄. However in these works
the time set is onsidered to be xed.
A more suitable theoretial tool in solving (4.1) is the use of Laplae transform, whih
allows to derive a losed form of the solution. However, its diret implementation is
ompromised by numerial problems, sine the generi expression of the inverse Laplae
transform is not easily omputable in general. This motivates the widespread use of
inversion tables, unfortunately irrelevant when the image funtion is not known exatly
but approximated via a numerial sheme.
In this paper, following Comte et al. [19℄, we will exploit the properties of Laguerre
funtions, whih an be used either to ompute the inverse Laplae transform (Abate
et al. [1℄, Lien et al. [58℄), or to solve diretly equation (4.1) (Keilson and Nunn [46℄).
More preisely, a Galerkin method applied to (4.2) shows that, even if their role is not
entirely symmetri to the role played by harmonis in the framework of Fourier deon-
volution, they allow a sparse analysis of equation (4.1).
All the previous mentioned works only onerned the ase of a deterministi noise at
best. The presene of random noise requires an additional treatment, and alls for spe-
i statistial tools. In the setting of random noise, Dey et al. [25℄ onsidered a kernel
of the form eat and used a regularized inversion of the inverse Laplae transform. More
reently, Abramovih et al. [3℄ oneived an optimal proedure in the minimax sense on
Hölder spaes HspR
 
q. This proedure used an exat expression of the solution involv-
ing the derivatives of q, whih were then estimated via Lepski's method. However a
shortoming of the proedure is its strong dependene on the kernel g, in the sense that
a small error in g an translate into a wide dierene in the result. In other words there
seems to be a trade o between the losed form of the solution, and the instability with
regard to the kernel. Moreover, the fat that g is seldom observed diretly in pratie,
but is usually subjet to experimental noise should prompt us to privilege stability over
exatitude.
In that spirit, Comte et al. [19℄ took advantage of the algebrai properties of Laguerre
funtions in the ontext of (4.2). With an adequate penalty term, they proposed an
estimator whih mimis the orale risk to within logarithmi terms. This modelization
has the non negligible advantage of pratial simpliity and eieny, sine solving
equation (4.1) amounts to the inversion of a lower triangular Toeplitz matrix.
Even if this latter proedure proves to be more stable with regard to g experimen-
tally, no systemati study has been onduted on the subjet yet. In this paper we
attempt to ll in this gap: we suppose that the observation of g is ontaminated by
a Gaussian white noise, and show how Laguerre funtions allow to handle this issue.
We plae ourselves under the minimax point of view and suppose that f belongs to a
Laguerre-Sobolev spae and that g satises standard blurring assumptions. We apply
reent tehniques for the treatment of noisy operators in the ontext of inverse problems
(Homann and Reiÿ [40℄,Delattre et al. [23℄), whih onsist in a preliminary proessing
of the operator K oupled with a lassial thresholding proedure applied to y.
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4.2 Disretization of Laplae deonvolution
4.2.1 Laguerre funtions
Suppose that the target funtion f and the kernel g are elements of L2pR
 
q. Dene
the Laguerre polynomials (see Gradshteyn and Ryzhik [35℄)
Lℓptq 
ℓ¸
j0
p1qj

ℓ
j


tj
j!
, (4.4)
and, following Comte et al. [19℄, the ensuing Laguerre funtions, depending on the
parameter α ¡ 0,
ϕℓptq 
?
2αeαtLℓp2αtq, ℓ P N . (4.5)
The parameter a is a tuning parameter used to t experimental urves. The Laguerre
funtions onstitute a Hilbert basis of L
2
pR
 
q. Any funtion f P L2pR
 
q satises
f 
¸
ℓ¥0
fˇℓϕℓptq, fˇℓ
∆

»
8
0
fpτqϕℓpτqdτ . (4.6)
The following proposition illustrates the onveniene of Laguerre funtions in the frame-
work of equation (4.1).
Proposition 4.2.1 (Gradshteyn and Ryzhik [35℄, Formula 7.411.4).
α ¡ 0, t ¥ 0,
» t
0
ϕkpxqϕℓpt xqdx  p2αq
1{2
 
ϕℓ kptq ϕℓ k 1ptq

. (4.7)
From now on, exept if expliitly mentionned, we will suppose α  1{2.
4.2.2 Galerkin method
Proposition 4.2.1 prompted Comte et al. [19℄ to apply a Galerkin sheme to equation
(4.1). Galerkin shemes rely on the hoie of a set of funtions whih disretize the
inverse problem at stake in a onvenient way. They were beneially applied in the
ontext of inverse problems (Cohen et al. [17℄), and blind deonvolution (Efromovih
and Kolthinskii [30℄, Homann and Reiÿ [40℄ and Delattre et al. [23℄). To this end we
will remind briey the underlying methodology of a Galerkin sheme and show how it
onveniently applies to equation (4.1).
Let f P L2pR
 
q and K an operator of L2pR
 
q, and suppose we want to reover f
from the observation q  Kf . Note V ℓ the nite dimensional spae spanned by the
orthogonal set of Laguerre funtions tϕkuk¤ℓ. The Galerkin approximation fG of f on
V ℓ is the solution of the equation
xKfG, vy  xq, vy, v P V ℓ ,

¸
k¤ℓ
xKϕk,ϕ
1
ky xfG,ϕky  xq,ϕky, k
1
¤ ℓ . (4.8)
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We shall note Kℓ the Galerkin matrix pKℓqi,j  xKϕj,ϕiy, i, j ¤ ℓ, and, for a funtion
h P L2pR
 
q, hℓ the vetor phˇiqi¤ℓ. Note hene K the operator of L
2
pR
 
q mapping f
onto t ÞÑ
³t
0
fpt τqgpτqdτ . Proposition 4.2.1 has two onsequenes : rst, the equality
f ℓG  f
ℓ
, whih entails
qℓ Kℓf ℓ . (4.9)
Seondly, it implies the following proposition:
Proposition 4.2.2 (Comte et al. [19℄, Lemma 1). The Galerkin matrix Kℓ is lower
triangular, Toeplitz. More preisely, note
9g the funtion with Laguerre oeients
9ˇgℓ  gˇ01
tℓ0u  
 
gˇℓ  gˇℓ1

1
tℓ¥1u, ℓ P N .
Then
Kℓ 






9ˇg0 0 . . . 0
9ˇg1 9ˇg0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
9ˇgℓ . . . 9ˇg1 9ˇg0

Æ
Æ
Æ
Æ

In the sequel, for any funtion f P L2pR
 
q, we will note T pfq the innite Toeplitz
matrix suh that T pfqi,1  fˇi 1 for all i ¥ 0, and Tℓpfq the extrated matrix dened by
Tℓpfqi,1  T pfqi,1, i ¤ ℓ  1. In partiular,
Kℓ  Tℓp 9gq
The resolution of the linear system (4.8) is now very onvenient, provided that Kℓ is
invertible. This is equivalent to gˇ0  0, an assumption we will make in the sequel.
4.2.3 Appliation to the regression model with irregular design
It remains to inorporate two supplementary features of equation (4.2) in the inversion
of (4.9). First, the presene of the random noise η and seondly, the possible irregularity
of the design points t1, ..., tn. This onstrution is due to Comte et al. [19℄. Due to the
fat that the observation points ti are imposed by the problem, the estimation of the
Laguerre oeients qˇℓ of the funtion q suers from two potential drawbaks. First,
the innite support of the Laguerre polynomials as well as the funtion q whih should
not be too problemati, provided that Tn is large enough and that the funtions derease
suiently to innity. More problemati is the fat that the observation points ti are
sometimes subjet to experimental onstraints, whih aet their distribution on R
 
.
The onsisteny of the estimation of qˇℓ is hereby deteriorated.
We will hene suppose that the following onditions are fullled:
• There exists an integer n0 suh that
n
Tn
¡ σ for all n ¥ n0.
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• lim
nÑ8
Tn  8, and lim
nÑ8
Tn
n
 0 .
To take into aount the irregularity of the design, we follow Comte et al. [19℄ and
dene Pn : r0;Tns Ñ r0;Tns a regular non dereasing funtion suh that
Pnp0q  0, PnpTnq  Tn, Pnptiq 
i
n
Tn for i ¤ n . (4.10)
Note Φℓ the pℓ 1qn matrix with entries pΦℓqk,i  ϕkptiq. For any funtion h P L
2
pRq,
we have
P ℓhptiq 
¸
k¤ℓ
ϕkptiqhˇk  Φℓh
ℓ ,
 hℓ 
 
t
ΦℓΦℓ

1t
ΦℓP ℓhptiq .
where P ℓ is the orthogonal projetor onto V ℓ. We dedue that
yℓ 
 
t
ΦℓΦℓ

1t
ΦℓP ℓ

q   ση

ptiq K
ℓf ℓ   σ
 
t
ΦℓΦℓ

1t
Φℓηn , (4.11)
where ηℓ  N p0, Inq. Let us take a loser look to the matrix p
t
ΦℓΦℓ

. Its general term
is
p
t
ΦℓΦℓqℓ,k 
n¸
i1
ϕkpP
1
p
i
n
TnqqϕℓpP
1
p
i
n
Tnqq

n
Tn
» Tn
0
ϕkpP
1
pτqqϕℓpP
1
pτqqdτ

n
Tn
» Tn
0
ϕkpτqϕℓpτqP
1
pτqdτ
for n, Tn large enough. If the points ti are equispaed, taking P pτq  τ in (4.10) entails
that Tnn
1
p
t
ΦℓΦℓ

is lose to the identity provided that Tn is large enough. As in
Comte et al. [19℄, we hene reformulate (4.11) as the sequential model
yℓ Kℓf ℓ   σ

Tn
n
ξℓ ,
where ξℓ  N p0,Ωℓq and Ωℓ  nT
1
n p
t
ΦℓΦℓ

1
. In general, Ωℓ somehow quanties the
distane to the uniform design ase. To ensure that the design is not too ill-onditioned,
we will suppose that the following assumption is fullled.
Assumption 4.2.3. Let L P N. There exists C ¥ c ¡ 0, suh that for all ℓ ¤ L, for
all λ P SppΩℓq, c ¤ λ ¤ C.
This assumption is dependent on the integer L, whih plays the role of a maximal
resolution level, and will be adapted to the ase of interest later. The inversion of (4.11)
now requires ontrols of the variable pKℓq1ξℓ. Under suitable properties of f and g,
we shall be able to apply a lassial inverse/thresholding proedure, and derive rates
of onvergene over spei regularity spaes. These properties are the subjet of Part
4.3.
4.3. FEATURES OF THE TARGET FUNCTION AND THE KERNEL 93
4.2.4 Error in the operator
We already mentionned the fat that the resolution of (4.1) is usually unstable with
respet to g (Abramovih et al. [3℄). Furthermore, in pratie, inferene on the ker-
nel g is possible only through experimental noise, and requires a preliminary step of
estimation giving way to impreision. This additional error might signiantly ontam-
inate the result of any proedure of estimation if not properly treated. Let us see how
Laguerre funtions ϕℓ allow to handle this issue: in setion 4.2.2, we established that
the disretization of (4.13) with Laguerre funtions involved a Toeplitz matrix with
entries onstituted of the Laguerre oeients of
9g. We an thus onsider 9g as the
nite impulse response of the operatorK when applied to the system pϕℓqℓ¥0. To take
into aount the impreision in the observations of
9g, we adopt the framework of blind
deonvolution and suppose that
9g is not known exatly, but that we have aess to the
noisy version
9gδ  9g   δb , (4.12)
where b is a Gaussian white noise on L2pR
 
q. The generi problem of blind deon-
volution is motivated by numerous sienti elds, inluding for example eletroni
mirosopy or astrophysis, where the orresponding kernel is seldom known nor di-
retly observed. It was adequately disussed in Efromovih and Kolthinskii [30℄ and
Homann and Reiÿ [40℄.
Taking into aount the observations (4.12), the projetion
9gℓ is hanged to 9gℓδ  9g
ℓ
 δbℓ
where bℓ is a Gaussian vetor with ovariane Iℓ. The new model, adjusted from (4.11)
beomes
#
yℓ Kℓf ℓ   σ
b
Tn
n
ξℓ ,
Kℓδ K
ℓ
  δBℓ ,
(4.13)
where Bℓ  Tℓpbq is a random Toeplitz matrix. In the sequel, for the sake of larity,
we note ε  σ
b
Tn
n
.
Remark 4.2.4. We ould as well suppose that we observe gδ  g   δb, yet it is
more onvenient to work with
9g (the entries of the noisy Toeplitz matrix B are diretly
i.i.d standard Gaussian variables). In the former ase, the rest of the paper however
adapts with no hange in the algorithms, sine inequality (4.27) is satised as well. A
modiation of the proof of Theorem 4.4.6 should also provide the lower bound for the
seond proedure.
4.3 Features of the target funtion and the kernel
4.3.1 Sobolev spaes assoiated to Laguerre funtions
We proeed to the desription of regularity spaes assoiated with the resolution of
(4.13). The following material is lassial, we refer to Bongioanni and Torrea [6℄ or
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Rathnakumar [74℄ for example.
Sine f ÞÑ
?
2αfp2α.q is an isometry of L2pR
 
q, the strutures dened for dierent
values of α are equivalent. Hene we shall only onentrate on the mainstream ase
where α  1{2. Dene the operator L on L2pR
 
, dxq by
L  

x
d2
dx2
 
d
dx

x
4

. (4.14)
The funtions ϕℓ are the eigenfuntions of L assoiated with eigenvalues pℓ  
1
2
q. We
hene dene the Sobolev spae Ws assoiated with Laguerre funtions as
Ws tf P L2pR
 
, dxq s.t. Lsf P L2pR
 
, dxqu .
For a funtion f P L2pR
 
, dxq, we have the straightforward equivalene
f PWs 
¸
ℓ¥0


 
ℓ 
1
2
s
xf,ϕℓy


2
  8 ,
and the assoiated norm
}f}2Ws 
¸
ℓ¥0


 
ℓ 
1
2
s
xf,ϕℓy


2
.
For M ¥ 0, we shall note WspMq the Sobolev ball of radius M . Finally, we remind
that, as }ϕℓ}8 ¤ 1 for all ℓ ¥ 0, we have s ¡ 1{2 ñ W
s
 C0pR
 
q. From now on, we
will hene suppose that there exists s ¡ 1{2 suh that f PWs.
4.3.2 Banded Toeplitz matries
Before entering into details about the kernel features, we introdue basi material on
Toeplitz matries. Most of it is inspired by Bötther and Grudsky [7℄ and Comte et al.
[19℄.
Let a  paℓq P ℓ
1
pZq be a sequene of real numbers. We remind from setion 4.2.2 that
we note T paq the innite Toeplitz matrix dened by
T paq 






a0 a1 a2 . . . . . .
a1 a0 a1 . . . . . .
a2 a1 a0 . . . . . .
.
.
.
.
.
.
.
.
.
.
.
. . . .

Æ
Æ
Æ
Æ

and Tℓpaq PMℓpRq the trunated Toeplitz matrix dened as
pTℓpaqqi,j  pT paqqi,j, i, j ¤ ℓ  1 .
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The Toeplitz matries T paq and Tℓpaq are naturally linked to the two respetive Laurent
series
a¯pzq 
8
¸
k8
akz
k
and aℓpzq 
ℓ¸
kℓ
akz
k
We will indierently refer to the vetor a or the orresponding Laurent series. The
spetral norm of T paq is related to the behavior of apzq, as illustrated in the following
proposition.
Proposition 4.3.1. Let a P ℓ1pZq. Let C stand for the omplex unit irle. We have
}T paq}
op
 }apzq}circ ,
where }apzq}circ
∆
 sup
zPC


8
¸
ℓ8
aℓz
ℓ


. A simple orollary is the following inequality
}T paq}
op
¤
8
¸
ℓ8
|aℓ| .
In partiular, Proposition 4.3.1 applies to the ase of trunated Toeplitz matries
Tℓpaq. Moreover, if a has no zero on the omplex unit irle, we have
lim sup
ℓÑ8
}Tℓpaq}op   8 and lim
ℓÑ8
}Tℓpaq}op  }T paq}op (4.15)
Now suppose that a and a1 both generate lower triangular Toeplitz matries (i.e. ak 
a1k  0 if k   0). Then the following equalities hold for all ℓ ¥ 0:
TℓpaqTℓpa
1
q  Tℓpa
1
qTℓpaq  Tℓpaa
1
q and Tℓpaq
1
 Tℓp1{aq . (4.16)
In other words, the matrix multipliation (resp. inversion) is equivalent to a power
series multipliation (resp. inversion).
4.3.3 Degree of ill posedness
We now need to preise the properties of K as a blurring operator of L2pR
 
q. Usually
the operator K is not ompat, and the problem (4.1) is ill-posed. This results in
pratial instabilities when trying to invert equation (4.11) from disrete observations.
The quantiation of the ill-posedness of the problem is speied by the introdution
of a onstant, alled degree of ill-posedness (DIP) of the problem (see Nussbaum and
Pereverzev [71℄, Mathe and Pereverzev [65℄ for a generi review). We adapt this onept
to our framework, and make the following assumption.
Assumption 4.3.2 (Degree of ill-posedness of g). There exists ν ¥ 0, Q ¥ 0 suh
that, for all ℓ ¥ 0,
}pKℓq1}
op
¤ Qpℓ _ 1qν .
ν is alled degree of ill-posedness of g (or equivalently of K). We note KνpQq the set
of funtions whih satisfy this assumption.
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We shall see examples of kernels satisfying this assumption further. For the moment,
we onentrate on the treatment of observations (4.13) in the ontext we just desribed.
4.3.4 A rst algorithm of estimation
The main hallenge whih remains to be treated now is to artiulate the two ritial
steps of inversion and regularization, via adapted proedures. For example, let us give
a brief overview of the methodology in Comte et al. [19℄: Let ℓ P N, and let Λ be the
following ontrast funtion, dened on Rℓ by
Λ : t ÞÑ }t}2  2xt, pKℓq1yℓy .
Note }.}
op
the spetral norm and }.}
HS
the Hilbert Shmidt norm. A model seletion
is performed on the maximal level L, by introduing the following penalizing fator
(B ¡ 0 is an arbitrary onstant):
penpℓq  4σ2Tnn
1

p1 Bq}
b
Qℓ}2
HS
  p1 Bq1pν   1q}
b
Qℓ}2
op
log ℓ
	
,
whereQℓ  pKℓq1Ωℓ
t
pKℓq1 and
a
Qℓ is a lower triangular matrix satisfying
a
Qℓ t
a
Qℓ 
Qℓ. The maximal level L˜ is hene hosen as
L˜  argmin
ℓ¤ℓpnq
tΛ2
 
pKℓq1yℓ

  penpℓqu ,
where ℓpnq is a large enough resolution level, possibly depending on n, and the ensuing
estimator of f is
pKL˜q1yL˜ .
We follow here a dierent path: we suppose that the target funtion belongs to a
Sobolev-Laguerre spae, and perform thresholding tehniques in a minimax framework.
Furthermore, our results are asymptoti with regard to ε, δ. Would g be known, the
estimation of f from observations (4.13) amounts to solving a standard inverse problem
with signal noise. To this end, a proli literature is at disposal (a seleted list is Donoho
[26℄, Abramovih and Silverman [2℄, Cohen et al. [17℄). In order to take into aount
the presene of noise in the operator, we shall hene apply a preliminary regularizing
thresholding proedure to the noisy operator Kδ in order to ensure the stability of the
further inversion step. To that end, dene the maximal level as
LI  λ

ε
a
| log ε| _ δ| log δ|
	
1
ν 1
, (4.17)
with λ a positive onstant. Dene also the two thresholding levels
Oℓ,δ  κ
 
pℓ_ 1q logpℓ_ 2q
1{2
δ
a
| log δ| , (4.18)
SIℓ,n  pℓ_ 1q
ν

τsigε
a
| log ε| _ τ
op
δ| log δ|
	
. (4.19)
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For ℓ ¥ 0, note ζℓ  xpK
ℓ
δq
1
1
t
}pKℓδq
1
}
op
 O1
δ,l u
yℓ,ϕℓy. The estimator
rf
I
of f is dened
by
rf
I

¸
ℓ¤LI
ζℓ1
t|ζℓ|¡Sℓu
ϕℓ .
We all this proedure Algorithm I. The preliminary threshold performed on pKℓδq
1
ensures its proximity with pKℓq1 with high probability (see Lemma 4.6.2). We now
study the squared loss performane of the proedure.
Theorem 4.3.3. Let M ¥ 0, s ¡ 1{2. Let ν ¥ 0, Q ¥ 0. Suppose that Assumption
4.2.3 holds for L  LI. Then for suiently large thresholding onstants κ, τsig and
τ
op
,
sup
fPWspMq
gPKν pQq
E }rf
I
 f} À

δ| log δ|
	
2s
2ps νq 1
_

ε
a
| log ε|
	
2s
2ps νq 1
,
where À means inequality up to a onstant depending only on λ, κ, τsig, τop, s,M, ν,Q.
The rates in Theorem 4.3.3 reveal two omponents, aounting respetively for the
impreision in the observation of the operator and the signal. The latter is fairly lassi
in non parametri statistis (Nussbaum and Pereverzev [71℄, Johnstone et al. [44℄) where
it is also optimal, while the former is standard (and optimal too) in blind deonvolution
on Hilbert spaes (Efromovih and Kolthinskii [30℄, Homann and Reiÿ [40℄). Thus,
we do not study the optimality of these rates in this paper, but rather onentrate on
a more spei framework related to the problem of interest.
4.4 Adaptation to the standard framework of Laplae
deonvolution
We now disuss the adaptation of our algorithm to the mainstream framework of Laplae
deonvolution, as exposed in Abramovih et al. [3℄ or Comte et al. [19℄. As we shall see,
this more restritive framework allows to treat observations (4.13) more eiently. To
this end, we rst dene a more restritive version of the degree of ill-posedness.
Assumption 4.4.1 (Seond kind degree of ill-posedness). Note γk  xp1{ 9gq,ϕky, so
that p1{ 9gqpzq 
¸
k¥0
γkz
k
. There exists ν ¡ 0, there exists Q2, Q1 ¡ 0, suh that for all
ℓ ¥ 0,
ℓ¸
k0
γ2k ¤ Q2pℓ_ 1q
2ν1 , (4.20)
}pKℓq1}op ¥ Q1pℓ_ 1q
ν . (4.21)
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For Q  pQ1, Q2q, we note GνpQq the set of funtions g P L2pR q suh that Assump-
tion 4.4.1 holds. Assumption 4.4.1 is learly more restritive that Assumption 4.3.2.
However, it is satised by a natural lass of funtions g:
Proposition 4.4.2 (Comte et al. [19℄, Lemma 3/ Lemma 5). Suppose that there exists
C, ν ¡ 1{2, µ P C and wpzq 
±N
i1pzµiq, |µi| ¡ 1 a polynomial funtion with no pole
inside of the omplex unit dis, suh that
9gpzq  Cwpzqpµ zqν . (4.22)
Then Assumption 4.4.1 is satised. Furthermore, if w  1 and ν ¥ 0, then |γℓ| 
ℓν1
Γpνq
.
For ompleteness, we give a proof of Proposition 4.4.2 in setion 4.6. We now turn
to the standard framework of Laplae deonvolution, as exposed in Abramovih et al.
[3℄ and Comte et al. [19℄. To this end, we dene the following assumptions onerning
the kernel g.
Assumption 4.4.3.
(A1) There exists an integer r ¥ 1 suh that
djg
dtj


t0

#
0 if j  0, 1, ..., r  2
Br  0 if j  r  1
(A2) g P L1
 
r0, 8q

is r times dierentiable and gprq P L1
 
r0, 8q

.
(A3) The Laplae transform of g has no zeros with non negative real parts exept for
the zeros of the form 8  ib.
The onsequenes of these assumptions are well formulated in the terms of the
preeding framework:
Proposition 4.4.4 (Comte et al. [19℄, Lemma 3). Suppose that Assumptions (A1),
(A2) and (A3) hold. Then the hypotheses of Proposition 4.4.2 are satised with µ  1,
ν  r.
Hene, Assumption 4.4.1 is veried with ν  r and Algorithm I applies. However,
Assumption 4.4.1 provides additional information on the behavior of p1{ 9gq. We adapt
Algorithm I to this new framework, by operating the following hanges:
• Set the maximal level to
LII  λ

ε
a
| log ε| _ δ| log δ|
	
1
.
• Set the signal thresholding level to
SIIℓ,n 
#
}pKℓδq
1
}
op
pℓ_ 1q1{2

τsigε
a
| log ε| _ τ
op
δ| log δ|
	
if }pKℓδq
1
}
op
  O1ℓ,δ ,
 8 if }pKℓδq
1
}
op
¥ O1ℓ,δ ,
(4.23)
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where }A}
HS

a
Trp
tAAq is the Hilbert-Shmidt norm. We all the modied proedure
Algorithm II and note
rf
II
the orresponding estimated funtion. A notable gain
of this new algorithm is its independene with regard to the parameter ν. Indeed,
Assumption 4.4.1 allows us to use }pKℓδq
1
}
HS
in (4.19) as a substitute of ℓν , and to
overestimate the 'true' maximal level LI. Its performanes are exposed in the next
theorem:
Theorem 4.4.5. Let M ¥ 0. Let ν ¡ 0, Q2, Q1 ¡ 0 and s ¡ 1{2. Suppose that
Assumption 4.2.3 holds with L  LII. Then for suiently large thresholding onstants
κ, τsig and τop,
sup
fPWspMq
KPGν pQq
E }rf
II
 f} À

δ| log δ|
	
s
s ν
_

ε
a
| log ε|
	
s
s ν
,
where À means inequality up to a onstant depending only on λ, κ, τsig, τop, s,M, ν,Q1, Q2.
Thus, in addition to the adaptivity over the parameter ν, the strengthening of
Assumption 4.3.2 via (4.20) and (4.21) allows to improve on the rates of Theorem 4.3.3
with regard both to the operator and signal noise. Our next result shows that the
rate ahieved in Theorem 4.4.5 is indeed optimal, up to logarithmi terms. The lower
bound will not derease for inreasing noise levels δ and ε, whene it sues to provide
separately the ases δ  0 and ε  0.
Theorem 4.4.6. Let s ¡ 1{2, let M ¥ 0 ν ¡ 1{2 and Q2 ¥ cνQ1 ¡ 0. Here cν is a
onstant depending only on ν whih will will not seek to preise. We have
inf
f˜
sup
fPWspMq
gPGν pQq
E }f˜  f} Á δ
s
s ν
| log δ|1 _ ε
s
s ν
| log ε|1 ,
where the inmum is taken among all estimators f˜ of f based on observations (4.13).
Combining Theorem 4.3.3 together with Theorem 4.4.6, we onlude that our algo-
rithm is minimax over WspMq to within logarithmi terms in ε and δ, uniformly with
regard to the blurring kernel g P GνpQq.
4.5 Pratial performanes
In this setion we study the pratial performanes of the two proedures developed
above. Note that three potential soures of errors may ontaminate the quality of the
observations in (4.13) : the signal preision σ
a
Tn{n, the operator preision δ and the
design quality }Ωℓ}op. We shall hene emphasize their inuene in the estimation of f ,
as well as their respetive interations.
Our rst aim is to study the interation between the eet of signal and kernel noise in
the two proedures of reonstrution. To this end, we will isolate them from the eet
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κ 0.1 0.2 0.3
N 3 1 0
Table 4.1: Choosing of κ. N is the average number, omputed on a basis of 10 realizations, of levels
ℓ ¤ 10 suh that }pKℓδq
1
}
op
  O1δ,l pκq. We have δ  10
2
.
τsig 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
N
I
1 1 0 0 0 0 0 0
N
II
7 5 4 3 2 1 1 0
τ
op
0.1
N
I
0
N
II
0
Table 4.2: Choosing of τ . For pδsig , εsigq  pεop, δopq  p10
2, 101q and eah value of τ , we
omputed 10 times the desribed proedure and reported Ni the average number of remaining Laguerre
oeients for Algorithm i.
of the design, and suppose that the latter is ideally onditioned by setting Ωℓ  Iℓ. Let
us start by a few preision onerning the tuning parameters of Algorithm I and II.
The setting up of these proedures requires the preliminary denition of λ, κ, τsig and
τ
op
.
Tuning parameters: for the denition of the maximal level of resolution, we set
λ  1 for both algorithms. The onrete hoie of adequate thresholding onstants κ
and τ is a omplex issue. Our pratial hoies will be based on the following remark,
inspired by Donoho and Johnstone [27℄: in the ase of diret estimation on real line,
the universal threshold whih is both eient and simple to implement, takes the form
2
a
| log ε|. A onsistent interpretation is to onsider that this threshold should kill any
pure noise signal. We will adapt this reasoning to the ase of interest.
Choie of κ : we use as a benhmark the ase where g  0. Given δ large enough, we
dene κ as the smallest value κδ suh that , for all ℓ ¤ 10, 1
t
}pKℓδq
1
}
op
 O1
δ,l u
 0. The
results are reported in Table 4.1 and give κ  0.3.
Choie of τsig and τop: It is lear that the role of τsig and τop is to ontrol the inuene
of the signal (resp. the operator) error. To hoose τsig (resp. τop), we therefore set
εsig ¡ δsig ¡ 0 (resp. δop ¡ εop ¡ 0) large enough. We resort to the ase f  0 as a
benhmark: we have xf ,ϕℓy  0 for ℓ ¥ 1, onsequently the observations xgεsig ,ϕℓy,
ℓ ¥ 0 are pure noise. We hene simulateKδsig and, integrating the previously omputed
value of κ, apply the proedure for inreasing values of τsig (resp. τopq until all the
omputed oeients xf˜
i
,ϕℓy (i I,II) are killed for ℓ ¤ 10. The results are reported
in Table 4.2.
We now apply the two proedures to the ase where f 1ptq  pt
2
 tq expptq and
g  ϕ0 (a graphial representation of these two funtions is presented in Figure 4.1).
We have
 
1{ 9g

pzq  p1 zq1 
¸
ℓ¥0
zℓ ,
hene Assumptions 4.3.2 and 4.4.1 are both satised taking ν  1. For several values
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(a) Target funtion f1
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δ=10−2
δ=3.10−2
kernel
(b) Kernel g
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−0.1
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ε=10−3
ε=10−2
q=Kf
() q  Kf
Figure 4.1: Datas and noisy observations of g and q
Algorithm I Algorithm II
δ
ε
0 103 102 3.102 0 103 102 3.102
0 0 0.020 0.141 0.348 0 0.012 0.109 0.312
103 0.004 0.020 0.141 0.352 0.005 0.012 0.108 0.301
102 0.047 0.054 0.143 0.344 0.053 0.039 0.116 0.318
3.102 0.170 0.169 0.190 0.348 0.118 0.109 0.145 0.324
Table 4.3: Normalized mean squared error of the two proedures applied to the funtions f1 and g.
The omputations were performed using a Monte-Carlo method on 500 realizations.
of ε and δ, we report the orresponding squared loss, omputed on a basis of 500
realizations with the use of Parseval's identity, in Table 4.3. The orresponding results
are presented in Figure 4.2 for one partiular realization of ξ, b. The results indiate
that the transition on the two types of errors our when δ is higher than ε, translating a
prevailing eet of the signal noise ε over the operator error δ in pratie. As Theorems
4.3.3 and 4.4.5 suggest, the seond Algorithm overperforms the rst in (almost) every
ase.
Disussion on the design irregularity: to ontrol the squared risk of the two
proedures, one needs ondition 4.2.3 to be fullled. If not, the eigenvalues of the
matrix ΩL beome potentially too large, and observations (4.11) are not onveniently
treatable. In this ase, it is preferable to lower the maximal level down to a point where
}ΩL}op remains under ontrol. To this end, we hange the maximal level of the two
102 CHAPTER 4. NOISY LAPLACE DECONVOLUTION
0 2 4 6 8 10
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
 
 
ε>δ
δ>ε
Target function
(a) Algorithm I
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(b) Algorithm II
Figure 4.2: Estimation of f1 for predominant signal noise pε, δq  p10
2, 103q and predominant
operator noise pδ, εq  p103, 102q.
respetive proedures to
N i  Li ^maxtℓ ¥ 0 s.t. }Ωℓ}op ¤ cu, i  I, II ,
where c is an arbitrary thresholding onstant, set to 1.5 in the sequel. We now x
σ  δ  102 and hose the design points ti as ti  100i{n for n  200, 250, 750
and 1000. Taking the same kernel g  ϕ0, and setting f 2ptq  pt
1{2
 tq expptq, we
ompare the performanes of the new hoie N i to the previous one Li, by omputing
the respetive mean squared losses on a basis of 500 observations and report the result in
Table 4.4. The results show a minor eet of the design ill-posedness on Algorithm I,
sine Li is usually already smaller than N i. However, the gain is notable forAlgorithm
II when n ¤ 250. To illustrate this point, we plot in Figure 4.3 the orresponding results
when n  200.
Bak to the regression model
We now turn bak to the original model (4.2) to apply the two proedures. It is well
known that this model is asymptotially equivalent to (4.11), in the sense that a ne
enough design will provide an estimation of the Laguerre oeients with a negligible
error when n Ñ 8. We work with f3pzq  p1  zq
1{2
, g  ϕ0, δ  10
2
, and suppose
that the design is onstituted of the points ti 
i¸
j1
pstep |Xj|q where pXjqj¤n is an i.i.d
sequene of N p0, 102q variables. We observe the noisy values yptiq  qptiq σηi where
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n 
200 250 500 750
Algorithm I
 
LI, N I

(6,6) (6,6) (6,6) (6,6)
MSE, LI 0.273 0.270 0.264 0.258
MSE, N I 0.275 0.272 0.264 0.257
Algorithm II
 
LII, N II

(37,12) (37,15) (37,27) (37,27)
MSE, LII 1.336 0.559 0.289 0.253
MSE, N II 0.294 0.291 0.284 0.256
Table 4.4: Normalized mean squared error of the two proedures when the design is onstituted
of 200 equispaed points on the interval r0; 100s. We ompare the performanes of the two maximal
resolution levels Li and N i for the parameters σ  δ  102, g  ϕ0 and f2ptq  pt
1{2
 tq expptq.
0 2 4 6 8 10
−0.05
0
0.05
0.1
0.15
0.2
0.25
 
 
LI=6
NI=6
Target function
(a) Algorithm I
0 2 4 6 8 10
0
0.5
1
1.5
 
 
LII=37
NII=12
Target function
(b) Algorithm II
Figure 4.3: Result of the two dierent maximal levels Li and N i to estimate f2, for a partiular
realization of b and ξ. The design is onstituted of 200 equidistant points of observations in r0; 100s.
The noise levels are σ  δ  102.
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(a)
step5.101;n30
pMSEI,MSEIIqp0.166,0.177q
0 5 10 15−0.1
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Alg I
Alg II
Target function
design
(b)
step101;n100
pMSEI,MSEIIqp0.118,0.133q
Figure 4.4: Adaptation of the proedures to the regression framework. Here, MSE denotes the
normalized mean squared error for eah algorithm (omputed with 500 realizations). The target
funtion is f3 and the noise levels are σ  δ  5.10
2
.
qpzq  p1 zq3{2, and ompute the Laguerre oeients qˇℓ via the approximation
qˇℓ 
n1¸
i1
qptiqϕℓptiq   qpti 1qϕℓpti 1q
2
pti 1  tiq .
We apply the two proedures and present the results on Figure 4.4.
4.6 Proofs
In the sequel, for the sake of larity, we suppose that τsig  τop
∆
 τ .
4.6.1 Proof of Proposition 4.4.2
Proof. We an restrit ourselves to the ase where µ  1. Proposition 4.16 applied to
equality (4.22) entails
ℓ ¥ 0, Tℓ
 
p1{ 9gq

 C1Tℓ
 
w1

Tℓ
 
p1 zqν

Tℓ
 
p1 zqν

 CTℓ
 
w

Tℓ
 
p1{ 9gq

.
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As a onsequene,
ℓ¸
k0
γ2k  }p1{ 9gq
ℓ
}
2
¤ C1}Tℓpw
1
q}
op
}p1 zqνℓ }
2
(4.24)
and }pKℓq1}
HS
¥ C1}Tℓ
 
w

}
1
op
}Tℓ
 
p1 zqν

}
HS
. (4.25)
Sine w is assumed to have no zeros on C, we dedue from Proposition 4.3.1 that both
}w1}circ and }w}circ are nite, and from (4.15) that
}Tℓ
 
w1

}
op
 1 and }Tℓ
 
w

}
op
 1 .
It remains to treat the binomial series p1 zqν . This series an be expanded as
p1 zqν 
¸
ℓ¥0
p1qℓ

ν
ℓ


zℓ ,
where
 
ν
ℓ
 ∆

Γpν 1q
Γpℓ 1qΓpνℓ 1q
is the generalized binomial oeient. Furthermore, we
have

ν
ℓ



ℓÑ8
p1qℓ
Γpνqℓν 1
, (4.26)
whih is a diret onsequene of Euler's denition of the Gamma funtion Γpzq 
lim
kÑ8
k!kz
Πki0pz   iq
. Sine ν ¡ 1{2, the series
¸
k

ν
k

2
is hene divergent, and there
exists
rQ2, rQ1 ¡ 0 suh that, for all ℓ ¥ 0,
ℓ¸
k0

ν
k

2
¤
rQ1pℓ_ 1q
2ν1
and
Otherwise, it is readily seen that ondition (4.21) is satised. The proof is omplete
thanks to (4.24) and (4.25).
4.6.2 Proofs of theorems 4.3.3 and 4.4.5
Preliminary lemmas
We begin with the following lemmas. Lemma 4.6.1 is a onentration inequality on
the variable }Bℓ}
op
, whih results from a onentration inequality on subgaussian pro-
esses. Lemma 4.6.2 states that }pKℓδq
1
}
op
behaves as }pKℓq1}
op
on a set with large
probability. Finally, Lemma 4.6.3 establishes deviations bounds on the variables ζℓ fˇ ℓ
whih will be useful throughout the proofs of Theorem 4.3.3 and Theorem 4.4.5.
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Lemma 4.6.1. There exists β0, c0 independent from ℓ ¥ 0, suh that, for all ℓ ¥ 0,
for all t ¥ β0,
P
 1
a
pℓ_ 1q logpℓ_ 2q
}Bℓ}
op
¡ t
	
¤ exppc0t
2
q .
This readily entails the following moments ontrol, available for all ℓ ¥ 0, p ¥ 1
E }Bℓ}p
op
À
 
ℓ log ℓ
p{2
_ 1 .
Proof. The proof is a slight modiation of Mekes [66, Theorem 1℄, to whih we refer
for a omplete study. Lemma 4.6.1 is trivially satised if ℓ  0, 1, hene we will suppose
that ℓ ¥ 2. From Proposition 4.3.1, we derive that
E }Bℓ}
op
¤ E }T
 
pbqk

}
op
 E sup
xPr0,1s
|Yx|, Yx
∆

ℓ¸
k0
bℓe
2iπkx .
We laim the two following fats:
• Let a0, ..., aℓ P R. There exists c ¥ 0 suh that for all t ¡ 0,
P
 


ℓ¸
k0
akbk


¡ t

¤ exp
 
ct2
°ℓ
k0 a
2
k

. (4.27)
• dpx, yq
∆

a
E |Yx  Yy|2 ¤ 4ℓ
3{2
|x y| ^ 2
?
ℓ.
The rst point is readily veried sine pbkqk¤ℓ is a standard Gaussian vetor, while the
seond point diretly results from the bound

e2iπkx  e2iπky


¤ 2^ 2πk|x y| for all x, y P r0, 1s, k ¥ 0
A diret appliation of Dudley's entropy bound (Talagrand [79, Proposition 2.1℄) now
entails
E sup
xPr0,1s
|Yx| À pℓ log ℓq
1{2
(see Mekes [66℄ for the rest of the proof). The deviation bound is now a onsequene
of Talagrand [79, Lemma 5.3℄. Indeed, for all x P r0, 1s,
E|Yx|
2
 E


ℓ¸
k0
bke
2iπkx


2
À ℓ
whih ends the proof.
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Lemma 4.6.2. Let ℓ ¥ 0, aℓ  ρOℓ,δ for some 0   ρ  
1
2
. Note γδpzq 
¸
ℓ¥0
γk,δz
k
the
power series assoiated to pKℓδq
1
. OnAℓ
∆
 t}pKℓδq
1
}
op
¤ O1ℓ,δ u andBℓ
∆
 t}δBℓ}
op
¤
aℓu, the following inequalities hold
}pKℓδq
1
}
op
¤
ρ
1 ρ
}pKℓq1}
op
and }pKℓq1}
op
¤ p1 ρq1}pKℓδq
1
}
op
, (4.28)
ℓ¸
k0
γ2k,δ ¤
ρ
1 ρ
ℓ¸
k0
γ2k (4.29)
Proof. First, we have
 
Kℓ

1

 
Kℓδ  δB
ℓ

1

 
I  δpKℓδq
1Bℓ

1 
Kℓδ

1
.
On AℓXBℓ, sine aℓ satises O
1
ℓ,δ aℓ  ρ  
1
2
, by a usual Neumann series argument,
we have
}
 
Kℓ

1
}
op





¸
k¥0
 
 δpKℓδq
1Bℓ
k

 
Kℓδ

1



op
¤

¸
k¥0
δk}
 
Kℓδ

1
}
k
op
}Bℓ}k
op

}
 
Kℓδ

1
}
op
¤

¸
k¥0
ρk

}
 
Kℓδ

1
}
op
¤ p1 ρq1}
 
Kℓδ

1
}
op
. (4.30)
Seondly, we have
 
Kℓδ

1

 
Kℓ   δBℓ

1

 
I   δpKℓq1Bℓ

1 
Kℓ

1
.
Moreover, thanks to (4.30), on Aℓ XBℓ, we have
}δpKℓq1Bℓ}
op
¤ p1 ρq1O1ℓ,δ aℓ ¤
ρ
1 ρ
  1 . (4.31)
So that we an now similarly derive


 
Kℓδ

1

op
¤
ρ
1 ρ


 
Kℓ

1

op
.
This proves (4.28). The proof of (4.29) follows the same lines, sine }Ab} ¤ }A}
op
}b}.
Proof of theorem 4.3.3
Lemma 4.6.3. Under Assumption 4.3.2, we have, for all ℓ ¥ 0,
E




xpKℓδq
1
1Aℓ
1Bℓ
 
 δBℓf ℓ   εξLI

,ϕℓy



q
À pℓ_ 1qqνpε_ δqq (4.32)
P




xpKℓδq
1
1Aℓ
1Bℓ
 
 δBℓf ℓ   εξLI

,ϕℓy



¡ SIℓ,ε
	
À ετ
2
_ δτ . (4.33)
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Proof. In order to prove Inequalities (4.32) and (4.33), it sues to study the tails of
the random variables



xpKℓδq
1
1Aℓ
1Bℓ
 
 δBℓf ℓ   εξLI

,ϕℓy



. For onveniene we will
only treat the ase where ℓ ¥ 2, otherwise the result follows by idential arguments. To
this end, we study eah term apart. On Aℓ XBℓ, Lemma 4.6.2 and Assumption 4.3.2
entail
}pKℓδq
1
}
op
¤
Qρ
1 ρ
ℓν .
Thus, ombining Assumption 4.2.3 with the latter inequality, a brief onditioning ar-
gument readily yields
P




xpKℓδq
1
1Aℓ1BℓεξLI ,ϕℓy



¡ t
	
À exp
 

t2
ε2ℓ2ν

.
Let us study the seond term. On Aℓ XBℓ, we have
δpKℓδq
1Bℓ 
¸
k¥1
 
δpKℓq1Bℓ
k
 δpKℓq1Bℓ  
¸
k¥2
 
δpKℓq1Bℓ
k
.
Hene,
δpKℓδq
1
1Aℓ
1Bℓ
Bℓf ℓ  r1   r2 , (4.34)
where
#
r1  xδpK
ℓ
q
1Bℓf ℓ,ϕℓy ,
r2  x
 
δpKℓq1Bℓ
2 
I   δpKℓq1Bℓ

1
f ℓ,ϕℓy .
(4.35)
Let's now bound separately r1 and r2. We rst apply equality (4.16) to get
xpKℓq1Bℓf ℓ,ϕℓy  xpK
ℓ
q
1f ℓ, tBℓϕℓy
 xpKℓq1f ℓ, pbℓq1y ,
where pbℓq1k  pb
ℓ
qℓk. The result is a entered Gaussian variable with variane
}δpKℓq1f ℓ}2 ¤ δ2Q2M2ℓ2ν ,
whih hene satises
Pp|r1| ¡ tq À exp
 
t2
δ2ℓ2ν

.
Let us study the term r2. Sine the maximal level L veries L ¤ λpδ| log δ|q

1
ν 1
, we
have, for all ℓ ¤ L, δℓν 1 log ℓ À 1. We dedue that
Pp|r2| ¡ tq ¤ Ppδ
2ℓ2ν}Bℓ}2
op
¡ tq
¤ Pp
1
ℓ log ℓ
}Bℓ}2
op
¡ δ2ℓ2ν1plog ℓq1tq
À Pp
1
ℓ log ℓ
}Bℓ}2
op
¡ δ1ℓνtq
À exppt
 
δℓν

1
q1
tt¡β0δℓνu
  1
tt¤β0δℓν u
.
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Inequality (4.33) diretly follows, and inequality (4.32) is now a diret appliation of
the well known formula
ErX2s 
»
t¡0
2tPp|X| ¡ tqdt .
Proof of theorem 4.3.3. We apply Parseval's formula to derive
E }f˜
I
 f}22 
¸
ℓ¤LI
Exrf  f ,ϕℓy
2
 
¸
ℓ¡LI
fˇ
2
ℓ .
The seond term is easily handled. Remark rst that, sine s ¡ 1{2, we have 2s
ν 1
¡
2s
s ν 1{2
and we an write
¸
ℓ¡LI
fˇ
2
ℓ ¤
 
LI

2s
¤
 
ε
a
| log ε|

2s
ν 1
_
 
δ| log δ|

2s
ν 1
¤
 
ε
a
| log ε|

4s
2ps νq 1
_
 
δ| log δ|

4s
2ps νq 1 .
In order to lighten the notations, we will only onsider the indexes ℓ ¥ 2 in the rst
term. This is of ourse not problemati, sine an idential reasoning allows to bound
the two remaining summands by the desired rates of onvergene. We hene write the
following deomposition
¸
ℓ¤LI
Exrf  f ,ϕℓy
2

¸
ℓ¤LI
Epζℓ  fˇ ℓq
2
1
t
|ζℓ|¡S
I
ℓ,εu
  E
¸
ℓ¤LI
fˇ
2
ℓ1
t
|ζℓ|¤S
I
ℓ,εu
,
À I   II   III   IV ,
where
I 
¸
ℓ¤LI
E
 
ζℓ  fˇ ℓ
2
1Aℓ
1Bℓ
1
t
|ζℓ|¡S
I
ℓ,εu
,
II 
¸
ℓ¤LI
E fˇ
2
ℓ1
t
|ζℓ|¤S
I
ℓ,εu
1Aℓ
1Bℓ
,
III 
¸
ℓ¤LI
E
 
ζℓ  fˇ ℓ
2
1Aℓ
1Bcℓ
1
t
|ζℓ|¡S
I
ℓ,εu
 
¸
ℓ¤LI
E fˇ
2
ℓ1
t
|ζℓ|¤S
I
ℓ,εu
1Bcℓ
,
IV 
¸
ℓ¤LI
E fˇ
2
ℓ1Acℓ
1
t
|ζℓ|¤S
I
ℓ,εu
.
 Term I and II. On Aℓ, we have
ζℓ  fˇ ℓ  xpK
ℓ
δq
1
 
 δBℓf ℓ   εξ

,ϕℓy . (4.36)
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Hene we an deompose further I as
I À
¸
ℓ¤LI
ExpKℓδq
1
1Aℓ
1Bℓ
 
 δBℓf ℓ   εξ

,ϕℓy
2
1
t
|ζℓ|¡S
I
ℓ,εu
À
¸
ℓ¤LI
ExpKℓδq
1
1Aℓ
1Bℓ
 
 δBℓf ℓ   εξ

,ϕℓy
2
1
t
|ζℓ|¡S
I
ℓ,εu
1
t
|fˇ ℓ|¥S
I
ℓ,ε{2u
 
¸
ℓ¤LI
ExpKℓδq
1
1Aℓ
1Bℓ
 
 δBℓf ℓ   εξ

,ϕℓy
2
1
t
|ζℓ|¡S
I
ℓ,εu
1
t
|fˇ ℓ| S
I
ℓ,ε{2u
,
∆
 V   V I .
Let us rst treat the term V I. From Lemmas 4.6.2 and 4.6.3 and Cauhy-Shwarz
inequality, we derive
V I ¤
¸
ℓ¤LI
E

xpKℓδq
1
1Aℓ
1Bℓ
 
δBℓf ℓ   εξ

,ϕℓy
4
1{2
.Pp|ζℓ  fˇ ℓ| ¡ S
I
ℓ,εq
1{2
À
¸
ℓ¤LI

pδ _ εq4ℓ4ν
1{2 
δτ{2 _ ετ
2
{2

,
whih is less than the desired bound for τ large enough. As for term V , we split it in
two and write
V ¤
¸
ℓ¤LI
ExpKℓδq
1
1Aℓ
1Bℓ
 
δBℓf ℓ   εξ

,ϕℓy
2
1
t
|fˇ ℓ|¥S
I
ℓ,ε{2u
¤
¸
ℓ¤LI
ExpKℓδq
1
1Aℓ
1Bℓ
δBℓf ℓ,ϕℓy
2
1
t
|fˇ ℓ|¥ℓ
νδ| log δ|{2
u
 
¸
ℓ¤LI
ExpKℓδq
1
1Aℓ
1Bℓ
εξ,ϕℓy
2
1!
|fˇ ℓ|¥ℓ
νε
?
| log ε|{2
)
¤
¸
ℓ¤LI
δ2ℓ2ν
 
fˇ
2
ℓ
 
ℓν δ| log δ|

2
^ 1

_
¸
ℓ¤LI
ε2ℓ2ν
 
fˇ
2
ℓ
 
ℓνε
a
| log ε|

2
^ 1

.
Note ℓδ 
 
δ| log δ|

2
2ps νq 1
and write
¸
ℓ¤LI
δ2ℓ2ν
 
fˇ
2
ℓ
 
ℓνδ| log δ|

2
^ 1

¤
¸
ℓ¤ℓδ
δ2ℓ2ν  
¸
ℓ¡ℓδ
fˇ
2
ℓ | log δ|
2
À
 
δ| log δ|

4s
2ps νq 1 .
The ε-term is treated similarly by taking ℓε 
 
ε
a
| log ε|

2
2s 2ν 1
and leads to the
desired onvergene rate. As for the term II, a similar reasoning leads to
II ¤
¸
ℓ¤LI
E fˇ
2
ℓ1
t
|ζℓ|¤S
I
ℓ,εu
1
t
|fˇ ℓ|¤2S
I
ℓ,εu
 
¸
ℓ¤LI
E fˇ
2
ℓ1
t
|ζℓ|¤S
I
ℓ,εu
1
t
|fˇ ℓ|¡2S
I
ℓ,εu
,
∆
V II   V III .
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The term V III is handled as the term V I. Indeed,
V III ¤
¸
ℓ¤LI
fˇ
2
ℓ P
 
|ζℓ  fˇ ℓ| ¡ S
I
ℓ,ε

¤
¸
ℓ¤LI
fˇ
2
ℓpε
τ2
_ δτ q ,
whih is less than the desired rate for τ large enough. Finally, we have
V II ¤
¸
ℓ¤LI
E fˇ
2
ℓ1
t
|fˇ ℓ|¤2S
I
ℓ,εu
¤
¸
ℓ¤LI
E fˇ
2
ℓ1
!
|fˇ ℓ|¤2τℓ
νε
?
| log ε|
)
 
¸
ℓ¤LI
E fˇ
2
ℓ1
t
|fˇ ℓ|¤2τℓ
νδ| log δ|
u
À
¸
ℓ¤ℓε
ℓ2νε2| log ε|  
¸
ℓ¡ℓε
fˇ
2
ℓ  
¸
ℓ¤ℓδ
ℓ2νδ2| log δ|  
¸
ℓ¡ℓδ
fˇ
2
ℓ
À
 
ε
a
| log ε|

4s
2ps νq 1
_
 
δ| log δ|2

4s
2ps νq 1 .
 Term III. We have
III ¤
¸
ℓ¤LI
E

 
ζℓ  fˇ ℓ
2
1Aℓ
  fˇ
2
ℓ
	
1Bcℓ
¤
¸
ℓ¤LI
E

 
ζℓ  fˇ ℓ
4
1Aℓ
1{2
P
 
Bcℓ
1{2
 
¸
ℓ¤LI
fˇ
2
ℓ PpB
c
ℓq .
Moreover, Lemma 4.6.1 entails
P
 
Bcℓ

¤ δκ
2ρ2
for all ℓ ¥ 1. It is hene lear that for κ large enough, the term III is less than the
announed rate.
 Term IV. We laim that
1
t
Acℓu
¤ 1
t
}pKℓq1}
op
¥O1
ℓ,δ
{2
u
  1
t
}δBℓ}
op
¥Oℓ,δu
for all ℓ ¥ 0 (see Delattre et al. [23℄, Lemma 5.3). Hene,
IV ¤
¸
ℓ¤LI
E fˇ
2
ℓ
 
1
t
}pKℓq1}
op
¥O1
ℓ,δ
{2
u
  1
t
}δBℓ}
op
¥Oℓ,δu

,
∆
 V III   IX .
Sine }pKℓq1}
op
¤ Q2ℓ
ν
, we have t}pKℓq1}
op
¥ O1ℓ,δ {2u  tℓ
ν 1{2
?
log ℓ ¥ c
 
δ| log δ|

1
u
where c is a onstant depending only on Q2 and κ. Hene
V III ¤
¸
ℓ¥c
 
δ| log δ|3{2


2
2ν 1
fˇ
2
ℓ
À
 
δ| log δ|

4s
2ν 2s 1 .
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As for IX , a quik appliation of 4.6.1 entails
Pp}δBℓ}
op
¥ Oℓ,δq ¤ δ
κ2 ,
so that
IX ¤
¸
ℓ¤LI
fˇ
2
ℓδ
κ2
À δκ
2
,
whih is less than the announed rate for κ large enough.
It remains to put together the bounds of the four terms above to get the desired
rates of onvergene in theorem 4.3.3.
Proof of theorem 4.4.5
Lemma 4.6.4. Note, for ℓ ¥ 0, SIIℓ,ε
∆
 pℓ_ 1qν1{2
 
τsigε
a
| log ε| _ τopδ| log δ|

. Under
Assumption 4.4.1, we have, for all ℓ ¥ 0, for all q ¥ 0,
E



xpKℓδq
1
1Aℓ
1Bℓ
pδBℓf ℓ   εξLII

,ϕℓy


q

À pℓ_ 1qqpν1{2qpε_ δqq , (4.37)
P



xpKℓδq
1
1Aℓ
1Bℓ
pδBℓf ℓ   εξLII

,ϕℓy


¡
SIIℓ,ε
	
À ετ
2
_ δτ . (4.38)
Proof. The proof is very similar to Lemma 4.6.3, whene we will just mention the
notable hanges ompared to it. One more, we shall only treat the ase ℓ ¥ 2. First,
we have
xpKℓδq
1
1Aℓ1Bℓεξ,ϕℓy  xεξLII ,
t
pKℓδq
1
1Aℓ1Bℓϕℓy  εxξLII, pp1{ 9gδq
ℓ
q
1
y ,
so that a brief onditioning argument, ombined with (4.29) and Assumption 4.2.3
entails
Pp|xpKℓδq
1
1Aℓ1BℓεξLII,ϕℓy| ¡ tq À expp
t2
ε2ℓ2ν1
q .
In order to treat the term Pp|xpKℓδq
1
1Aℓ1BℓδB
ℓf ℓ,ϕℓy| ¡ tq, we rst establish a useful
result for the sequel: if g satises (4.20), then
}pKℓq1f ℓ}  }Tℓpfqp1{ 9gq
ℓ
} ¤ }Tℓpfq}op}p1{ 9gq
ℓ
} .
Furthermore, thanks to Proposition 4.3.1 we have
}Tℓpf q}op ¤
¸
ℓ¥0
|fˇ ℓ| ¤
¸
ℓ¥0
ℓ2s|fˇ ℓ|
2
¸
ℓ¥0
ℓ2s À 1 ,
sine f PWspMq and s ¡ 1{2. We derive that
}pKℓq1f ℓ}2 À ℓ2ν1 . (4.39)
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Let us now bound the term of interest. One more, we deompose it as r1   r2 where
r1 and r2 are dened in (4.35). We now apply Proposition 4.16 and (4.31) and derive
P

|r1| ¡ t
	
 P
 
|xδpKℓq1Bℓ1Aℓ1Bℓf
ℓ,ϕℓy| ¡ t

¤ P
 
|xδpKℓq1f ℓ, tBℓϕℓy| ¡ t

.
The latter is a Gaussian random variable with variane δ2}pKℓq1f ℓ}2 À δ2ℓ2ν1 where
we used (4.39). Turning to the term r2, we apply Proposition 4.16 to derive
P

|r2| ¡ t
	
 P
 


xδ
 
Bℓ
2
pKℓδq
1
1Aℓ
1Bℓ
f ℓ,t pKℓq1ϕℓy


¡ t

À P
 
δ}Bℓ}2
op
}pKℓδq
1f ℓ}}tpKℓq1ϕℓ}1Aℓ1Bℓ ¡ t

.
We now apply (4.29) and (4.39) to get
}pKℓδq
1f ℓ}}tpKℓq1ϕℓ} À ℓ
2ν1 .
Hene,
P

|r2| ¡ t
	
À P
 
δ2ℓ2ν1}Bℓ}2
op
1Aℓ
1Bℓ
¡ t

À P
  1
ℓ log ℓ
}Bℓ}2
op
1Aℓ
1Bℓ
¡ tpδ2ℓ2ν log ℓq1

Let us take a look bak to Lemma 4.6.2. On Aℓ XBℓ we have proved that
}pKℓδq
1
}op ¥ p1 ρqQ1ℓ
ν ,
so that Aℓ XBℓ 
!
δℓν 1{2 log ℓ À 1
)
. We dedue
Pp|r2| ¡ tq À P
 1
ℓ log ℓ
}Bℓ}2
op
¡ tpδℓν1{2q1q
À exp
 
t
δℓν1{2

1
t
t¡β20δℓ
ν1{2
u
  1
t
t¤β20δℓ
ν1{2
u
.
The end of the proof is idential to Lemma 4.6.3.
Proof of Theorem 4.4.5. The proof is very similar to Theorem 4.3.3, whene we will
just emphasize the notable hanges ompared to it. First, we apply Parseval's formula
to derive
E }f˜
II
 f}22 
¸
ℓ¤LII
Exrf
II
 f ,ϕℓy
2
 
¸
ℓ¡LII
fˇ
2
ℓ .
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The seond term is easily handled, sine
¸
ℓ¡LII
fˇ
2
ℓ ¤ pL
II
q
2s
¤
 
ε
a
| log ε| _ δ| log δ|
2s
¤
 
ε
a
| log ε|

2s
s ν
_
 
δ| log δ|

2s
s ν .
To bound the rst sum, we write the following deomposition
¸
ℓ¤LII
E }rf
II
 f}2 
¸
ℓ¤LII
E
 
ζℓ  fˇ ℓ
2
1
t
|ζℓ|¡S
II
ℓ,εu
  E
¸
ℓ¤L
fˇ
2
ℓ1
t
|ζℓ|¤S
II
ℓ,εu
,
À I   II   III   IV ,
where
I 
¸
ℓ¤LII
E
 
ζℓ  fˇ ℓ
2
1Aℓ
1Bℓ
1
t
|ζℓ|¡S
II
ℓ,εu
,
II 
¸
ℓ¤LII
E fˇ
2
ℓ1
t
|ζℓ|¤S
II
ℓ,εu
1Aℓ
1Bℓ
,
III 
¸
ℓ¤LII
E
 
ζℓ  fˇ ℓ
2
1Aℓ
1Bcℓ
1
t
|ζℓ|¡S
II
ℓ,εu
 
¸
ℓ¤LII
E fˇ
2
ℓ1
t
|ζℓ|¤S
II
ℓ,εu
1Bcℓ
,
IV 
¸
ℓ¤LII
E fˇ
2
ℓ1Acℓ
1
t
|ζℓ|¤S
II
ℓ,εu
.
Thanks to Lemma 4.6.2 and the denition of SIIℓ,ε, we have
Q1
1 ρ
SIIℓ,ε ¤ S
II
ℓ,ε ¤
Q2ρ
1 ρ
SIIℓ,ε
on AℓXBℓ. Thus, the Terms I and II an be treated identially to the preeding proof
and yield the desired rates of onvergene. The terms III and IV are treated exatly as
in the preeding proof.
4.6.3 Proof of theorem 4.4.6
Proof. The lower bound will not derease for inreasing noise levels δ and ε, whene it
sues to provide the ase δ  0 and the ase ε  0 separately. In the sequel, ci will
denote a positive onstant to be adjusted later and L will play the role of a maximal
level. Also, we will note
9gν the funtion assoiated with the Laurent series p1zq
ν
L (i.e.
p1zqνL 
°
ℓ¥0
 
³
R
 
9gνϕℓ

zℓ), andKν the operator with kernel gν . The funtion 9g1{2
will play an essential role in the sequel. Unfortunately it is not square integrable. We
thus begin with a preliminary lemma, whih states that a minor modiation orrets
this defet.
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Lemma 4.6.5. Let h be the funtion assoiated to the Laurent series
¸
ℓ¥0
p1qℓ
logpℓ_ 2q

1{2
ℓ


zℓ.
Then h is square integrable. Furthermore, for all ν ¥ 0, for all ℓ ¤ L,
pℓ_ 1qν1{2
logpℓ_ 2q
À |xK
νh,ϕℓy| À pℓ_ 1q
ν1{2 .
Proof of Lemma 4.6.5. h is trivially squared integrable thanks to (4.26) and Parseval's
formula. Now, we have
xK
νh,ϕℓy  p1q
ℓ
ℓ¸
k0

ν
k


1{2
ℓ k


log1
 
pℓ kq _ 2

.
Moreover, sine the produt
 
ν
k
 
1{2
ℓk

has a onstant sign for all k ¤ ℓ, we derive
log1pℓ_ 2q



ℓ¸
k0

ν
k


1{2
ℓ k





¤ |xK
νh,ϕℓy| ¤



ℓ¸
k0

ν
k


1{2
ℓ k





,
but p1qℓ
ℓ¸
k0

ν
k


1{2
ℓ k


is preisely the ℓth oeient of the power series p1 
zqνp1 zq1{2  p1 zqν1{2 whih satises, thanks to (4.26),



p1qℓ
ℓ¸
k0

ν
k


1{2
ℓ k






ℓν1{2
Γpν   1{2q
.
This entails the result.
 Case δ  0. For more larity, we will suppose that ξ is a white noise (the proof readily
adapts otherwise). Let hene K0  c1Kν . Then K
0
P GνpQq for an appropriate
onstant c1, thanks to Proposition 4.4.2. Following the arguments of Willer [85℄, it
sues to nd f0, f 1 suh that
i) f0, f1 PW
s
pMq.
ii) }f0  f 1}
2
Á ε
2s
s ν
| log ε|2.
iii) KpP1,P2q À 1 where Pi is the law of y under the hypothesis f i, and K is the
Kullbak-Leibler divergene.
Let L  c2ε
1
s ν
. Set f0  0 and dene f 1  c3Kνh.
Point i): f0 trivially belongs to the onsidered set. Moreover, Lemma 4.6.5 entails
}f1}
2
Ws À ε
2
L¸
ℓ0
ℓ2sℓ2ν1 À 1 .
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Point ii): again, thanks to Lemma 4.6.5, we have
}f 0  f 1}
2
Á ε2
¸
ℓ¤L
ℓ2ν1
log2pℓ_ 2q
Á ε2L2νplogLq2 Á ε
2s
s ν
| log ε|2 .
Point iii): the expression of the Kullbak-Leibler divergene in this ase is
KpP1,P2q 
1
2
}ε1K0pf 0  f 1q}
2

c3
2
}h}2 À 1 ,
thanks to Lemma 4.6.5. The hoie of appropriate onstants ci learly yields the result
and the proof is omplete.
 Case ε  0. Let L  c1δ
1
s ν
. Following the lines of Homann and Reiÿ [40℄, we set
f0  c2ϕ0, K
0
 c3Kν and we only onsider ouples pK, fq suh that Kf  q0 for a
xed q0 K
0f 0. It is lear that, for well hosen c2 and c3, we have f0 P W
s
pMq and
K0 P GνpQq. We thus dene H the operator assoiated to the kernel h and introdue
Kδ  Kν   c4δH a perturbation of Kν . We shall refer to 9g
δ
for the orresponding
kernel. Remark that we have
f 1  f 0  c4δpK
δ
q
1Hf0  c4δpK
δ
q
1h . (4.40)
Furthermore, for c4 small enough, we have thanks to Lemma 4.6.5 and Proposition
4.4.2,
}δK1ν H}op À δL
ν 1{2
À δ
2s1
2ps νq
 
1
2
,
sine s ¡ 1{2. Hene, the same Neumann series argument as in Lemma 4.6.2 entail that
Kδ belongs to GνpQq. We now need to hek that i), ii) and iii) are satised, replaing
ε with δ.
Point i) : (4.40) and the preeding remark entail
}f1  f0}
2
Ws  c
2
4δ
2
¸
ℓ¤L
ℓ2sxpKδq1h,ϕℓy À δ
2
¸
ℓ¤L
ℓ2s 2ν1 À 1 .
Point ii) : we preise (4.40) and write
f1  f 0  c4δK
1h  c24δ
2
pKδq1K1Hh .
Moreover, Lemma 4.6.5 and the preeding remark entail
}δK1Hf0}
2
 }δK1h}2 Á δ2
¸
ℓ¤L
ℓ2ν1
logpℓ_ 2q
Á δ2L2νplogLq2 Á δ
2s
s ν
| log δ|2 ,
}δ2pKδq1K1H2f0}
2
À δ4}pKδq1}
HS
}K1H}
HS
}h} À δ4L4ν 1 À δ
2s1
ν s δ2L2ν .
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Sine s ¡ 1{2, the seond term is negligible with respet to the rst. This proves
the point ii).
Point iii) : Sine we work with ouples pK, fq suh that Kf is xed, we have
KpP0,P1q 
1
2
δ2} 9gδ  9gν}
2

c4
2
}h}2 À 1 ,
thanks to Lemma 4.6.5 and the proof is omplete.
It remains to piee together the two ases δ  0 and ε  0 to get the desired
result.
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Chapter 5
Needlets on S
2
and the NEED-VD
proedure
This hapter's role is to serve as a link between Chapter 3 and Chapter 6. Sine
Chapter 6 only onerns blind spherial deonvolution on S
2
, we shall restrit
ourselves to this ase.
The rst part of this hapter is devoted to bringing tehnial material about needlets
whih will serve in the next hapter as well. These are takled through the notion of
frame (setion 5.1), followed by the theoretial onstrution of needlets (setion 5.2),
and the denition of Besov spaes on the sphere.
In a seond part (setion 5.3) we proeed to the desription of the so-alled
'NEED-VD proedure' ([49℄) in the ontext of spherial deonvolution.
Contents
5.1 A brief introdution to frame theory . . . . . . . . . . . . . . 119
5.2 Needlets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.3 The NEED-VD proedure . . . . . . . . . . . . . . . . . . . . 126
5.1 A brief introdution to frame theory
In view of the onstrution of needlets, we will rst explain why the onept of Hilbert
basis is too restritive in the ontext of noise redution, and then present the natural
generalization of the notion to more exible sets of funtions. Most of the material
presented here originates from [14℄ and [60℄.
A rippling defet of orthonormal bases in the ontext of noise redution is their lak
of exibility. Namely,
• It is often impossible to onstrut a basis with spei properties.
• The basis property is not stable with regard to the addition of new elements.
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For example, the addition of a linear ombination of elements in a basis destroys its
basis property. However, the new set is entirely apable of representing any vetor
(though not in a unique way). In other words, the uniqueness of representation of a
vetor in a basis is not fundamental in the ontext of noise redution. What matters is
the existene of an expliit proess allowing to ompute one representation.
One ould ask why it is more onvenient to add vetors in system of funtions enjoying
the uniqueness property. This is beause, in the ontext of estimation, the addition of
new elements has a noise redution eet. Let us begin by the denition of operators
whih play a entral role in frame theory.
Denition 5.1.1. Let puℓqℓ¥0 be a set of vetors of H. The synthesis operator T is
dened by
T : ℓ2pNq Ñ H
pckq ÞÑ
¸
ℓ¥0
cℓuℓ .
Its adjoint T , alled the analysis operator, satises
T  : H Ñ ℓ2pNq
f ÞÑ pxf, uℓyq .
Finally, the frame operator is the operator S  TT , whih satises
S : H Ñ H
f ÞÑ
¸
ℓ¥0
xf, uℓyuℓ .
Those three operators learly haraterize the performane of a given set of funtions
to represent any element in H. For example, puℓqℓ¥0 is a Hilbert basis if and only if
T   T1 and S  IH.
Denition 5.1.2. The set puℓqℓ¥0 is a frame if there exists 0   B ¤ A suh that, for
all f P H,
B}f}2 ¤
¸
ℓ¥0
xf, uℓy
2
¤ A}f}2 .
Proposition 5.1.3. Let puℓqℓ¥0 be a frame in H. Then the frame operator S is invert-
ible, self-adjoint and positive.
Moreover, any vetor f P H is deomposed in the following way :
f 
¸
ℓ¥0
xf, S1uℓyuℓ 
¸
ℓ¥0
xf, uℓyS
1uℓ . (5.1)
The system pS1uℓqℓ¥0 is itself a frame, alled the anonial dual frame of puℓqℓ¥0.
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If moreover A  B, the frame is said 'tight'. In this ase, the dual frame satises
S1uℓ 
1
A
uℓ .
We have therefore exposed an expliit proess of reonstrution for the target funtion
f .
Remark 5.1.4. Given puℓq, there exists potentially several frames satisfying (5.1), yet
the frame pS1uℓq ensures a representation with minimal norm in ℓ
2
pNq. Namely, if
f P H has the representation f 
¸
ℓ¥0
cℓuℓ, then
¸
ℓ¥0
|cℓ|
2

¸
ℓ¥0
xf, S1uℓy  
¸
ℓ¥0

cℓ  xf, S
1uℓy


2
.
Remark 5.1.5. There exists other ways of haraterizing frames. For example, the
two onditions below are equivalent to puℓqℓ¥0 being a frame
• The synthesis operator T is a well dened mapping of ℓ2pNq onto H.
• There exists an orthonormal basis peℓq and a bounded operator U : H Ñ H suh
that uℓ  Upeℓq. This extends the fat that eah Hilbert basis is the image of
another Hilbert basis by a unitary operator U .
We now turn to the setting up of a onrete frame in the ontext of spherial
deonvolution, whih relies on spherial harmonis, yet extends its performanes.
5.2 Needlets
The goal of this setion is to briey introdue the theory of needlets, in order to expose
the NEED-VD proedure in the diret ase.
As mentioned earlier, the greater exibility of the frame theory allows to model repre-
sentative sets of funtions with appropriate properties. A signiant example is given
by the Wavelet-Vaguelette deomposition: based on a bi-orthogonal system of funtions
(wavelets and vaguelettes) speially designed for the operator K at stake so that a
'SVD-like' deomposition holds, and representing eiently a wide variety of funtions
sine it relies on a wavelet deomposition of the target signal. Let us mention the fat
that vaguelettes atually enjoy an additional property whih makes them 'more' than a
frame, namely a Riesz-basis (we do not pursue the denition of these objets here, the
reader is invited to onsult [14℄). The objetive of needlets is somehow similar, yet the
tools at stake in their onstrution, as well as the features they present, are globally
dierent.
The requirements to be met by needlets are the following:
122 CHAPTER 5. NEEDLETS ON S2 AND THE NEED-VD PROCEDURE
• Reprodue eiently the loal features of a signal.
• Provide a struture ompatible with the inverse problem of spherial deonvolu-
tion.
The seond requirement invites to take as a starting point the spherial harmonis
basis, sine, as it was mentioned before, they realize a blokwise-SVD of the operator.
The rst point will be reahed through the oordination of two entral tools : rst, the
Paley-Littlewood deomposition and seond, the quadrature method on the sphere.
5.2.1 The needlet framework
Most of what follows now is diretly inspired from [69℄, [68℄, and [48℄. Although there
exists a generi unifying framework (see Coulhon et al. [21℄), we limit ourselves to
a more pragmati point of view here. The needlet theory relies on the orthogonal
deomposition of the spae L
2
pS
2
q:
L
2
pS
2
q 
K
à
ℓ¥0
Hℓ ,
where eah Hℓ represents the spae of spherial harmonis with degree ℓ. Along with this
deomposition naturally ome the orthogonal projetors P ℓ on Hℓ and their assoiated
kernels
Lℓpx, yq  Lℓ
 
xx, yy
R
2ℓ 1


¸
|m|¤ℓ
Yℓ,mpxqYℓ,mpyq .
Sine Lℓ is the kernel of an orthogonal projetor, it satises the property
»
S2
Lℓpx, yqLkpy, zqdy  δℓ,kLℓpx, zq, for all x, z P S
2 . (5.2)
Paley-Littlewood deomposition
The role of the Paley-Littlewood theory is to generalize some onvenient properties of
Hilbert bases to Lp spaes. This task is performed via a binary ltering of the projetors
P ℓ.
Let a P C8pRq be a symmetri funtion, ompatly supported in r1, 1s and dereasing
on R , suh that for all x P R, 0 ¤ apxq ¤ 1 and for all |x| ¤ 1{2, |apxq|  1.
Dene for all x P R, b2pxq  apx{2q  apxq. b2 is a positive funtion, supported
in r2;1{2s

r1{2; 2s, satisfying by onstrution
°
j¥0 b
2
px2jq  1 for all |x| ¥ 1.
Dene also the following projetion kernels on R2
Λjpx, yq 
¸
ℓ¥0
b2p
ℓ
2j
qLℓpx, yq , (5.3)
Mjpx, yq 
¸
ℓ¥0
bp
ℓ
2j
qLℓpx, yq , (5.4)
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as well as the assoiated operators on L2pS2q,
Bj : γ ÞÑ
»
S2
Λjpx, yqγpyqdy, AJ : γ ÞÑ
J¸
j1
Bjγ ,
with the onvention B
1γ  P 0γ. Note that the sum in (5.3) and (5.4) is nite sine
bp ℓ
2j
q  0 if ℓ R Lj , where we have noted Lj the set of integers ranging from 2
j1
to
2j 1  1. It is straightforward to show that, for all f P L2pS2q,
}AJγ  γ}2 Ñ 0 as J Ñ8 . (5.5)
One of the main results in Narowih et al. [69℄ states that AJ also mimis the best
polynomial approximation of γ with respet to }.}p for all p ¥ 1, as expressed in the
following theorem:
Theorem 5.2.1. For all p P r1,8r, if f P LppS2q, then
}AJγ  γ}p Ñ 0 as J Ñ8 ,
with uniform onvergene if f P C0pS2q.
Spae disretization
The seond ingredient in the onstrution of needlets is the polynomial struture of
the spaes Hℓ. Indeed, for all γ P Hℓ, γ
1
P Hk, we have γγ
1
P Hℓ k. Let us note
Pℓ 
À
k¤ℓHk. A orresponding quadrature formula on every spae Pℓ is available as
well:
Proposition 5.2.2 (Quadrature formula). For all ℓ ¥ 0, there exists a nite set Zℓ of
ubature points, assoiated to the ubature weights pληqηPZℓ suh that, for all γ P Pℓ,
»
S2
γ 
¸
ηPZℓ
ληγpηq .
Sine bp ℓ
2j
q  0 only if 2j1 ¤ ℓ   2j 1 the funtion z ÞÑ Mjpx, zq belongs to
P2j 11, and z ÞÑMjpx, zqMjpz, yq is an element of P2j 22. For more onveniene, we
will note Zj  Z2j 22 the orresponding set of ubature points. It an be shown that
the ubature points η P Zj and weights pληqηPZj an be hosen so that the two following
onditions are fullled:
c122j ¤ cardpZjq ¤ c2
2j
and C122j ¤ λη ¤ C2
2j , (5.6)
for some onstants c, C ¡ 0. For all j ¥ 0, Bj now satises:
Bjpγq 
»
S2
 
¸
ηPZj
ληMjpx, ηqMjpη, yqdz

γpyqdy ,

¸
ηPZj
a
ληMjpx, ηq
»
S2
a
ληMjpη, yqγpyqdy . (5.7)
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Figure 5.1: A Spherial representation of two needlets (level j  2, 3 from left to right) entered
around the point (0,0,1). The darkened zones orrespond to the regions where the needlet is high. The
onentration of the needlet around its enter is more pronouned as the level j inreases.
The funtions ψj,η 
a
ληMjp., ηq appearing in (5.7) are alled needlets. By extension
we also dene ψ
1,η  ψ0  p4πq
1
1
tS2u
the normalized onstant on S2. An immediate
onsequene of (5.5) is the following: for all γ P L2pS2q,
}γ}22  xγ,ψ0y
2
 
¸
j¥0
¸
ηPZj
xγ,ψj,ηy
2 . (5.8)
The next setion shows that this property somehow generalizes to other Lp norms,
1 ¤ p ¤ 8.
5.2.2 Properties of needlets
By onstrution, needlets are ompatly supported in the frequential domain. A ruial
result proved by Narowih et al. [69℄ shows that they are furthermore nearly exponen-
tially loalized in spae:
Theorem 5.2.3. Let j ¥ 0, η P Zj. For all M ¡ 0, there exists CM ¡ 0 suh that
x P S2, |ψj,ηpxq| ¤
CM2
j
p1  2jdpx, ηqqM
. (5.9)
where dpx, yq  arccospxx, yyq is the geodesi distane on the sphere. To illustrate
this point, we represented two needlets of level j  2, 3 on Figure 5.1. This property is
entral, sine it allows to relate the L
p
norm of the projetion
°
ηPZj
xγ,ψj,ηyψj,η to the
disrete ℓp norm of the nite sequene p|xγ,ψj,ηy|}ψj,η}pqηPZj . Indeed, the two following
propositions hold ([48℄):
Proposition 5.2.4. For all 1 ¤ p ¤ 8 (with the onvention 1{8  0), there exist
cp, Cp ¡ 0 suh that
cp2
2jp 1
2

1
p
q
¤ }ψj,η}p ¤ Cp2
2jp 1
2

1
p
q
. (5.10)
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Proposition 5.2.5. For all p ¥ 1, there exists a onstant Cp suh that for all γ P
LppS2q,
}Bjpγq}p ¤ Cp
 
¸
ηPZj
|xγ,ψj,ηy|
p
}ψj,η}
p
p
1{p
. (5.11)
Moreover, if p  8, there exists C
8
¡ 0 suh that
}Bjpγq}8 ¤ C82
j sup
ηPZj
|xγ,ψj,ηy| . (5.12)
5.2.3 Besov spaes
Besov spaes on the sphere naturally generalize the usual approximation properties of
regular funtions while being simply haraterized with the help of needlets. A omplete
desription, and the proofs of the results laimed in this part an be found in Narowih
et al. [68℄ or Kerkyaharian and Piard [48℄. Let γ : S2 ÞÑ R be a measurable funtion
and let Ek,πpγq (1 ¤ π ¤ 8) be the distane of γ to Pk with respet to }.}π, that is
Ek,πpγq  inf
PPPk
}γ  P }π .
Theorem 5.2.6. Let 0   s   8, 1 ¤ p ¤ 8 and 0   r ¤ 8. Let γ P LπpS2q. The
following statements are equivalent and dene the Besov spae Bsπ,r on S
2
:
 
¸
k¥0
krsEk,πpγq
r 1
k
1{r
  8 (5.13)
 
¸
j¥0
2jrsE2j ,πpγq
r
1{r
  8 (5.14)
D ξj P ℓ
r
pNq, }Bjγ}π  ξj2
js
(5.15)
D ξj P ℓ
r
pNq,
 
¸
ηPZj
|xγ,ψj,ηy|
π
}ψj,η}
π
π
1{π
 ξj2
js
(5.16)
Bsπ,q is a Banah spae, endowed with the norm
}γ}Bsπ,r 




2jps 2p
1
2

1
π
qq
p
¸
ηPZj
|xγ,ψj,ηy|
π
q
1{π
	
j¥0



ℓrpNq
.
Besov embeddings
In order to ondut a proedure of estimation on Besov spaes, it is important to
understand how they relate to eah other as the values of the parameters s, π, r hange.
This is resumed in the following proposition:
Proposition 5.2.7 (Besov embeddings). Let s ¡ 0, 1 ¤ p, π, r ¤ 8. We have
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• Bsπ,r  B
s
p,r if π ¥ p.
• Bsπ,r  B
s2p 1
π

1
p
q
p,r if π   p and s 2p1{π  1{pq ¡ 0.
• Bsπ,r  C
0
pS2q if s ¡ 2{π, where C0pS2q is the set of ontinuous funtions on S2.
Note that Besov spaes on the sphere indeed generalize the Sobolev spaesWs sine
it an be shown that Ws  Bs2,2.
5.3 The NEED-VD proedure
Let us now expose how needlets are used in the ontext of inverse problems suh as
spherial deonvolution. Sine the projetors P ℓ onstitute their building bloks, it
is natural that the proedure of deonvolution exposed in Healy et al. [39℄ extends to
a needlet ounterpart. We shall see that the performanes extend as well in term of
squared loss, and improve in terms of Lp losses (p ¥ 1).
The basi observation at the start of the NEED-VD proedure is that eah needlet
oeient of f an be deomposed, thanks to Parseval's formula, in the following way
xf ,ψj,ηy 
¸
ℓ¥0
xP ℓf ,P ℓψj,ηy

¸
ℓPLj
xf ℓ,ψj,η,ℓy .
Applied to f K1Kf , this property entails
xf ,ψj,ηy 
¸
ℓPLj
x
 
K1Kf

ℓ
,ψj,η,ℓy

¸
ℓPLj
xK1ℓ pKfqℓ,ψj,η,ℓy ,
thanks to the blokwise-SVD property 1.11. A natural unbiased estimator of xf ,ψj,ηy
in the ontext of the white noise model with no error in the operator (3) is hene given
by
pβj,η
∆

¸
ℓPLj
xK1ℓ Y ε,ℓ,ψj,η,ℓy .
Moreover, the elements ψj,η,ℓ are easily omputable, sine, by onstrution,
ψj,η,ℓ  xψj,η, Yℓ,my  bp
ℓ
2j
qYℓ,mpηq for all ℓ P Lj , |m| ¤ ℓ .
It remains to ontrol the variane of these estimators via an adapted thresholding
proedure. If K satises the following assumption
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Assumption 5.3.1. There exists ν ¥ 0, Q1, Q2 ¥ 0 suh that, for all ℓ P N,
Q1pℓ
ν
_ 1q ¤ }K1ℓ }op ¤ Q2pℓ
ν
_ 1q . (5.17)
We note KνpQ1, Q2q the set of operators satisfying this assumption.
, then we readily obtain the tail ontrol
P
 


pβj,η  xf ,ψj,ηy


¡ t

¤ C exp
 

t2
ε222jν

,
whih invites to set τ2jνε
a
| log ε| (τ ¡ 0q as a thresholding level for eah omputed
oeient. Remark that this property only requires the upper bound on }K1ℓ }op in
Assumption 5.3.1. Note also that Assumption 5.3.1 is implied by Assumption 3.2.2.
We an atually do more : sine Assumption 5.3.1 also provides the lower bound
}K1ℓ }op ¥ Q1ℓ
ν
, then provided that Q1 ¡ 0, we an safely replae 2
jν
by }K1
2j
}
op
in the expression of the threshold level. The gain is notable, sine we no longer require
the knowledge of ν in the denition of the proedure.
Let us now enter into the ore of the algorithm whih was designed in the density
framework by Kerkyaharian et al. [51℄. We hose as a maximal level J suh that
2J  pε
a
| log ε|q1 . (5.18)
As mentioned before, we set the signal thresholding level to
Sj,ε  τ}K
1
2j
}
op
ε
a
| log ε| , (5.19)
for a positive onstant τ and naturally dene the estimator rf as
rf 
¸
j¤J
¸
ηPZj
pβj,η1
t
|
pβj,η |¥Sj,εu
ψj,η . (5.20)
Let us now expose the performanes of this new estimator.
Theorem 5.3.2. Let π ¥ 1, s ¡ 2
π
, r ¥ 1 and M ¡ 0. Let ν ¥ 0, let Q2 ¥ Q1 ¡ 0.
Then for suiently large κ and τ , for all p P r1, 8r,
sup
fPBsπ,rpMq,KPKνpQ1,Q2q
E }f˜  f}pp Àp| log ε|q
p1
pε
a
| log ε|qpµ ,
where À means inequality up to a multipliative onstant depending only on p, s, π, r,M ,ν,Q1, Q2,λ, κ, τ
and τop, and where the exponents µ are dened by
µ 
$
'
'
'
&
'
'
'
%
s
s ν 1
if s ¡ pν   1qp p
π
 1q
or s  pν   1qp p
π
 1q and r ¤ π ,
s2{π 2{p
s2{π ν 1
if
2
π
  s   pν   1qp p
π
 1q .
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Theorem 5.3.3. Under the same hypotheses as Theorem 6.2.2,
sup
fPBsπ,rpMq,KPKνpQ1,Q2q
E }f˜  f}
8
À
a
| log ε|pε
a
| log ε|qµ
1
,
where the exponents µ1 are dened by
µ1 
s 2{π
s 2{π   ν   1
.
Hene, the NEED-VD generalizes the L2 proedure (we remind to this end that
the spaes Bs2,2 and W
s
oinide), in that they allow to onsider broader lasses of
funtions, and broader types of losses. The proedure is adaptive with respet to f and
K in that it doesn't require any prior knowledge of M, s, π, r, Q1, Q2, nor ν. If Q1  0,
one an still reah those rates of onvergene provided the preliminary knowledge of ν
(see to this end [51℄). Furthermore, those onvergene rates an easily be proved to be
minimax, up to a logarithmi term in ε, in the present setting (see the sketh of proof
in [85℄).
Chapter 6
Appliation of seond generation
wavelets to blind spherial
deonvolution
This hapter is a slightly dierent version of an artile submitted to a sienti review.
It an be read separately from the rest of the manusript, exept for the setion 5.2 of
Chapter 5 whih denes needlets.
Abstrat:We address the problem of spherial deonvolution in a non parametri
statistial framework, where both the signal and the operator kernel are subjet to
error measurements. After a preliminary treatment of the kernel, we apply a
thresholding proedure to the signal in a seond generation wavelet basis. Under
standard assumptions on the kernel, we study the theoretial performane of the
resulting algorithm in terms of Lp losses (p ¥ 1) on Besov spaes on the sphere. We
hereby extend the appliation of seond generation spherial wavelets to the blind
deonvolution framework [51℄. The proedure is furthermore adaptive with regard
both to the target funtion sparsity and smoothness, and the kernel blurring eet.
We end with the study of a onrete example, putting into evidene the improvement
of our proedure on the reent blokwise-SVD algorithm [23℄.
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6.1 Introdution
6.1.1 Statistial framework
Consider the following problem : we aim at reovering a signal f dened on the 2-
dimensional sphere S2. f is not observed diretly, but through the ation of a blurring
proess modeled by a linear operator K, and further ontaminated by an additive
Gaussian white noise. This is resumed in the lassi white noise model
Y ε Kf   ε 9W , (6.1)
where
9W is a white noise on L2pS2q andK : L2pS2q Ñ L2pS2q is a measurable operator.
We shall further restrit the shape of K by assuming that it is a onvolution operator
on L2pS2q, a lassi framework ([39℄, [52℄ and [51℄) enjoying onvenient mathematial
properties (see setion 6.1.2). Namely, we suppose that there exists h P L2pSOp3qq suh
that
Kf pωq 
»
SOp3q
fpg1ωqhpgqdg , (6.2)
where dg is the Haar measure on SOp3q. So to speak, f is averaged on a neighborhood
of ω and weighted aording to hpgq for eah rotation g1 applied to ω. Alternatively,
in a density estimation framework, one observes a random n-sample pθ1X1, ..., θnXnq of
Z  θX with densityKf , where θ is a random element in SOp3q (the group of rotations
on R
3
) with density h, and X has density f P L2pS2q. Formally we have ε  n1{2,
and one an show that (6.2) holds as well ([39℄). In pratie, the blurring operator K
is seldom diretly observable and rather subjet to measurement errors. For example
K an be unknown but approximated via preliminary inferene, or it an be the result
of an unknown perturbation applied to a known operator. Following Efromovih and
Kolthinskii [30℄ and Homann and Reiÿ [40℄, we model the error in the operator as
an additive Gaussian operator white noise. The observed result is a noisy version Kδ,
satisfying
Kδ K   δ 9B , (6.3)
where
9B is a Gaussian operator white noise on L
 
L2pS2q

the set of linear endomor-
phisms of L2pS2q, independent from 9W . The meaning of models (6.1) and (6.3) is as
follows: for u, v, w, P L2pS2q, observable quantities take the form
xKf , uy   εαpuq, xKv, wy   δβpv, wq ,
where αpuq and βpv, wq are both Gaussian entered variables with respetive varianes
}u}22 and }v}
2
2}w}
2
2. Moreover, if u
1, v1, w1 P L2pS2q are other andidate funtions, we
have
Erαpuqαpu1qs  xu, u1yL2pS2q
Erβpv, wqβpv1, w1qs  xv, v1yL2pS2qxw,w
1
yL2pS2q .
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Many sienti elds all upon simple and eient tools for the resolution of (6.1).
Spherial deonvolution is for example well illustrated by the study of ultra high en-
ergy osmi rays (UHECR), whih are high energy radiations hitting the earth from
apparently random diretions. They ould originate from long-lived reli partiles from
the Big Bang. Alternatively, they ould be generated by the aeleration of standard
partiles, suh as protons, in extremely violent astrophysial phenomena. They ould
also originate from Ative Galati Nulei (AGN), or from neutron stars surrounded
by extremely high magneti elds. Disriminating among these dierent hypotheses
involves the preise reonstrution of the probability density generating their observa-
tions. One ould ask for example whether the latter is uniformly distributed among
the sphere, or if it is onstituted of superimposed loalized spikes. In pratie however,
observations pX1, ..., Xnq of suh radiations are often subjet to various physial pertur-
bations. We model these by a random rotation θ, whih is to say we atually observe
pθ1X1, ...θnXnq, n realizations of the random variable Z  θX . The diulty of the
problem is haraterized by the spreading of h, the density of θ, around the neutral
element of SOp3q : the less loalized, the more diult the estimation of f . Moreover,
the law of θ is not known in general, even if some assumptions an restrit its shape.
In this ase, preliminary inferene is neessary, and leads to an estimator Kδ of K
aording to (6.3).
Case of a known operator
We shall onsider here the ase where δ  0, and expose the path whih nally led to
the introdution and use of needlets. Spherial harmonis onstitute the most natural
set of funtions to expand f P L2pS2q. Their frequeny loalization furthermore makes
them ideally suited to spherial deonvolution, as they realize a blokwise SVD of K
(as shown in (6.1.1)), a property whih guarantees the stability of its inversion. It
prompted Healy et al. [39℄ to solve the spherial deonvolution problem with their use,
hereby reahing optimal L2 rates of onvergene on Sobolev spaes (Kim and Koo [52℄).
Unfortunately their performanes an prove quite poor when the loss is measured by
other Lp norms , 1 ¤ p ¤ 8, sine they lak loalization in the spatial domain (see [37℄).
The reent development of spherial wavelets ([77℄, [67℄) reversed this ompromise, the
latter being well loalized in the spatial domain but very poorly in the frequential one.
This makes them useful when a diret estimation of f is involved (see for example
Freeden and Shreiner [31℄ or Freeden and Mihel [32℄ for appliations to geophysis
and atmospheri sienes), but irrelevant in the setting of spherial deonvolution. The
solution to this problem was nally brought by Narowih et al. [69℄, who introdued
a new set of funtions, alled needlets, whih preserve the frequential loalization of
spherial harmonis and remedy their lak of spatial loalization. Thereby, needlets
inherit the stability of spherial harmonis in spherial deonvolution. They were sub-
sequently exploited by Kerkyaharian et al. [51℄, who designed a proedure involving
needlets attaining near-minimax rates of onvergene for Lp losses (1 ¤ p ¤ 8) on
Besov spaes (whih denition is given in setion 5.2.3). Needlets also found various
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appliations in the ase of a diret estimation of f , whether in astrophysis ([62℄,[37℄)
or brain shape modeling ([80℄).
Case of an unknown operator and Galerkin projetion
The main methods in the ontext of blind deonvolution involve SVD and Galerkin
shemes (see [11℄,[12℄,[40℄ for example). Galerkin projetions were for example su-
essfully applied to blind deonvolution on Hilbert spaes ([30℄) or on Besov spaes on
r0, 1sd ([40℄, [12℄). They are based upon a disretization of (6.1) and (6.3) through the
hoie of appropriate test funtions. Suppose we want to reover a funtion f from
the observation of g  Kf . Let pVnqn¥0 and pWnqn¥0 be two inreasing sequenes of
nite n-dimensional subspaes in L2pS2q, whih admit the respetive orthogonal bases
ϕ  pϕkqk¤n and ψ  pψkqk¤n. The Galerkin approximation fG P Vn of f is the solution
of the equation
xKfG, vy  xg, vy, v P Wn (6.4)
This equation atually amounts to solving a nite dimensional linear system. Indeed,
for γ P Vn, note γ
n
the vetor whose omponents are pxγ, ϕkyqk¤n and K
n
the matrix
with entries pxKϕk, ψkyqk,k1¤n. Then fG P Vn and we have
gn  KnfnG
The presene of noise in the signal and the operator raises additional issues. First,
the algorithm must inlude and artiulate two essential steps, namely the inversion
of K and the regularization of the datas whih we will perform through a proje-
tion/thresholding sheme. Note that both the signal and the operator K an (and
will) be subjet to regularization (see [40℄,[23℄). The seond pratial problem onerns
the hoie of the test funtions ϕ,ψ. This hoie should answer the dilemma to nd a
set whih is ompatible both with the sparsity of f and with the struture of K (see
[40℄, [23℄). Spherial harmonis respond optimally to this problem in the ase of spher-
ial deonvolution on Sobolev spaes for a L2 error, sine they realize a blokwise SVD
of K, as shown in (6.1.1). More importantly here, they allow a ne treatment of Kδ
thanks to the sparse struture of the original operator K in that basis. This struture
was exploited by Delattre et al. [23℄ in the ontext of blind spherial deonvolution:
by an adequate regularization of Kδ and Y ε, the authors exhibited optimal rates of
onvergene under ommon assumptions on f and K. This proedure is exposed in
details in setion 6.2.1.
6.1.2 Harmoni analysis on SOp3q and S2
The present part provides useful mathematial tools in the ontext of spherial deon-
volution. It is a quik overview of harmoni analysis on the spaes S2 and SOp3q whih
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is mostly inspired by Healy et al. [39℄, and will end up with the blokwise SVD property.
Let us dene the Euler matries
upϕq 





cosϕ  sinϕ 0
sinϕ cosϕ 0
0 0 1

Æ
Æ
Æ

, apθq 





cos θ 0 sin θ
0 1 0
 sin θ 0 cos θ

Æ
Æ
Æ

where ϕ P r0, 2πq, θ P r0, πq.
Every rotation g in SOp3q is the produt of 3 elementary rotations :
ε  upϕqapθqupψq (6.5)
where ϕ, ψ P r0, 2πq, θ P r0, πq are the Euler angles of g. Let ℓ P N and ℓ ¤ m,n ¤ ℓ.
We also dene the rotational harmonis
Rℓ,m,npϕ, θ, ψq  e
ipmϕ nψqPℓ,m,npcospθqq , (6.6)
where Pℓ,m,n are the seond type Legendre funtions (see [84℄).
The funtions Rℓ,m,n, ℓ P N, |m|, |n| ¤ ℓ are the eigenfuntions of the Laplae-Beltrami
operator on SOp3q, assoiated with the eigenvalues 2ℓ   1. Therefore, the system
p
?
2ℓ  1Rℓ,m,nqℓ¥0,|m|,|n|¤ℓ forms a omplete orthonormal basis of L
2
pSOp3qq. Let h P
L2pSOp3qq. For all ℓ ¥ 0, the projetion of h on the spae of rotational harmonis with
degree ℓ is
ℓ¸
m,nℓ
hˆℓ,m,nRℓ,m,n
where hˆℓ,m,n is the pℓ,m, nq Fourier oeient of h, dened by
hˆℓ,m,n 
»
SOp3q
hpgqRℓ,m,npgqdg , (6.7)
and dg is the Haar measure on SOp3q. An analogous study is available on S2. Any
point ω P S2 is determined by its spherial oordinates pθ, ϕq:
ω  psinpθq cospϕq, sinpθq sinpϕq, cospθqq , (6.8)
where θ P r0, πq and ϕ P r0, 2πq. Let ℓ a positive integer and m,n two integers ranking
from ℓ to ℓ. Dene the spherial harmonis on S2 by :
Yℓ,mpθ, ϕq  p1q
m
d
2ℓ  1
4π
pℓmq!
pℓ mq!
Pℓ,mpcospθqqe
imϕ , (6.9)
where Pℓ,m are the Legendre funtions (see [84℄). The set pYℓ,mqℓ¥0,|m|¤ℓ onstitutes an
orthonormal basis of L2pS2q. Note Hℓ the spae of spherial harmonis with degree ℓ
and P ℓ the orthogonal projetor onto Hℓ. Then for every funtion γ P L
2
pS2q,
P ℓγ 
ℓ¸
mℓ
γˆℓ,mYℓ,m ,
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where γˆℓ,m is the pℓ,mq Fourier oeient of f , dened by
γˆℓ,m 
»
S2
γpωqYℓ,mpωqdω .
The term 'blokwise SVD' nds its roots in the following proposition, whih links the
Fourier oeients of h  γ to those of h and γ. A proof is present in [39℄.
Proposition 6.1.1 (Blokwise SVD property). Let h P L2pSOp3qq and γ P L2pS2q The
Fourier oeients of h  γ are
p
zh  γqℓ,m 
ℓ¸
nℓ
hˆℓ,m,nγˆℓ,n 
ℓ¸
nℓ
xh  Yℓ,n, Yℓ,myxγ, Yℓ,ny .
Consequenes on the Galerkin projetion
Proposition 6.1.1 has interesting impliations in terms of the Galerkin projetion of
(6.1) and (6.3) on spherial harmonis. Indeed, note Kℓ PM2ℓ 1pCq the matrix
Kℓ 
 
xKYℓ,n, Yℓ,my

|m|,|n|¤ℓ
and, for γ P L2pS2q, note γℓ P C
2ℓ 1
the vetor
 
xγ, Yℓ,my

|m|¤ℓ
. Proposition 6.1.1 then
translates into
 
Kf

ℓ
Kℓf ℓ .
Let us hene turn bak to the Galerkin sheme (6.4). Take Wn  Vn to be the subspae
of L2pS2q spanned by all spherial harmonis with degree less than n. Proposition 6.1.1
implies the following:
1. fG 
¸
ℓ¤n
P ℓf
2. The Galerkin matrix Kn is a sparse blok matrix, with bloks Kℓ, ℓ ¤ n, along
its diagonal. This justies the denomination of blokwise SVD.
In the sequel, if γ P L2pS2q, we will refer indierently to P ℓγ or γℓ. Similarly, if K is
a onvolution operator on L2pS2q, we will refer indierently to P ℓKP ℓ or Kℓ. Due to
Parseval's formula, we also have
}P ℓ γ}L2pS2q  }γℓ}ℓ2pC2ℓ 1q
}P ℓKP ℓ}L2pS2qÑL2pS2q  }Kℓ}op ,
where we have noted }.}op the spetral norm of a matrix. Turning bak to the original
problem and reminding Proposition 6.1.1, we an reformulate the equivalent problem,
obtained by projeting (6.1) and (6.3) onto every spae Hℓ:
ℓ ¥ 0, Y ε,ℓ Kℓf ℓ   ε
9W ℓ , (6.10)
ℓ ¥ 0, Kδ,ℓ Kℓ   δ 9Bℓ , (6.11)
where
9W ℓ is a entered Gaussian vetor with ovariane I2ℓ 1, and 9Bℓ is a p2ℓ  1q 
p2ℓ  1q matrix whose entries are i.i.d. N p0, 1q variables.
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An alternative point of view
The blokwise SVD property allows to avoid onsidering the inner produts xKδYℓ,m, Yℓ1ny
when ℓ  ℓ1 and provides hereby Kδ with a sparse struture onsisting in p2ℓ   1q 
p2ℓ  1q matries on its diagonal. This is a onsequene of the onvolutive struture of
K. Atually, an alternative way to get to (6.11) is to onsider that the kernel h ofK is
diretly polluted by an additive Gaussian white noise on L
2
pSOp3qq. Namely we would
observe hδ  h   δ 9b where 9b is a Gaussian white noise on L
2
pSOp3qq. Observations
onduted on Kδ would hene beome
xKδYℓ,m, Yℓ1,ny  xhδ  Yℓ,m, Yℓ1,ny
and would be null if ℓ  ℓ1 as a onsequene of Proposition 6.1.1.
6.2 Estimation proedure
We turn to the presentation of our proedure of Blind Deonvolution using Needlets,
whih we will denote byBND, and derive rates of onvergene when the loss is measured
in Lp norm, 1 ¤ p ¤ 8, on Besov spaes. It is natural to suggest needlets as the test
funtions to be used in the Galerkin projetion (6.4), sine they eiently represent
any funtion f P Bsπ,r. Unfortunately, the ensuing Galerkin matrix
 
xKψj,η,ψh,αy

j¥0,ηPZj ,h¥0,αPZh
has many non-zero entries, due to the fat that the inner produt xKψj,η,ψh,αy is
not neessarily null when |j  h| ¤ 1. This is a diret onsequene of (6.1.1) and the
denition of needlets. The funtions Yℓ,m onstitute a more interesting hoie sine
the inner produt xY ε,ψj,ηy an be expressed in terms of the matries Kℓ. Indeed,
Parseval's formula entails
xY ε,ψj,ηy 
¸
ℓPLj
xKℓf ℓ   ε
9W ℓ,ψj,η,ℓy .
Before entering into the ore of our proedure, we need to preise the blurring eet of
K. This will be realized through the introdution of a onstant ν whih ontrols the
inrease of the norms }K1ℓ }op.
Assumption 6.2.1 (Degree of ill-posedness). There exists ν ¥ 0, Q1, Q2 ¥ 0 suh
that, for all ℓ P N,
Q1
 
ℓν _ 1

¤ }K1ℓ }op ¤ Q2
 
ℓν _ 1q (6.12)
We note KνpQ1, Q2q the set of operators satisfying this assumption, and all ν the degree
of ill-posedness (DIP) of K.
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Assumption 6.2.1 atually states that even ifK is ontinuous from L2pS2q to L2pS2q,
its inverse is not bounded and hene not omputable in a satisfying way. However the
weaker ontinuity of K1 : Wν{2 ÑWν{2 holds, where we have noted Ws  Bs2,2 the
Sobolev spae with parameter s ¡ 0 on S2.
Let us now give an intuition of the main proedure in this paper. The deomposition
of the inner produt xKf ,ψj,ηy onto every spae Hℓ, ℓ ¥ 0 via Parseval's formula,
oupled with Proposition 6.1.1 gives
xf ,ψj,ηy 
¸
ℓPLj
xK1ℓ pKfqℓ,ψj,η,ℓy .
Hene, a rst natural estimator of xf ,ψj,ηy is
˜βj,η 
¸
ℓPLj
xK1δ,ℓY ε,ℓ,ψj,η,ℓy . (6.13)
Remark that the elements ψj,η,ℓ, ℓ P Lj are easily omputable thanks to the identity
xψj,η, Yℓ,my  bp
ℓ
2j
qYℓ,mpηq for all ℓ P Lj , |m| ¤ ℓ .
However, the presene of noises ontaminating both the signalKf and the operatorK
requires an additional treatment. Shematially, a regularized version ofKδ is plugged
into (6.13), and the resulting estimator is subsequently thresholded in order to ontrol
the variane indued by the two types of noises.
6.2.1 Main proedure
Suppose that Assumption 6.2.1 holds, and dene J the maximal resolution level suh
that
2J  λt
 
ε
a
| log ε|

1
^
 
δ
a
| log δ|

2
u (6.14)
for a positive parameter λ. Set the operator thresholding level Oℓpδq to
Oℓpδq  κ
?
2ℓ  1δ
a
| log δ| , (6.15)
where κ ¡ 0. For j P N, let
ℓj  mintℓ P Lj , }K
1
δ,ℓ }op ¤ Oℓpδq
1
u
(with the onvention minH   8), and, for positive onstants τsig, τop, dene the
signal thresholding level
Sjpδ, εq 
#
}K1δ,ℓj}op

τsigε
a
| log ε| _ τop2
j{2δ
a
| log δ|
	
if ℓj   8 ,
 8 if ℓj   8 .
(6.16)
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Dene now the estimator
pβj,η similarly to
βj,η but where K
1
δ is replaed by its
thresholded version
pβj,η 
2j 1
¸
ℓ2j1
xK1δ,ℓ1
t
}K1
δ,ℓ
}¤Oℓpδq
1
u
Y ε,ℓ,ψj,η,ℓy .
The nal estimator f˜ of f is
f˜ 
¸
j¤J
¸
ηPZj
pβj,η1
t
|
pβj,η |¡Sjpδ,εqu
ψj,η .
For the sake of brevity, we shall denote this proedure as BND (for Blind Deonvo-
lution using Needlets). Before establishing the onvergene rates of this algorithm in
a minimax framework, let us give some preisions about the shape of the threshold-
ing levels. Usual thresholds ([40℄,[51℄) involve an upper bound on the variane of the
oeients
pβj,η, and thereby the knowledge of the onstant ν. The term }K
1
δ,ℓj
}op in
(6.16) is meant to replae the more often used upper bound 2jν . Indeed, Lemmas 6.3.1
and 6.3.2 show that with high probability these two quantities oinide up to a multi-
pliative onstant. This trik endows the proedure with adaptivity with regard to the
parameters s, π, r and Q1, Q2, ν, and subsequently means that no a priori knowledge on
f nor K is required in order to set it up.
Lemma 6.3.2 however heavily relies on the non negativity of Q1. As a matter of fat,
the rates of onvergene derived below fall apart when the latter is null. In that ase, a
preliminary knowledge of ν is essential, as well as the subsequent following adaptations:
the signal level Sjpδ, εq is hanged to
rSjpδ, εq  2
jν

τsigε
a
| log ε| _ τop2
j{2δ
a
| log δ|
	
and the new maximal level of resolution J˜ satises
2J˜  λt
 
ε
a
| log ε|

1
ν 1
^
 
δ
a
| log δ|

1
ν 1{2
u .
The tuning down of the maximal level is not essential, yet it permits to avoid unnees-
sary alulations. As a matter of fat, omputations of the needlet oeients are quite
heavy, due to the absene of a simplifying algorithm (suh as the pyramidal algorithm
for wavelets, see [61℄). Thus, the omputation of a single needlet oeient xγ,ψj,η,ℓy,
whih number grows exponentially as the resolution level inreases, requires the deter-
mination of 2.2j  1 inner produts xγℓ,ψj,η,ℓy.
Let us now turn to the onvergene rates of the proedure in a minimax framework,
when the loss is measured in Lp norm (1 ¤ p ¤ 8) and f belongs to a Besov body.
Theorem 6.2.2. Let π ¥ 1, s ¡ 2{π, r ¥ 1 and M ¡ 0. Let ν ¥ 0, let Q1 ¥ Q2 ¡ 0.
Then for suiently large κ, τsig, τop, for all p P r1, 8r,
sup
fPBsπ,rpMq,KPKνpQ1,Q2q
E }f˜  f}pp À Rppδ, 2, 1q _Rppε, 2, 2q
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where À means inequality up to a multipliative onstant depending only on p, s, π, r,M ,ν,Q1, Q2,λ, κ, τ
and τop. The onvergene rates Rppx, dq are dened, for all x ¡ 0, 1 ¤ p   8 and d P N
by
Rx,ppd, d
1
q  p| log x|qp1px
a
| logx|qpµpd,d
1
q ,
where we noted
µpd, d1q 
$
'
'
'
&
'
'
'
%
s
s ν  d
1
2
if s ¡ pν   d1{2qpp{π  1q
or s  pν   d1{2qpp{π  1q and r ¤ π ,
sd{π d{p
sd{π ν d1{2
if
d
π
  s   pν   d1{2qpp{π  1q .
Theorem 6.2.3. Under the same hypotheses as in Theorem 6.2.2,
sup
fPBsπ,rpMq,KPKνpQ1,Q2q
E }f˜  f}
8
À R
8
pδ, 2, 1q _R
8
pε, 2, 2q (6.17)
where
R
8
px, d, d1q 
a
| logx|px
a
| logx|qµ
1
pd,d1q
and
µ1pd, d1q 
s d{π
s d{π   ν   d1{2
The speeds of onvergene exhibit an expliit interplay between the noise levels δ
and ε, inluding the possible ase where δ " ε. The onvergene rates obtained when
δ  0 and ε  0 are very similar, exept that the problem ε  0 reveals rates orre-
sponding to a problem in dimension 1. This indiates that the denoising of Kδ results
in the same rates as the denoising of Y ε, but with a dimension parameter given by the
size of the bloks appearing in the blokwise SVD (that is to say the integer d1 suh
that dimHℓ  ℓ
d1
).
If δ  0, the rates oinide with the results of Kerkyaharian et al. [51℄ (atually, the
algorithms themselves are nearly idential), whih an be proved to be optimal in a
minimax sense (up to a logarithmi fator, see Willer [85℄ for a sketh of proof). The
optimality when δ " ε is not yet established, and we won't address it in the present
paper. The two regions s ¥ pν   d{2qp p
π
 1q and s   pν   d{2qp p
π
 1q are lassi
in non-parametri estimation in inverse problems, and respetively referred to as the
regular ase and the sparse ase.
Although we hose to work in a white noise model for the onveniene of alula-
tions, the algorithm and ensuing results should be easily adapted to the density esti-
mation framework mentioned in setion 6.1.1, in whih one observes diret realizations
pθ1X1, ..., θnXnq of θX and a noisy version Kδ of K.
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Adaptation to other dimensions and omparison with existing works
A lose inspetion of the proofs of Theorems 6.2.2 and 6.2.3 shows that the presene of a
blokwise SVD deomposition, ombined with properties of the ensuing needlet frame
similar to those in setion 5.2, ensures the appliability of the sheme with adapted
onvergene rates.
This inludes in partiular the orresponding 1-dimensional problem, equivalent to de-
onvolution in a periodi setting ([28℄). Here the Meyer's periodized wavelets an
endorse the role of needlets in the present setting, sine they are ompatly supported
in the frequential domain as well. In the Fourier basis on r0, 1s,K is diretly diagonal-
ized, whih orresponds to a blokwise SVD with dimensionality d1  0. The adapted
algorithm heneforth reahes the rates Rppδ, 1, 0q _ Rppε, 1, 1q, 1 ¤ p ¤ 8. It out-
performs the one developed in Homann and Reiÿ [40℄ whih orresponds formally to
R2pδ, 1, 1q _ R2pε, 1, 1q. The reason to it is that a Galerkin projetion on wavelets is
agnosti to the blokwise struture ofK. Moreover, our proedure widens the possible
range of onsidered Lp losses.
In image proessing, a signal f P L2pr0, 1s2q is observed through its onvolution with
a funtion k P L2pr0, 1s2q alled the Point Spread Funtion of the measuring devie,
whih requires to be estimated in rst instane (see [72℄,[55℄). A areful adaptation of
the main results in this paper allows to treat this problem as well (for the denition of
needlets on r0, 1s2, see [43℄).
Another relevant example onerns the operators dened on Sd, d ¥ 1 via
Kfpξq 
»
Sd
ϕpxξ, ωyqfpωqdω ,
where ϕ is a bounded integrable funtion on r1, 1s. In this ase, as shown by the
Funk-Heke theorem (see [36℄), spherial harmonis realize a SVD of K. On the other
hand, the onstrution of needlets generalizes naturally to S
d
(see [69℄), and the rates
derived hene hange to Rppδ, d, 0q _Rppε, d, dq, 1 ¤ p ¤ 8.
Comparison with the blokwise SVD algorithm of Delattre et al. [23℄
In this setion we present the blokwise SVD algorithm BBD (for Blind Blokwise
Deonvolution) depited in Delattre et al. [23℄, and ompare it to BND. BBD also
relies on the blokwise SVD property (6.1.1), but takles the thresholding of the signal
and the operator dierently. Namely, dene the maximal resolution level
L  t
 
ε
a
| log ε|

1
^
 
δ
a
| log δ|

2
u
and the signal thresholding level Eℓpεq  τ
?
2ℓ  1ε
a
| log ε|, τ ¡ 0. The estimator f˜
provided by the BBD algorithm is
f 
¸
ℓ¤L
K1δ,ℓ1
t
}K1
δ,ℓ
}op Oℓpδq
1
u
Y ε,ℓ1
t
}Y ε,ℓ}¡Eℓpεqu
. (6.18)
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It is quikly seen that BBD is still adaptive with respet to f and K. This esti-
mator is however fundamentally dierent from ours: rst, the signal regularization is
diretly performed on the observed signal Y ε rather than on K
1
δ Y ε. Seondly, this
regularization step is anterior to the inversion of Kδ, whereas in BND the signal is
rst inverted and then thresholded. These dierenes imply dierenes as well in the
setting in whih BBD will perform well. Namely, Delattre et al. [23℄ require that the
two following inequalities hold:
}Kℓ}op ¤ R1ℓ
ν
and }K1ℓ }op ¤ R2ℓ
ν
(6.19)
for R1, R2 ¡ 0. Let us note GpR1, R2q the set of operators satisfying (6.19). (6.19)
unilaterally entails Assumption 6.2.1 whih means that BND applies in the ontext of
BBD but the reverse is false. As a matter of fat, (6.19) restrits the sope of applia-
tion of BBD to quasi diagonal operators. The setting of BND is muh more generi.
Finally, due to the shape of the threshold performed on eah Y ε,ℓ, BBD performs well
only when the loss in measured in quadrati risk, and when f belongs to a Sobolev
spae (whih orresponds to f P Bs2,2).
The ounterpart to suh restritive assumptions is the remarkably fast rates of on-
vergene it attains in the ase ε  0. Indeed, it an be proved that, for s,M ¡ 0,
R1, R2 ¡ 0 and ν ¥ 0,
sup
fPWspMq
KPGpR1,R2q
E }f˜  f}2 À
 
δ
a
| log δ|
1^ 2s
2ν 1
_
 
ε
a
| log ε|

2s
2s 2ν 1 . (6.20)
This learly outperforms BND in the ase π  r  2, and p  2.
6.2.2 Pratial study
We present the pratial numerial performanes of BND and ompare it to the Blind
Blokwise Deonvolution algorithm (BBD) of Delattre et al. [23℄. The sets of ubature
points in the simulations that follow have been taken from the web site of R. Womer-
sley http://web.maths.unsw.edu.au/~rsw. We proeed with the following hoies of
parameters :
Data: the target density f is given by
f pωq  expp2  }ω  ω1}ℓ1pR3qq{c
with ω1  p0, 1, 0q and c  0.6729. Conerning the operator K, we hoose it among
the lass of Rosenthal laws on SOp3q. These distributions nd their origins in random
walks on groups (see [75℄). K is said to follow a Rosenthal distribution of parameters
α Ps0; πs and ν ¡ 0 on SOp3q if, for ℓ ¥ 0, |m| ¤ ℓ, we have
Kℓ,m,n 
 sinppℓ  1{2qαq
p2ℓ  1q sinpα{2q
	ν
1
tmnu .
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κ 0.3 0.4 0.5 0.6 0.7 0.8
Nrop 10 9 9 8 2 0
Table 6.1: Choosing of κ. Nrop is the average number, omputed on a base of N  10 realizations,
of levels ℓ ¤ 10 suh that }K1δ,ℓ }op ¤ Oℓpδq
1
. We have δ  103.
A Rosenthal law hene provides a onrete example of operator with DIP ν ¥ 0. We
will take α  π and ν  1.
Tuning parameters: we set λ  1 in 6.14. The onrete hoie of adequate thresh-
olding onstants κ and τ is a omplex issue. Our pratial hoies will be based on
the following remark, inspired from Donoho and Johnstone [27℄: in the ase of diret
estimation on real line, the universal threshold whih is both eient and simple to
implement, takes the form 2
a
| log ε|. A onsistent interpretation is to onsider that
this threshold should kill any pure noise signal. We will adapt this reasoning to the
ase of interest.
Choie of κ : we use as a benhmark the ase where Kℓ is the null matrix of M2ℓ 1pRq
for ℓ ¥ 1 (this orresponds to the ase where the law of θ is uniform over SOp3q). Given
δ large enough, the smallest value κ suh that
}K1δ,ℓ }op ¡ Oℓpδq
1
for all ℓ ¤ 10
is retained. The results are reported in Table 6.1 and give κ  0.8.
Choie of τsig and τop: It is lear that the role of τsig (resp. τop) is to ontrol the inuene
of the signal (resp. the operator) error. In order to ompute τsig (resp. τop), we therefore
work with noise levels εsig ¡ δsig ¡ 0 (resp. δop ¡ εop ¡ 0) large enough. We make use
of the uniform density u on S2, satisfying uℓ  0 for ℓ ¥ 1 as a benhmark. Heneforth
xu,ψj,ηy  0 for j ¥ 0, η P Zj , whih means that the observations xY εsig ,ψj,ηy, j ¥ 0
are pure noise. Taking advantage of this remark, we simulate Kδsig and, integrating
the previously omputed value of κ, apply the proedure for inreasing values of τsig
(resp. τopq until all the omputed oeients xu˜,ψj,ηy are killed for j ¤ 3. The results
are reported in Table 6.2 and give τsig  0.9, τop  0.2.
We ompare the performanes of BBD (with parameters κ  0.8 and τ  1 taken
from [23℄) and BND for δ P t3.103, 103, 104u, ε P t103, 104u. The (normal-
ized) mean squared error and supremum norm error are omputed with a Monte-Carlo
method based on N  200 simulations. Eah loss is approximated by its disrete equiva-
lent alulated on a uniform grid of 4096 points on S2 at eah step. Results are reported
in Table 6.3. They learly illustrate the rates of onvergene derived in Theorems 6.2.2
and 6.2.3 in that the loss in always higher when the signal noise level ε is predominant.
Besides, it also onrms the relationship between the rates in Theorems 6.2.2 and 6.2.3
and (6.20). Indeed, sineK also veries (6.19), the rates (6.20) are available and Table
6.3 exposes the outperforming of BND over BBD in every situation exept when the
operator noise is highly predominant (orresponding to pδ, εq  p3.103, 104q).
For partiular realizations of Y ε and Kδ, we plot in Figure 6.1 : the original shape of
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τsig
0.5 0.6 0.7 0.8 0.9
j  0 3 0 3 0 0
j  1 10 6 0 0 0
j  2 20 9 2 1 0
j  3 94 22 8 4 0
τop
0.1 0.2
j  0 0 0
j  1 0 0
j  2 4 0
j  3 127 0
Table 6.2: Choosing of τ . For pδsig , εsigq  pεop, δopq  p10
4, 103q and eah value of τ , we omputed
10 times the desribed proedure and reported the average number of remaining needlet oeients
at level j.
δ ε
E}f˜  f}2 E}f˜  f}8
BBD BND BBD BND
3.103
103 0.2210 0.1695 0.3867 0.3464
104 0.1013 0.1603 0.2146 0.3374
103
103 0.2195 0.1242 0.3870 0.2204
104 0.0839 0.0594 0.1931 0.1569
104
103 0.2194 0.1267 0.3863 0.2257
104 0.0825 0.0584 0.1924 0.1571
Table 6.3: Average normalized L2 and L8 loss of BBD and BND.
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the density, and the results of the dierent algorithms in the form of spherial views
seen 'from above'. The gures emphasize the better adaptivity of BND to the 'spiky'
shape of the target density.
6.3 Proofs
Preliminary lemmas
The establishment of the onvergene rates in Theorems 6.2.2 and 6.2.3 requires the
ontrol of the tails of the variables |
pβj,η  βj,η|. This will be the subjet of Lemma
6.3.3. Two results upstream of this Lemma involve the ontrol of the tails of the
variables }
9Bℓ}op (Lemma 6.3.1), as well as a ontrol of }K
1
δ,ℓ }op on a partiular set
(Lemma 6.3.2). We won't perform the proofs of the two latter results, but will provide
referenes where they are onduted.
Lemma 6.3.1 (Davidson and Szarek [22℄, Theorem 2.4). There exists two onstants
β0, c0 ¥ 0 independent from ℓ P N suh that
t ¥ β0, Ppp2ℓ  1q
1{2
}
9Bℓ}op ¡ tq ¤ exppc0tp2ℓ  1q
2
q .
A simple orollary is the following upper bound on the moments of }
9Bℓ}op
Er} 9Bℓ}
p
ops À ℓ
p{2 .
Lemma 6.3.2 (Delattre et al. [23℄, proof of Theorem 3.1). We introdue further the
events Aℓ  t}pKδ,ℓq1}op ¤ Oℓpδq1u and Bℓ  t}δ 9Bℓ}op ¤ aℓu with aℓ  ρOℓpδq for
some 0   ρ   1
2
. On Aℓ X Bℓ, we have
}K1δ,ℓ }op ¤
ρ
1 ρ
}K1ℓ }op
and }K1ℓ }op ¤ p1 ρq
1
}K1δ,ℓ }op
Lemma 6.3.3. Let Sjpδ, εq  τ2
jν
 
ε
a
| log ε| _ 2j{2δ
a
| log δ|

with τ  τsiq _ τop. In
the setting of Theorem 6.2.2, for all j ¤ J, η P Zj, for all p ¥ 1
Pp|pβj,η  βj,η| ¡ Sjpδ, εqq À ε
κ2
_ δκ
2
, (6.21)
Er|pβj,η  βj,η|
p
s À pε2jνqp _ pδ2jpν1{2qqp _ |βj,η|
p
1
tj¥j0u
, (6.22)
Ersup
ηPZj
|
pβj,η  βj,η|
p
s À pj   1qp

pε2jνqp _ pδ2jpν1{2qqp

_ |βj,η|
p
1
tj¥j0u
, (6.23)
where 2j0 Á
 
δ
a
| log δ|


2
2ν 1
.
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(a) Target Density
(b) BBD, ε  103 () BND, ε  103
(d) BBD, ε  104 (e) BND, ε  104
Figure 6.1: Spherial view from above of the results of the two algorithms with noise level δ  103
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Proof of Lemma 6.3.3. All inequalities an be derived from the study of Pp|pβj,ηβj,η| ¡
tq in eah ase. Resorting to the identity
K1δ,ℓ pKℓf ℓ   ε
9W ℓq  f ℓ  δK
1
δ,ℓ
9Bℓf ℓ  K
1
δ,ℓ ε
9W ℓ (6.24)
whih holds for every ℓ P N, and using Parseval's formula, we deompose pβj,η  βj,η 
I   II   II where
I 
¸
ℓPLj
xδK1δ,ℓ1Aℓ
9Bℓf ℓ,ψj,η,ℓy ,
II 
¸
ℓPLj
xK1δ,ℓ1Aℓε
9W ℓ,ψj,η,ℓy ,
III 
¸
ℓPLj
xf ℓ,ψj,η,ℓy1Ac
ℓ
.
We now have to study the deviation bounds of I, II, III. Term I an be deomposed
as I  IV   V where
IV 
¸
ℓPLj
xδK1δ,ℓ
9Bℓf ℓ,ψj,η,ℓy1Aℓ1Bℓ
V 
¸
ℓPLj
xδK1δ,ℓ
9Bℓf ℓ,ψj,η,ℓy1Aℓ1Bcℓ
.
In order to treat the Term IV , we introdue the operator
Qj 
¸
ℓPLj
K1δ,ℓ1Aℓ1Bℓ
9Bℓ
dened for j ¤ J . Sine K and 9B are both stable with regard to every spae Hℓ, and
sine xψj,η,ψh,αy  0 if |j  h| ¡ 1, we have
IV  xδQjf,ψj,ηy  
j 1¸
hj1
¸
αPZh
xδQjψh,α,ψj,ηyxf,ψh,αy .
Heneforth
|IV | ¤

j 1¸
hj1
¸
αPZh
|xδQjψh,α,ψj,ηy|
π1
	
1
π1

j 1¸
hj1
¸
αPZh
|xf,ψh,αy|
π
	
1
π
1
tπ¤2u
 

j 1¸
hj1
¸
αPZh
|xδQjψh,α,ψj,ηy|
π
	
1
π

j 1¸
hj1
¸
αPZh
|xf,ψh,αy|
π1
	
1
π1
1
tπ¡2u
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where we used Hölder's inequality with π1   pπ1q1  1. Now, if π ¤ 2, then π1 ¥ 2
and (5.8) together with Proposition 5.2.4 entail
 
j 1¸
hj1
¸
αPZh
|xδQjψh,α,ψj,ηy|
π1

1
π1
¤
 
j 1¸
hj1
¸
αPZh
|xδQjψh,α,ψj,ηy|
2

1
2
¤ }δTQjψj,η}
À δ2jpν 1{2q .
Moreover, sine f P Bsπ,r, we have
 
j 1¸
hj1
¸
αPZh
|xf,ψh,αy|
π

1
π
À 2jps
2
π
 1q .
If π ¡ 2, a similar argument added with the Besov embedding Bsπ,r  B
s2p1{π1{π1q
π1,r
leads to the same bound. Finally,
Pp|IV | ¡ tq ¤ P
 
}δTQj}op2
jps 2
π
 1q
Á t

¤ Pp2j{2}rP ℓj
9B rP ℓj}op Á tδ
12jpν1{2ps2{πqqq
¤ exp


c0t
222j
222jpν
1
2
q
	
1!
tÁβ02
jpν 1
2
q
)
(6.25)
where we noted
rP ℓj the orthogonal projetor onto
À
ℓPLj
Hℓ and used Lemmas 6.3.1 and
6.3.2 together with the fat that s ¡ 2{π. Turning to the Term V , a diret appliation
of Lemma 6.3.1 entails
Pp}δ 9Bℓ}op ¡ aℓq ¤ δ
c0ρ
2
p2ℓ 1q2κ2 . (6.26)
So we have
Pp|V | ¡ tq ¤ Pp
¸
ℓPLj
δ}K1δ,ℓ
9Bℓ}op}f ℓ}}ψj,η,ℓ}1Aℓ1Bcℓ
¡ tq
¤
¸
ℓPLj
Pp}K1δ,ℓ
9Bℓ}op1Aℓ1Bcℓ
¡ tq
À
¸
ℓPLj
Pp}K1δ,ℓ
9Bℓ}op1Aℓ ¡ tq
1{2
Pp}δ 9Bℓ}op ¡ aℓq
1{2
À
¸
ℓPLj
Ppp2ℓ  1q1{2} 9Bℓ}op ¡ tκ log
1{2 δq1{2δc0ρ
2
p2ℓ 1q2κ2{2
À δc0ρ
222jκ2{2
¸
ℓPLj
exppc0p2ℓ  1q
2t2κ2 log δ{2q
À δc0ρ
222jκ2{2 exppc02
2jt2κ2 log δ{2q .
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Turning to the term II, we deompose in a similar fashion II  V I   V II where
V I 
¸
ℓPLj
xεK1δ,ℓ
9W ℓ,ψj,η,ℓy1Aℓ1Bℓ ,
V II 
¸
ℓPLj
xεK1δ,ℓ
9W ℓ,ψj,η,ℓy1Aℓ1Bcℓ
.
Conditioning on p
9BℓqℓPLj and applying Lemma 6.3.2, we derive for all t ¡ 0,
Pp|V I| ¡ tq  P



¸
ℓPLj
xεK1δ,ℓ
9W ℓ,ψj,η,ℓy1Aℓ1Bℓ


¡ t
	
¤ exp
 

t2
2ε222jν

. (6.27)
As for the Term V II, employing Cauhy-Swharz inequality, (6.26), and onditioning
on p
9BℓqℓPLj , we write
Pp|V II| ¡ tq  Pp|
¸
ℓPLj
xεK1δ,ℓ
9W ℓ,ψj,η,ℓy1Aℓ1Bcℓ
| ¡ tq
¤
¸
ℓPLj
Pp|xεK1δ,ℓ
9W ℓ,ψj,η,ℓy1Aℓ1Bcℓ
| ¡ tq
¤
¸
ℓPLj
Pp|xεK1δ,ℓ1Aℓ
9W ℓ,ψj,η,ℓy| ¡ tq
1{2
Ppδ} 9Bℓ}op ¡ aℓq
1{2
À exp
 

t2δ2| log δ|2j
4ε2

δc0ρ
222jκ2{2 .
It remains to treat the Term III. We laim that
Acℓ 
 
}δ 9Bℓ} ¥ Oℓpδq
(
¤
 
}K1ℓ }op ¥ Oℓpδq
1
{2
(
(6.28)
(for a proof, we refer to Delattre et al. [23℄). Hene, III ¤ V III   IX where
V III |
¸
ℓPLj
xf ℓ,ψj,η,ℓy|1
t
}δ 9Bℓ}¥Oℓpδqu
,
IX |
¸
ℓPLj
xf ℓ,ψj,η,ℓy|1
t
}K1ℓ }op¥Oℓpδq
1
{2
u
.
As
 
}K1ℓ }op ¡ Oℓpδq
1
{2
(

 
ℓ ¡ cpδ
a
| log δ|


1
ν 1{2
(
(6.29)
for a onstant c depending only on κ andQ2, we derive that, noting j0  tcpδ
a
| log δ|


1
ν 1{2
u 
1, we have
Pp|IX| ¡ tq ¤ 1
t
t |βj,η |u
1
tj¥j0u
. (6.30)
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Indeed, for all j   j0, for all ℓ P Lj , we have }K
1
ℓ }op ¡ Oℓpδq
1
{2. Now, a quik
appliation of Lemma 6.3.1 entails
P
 
}δ 9Bℓ} ¥ Oℓpδq

¤ δc0κ
2
p2ℓ 1q2 .
Hene,
P p|V III| ¡ tq ¤ P
 
|
¸
ℓPLj
xf ℓ,ψj,η,ℓy1
t
}δ 9Bℓ}¥Oℓpδqu
| ¡ t

À
¸
ℓPLj
P
 
1
t
}δ 9Bℓ}¥Oℓpδqu
¡ t

À
¸
ℓPLj
Er1
t
}δ 9Bℓ}¥Oℓpδqu
1
tt¤1us
À
¸
ℓPLj
P
 
}δ 9Bℓ} ¥ Oℓpδq
1{2
1
tt¤1u
À δc0κ
222j{2
1
tt¤1u .
This ends the study of the tail of |
pβj,η  βj,η|. If κ and τsig, τop are large enough, the
leading terms are given by (6.25), (6.27) and (6.30). (6.21) now results diretly from
the previous deviation inequalities. (6.22) is an appliation of the well known formula
Er|X|ps 
»
u¡0
pup1 Pp|X| ¡ uqdu ¤ p
»
u¡0
up1
 
1^ Pp|X| ¡ uq

du
if X is a real random variable. As for inequality (6.23), we have
Ersup
ηPZj
|
pβj,η  βj,η|
p
s ¤
»
u¡0
pup1
 
1^ Ppsup
ηPZj
|
pβj,η  βj,η| ¡ uq

du
¤ p
»
u¡0
up1
 
1^ 22j Pp|pβj,η  βj,η| ¡ uq

du .
Moreover, onsidering only the terms (6.25), (6.27) and (6.30) as mentioned above, we
have
22j Pp|pβj,η  βj,η| ¡ uq Àe

u2
2ε222jν
 2j log 2
  e

u2
2δ22jp2ν1q
 2j log 2
  22j1
t
uÀδ2jp2ν1q
u
  22j1
t
u¤|βj,η |u
1
tj¥j0u
,
whih entails (6.23).
6.3.1 Proof of Theorem 6.2.2
Proof. We shall only investigate the ase where p ¡ π, sine for p ¤ π, we have
Bsπ,r  B
s
p,r. The L
p
loss of the proedure an be deomposed as follows:
E }f˜  f}pp À E }
¸
j¤J
¸
ηPZj
xf˜  f ,ψj,ηyψj,η}
p
p   }
¸
j¡J
¸
ηPZj
βj,ηψj,η}
p
p .
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Sine f P Bsπ,r, we have
}
¸
j¡J
¸
ηPZj
βj,ηψj,η}
p
p À 2
Jp
 
s2p1{π1{pq

.
Now it is proved in Kerkyaharian et al. [51℄ that for all ν, d1 ¥ 0, we have
s 2p1{π  1{pq
ν   d1{2
¥ µp2, d1q . (6.31)
Sine 2{d1 ¥ pν   d1{2q1, the hoie of the maximal level J ensures that this term is
properly bounded by the desired rates of onvergene. Bounding E }
°
j¤J
°
ηPZj
xf˜ 
f ,ψj,ηyψj,η}
p
p is more involved. First we apply Hölder's inequality and (5.11) and
deompose it as
E }
¸
j¤J
¸
ηPZj
xf˜  f ,ψj,ηyψj,η}
p
p À B   S ,
where
B Jp1
¸
j¤J
¸
ηPZj
E

|
pβj,η  βj,η|
p
1
t
|
pβj,η |¡Sjpδ,εqu

}ψj,η}
p
p ,
S Jp1
¸
j¤J
¸
ηPZj
E

|βj,η|
p
1
t
|
pβj,η |¤Sjpδ,εqu

}ψj,η}
p
p .
The rst step is to replae Sjpδ, εq in B and S by a quantity expliitly depending
on 2jν , namely Sjpδ, εq. Remark to this end that on the event tℓj   8u, we have
|
pβj,η| ¤ Sjpδ, εq almost surely. We subsequently write
B Jp1
¸
j¤J
¸
ηPZj
E

|
pβj,η  βj,η|
p
1
t
|
pβj,η |¡Sjpδ,εqu
1
tℓj  8u
1Bℓj

}ψj,η}
p
p
  Jp1
¸
j¤J
¸
ηPZj
E

|
pβj,η  βj,η|
p
1
tℓj  8u
1Bc
ℓj

}ψj,η}
p
p
ÀJp1
¸
j¤J
¸
ηPZj
E

|
pβj,η  βj,η|
p
1
t
|
pβj,η |¡Sjpδ,εqu

}ψj,η}
p
p
  Jp1
¸
j¤J
¸
ηPZj
E

|
pβj,η  βj,η|
2p
p{2
δc0ρ
2
p22j 1q2κ2{2
}ψj,η}
p
p (6.32)
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where we suessively applied Lemma 6.3.2, (6.26) and Cauhy-Shwarz inequality. It
is lear that (6.32) is negligible for κ large enough. In a similar way,
S Jp1
¸
j¤J
¸
ηPZj
E

|βj,η|
p
1
t
|
pβj,η |¤Sjpδ,εqu
1
tℓj  8u
1Bℓj

}ψj,η}
p
p
  Jp1
¸
j¤J
¸
ηPZj
|βj,η|
p
Ppℓj   8q}ψj,η}
p
p
  Jp1
¸
j¤J
¸
ηPZj
|βj,η|
p
PpBcℓj q}ψj,η}
p
p
ÀJp1
¸
j¤J
¸
ηPZj
E

|βj,η|
p
1
t
|
pβj,η |¤Sjpδ,εqu

}ψj,η}
p
p (6.33)
  Jp1
¸
j¤J
¸
ηPZj
|βj,η|
p
Ppℓj   8q}ψj,η}
p
p (6.34)
  Jp1
¸
j¤J
¸
ηPZj
|βj,η|
pδc0ρ
2
p22j 1q2κ2{2
}ψj,η}
p
p . (6.35)
(6.35) is small enough for κ large enough. Moreover, thanks to (6.28),
 
ℓj   8u  A
c
2j 
 
}δ 9B2j } ¥ O2j pδq
(
¤
 
}pK2j q
1
}op ¥ O2j pδq
1
{2
(
.
Thus, thanks to (6.29) and (6.26), the term (6.34) is negligible as well. We subsequently
dedue that
E }
¸
j¤J
¸
ηPZj
xf˜  f ,ψj,ηyψj,η}
p
p À J
p1
 
Bb Bs   Sb  Ss

with
Bb 
¸
j¤J,ηPZj
E

|
pβj,η  βj,η|
p
1
t
|
pβj,η |¡Sjpδ,εqu
1
t
|βj,η |¡Sjpδ,εq{2u

}ψj,η}
p
p ,
Bs 
¸
j¤J,ηPZj
E

|
pβj,η  βj,η|
p
1
t
|
pβj,η |¡Sjpδ,εqu
1
t
|βj,η |¤Sjpδ,εq{2u

}ψj,η}
p
p ,
Sb 
¸
j¤J,ηPZj
|βj,η|
p
E

1
t
|
pβj,η |¤Sjpδ,εqu
1
t
|βj,η |¡2Sjpδ,εqu

}ψj,η}
p
p ,
Ss 
¸
j¤J,ηPZj
|βj,η|
p
E

1
t
|
pβj,η |¤Sjpδ,εqu
1
t
|βj,η |¤2Sjpδ,εqu

}ψj,η}
p
p .
We an now treat the terms Bs,Bb, Sb and Ss. Applying (5.11), (6.21) and Cauhy-
Shwarz inequality:
Bs ¤ Jp1
¸
j¤J
¸
ηPZj
E

|
pβj,η  βj,η|
p
1
t
|
pβj,ηβj,η |¡Sjpδ,εq{2u

}ψj,η}
p
p
¤ Jp1
¸
j¤J
¸
ηPZj
Er|pβj,η  βj,η|
2p
s
1{2
Pp|pβj,η  βj,η| ¡ Sjpδ, εq{2q
1{2
}ψj,η}
p
p
À Jp1
¸
j¤J
¸
ηPZj
 
pε2jνqp _ pδ2jpν1{2qqp _ |βj,η|
p
1
tj¥j0u

2jp
 
ετ
2
_ δτ
2
.
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Moreover,
Sb ¤ Jp1
¸
j¤J
¸
ηPZj
|βj,η|
p
Pp|pβj,η  βj,η| ¡ Sjpδ, εqq}ψj,η}
p
p
À Jp1
 
ετ
2
_ δτ
2
,
sine f P B
s2p1{π1{pq
p,r . Hene in both ases the rate of onvergene is smaller than what
is laimed for suiently large τ . Turning to Bb and Ss, we write, for all z, z1 ¥ 0,
Bb ÀJp1
¸
j¤J
¸
ηPZj
Er|pβj,η  βj,η|
p
s1
t
|βj,η |¡Sjpδ,εq{2u
}ψj,η}
p
À
¸
j¤J
¸
ηPZj
 
pε2jνqp _ pδ2jpν1{2qqp _ |βj,η|
p
1
tj¥j0u

1
t
|βj,η |¡Sjpδ,εq{2u
}ψj,η}
p
ÀJp1
 
ε
a
| log ε|
pz
¸
j¤J
2jrνppzq p2s
¸
ηPZj
|βj,η|
z
  Jp1
 
δ
a
| log δ|
pz1
¸
j¤J
2jrpν1{2qppz
1
q p2s
¸
ηPZj
|βj,η|
z1
  Jp12
j0p
 
s2p 1
π

1
p
q

and
Ss ÀJp1
¸
j¤J
¸
ηPZj
|βj,η|
z
1!
|βj,η |¤2τ2
jνε
?
| log ε|
)
}ψj,η}
p
p
  Jp1
¸
j¤J
¸
ηPZj
|βj,η|
z
1!
|βj,η |¤2τ2
jpν1{2qδ
?
| log δ|
)
}ψj,η}
p
p
ÀJp1
 
ε
a
| log ε|
pz
¸
j¤J
2jrνppzq p2s
¸
ηPZj
|βj,η|
z
}ψj,η}
p
p
  Jp1
 
δ
a
| log δ|
pz1
¸
j¤J
2jrpν1{2qppz
1
q p2s
¸
ηPZj
|βj,η|
z1
}ψj,η}
p
p .
The term
2j0p
 
s2p1{π1{pq

 pδ
a
| log δ|q
p
s2p1{π1{pq
ν 1{2
is readily bounded thanks to (6.31), whih leaves us in both ases with the term
Rpε, ν, zq  Rpδ, ν  1{2, z1q to ontrol, where
Rpx, y, zq  Jp1
 
x
a
| log x|
pz
¸
j¤J
2jryppzq p2s
¸
ηPZj
|βj,η|
z
}ψj,η}
p
p .
We only give a brief overview of the treatment of Rpx, y, zq, a detailed one is present
in Kerkyaharian et al. [51℄. First, we split it as follows
Rpx, y, zq  Jp1

 
x
a
| logx|
pz1
¸
j¤J0
2jryppz1q p2s
¸
ηPZj
|βj,η|
z1
}ψj,η}
p
p
 
 
x
a
| log x|
pz2
¸
j¡J0
2jryppz2q p2s
¸
ηPZj
|βj,η|
z2
}ψj,η}
p
p

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where z1, z2, J0 are to determine. Consider rst the ase where s ¥ py   1qpp{π  1q.
Note q  ppy 1qps y 1q1. Taking z2  π, z1  q˜   q and 2
J0
p
q
py 1q
 px
a
| log x|q1
entails
Rpx, y, J0q À plog xq
p1
px
a
| log x|qpq
whih is the desired bound. Now onsider the ase where s   py  1qpp{π 1q and note
q  ppy   1  2{pqpy   1   s  2{πq1. Take z1  π, z2  q˜ ¡ q and 2
J0
p
q
py 12{pq

px
a
| logx|q1. We obtain
Rpx, y, J0q À plog εq
p1
px
a
| logx|qpq
whih ends the proof.
6.3.2 Proof of Theorem 6.2.3
Proof. Write similarly
}f˜  f}
8
¤ E }
¸
j¤J
¸
ηPZj
 
pβj,η  βj,η

ψj,η}8   }
¸
j¡J
¸
ηPZj
βj,ηψj,η}8 .
The term }
°
j¡J
°
ηPZj
βj,ηψj,η}8 an be handled as in Theorem 6.2.2. Moreover, (5.12)
for p  8 entails, similarly to the proof of Theorem 6.2.2,
E }
¸
j¤J
¸
ηPZj
 
pβj,η  βj,η

ψj,η}8 À Bb Bs   Sb  Ss
with
Bb 
¸
j¤J
2j E

sup
ηPZj
|
pβj,η  βj,η|1
t
|
pβj,η |¡Sjpδ,εqu
1
t
|βj,η |¡Sjpδ,εq{2u

,
Bs 
¸
j¤J
2j E

sup
ηPZj
|
pβj,η  βj,η|1
t
|
pβj,η |¡Sjpδ,εqu
1
t
|βj,η |¤Sjpδ,εq{2u

,
Sb 
¸
j¤J
2j sup
ηPZj
|βj,η|E

1
t
|
pβj,η |¤Sjpδ,εqu
1
t
|βj,η |¡2Sjpδ,εqu

,
Ss 
¸
j¤J
2j sup
ηPZj
|βj,η|E

1
t
|
pβj,η |¤Sjpδ,εqu
1
t
|βj,η |¤2Sjpδ,εqu

.
Now we have, using inequality (6.23),
Bb ¤
¸
j¤J
2j E sup
ηPZj
|
pβj,η  βj,η|1
t
|βj,η |¡Sjpδ,εq{2u
¤
¸
j¤J
2j1
t
DηPZj , |βj,η |¥Sjpδ,εq{2u
2j E sup
ηPZj
|
pβj,η  βj,η|
À
¸
j¤J
2j1
t
DηPZj , |βj,η |¥Sjpδ,εq{2u
pj   1q
 
ε2jν _ δ2jpν1{2q

_ |βj,η|1
tj¥j0u
À 2J1pν 1qpJ1   1qε  2
I1pν 3{2q
pI1   1qδ  
¸
j¥j0
2j |βj,η|
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where J1 is hosen so that, for j ¥ J1, |βj,η| ¤ τε
a
| log ε|2jν{2. We an take for
example (see [51℄) J1 verifying, for a ertain onstant B,
2J1  B
 
ε
a
| log ε|

ps ν 12{πq1
.
Similarly, taking
2I1  C
 
δ
a
| log δ|

ps ν 1{22{πq1
for a ertain onstant C implies |βj,η| ¤ τδ
a
| log δ|2jpν1{2q{2 for all j ¤ I1. The term
°
j¥j0
2j |βj,η| is easily treated. This nally leads to the rates
Bb À | log ε|εµ
1
p2q
_ | log δ|δµ
1
p1q
and
Ss ¤
¸
j¤J
2j sup
ηPZj
|βj,η|1
t
|βj,η |¤2Sjpδ,εqu
À

¸
j¤J1
2jε
a
| log ε|2jν  
¸
j¡J1
2j|βj,η|

_

¸
j¤I1
2jδ
a
| log δ|2jpν1{2q  
¸
j¡I1
2j |βj,η|

,
whih are of the proper order. Turning to Bs and Sb, we write, using inequalities (6.21)
and (6.23)
Bs ¤
¸
j¤J
2j E

sup
ηPZj
|
pβj,η  βj,η|1
t
|
pβj,ηβj,η |¡Sjpδ,εq{2u

¤
¸
j¤J
2j Er sup
ηPZj
|
pβj,η  βj,η|
2
s
1{2
PpDη P Zj, |pβj,η  βj,η| ¡ Sjpδ, εq{2q
1{2
À
¸
j¤J
2j

 
j   1
 
ε2jν _ δ2jpν1{2q

_ |βj,η|1
tj¥j0u

22jpετ
2
_ δτ
2
q
1{2
.
Now apply inequality (6.21) and the fat that |βj,η| À 2
j
to derive
Sb ¤
¸
j¤J
2j E

sup
ηPZj
|βj,η|1
t
|
pβj,ηβj,η |¡Sjpδ,εqu

À
¸
j¤J
22j P
 
|
pβj,η  βj,η| ¡ Sjpδ, εq

À
¸
j¤J
22jpετ
2
_ δτ
2
q .
It is lear that for a well hosen τ these terms are smaller than the announed rates.
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Appendix A
Wavelets and Besov spaes in
statistial estimation.
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Even if we don't make an expliit use of it, wavelets and Besov spaes on R
d
inspire
(oneptually as well as historially) a wide part of the results and tehniques at stake
in this thesis. For these reasons, we proeed to a brief introdution to their theory
(in the ase d  1), reviewing the main steps of their onstrution in a summary way
(setion A.1) as well as their main onnetions with funtional analysis and approxi-
mation theory (setion A.2). We show then how they onveniently apply to the eld
of statistial estimation (setion A.3), either in the ase of diret estimation or inverse
problems. This hapter relies for the most part on [41℄, [60℄ and [16℄.
A.1 Multi Resolution Analysis
We takle the introdution of wavelets via the denition of a MRA. A MRA is a nested
sequene of spaes meant to apture ner details of signals as the level (the resolution)
inreases.
Denition A.1.1 (Multi Resolution Analysis). A MRA of L2pRq is an inreasing
sequene of losed subsets pVjqjPZ suh that
1.

jPZ Vj  t0u.
2.

jPZ Vj  L
2
pRq.
3. f P L2pRq, j P Z, fpxq P Vj  fp2xq P Vj 1.
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4. f P L2pRq, k P Z, fpxq P V0  fpx kq P V0.
5. There exists a funtion ϕ P V0, alled a saling funtion or father wavelet, suh
that the set tϕpx kq, k P Zu onstitutes an orthonormal basis of V0.
The basis tϕpxkq, k P Zu gives way for a renement in Vj, sine by onstrution the
set tϕj,kpxq  2
j{2
p2jxkq, k P Zu onstitutes an orthonormal basis of Vj . However the
projetion P Vjf and P Vj 1f are partly redundant, sine Vj and Vj 1 are not orthogonal.
This means that, for any funtion f P L2pRq, we an't make use of
P Vjf 
¸
kPZ
xf,ϕj,kyϕj,k
to ompute rapidly P Vj 1f , and we have to alulate all the oeients
 
xf,ϕj 1,ky

kPZ
.
A more onvenient framework is to work with the part of Vj 1 whih remains orthogonal
to Vj
Wj  Vj 1 a Vj ,
so that we an write
P Vj 1f  P Vjf   PWjf ,
where the sum is orthogonal. A handy result from wavelet theory asserts that the spae
Wj is itself spanned by the translations and resaling of a single funtion ψ alled a
mother wavelet. Namely,
Wj  spantψj,k, k P Zu ,
with obvious notations. We hene have deomposed L
2
pRq into the orthogonal sum
L
2
pRq  V0
K
à
K
à
j¥1
Wj
Note that the index 0 is in fat arbitrary and an be set to any integer j0 P N. We an
now safely write, for any funtion f P L2pRq, the deomposition
f 
¸
kPZ
αj0ϕj0,k  
¸
j¡j0
¸
kPZ
βj,kψj0,k ,
where the wavelet oeients are dened as αj0,k  xf,ϕj0,ky and βj,k  xf,ψj,ky.
Of ourse, the onstraints imposed by the MRA property imply onstraints on the
mother and the father wavelets as well (see [41, Chapter 5℄). Also, the quality of the
MRA is ditated by the features of those funtions, suh as null moments and support.
The Daubehies wavelets (see [60, Chap. 7℄) for example provide ompatly supported
wavelets with arbitrary null-moments.
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A.2 Wavelets and approximation theory
In this setion we show how the wavelet oeients of a funtion f P L2pRq relate to
its regularity in a ertain sense. To this end, we rst introdue the Besov spaes Bsπ,r
on R. These inlude for example the Sobolev spae Ws  Bs2,2 as well as the Hölder
spaes Hs for ertain values of s. There exists several ways to dene suh spaes, via
the moduli of ontinuity, via interpolation theory or Littlewood-Paley deomposition
for example. We rst follow the denition from Cohen [16, Chap. 3℄ based on the
moduli of ontinuity.
A.2.1 Besov spaes
Denition A.2.1. Let f P LπpRq, 1 ¤ π ¤ 8.Let τhfpxq  fpxhq and∆hf  τhff .
For t ¥ 0, the n-th order Lp modulus of smoothness of f is dened by
ωnpf, tqp  sup
|h|¤t
}∆nhf}p .
The modulus of smoothness is dereasing as a funtion of t, and translates the degree
of auray to whih τhf approximates f in L
p
.
Denition A.2.2. Let π, r ¥ 1, s ¡ 0. The Besov spae Bsπ,rpRq is dened as the set
of funtions f P LπpRq suh that
 
2jswnpf, 2
j
qπ

j¥0
P ℓr
where n is an integer suh that s   n. A natural norm on Bsπ,r is hene
}f}Bsπ,r  }f}π   }
 
2jswnpf, 2
j
qπ

j¥0
}ℓr .
As stated before, Besov spaes inlude several lassial funtional spaes. For ex-
ample, we have Hs  Bs
8,8 when s R N as well as W
s,p
 Bsp,p when s is not an integer,
or when p  2.
A.2.2 Besov spaes and Littlewood-Paley deomposition
It is noteworthy that Besov spaes also have a haraterization in terms of Littlewood-
Paley deomposition. This reveals the link between the onstrution of wavelets and the
onstrution of needlets performed in setion 5.2. The material of this setion ehoes
[41, Chapter 9℄. We onsider here the usual Shwartz spae S 1pRq.
We remind that b is a funtion satisfying the following : let a be a C8pRq symmetri
funtion, ompatly supported in r1, 1s, dereasing on R , suh that for all x P R,
0 ¤ apxq ¤ 1 and for all |x| ¤ 1{2, |apxq|  1. Dene , for all x P R,
b2pxq  ap
x
2
q  apxq .
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b2 is a positive funtion, supported in r2;1{2s

r1{2; 2s, satisfying by onstrution
|x| ¥ 1,
¸
j¥0
b2p
x
2j
q  1 . (A.1)
For every funtion f P S 1pRq, one an write
fpξq  apξqfˆpξq  
8
¸
j0
bp
ξ
2j
qfˆpξq , (A.2)
where .ˆ denotes the Fourier transform. A dierent way of formulating (A.2) is
f 
8
¸
j1
Djf pweaklyq ,
where Djf  β  f for j  0, 1, ... and D1f  α  f , and where α and β are the
two funtions whose Fourier transform are a and b respetively. The behavior of the
atoms Djf atually haraterize its belonging to the Besov spae Bsπ,r, as stated in the
theorem below:
Theorem A.2.3. Let 1 ¤ π, r ¤ 8, s ¡ 0 and f P LπpRq. Then f belongs to Bsπ,r if
and only if
}D
1f}π   8 and
 
2js}Djf}π

j¥0
P ℓr .
A.2.3 Charaterization of Besov spaes via wavelet expansion
The power of the wavelet theory is to provide a way to represent Besov spaes se-
quentially, via the behavior of the wavelet oeients of a funtion. Hereby, wavelets
apture a wide variety of phenomenons embodied by the dierent values of π, r and s.
We have the following theorem:
Theorem A.2.4. Let N P N, 0   s   N   1, 1 ¤ π, r ¤ 8 and ϕ,ψ a saling
funtion/wavelet system. Suppose there exists a positive dereasing funtion H suh
that
1. x, y, |
¸
k
ϕpx kqϕpy  kq| ¤ Hp|x y|q.
2.
³
Hpuqdu|u|N 1du   8.
3. ϕN 1 exists and supxPR |
¸
k
ϕN 1px kq|   8.
Then f belongs to the Besov body Bsπ,r if and only if f belongs to L
π
pRq and there exists
a positive sequene pεjqj¥0 P ℓ
r
suh that for all j ¥ 0, }f  P Vjf}p ¤ 2
jsεj.
Thus, the Besov body Bsπ,r is equipped with the (equivalent) norm
}f}Bsπ,r  }α0}ℓπ  


 
2jps1{π 1{2q}pβj,kqk¤2j}ℓπ

j¥0


ℓr
.
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A.3 Statistial estimation using wavelets
A.3.1 Diret estimation (K  I) using wavelets; linear and
thresholding estimators
In this setion we will detail the motivations underlying thresholding proedures. To
this end, we will onsider the minimax risk indued by the Lp norm on Besov spaes
Bsπ,r
inf
rf
sup
fPBsπ,rpMq
}
rf  f}p .
A notable fat is that the exponents π and p need not be the same a priori (the ase
p  π is referred to as the 'mathed' ase in the literature). As a matter of fat, in
order to assess the quality of an algorithm, one is usually brought to onsider more
spei losses than the usual quadrati risk. An underlying motivation is for example
that a good approximation of f in L2 norm an perform very poorly loally. In a more
generi manner, dierent types of Lp losses for 1 ¤ p ¤ 8 will translate dierent type
of information on the onvergene of
rf to f . Indeed, one loalized but important error
will aet the L8 norm muh more than its L2 ounterpart, while a small error all
along the spae of denition will be exaerbated by the L1 norm more than by the L2
norm. For these reasons, there is no loss whih is onsidered as superior to the others
in terms of quality of approximation, and an eient proedure should provide rates of
onvergene available for a wide range of suh losses.
Wavelet based proedures on Besov spaes allow to do so. Of ourse, the rates will
depend on the relation between the hosen index p and the regularity parameters s, π, q.
A remarkable feature is that the type of proedure ahieving the minimax rates also
depends on these regions. Rates of onvergene for generi lossed LppRq, p ¡ 1 on Besov
spaes were rst exhibited in the paper of Donoho et al. [28℄, in the ontext of density
estimation. Suppose hene we observe a sample pX1, ..., Xnq with ommon density f .
Let us rst dene a renement of the above Besov spaes. We onsider, for a xed
L ¡ 0, the set
rBsπ,rpMq 
 
f s.t
»
f  1, suppf  rL, Ls and f P Bsπ,rpMq
(
,
and also study the orresponding linear minimax risk where the set of estimators is
restrited to the linear ones. Let us start with a "negative" result. We have the
Theorem A.3.1 (Härdle et al. [41℄, Theorem 10.3 and Theorem 10.4).
inf
f˜ linear
sup
fPBsπ,rpMq
}f˜  f}pp  Cn

s1p
2s1 1 ,
where s1  s p1{π  1{pq
 
.
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The reason why it is negative, as we shall see, is that if p ¡ π, this rate is atually
not minimax. This means that only non linear estimators (suh as thresholding ones)
an attain the minimax optimum on ertain zones. Indeed, by an adequate thresolding
proedure, Donoho et al. [28℄ exhibited the following rates of onvergene:
inf
rf
sup
fP rBsπ,r
}f˜  f}pp ¤
$
'
&
'
%
Cplognqδnα1p if π ¡ p
2s 1
, α1 
s
2s 1
,
Cplognqδ
1
 
logn
n
α2p
if π  p
2s 1
, α2 
s1{π 1{p
2ps1{πq 1
,
C
 
logn
n
α2p
if π   p
2s 1
.
These results all for several omments:
First, they onrm the tendeny that linear estimators are sub-optimal in the ase
where p ¡ π sine in this ase, s 1{π   1{p   s.
Seond, the tehniques used to derived these upper bounds on the minimax risk are
lassial thresholding proedures performed on eah empirial wavelet oeient
pβj,k 
n1
°n
i1ψj,kpXiq, the thresholding level being proportional to
a
log n{n.
Third, the onvergene rates present an 'elbow phenomenon' depending on the relative
value of p, π and s. The zones π ¡ pp2s  1q1 and π ¤ pp2s   1q1 are referred to as
the regular and sparse zone respetively, aording to the wavelet oeients' behavior
of the funtions living in eah of these zones.
Finally, all these rates of onvergene are essentially minimax, up to logarithmi fators
in n. We do not detail this here, and invite the reader to refer to Härdle et al. [41℄ for
a full disussion on the subjet.
A.3.2 Appliation of wavelets to inverse problems
This setion ehoes setion 1.4.1, and we refer to the latter for preision on the frame-
work. Remark that f is now dened on r0, 1s (and not R). Here, we present the
estimator more in details, and its orresponding rates of onvergene on Lp spaes.
Dene the estimator
rβj,k of βj,k as
rβj,k 
pβj,k1
!
|
pβj,k|¡τ2
jν
?
log n
n
) .
Pik 2J 
 
logn
n


1
2ν 1
and dene
f˜ 
¸
j¤J
¸
k¤2j
rβj,kψj,k .
We have the
Theorem A.3.2 (Donoho et al. [28℄, Proposition 1). Let p, π ¥ 1, s ¡ 1{π and
r ¤ min
! pp2ν   1q
2pν   sq   1
,
p2ν   1qp 2
2ps  νq  2{π   1
)
.
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The above estimator ahieves the following rates of onvergene:
sup
fPBsπ,rpMq
}
rf  f}pp ¤
$
'
'
'
'
&
'
'
'
'
%
C
 
logn
n
α1p
if s ¥ p2ν   1q
 
p
2π

1
2

,
α1 
s
2ps νq 1
C
 
logn
n
α2p
if
1
π

1
2
 ν ¤ s   p2ν   1q
 
p
2π

1
2

,
α2 
ps1{π 1{pq
1 2ps ν1{πq
As above, we notie an 'elbow eet' in the expression of the rates, depending this
time on the DIP ν as well. These rates an also be proved to be minimax in the present
setting (see for example [85℄).
This 'wavelet senario' type of onvergene also appears in some algorithms derived
from needlets, as in Kerkyaharian et al. [51℄, and is hereby to be related with the
results of Chapter 6 (in the ase δ  0). This is not surprising sine the tools at stake
here meet those used for the onstrution of needlets (in partiular, the fat that the
wavelets used present a ompat frequential support).
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Appendix B
Proof of the lower bound in (2.5)
Theorem B.0.3. Let Q ¡ 0, s,M ¡ 0 and suppose that K belongs to the set KpQq
∆

tK, }pKℓq1} ¤ Qℓνu. Then
inf
f˜
sup
fPWspMq
KPKpQq
}f˜  f} Á δ
2s
2ps νq 1
_ ε
2s
2ps νq 1 .
Proof. This proof is performed in Efromovih and Kolthinskii [30℄ in a parallel way,
where both the operator and target funtion are blurred with random noise. We follow
a dierent path here, based on an 'Assouad' strategy. The ase δ  0 is lassi and will
not be treated. We onentrate instead on the ase where ε  0. We will follow the
diretive ideas in Homann and Reiÿ [40℄ and dene the set of test funtions f 0, ..., fm
via f i  K
1
i Kf 0 where K i is an adequate perturbation of a referene operator K
(and K0  I). The proper funtioning of the proof requires the tuning of several
onstants whih we will denote by ci where i is an integer. We will not perform this
task thoroughly, but rather indiate that the orret hoie of suh onstants leads to
the desired property.
Let hene L  δ

2
2ps νq 1
and f 0  c01. Obviously, f0 PW
s
pMq for a small enough c0.
We dene the diagonal operator K via pKqm,n  c1L
ν
1
tmnu, m, n ¤ L, and the
perturbing matries with size L L
pH iqm,n  1
tmi,n1u, i  1, ..., L .
Let ω P t0, 1uL and dene
Kω K   c2δHω, where Hω 
¸
i¤L
ωiH i .
Sine, for all ω P t0, 1uL, we have }Hω}op ¤ CL
1
2
, we also have
δ}K1}op}Hω}op ¤ Cδ
2s
2ps νq 1
À 1 .
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Thus by the usual Neumann series argument (see the proof of Theorem 3.3.1), Kω P
KpQq for well adjusted onstants.
In the sequel, we will make use of the following deompositions: rst, note that
fω  fω  δK
1
 
Hω Hω

f 0  
 
δK1Hω
2 
I   δK1Hω

1
f 0

 
δK1Hω
2 
I   δK1Hω

1
f 0 . (B.1)
This is equivalent to
fω  fω  δK
1
 
Hω Hω

f 0  
¸
k¥2
 
δK1Hω
k
f 0 
¸
k¥2
pδK1Hω
k
f0
 δK1
 
Hω Hω

f 0  
¸
k¥2
δkLkν
 
Hkω H
k
ω

f0
 δK1
 
Hω Hω

f 0   δ
2L2ν
¸
k¥0
δkLkν
 
Hk 2ω H
k 2
ω

f 0 . (B.2)
Let us dene, for all ω, fω  K
1
ω Kf 0. Then, in virtue of (B.1), fω P W
s
pMq.
Indeed, in this deomposition, the rst term satises
}δK1
 
Hω Hω

f 0}
2
Ws  δ
2
¸
ℓ¤L
ℓ2sxK1
 
Hω Hω

f 0, eℓy
2
¤ Cδ2L2ν 2s 1
À 1 ,
whereas the seond (and third) term an be bounded by
}
 
δK1Hω
2 
I   δK1Hω

1
f 0}
2
Ws  δ
4
¸
ℓ¤L
ℓ2sxK1Hω
 
I   δK1Hω

1
f 0
, tHω
tK1eℓy
2
¤ Cδ4
¸
ℓ¤L
ℓ2sL2ν 1L2ν
¤ Cδ2L2ν 2s 1L2ν 1
À δ
4s
2ps νq 1 .
The next step in the establishment of the lower bound is to lower-bound the L2
dierenes between two andidate funtions. More preisely, we have to show (see
Korostelev and Tsybakov [54℄) that, if ω and ω only dier by one oordinate, then
}fω  fω} ¥ CδL
ν
. We will hene make this assumption. In order to lower bound
}fω  fω}, we use (B.2). In that deomposition, the rst term satises
}δK1
 
Hω Hω

f0}  δL
ν
¸
i¤L
|ωi  ωi|  δL
ν
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whereas the seond term is upper-bounded by
}δ2L2ν
¸
k¥0
δkLkν
 
Hk 2ω H
k 2
ω

f 0} ¤ δ
2L2ν
¸
k¥1
δkLkνpk   2qL
k 1
2
}Hω Hω}op}f0}
¤ Cδ2L2ν 1{2
¤ CδLνδ
2s
2ps ν 1q .
Thus, for well hosen onstants, }fω  fω} ¥ CδL
ν
.
Also, the likelihood of P
Kω
under he law P
Kω
orresponding to the parametersKω and
Kω is
ΛpKω,Kωq  exp
 
δ1xKω Kω,ByHS 
1
2
δ2}Kω Kω}
2
HS

and the two models remain ontiguous as soon as the Hilbert-Shmidt norm }Kω 
Kω}HS remains of order δ, whih is the ase here.
The rest of the proof an be dedued following the lines of Korostelev and Tsybakov
[54℄, Theorem 2.6.4.
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Résumé: Cette thèse étudie l'eet de l'impréision sur un opérateur intervenant dans la résolution
d'un problème inverse. La problématique habituelle des problèmes inverses est l'approximation d'un
signal d'entrée à partir de son image par un opérateur régularisant. A l'inertitude habituelle ontami-
nant l'observation du signal de sortie, on ajoute ette erreur ommise sur l'opérateur que l'on modélise
par un proessus Gaussien d'une ertaine amplitude, potentiellement diérente de la préédente. Nous
nous intéressons plus partiulièrement au as où l'opérateur en question est un opérateur à noyau,
lorsque e dernier est lui même bruité. Ce modèle reouvre par exemple les as de la onvolution de
Fourier périodique, de Laplae/Volterra, ou bien la onvolution sphérique.
Nous développons des proédures statistiques d'estimation dans haun de es as, en traitant de
manière adéquate la nouvelle erreur ommise sur le noyau selon la forme de la matrie assoiée à
un shéma de Galerkin. Plus préisément, nous étudions le risque quadratique dans le as où ette
dernière est diagonale, diagonale par blos ou bien triangulaire inférieure et de Toeplitz. Dans haun
de es as, nous mettons en évidene de nouvelles vitesses de onvergene faisant intervenir de manière
expliite les deux paramètres d'inertitude (sur le signal de sortie et sur le noyau) et dont nous prou-
vons l'optimalité au sens minimax. Enn, nous étudions spéiquement le as de la déonvolution
sphérique en mettant à prot les needlets sphériques, sorte d'équivalent d'ondelettes sur la sphère,
dans la onstrution d'une proédure qui traite e même problème pour un risque en norme Lp.
Mots-lés: Estimation non-paramétrique, Problèmes inverses, Bruit dans l'opérateur, Déonvo-
lution aveugle, Adaptativité, Déonvolution de Laplae, Déonvolution sphérique.
Disipline : Mathématiques
Abstrat: This thesis fouses on the impat of the impreision on a linear operator when the latter
is at stake in an inverse problem. The usual framework of an inverse problem involves the reovery of
an input signal, when one observes its response through a linear operator (the output signal) . The
output signal is usually observed with an additive random Gaussian noise, and we suppose that the
operator is observed with an additive Gaussian noise as well, independent of the former, the error
amplitudes being potentially dierent. We will study more preisely the ase of kernel operators,
when the kernel is subjet to observation noise. This overs the ase of periodi Fourier onvolution,
Laplae/Volterra onvolution or spherial onvolution. In eah of those preeding ases, we develop
statistial proedures of estimation, whih rely on the adequate treatment of the Galerkin matrix
involved when disretizing the inverse problem. More preisely, we study the quadrati risk in the ase
where the latter matrix is diagonal, blok-diagonal or lower triangular Toeplitz. In eah ase we put
into evidene new rates of onvergene with an expliit dependeny on the two noise amplitudes (noise
ontaminating the output signal or the kernel) and we prove them to be minimax. Finally, we fous
on the spei ase of spherial deonvolution and show how the spherial needlets (a kind of wavelet
dened on the sphere) allow us to design a proedure whih ontrols the risk measured in Lp norm.
Key words: Nonparametri estimation, Inverse problems, Noise in the operator, Blind deonvo-
lution, Adaptivity, Laplae deonvolution, Spherial deonvolution.
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