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Abstract
Humans and animals show remarkable flexibility in adjusting their behaviour when
their goals, or rewards in the environment change. While such flexibility is a
hallmark of intelligent behaviour, these multi-task scenarios remain an important
challenge for machine learning algorithms and neurobiological models alike. Fac-
tored representations can enable flexible behaviour by abstracting away general
aspects of a task from those prone to change, while nonparametric methods provide
a principled way of using similarity to past experiences to guide current behaviour.
Here we combine the successor representation (SR), that factors the value of actions
into expected outcomes and corresponding rewards, with evaluating task similarity
through nonparametric inference and clustering the space of rewards. The proposed
algorithm improves SR’s transfer capabilities by inverting a generative model over
tasks, while also explaining important neurobiological signatures of place cell
representation in the hippocampus. It dynamically samples from a flexible number
of distinct SR maps while accumulating evidence about the current reward context,
and outperforms competing algorithms in settings with both known and unsignalled
rewards changes. It reproduces the "flickering" behaviour of hippocampal maps
seen when rodents navigate to changing reward locations, and gives a quantitative
account of trajectory-dependent hippocampal representations (so-called splitter
cells) and their dynamics. We thus provide a novel algorithmic approach for multi-
task learning, as well as a common normative framework that links together these
different characteristics of the brain’s spatial representation.
1 Introduction
Despite recent successes seen in reinforcement learning (RL) [1, 2], some important gulfs remain be-
tween many sophisticated reward-driven learning algorithms, and the behavioural flexibility observed
in biological agents. Humans and non-human animals seem especially apt at the efficient transfer
of knowledge between different tasks, and the adaptive reuse of successful past behaviours in new
situations, an ability that has also sparked renewed interest in machine learning in recent years.
Several frameworks have been proposed to help move the two forms of learning closer together,
by incorporating transfer capabilities into RL agents. Here we focus on two such ideas: factored
representations, that give rise to behavioral flexibility by abstracting away general aspects of a task
and combining it with novel elements later [3] and nonparametric, or memory-based approaches
[4, 5, 6, 7] that may help transfer learning by reusing information in a principled way, based on
similarity between the agent’s current situation, and situations observed in the past.
Our approach combines these ideas into a framework for flexible learning that explains some
empirically observed neural signatures of transfer learning. In particular, we focus mostly (but
see section 5) on a specific instance of the transfer learning problem, where the agent acts in an
environment with fixed dynamics, but changing reward function or goal locations. This setting
is especially useful for developing intuitions about how an algorithm balances sharing/retaining
knowledge about the environment, while specializing its policy for the current task at hand, a central
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challenge in continual learning that have also been examined in terms of stability-plasticity trade-off
[8], or catastrophic forgetting [9, 10].
Dayan’s SR [3] is well-suited for transfer learning in settings with fixed dynamics, as the decom-
position of value into representations of expected outcomes and corresponding rewards allows us
to quickly recompute value functions under new reward settings. Importantly, however, SR also
suffers from important limitations when applied in transfer learning scenarios, as the representation
of future states still implicitly encodes the current reward function through its dependence on the
current behavioural policy, which was tuned to exploit these rewards. This can make it difficult to
approximate the new optimal value function following a large change in the environment’s rewards,
as states that are not en route to previous goals/rewards will be poorly represented. In such cases
the agent will stick to visiting old reward locations that are no longer the most desirable, or take
suboptimal routes to new rewards.
To overcome this limitation, we combine the SR representation with a nonparametric clustering of the
space of tasks (in this case the space of possible reward functions), and compress the representation of
policies for similar environments into common successor maps. We provide a simple approximation
to the corresponding hierarchical inference problem by evaluating reward function similarity on a
diffused reward representation, which allows us to link the policies of similar environments without
imposing any limitations on the precision or entropy of the policy being executed on a specific task.
This similarity-based policy recall, operating at the task level, allows us to outperform baselines and
previous methods in simple navigation settings. Our approach also naturally handles unsignalled,
smooth changes in reward functions, while also imposing reasonable limits on storage complexity.
Further, the principles of our approach should readily extend to settings with different types of
factorizations.
We also aim to build a learning system whose components are neuroscientifically grounded. Multiple
parallel predictive representations in the brain have previously been proposed in the context of simple
associative learning in amygdala and hippocampal circuits [11, 12], as well as in the framework of
nonparametric clustering of experiences into latent contexts [13]. Simultaneous representation of
dynamic and diverse reward averages have also been reported in the anterior cingulate cortex [14]
and other cortical areas, and a representation of a probability distribution over latent contexts has
been observed in the human orbitofrontal cortex [15]. The hippocampus itself has long been regarded
as serving both as a pattern separator, as well as an autoassociative network with attractor dynamics
enabling pattern completion [16, 17]. This balance between generalizing over similar experiences
and tasks (by compressing them into a shared representation) while also maintaining specialization is
also a key feature or our proposed hippocampal maps. Finally awake hippocampal replay has been
shown to be important for spatial memory and performance in cases where animals have to adjust
their choice of routes [18].
On the neurobiological level we thus aim to offer a framework that binds these ideas into a common
representation, and links two putative, but disparate functions of the hippocampal formation: as
a prospective map of space [19, 20, 21], and as an efficient memory processing mechanism, in
this case compressing experiences in a manner that helps optimal action choice. We simulate two
different rodent spatial navigation tasks: in the first we show that our model gives insights into the fast,
"flickering" remapping of hippocampal maps [22, 23], seen when rodents navigate to changing reward
locations [24, 25]. In the second task, we provide a quantitative account of trajectory-dependent
hippocampal representations (so-called splitter cells) [19] during learning. Our model thus links
together these phenomena as manifestations of a common underlying learning and control strategy.
2 Background
2.1 Reinforcement Learning, Transfer and the Successor Representation
In RL problems an agent interacts with an environment by taking actions, and receiving observations
and rewards. Formally, an MDP can be defined as the tuple T = (S,A, p,R, γ), specifying a set
of states S, actions A, the state transition dynamics p(s′|s, a), a reward function R(s, a, s′), and
the discount factor γ ∈ [0, 1], that reduces the weight of rewards obtained further in the future. For
the transfer learning setting, we will consider a family of MDPs with shared dynamics but different
reward functions, {T (S,A, p, ·)}, where the reward functions themselves are determined by some
stochastic processR.
2
Figure 1: Model components:(a) Overview of the model. A successor map/network is sampled
according to , ω, the probability weight vector over contexts. This sampled map is used to select
an action, and then receives the TD updates. ω is also updated given the experienced reward, using
inference on a generative model of average expected rewards. (b) Dirichlet process Gaussian mixture
model of these average, or convolved reward (CR) values. The Dirichlet process is defined by a base
distribution H and concentration parameter α, giving a distribution over CR value distributions. (c)
Computing CR maps by convolving discounted rewards along experienced trajectories.(d) Neural
network architecture for continuous state space tasks.(e) Example navigation environment for our
experiments.
Instead of solving an MDP by applying dynamic programming to value functions, as in Q-learning
[26], it is possible for example to compute expected discounted sums over future state occupations as
proposed by Dayan’s SR framework. Namely, the successor representation maintains an expectation
over future state occupancies given a policy pi:
Mt(s, a, s
′) = E(
inf∑
k=0
γkI(st+k+1=s′)|st = s, at = a)
We will make the simplifying assumption that rewards r(s, a, s′) are functions only of the arrival state
s’. This allows us to represent value functions purely in terms of future state occupancies, rather than
future state-action pairs, which is more in line with what is known about prospective representations
in the hippocampus [20, 21, 29]. Our proposed modifications to the representation, however, extend
to successor features predicting state-action pairs as well.
In the tabular case, or if the rewards are linear in the state representation, the successor representation
can be used to compute the action- value function Q(s, a) exactly, given knowledge of the current
reward weights w:
Q(s, a) =
∑
s′
Mt(s, a, s
′) ·w(s′)
We can therefore apply the Bellman updates to this representation, as follows, and reap the benefits
of policy iteration.
M(st, at, :)←M(st, at, :) + α(φ(st+1) + γ ·M(st+1, a?, :)−M(st, at, :))
a? = arg max
a
(M(st+1, a, :) ·w)
where φ(s) is a one-hot encoding of state s.
3 Motivation and learning algorithm
Our algorithm, the Bayesian Successor Representation (BSR, Fig. 1a, Algorithm 1 in Supplementary
Information) extends the successor temporal difference (TD) learning framework in the first instance
by using multiple successor maps. The agent then maintains a belief distribution ω, over these maps,
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and samples one at every step, according to these belief weights. This sampled map is used to
generate an action, and receives TD updates, while the reward and observation signals are used to
perform inference over ω. Though the storage complexity of using several maps is clearly larger
than that of using a single one, we limit the performing of TD updates (direct updates from the most
recent step, or replay updates of context-specific past transitions) to the sampled map, such that the
computational cost of the updates is unchanged relative to the use of a single map.
Our model approximates inference over a hierarchical, nonparametric mixture model of reward
functions (Fig. 1b) with a simple amortization of the inference over the component distributions for
average reward maps, that are gradually learned by gradient descent and without explicitly specifying
a prior(or equivalently, specifying the base distribution H). To motivate our use of reward space
clustering, we illustrate the underlying intuition using simple tabular grid-world environments, which
act in this case as adversarial embeddings when it comes to inferring task similarity from reward
locations. Our aim is to transfer policies between environments where similar rewards/goals are near
each other, without relying on model-based knowledge of the environment’s dynamics that can be
hard to learn in general and can introduce errors.
Recently proposed approaches by Barreto et al. also adjudicate between multiple policies using
successor features [27, 28]. They either directly evaluate the value functions of all stored policies,
to find the overall largest action-value (an approach referred to as generalized policy iteration, or
GPI), or also attempt to build a linear basis of the reward space by pre-learning a set of base tasks.
This approach can however result in difficulties with selecting the right successor map, as it depends
strongly on how sharply policies are tuned and which states they visit near important rewards. A
sharply tuned policy for a previous reward setting with reward locations close to the reward locations
of the current task could lose out to a broadly tuned, but mostly unhelpful competing policy. On the
other hand, keeping all stored policies diffuse, or otherwise regularising them can be costly, as it
can hinder exploitation or the fast instantiation of optimal policies given new rewards . Similarly,
constructing a set of base tasks [28] can be difficult as it might require encountering a large number
of tasks before successful transfer could be guaranteed, as demonstrated most simply in a tabular
setting.
Focusing instead on the reward function itself, we regard the choice of successor map as inference
over a latent context variable, where the agent accumulates evidence during, and across, episodes to
infer the current reward context as it takes steps in the environment. This allows the agent to adjust
its policy online also in cases where reward changes, and episode/task boundaries are not signalled,
or the reward function is not provided, as well as enabling a principled use of resources.
The inference process is realized by storing, corresponding to each successor map M , a convolved-
reward map (CR map) that summarizes the average of local rewards along trajectories that traversed
a particular state, while using that particular map (Fig.1c). By locally ‘spreading’ rewards along
experienced trajectories and clustering this extended reward space, it is possible to select successor
maps close to the new optimal policy, such that they should require only a smaller amount of
adjustment and exploration before yielding good performance. Interestingly, these maps can also
been seen to serve as approximate priors for the rewards in each task context, and can thus be used to
‘guess’ reward locations in a form of directed exploration, as we show below. Fig. 1c illustrates the
computation of CR values in a simple grid-world domain that we will use to simulate navigation.
More formally, we frame the generative model that our agent inverts as a Dirichlet process mixture
model [30]. The generating distribution for the observed CR value of a particular state, given a
context, is a Gaussian distribution around the context’s stored CR value (Fig. 1b).
G ∼ DP (α,H)
cr_mapi ∼ G
cr_valuei(s) ∼ N(cr_mapi(s), σ2cr)
We approximate the overall, intractable inference over the reward contexts using a particle filter
(Algorithm 1, lines 31-40), with a filtering step performed following every actual step in the en-
vironment. Since the convolution on future rewards from a particular state can only be calculated
retrospectively, the filtering process was delayed, in our case by three steps, though it is possible to
only use past rewards (e.g. in cases where the environment does not have a commutative structure).
CR maps themselves were learnt by gradient descent (delta rule), and we found that a successful
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Figure 2: Simulation results. Error bars represent mean ± s.e.m..(a) Results for tabular grid-world
navigation to a single changing, but known goal, in the environment shown in Fig. 1e. Each algorithm
was run n=10 times.(b) Navigation with unsignalled goals, rewards, and task-boundaries in a puddle-
world environment, n= 10. (c) Navigation in a continuous state-space maze with unsignalled goal
locations and task boundaries, n=5,6(BSR),5.
clustering process relied on a winner-take-all dynamics for updating only the CR map that had the
highest posterior likelihood at the end of the episode. This hard-clustering nonlinearity allocates the
environment to a particular context and helps the pattern separation of the different environments.
While in our episodic implementation this CR replay update is triggered at the end of the episode, in
continuing tasks it could be triggered, as also observed empirically, by novelty and rewards [31, 32].
Details such as the filtering delay, or whether the convolutions are calculated bi-directionally, can be
adjusted as desired. Finally, to choose an action, the algorithm samples a context given the current
weight distribution, calculates the Q-values, and then acts greedily, or by using some exploration
strategy.
4 Experiments
4.1 Grid-world with signalled rewards and context-specific replay
We first tested the performance of the model in a tabular maze navigation task (Fig. 1e), where start
and goal locations changed every 20 trials, and compared its performance to a number of controls
and baselines. In the first experiment, the reward function was provided every time the environment
changed, to directly test the algorithms’ ability to map out routes to new goals. Episodes were
terminated after 75 steps if the agent has failed to reach the goal, otherwise they ended on reaching
the goal, when the agent also received a reward of 10. We added walls to the interior of the maze to
make the environment’s dynamics non-trivial, such that a single SR representing the uniform policy
(diffusion-SR) would not be able to select optimal actions. Fig. 2a shows the cumulative total number
of steps the agents required to complete the episodes as learning progressed. We compared BSR to a
single SR representation (SSR), an adaptation of GPI (SFQL)from Barreto et al. [27] to state-state
SR, as well as an agent that was provided with a pre-designed clustering, and instructed to use a
specific map whenever to goal was in a particular quadrant of the maze (Known Quadrant, KQ). Each
algorithm, except SSR, was provided with four maps to use, which meant that we didn’t allow GPI to
create new maps for every task. Instead, once all of its maps were in use, it randomly selected one to
overwrite, while otherwise following its original specifications. Further, we added a replay buffer to
each algorithm, and replayed randomly sampled transitions for all of our experiments in the paper.
Replay buffers had specific compartments for each successor map,with each transition added to the
compartment corresponding to the map used to select the corresponding action. The replay process
thus formed part of our overall nonparametric approach for continual learning. While we found that
the top-ranking performance of BSR was not dependent on using replay, it ensured all algorithms
performed in a better regime than without replay, making for more relevant comparisons. We ran each
algorithm with different -greedy exploration rates (after an initial, brief period of high exploration)
of between 0 and 0.25, in increments of 0.05, and chose the best performing  for each algorithm.
Notably BSR was the most stable across all exploration parameters, but performed best with =0,
whereas the other algorithms performed better with higher exploration rates. The best performing
setting for each algorithm, averaged over 10 trials, is shown in Fig. 2a, with BSR comfortably
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outperforming the others by the end of the runs (one-way ANOVA, F = 24.3, p < 10−5). Increasing
the number of maps in GPI to 10 led to worse performance by the agent, showing that it wasn’t the
lack of capacity, but the inability to generalize well that impaired its performance.
4.2 Puddle-world with unsignalled reward changes and task boundaries
In the second experiment, we made the environment more challenging by introducing puddles, which
carried a penalty of -1 every time the agent entered a state with a puddle, as well as by not signalling
reward changes. GPI still received task change signals to reset its use of the map and reset its memory
buffer. This relieved us from having to impose a particular way for the algorithm to try to detect
reward function change, while still not providing it the new reward function. We fixed the exploration
rate to  = 0.2, as this proved advantageous for the control algorithms in the previous experiment,
but varied the number of available maps between four and six. Negative rewards are known to be
problematic and potentially prevent agents from properly exploring and reaching goals, we therefore
also evaluated an algorithm that randomly switched between its different successor maps at every step,
corresponding to an ω with equal weights (Equal Weights, EW). This provided a control showing that
it was not increased entropy or dithering that drove the better performance of BSR. Despite this, both
EW and SSR originally struggled in this setting, ending their runs with large negative cumulative
returns, as there was nothing that would direct their exploration towards new goals, which might lie
e.g. across puddles. However, when we allowed them to use CR map based exploration (see below),
this considerably improved their performance, to the levels shown in Fig. 2b.
4.3 Directed exploration with CR reward priors
Indeed, since CR maps act as a prior for rewards in a particular context, it should be possible to use
them to ‘infer’ likely reward locations when combined with reward observations, and then direct
actions towards these possible rewards, even as their precise location remains uncertain. Because
of the linear nature of SR, we can simply offset the reward weight vector (w) using the CR values
(Algorithm 1, line 8), which will direct the agent towards rewards likely under the currently sampled
map. This is particularly powerful combined with CR based inference of map choice, and can help the
agent to redirect its policy from previous reward locations having observed the lack of rewards there.
By switching to a new map and reward weight vector w, the agent is encouraged to move towards
states where rewards generally occur in that particular context. Importantly, these offsets are not the
traditional pseudo rewards often used in reward shaping, and only temporarily influence the agent’s
beliefs about rewards, never the actual rewards themselves. The beliefs will also be updated using the
true reward values whenever the agent enters a state. This also means that this reward-guidance isn’t
expected to interfere with the agent’s behaviour in the same manner as pseudo rewards that don’t
obey specific conditions do [33], however, like any prior, they can potentially have detrimental effects.
We leave a fuller exploration of these for future work.
4.4 Function approximation setting
The tabular setting already enables us to test many components of the algorithm and compare the
emerging representations to their biological counterparts. However, it is important to validate that
these can be scaled up and used with function approximators, potentially allowing the more fine-grade
probing of the emerging neural code, as well as the use of continuous state and action spaces and
more complex tasks. As a proof of principle, we created a continuous version of the maze (with walls
but no puddles) from Experiment 1. Agents still took steps in the four cardinal directions, but these
steps were perturbed by 2D Gaussian noise, such that the agents ended up potentially covering the
whole continuous state space of the maze (walls allowing). State embeddings were provided in the
form of Gaussian radial basis functions with 100 equally placed centres, and agents used an artificial
neural network equivalent of Algorithm 1, where the Matrix components M(:, a, :) were replaced by
ψa, a multi-layer perceptron (Fig. 1d). We tested BSR-4 vs. SSR and GPI-4 in this setting, with the
former outperforming the other two again. Fig. 2c shows the performance of the algorithms in terms
of total reward collected by timestep in the environment, to emphasize the continual learning setting.
(Fig. 2c, mean ± s.e.m, Fig. 2c, one-way ANOVA after 2.5× 105 steps, F = 188.0, p < 0.0001).
Results
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Figure 3: Multiple maps and flickering representations in the hippocampus. Fast paced hippocampal
flickering as (a) animals, and (b) BSR adjust to a new reward environment. For every time step,
vertical lines show the difference between the (z-scored) correlation coefficients of the current firing
pattern to the pre-probe and to the post-probe firing patterns. (c) shows the evolution of z-score
differences across learning trials across within session for the different algorithms.
5 Neural data analysis
5.1 Hippocampal flickering during navigation to multiple, changing rewards
Our algorithm draws inspiration from biology, where animals often face similar continual learning
tasks e.g. while foraging or evading predators in familiar environments. In the following section we
show some evidence that the rodent brain might indeed use similar mechanisms to those proposed
above. We performed two sets of analyses, comparing our model to experimental data from rodent
navigation tasks with changing reward settings. We used the successor representation as a proxy to
neural firing rates as suggested in [21], with each neuron associated with a state and firing with a
rate proportional to its current expected discounted visitation rt(s′) ∝M(st, at, s′). Our framework
predicts the continual, fast-paced remapping of hippocampal prospective representations, in particular
in situations when a change in rewards increases the probability of switching over to a new map.
Intriguingly, such ‘flickering’ of hippocampal place cells have indeed been reported, though a
normative framework underpinning this phenomenon has been missing. Dupret et al. and Boccara et
al. [25, 24] recorded hippocampal neurons in a task where rodents had to collect three hidden food
items in an open hexagonal maze. The locations of all the rewards changed together between sessions
of around 30 episodes each. Both papers report what appears to be a fast, flickering alternation of
distinct hippocampal representations, gradually moving from being dominated by the old to the new
one, as the animal is repeatedly exposed to the new reward settings (Fig. 3a). In particular the data
shows relatively stable firing in the reward-free pre- and post-probes, and a strong, gradual, and
monotonic trend across rewarded trials as the spatially tuned firing in the hippocampus changes.
This drift from being similar to the pre-probe to the post-probe firing patterns is depicted for place
cells in Fig. 3a (adapted with permission from [24]) and for our model in 3b. Fig. 3c shows the
evolution of the average of this difference across the thirty rewarded trials. We ran simulations with
150 consecutive sessions of 30 episodes each (a total of 4500 episodes as before) with the 3 random
reward locations changing every session, and without signalling this change (except for GPI). We
again used the maze from experiment 1 but with the internal walls removed, and parameter settings
were preserved, with the exploration rate set to  = 0.2 as before. BSR naturally and consistently
captured the observed flickering behaviour as shown on a representative session in Fig 3b (with
further sessions and correlation values shown in the Supplementary Information). Further, it was the
only tested algorithm that captured the smooth, monotonic evolution of the z-scores across initial
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Figure 4: Splitter cell representations from animals and artificial agents completing a Y-maze
navigation task with changing goals. (a) Outline of the Y-maze, adapted from [19]. Three possible
goal locations define four possible routes. (b)-(g) show the decodability pattern of the neural
representation at the start of the trial when animals/agents are in the start box. Horizontal axes show
the actual trial type, vertical axes the decoded trial type. (h) Performance of two algorithms, BSR and
GPI in terms of total steps required to complete the sequence of tasks.
trials, reported as a correlation coefficient of 0.95 for the first 16 trials of each session in Boccara et
al. [24], with our model giving the closest value of 0.90.
5.2 Splitter cells
Another intriguing phenomenon of spatial tuning in the hippocampus is the presence of so-called
splitter cells, cells with route-dependent spatial firing. These cells encode current location conditional
both on previous and future states visited by the animal[34]. While the successor representation is
purely prospective, in our model the inference over the reward context, and thus ω, depends on the
route taken, predicting exactly this type of past-and-future dependent representation. Further, rather
than a hard-assignment to a particular map, our model predicts switching back and forth between
representations in the face of uncertainty. We analysed data of rats performing a foraging navigation
task in a double Y-maze with 3 alternating reward locations [19] (Fig. 4a shows the maze and
routes, adapted with permission). The central goal location at the top of the maze has two possible
routes (Route 2 and 3), one of which is blocked every time this central goal location is the rewarded
one. This setup gives 4 routes/trial types. These blockades momentarily change the dynamics of
the environment, a challenge for SR [35, 36]. Our inference framework, however, overcomes this
challenge by‘recognizing’ a lack of convolved rewards along the blocked route when the animal can’t
get access to the goal location, allowing the algorithm to switch to using the alternate route. Other
algorithms, notably GPI, struggles with this problem (Fig. 4h), as it has to explicitly try to map the
policy of going back from the barricade, through the maze and up the other arm to escape the barrier
once it has started bumping against it. To further test our model’s correspondence with hippocampal
spatial coding, we followed the approach adopted in Grieves et al. [19] for trying to decode the
trial type from the hippocampal activity as animals begin the trial in the start box. This decoding is
performed using a nearest centroid classifier, based on cosine similarity. Namely for every trial the
representation is compared to the average of representations across all trials, grouped by the known,
ground truth trial type. The trial is then assigned to a decoded trial type, based on the ground truth
average it is most similar to. The analysis was only performed on successful trials, and thus a simple
prospective representation would result in large values on the diagonal, as in the case of GPI and KQ
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(our known-quadrant algorithm which in this case gets the full trial type information to pick its map
accordingly).
In contrast, the empirical data resembles the pattern predicted by BSR, where a sampling of maps
results in a more balanced representation, while still providing route dependent encoding that
differentiates all four possible routes already in the start box. EW and SSR both predict close-to-
chance decodability, EW since it samples randomly at every step, across slowly changing maps, and
SSR since the same map has to be continually updated, muddying the difference session averages.
6 Related work
A number of recent, or concurrent papers have proposed algorithms for introducing transfer into
RL/deep RL settings, by using multiple policies in some way, though none of them use an inferential
framework similar to ours, provides a principled way to deal with unsignalled task boundaries, or
explains biological phenomena. We extensively discuss the work of Barreto et al. [27, 28] in the paper.
Our approach shares elements with earlier work on probabilistic policy reuse [37], which also samples
from a distribution over policies, however does so only at the beginning of each episode, doesn’t
follow a principled approach for inferring the weight distribution, and is limited int performance by
its use of Q-values rather than factored representations. Wilson et al. [38] and Lazaric et al. [39]
employed hierarchical Bayesian inference for generalization in multi-task RL using Gibbs sampling,
however neither used the flexibility afforded by the successor representation or fully integrated online
control and inference similarly to our method. [38] uses value iteration to solve the currently most
likely MDP, while [39] applies the inference directly on state-value functions.
Other approaches tackle the tension between generality and specialization by regularizing specialized
policies in some way with a central general policy [40, 41], which we instead expressly tried to avoid
here. General value functions in the Horde architecture [42] also calculate several value functions in
parallel, corresponding to a set of different pseudo-reward functions, and in this sense are closely
related, but a more generalized version of SR. Schaul et al. combined the Horde architecture with
a factorization of value functions into state and goal embeddings to create universal value function
approximators (UVFAs) [43]. Unlike our approach, UVFA-Horde first learns goal-specific value
functions, before trying to learn flexible goal and state embeddings through matrix factorization, such
that the successful transfer to unseen goals and states depends on the success of this implicit mapping.
More recent work from Ma et al. [44] and Borsa et al. [45] combines the idea of universal value
functions and SR to try to learn an approximate universal SR. Similarly to UVFAs however, [44]
relies on a neural network architecture implicitly learning the (smooth) structure of the value function
and SR for different goals, in a setting where this smoothness is supported by the structure in the
input state representation (visual input of nearby goals). Further this representations is then used
only as a critic to train a goal-conditioned policy for a new signalled goal location. [45] proposes to
overcome some of these limitations by combining the UVFA approach with GPI. However, it doesn’t
formulate a general framework for choosing base policies and their embeddings when learning a
particular task space, or for sampling these policies, or addresses the issue of task boundaries and
online adjustment of policy use.
Other recent work for continual learning also mixed learning from current experience with selectively
replaying old experiences that are relevant to the current task [46, 47]. Our approach naturally
incorporates, though is not dependent, on such replay, where relevant memories are sampled from SR
specific replay buffers, thus forming part of the overall clustering process. Finally [48] also develops
a nonparametric Bayesian approach to avoid relearning old tasks while identifying task boundaries
for sequence prediction tasks, with possible applications for model-based RL, while [49] explored
the relative advantages of clustering transition and reward functions jointly or independently for
generalization.
7 Conclusion
In this paper we proposed an extension to the SR framework by coupling it with the nonparametric
clustering of the task space and amortized inference using diffuse, convolved reward values. We
have shown that this can improve the representation’s transfer capabilities by overcoming a major
limitation, the policy dependence of the representation, and turning it instead into a strength through
9
policy reuse. Our algorithm is naturally well-suited for continual learning where rewards in the
environment persistently change. While in the current setting we only inferred a weight distribution
over the different maps and separate pairs of SR bases and CR maps, an important further advantage
of a hierarchical approach (e.g. using hierarchical DP mixtures [50] and composition of submaps)
would be to allow the agent to infer essentially new successor maps from very limited experience,
even as dynamics change. We leave this for future work.
We further showed how our model provides a common framework to explain disparate findings
that characterize the brain’s spatial and prospective coding. Although we committed to a particular
interpretation of hippocampal cells representing SR in our simulations, the phenomena we investigate
rely on features of the model (the online clustering and sampling of representations based on reward
function similarity) that generalise across different implementational details of prospective maps.
The model also makes several predictions that were not directly tested, e.g. about how the rate of
flickering depends on uncertainty about the rewards and the nature of the reward change, or the
animal’s trajectory. We also hypothesize that the dimensionality of the representation (the number of
maps) would vary as the function of the diversity of the experienced reward space, and our model
predicts specific suboptimal trajectories that can arise due to inference. Our model also predicts
representations for ω, a likely candidate for which would be the orbitofrontal cortex, and for the CR
maps, possibly in other cortical areas such as the cingulate. Taken together we hope this study is
a step in connecting two fast moving areas in neuroscience and ML research that offer a trove of
possibilities for mutually beneficial insight.
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S1 Algorithm details
S1.1 Tabular algorithm
Here we provide details for our agent not included in the main text. The concentration parameter
for the Dirichlet process was α = 2,the standard deviation for the Gaussian generative distribution
σcr = 1, and like most other parameter values, these parameters were not optimized or otherwise
systematically evaluated. P was a 100 by 15 matrix, corresponding to 100 particles each with 15
of the most recent contexts. In the tabular setting, the learning rate αw was 1 (0.5 in the Y-maze
task), αsr = 0.01 (0.1 in Y-maze), αws = 0.01. αcr was annealed starting from 0.15 to 0.01. The
replay updates were done on 5 randomly sampled transitions from the replay buffer after every direct
update, with each successor map assigned its own replay buffer. For GPI, the buffer for a new map,
when a change in the environment was signalled was reset, so as not to contaminate the learning of
the current policy with transitions from a different task setting. The delay in filtering, f, was set to 3
steps.
S1.2 Neural network algorithm
For the neural network architecture, the input layer had 100 neurons, hidden layer sizes were 150,
while the output layers by definition had the same size as the input, but with a separate output layer
for each of the four possible actions (Fig. 1d), resulting in a total of 400 neurons. We used the
tanh function as nonlinearity, and no nonlinearity was used for the output layers. Parameters were
initialised using Glorot initialisation [51]. We employed the successor equivalent of target networks
[1]for better performance (see Algorithm 2), and a designated replay buffer accompanying each
successor network. This was equivalent to a single memory with transitions labelled by sampled
context, as the limit on the memory size, determining when a memory was overwritten, was by
episode (set to 100 episodes), and thus common to all memories.
Parameters were αw = 0.005, αsr = 0.0005, and αcr was annealed from 0.005 to 0.001. Replay
updates were performed on minibatches of 15 transitions, one minibatch after every transition,
following a direct update based on the most recent transition. The rmsprop [52] optimizer was used
for updates, and a dropout rate of 0.1 was applied. Networks and target networks were synchronized
every 80 steps, starting from the beginning of each episode.
S2 Environment and experiment details
S2.1 Grid-world maze
The maze for Experiment 1 was, as depicted in Fig. 1e, a 8 x 8 tabular maze. Available actions were
up, down, left and right. If, on taking an action, the agent hit an internal or external wall, it stayed in
place. Reward on landing on the goal was 10, γ = 0.99, and episodes were restricted to at most 75
steps. Start and goal locations changed every 20 episodes. Numerical results for plot Fig. 2a, total
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Figure S1: Continuous maze, with the agent navigating from the start state (blue) to the unsignalled
goal location (green).
steps taken by the end of 4500 episodes, mean ± s.e.m.:
BSR SSR GPI KQ
30669.4± 1028.6 43463.3± 1850.9 54224.1± 3283.1 40268.3± 721.3
S2.2 Puddle-world
For Experiment 2, puddles were added in the quadrant opposite the current reward, covering the
entire quadrant except where walls were already in place. Landing in a puddle carried a penalty of -1,
and puddles stayed in place during the entire episode (i.e. couldn’t be ‘picked up’). Otherwise things
remained unchanged from the previous setting, except that the reward function now changed every
30 episodes, for a total of 150 sessions.
Numerical results for plot Fig. 2b, sum of cumulative returns per episode at the end of 4500 episodes,
mean ± s.e.m.:
BSR-4 BSR-6 SSR EW
20817.8± 322.7 20827.4± 242.3 19708.6± 404.4 18020.5± 281.5
GPI-4 GPI-6
19378.9± 265.9 18197.0± 347.4
S2.3 Continuous maze
This was a continuous copy of the maze from Experiment 1. We set the length of the maze to
be 3 but it was still partitioned by the walls into an equivalent 8 x 8 setting (Fig. S1). 100 input
neurons represented the agent’s location, each with respect to one of 100 equally spaced locations as
a Gaussian likelihood with diagonal covariance of 0.1. The firing rate of the i-th neuron, with center
cx, cy was
φi(x, y) ∝ exp
(
− (cx − x)
2 + (cy − y)2
2σ2
)
,
where the normalizing constant was that for the Gaussian distribution in question times 10.
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Actions were again up, down, left, or right, but the arrival point of the step was offset by two-
dimensional Gaussian noise, with a diagonal covariance of
[
0.02 0
0 0.02
]
. The agent’s step-size was
0.3 (thus smaller than before, at a tenth of the maze’s length). Agents were point-like, but were not
allowed to touch, or traverse walls. Steps that would have resulted in such an outcome instead meant
that the agent stayed in place. This was also the case if the random offset would have resulted in
contact between the agent and a wall. The agent collected the reward and ended the episode if it
was at a distance of less than 0.25 from the goal’s location, which could be anywhere outside the
walled-off areas). In all other aspects the task was identical to Experiment 1.
Numerical results for plot Fig. 2c, sum of all rewards collect after 250000 steps ± s.e.m.:
BSR SSR GPI
22398.3± 341.5 18258.5± 469.9 12684.0± 223.2
S2.4 Three-reward open maze foraging task
Here the environment was the 8 by 8 maze with no internal walls. 3 reward locations were sampled
at the beginning of each of the 150 sessions that lasted 30 trials (episodes) each. The pre- and
post-probe parts of the sessions were 75 steps each (the same number as the upper limit of steps for
an episode), and for simplicity we assumed no learning during these times. Instead the agent was
randomly moving around while preserving its representation. We used the values of the successor
maps to represent firing rates, with rt(s′) =M(st, at, s′). For data analysis, the pre- and post-probe
averages were calculated by averaging over the successor maps according to their weights at the
beginning of the probe
∑
i ωiMi. Since rewards in this task are not Markovian, and implementing a
working memory or learning the overall structure of the task was not our focus, we gave all agents the
ability to block out and temporarily set to 0 in w all rewards they already collected on that trial when
evaluating the value function. This did not otherwise affect their beliefs about where the rewards
were, i.e. they didn’t forget learnt reward locations by the next trial. We got the following values for
the average Spearman correlation coefficients for trials 1 to 16 for the different algorithms:
BSR SSR EWI GPI
0.900± 0.020 0.778± 0.030 −0.033± 0.045 0.753± 0.047
The first 25 sessions were used as a warm-up for the agent to learn the environment, and sessions 25
to 150 were used in the data analysis. Plots equivalent to that in Fig. 3a for every 10th session from
session 30 onwards are shown in figures S3 to S6 for the different algorithms.
S2.5 Y-maze navigation task
We also implemented the Y-maze on a grid-world, as shown in Figure S2. On trial types 2 and 3 one
of the two barriers shown were put in place, and the goal was in the top left hand corner state. The
top right and top left hand corners were equivalent states (state 1, equivalent to the top goal state of
the Y-maze in Fig. 4a), such that if the agent entered the top right hand corner, it got teleported to the
top left and that was the only destination state recorded. Similarly, if it took the ‘right’ action from
the top left corner it ended up in the state below the top right corner. This was permissible, since we
don’t assume any type of action embedding, and there is no generalization based on action identity.
This setup thus gave us an equivalent representation to the Y-maze used in rodent experiments.
We ran the simulations on the exact session structure followed during the experiments and the agent
had to complete the same number of successful episodes in each session that the experimental animals
have done. In addition, we gave the agents a 500 episode pre-training phase, before we started
following the experimental trial structure and ‘recording’ the representations. During these first 500
episodes, the trial type was reset every 20 episodes, as in Experiments 1 and 3. After the pre-training
phase there were 24 blocks of sessions where each block contained consecutive trials of all the trial
types, such that there were exactly 3 changes to the trial type during every block.
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S3 Algorithms
Algorithm 1 Bayesian Successor Representation
1: Require: discount factor γ, max number of clusters k, filter-delay f„ hyperparameters {, σcr,α}
2: Initialise Successor Maps M1, ..,Mk to 0, CR maps wcr1, ....wcrk, and weights w1, ....wk to
small random values, ω ← {1/k, ..., 1/k}, random particle matrix P ∼Multinomial(ω),
3: rc_kernel← [γ−f , γ−f+1, .., 1, .., γf ]
4: for each episode do
5: t← 0, initial state s← s0
6: while s not terminal and steps taken in episode<limit do
7: i ∼Multinomial(ω) . sample context with probabilites ω
8: wj ← wj + αwswcrj for all j
9: random_action ∼ Bernoulli() . -greedy exploration
10: if not random_action then
11: a← arg max
a
Mi(s, a, :) ·wi
12: else
13: a ∼Uniform({1,...,|A|})
14: end if
15: Execute a and obtain next state s′ and reward r = r(s′)
16: Store (s, a, s′, r) in MemoryBufferi
17: wj ← wj + αw[r − φ(s′)Twj ]φ(s′) for all j
18: a′ ← arg max
a
Mi(s
′, a, :)Twi
19: Mi(s, a, :)←Mi(s, a, :) + αsr[φ(s′) + γMi(s′, a′, :)−Mi(s, a, :)]
20: Optional replay updates on mini-batch from Memory_Bufferi
21: if steps taken in episode ≥ f then
22: crt−f ← (rc_kernel ? [rmax(t−2∗f,1) : rt]) . compute CR-value
23: Filter(P, st−f , crt−f )
24: end if
25: s← s′
26: end while
27: i← arg max
i
(ωi)
28: for steps t in last episode do
29: wcri ← wcri + αcr[crt − φ(st)Twcri]φ(st)
30: end for
31: end for
32: function FILTER(P, st−f , crt−f )
33: for every particle (row of P) do
34: generate new context according to CRP process prior with concentration parameter α
35: end for
36: for every context i do
37: Evaluate Gaussian likelihoods fG(crt−f |φ(st−f )Twcr, σ2cr)
38: end for
39: Resample particles according to posterior (∝ likelihood of new context)
40: Remove first (oldest) column of P
41: Recompute ω using the proportion of each context in the new (last) column of P
42: end function
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Algorithm 2 Neural Bayesian Successor Representation
1: Require: discount factor γ, max number of clusters k, filter-delay f , state embedding φ, hyperpa-
rameters {, σcr, α}
2: Initialise successor network and target network parameters θ1, θ−1 .., θk, θ
−
k for networks
m1,m
−
1 , ...mk,m
−
k , weights w1, ....wk and CR maps wcr1, ....wcrk with small random values,
ω ← {1/k, ..., 1/k}, random particle matrix P ∼Multinomial(ω)
3: rc_kernel← [γ−f , γ−f+1, .., 1, .., γf ]
4: for each episode do
5: t← 0, initial state s← s0
6: while s not terminal and steps taken in episode<limit do
7: i ∼Multinomial(ω) . sample context with probabilities ω
8: Every n_sync steps, synchronize θi and θ−i for ∀i
9: wj ← wj + αwswcrj for ∀j . reward weight offset by CR prior
10: random_action ∼ Bernoulli() . -greedy exploration
11: if not random_action then
12: a← arg max
a
Mi(s, a, :) ·wi
13: else
14: a ∼Uniform({1,...,|A|})
15: end if
16: Execute a and obtain next state s′ and reward r = r(s′)
17: Store (s, a, s′, r) in MemoryBufferi
18: wj ← wj + αw[r − φ(s′)Twj ]φ(s′) for ∀ j
19: a′ ← arg max
a
m−i (s
′, a) ·wi
20: θi ← θi + αsr∇θi [φ(s′) + γ ·m−i (s′, a′)−mi(s, a)]
21: Optional replay updates on mini-batch from Memory_Bufferi
22: if steps taken in episode ≥ f then
23: crt−f ← (rc_kernel ? [rmax(t−2∗f,1) : rt]) . compute CR value
24: Filter(P, st−f , crt−f )
25: end if
26: s← s′
27: end while
28: i← arg max
i
(ωi)
29: for steps t in last episode do
30: w_cri ← w_cri + αcr[crt − φ(st)Tw_cri]φ(st)
31: end for
32: end for
33: function FILTER(P, st−f , crt−f )
34: for every particle (row of P) do
35: generate new context according to CRP process prior with parameter α
36: end for
37: for every context i do
38: Evaluate Gaussian likelihoods fG(crt−f |φ(st−f )Tw_cr, σ2cr)
39: end for
40: Resample particles according to posterior (∝ likelihood of new context)
41: Remove first(oldest) column of P
42: Recompute ω using the proportion of each context in the new (last) column of P
43: end function
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Figure S2: Splitter cell Y-maze
Figure S3: BSR flickering sessions
Figure S4: EW flickering sessions
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Figure S5: SSR flickering sessions
Figure S6: GPI flickering sessions
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