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Abstract
Improving coverage of simulation-based design
verification using Machine Learning techniques
Maithilee Rajendra Kulkarni, M.S.E.
The University of Texas at Austin, 2019
Supervisor: Jacob A. Abraham
Due to high performance demand and varied usage requirements from
computer systems, the complexity of design has been increasing. This is re-
flected in popularity of Application Specific ICs and accelerators along with
traditional general-purpose processors. This complexity in the design makes
verification of the chips extremely crucial and challenging. As the design gets
bigger, the state space of the design blows away, also known as ‘State Space
Explosion’. It becomes difficult to completely verify all the functionalities and
properties as defined in architecture specification using simulation-based veri-
fication. Simulation-based verification continues to be the primary technique
for hardware verification due to its scalability and ease of use. The main chal-
lenge is to come up with a specific input test stimulus which would excite
a particular logic or which would result in a particular state of design after
vi
certain cycles. Also, these test cases are hand-written by verification engi-
neer, the person is expected to know the design well and has to use the prior
knowledge and experience to come up with a directed test case. In addition to
this, the test cases change from design to design and this whole method is not
portable. Therefore, we propose a machine learning driven pattern recognition
based test sequence generation, which can improve coverage and reachability
of hard-to-hit states, enhance functional verification without the exploration
of whole state space. ML algorithms can be used to change knobs which affect
the constraints in the randomization step of test sequence generation in order
to hit low reachable states.
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Chapter 1
Introduction
Simulation-based verification continues to be the primary technique for
hardware verification due to its scalability and ease of use; however, it is not
exhaustive [2]. Although formal verification techniques can exhaustively prove
functional correctness, they are limited in terms of the scale of their design
due to the state-explosion problem. Alternatively, semiformal approaches can
involve a compromise between scalability, exhaustiveness, and resource costs.
We propose a machine learning driven pattern recognition based test sequence
generation for simulation-based verification, which can improve coverage and
reachability of hard-to-hit states, enhance functional verification without the
exploration of whole state space.
Due to the rapidly growing complexity of designs and time-to-market
requirements, achieving high coverage in verification and generating directed
test cases have become major bottlenecks in the hardware design cycle in terms
of development costs and time.
Simulation-based verification is often used in conjunction with con-
strained random test cases instead of using either directed (fully constrained)
or completely random test cases. The test vectors are automatically derived
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from the knowledge of the trained data set (prior random test cases) fed to
machine learning algorithms. This approach avoids the state-explosion prob-
lem present in formal verification and also reduces the time and work required
by verification engineer to come up with exact sequences. The learning engine
takes care of the patterns and generates a new set of constraints based on prior
knowledge. This improves the degree of automation in generating test vectors.
Therefore, we propose a machine learning driven pattern recognition
based test generation to improve the simulation-based-verification approach.
The major steps involved in extending this work to a new DUT are as follows.
1. Identify potential constraints in the System Verilog testbench. The ex-
amples of constraints include, but are not limited to, limiting address
range, limiting page accesses, limiting the type of instructions, limiting
usage of registers, limiting immediate operators close to corner cases.
2. Identify hard-to-reach states, signals with low coverage, signals like over-
flow/ underflow which excite logic of exception handling.
3. Run sufficient number of test cases generated from random constraints.
Create train data for learning engine consisting of knobs (constraints)
against coverage details.
4. Run Machine Learning algorithms to generate a new set of training
knobs.
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5. Run this set through the DUT and observe the coverage. Append this
to the training data set and repeat step 4.
We implement a machine learning platform based verification environ-
ment which iteratively improves the coverage of internal signals. The ex-
periment results show that the proposed verification method ensures a more
exhaustive and effective exploration of the design under test (DUT).
The rest of this thesis is arranged as follows. In Chapter 2, basic princi-
ples of verification and machine learning (ML)-based enhancement methodol-
ogy are explained. Chapter 3 explains prior work on techniques used enhance-
ment of simulation-based-verification. It also explains different challenges
while using ML algorithms to solve real-life problems. In Chapter 4, poten-
tial learning algorithms for the proposed enhanced coverage are described. In
Chapter 5, the DUT of a MESI ISC is explained and results obtained on this
DUT for different algorithms are compared. Chapter 6 describes limitations
and future work.
3
Chapter 2
Simulation Based Verification and
Methodology
2.1 Formal vs Simulation-based Verification Methodol-
ogy
Formal and simulation-based verification are the two major techniques
used for functional verification. In the formal verification, an engine exhaus-
tively explores the state space of the design to prove the functional properties
of the design. However, the state space grows exponentially with the increase
of flip-flops in design. On the other hand, due to its scalability and ease of use,
simulation-based verification is still widely used in industrial manufacturing.
However, simulation is time-consuming and labor-intensive; it requires abun-
dant test vectors [3], and cannot guarantee correct behavior related to deep
states in the design.
The approach in simulation-based verification is first to generate input
vectors and then to determine the corresponding outputs. Simulating a vector
can be conceptually viewed as verifying a point in the input space. With this
view, simulation-based verification can be seen as verification through input
space sampling. Unless all points are sampled, there exists a possibility that
a design error escapes the verification process [4].
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The CDG - Coverage Directed Generation is described in [5]. Modern
verification uses a random-coverage methodology. Random stimulus genera-
tors are used to produce a large number of test cases, and coverage is used as
the main metric, giving the verification team feedback on whether all interest-
ing scenarios were exercised.
The analysis of coverage holes is a continuous manual process. It re-
quires expert knowledge in the DUT, the verification environment, and the
meaning of the directives given to the test generator.
The goal of the constraint-driven engine is to provide, for a given cover-
age event or set of events, a set of directives to the test generator that maximize
(or at least significantly increase) the probability of hitting the given events.
2.2 Machine learning based enhancement
Machine Learning can be used as a tool to generate exact constraints
which would lead to improved coverage. The features used in the learning
engine would be a set of constraints and the output to be optimized (reward
in the case of Reinforcement Learning algorithms) would be details regarding
the frequency of achieving a desired state.
Figure 2.1 shows the proposed methodology, wherein initially, random
constraints are used to generate basic training data, and the learning engine
is trained to generate new sets of “good” knobs. These are evaluated through
RTL simulation, and fed back to the learning engine and the cycle continues.
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Figure 2.2 explains the detailed step by step flow. The “config” file
catches important RTL-specific parameters such as signals of interest or dif-
ferent types of constraints. The output of the simulation is generally a VCD
(Value Change Dump) file or FSDB (File System Data Base) file. This out-
put file is parsed to extract exact information required to generate coverage
details.
The typical “input knobs” file is a csv file with each row representing
one set of constraints. Each row would result in a separate simulation, gen-
erating one VCD (or one FSDB) per row. Thus, a typical output (training
data) file would have the same number of rows as the input knobs file, but
with increased columns for coverage details. The coverage data can either be
the percentage of times a state is hit, or it can be the cycle by cycle values of
a particular signal or can be an average value.
Figure 2.1: Methodology
6
Figure 2.2: Methodology in detail
7
Chapter 3
Related Work
The electronics industry is addressing larger and larger volumes of de-
sign and simulation data that increase complexity and challenge productivity.
Simulation-based verification is still the main method of the functional verifi-
cation process [2]. In order to improve verification efficiency, some approaches
have been developed, such as coverage-driven verification [6], constrained ran-
domized verification [7], and assertion-based verification [8]. Although these
methods accelerate monitoring for convergence, and automatically generate
test vectors, and are able to locate defects, there are still some inevitable
weaknesses in the simulation. Constrained randomized test vectors are still
ineffective due to the presence of many redundant vectors. Targeting interest-
ing corner cases require abundant human labor and domain knowledge.
ML has started to take hold across the EDA world in general as is ev-
ident from the number of papers at the 2017 Design Automation Conference
(DAC) dealing with ML techniques. Machine learning and deep learning algo-
rithms present the opportunity to transform the electronics industry and create
a new silicon renaissance with advances in software and IP. EDA companies
have started using machine learning in their products of electronic design flow
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and continue to push the leading edge to improve usability and performance.
ML libraries of algorithms are used across platforms and products to ensure
each wave of innovation impacts the breadth of EDA and IP solutions.
Cadence, Inc. started the use of ML to allow their tools to suggest so-
lutions to common problems that might otherwise take design and verification
teams much longer to evaluate [9]. Advances in massively parallel comput-
ing architectures are opening the door for “what if” based optimization and
verification procedures to explore the design space efficiently.
The amount of data that development teams are dealing with will push
verification to new levels of intelligence including smarter debug, smarter exe-
cution and machine learning applied to the verification flow [10]. EDA tool de-
velopers can apply techniques ranging from fairly simple regression algorithms,
that fit a curve to a collection of data points, to more advanced techniques,
such as support vector machines that, before the advent of deep learning, have
proved successful in image recognition.
RTL verification generates a lot of data so much that it is becoming
a big-data problem for large state-of-the art designs. It is interesting to see
how many bugs are found against the amount of verification runs. So far, the
emphasis has been on building visualization tools to help engineers analyze
the patterns. The next step is to build tools that can learn from the data.
ML methods find applications in areas where a huge data set is available
and the algorithms can explore and study from the data and make better
predictions. ML methods have been successful in eliminating some of the
9
unnecessary verification cycles in the RTL verification process. Thus, apart
from EDA companies, IP companies such as ARM and chip companies such as
NVDIA have started applying ML algorithms to the data to design predictive
workflows that improve productivity [11].
The next step is to try to reuse the learning across projects. This is
one of the obstacles that slow down the adoption of data mining and ML in
RTL verification. Also, when the project is in the initial stages, there is no
data available. Thus, even though it is said that there is a large amount of
data, in reality, a few random cycles need to be run to generate train data.
This problem cannot be based just on pure data mining; it has to incorporate
some domain knowledge.
The points to consider here are the following.
• Regressions and Debug: Most Verification projects deal with the pro-
cess of managing regressions and debugging – tests to run, ordering the
sequences, plans for frequencies of tests, building test plans, determining
the number of seeds for random tests, catching exact bugs and debug-
ging failures to pinpoint the location in RTL of the bugs and making
continuous progress.
• Test classification: Because of the huge test database, most of the
times a large amount of simulation time is wasted in running duplicate
tests that cover the same scenarios and tests that continuously pass
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without adding any value. Thus, algorithms can be developed that can
learn from data available and make better classification of tests.
• Coverage and Random constraints: One of the most powerful tech-
niques towards verification completion in constrained random verification
testbenches is to develop the right constraints that aid in faster functional
coverage closure. With the design size and complexity increasing rapidly
in today’s semiconductor industry, coverage closure on time always re-
mains a mystery and gates the verification signoff. It is insanely difficult
to manually put together a constrained random test suite which is both
functionally efficient and stresses the design sufficiently to catch design
bugs at the same time. It is a normal practice in the Coverage Driven
Verification Methodology to run thousands of random tests to achieve
100% coverage. In one thesis [12], a methodology is proposed to optimize
the evolution of an effective test suite, with the help of a supervised ma-
chine learning algorithm, which also aids in closing functional coverage
faster and catching early bugs in the verification cycle.
• System level Coverage as big data problem: Coverage metrics help
development groups understand the quality of their verification efforts
and coverage holes represent the risk of failure. At the system level, there
are no standardized metrics and no way to exhaustively close coverage.
For a typical design, the total number of paths through a graph is on
the order of 2100 or worse, and that is before all the possible concurrency
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issues are considered. System coverage has all of the hallmarks of being
a big data problem [13].
In [14], a coverage data mining method of analyzing the efficiency of the
verification process is proposed. The authors show how to use a mathematical
model to change the test generation process to reach higher coverage efficiency.
Data mining allows us to heuristically guide the verification towards achieving
coverage. It does not attempt to generate tests which will definitely hit the
desired event, but rather to generate tests with and increased likelihood of
hitting the events without requiring direct controls over the simulation process
or strong controls over the test generation. The author uses data analysis to
observe the dynamics of coverage during testing. An analysis of model fitting
and data distribution increased the understanding of how coverage is achieved
in waves which helps change the paradigm under which test generation is being
managed. The test generation is to be focused on generating certain waves,
and the likelihood of generating them is determined from experimental data
using probability mass functions [14].
The first and most obvious way to change the randomization results is
to change the constraints. The solver works sequentially, thus even a minor
constraint change can affect the results of the next stage and so on. For large
regression suites, a change in the randomization parameters can be extremely
costly. The initial seed can be used as an argument to improve verification
testbench performance [15].
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Deep learning will impact D&V engineers in a number of ways, from
the kinds of electronic products we design and verify through to the algorithms
used within design and verification tools [16].
[17] mentions that with typical nightly and weekly regressions generat-
ing billions of simulation cycles in tens of thousands of tests, it is impossible
for a human to process all available data. Verification engineers, therefore,
use various aggregation and approximation methodologies, such as code and
functional coverage, to gain insight into regression results. However, the fields
of machine learning and data mining excel at exactly these kinds of problems
by finding patterns in this vast repository of data and extrapolating insights
to guide us in the best direction. These authors present a methodology in
which coverage results and machine learning algorithms are used to generate
tests most likely to find new bugs in a design. The common experience in-
volves running millions or even billions of random simulation cycles and finding
corner-case bugs that should have been hit in a fraction of those cycles. In
this paper, two ideas are presented to make random simulation more effec-
tive at finding these hard-to-find bugs. The first section offers a new type of
coverage designed to provide feedback on the kind of events that are likely to
expose bugs. The second section describes an application of machine learning
algorithms that use coverage feedback to select and tune random tests, with
the goal of increasing the coverage of rare states. A Genetic Algorithm is used
with steps involving - initial populations from a random selection of tests, the
next generation as a mix of as-is tests from the current generation, mutated
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tests, and brand new randomly generated tests, in the proportion of 10:75:15,
run iteratively.
This thesis proposes Machine Learning enhanced coverage improvement
approach offsets these limitations and is well balanced in its scalability and
exhaustiveness. So far, ML models regressors including linear regressors, k-
nearest neighborhood classifiers and Genetic Algorithm are used to solve this
problem.
In this thesis, seven open source algorithms – four regressors, one classi-
fier and two reinforcement learning algorithms, along with a custom coordinate
gradient descent based Support Vector Machine (SVM) model and a propri-
etary RL IP from inzone.ai are studied and tested. The Design Under Test
(DUT) is an open source Verilog RTL for a multiprocessor MESI cache Inter
System Controller (MESI ISC).
14
Chapter 4
Useful Machine Learning Algorithms to
improve coverage
Machine learning is the scientific study of algorithms and statistical
models that computer systems use to perform a specific task or to take a
decision or to optimize certain cost, or to predict some sales without using
explicit instructions, by learning from the patterns [18].
In this case, these ML algorithms can be used to solve the problem of
improving coverage for a hard-to-hit signal or for improving reachability of
states. The following subsections describe various algorithms useful for the
given problem statement.
4.1 Regressors for Continuous data domains
These are used for predicting what numerical value a variable will have
based on existing values. In the real-world case, the output may depend on
complex interactions of multiple predictor variables. Therefore, more complex
techniques may be necessary to forecast future values.
15
4.1.1 Linear Regressor
Given: observed data (x1, y1), . . . , (xn−1, yn−1) independent and identi-
cally distributed (IID) as a vector (X, Y ) ∈ Rn.
To estimate: f ∗(x) = E(Y |X = x) i.e., the regression function of Y on
X.
When the vector (X, Y ) is multivariate Gaussian, the regression func-
tion is f ∗(x) = α + L(x) with L(x) linear, and the Ordinary Least Squares
(OLS) estimator coincides with the MLE (Maximum Likelihood Estimator).
Very often, the distribution of (X, Y ) is not explicitly known beyond the n
observations and the available prior information about the meaning of these
data.
A typical assumption can be to consider yj as the result of sampling the
regression function at f ∗(xj) with Gaussian measurement error. The model is
that, conditionally on x1, . . . , xn, the values of y1, . . . , yn are independent with
Yj depending on Xj only and Yj|Xj = xj being N(f ∗(xj), σ2).
Thus, for j = 1, 2, . . . , n
yj = f
∗(xj) + j
where 1, 2, . . . , n are IID N(0, σ
2). In this way the distribution of (X, Y )
is modeled semiparametrically with (f, σ) where f ∈ F is a function in some
space of functions F. and σ > 0 is a positive scalar parameter. When F is
taken as the m dimensional space Fm generated by functions, g1(x), . . . , gm(x)
estimation of the regression function reduces to the linear optimization prob-
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lem,
fˆ = arg min
f∈Fm
n∑
i=1
(yi − f(xi))2
The solution is then given as the orthogonal (Euclidean) projection
of the observed vector yT = (y1, y2, . . . , yn) onto the space generated by the
columns of the matrix G ∈ Rm×n with entries gij = gi(xj). In fact, the above
optimization problem can be written as,
||y − yˆ||2 = min
w∈Rm
||y −Gw||2
The rejection vector (i.e., y minus its projection) must be orthogonal to
the linear space generated by the columns of G, in particular (and equivalently)
to each of these columns, obtaining the standard set of normal equations,
0 = GT (y − yˆ) = GT (y −Gwˆ)
with solution,
wˆ = (GTG)−1GTy
The more general case of Weighted Least Squares (WLS) correspond-
ing to the innerproduct < x, z >= xTAz generated by a symmetric positive
definite matrix A, is just,
wˆ = (GTAG)−1GTAy.
The matrix A encodes a covariance structure for the measurement er-
rors, 1, . . . , n [19].
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4.1.2 Ridge resgressor
Ridge Regression is a technique for analyzing multiple regression data
that suffers from multicollinearity. When multicollinearity occurs, least squares
estimates are unbiased, but their variances are large so they may be far from
the true value. By adding a degree of bias to the regression estimates, ridge
regression reduces the standard errors. It is hoped that the net effect will be
to give estimates that are more reliable [20].
Ridge regression minimizes squared error while regularizing the norm
of the weights:
J(w) = λw2 +
∑
i
(wTxi − yi)2. (4.1)
Then the stationary condition is
∂J
∂w
= λw +
∑
i
(wTxi − yi)x = 0 (4.2)
(XXT + λI)w = Xy (4.3)
w = (XXT + λI)−1Xy (4.4)
= Xα. (4.5)
4.1.3 Least Absolute Shrinkage and Selection Operator (LASSO)
Lasso is a regression analysis method that performs both variable se-
lection and regularization in order to enhance the prediction accuracy and
interpretability of the statistical model it produces [21].
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The lasso estimate is defined as
βˆlasso = argmin
β∈Rp
‖y −Xβ‖22 + λ
p∑
j=1
|βj|
= argmin
β∈Rp
‖y −Xβ‖22︸ ︷︷ ︸
Loss
+λ ‖β‖1︸︷︷︸
Penalty
The only difference between the lasso problem and ridge regression is
that the latter uses a (squared) `2 penalty ‖β‖22, while the former uses an `1
penalty ‖β‖1. But even though these problems look similar, their solutions
behave very differently [22].
The tuning parameter λ controls the strength of the penalty, and (like
ridge regression) we get βˆlasso = the linear regression estimate when λ = 0,
and βˆlasso = 0 when λ =∞
For λ in between these two extremes, we are balancing two ideas: fitting
a linear model of y on X, and shrinking the coefficients. But the nature of the
`1 penalty causes some coefficients to be shrunken to zero exactly.
This is what makes the lasso substantially different from ridge regression: it
is able to perform variable selection in the linear model. As λ increases, more
coefficients are set to zero (less variables are selected), and among the nonzero
coefficients, more shrinkage is employed.
• The bias increases as λ (amount of shrinkage) increases,
• The variance decreases as λ (amount of shrinkage) increases.
In terms of prediction error (or mean squared error), the lasso performs
comparably to ridge regression.
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4.1.4 Support Vector Regression (SVR)
The model produced by SVR, similar to support vector classification
principle, depends only on a subset of the training data, because the cost
function for building the model ignores any training data close to the model
prediction.[19] For given values α > 0, and  > 0 the empirical cost function
is given by,
C = α
n∑
i=1
|yi − f(xi)|
where,
|z| = max{0, |z| − }
is known as the  insensitive function,
Ω(||f ||) = 1
2
||f ||2.
With these choices, kernel regression becomes support vector regres-
sion. The parameter  controls the sparceness of the solution. The smoothing
parameter α controls the relative importance of the empirical cost C rela-
tive to the complexity penalty Ω. [23]. The primal optimization problem for
minimizing the above -insensitive regularized empirical cost over functions
f(x) =< w, x > +b invloves Euclidean inner product. The dual problem is
simple quadratic programming problem that depends on the observed data
only through the values of (< xi, xj >) [24]. Primal–dual methods are typi-
cally based on the primal and dual information for solving convex quadratic
problems with bounded variables [25].
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The Primal Problem for SV Regression
We seek the solution of,
minimize(α
n∑
i=1
|yi − f(xi)| + 1
2
n∑
i=1
w2i )
over b, w when f(x) =< w, x > +b. This is equivalent to,
minimize(α
n∑
i=1
ui +
1
2
n∑
i=1
w2i )
over ui, wi, b subject to: ui ≥ |yi − f(xi)| for i ≤ n. Each of the last n
inequalities corresponds to three inequalities,
ui ≥ 0, ui ≥ yi − f(xi)− , ui ≥ f(xi)− yi − 
The Dual Problem for SV Regression
To compute the dual we need to find,
W (λ, λ∗, β, β∗) = min
w,b,ξ,ξ∗
The values of w, b, ξ, ξ∗ where the minimum is achieved must satisfy,
∇w = 0 ⇐⇒ w =
∑
i
(λi − λ∗i )xi
∇b = 0 ⇐⇒
∑
i
λi =
∑
i
λ∗i
∇ξ = 0 ⇐⇒ λj + βj = α for j ≤ n.
∇ξ∗ = 0 ⇐⇒ λ∗j + β∗j = α for j ≤ n.
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Thus,
W (λ, λ∗) =
1
2
∑
i,j
(λi − λ∗i )(λj − λ∗j)K(xi, xj)
+
∑
i
(λi − λ∗i )yi − 
∑
i
(λi + λ
∗
i )
−
∑
i,j
(λi − λ∗i )(λj − λ∗j)K(xi, xj)
The dual problem becomes,
(Dual) max
λ,λ∗
W (λ, λ∗)
subject to: ∑
j
λj =
∑
j
λ∗j
0 ≤ λj ≤ α, 0 ≤ λ∗j ≤ α.
where λj + βj = α, involving λj ≥ 0, βj ≥ 0
4.2 Machine Learning algorithms for discrete data
Classification problems aim to identify the characteristics that indicate
the group to which each case belongs. This pattern can be used both to
understand and examine the existing data and their classes and to predict
how new instances will behave.
4.2.1 K-nearest neighborhood
KNN algorithm is used to classify test data by finding the K nearest
matches in training data and then using the label of closest matches to predict.
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Traditionally, distance such as euclidean distance is used to find the closest
match.
In pattern recognition, the KNN algorithm is a method for classifying
objects based on closest training examples in the feature space. KNN is a
type of instance-based learning, or lazy learning where the function is only
approximated locally and all computation is deferred until classification [26].
This algorithm simply retains the entire training set during learning
and assigns to each query a class represented by the majority label of its
k-nearest neighbors in the training set.
Selecting a suitable neighborhood size K is a key issue that largely
affects the classification performance of KNN. As for KNN, the small train-
ing sample size can greatly affect the selection of the optimal neighborhood
size K and the degradation of the classification performance of KNN is easily
produced by the sensitivity of the selection of K.
R =
(
N∑
i=1
|xi − yi|2
)1
2
.
where N is the number of input variables used for the classification, xi are
coordinates of an event from a training sample and yi are variables of an
observed test event. The k events with the smallest values of R are the k-
nearest neighbours. The value of k determines the size of the neighbourhood
for which a probability density function is evaluated. Generally speaking, the
classification results are very sensitive to two aspects: the data sparseness and
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the noisy, ambiguous or mislabeled points if K is too small, and many outliers
within the neighborhood from other classes if K is too large. Large values of k
do not capture the local behavior of the probability density function. On the
other hand, small values of k cause statistical fluctuations in the probability
density estimate.
4.2.2 Support Vector Machine (SVM)
SVM is a supervised learning model that assigns new examples to one
category or the other, making it a non-probabilistic binary linear classifier. It
constructs a hyperplane (which that has the largest distance to the nearest
training-data point of any class (so-called functional margin), since in general
the larger the margin, the lower the generalization error of the classifier) in a
high- or infinite-dimensional space, which can be used for classification [27].
A hyper plane in an n-D feature space can be represented by the fol-
lowing equation:
f(x) = xTw + b =
n∑
i=1
xiwi + b = 0
Dividing by ||w||, we get
xTw
||w|| = Pw(x) = −
b
||w||
indicating that the projection of any point x on the plane onto the vector w
is always −b/||w||, i.e., w is the normal direction of the plane, and |b|/||w|| is
the distance from the origin to the plane.
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The equation of the hyper plane is not unique. c f(x) = 0 represents
the same plane for any c.
The n-D space is partitioned into two regions by the plane. Specifically,
we define a mapping function y = sign(f(x)) ∈ {1,−1},
f(x) = xTw + b =
{
> 0, y = sign(f(x)) = 1, x ∈ P
< 0, y = sign(f(x)) = −1, x ∈ N
Thus,
yf(x) = y(xTw + b) ≥ 0
which is the condition a successful classifier should satisfy.
We assume initially w = 0, and the K training samples are presented
repeatedly, the learning law during training will yield eventually:
w =
K∑
i=1
αiyixi
where αi > 0.
Thus, maximizing margin with respect to support vectors,
yi(x
T
i w + b) ≥ 1, (i = 1, · · · ,m)
where, equality holds for points on the planes H+ or H− called support vectors,
for which
b = yi − xTi w = yi −
m∑
j=1
αjyj(x
T
i xj)
The goal is to maximize this distance, or, equivalently, to minimize the
norm ||w||. Now the problem of finding the optimal decision plane in terms of
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w and b can be formulated as:
minimize
1
2
wTw =
1
2
||w||2 (objective function)
subject to yi(x
T
i w + b) ≥ 1, or 1− yi(xTi w + b) ≤ 0, (i = 1, · · · ,m)
Lp(w, b, α) =
1
2
||w||2 +
m∑
i=1
αi(1− yi(xTi w + b))
We let
∂
∂W
Lp(w, b) = 0,
∂
∂b
Lp(w, b) = 0
w =
m∑
j=1
αjyjxj, and
m∑
i=1
αiyi = 0
Substituting these two equations back into the expression of L(w, b),
we get the dual problem (with respect to αi) of the above primal problem:
maximize Ld(α) =
m∑
i=1
αi − 1
2
m∑
i=1
m∑
j=1
αiαjyiyjx
T
i ,xj
subject to αi ≥ 0,
m∑
i=1
αiyi = 0
Solving this dual problem (an easier problem than the primal one), we
get αi, from which w of the optimal plane can be found.
1
||w|| =
(∑
i∈sv
αi
)−1/2
Soft Margin SVM
When the two classes are not linearly separable (e.g., due to noise), the
condition for the optimal hyper-plane can be relaxed by including an extra
term:
yi(x
T
i w + b) ≥ 1− ξi, (i = 1, · · · ,m)
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For minimum error, ξi ≥ 0 should be minimized as well as ||w||, and
the objective function becomes:
minimize wTw + C
m∑
i=1
ξki
subject to yi(x
T
i w + b) ≥ 1− ξi, and ξi ≥ 0; (i = 1, · · · ,m)
Here C is a regularization parameter that controls the trade-off between
maximizing the margin and minimizing the training error. Small C tends to
emphasize the margin while ignoring the outliers in the training data, while
large C may tend to overfit the training data.
Kernel Mapping
The algorithm above converges only for linearly separable data. If the
data set is not linearly separable, we can map the samples x into a feature
space of higher dimensions:
x −→ φ(x)
in which the classes can be linearly separated. The decision function in the
new space becomes:
f(x) = φ(x)Tw + b =
m∑
j=1
αjyj(φ(x)
Tφ(xj)) + b
where
w =
m∑
j=1
αjyjφ(xj)
and b are the parameters of the decision plane in the new space.
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A kernel is a function that takes two vectors xi and xj as arguments
and returns the value of the inner product of their images φ(xi) and φ(xj):
K(x1,x2) = φ(x1)
Tφ(x2)
4.2.2.1 Polynomial Kernel SVM
K(xi, xj) = (x
T
i xj + 1)
d
where d is degree of polynomial.
4.2.2.2 Gaussian Radial Basis Function (RBF) Kernel SVM
K(xi,xj) = exp
(
− ‖ xi − xj ‖
2
2σ2
)
where σ is a tunable parameter.
4.3 Reinforcement Learning algorithms
These are about taking suitable actions to maximize reward in a par-
ticular situation. Such algorithms are implemented to find the best possible
behavior or path that should be taken in a specific situation. Reinforcement
learning differs from supervised learning in that, in supervised learning, the
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training data has the answer key with it, so the model is trained with the
correct answer itself; in contrast, in reinforcement learning, there is no answer
but the reinforcement agent decides what to do to perform the given task. In
the absence of a training dataset, it is bound to learn from its experience [28].
• Input: The input should be an initial state from which the model will
start.
• Output: There are many possible outputs as there are variety of solutions
to a particular problem.
• Training: The training is based upon the input, The model will return
a state and the user will decide to reward or punish the model based on
its output.
• The best solution is decided based on the maximum reward.
Activation Function
The activation function (Transfer function) of a node defines the output
of that node, given an input or set of inputs. This output is then used as input
for the next node and so on until a desired solution to the original problem is
found. It maps the resulting values in between 0 to 1 or -1 to 1, etc.(depending
upon the function) [29].
The Nonlinear Activation Functions are the most used activation func-
tions. They make it easy for the model to generalize or adapt with a variety
of data and to differentiate between the output [30].
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4.3.1 Sigmoid or Logistic Activation
The Sigmoid Function curve looks like S-shape. The main reason why
we use the sigmoid function is because its values lie between 0 and 1. Therefore,
it is especially used for models where we have to predict the probability as an
output. Since the probability of anything exists only between the range of 0
and 1, sigmoid is a good choice. The function is differentiable. That means,
we can find the slope of the sigmoid curve at any two points. The function is
monotonic but its derivative is not. The logistic sigmoid function can cause a
neural network to get stuck at the training time. The sigmoid function takes
a real value as input and outputs another value between 0 and 1. It is easy
to work with and has all the nice properties of activation functions: it is non-
linear, continuously differentiable, monotonic, and has a fixed output range
[31].
• It is nonlinear in nature. Combinations of this function are also nonlin-
ear.
• It will give an analog activation, unlike a step function.
• It has a smooth gradient and this is good for a classifier.
• The output of the activation function is always going to be in the range
(0,1) compared to (-inf, inf) of a linear function. So we have our activa-
tions bound in a range.
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• Towards either end of the sigmoid function, the Y values tend to respond
very little to changes in X.
• It gives rise to a problem of “vanishing gradients”.
• Its output is not zero centered. It makes the gradient updates go too far
in different directions, 0 <output <1, and it makes optimization more
difficult.
• Sigmoids saturate and have a very small gradient value as the parameter
becomes large.
• The network refuses to learn further or is drastically slow (depending on
the use case and until gradient/computation gets hit by floating point
value limits).
4.3.2 Rectified Linear Unit (ReLU) Activation
The ReLU is the most used activation function in the world right now,
since it is used in almost all the convolutional neural networks. The function
and its derivative both are monotonic. But the issue is that all the negative
values become zero immediately which decreases the ability of the model to fit
or train from the data properly. That means any negative input given to the
ReLU activation function turns the value into zero immediately in the graph,
which in turns affects the resulting graph by not mapping the negative values
appropriately [31].
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• ReLU activation avoids and rectifies vanishing gradient problem.
• ReLu is less computationally expensive than sigmoid because it involves
simpler mathematical operations. layers of a Neural Network Model.
• Some gradients can be fragile during training and can die. This can
cause a weight update which will makes it never activate on any data
point again.
• For activations in the region (x <0) of ReLu, the gradient will be 0
because of which the weights will not get adjusted during descent.This
is called dying ReLu problem.
• The range of ReLu is [0, inf). This means it can blow up the activation.
Figures 4.1 and 4.2 show graphs for these two activation function. The
role of activation functions is to make layers non-linear useful in establishing
non-linear relation between features and output. In the case of simulation-
based verification, the knobs or System Verilog constraints are features and
coverage of the desired signal is output.
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Figure 4.2: ReLU Function
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Chapter 5
Testing on DUT - MESI ISC cache controller
5.1 Description of Design Under Test (DUT)
The memory subsystem is one of the most important parts of CPU
system. It consists of – off-chip, slow and inexpensive main memory (Dynamic
Random Access Memory) to be accessed through a bus connection and on-
chip fast and expensive cache memory (Static Random Access Memory). The
cache is typically integrated directly into the CPU chip and is hierarchical.
The purpose of cache memory is to store program instructions and data that
are used repeatedly in the operation of programs or information that the CPU
is likely to access in the near future. Today’s multicore chips commonly have
private L1 caches and partially or fully shared higher level caches. The cores
use caches to both reduce the average memory latency and reduce memory
traffic [32].
A coherent system is one in which all the different copies of the same
memory address are consistent. Cache coherence is a major concern in a
multicore environment because of distributed lower level caches. Since each
core has its own cache, the copy of the data in that cache may not always
be the most up-to-date version. This means that if a core writes a certain
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data to a memory address then any other core that accesses this address reads
the updated data. One of the cases that inconsistency can occur is when
the system cores (also called masters) have memory caches. Without special
care, it is possible that a cache or the memory contains data that has not
been updated correctly. In general, there are two schemes for cache coherence;
a snooping protocol and a directory-based protocol. The snooping protocol
only works with a bus-based system and uses a number of states to determine
whether or not it needs to update cache entries, and whether it has control
over writing to the block. The directory-based protocol can be used on an
arbitrary network and is, therefore, scalable to many processors or cores.
There are two approaches in snoopy systems – write-broadcast in which
the write is broadcasted to all caches so that they can update their line accord-
ingly, and write-invalidate in which the write is simply used to invalidate the
lines in the other caches. The MESI protocol is an example of write-invalidate.
The Design under test – MESI InterSection Controller (ISC) is a coherence
system controller which synchronizes the memory requests of the system mas-
ters. It enables the consistency of the data in the memory and in the local
caches.
The MESI ISC design supports the MESI protocol. The MESI protocol
is used for systems with multi masters (cores) and local caches. The cache
policy is write-back. In the MESI protocol any cache line has one of four
states: Modified, Exclusive, Shared, and Invalid. A Modified cache line is
owned only by the current cache and it is modified (dirty) by a data write
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operation of the local master. An Exclusive cache line is owned only by the
current cache and it is not dirty. A Shared cache line is owned by the current
cache and also can be owned by other caches and it is not dirty. An invalid
state means that the cache line is invalid and does not contain valid data [33].
The MESI protocol makes it possible to maintain the coherence in
cached systems. It is based on the four states that a block in the cache mem-
ory can have. These four states are the abbreviations for MESI: modified,
exclusive, shared and invalid. The states are explained in more detail below.
• Invalid: It is a non-valid state. The data you are looking for are not in
the cache, or the local copy of these data is not correct because another
processor has updated the corresponding memory position. Or the state
remains invalid if the current operation doesn’t involve memory access.
• Shared: Shared without having been modified. Another processor can
have the data into the cache memory and both copies are in their current
version.
• Exclusive: Exclusive without having been modified. That is, this cache
has exclusive read access to unmodified data. Data blocks are consistent
with the existing values in the main memory.
• Modified: Actually, it is an exclusive-modified state. It means that the
cache has the only copy that is correct in the whole system. The data
which are in the main memory are wrong.
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Figure 5.1: State transition diagram of MESI cache coherence protocol [1]
In a basic system, any master has a port of the main bus for performing
the memory read accesses and writes accesses. In a coherency system, the mas-
ters have to accept information and messages from the coherency controller.
The masters of a system that adopt the MESI ISC contain an additional port
of the coherency bus. The main bus is used as in a basic system to perform
memory accesses. In addition the main bus and the coherency bus are used
for the coherence protocol. The transactions of the main bus are initiated and
driven by the masters. They respond by the main memory, the system matrix
or the coherency controller. The transactions that are done in the main bus
are as follows.
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1. Write access – A write access to the memory (legacy bus transaction).
2. Read access – A read access to the memory (legacy bus transaction).
3. Write broadcast – A write broadcast request. Asks for all other mas-
ters to evict and invalidate data of the requested address. This transac-
tion type is unique for coherency systems.
4. Read broadcast – A read broadcast request. Asks for all other masters
to evict modified data of the requested address. This transaction type
is unique for coherency systems.
The coherency bus is unique for coherency systems. Its transactions are
initiated and driven by the coherency controller. These transactions respond
to the masters. The transactions that are done in the coherency bus are as
follows.
1. Write snoop – Another master request to write to a requested memory
location.
2. Read snoop – Another master request to read to a requested memory
location.
3. Enable write – A respond to a write broadcast (which was performed
in the main bus). It means that the write to the requested memory
location can be done.
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4. Enable read – A respond to a read broadcast (which was performed in
the main bus). It means that the read to the requested memory location
can be done.
In general, a coherency operation starts when a master (initiator) starts
generating an access the memory. Prior to any memory access the master sends
a broadcast request to the main memory. The coherency controller spreads
the request to all the other masters and collects the responses. Then it enables
the initiator to perform the memory access. All operations of the coherency
controller are done via the coherency bus.
Figure 5.2 describes the internal structure of MESI ISC. The DUT has
a quad-core coherency configuration. Each CPU has its own FIFO of depth
16. They are used for resolving load-store conflicts. That is, if two CPUs try
to access the same address at the same time, the one with higher priority gets
the access and the one with lower priority will insert a corresponding entry in
its FIFO. Thus deep FIFOs are hard-to-reach states as only address conflicts
will result in an increase in the depth of the queue.
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Figure 5.2: Description of DUT
5.2 Experimental Setup
We chose FIFO 0 depth, FIFO 1 depth, FIFO 2 depth, and FIFO 3 depth
as the target states. The constraints (also called knobs) chosen were,
1. Address control – The tag, index, and offset ranges for each CPUs
2. Instruction control – The relative distribution of various commands (NOP,
WR, RD, WR BROADCAST and RD BROADCAST)
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Figure 5.3 denotes a sample knobs file, whose each row will be converted
to ‘a set of constraints’.
In the experiments, initially, 10000 sets of random knobs were gener-
ated. After every iteration through learning engine, 2000 new knobs are gen-
erated. Each row or set of knobs is used to generate random 1000 sequences,
to be fed to DUT.
Figure 5.4 denotes the complete flow for testing the MESI ISC RTL.
The trained model is checked on the new random set of knobs and only those
knobs are accumulated in the next input file for which the predicted output
is beyond a certain threshold. This is repeated unless the new set has 2000
“good” knobs.
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Figure 5.3: Sample csv of knobs to be changed to System Verilog constraints
and to be simulated through DUT
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Figure 5.4: Complete flow for testing
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5.3 Results
Table 5.1: Different Learning algorithms tested for increasing FIFO depth
No Machine Learning Description Average
Algorithm FIFO Depth
1 Linear Regressor Effect of 7.975
learning rate
η = 0.1 & 0.01
2 Ridge Regressor Regularization strength 8.611
α = 0.5
3 Lasso Regressor L1 term constant 8.683
α = 0.1
4 Support Vector Penalty Term C = 0.1 8.072
Regressor  = 0.5
5 k-nearest neighborhood Effect of 7.383
classifier k = 3, 5, & 7
6 Polynomial Kernel Effect of 6.204
SVM classifier degree = 1 & 2
7 RBF Kernel Effect of 7.040
SVM classifier σ = 0.1 & 1
8 Sigmoid activated Layer: dense 3 8.026
Neural Net Param# = 2112
Layer: dense 4
Param# = 4160
Layer: dense 5
Param# = 65
9 ReLU activated Layer: dense 3 8.072
Neural Net Param# = 2112
Layer: dense 4
Param# = 4160
Layer: dense 5
Param# = 65
10 Proprietary RL Feed forward net, 8.947
(inzone.ai) with 2 hidden layers
RELU activated
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The type of problem statement to maximize the FIFO depth is in a
continuous domain and hence regressors perform better than classifiers. For
KNN classification (defined in subsection 4.2.1), the knobs are categorized into
4 classes – worst, bad, good and best with corresponding average FIFO depths
in the range 0–3, 3–7, 7–11 and 11–15 respectively. For a binary classification
SVM there are two classes: good and bad with corresponding average FIFO
depths in the range 0–7 and 7–15 respectively.
This setting of knob-constraints and coverage details is tested using a
proprietary IP algorithm from (inzone.ai), which is a function approximator.
It is a simple feedforward net, with 2 hidden layers. Activation is RELU,
except the final layer which has no activation, since it acts as a regressor.
Figures 5.5, 5.6 and 5.7 denote iteration wise improvement in average
FIFO depth. Iteration 0 is the initial random set of knobs with 10000 rows,
common input to all types of learning engines. Its average FIFO depth is 1.34.
Figure 5.5 shows that learning rate η = 0.1 shows slightly better results with
the highest average depth around 9 after 5th iteration. Figure 5.6 shows that
k = 7 shows best results among k = 3, k = 5 and k = 7 with highest depth
close to 9.5 after 5th iteration. Figure 5.7 compares performance for different
kernel functions and their parameters. It can be seen that overall RBF kernel
function SVM performs better than polynomial kernel function SVM.
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Figure 5.5: Iteration-wise average FIFO depth achieved for different values of
learning rate η in linear regressor
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Figure 5.6: Iteration-wise average FIFO depth achieved for different values of
k in KNN
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Figure 5.7: Iteration-wise average FIFO depth achieved for different kernels of
SVM
Figure 5.8 consists of 6 iteration-wise histogram plots. The X-axis
denotes the percent of the time the FIFO was full (i.e., if the simulation is run
for 1000 clock cycles, and if FIFO is full for 50 clock cycles, the percent of the
time would be 5%). Iteration 0 (random) is very poor in terms of coverage
performance. After a few iterations, there is an accumulation of sufficient
training data and learning gets better. There is significant improvement and
the mean of histogram shifts towards right. Also, there are more data points
with high FIFO depths in iteration 4 and 5 compared to first 3. Thus, the
learning engine is able to learn the correct set of knobs, to be fed to testbench
which would potentially lead to better coverage.
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(a) Iteration 0 (random) (b) Iteration 1
(c) Iteration 2 (d) Iteration 3
(e) Iteration 4 (f) Iteration 5
Figure 5.8: FIFO full occurrence details
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Figure 5.9 denotes final histograms for all regressors for the average
FIFO depth after all iterations are performed. Among the regressors, Lasso
and ridge regressors are better and achieve average FIFO depth of 8.6. Linear
regressor has sparse data points - mix set of some knobs performing really good
and some knobs performing as bad as random dataset. SV regressor is better
if the variance of data points is compared. Most of the datapoints are closer
to mean. All these regressors use default functions given by scikit library [34].
(a) Histogram - Linear Regression (b) Histogram - Lasso Regression
(c) Histogram - Ridge Regression (d) Histogram - SV Regression
Figure 5.9: Average FIFO depth histogram for Regressors
Figure 5.10 denotes final histograms for all classifiers for the average
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FIFO depth after all iterations are performed. Among the classifiers, KNN
has sparse data points compared to SVM. KNN uses default library function
given by scikit library [34] and gives a mean depth of 7.3. SVM classifiers are
written from scratch using coordinate gradient descent method and are better
if the variance of datapoints is compared.
(a) Histogram - KNN classifier (b) Histogram - Poly SVM classifier
(c) Histogram - RBF SVM classifier
Figure 5.10: Average FIFO depth histogram for Classifiers
Figure 5.11 denotes final histograms for the neural net for the average
FIFO depth after all iterations are performed. ReLU activated net is slightly
better than sigmoid activated net. Both use functions given in tensorflow
50
library [35] and have average FIFO depth of about 8.
(a) Histogram - ReLU Net (b) Histogram - Sigmoid Net
Figure 5.11: Average FIFO depth histogram for Neural Net
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Chapter 6
Conclusion and Future Work
Simulation-based verification is one of the most popular methods to
verify state-of-the-art complex designs. The main challenge is to come up
with a specific input test stimulus which would excite a particular logic sig-
nal or which would result in a particular state of the design after certain
number of cycles. These constrained random test cases can be fed through a
Machine Learning algorithm. Thus, a machine learning driven pattern recog-
nition based test sequence generation is proposed to improve coverage and
reachability of hard-to-hit states and enhance functional verification without
the exploration of whole state space.
So far, ML models regressors like linear regressor, classifiers like k-
nearest neighborhood and Genetic Algorithm are used to solve this problem.
In this thesis, 7 open source algorithms – 4 regressors, 1 classifier and 2 rein-
forcement learning algorithms along with custom written coordinate gradient
descent based SVM model and a proprietary RL IP by inzone.ai are studied
for a cache coherence RTL DUT.
The methodology developed here is scalable and can be applied to other
RTLs as well. This work can be extended for other more complex industry
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design level DUTs. We are now working on extending this approach to testing
of 6-stage out-of-order Ariane RISC V RTL design.
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Appendix
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1# Linear Regressor
2
3# −−−−−−−−−−−−−−−−−−−− imports −−−−−−−−−−−−−−−−−−−−#
4 import numpy as np
5 import matp lo t l i b . pyplot as p l t
6 from s k l ea rn import l i n ea r mode l
7 from s k l ea rn . met r i c s import mean squared error , r 2 s c o r e
8 import csv
9 import sys , getopt
10 import random
11
12#−−−−−−−−−−−−−−−−−−−−− main −−−−−−−−−−−−−−−−−−−−−−−−−#
13 de f main ( argv ) :
14
15 # −−−−−−−−−−−−− I n i t i a l i z a t i o n s −−−−−−−−−−−−−−#
16 i n p u t f i l e = ’ ’
17 o u t p u t f i l e = ’ ’
18 i n s i z e = 0
19 o u t s i z e = 0
20 th r e sho ld = 8
21 cnt = 0
22 i t e r = 0
23
24 # −−−−−−−−−−−−− Get arguments −−−−−−−−−−−−−−#
25 t ry :
26 opts , args = getopt . getopt ( argv , ” h i : o : s : t : ” , [ ” i f i l e =” , ”
o f i l e=” , ” i n s i z e=” , ” o u t s i z e=” ] )
27 except getopt . GetoptError :
28 pr in t ( ’ l i n e a r r e g r e s s o r . py − i < i n p u t f i l e> −o <
o u t p u t f i l e> −s < i n s i z e> −t <out s i z e> ’ )
29 sys . e x i t (2 )
30 f o r opt , arg in opts :
31 i f opt == ’−h ’ :
32 pr in t ( ’ l i n e a r r e g r e s s o r . py − i < i n p u t f i l e> −o <
o u t p u t f i l e> −s < i n s i z e> −t <out s i z e> ’ )
33 sys . e x i t ( )
34 e l i f opt in ( ”− i ” , ”−− i f i l e ” ) :
35 i n p u t f i l e = arg
36 e l i f opt in ( ”−o” , ”−−o f i l e ” ) :
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37 o u t p u t f i l e = arg
38 e l i f opt in ( ”−s ” , ”−− i n s i z e ” ) :
39 i n s i z e = i n t ( arg )
40 e l i f opt in ( ”−t ” , ”−−o u t s i z e ” ) :
41 o u t s i z e = i n t ( arg )
42
43 reader = csv . r eader ( open ( i n p u t f i l e , ” r ” ) , d e l i m i t e r=” , ” )
44 t r a i n d a t a=l i s t ( reader )
45
46 out = open ( o u t p u t f i l e , ’ ab ’ )
47
48 # −−−−−−−−−−−− Set and c a l l model −−−−−−−−−−−−#
49 lm= l in ea r mode l . L inearRegre s s i on ( )
50 t r a i n m a t r i x = np . array ( t ra in data , dtype=np . f l o a t )
51
52 X t r a i n t = t r a i n m a t r i x . t ranspose ( ) [ 0 : i n s i z e ]
53 X tra in = X t r a i n t . t ranspose ( )
54 Y t r a i n t = t r a i n m a t r i x . t ranspose ( ) [ i n s i z e : i n s i z e+o u t s i z e
]
55 Y tra in = Y t r a i n t . t ranspose ( )
56
57 lm . f i t ( X train , Y tra in )
58
59 whi le cnt < 2000 :
60 i t e r = i t e r + 1
61 t e s t m a t r i x = np . z e ro s ( ( i n s i z e , 1 ) )
62 f o r i in range (20) :
63 t e s t m a t r i x [ i ] = random . rand int (1 , 100)
64 f o r i in range (12) :
65 t e s t m a t r i x [20+ i ] = random . rand int (0 , 7 )
66
67 y pred = lm . p r e d i c t ( t e s t m a t r i x . t ranspose ( ) )
68 f l a g = 1
69 f o r i in range ( l en ( y pred ) ) :
70 i f y pred [ i ] [ 0 ] < th r e sho ld :
71 f l a g = 0
72 break
73 i f ( f l a g == 1) :
74 np . save txt ( out , t e s t m a t r i x . t ranspose ( ) , fmt=’%i ’ ,
56
d e l i m i t e r=” , ” )
75 cnt = cnt + 1
76
77 out . c l o s e ( )
78
79 i f name == ” main ” :
80 main ( sys . argv [ 1 : ] )
Listing 1: Linear Regressor
1
2# Ridge Regressor
3# Sample Command: python r i d g e r e g r e s s o r . py − i t r a i n d a t a .
csv −o t e s t d a t a 4 . csv −s ”32” −t ”4”
4
5# −−−−−−−−−−−−−−−−−−−− imports −−−−−−−−−−−−−−−−−−−−#
6 import numpy as np
7 import matp lo t l i b . pyplot as p l t
8 from s k l ea rn import l i n ea r mode l
9 from s k l ea rn . met r i c s import mean squared error , r 2 s c o r e
10 import csv
11 import sys , getopt
12 import random
13
14#−−−−−−−−−−−−−−−−−−−−− main −−−−−−−−−−−−−−−−−−−−−−−−−#
15 de f main ( argv ) :
16
17 # −−−−−−−−−−−−− I n i t i a l i z a t i o n s −−−−−−−−−−−−−−#
18 i n p u t f i l e = ’ ’
19 o u t p u t f i l e = ’ ’
20 i n s i z e = 0
21 o u t s i z e = 0
22 th r e sho ld = 8
23 cnt = 0
24 i t e r = 0
25
26 # −−−−−−−−−−−−− Get arguments −−−−−−−−−−−−−−#
27 t ry :
28 opts , args = getopt . getopt ( argv , ” h i : o : s : t : ” , [ ” i f i l e =” , ”
o f i l e=” , ” i n s i z e=” , ” o u t s i z e=” ] )
57
29 except getopt . GetoptError :
30 pr in t ( ’ r i d g e r e g r e s s o r . py − i < i n p u t f i l e> −o <o u t p u t f i l e
> −s < i n s i z e> −t <out s i z e> ’ )
31 sys . e x i t (2 )
32 f o r opt , arg in opts :
33 i f opt == ’−h ’ :
34 pr in t ( ’ r i d g e r e g r e s s o r . py − i < i n p u t f i l e> −o <
o u t p u t f i l e> −s < i n s i z e> −t <out s i z e> ’ )
35 sys . e x i t ( )
36 e l i f opt in ( ”− i ” , ”−− i f i l e ” ) :
37 i n p u t f i l e = arg
38 e l i f opt in ( ”−o” , ”−−o f i l e ” ) :
39 o u t p u t f i l e = arg
40 e l i f opt in ( ”−s ” , ”−− i n s i z e ” ) :
41 i n s i z e = i n t ( arg )
42 e l i f opt in ( ”−t ” , ”−−o u t s i z e ” ) :
43 o u t s i z e = i n t ( arg )
44
45 reader = csv . r eader ( open ( i n p u t f i l e , ” r ” ) , d e l i m i t e r=” , ” )
46 t r a i n d a t a=l i s t ( reader )
47
48 out = open ( o u t p u t f i l e , ’ ab ’ )
49
50 # −−−−−−−−−−−− Set and c a l l model −−−−−−−−−−−−#
51 lm= l in ea r mode l . Ridge ( alpha =.5)
52 t r a i n m a t r i x = np . array ( t ra in data , dtype=np . f l o a t )
53
54 X t r a i n t = t r a i n m a t r i x . t ranspose ( ) [ 0 : i n s i z e ]
55 X tra in = X t r a i n t . t ranspose ( )
56 Y t r a i n t = t r a i n m a t r i x . t ranspose ( ) [ i n s i z e : i n s i z e+o u t s i z e
]
57 Y tra in = Y t r a i n t . t ranspose ( )
58
59 Y tra in avg = np . mean( Y train , a x i s =1)
60 Y tra in avg = np . reshape ( Y tra in avg , ( Y tra in avg . s i z e , 1 ) )
61 pr in t ( Y tra in avg . shape )
62 lm . f i t ( X train , Y tra in )
63
64 whi le cnt < 20 :
58
65 i t e r = i t e r + 1
66 t e s t m a t r i x = np . z e ro s ( ( i n s i z e , 1 ) )
67 f o r i in range (20) :
68 t e s t m a t r i x [ i ] = random . rand int (1 , 100)
69 f o r i in range (12) :
70 t e s t m a t r i x [20+ i ] = random . rand int (0 , 7 )
71
72 y pred = lm . p r e d i c t ( t e s t m a t r i x . t ranspose ( ) )
73 f l a g = 1
74 f o r i in range ( l en ( y pred ) ) :
75 i f y pred [ i ] [ 0 ] < th r e sho ld :
76 f l a g = 0
77 break
78 i f ( f l a g == 1) :
79 np . save txt ( out , t e s t m a t r i x . t ranspose ( ) , fmt=’%i ’ ,
d e l i m i t e r=” , ” )
80 cnt = cnt + 1
81
82 pr in t ( i t e r )
83 out . c l o s e ( )
84
85 i f name == ” main ” :
86 main ( sys . argv [ 1 : ] )
Listing 2: Ridge Regressor
1
2# Lasso Regressor
3
4# −−−−−−−−−−−−−−−−−−−− imports −−−−−−−−−−−−−−−−−−−−#
5 import numpy as np
6 import matp lo t l i b . pyplot as p l t
7 from s k l ea rn import l i n ea r mode l
8 from s k l ea rn . met r i c s import mean squared error , r 2 s c o r e
9 import csv
10 import sys , getopt
11 import random
12
13#−−−−−−−−−−−−−−−−−−−−− main −−−−−−−−−−−−−−−−−−−−−−−−−#
14 de f main ( argv ) :
59
15
16 # −−−−−−−−−−−−−−− I n i t i a l i z a t i o n s −−−−−−−−−−−#
17 i n p u t f i l e = ’ ’
18 o u t p u t f i l e = ’ ’
19 i n s i z e = 0
20 o u t s i z e = 0
21 th r e sho ld = 8
22 cnt = 0
23 i t e r = 0
24
25 # −−−−−−−−−−−−−− Get arguments −−−−−−−−−−−−#
26 t ry :
27 opts , args = getopt . getopt ( argv , ” h i : o : s : t : ” , [ ” i f i l e =” , ”
o f i l e=” , ” i n s i z e=” , ” o u t s i z e=” ] )
28 except getopt . GetoptError :
29 pr in t ( ’ l i n e a r r e g r e s s o r . py − i < i n p u t f i l e> −o <
o u t p u t f i l e> −s < i n s i z e> −t <out s i z e> ’ )
30 sys . e x i t (2 )
31 f o r opt , arg in opts :
32 i f opt == ’−h ’ :
33 pr in t ( ’ l i n e a r r e g r e s s o r . py − i < i n p u t f i l e> −o <
o u t p u t f i l e> −s < i n s i z e> −t <out s i z e> ’ )
34 sys . e x i t ( )
35 e l i f opt in ( ”− i ” , ”−− i f i l e ” ) :
36 i n p u t f i l e = arg
37 e l i f opt in ( ”−o” , ”−−o f i l e ” ) :
38 o u t p u t f i l e = arg
39 e l i f opt in ( ”−s ” , ”−− i n s i z e ” ) :
40 i n s i z e = i n t ( arg )
41 e l i f opt in ( ”−t ” , ”−−o u t s i z e ” ) :
42 o u t s i z e = i n t ( arg )
43
44 reader = csv . r eader ( open ( i n p u t f i l e , ” r ” ) , d e l i m i t e r=” , ” )
45 t r a i n d a t a=l i s t ( reader )
46 out = open ( o u t p u t f i l e , ’ ab ’ )
47
48 # −−−−−−−−−−−−−−−− Set and c a l l model −−−−−−−−−−−−−#
49 lm= l in ea r mode l . Lasso ( alpha =0.1)
50 t r a i n m a t r i x = np . array ( t ra in data , dtype=np . f l o a t )
60
51
52 X t r a i n t = t r a i n m a t r i x . t ranspose ( ) [ 0 : i n s i z e ]
53 X tra in = X t r a i n t . t ranspose ( )
54 Y t r a i n t = t r a i n m a t r i x . t ranspose ( ) [ i n s i z e : i n s i z e+o u t s i z e
]
55 Y tra in = Y t r a i n t . t ranspose ( )
56
57 lm . f i t ( X train , Y tra in )
58
59 whi le cnt < 2000 :
60 i t e r = i t e r + 1
61 t e s t m a t r i x = np . z e ro s ( ( i n s i z e , 1 ) )
62 f o r i in range (20) :
63 t e s t m a t r i x [ i ] = random . rand int (1 , 100)
64 f o r i in range (12) :
65 t e s t m a t r i x [20+ i ] = random . rand int (0 , 7 )
66
67 y pred = lm . p r e d i c t ( t e s t m a t r i x . t ranspose ( ) )
68 f l a g = 1
69 f o r i in range ( l en ( y pred ) ) :
70 i f y pred [ i ] [ 0 ] < th r e sho ld :
71 f l a g = 0
72 break
73 i f ( f l a g == 1) :
74 np . save txt ( out , t e s t m a t r i x . t ranspose ( ) , fmt=’%i ’ ,
d e l i m i t e r=” , ” )
75 cnt = cnt + 1
76
77 out . c l o s e ( )
78
79 i f name == ” main ” :
80 main ( sys . argv [ 1 : ] )
Listing 3: Lasso Regressor
1
2# Support Vector Regressor
3# Sample command : python SV regre s so r . py − i t r a i n d a t a . csv −
o t e s t d a t a 2 . csv −s ”32” −t ”4”
4
61
5# −−−−−−−−−−−−−−−−−−−− imports −−−−−−−−−−−−−−−−−−−−#
6 import numpy as np
7 import matp lo t l i b . pyplot as p l t
8 from s k l ea rn . svm import SVR
9 from s k l ea rn . met r i c s import mean squared error , r 2 s c o r e
10 import csv
11 import sys , getopt
12 import random
13
14#−−−−−−−−−−−−−−−−−−−−− main −−−−−−−−−−−−−−−−−−−−−−−−−#
15 de f main ( argv ) :
16
17 # −−−−−−−−−−−−− I n i t i a l i z a t i o n s −−−−−−−−−−−−−−#
18 i n p u t f i l e = ’ ’
19 o u t p u t f i l e = ’ ’
20 i n s i z e = 0
21 o u t s i z e = 0
22 th r e sho ld = 1.1789
23 cnt = 0
24 i t e r = 0
25
26 # −−−−−−−−−−−−− Get arguments −−−−−−−−−−−−−−#
27 t ry :
28 opts , args = getopt . getopt ( argv , ” h i : o : s : t : ” , [ ” i f i l e =” , ”
o f i l e=” , ” i n s i z e=” , ” o u t s i z e=” ] )
29 except getopt . GetoptError :
30 pr in t ( ’ SV regre s so r . py − i < i n p u t f i l e> −o <o u t p u t f i l e> −
s < i n s i z e> −t <out s i z e> ’ )
31 sys . e x i t (2 )
32 f o r opt , arg in opts :
33 i f opt == ’−h ’ :
34 pr in t ( ’ SV regre s so r . py − i < i n p u t f i l e> −o <o u t p u t f i l e>
−s < i n s i z e> −t <out s i z e> ’ )
35 sys . e x i t ( )
36 e l i f opt in ( ”− i ” , ”−− i f i l e ” ) :
37 i n p u t f i l e = arg
38 e l i f opt in ( ”−o” , ”−−o f i l e ” ) :
39 o u t p u t f i l e = arg
40 e l i f opt in ( ”−s ” , ”−− i n s i z e ” ) :
62
41 i n s i z e = i n t ( arg )
42 e l i f opt in ( ”−t ” , ”−−o u t s i z e ” ) :
43 o u t s i z e = i n t ( arg )
44
45 reader = csv . r eader ( open ( i n p u t f i l e , ” r ” ) , d e l i m i t e r=” , ” )
46 t r a i n d a t a=l i s t ( reader )
47
48 out = open ( o u t p u t f i l e , ’ ab ’ )
49
50 # −−−−−−−−−−−− Set and c a l l model −−−−−−−−−−−−#
51 t r a i n m a t r i x = np . array ( t ra in data , dtype=np . f l o a t )
52
53 X t r a i n t = t r a i n m a t r i x . t ranspose ( ) [ 0 : i n s i z e ]
54 X tra in = X t r a i n t . t ranspose ( )
55 Y t r a i n t = t r a i n m a t r i x . t ranspose ( ) [ i n s i z e : i n s i z e+o u t s i z e
]
56 Y tra in = Y t r a i n t . t ranspose ( )
57
58 pr in t ( Y tra in . shape )
59 Y tra in avg = np . mean( Y train , a x i s =1)
60 Y tra in avg = Y tra in avg . r a v e l ( )
61
62 c l f = SVR(gamma=’ s c a l e ’ , C=0.1 , e p s i l o n =0.5)
63 c l f . f i t ( X train , Y tra in avg )
64
65 whi le cnt < 20 :
66 i t e r = i t e r + 1
67 t e s t m a t r i x = np . z e ro s ( ( i n s i z e , 1 ) )
68 f o r i in range (20) :
69 t e s t m a t r i x [ i ] = random . rand int (1 , 100)
70 f o r i in range (12) :
71 t e s t m a t r i x [20+ i ] = random . rand int (0 , 7 )
72
73 t e s t m a t r i x = t e s t m a t r i x . r a v e l ( )
74 t e s t m a t r i x = t e s t m a t r i x . reshape (1 ,−1)
75 y pred = c l f . p r e d i c t ( t e s t m a t r i x )
76
77 f l a g = 1
78 f o r i in range ( l en ( y pred ) ) :
63
79 i f y pred [ i ] < th r e sho ld :
80 f l a g = 0
81 break
82
83 i f ( f l a g == 1) :
84 np . save txt ( out , t e s t mat r ix , fmt=’%i ’ , d e l i m i t e r=” , ” )
85 pr in t ( y pred )
86 cnt = cnt + 1
87
88 pr in t ( y pred )
89
90 pr in t ( i t e r )
91 out . c l o s e ( )
92
93 i f name == ” main ” :
94 main ( sys . argv [ 1 : ] )
Listing 4: Support Vector Regressor
1
2# k−nea r s e t neighborhood
3# Sample Command: python knn . py − i t r a i n d a t a . csv −o
t e s t d a t a 4 . csv −s ”32” −t ”4”
4
5# −−−−−−−−−−−−−−−−−−−− imports −−−−−−−−−−−−−−−−−−−−#
6 import numpy as np
7 import matp lo t l i b . pyplot as p l t
8 from s k l ea rn . ne ighbors import KNe ighbor sC la s s i f i e r
9 from s k l ea rn . met r i c s import mean squared error , r 2 s c o r e
10 import csv
11 import sys , getopt
12 import random
13
14#−−−−−−−−−−−−−−−−−−−−− main −−−−−−−−−−−−−−−−−−−−−−−−−#
15 de f main ( argv ) :
16
17 # −−−−−−−−−−−−− I n i t i a l i z a t i o n s −−−−−−−−−−−−−−#
18 i n p u t f i l e = ’ ’
19 o u t p u t f i l e = ’ ’
20 i n s i z e = 0
64
21 o u t s i z e = 0
22 th r e sho ld = 3
23 cnt = 0
24 i t e r = 0
25
26 # −−−−−−−−−−−−− Get arguments −−−−−−−−−−−−−−#
27 t ry :
28 opts , args = getopt . getopt ( argv , ” h i : o : s : t : ” , [ ” i f i l e =” , ”
o f i l e=” , ” i n s i z e=” , ” o u t s i z e=” ] )
29 except getopt . GetoptError :
30 pr in t ( ’ knn . py − i < i n p u t f i l e> −o <o u t p u t f i l e> −s < i n s i z e
> −t <out s i z e> ’ )
31 sys . e x i t (2 )
32 f o r opt , arg in opts :
33 i f opt == ’−h ’ :
34 pr in t ( ’ knn . py − i < i n p u t f i l e> −o <o u t p u t f i l e> −s <
i n s i z e> −t <out s i z e> ’ )
35 sys . e x i t ( )
36 e l i f opt in ( ”− i ” , ”−− i f i l e ” ) :
37 i n p u t f i l e = arg
38 e l i f opt in ( ”−o” , ”−−o f i l e ” ) :
39 o u t p u t f i l e = arg
40 e l i f opt in ( ”−s ” , ”−− i n s i z e ” ) :
41 i n s i z e = i n t ( arg )
42 e l i f opt in ( ”−t ” , ”−−o u t s i z e ” ) :
43 o u t s i z e = i n t ( arg )
44
45 reader = csv . r eader ( open ( i n p u t f i l e , ” r ” ) , d e l i m i t e r=” , ” )
46 t r a i n d a t a=l i s t ( reader )
47
48 out = open ( o u t p u t f i l e , ’ ab ’ )
49
50 # −−−−−−−−−−−− Set and c a l l model −−−−−−−−−−−−#
51 t r a i n m a t r i x = np . array ( t ra in data , dtype=np . f l o a t )
52
53 X t r a i n t = t r a i n m a t r i x . t ranspose ( ) [ 0 : i n s i z e ]
54 X tra in = X t r a i n t . t ranspose ( )
55 Y t r a i n t = t r a i n m a t r i x . t ranspose ( ) [ i n s i z e : i n s i z e+o u t s i z e
]
65
56 Y tra in = Y t r a i n t . t ranspose ( )
57 [ r , c ] = Y tra in . shape
58 Y tra in = Y tra in
59
60 #4 = best , 3 = good , 2 = bad , 1 = worst
61 f o r i in range ( r ) :
62 f o r j in range ( c ) :
63 i f ( Y t ra in [ i ] [ j ] < 2) :
64 Y tra in [ i ] [ j ] = 1
65 e l i f ( Y t ra in [ i ] [ j ] < 6) :
66 Y tra in [ i ] [ j ] = 2
67 e l i f ( Y t ra in [ i ] [ j ] < 11) :
68 Y tra in [ i ] [ j ] = 3
69 e l s e :
70 Y tra in [ i ] [ j ] = 4
71
72 neigh = KNe ighbor sC la s s i f i e r ( n ne ighbors =5)
73 neigh . f i t ( X train , Y tra in )
74
75 whi le cnt < 2000 :
76 i t e r = i t e r + 1
77 t e s t m a t r i x = np . z e ro s ( ( i n s i z e , 1 ) )
78 f o r i in range (20) :
79 t e s t m a t r i x [ i ] = random . rand int (1 , 100)
80 f o r i in range (12) :
81 t e s t m a t r i x [20+ i ] = random . rand int (0 , 7 )
82
83 y pred = neigh . p r e d i c t ( t e s t m a t r i x . t ranspose ( ) )
84 f l a g = 1
85 f o r i in range ( l en ( y pred ) ) :
86 i f y pred [ i ] [ 0 ] < th r e sho ld :
87 f l a g = 0
88 break
89 i f ( f l a g == 1) :
90 np . save txt ( out , t e s t m a t r i x . t ranspose ( ) , fmt=’%i ’ ,
d e l i m i t e r=” , ” )
91 cnt = cnt + 1
92
93 pr in t ( i t e r )
66
94 out . c l o s e ( )
95
96 i f name == ” main ” :
97 main ( sys . argv [ 1 : ] )
Listing 5: k-nearset neighborhood
1
2# Polynomial k e rne l SVM
3# Sample Command: python custom svm poly . py − i t r a i n d a t a .
csv −o t e s t d a t a . csv −s ”32” −t ”4”
4# Reference : http ://www. s t a t . ucdavis . edu/˜ chohs ieh / teach ing
/ECS289G Fall2015/ l e c t u r e 6 . pdf
5
6# −−−−−−−−−−−−−−−−−−−− imports −−−−−−−−−−−−−−−−−−−−#
7 import numpy as np
8 import matp lo t l i b . pyplot as p l t
9 import csv
10 import sys , getopt
11 import random
12
13#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ke rne l funct i ons
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−#
14 de f p o l y k e r n e l (x , y , deg=2,b=1) :
15 temp = np . matmul (x , np . t ranspose ( y ) )
16 temp = np . add ( temp , b)
17 r e s u l t = temp∗∗deg
18 re turn r e s u l t
19
20#−−−−−−−−−−−−−−−−−−−−− main −−−−−−−−−−−−−−−−−−−−−−−−−#
21 de f main ( argv ) :
22
23 # −−−−−−−−−−−−− I n i t i a l i z a t i o n s −−−−−−−−−−−−−−#
24 i n p u t f i l e = ’ ’
25 o u t p u t f i l e = ’ ’
26 i n s i z e = 0
27 o u t s i z e = 0
28 th r e sho ld = 1
29 cnt = 0
30 i t e r = 0
67
31 max iter = 1000
32 pos count = 0
33 neg count = 0
34
35 # −−−−−−−−−−−−− Get arguments −−−−−−−−−−−−−−#
36 t ry :
37 opts , args = getopt . getopt ( argv , ” h i : o : s : t : ” , [ ” i f i l e =” , ”
o f i l e=” , ” i n s i z e=” , ” o u t s i z e=” ] )
38 except getopt . GetoptError :
39 pr in t ( ’ custom svm poly . py − i < i n p u t f i l e> −o <o u t p u t f i l e
> −s < i n s i z e> −t <out s i z e> ’ )
40 sys . e x i t (2 )
41 f o r opt , arg in opts :
42 i f opt == ’−h ’ :
43 pr in t ( ’ custom svm poly . py − i < i n p u t f i l e> −o <
o u t p u t f i l e> −s < i n s i z e> −t <out s i z e> ’ )
44 sys . e x i t ( )
45 e l i f opt in ( ”− i ” , ”−− i f i l e ” ) :
46 i n p u t f i l e = arg
47 e l i f opt in ( ”−o” , ”−−o f i l e ” ) :
48 o u t p u t f i l e = arg
49 e l i f opt in ( ”−s ” , ”−− i n s i z e ” ) :
50 i n s i z e = i n t ( arg )
51 e l i f opt in ( ”−t ” , ”−−o u t s i z e ” ) :
52 o u t s i z e = i n t ( arg )
53
54 reader = csv . r eader ( open ( i n p u t f i l e , ” r ” ) , d e l i m i t e r=” , ” )
55 t r a i n d a t a=l i s t ( reader )
56
57 out = open ( o u t p u t f i l e , ’ ab ’ )
58
59 # −−−−−−−−−−−− Set and c a l l model −−−−−−−−−−−−#
60 t r a i n m a t r i x = np . array ( t ra in data , dtype=np . f l o a t )
61
62 X t r a i n t = t r a i n m a t r i x . t ranspose ( ) [ 0 : i n s i z e ]
63 X tra in = X t r a i n t . t ranspose ( )
64 Y t r a i n t = t r a i n m a t r i x . t ranspose ( ) [ i n s i z e : i n s i z e+o u t s i z e
]
65 Y tra in = Y t r a i n t . t ranspose ( )
68
66 [ r , c ] = Y tra in . shape
67 Y tra in = Y tra in
68
69 [ x , k ] = X t r a i n t . shape
70
71 y = np . ones ( ( k , 1 ) )
72 y ac tu a l = np . ones ( ( k , 1 ) )
73
74 alpha=np . ones ( ( k , 1 ) )
75 w = [ ]
76 sum = np . z e r o s ( ( 1 , x ) )
77
78 gram matr ix t ra in = p o l y k e r n e l ( X train , X tra in )
79
80 #1 = good , −1 = bad
81 f o r i in range ( r ) :
82 f o r j in range ( c ) :
83 i f ( Y t ra in [ i ] [ j ] < 7) :
84 Y tra in [ i ] [ j ] = −1
85 neg count = neg count + 1
86 e l s e :
87 Y tra in [ i ] [ j ] = 1
88 pos count = pos count + 1
89
90 pr in t ( pos count )
91 pr in t ( neg count )
92
93 # −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− Dual Coordinate
Descent a lgor i thm to f i n d w −−−−−−−−−−−−−−−−−−−−−−−−−−−#
94 f o r i in range ( k ) :
95 const = alpha [ i ]∗ y [ i ]
96 prod = const ∗ gram matr ix t ra in [ i ] [ i ]
97 sum = np . add (sum , prod )
98
99 w = sum
100 C = 10 #i n f f o r hard margin
101
102 d e l t a s t a r = 0
103 f o r t t in range ( max iter ) :
69
104 i = random . rand int (0 , k−1)
105 d e l t a s t a r = max(−1∗alpha [ i ] , min (C − alpha [ i ] , ((1−y [ i
]∗ np . matmul (w, X tra in [ i ] ) ) / gram matr ix t ra in [ i ] [ i ] ) ) )
106 alpha [ i ] = alpha [ i ] + d e l t a s t a r
107 w = np . add (w, d e l t a s t a r ∗y [ i ]∗ X tra in [ i ] )
108
109 # −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− Find b
−−−−−−−−−−−−−−−−−−−−−−−−−−−#
110 kk = 1
111
112 f o r i in range ( k ) :
113 const = alpha [ i ]∗ y [ i ]
114 prod = const ∗ gram matr ix t ra in [ kk ] [ i ]
115 sum = np . add (sum , prod )
116 b = np . mean( y [ kk ] − sum)
117
118 whi le cnt < 20 :
119 i t e r = i t e r + 1
120 t e s t m a t r i x = np . z e ro s ( ( i n s i z e , 1 ) )
121 f o r i in range (20) :
122 t e s t m a t r i x [ i ] = random . rand int (1 , 100)
123 f o r i in range (12) :
124 t e s t m a t r i x [20+ i ] = random . rand int (0 , 7 )
125 gram matr ix te s t = p o l y k e r n e l (np . t ranspose ( t e s t m a t r i x )
, np . t ranspose ( t e s t m a t r i x ) )
126 a lpha t=np . ones ( ( 1 , 1 ) )
127 sum t = np . z e ro s ( ( 1 , x ) )
128 f o r i in range (1 ) :
129 const = a lpha t [ i ]∗ y [ i ]
130 prod = const ∗ gram matr ix te s t [ i ] [ i ]
131 sum = np . add (sum , prod )
132 test m = np . add (np . matmul (w, t e s t m a t r i x ) ,b )
133
134 y pred = np . ones ( ( 1 , 1 ) )
135 y pred = np . s i gn ( test m )
136
137 f l a g = 0
138 f o r i in range ( l en ( y pred ) ) :
139 i f y pred [ i ] [ 0 ] == thre sho ld :
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140 f l a g = 1
141 break
142 i f ( f l a g == 1) :
143 np . save txt ( out , t e s t m a t r i x . t ranspose ( ) , fmt=’%i ’ ,
d e l i m i t e r=” , ” )
144 cnt = cnt + 1
145
146 pr in t ( i t e r )
147 out . c l o s e ( )
148
149 i f name == ” main ” :
150 main ( sys . argv [ 1 : ] )
151
152
Listing 6: Polynomial kernel SVM
1
2# Radial Bas i s Function ke rne l SVM
3# Sample Command: python custom svm rbf . py − i t r a i n d a t a . csv
−o t e s t d a t a . csv −s ”32” −t ”4”
4# Reference : http ://www. s t a t . ucdavis . edu/˜ chohs ieh / teach ing
/ECS289G Fall2015/ l e c t u r e 6 . pdf
5
6# −−−−−−−−−−−−−−−−−−−− imports −−−−−−−−−−−−−−−−−−−−#
7 import numpy as np
8 import matp lo t l i b . pyplot as p l t
9 import csv
10 import sys , getopt
11 import random
12
13#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ke rne l funct i ons
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−#
14 de f RBF kernel (x , y , sigma=1) :
15 i f np . ndim ( x ) == 1 and np . ndim ( y ) == 1 :
16 r e s u l t = np . exp(− (np . l i n a l g . norm( x − y , 2) ) ∗∗ 2 /
(2 ∗ sigma ∗∗ 2) )
17 e l i f (np . ndim ( x ) > 1 and np . ndim ( y ) == 1) or (np . ndim ( x )
== 1 and np . ndim ( y ) > 1) :
18 r e s u l t = np . exp(− (np . l i n a l g . norm( x − y , 2 , a x i s =1)
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∗∗ 2) / (2 ∗ sigma ∗∗ 2) )
19 e l i f np . ndim ( x ) > 1 and np . ndim ( y ) > 1 :
20 r e s u l t = np . exp(− (np . l i n a l g . norm( x [ : , np . newaxis ] −
y [ np . newaxis , : ] , 2 , a x i s =2) ∗∗ 2) / (2 ∗ sigma ∗∗ 2) )
21 re turn r e s u l t
22
23#−−−−−−−−−−−−−−−−−−−−− main −−−−−−−−−−−−−−−−−−−−−−−−−#
24 de f main ( argv ) :
25
26 # −−−−−−−−−−−−− I n i t i a l i z a t i o n s −−−−−−−−−−−−−−#
27 i n p u t f i l e = ’ ’
28 o u t p u t f i l e = ’ ’
29 i n s i z e = 0
30 o u t s i z e = 0
31 th r e sho ld = 1
32 cnt = 0
33 i t e r = 0
34 max iter = 1000
35 pos count = 0
36 neg count = 0
37
38 # −−−−−−−−−−−−− Get arguments −−−−−−−−−−−−−−#
39 t ry :
40 opts , args = getopt . getopt ( argv , ” h i : o : s : t : ” , [ ” i f i l e =” , ”
o f i l e=” , ” i n s i z e=” , ” o u t s i z e=” ] )
41 except getopt . GetoptError :
42 pr in t ( ’ custom svm rbf . py − i < i n p u t f i l e> −o <o u t p u t f i l e>
−s < i n s i z e> −t <out s i z e> ’ )
43 sys . e x i t (2 )
44 f o r opt , arg in opts :
45 i f opt == ’−h ’ :
46 pr in t ( ’ custom svm rbf . py − i < i n p u t f i l e> −o <
o u t p u t f i l e> −s < i n s i z e> −t <out s i z e> ’ )
47 sys . e x i t ( )
48 e l i f opt in ( ”− i ” , ”−− i f i l e ” ) :
49 i n p u t f i l e = arg
50 e l i f opt in ( ”−o” , ”−−o f i l e ” ) :
51 o u t p u t f i l e = arg
52 e l i f opt in ( ”−s ” , ”−− i n s i z e ” ) :
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53 i n s i z e = i n t ( arg )
54 e l i f opt in ( ”−t ” , ”−−o u t s i z e ” ) :
55 o u t s i z e = i n t ( arg )
56
57 reader = csv . r eader ( open ( i n p u t f i l e , ” r ” ) , d e l i m i t e r=” , ” )
58 t r a i n d a t a=l i s t ( reader )
59
60 out = open ( o u t p u t f i l e , ’ ab ’ )
61
62 # −−−−−−−−−−−− Set and c a l l model −−−−−−−−−−−−#
63 t r a i n m a t r i x = np . array ( t ra in data , dtype=np . f l o a t )
64
65 X t r a i n t = t r a i n m a t r i x . t ranspose ( ) [ 0 : i n s i z e ]
66 X tra in = X t r a i n t . t ranspose ( )
67 Y t r a i n t = t r a i n m a t r i x . t ranspose ( ) [ i n s i z e : i n s i z e+o u t s i z e
]
68 Y tra in = Y t r a i n t . t ranspose ( )
69 [ r , c ] = Y tra in . shape
70 Y tra in = Y tra in
71
72 [ x , k ] = X t r a i n t . shape
73
74 y = np . ones ( ( k , 1 ) )
75 y ac tu a l = np . ones ( ( k , 1 ) )
76
77 alpha=np . ones ( ( k , 1 ) )
78 w = [ ]
79 sum = np . z e r o s ( ( 1 , x ) )
80
81 gram matr ix t ra in = RBF kernel ( X train , X tra in )
82
83 #1 = good , −1 = bad
84 f o r i in range ( r ) :
85 f o r j in range ( c ) :
86 i f ( Y t ra in [ i ] [ j ] < 7) :
87 Y tra in [ i ] [ j ] = −1
88 neg count = neg count + 1
89 e l s e :
90 Y tra in [ i ] [ j ] = 1
73
91 pos count = pos count + 1
92
93 pr in t ( pos count )
94 pr in t ( neg count )
95
96 # −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− Dual Coordinate
Descent a lgor i thm to f i n d w −−−−−−−−−−−−−−−−−−−−−−−−−−−#
97 f o r i in range ( k ) :
98 const = alpha [ i ]∗ y [ i ]
99 prod = const ∗ gram matr ix t ra in [ i ] [ i ]
100 sum = np . add (sum , prod )
101
102 w = sum
103 C = 10 #i n f f o r hard margin
104
105 pr in t (w. shape )
106
107 d e l t a s t a r = 0
108 f o r t t in range ( max iter ) :
109 i = random . rand int (0 , k−1)
110 d e l t a s t a r = max(−1∗alpha [ i ] , min (C − alpha [ i ] , ((1−y [ i
]∗ np . matmul (w, X tra in [ i ] ) ) / gram matr ix t ra in [ i ] [ i ] ) ) )
111 alpha [ i ] = alpha [ i ] + d e l t a s t a r
112 w = np . add (w, d e l t a s t a r ∗y [ i ]∗ X tra in [ i ] )
113
114 # −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− Find b
−−−−−−−−−−−−−−−−−−−−−−−−−−−#
115 kk = 1
116
117 f o r i in range ( k ) :
118 const = alpha [ i ]∗ y [ i ]
119 prod = const ∗ gram matr ix t ra in [ kk ] [ i ]
120 sum = np . add (sum , prod )
121 b = np . mean( y [ kk ] − sum)
122
123 whi le cnt < 20 :
124 i t e r = i t e r + 1
125 t e s t m a t r i x = np . z e ro s ( ( i n s i z e , 1 ) )
126 f o r i in range (20) :
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127 t e s t m a t r i x [ i ] = random . rand int (1 , 100)
128 f o r i in range (12) :
129 t e s t m a t r i x [20+ i ] = random . rand int (0 , 7 )
130 gram matr ix te s t = RBF kernel (np . t ranspose ( t e s t m a t r i x ) ,
np . t ranspose ( t e s t m a t r i x ) )
131 a lpha t=np . ones ( ( 1 , 1 ) )
132 sum t = np . z e ro s ( ( 1 , x ) )
133 f o r i in range (1 ) :
134 const = a lpha t [ i ]∗ y [ i ]
135 prod = const ∗ gram matr ix te s t [ i ] [ i ]
136 sum = np . add (sum , prod )
137 test m = np . add (np . matmul (w, t e s t m a t r i x ) ,b )
138
139 y pred = np . ones ( ( 1 , 1 ) )
140 y pred = np . s i gn ( test m )
141
142 f l a g = 0
143 f o r i in range ( l en ( y pred ) ) :
144 i f y pred [ i ] [ 0 ] == thre sho ld :
145 f l a g = 1
146 break
147 i f ( f l a g == 1) :
148 np . save txt ( out , t e s t m a t r i x . t ranspose ( ) , fmt=’%i ’ ,
d e l i m i t e r=” , ” )
149 cnt = cnt + 1
150
151 pr in t ( i t e r )
152 out . c l o s e ( )
153
154 i f name == ” main ” :
155 main ( sys . argv [ 1 : ] )
156
157
Listing 7: Radial Basis Function kernel SVM
1
2# Neural Network with Sigmoid Act ivat ion
3# Reference : https : //www. t e n so r f l ow . org / t u t o r i a l s / keras /
b a s i c r e g r e s s i o n
75
45
6# −−−−−−−−−−−−−−−−−−−− imports −−−−−−−−−−−−−−−−−−−−#
7 from f u t u r e import abso lute import , d i v i s i o n ,
p r i n t f u n c t i o n
8 import pa th l i b
9 import matp lo t l i b . pyplot as p l t
10 import pandas as pd
11 import seaborn as sns
12 import t en so r f l ow as t f
13 from ten so r f l ow import keras
14 from ten so r f l ow . keras import l a y e r s
15 import random
16 import numpy as np
17
18
19# −−−−−−−−−−−−−−−−−−−− f u n c t i o n s −−−−−−−−−−−−−−−−−−−−#
20 de f norm( x ) :
21 re turn ( x − t r a i n s t a t s [ ’mean ’ ] ) / t r a i n s t a t s [ ’ s td ’ ]
22
23
24 de f bui ld model ( ) :
25 model = keras . Sequent i a l ( [
26 l a y e r s . Dense (64 , a c t i v a t i o n=t f . nn . sigmoid , input shape =[
l en ( t r a i n d a t a s e t . keys ( ) ) ] ) ,
27 l a y e r s . Dense (64 , a c t i v a t i o n=t f . nn . s igmoid ) ,
28 l a y e r s . Dense (1 )
29 ] )
30 opt imize r = t f . keras . op t im i z e r s . RMSprop ( 0 . 0 0 1 )
31
32 model . compi le ( l o s s=’ mean squared error ’ ,
33 opt imize r=opt imizer ,
34 metr i c s =[ ’ mean abso lu t e e r ro r ’ , ’
mean squared error ’ ] )
35 re turn model
36
37 c l a s s PrintDot ( keras . c a l l b a c k s . Cal lback ) :
38 de f on epoch end ( s e l f , epoch , l o g s ) :
39 i f epoch % 100 == 0 : p r i n t ( ’ ’ )
76
40 pr in t ( ’ . ’ , end=’ ’ )
41
42 de f p l o t h i s t o r y ( h i s t o r y ) :
43 h i s t = pd . DataFrame ( h i s t o r y . h i s t o r y )
44 h i s t [ ’ epoch ’ ] = h i s t o r y . epoch
45
46 p l t . f i g u r e ( )
47 p l t . x l a b e l ( ’ Epoch ’ )
48 p l t . y l a b e l ( ’Mean Abs Error ’ )
49 p l t . p l o t ( h i s t [ ’ epoch ’ ] , h i s t [ ’ mean abso lu t e e r ro r ’ ] ,
50 l a b e l=’ Train Error ’ )
51 p l t . p l o t ( h i s t [ ’ epoch ’ ] , h i s t [ ’ v a l m e a n a b s o l u t e e r r o r ’ ] ,
52 l a b e l = ’ Val Error ’ )
53 #p l t . yl im ( [ 0 , 5 ] )
54 p l t . l egend ( )
55
56 p l t . f i g u r e ( )
57 p l t . x l a b e l ( ’ Epoch ’ )
58 p l t . y l a b e l ( ’Mean Square Error ’ )
59 p l t . p l o t ( h i s t [ ’ epoch ’ ] , h i s t [ ’ mean squared error ’ ] ,
60 l a b e l=’ Train Error ’ )
61 p l t . p l o t ( h i s t [ ’ epoch ’ ] , h i s t [ ’ va l mean squared e r ro r ’ ] ,
62 l a b e l = ’ Val Error ’ )
63 #p l t . yl im ( [ 0 , 2 0 ] )
64 p l t . l egend ( )
65 p l t . show ( )
66
67
68# In [ 5 ] :
69
70
71# −−−−−−−−−−−−−−−−−−−− i n i t i a l i z a t i o n s −−−−−−−−−−−−−−−−−−−−#
72 N rows = 2000
73 cnt = 0
74EPOCHS = 1000
75
76# −−−−−−−−−−−−−−−−−−−− F i l e IO −−−−−−−−−−−−−−−−−−−−#
77 raw dataset = pd . r ead c sv ( ” t ra in data w heade r . csv ” , sep=” , ”
)
77
78 o u t p u t f i l e = ” t e s t d a t a l s t m 1 . csv ”
79 out = open ( o u t p u t f i l e , ’ ab ’ )
80
81# −−−−−−−−−−−−−−−− Prerpare t r a i n and t e s t data
−−−−−−−−−−−−−−#
82 datase t = raw dataset . copy ( )
83 t r a i n d a t a s e t = datase t
84
85 t e s t m a t r i x = np . z e ro s ( ( N rows , 3 2 ) )
86 f o r j in range ( N rows ) :
87 f o r i in range (20) :
88 t e s t m a t r i x [ j ] [ i ] = random . rand int (1 , 100)
89 f o r i in range (12) :
90 t e s t m a t r i x [ j ] [20+ i ] = random . rand int (0 , 7 )
91
92 t e s t d a t a s e t = pd . DataFrame ( data=t e s t m a t r i x )
93
94 t r a i n d e p t h s = t r a i n d a t a s e t . t ranspose ( ) [ 3 2 : 3 6 ]
95 t r a i n l a b e l s = t r a i n d e p t h s . mean ( )
96 t r a i n d a t a s e t = t r a i n d a t a s e t . t ranspose ( )
97 t r a i n d a t a s e t = t r a i n d a t a s e t [ 0 : 3 2 ]
98 t r a i n d a t a s e t = t r a i n d a t a s e t . t ranspose ( )
99
100 normed tra in data = t r a i n d a t a s e t
101 normed test data = t e s t d a t a s e t
102
103 model = bui ld model ( )
104 model . summary ( )
105
106 h i s t o r y = model . f i t (
107 normed tra in data , t r a i n l a b e l s ,
108 epochs=EPOCHS, v a l i d a t i o n s p l i t = 0 . 2 , verbose =0,
109 c a l l b a c k s =[ PrintDot ( ) ] )
110
111 h i s t = pd . DataFrame ( h i s t o r y . h i s t o r y )
112 h i s t [ ’ epoch ’ ] = h i s t o r y . epoch
113 h i s t . t a i l ( )
114
115 p l o t h i s t o r y ( h i s t o r y )
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116
117 t e s t p r e d i c t i o n s = model . p r e d i c t ( normed test data ) . f l a t t e n ( )
118
119 mean pred = np . mean( t e s t p r e d i c t i o n s )
120
121 t e s t d a t a s e t = t e s t d a t a s e t . va lue s
122
123 f o r i in range ( l en ( t e s t p r e d i c t i o n s ) ) :
124 i f ( t e s t p r e d i c t i o n s [ i ] > mean pred ) :
125 t e s t row= t e s t d a t a s e t [ i ] . reshape ( ( l en (
t e s t d a t a s e t [ i ] ) , 1 ) )
126 np . save txt ( out , t e s t row . t ranspose ( ) , fmt=’%i ’ ,
d e l i m i t e r=” , ” )
127 cnt = cnt + 1
128
129 out . c l o s e ( )
Listing 8: Sigmoid Activation Net
1
2# Neural Network with ReLU Act ivat ion
3# Reference : https : //www. t e n so r f l ow . org / t u t o r i a l s / keras /
b a s i c r e g r e s s i o n
4
5
6# −−−−−−−−−−−−−−−−−−−− imports −−−−−−−−−−−−−−−−−−−−#
7 from f u t u r e import abso lute import , d i v i s i o n ,
p r i n t f u n c t i o n
8 import pa th l i b
9 import matp lo t l i b . pyplot as p l t
10 import pandas as pd
11 import seaborn as sns
12 import t en so r f l ow as t f
13 from ten so r f l ow import keras
14 from ten so r f l ow . keras import l a y e r s
15 import random
16 import numpy as np
17
18
19# −−−−−−−−−−−−−−−−−−−− f u n c t i o n s −−−−−−−−−−−−−−−−−−−−#
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20 de f norm( x ) :
21 re turn ( x − t r a i n s t a t s [ ’mean ’ ] ) / t r a i n s t a t s [ ’ s td ’ ]
22
23
24 de f bui ld model ( ) :
25 model = keras . Sequent i a l ( [
26 l a y e r s . Dense (64 , a c t i v a t i o n=t f . nn . re lu , input shape =[ l en
( t r a i n d a t a s e t . keys ( ) ) ] ) ,
27 l a y e r s . Dense (64 , a c t i v a t i o n=t f . nn . r e l u ) ,
28 l a y e r s . Dense (1 )
29 ] )
30 opt imize r = t f . keras . op t im i z e r s . RMSprop ( 0 . 0 0 1 )
31
32 model . compi le ( l o s s=’ mean squared error ’ ,
33 opt imize r=opt imizer ,
34 metr i c s =[ ’ mean abso lu t e e r ro r ’ , ’
mean squared error ’ ] )
35 re turn model
36
37 c l a s s PrintDot ( keras . c a l l b a c k s . Cal lback ) :
38 de f on epoch end ( s e l f , epoch , l o g s ) :
39 i f epoch % 100 == 0 : p r i n t ( ’ ’ )
40 pr in t ( ’ . ’ , end=’ ’ )
41
42 de f p l o t h i s t o r y ( h i s t o r y ) :
43 h i s t = pd . DataFrame ( h i s t o r y . h i s t o r y )
44 h i s t [ ’ epoch ’ ] = h i s t o r y . epoch
45
46 p l t . f i g u r e ( )
47 p l t . x l a b e l ( ’ Epoch ’ )
48 p l t . y l a b e l ( ’Mean Abs Error ’ )
49 p l t . p l o t ( h i s t [ ’ epoch ’ ] , h i s t [ ’ mean abso lu t e e r ro r ’ ] ,
50 l a b e l=’ Train Error ’ )
51 p l t . p l o t ( h i s t [ ’ epoch ’ ] , h i s t [ ’ v a l m e a n a b s o l u t e e r r o r ’ ] ,
52 l a b e l = ’ Val Error ’ )
53 #p l t . yl im ( [ 0 , 5 ] )
54 p l t . l egend ( )
55
56 p l t . f i g u r e ( )
80
57 p l t . x l a b e l ( ’ Epoch ’ )
58 p l t . y l a b e l ( ’Mean Square Error ’ )
59 p l t . p l o t ( h i s t [ ’ epoch ’ ] , h i s t [ ’ mean squared error ’ ] ,
60 l a b e l=’ Train Error ’ )
61 p l t . p l o t ( h i s t [ ’ epoch ’ ] , h i s t [ ’ va l mean squared e r ro r ’ ] ,
62 l a b e l = ’ Val Error ’ )
63 #p l t . yl im ( [ 0 , 2 0 ] )
64 p l t . l egend ( )
65 p l t . show ( )
66
67# −−−−−−−−−−−−−−−−−−−− i n i t i a l i z a t i o n s −−−−−−−−−−−−−−−−−−−−#
68 N rows = 2000
69 cnt = 0
70EPOCHS = 1000
71
72# −−−−−−−−−−−−−−−−−−−− F i l e IO −−−−−−−−−−−−−−−−−−−−#
73 raw dataset = pd . r ead c sv ( ” t ra in data w heade r . csv ” , sep=” , ”
)
74 o u t p u t f i l e = ” t e s t d a t a l s t m 1 . csv ”
75 out = open ( o u t p u t f i l e , ’ ab ’ )
76
77# −−−−−−−−−−−−−−−− Prerpare t r a i n and t e s t data
−−−−−−−−−−−−−−#
78 datase t = raw dataset . copy ( )
79 t r a i n d a t a s e t = datase t
80
81 t e s t m a t r i x = np . z e ro s ( ( N rows , 3 2 ) )
82 f o r j in range ( N rows ) :
83 f o r i in range (20) :
84 t e s t m a t r i x [ j ] [ i ] = random . rand int (1 , 100)
85 f o r i in range (12) :
86 t e s t m a t r i x [ j ] [20+ i ] = random . rand int (0 , 7 )
87
88 t e s t d a t a s e t = pd . DataFrame ( data=t e s t m a t r i x )
89
90 t r a i n d e p t h s = t r a i n d a t a s e t . t ranspose ( ) [ 3 2 : 3 6 ]
91 t r a i n l a b e l s = t r a i n d e p t h s . mean ( )
92 t r a i n d a t a s e t = t r a i n d a t a s e t . t ranspose ( )
93 t r a i n d a t a s e t = t r a i n d a t a s e t [ 0 : 3 2 ]
81
94 t r a i n d a t a s e t = t r a i n d a t a s e t . t ranspose ( )
95
96 normed tra in data = t r a i n d a t a s e t
97 normed test data = t e s t d a t a s e t
98
99 model = bui ld model ( )
100 model . summary ( )
101
102 h i s t o r y = model . f i t (
103 normed tra in data , t r a i n l a b e l s ,
104 epochs=EPOCHS, v a l i d a t i o n s p l i t = 0 . 2 , verbose =0,
105 c a l l b a c k s =[ PrintDot ( ) ] )
106
107 h i s t = pd . DataFrame ( h i s t o r y . h i s t o r y )
108 h i s t [ ’ epoch ’ ] = h i s t o r y . epoch
109 h i s t . t a i l ( )
110
111 p l o t h i s t o r y ( h i s t o r y )
112
113 t e s t p r e d i c t i o n s = model . p r e d i c t ( normed test data ) . f l a t t e n ( )
114
115 mean pred = np . mean( t e s t p r e d i c t i o n s )
116
117 t e s t d a t a s e t = t e s t d a t a s e t . va lue s
118
119 f o r i in range ( l en ( t e s t p r e d i c t i o n s ) ) :
120 i f ( t e s t p r e d i c t i o n s [ i ] > mean pred ) :
121 t e s t row= t e s t d a t a s e t [ i ] . reshape ( ( l en (
t e s t d a t a s e t [ i ] ) , 1 ) )
122 np . save txt ( out , t e s t row . t ranspose ( ) , fmt=’%i ’ ,
d e l i m i t e r=” , ” )
123 cnt = cnt + 1
124
125 out . c l o s e ( )
Listing 9: ReLU Activation Net
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