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of behavioral restrictions that are believed to be true. We offer a reconciliation of
these approaches and demonstrate its usefulness for estimation and economic infer-
ence. The approximate model, which can be structural or statistical, is distorted
such that to satisfy the equilibrium conditions which are deemed as credible. We
provide the relevant asymptotic theory and supportive simulation evidence on the
MSE performance in small samples. We illustrate that it is feasible to do coun-
terfactual experiments without explicitly solving for the equilibrium law of motion.
We apply the methodology to the model of long run risks in aggregate consump-
tion (Bansal and Yaron, 2004), where the auxiliary model is generated using the
Campbell and Shiller (1988) approximation. Using US data, we investigate the em-
pirical importance of the neglected non-linearity. We find that the distorted model
is strongly preferred by the data and substantially improves the identification of the
structural parameters. More importantly, it completely overturns key qualitative
predictions of the linear model, such as the absence of endogenous time variation
in risk premia and level effects, which is crucial for understanding the link between
asset prices and macroeconomic risk.
Keywords: Approximate models, Information projections, Small Samples, Risk pre-
mium, Non-linearity, Stochastic volatility
JEL Classification: C10, E44
Date: 27/05/2018.
Parts of this paper draw from chapter 3 of my PhD thesis (EUI). I thank Fabio Canova, Peter Reinhard Hansen,
Giuseppe Ragusa and Frank Schorfheide for useful comments and suggestions. Earlier versions of this paper (circulated
with different titles) greatly benefited from discussions with Raffaella Giacomini, George Tauchen and comments
from the participants at the 23rd MEG (Bloomington), the 1st IAAE (London), the 68th ESEM (Toulouse), the 4th
International Conference in memory of Carlo Giannini (Pavia), the Econometrics Study Group (Bristol), the Economic
Risk seminar (Humboldt U), the EUI Econometrics Working Group and the University of Wisconsin Madison lunch
seminar. Any errors are my own.
1
ar
X
iv
:1
80
5.
10
86
9v
1 
 [e
co
n.E
M
]  
28
 M
ay
 20
18
1. Introduction
The use of estimated structural models has become pervasive in both academia and
economic policy institutions. In order to answer quantitative questions within a data
coherent framework, practitioners have resorted to a variety of full or limited infor-
mation methods. Nevertheless, while economic theory provides a set of equilibrium
conditions, it rarely dictates the complete probability distribution of observables.
The latter is necessary to perform full information analysis i.e. counter-factual ex-
periments and probabilistic forecasts, and this forces users to make several auxiliary
assumptions. For example, one has to choose which solution concept to use and type
(and degree) of approximation to consider.
Although approximations make computation of the solution of the model easier, this
can possibly cause a form of misspecification with respect to the exact model. Approx-
imations to non linear models might not necessarily work well, as they can distort
the dynamics implied by the model (e.g. Haan and Wind (2012)). Distorting the
dynamics can lead to severely wrong inference about parameters, policy recommen-
dations and the relative importance of different mechanisms. Moreover, as shown
by Canova and Sala (2009), approximation and model solution can introduce further
uncertainties like loss of identification.
For all of the aforementioned reasons and despite the significant advances in com-
puting power, researchers often resort to employing incomplete models 1. The most
prominent approach to estimating models that are not completely specified is the
Generalized Method of Moments (GMM) and its variants (Hansen, 1982). Neverthe-
less, the performance of GMM is distorted in small samples (Hansen, Heaton, and
1We mainly refer to probablistically incomplete models, that is models that do not pin down a unique
probability distribution for the variables of interest.
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Yaron, 1996). In addition, as we already hinted to, incomplete models are not easily
amenable for full information exercises.
This paper offers a possible reconciliatory approach which enables estimating the pa-
rameters of a dynamic structural model, does not require the equilibrium decision
rules and still produces an estimated probability model for the observables. To ob-
tain the latter, we use what we refer to as a ”base” conditional probability measure
with density fpX|Z, ϕq where Z is conditioning information. This measure can be
generally interpreted as an approximate model for the observables, statistical or struc-
tural. The latter can obviously include models that are obtained using conventional
approximation methods e.g. log-linearization. Utilizing a variation of the method
of information projections (Kitamura and Stutzer, 1997; I.Csiszar, 1975) we obtain
a probability distribution that satisfies the conditional restrictions of the economic
model, that is EpmpX,ϑq|zq “ 0, and is as close as possible to the base measure. This
is also related to the work of Giacomini and Ragusa (2014); Robertson, Tallman, and
Whiteman (2005) in a forecasting context.
This paper explores the econometric properties of this approach by explicitly acknowl-
edging that the benchmark model can be locally misspecified. More importantly, it
illustrates that this approach can be used to account for losses due to approxima-
tions in the case when the benchmark model is indeed an approximation to the true
economic structure2.
We develop the corresponding frequentist inference, while we limit the analysis to
the case of finite dimensional ϕ. However, extensions under suitable assumptions are
possible3. Furthermore, we deal with correctly specified or locally misspecified classes
2Linearized Dynamic Stochastic Equilibrium models is a prime example.
3Independent work by Shin (2014) proposes Bayesian algorithms to implement the exponential
tilting estimation using flexible mixtures of densities. Our contribution is mostly on the frequentist
properties of exponential tilting for a general parametric family of densities and our results are
therefore complementary
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of fpX|Z, ϕq. More interestingly, an explicit form of the asymptotic variance of the
estimator is provided. Under the condition that there exists an admissible parameter
of fpX|Z, ϕq such that the moment conditions are satisfied asymptotically, ϑˆ attains
the semi-parametric lower bound (see Chamberlain (1987)). Moreover, simulation
comparisons of the Mean Squared Error (MSE) show that local misspecification of
the density in the form of improper finite dimensional restrictions leads to efficiency
gains and therefore a bias - variance trade-off in finite samples. We thus conclude
that the approximate model can actually be helpful when samples are small.
In addition, we illustrate that it is feasible to do counter-factual experiments without
explicitly solving for the equilibrium law of motion. This is very important as we
can indeed make use of equilibrium restrictions to investigate counterfactual paths
without specifying the complete non-linear probability model.
We apply the method to pricing long run risks in aggregate consumption (Bansal and
Yaron, 2004), where the auxiliary density is generated using the Campbell and Shiller
(1988) approximation. Using US data, we investigate the empirical importance of the
neglected non-linearity by re-imposing the original equilibrium restriction. We find
that the distorted model is strongly preferred by the data and substantially improves
identification. More importantly, it completely overturns key qualitative predictions
of the linear model, such as the absence of endogenous time variation in risk premia
and level effects. The latter are crucial for understanding the link between asset prices
and macroeconomic risk.
The strand of literature that is closer to the econometrics of methodology considered
in this paper is the literature on Exponential Tilting i.e. Schennach (2007); Kitamura
and Stutzer (1997); Imbens, Spady, and Johnson (1998), and Generalized Empirical
Likelihood criteria i.e. Newey and Smith (2004) in a conditional moment restric-
tions framework. Formally, our estimator is not an extension of GEL criteria, in the
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same way the ETEL estimator (Schennach (2007)) cannot be obtained as a particu-
lar version of GEL estimator. The reason is that, as in ETEL, the first step uses a
different objective function. We depart from this literature by considering a gener-
alized version of exponential tilting in the "first step", where the form of fpX|Z, ϕq
is parametrically specified. We also briefly comment on the main difference, from an
econometric point of view, to the approach of Gallant and Tauchen (1989) (including
extensions thereafter). Since the information projection in the first step (i.e. impos-
ing the conditional moment restrictions) is done using a different divergence measure
than the estimation objective, it is an immediate consequence that the first order
conditions of our estimator are mathematically (and substance-wise) different than
a constrained estimator. Moreover, Ai (2007) illustrates the main differences of the
Empirical Likelihood (EL) approach to the Semi-Non Parametric (SNP) approach of
Gallant and Tauchen (1989), which amount to the concentrated objective not having
a density interpretation4. Our approach successfully overcomes these issues and is
therefore expected to have similar statistical performance to SNP.
The rest of the paper is organized as follows. In Section 2, we introduce information
projections and we provide an asset pricing example. In Section 3 we present the
large sample properties, the corresponding analysis for the case when the base model
is a structural approximation, and supportive simulation evidence. Section 4 applies
the methodology to pricing macroeconomic risk and Section 5 concludes. Appendix
A provides analytical details for the example and application, discusses the compu-
tational aspect of the method, and contains the main proofs. Appendix B contains
auxiliary proofs and another Monte Carlo exercise.
Finally, a word on notation. Let N denote the length of the data and Ns the length
of simulated series. X is an nx ˆ 1 vector of the variables of interest while Z is an
4The EL weights can be negative, do not satisfy the restrictions for arbitrary parameters and do not
provide an estimated density.
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nz ˆ 1 vector of conditioning variables. Both X and Z induce a probability space
pΩ,F ,Pq. In dynamic models, Z will be predictable from past values of X. In the
paper three different probability measures are used, the true measure P (with PN
the corresponding empirical measure ), the base measure Fϕ which is indexed by
parameters ϕ and the Hpϕ,ϑq measure which is obtained after the information projec-
tion. Moreover, these measures are considered absolutely continuous with respect to
a dominating measure v, where v in most interesting cases is the Lebesgue measure.
All these measures possess the corresponding density functions p, f and h. We de-
note the conditional measures and densities by an additional index that specifies the
conditioning variable, i.e. Fϕ,z. The set of parameters ψ is decomposed in ϑ P Θ, the
set of structural (economic) parameters and ϕ the parameters indexing the density
fpX|Z, ϕq. In addition, Ps is the conditional distribution where s can be a variable
or a parameter. Furthermore, qjpX,Z, ψq is a general XbZ measurable function and
qpX,Z, ψq is an nq ˆ 1 vector containing these functions. Moreover, qψ abbreviates
the Jacobian matrix of q and qψψ1 the Hessian with respect to ψ. For any (matrix)
function the subscript i denotes the evaluation at datum pxi, ziq. Similarly, subscript
j is for simulated data using the base density. The operator Ñp signifies convergence
in probability and Ñd convergence in distribution; N p., .q signifies the Normal distri-
bution with certain mean and variance. In terms of norms, ||.|| signifies the Euclidean
norm unless otherwise stated. In addition ||.||TV is the Total Variation distance5. EP
and is the mathematical expectations operator with respect to measure P . VP pxq
signifies the variance of variable x under the P´ measure while VP,s˜pxq is the second
moment of a particular function s˜p.q. If P ” P then VP ” V. r.sll1 signifies the pl, l1q
component of a matrix, that is, vll :“ Vll for any matrix V .
5||.||TV “ sup
BPΩ
´
B
|f ´ p|dv
6
2. Information Projections as Distortions to the Approximate Model
For completeness, we present below the formal problem of an information projec-
tion. Given a class of candidate base densities fpX,Z|ψq, a conditional information
projection is equivalent to solving for hpX,Z, ψq in the following program:
min
hpX|Z,ψqPH
ˆ
hpX|Z, ψqlog
ˆ
hpX|Z, ψq
fpX|Z, ϕq
˙
hpZqdpX,Zq(1)
H :“  h P Lp : ˆ hpX|Z, ψqmpX,Z, θqdX “ 0,ˆ hpX|Z, ψqdX “ 1, Z ´ a.e.(
In the information projections literature the minimization problem in 1 is called ex-
ponential tilting as the distance metric minimized is the Kullback-Leibler distance,
whose convex conjugate has an exponential form. The set H is the set of admissible
conditional densities i.e. the densities that by construction satisfy the conditional mo-
ment conditions. Denoting the optimal density by h‹pX|Z, ψq we perform extremum
estimation using the log likelihood function as follows:
maxψPΨ
´
logph‹pX|Z, ψqqdPpX,Zq(2)
The above problem can be conveniently rewritten6 such that the choice of density
hpX|Z, ϑq is equivalent to the choice of a perturbationMpX,Z, θq to the prior density,
that is hpX|Z, ϑ, ϕq “ fpX|Z, ϕqMpX,Z, ϑq.
The perturbation factor MpX,Z, ϑq will be a function of the sufficient information
to estimate ϑ and is in general not unique.
6
minMPM EfpX|Z,ϕqhpZqMpX,Z, ϑq logMpX,Z, ϑq
M :“  M P Lp : EfpX|Z,ϕqMpX,Z, θqmpX,Z, θq “ 0
EfpX|Z,ϕqMpX,Z, θq “ 1
(
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Selecting hpX|Z, ϑ, ϕq by minimizing the Kullback-Leibler distance to the prior den-
sity is one way of selecting a unique factor M. The optimal perturbation factor is
therefore M‹ “ exp pλpZq ` µpZq1mpX,Z, ϑqq which implies the choice of the follow-
ing family of distributions:
(3) hpX|Z, ψq “ fpX|Z, ϕq exp pλpZq ` µpZq1mpX,Z, ϑqq
where µ is the vector of the Lagrange multiplier functions enforcing the conditional
moment conditions on fpX|Z, ϕq and λ is a scaling function. Had we used an alter-
native objective function to 1, e.g. another particular case from the general family
of divergences in Cressie and Read (1984), this would result to a different form for
h‹pX|Z, ψq. Under correct specification for fpX|Z, ϕq, this choice does not matter
asymptotically, while it matters in finite samples. Exponential tilting ensures a posi-
tive density function h‹ while it has been shown that it is robust under misspecification
of the moment conditions (Schennach, 2007).
Moreover, in the case in which fpX|Z, ϕq belongs to the exponential family and the
moment conditions are linear, exponential tilting is the natural choice. We present
an illustrative example of projecting on densities that satisfy moment conditions that
arise from economic theory. In this simple case, due to linearity, the resulting dis-
tribution after the change of measure implied by the projection is conjugate to the
prior. Economic theory therefore imposes additional structure to the moments of the
prior density.
2.1. An Example from Asset Pricing. The consumption - savings decision of the
representative household implies an Euler equation restriction on the joint stochastic
process of consumption, Ct, and gross interest rate, Rt, where Ft is the information
set of the agent at time t and EP signifies rational expectations :
EPpβRt`1UcpCt`1q ´ UcpCtq|Ftq “ 0
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Suppose that a prior statistical model is a bivariate VAR for consumption and the
interest rate which, for analytical tractability, are not correlated. Their joint density
conditional on Ft is therefore:¨˝
ct`1
Rt`1
|Ft‚˛„ N
¨˝¨˝
ρcct
ρRRt
‚˛,
¨˝
1 0
0 1
‚˛˛‚
For a quadratic utility function, that is UpCtq “ C2t , the Euler equation is a covariance
restriction as EpRt`1Ct`1|Ftq “ ctβ and thus CovpRt`1, Ct`1|Ftq “ Ctβ p1 ´ RtβρcρRq.
The distorted density hpCt`1, Rt`1|Ftq is therefore:¨˝
Ct`1
Rt`1
|Ft‚˛„ N
¨˝¨˝
ρcCt
ρRRt
‚˛,
¨˝
1 Ctβ p1´RtβρcρRq
˚ 1
‚˛˛‚
Since we know the new density in this case, the perturbation MpX,Z;ϑq, can be
reverse engineered as follows:
M “
»–N
¨˝¨˝
ρcCt
ρRRt
‚˛, I2‚˛
fifl´1N
¨˝¨˝
ρcCt
ρRRt
‚˛,
¨˝
1 Ctβ p1´RtβρcρRq
˚ 1
‚˛˛‚
“ exp
¨˚
˝´12
¨˝
Ct`1 ´ ρcCt
Rt`1 ´ ρRRt
‚˛1 ¨˝ 1 Ctβ p1´RtβρcρRq
˚ 1
‚˛¨˝ Ct`1 ´ ρcCt
Rt`1 ´ ρRRt
‚˛‹˛‚
In Appendix A, we illustrate how the same expression forM can be obtained formally
using a conditional density projection7, that is, solving 1.
Note that in this example, the fact that the Euler equation is a direct restriction on
the parameters of the base density is an artifact of the form of the utility function
assumed, and is therefore a special case. In more general examples an analytical
solution cannot be easily obtained and we therefore resort to simulation. Details of
the algorithm are provided in Appendix A.
7More precisely, what is obtained is the density conditional on Z “ z.
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In the next section we analyze the frequentist properties of using the tilted density
to estimate ψ ” pϑ, ϕq. The main challenge is the fact that we project on a possibly
locally misspecified density. Explicitly acknowledging for estimating the parameters
of the density yields some useful insight to the behavior of the estimator.
3. Large Sample Theory
Below we present asymptotic results, that is consistency and asymptotic distribution
for ψ. The properties of the estimator, as expected, depend crucially on the distance
between the prior and the true population conditional density.
Before stating the main results, we make certain assumptions that are fairly standard
in parametric extremum estimation and are necessary and sufficient for the results to
be valid. For a stationary ergodic sequence txi, ziuNi“1, we assume the following:
ASSUMPTIONS I.
(1) (COMP) Θ Ă Rnϑ ,Φ Ă Rnϕ are compact.
(2) (ID)D!ψ0 P intpΨq : ψ0 “ arg maxΨ E log hpX|Z, ψ0q
(3) (BD-1a)@l P 1..nm and for d ě 4, P P tFϕ,Pu :
EPz supψ ||mlpx, ϑq||d,EPz supψ ||mlϑpx, ϑq||d, and EPz supψ ||mlϑϑpxt, ϑq||d are fi-
nite, Ppzq ´ a.s.
(4) (BD-1b)supψ EPz |eµpzq1|mpx,z,ϑq|||1`δ ă 8 for δ ą 0, @µpzq ą 0,Ppzq ´ a.s 8
(5) (BD-2)supψ Eplog hpx|z, ψqq2`δ˜ ă 8 where δ˜ ą 0.
(6) (PD-1) For any non zero vector ξ and closed Bδpψ0q , δ ą 0, and P P pFϕ,Pq,
0 ă infξˆBδpψ0q ξ1EPmpx, ϑqmpx, ϑq1ξ ă supξˆBδpψ0q ξ1EPmpx, ϑqmpx, ϑq1ξ ă 8
8 Note that BD-1a and BD-1b imply that supψ EPz ||eµpzq1mpx,z,ϑq`λpz,ϑqmpx, z, ϑ0q||1`δ ă 8 for
δ ą 0 and @z.
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Assumptions (1)-(2) correspond to typical compactness and identification assump-
tions found in Newey and McFadden (1994) while (3) assumes uniform boundedness
of conditional moments and their first and second derivatives, up to a set of measure
zero. Assumption (4) assumes existence of exponential absolute 2 ` δ moments and
(5) boundedness of the population objective function9. Finally, (6) assumes away
pathological cases of perfect correlation between moment conditions.
Note that the assumptions above correspond to the case of estimation of a density
with finite dimensional parameters ϕ. In case ϕ is infinite dimensional, the condi-
tions have to be sufficiently generalized. Such a generalization involves additional
conditions that control for parametric or semi-non parametric estimators for fpX|Zq.
Although we abstract from the above generalizations, the characterization of the
asymptotic distribution using the high level assumption of asymptotically correctly
specified fpX|Zq is sufficient to illustrate the main properties of the estimator.
Recall that we maximize the empirical analogue to (2), which, abstracting from sim-
ulation error, is equivalent to the following:
max
pϑ,ϕqPΘˆΦ
QNpϑ, ϕq ” 1N
ř
i“1..N log pfpxi|zi, ϕq exppµ1impxi, zi, ϑq ` λiq
where
@i “ 1..N, µi :
ˆ
fpX|zi, ϕq exppµ1impX, zi, ϑqmpX, zi, ϑqdX “ 0
λi :
ˆ
fpX|zi, ϕq exppµ1impX, zi, ϑqdX “ 1
where for notational brevity we substituted Z “ zi for zi and µi “ µpziq, λi “ λpziq.
Comparing our objective function with that of Kitamura, Tripathi, and Ahn (2004),
apart from using exponential tilting, we also do not smooth using local values for
9The additional subtlety here is that it has to hold for the base measure and the true measure. Given
absolute continuity of dPpX|Zq with respect to dF pX|Zq, the existence of moments under PpX|Zq
is sufficient for the existence of moments under F pX|Zq.
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the instrument Z. Accounting for local smoothing would complicate the analysis
in an unnecessary way without apparent gain. Most importantly, as the relevant
applications are in macroeconomics, instruments will be lagged values of Xt, whose
distribution is already pinned down by fp.q. In other non-time series applications, Z
is treated as fixed.
The corresponding first order conditions of the estimator are going to be useful in
order to understand both the asymptotic but also the finite sample results. Denoting
the Jacobian of the moment conditions by M, the first order conditions are the
following, where µψpziq, λψpziq denote derivatives with respect to the corresponding
parameter vector:
ϑ : 1
N
ř
i
pMpxi, zi, ϑq1µpziq ` µϑpziq1mpxi, zi, ϑq ` λϑpziqq “ 0(4)
ϕ : 1
N
ř
i
pspxi, zi, ϕq ` µϕpziq1mpxi, zi, ϑq ` λϕpziqq “ 0(5)
where:
µpziq “ arg min
µPRnm
´
fpX|zi, ϕq exppµ1mpX, zi, ϑqdX
λpziq “ ´ log
`´
fpX|zi, ϕq exppµpziq1mpX, zi, ϑqdX
˘
and sp.q is the score of the base density. Regarding the existence of µpZq, or equiv-
alently, the existence of the conditional density projection, Komunjer and Ragusa
(2016) provide primitive conditions for the case of projecting using a divergence that
belongs to the φ´ divergence class and moment restrictions that have unbounded
moment functions. Assumptions BD-1a and BD-1b are sufficient for their primitive
conditions (Theorem 3)10.
10Note that in the main part of the paper we replace µˆzi and λˆzi , the simulation based estimates,
with µzip” µiq and λzip” λiq respectively for the interest of brevity. The same holds for their
derivatives with respect to pϑ, ϕq. We formally deal with simulation in the Appendix.
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In Appendix B we provide expressions for the first and second order derivatives of
pµpziq, λpziqq which determine the behaviour of ψˆ in the neighborhood of ψ‹0. More
interestingly, these expressions will be useful for the characterization of the properties
of the estimator in the case when the total variation distance between the prior density
and the true density shrinks to zero at a certain rate.
We first outline certain Lemmata which are systematically applied in the proofs of all
propositions, and they are also useful in understanding the the source of the differences
to traditional GEL estimation. We present auxiliary Lemmata in Appendix B.
Lemma 1. For an auxiliary conditional density Fz,
(a) µi “ OppTV pFzi ,Pziqq
(b) maxi supϑ |µ1impϑ, xiq| “ Opzpmaxi TV pFzi ,PziqN 1d q
Proof. See Appendix A 
A specific case of the above result is that of Newey and Smith (2004), where the total
variation distance between the two densities is TV pFzi ,Pziq “ OpzpN´ξq . Therefore
µi “ opzp1q, and if 1d ă ξ ă 12 , maxi supϑ |µ1impϑ, xiq| “ opp1q.
Given the above results, we show consistency for both the case of misspecification
and correct specification, and the asymptotic distribution which is invariant under
local misspecification (N´ 12 localizations). The latter is true as local misspecification
does not affect the estimating equations up to first order.
3.1. Consistency, Asymptotic Normality and Efficiency. The uniform con-
sistency of the estimator is shown by first proving pointwise consistency and then
stochastic equicontinuity of the objective function. Details of the proof are in Ap-
pendix A. Under misspecification, the estimator is consistent for ψ‹0, which we define
below:
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Definition 2. The pseudo-true value ψ‹0 is the value of ψ P Ψ that minimizes the
Kullback-Leibler pKLq distance between HpX|Z, ϕq and PpX|Zq, which is decomposed
as follows:
0 ď E log
ˆ
dP
dFpϕ,zq
˙
´ µ1‹pψqEmpX,ϑq ` log `EFpϕ,zq exppµ1‹pψqmpX,ϑqq˘(6)
Correspondingly, since µ‹pψq :“ arg min `EFpϕ,zq exppµpψq1mpX,ϑqq˘, ϕ‹0 is the value
of ϕ P Φ such that F pX|Z, ϕq is as close as possible (in KL) to PpX|Z, ϕq and
satisfies EFpϕ,zq exppµ1‹pψqmpX,ϑ‹0qqmpX,ϑ‹0q “ 0 where ϑ‹0 is the value of ϑ P Θ such
that EFpϕ‹,zq exppµ1‹pψqmpX,ϑqqmpX,ϑq “ 0.
The interpretation of Definition 2 is straightforward. Hpψ‹0 ,zq is the closest parametric
distribution to Pz, while both distributions satisfy a common moment restriction,
EHpψ‹,zqmpX,ϑ‹q “ EPmpX,ϑ0q “ 011. The smaller KLpF,Pq is, the closer to zero
are the second and third terms in Definition 2. If KLpF,Pq can be indexed by the
sample size, then so can ψ‹0. A trivial choice of FN is the empirical distribution, PN ,
which uses no prior information and assigns equal weight to all data points.
From an economic point of view, the above interpretation becomes useful when one
considers equilibrium models that are approximated. F can be thought to represent
this approximation, which by construction does not satisfy the original first order
equilibrium conditions. The tilted distribution will satisfy those restrictions, and
will be -by construction- closer to the distribution implied by the economic model.
Therefore, ϑ‹ is closer to ϑ0 than the pseudo-true value implied by the approximated
model. Approximations are therefore less detrimental to economic inference. We
elaborate more on this at the end of this section.
Having defined the pseudotrue values, we present below the asymptotic results.
11There is a similarity between our definition of ψ‹0 to the definition of Hellerstein and Imbens (1999),
but in our case the moment restriction is satisfied by the sampled population, asymptotically.
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Theorem 3. Consistency for ψ‹0
Under Assumptions I :
pϑˆ, ϕˆq Ñ
p
pϑ‹0, ϕ‹0q
Proof. See Appendix A 
As expected, under correct specification, consistency is for ϑ0. This leads to the
following corollary:
Corollary 4. Consistency for ϑ0
If F pX|Z, ϕˆq is consistent for PpX|Zq or correctly specified, then ϑ‹0 “ ϑ0.
Proof. See Appendix A 
For the limiting distribution of the estimator, we use the usual first order approxi-
mation around ψ0. Below, we present the main result for a general, asymptotically
correct density12. Denoting byGpψ, .q the matrix of first order derivatives with respect
to pϑ, ϕq, the asymptotic distribution is regular.
Theorem 5. Asymptotic Normality
Under Assumption I and for Ns,N Ñ 8 such that NNsÑ0 :
N
1
2 pψ ´ ψ0q Ñ
d
N
`
0, V¯ pψ0q
˘
Proof. See the Appendix A. 
In Appendix A we derive the exact form of the variance covariance matrix of the
estimator. Given a finite number of conditional moment restrictions and the specified
density, under correct specification and local misspecification, Gpψq ” ´Vgpψq where
Gpψq is the Jacobian and Vgpψq is the variance of the first order conditions of the
12We define an asymptotically correct density as the density fpX|Z, ϕˆq that converges to the true
density as N Ñ8 i.e. the total variation distance in Lemma 1 converges to zero.
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estimator. Then ϑˆ attains the the semi-parametric lower bound, i.e. Chamberlain
(1987). What this implies is that lack of knowledge of ϕ does not affect the efficiency
of estimating the structural parameters ϑ, at least asymptotically, and estimation
is therefore fully adaptive, within the context of regular models. The asymptotic
variance is block diagonal as follows:
V¯ pψ0q ”
¨˝ `
EzMipϑq1V ´1m pϑqMipϑq
˘´1 0
0 pEsipϕqsipϕq1 ´ EBipψqVm,ipϑqBipψq1q´1
‚˛
where B1i “ V ´1m,imis1i is the coefficient of projecting the scores on the moment con-
ditions. Notice also that the upper left component is the same as the information
matrix corresponding to ϑ when the conventional optimally weighted GMM criterion
is employed.
Interestingly, the expressions above have an intuitive interpretation. If the moment
conditions we use span the same space spanned by the scores of the density, then V¯
trivially attains the Cramer - Rao bound and the covariance matrix becomes singular
as both m and s give the same information13.
Conversely, the less predictable is the score from the additional moment conditions
used (that is, }Bi} is close to zero), the higher the efficiency attained for estimating
ϕ, where pEsipϕqsipϕq1q´1, is the lowest variance possible under regularity14.
An interesting observation can be made when the model is solved accurately and
fpX|Zq is derived. In this case, fpX|Zq is pinned down by a unique parametric
sub-model that automatically satisfies the moment conditions and pµi, λiq are zero
13The same result follows if one re-computes the variance of the estimator by exploiting the cross
equation restrictions that link ϕ and ϑ, and thus the dimension of the matrix is nϑ ˆ nϑ and no
singularity appears in the covariance.
14This finding is also in line with the results of Imbens, Spady, and Johnson (1998) in the context of
testing unconditional moment restrictions, who find that exponential tilting utilizes "efficient" esti-
mates of probabilities rather than the inefficient 1N weight used in the empirical likelihood literature.
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for all i, which implies that the second term in the variance of ϕ vanishes. More-
over, Esipϕqsipϕq1 “ E BϑBϕ
1Esipϑqsipϑq1 BϑBϕ ą E BϑBϕ
1
M 1V ´1m,iM BϑBϕ . Thus, the moment re-
strictions are trivial and add nothing to the information already embedded in the
scores.
What is also evident from the proof of Theorem 5 is that the first order conditions
of the estimator are equivalent to the optimal GMM type of first order conditions
up to an error, which is function of the discrepancy between F pX|ϕ,Zq and PpX|Zq.
We have parameterized this discrepancy by the total variation norm, which is of
order κ´1N . As long as κ´2N ă N´ 12 or equivalently κN ą N 14 , the discrepancy has
no first order effects. While this paper has not formally dealt with non or semi
parametric estimation of the conditional density of the observations, we can gauge
that the behavior of the estimator will be unaffected up to first order as long as
the the auxiliary parameters i.e. the bandwidth are chosen such that the rate of
convergence is faster than N 14 . If this is not true, then we should expect slower rates
of convergence for ϑ.
Another interesting case arises when the model is solved using approximations, which
generate the corresponding F pX|ϑ, Z,∆q where ∆ parameterizes the approximation
error, i.e. F pX|ϑ˜, Z,∆q Ñ
∆Ñ0 PpX|ϑ0, Zq. Ackerberg, Geweke, and Hahn (2009) have
shown that as long as N 12∆ Ñ 0, the approximation error15 to the true conditional
density does not affect the asymptotic distribution. As mentioned above, in our case,
we can accommodate slower rates of convergence, as long as the parameters of the
approximated density (ϑ˜) are treated as distinct to ϑ, although they both converge
to ϑ0 asymptotically. Of course, for the rate suggested by Ackerberg, Geweke, and
Hahn (2009), this distinction does not matter.
15They define ∆ to be the Sobolev Norm.
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We finish this section by illustrating that within the class of approximated equilibrium
models, the information projection alleviates, at least partially, the misspecification
caused by the local approximation, both at ϑ0 and at the pseudo-true values under
an N 12 localization.
Proposition 6. EPz log
´
dPz
dHzpϑ0q
¯
ă EPz log
´
dPz
dFzpϑ0q
¯
Proposition 6 implies that if one obtains an approximate solution, tilting the density
to satisfy the non-linear conditions implies a more accurate approximation (in KL
units). A better approximation implies better decision making based on the more
accurate model.
Since the estimator is first order equivalent, and as efficient as the optimal GMM
estimator asymptotically, in the next section, we provide simulation evidence for the
corresponding finite sample performance of this method. In the context of this paper,
what is useful is to look at the extent to which estimates can be biased when the base
density is slightly misspecified, when it is in principle observed and estimable, but we
have limited sample size. Prior information on what could be a good reduced form
density can be potentially used.
3.1.1. Choice of approximate density. The choice of approximate density can be in-
formed in different ways. First, as we already suggested, the approximate density can
be constructed by looking at simpler i.e. linearized conditions and the correspond-
ing likelihood function. The latter can be easily generated even in the presence of
unobservables, using i.e. the Kalman filter. Obviously, higher order approximations
or other forms of non-linearity can also be accommodated with the use of an appro-
priate filter, i.e. the particle filter. What is more is that we can utilize our possible
knowledge of the reduced form of the structural model and directly use such a form in
constructing the base density without explicitly solving the model. In the linear case,
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for example, this corresponds to using a V ARppq or V ARMApp, qq where pp, qq can
increase with the sample size, or a state space model in general. These reduced forms
are known to correspond to linear DSGE models. More generally, an approximate
density can be constructed by using prior information on which model can be best
fitting, in sample or out of sample in previous exercises. This is information that is
routinely used by practitioners even if it is not explicitly acknowledged. In the next
section (and in the Appendix ) we investigate the performance of the estimator for
different choices of base densities.
3.2. Monte Carlo Experiments. We conducted two Monte Carlo (MC) experi-
ments ; in this section we present the MC experiment for the consumption Euler
equation while the rest of the exercises are in Appendix B .
3.2.1. Estimating the Consumption Euler equation. We investigate the per-
formance of our estimator in terms of MSEpβˆq in the case of locally and non-locally
misspecified base densities. Similar to the analytical example we used in previous
sections, the DGP is a Bivariate log-Normal VAR for the (demeaned) consumption
and interest rate :¨˝
log C˜t`1
log R˜t`1
‚˛„ N
¨˝¨˝
ρC ρCR
ρRC ρR,
‚˛¨˝ log C˜t
log R˜t
‚˛,
¨˝
σ2C σCR
σRC σ
2
R
‚˛˛‚
Moreover, assuming a quadratic utility for the representative agent, UpCtq :“ αCt ´
γC2t and that βRss “ 1 the Euler equation becomes as follows:
Et
ˆ
β
Ct`1Rt`1
Ct
´ 1
˙
“ 0
For the DGP we use the following parameterization: ρC “ ρRC “ 0, ρR “ 0.95, ρCR “
0.05, β “ 0.75 and Σ “ r0.05, 0.002; 0.002, 0.05s. Below, we plot the MSE comparisons
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for estimating the discount factor βˆ across typical sample (and sub-sample) sizes for
quarterly macroeconomic data sets i.e. N “ t20..220u for two experiments. In the first
experiment (Figure 1), we compare the performance of the CU-GMM estimator to our
estimator, both in the case of knowing the density and when estimating σCR.
As evident, the performance of CU-GMM is much worse than the other two cases, as
we use the empirical distribution function rather than the correctly specified density.
Interpreting GMM as a plug-in estimator using the empirical CDF, where the latter
is the most basic infinite dimensional model for the true CDF, it is not surprising
that a low dimensional but locally misspecified density performs better in terms of
MSE in small samples. What this implies is that although asymptotic results under
local misspecification do not justify efficiency gains, they latter are entirely possible
in small samples.
Figure 1. βˆ for low dimensional Φ vs optGMM
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In Figure 2 we present the same results but we focus on the relative difference between
incorrectly restricting σCR to zero and using the correct density: the efficiency gain
does not overcome the resulting bias.
However, as we increase the dimension of the estimated parameters, the MSE gains
from imposing incorrect local restrictions become noticeable. In Figure 3 we present
the case when we estimate pρRC , ρR, σCRq subject to the restriction ρCR “ 1 ´ ρR,
that is the true model, and compare it to only estimating σCR and imposing local
misspecification (T´ 12h) on pρRC , ρRq for h=0.01 (and ρCR “ 1 ´ ρR). The latter
is the approximate model as it features local misspecification (restrictions in the
autoregressive coefficients ρ). What we observe is that the bias - variance trade-off
holds for a moderately sized samples, indicating that our estimator can be potentially
useful for estimating models in small subsamples
Figure 2. βˆ for low dimensional Φ vs True model (1000 MC replications)
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Figure 3. βˆ for "higher" dimensional Φ vs Restricted model (500 MC replications)
Moreover, it is tempting to interpret the MSE evidence in terms of the theoretical
results of Newey and Smith (2004) where it is shown that GEL estimators have lower
bias than the CU estimator as the correlation between the Jacobian and the moment
restrictions is removed. Since the estimator we propose has some similarities with
GEL, we could expect a lower bias too, but showing this is beyond this paper.
3.3. Counterfactual Distributions. An additional advantage of the method used
in this paper, is that although the model is not solved for the equilibrium decision
rules, we can still perform counterfactual experiments. What is more important is
that this method readily gives a counterfactual distribution, while the distribution of
the endogenous variables is hardly known in non-linear equilibrium models. Knowing
the distribution of outcomes is extremely important for policy analysis, especially
when non linear effects take place, and therefore the average effect is not a sufficient
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statistic to make a decision. We present below an example which is based on a mod-
ification of Example 1, where the only difference is that the utility function is of the
Constant Relative Risk Aversion form. The counterfactual experiment consists of
increasing the CRRA coefficient. We plot the contour maps of the conditional joint
density of pRt`1, ct`1q with a change in the risk aversion coefficient. An increase in
risk aversion is consistent with higher mean interest rate, and lower mean consump-
tion. Moreover, consumption and interest rates are less negatively correlated. This
is also consistent what the log - linearized Euler equation implies, ct “ ´ 1σrt. It is
important to stress that even if the underlying density is an approximation, as we
show in Proposition 6, tilting the density to satisfy the nonlinear condition indeed
improves the approximation. Therefore, the pseudo-true value will be closer to the
’true’ value and the counterfactual experiment will be closer to the ideal counterfac-
tual experiment one would wish to implement.
Figure 4. Increase in Risk Aversion Coefficient
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4. Application: Pricing Macroeconomic Risk
Low frequency fluctuations in consumption have been shown to be important in ex-
plaining several asset pricing facts. The long run risk model of Bansal and Yaron
(2004) and its subsequent variations impose cross equation restrictions that link asset
prices to consumption growth, where Epstein and Zin (1989) preferences differentiate
between between risk aversion and the intertemporal elasticity of substitution (IES).
These restrictions can be summarized by the Euler equation that involves the unob-
served aggregate consumption dividend Rα,t`1, consumption growthGc and stochastic
variation in the discount factor, Gl as in Rui, Martin, Xi, and Sergio (2016):
EtδθGθl,t`1G
´θ
ψ
c,t`1R
´p1´θq
a,t`1 Ri,t`1 “ 1(7)
where θ “ 1´γ1´ 1
ψ
, γ is the coefficient of relative risk aversion, ψ the IES and δ the
discount factor. Relatively recent attempts to estimate this model using standard
non-durable consumption data have stressed several issues that need to be taken into
account. As argued by Bansal, Kiku, and Yaron (2016), time aggregation is an impor-
tant source of bias when low frequency data is used. In fact, Bansal, Kiku, and Yaron
(2016) find empirical support for a monthly decision interval. Quarterly or yearly
data are therefore likely to be responsible for the downward bias to estimates of the
IES and upward bias in risk aversion, which have been puzzling in the literature,
as they imply that asset prices are increasing in uncertainty. Nevertheless monthly
data are contaminated by measurement error and a recent paper (Schorfheide, Song,
and Yaron, 2018), SSY hereafter, provides a mixed frequency approach to make opti-
mal use of a long span of consumption data while keeping measurement error under
control.
In this paper we investigate the empirical implications of an equally important as-
pect of empirical macro-finance, which is the quality of the underlying approximation
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to the equilibrium value of the unobserved Rα,t`1. What has been standard up to
now was to use the Campbell and Shiller (1988) log linear approximation, which has
been recently criticized by Pohl, Schmedders, and Wilms (2018) as being too crude
when the underlying dynamics are persistent. We take the linear approximation as
given, and we impose (7) using the methodology in this paper.To isolate the informa-
tional content of imposing the Euler equation, we employ a similar specification to
Schorfheide, Song, and Yaron (2018) but we only use monthly data on non durable
consumption growth and the risk free rate. The underlying approximating model is
summarized as follows:
∆ct`1 “ µc ` xt ` σc,tηc,t`1(8)
rf,t “ B0 `B1xt `B1,lxl,t `B2,xσ2x,t `B2,cσ2c,t(9)
xt`1 “ ρxt `
a
1´ ρ2σx,tηx,t`1(10)
xl,t`1 “ ρlxt ` σlηl,t`1(11)
σc,t “ σevx,t(12)
σx,t “ σχxevx,t(13)
vx,t`1 “ ρvxvx,t ` σv,xwx,t`1(14)
where pB0, B1, B2,x, B2,cq are functions of the deep parameters pγ, ψ, δq, the risk aver-
sion, the elasticity of intertemporal substitution and discount factor respectively16.
Regarding the observation equation, we calibrate the measurement error to the values
estimated by SSY17.
16For details on the underlying solution mapping we encourage the reader to consult Schorfheide,
Song, and Yaron (2018).
17For monthly consumption growth, we set σ2me “ 2pσ2`σ2q q where σ2 and σ2q are the variances of the
measurement error in monthly and quarterly consumption respectively, as estimated by SSY. This
specification is approximately equal to SSY’s specification of the measurement error in consumption
growth from the third month to the first month of the next quarter, so σ2me is actually an upper
bound to the measurement errors of the rest of the months.
25
We perform estimation in two steps. The reduced form dynamics, that is, equations
8,10,12-15, are identified without using the long run risk model. We therefore estimate
the cash flow parameters φ ” pρ, χx, σ, ρv,x, σv,cq by using Markov Chain Monte Carlo
and the particle filter18. We then estimate the deep parameters pψ, γq conditional on
the posterior mode, φ‹post. Since the moment condition 7 does not provide a measure-
ment density for xl,t, we would have to rely on the approximate model to identify the
process parameters19. We thus calibrate the time preference risk parameters ρl and
σl to the posterior median estimates of SSY.
The resulting posterior distributions for pψ, γq do not reflect the posterior uncertainty
about φ. We make use of the asymptotic results presented in the previous sections
to neglect uncertainty about φ20. The base density is therefore the predictive den-
sity of the non-Gaussian state space model (Gaussian conditional on the identified
volatility states) for p∆ct`1, rf,t`1q which we construct using the particle filter21. Cor-
respondingly, the conditionally Gaussian model is a bivariate Normal distribution for
p∆ct`1, rf,t`1q with conditional means µc`xt and B0`B1xt`1`B2,xσ2x,t`1`B2,cσ2c,t`1
respectively. Conditional linearity is achieved by using the Campbell and Shiller
(1988) approximation to asset returns ra,t`1 and solving for the price consumption
ratio.
In what follows we investigate the usefulness of tilting the approximating density to
satisfy the non linear condition 7, both in terms of parameter identification and model
18As in Chen, Christensen, and Tamer (2016), we rely on quantiles of the posterior draws to construct
confidence sets.
19A Bayesian approach has been recently proposed to deal with the lack of measurement density by
Gallant, Giacomini, and Ragusa (2017).
20Recall that as long as ID is true, by the Bernstein-von Mises Theorem, inference around the
posterior mode will be similar to the maximum likelihood estimate. Since uncertainty over φ does
not show up in the variance of the structural parameters we can potentially neglect uncertainty
about φ when conducting inference about the latter.
21The are obviously alternative more efficient algorithms to deal with stochastic volatility i.e. Me-
tropolis within Gibbs algorithm.
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prediction. We find that this is both empirically relevant, and economically signif-
icant22. In Figure 5, we report the Posterior Distributions using the approximated
model (AM), and the tilted model (TM). As evident, correcting for the underlying
non-linearity leads to improved identification, in the sense that posteriors are much
narrower, and the mode (and MLE estimates) are closer to what are considered more
plausible values. A direct implication is that measurement error is not the only source
of upward bias in the estimates of risk aversion. Approximation errors is clearly an-
other one. We also report the Maximum Likelihood estimates for the tilted model,
to give a sense of how much the prior information matters for both exercises.
Figure 5. Bayesian and Frequentist estimates
22This also corroborates the numerical results of Pohl, Schmedders, and Wilms (2018), who have
shown that this approximation can be too crude when consumption growth is persistent.
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In terms of relative fit, the tilted model is strictly preferred by the data. In ta-
ble 1, we report the values of the posterior and the likelihood evaluated at their
respective modes (ψ‹). The tilted model dominates by 659.1 log-posterior and 659.8
log-likelihood units respectively.
Table 1. Comparison of Relative Fit at ψ‹
Model TM AM
log-Likelihood 7001.0 6341.2
log-Posterior 6997.2 6338.1
Having demonstrated the superior performance of the tilted model in terms of statis-
tical fit and identifying power, we next turn to economic inference, which is equally
important from the perspective of understanding what determines the risk premium
once we allow for non-linearity.
4.1. Qualitative Inference. What we show below is that the tilted model uncovers
relationships between asset prices and macroeconomic risk that are hidden by the
approximate model. This is crucial from an economic point of view, as any conclusions
drawn from the linear model are likely to be misguiding.
We use importance sampling to generate the conditional risk premium for the tilted
model, while we also use simulation for the approximate model for comparability
reasons. More particularly, for every t “ 1..N , we use the approximate model to
produce a conditional simulation, estimate pµi, λiq, and use the perturbation wi ”
exppµ1imi ` λiq to re-weight the sample, where mi is the moment function in 7. The
risk premium is then computed using the conditional covariance of the stochastic
discount factor, δθGθλ,t`1G
´θ
ψ
a,t`1, and the return on the consumption claim, Ra,t. For
the approximate model, we use the corresponding estimates and no re-weighting of
the simulated sample.
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In general, due to the resulting parameter estimates and the non-linearity of the TM,
the risk premium for total wealth predicted by the TM is lower than the AM, 0.58%
versus 1.99% on average. This observation points to the possibility that satisfactory
predictions for risk premia for certain markets coming from linearized models is an
artefact of the ignored non-linearities, and not the underlying mechanism.
Figure 6 re-confirms the analytical insights that come from the linearized model,
which implies that when the representative agent has preference for early resolution
of risk, the risk premium is increasing with long run risk. Although the sensitivity is
different, the qualitative insight is similar.
Nevertheless, this is no longer true once we look at the relation between the risk
premium and long run fluctuations, xt. As evident from Figure 7, the predicted risk
premium using the approximate model does not depend on the level of xt,t. This
is expected though, as in the linearized model the risk premium varies because of
stochastic volatility, σ2c,t and σ2x,t, an arguably unsatisfactory result. On the other
hand, using the tilted model, there is a strong positive association between the realized
risk premium and the level of long run fluctuations.
Figure 6. Risk Premium on Aggregate Wealth versus Long Run Risk
in Consumption using the Tilted Model (Left) and Approximate Model
(Right)
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Figure 7. Risk Premium on Aggregate Wealth versus Long Run Fluc-
tuation in Consumption using the TM (Left) and AM (Right)
To rationalize this observation, we use the basic insight of the long run risk model,
which is that the risk premium is a linear combination of pricing using the CAPM
and the Consumption-CAPM as follows:
rpt “ ´Covtpmt,t`1, ri,t`1q
“ θ
ψ
Covtp∆ct`1, ri,t`1q ` p1´ θqCovtpra,t`1, ri,t`1q
where ra,t`1 is the (log) return on total wealth and ri,t`1 the (log) return of the asset
to be priced.
Since we study returns to total wealth, we substitute for ri,t`1 “ ra,t`1, which implies
that the risk premium will vary as long as the Covtp∆ct`1, ra,t`1q and V artpra,t`1q vary
over time. Under the approximate model, both conditional moments are functions
of volatilities vx,t and vc,t but not the levels. Under the tilted model, this is not
true.
It turns out that the component that depends on xt is V artpra,t`1q. ln Figure 8, we
plot on the left the recovered relation between V artpra,t`1q and xˆt,t using the tilted
model. The relationship is quadratic, which implies strong non-linearities in the risk
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premium. For low values of xt, the conditional variance of ra,t`1 is increasing in xt,
and for high values of xt the conditional variance is decreasing.
On the right hand side, we plot the kernel density estimate of txˆt,tutďN as identified
by the reduced form. The distribution is skewed to the left, which implies that xt
has visited the upward sloping part of the domain more frequently. This essentially
rationalizes the positive relation in Figure 7 as θˆ ă 0. It is also important to stress
that the positive association of the risk premium with xt becomes more apparent
when we do not allow for stochastic volatility. Stochastic volatility increases the
realized domain for xt, which leads to a less predictable relation between risk premia
and xt.
Figure 8. Conditional Variance of ra,t (L) and Density for xˆt,t (R)
The inverse-U relation between V artpra,t`1q and xt can be explained as follows. Recall
that, abstracting from time preference risk, the return on total wealth can be written
as a function of consumption growth and the ratio of the continuation value, Ut`1, to
its certainty equivalent, RtpUt`1q. Taking logs, it reads as follows:
ra,t`1 “ ´logpδq ` 1
ψ
∆ct`1 ` p1´ 1
ψ
qvt`1
where vt`1 “ log
´
Ut`1
RtpUt`1q
¯
.
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The corresponding conditional variance is therefore
V artpra,t`1q “ 1
ψ2
V artp∆ct`1q`
ˆ
1´ 1
ψ
˙2
V artpvt`1q`ψ
ˆ
1´ 1
ψ
˙
Covtp∆ct`1, vt`1q
The first and last term do not depend on xt, as the latter is independent from short
run fluctuations in consumption growth, σc,tηc,t`1. Regarding the second term, by
utilizing the fact that the wealth - consumption ratio, Wt
Ct
, is equal to 11´δ
´
Ut
Ct
¯ψ´1
ψ
then vt`1 ´ Etvt`1 can be expressed as a function of wealth and consumption:
vt`1 ´ Etvt`1 “ ψ
ψ ´ 1pwt`1 ´ Etwt`1q ´
1
ψ ´ 1pct`1 ´ Etct`1q
Since the last term does not depend on xt, then variation in V artpvt`1q must come
from variations in V artpwt`1q. This can be verified, by expressing Wt as the present
discount value of future wealth, that is,
Wt “ Ct ` EtMt`1Wt`1 “ EtMt`1Wt`1
ˆ
1` Ct
EtMt`1Wt`1
˙
where Mt`1 is the Epstein-Zin stochastic discount factor. Taking logs, we have
that
wt “ log pEtMt`1Wt`1q ` log
ˆ
1` Ct
EtMt`1Wt`1
˙
Thus, V artpwt`1q “ V art
´
log
´
1` Ct`1EtMt`2Wt`2
¯¯
“ V art
´
log
´
1` ect`xt`σc,tηc,t`1EtMt`2Wt`2
¯¯
,
which is a function of xt. Once we condition on information at time t, the conditional
variance fluctuates even if σc,t is constant. In Appendix A, we derive the following
characterization for the gradient of V artpwt`1q with respect to xt:
B
BxtV artpwt`1q
“ ´κt BBxtEtMt`2Wt`2 “ ´κtEt
ˆ
Wt`2
B
BxtMt`2 `Mt`2
B
BxtWt`2
˙
“ ´κtEt
ˆ
Wt`2
B
BxtMt`2 `Mt`2
ˆ
pWt`1 ´ Ct`1q BBxtRα,t`2 ´Rα,t`2Ct`1
˙˙
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where κt is a positive random variable.
This expression has a fairly straightforward economic interpretation. For very low
values of xt, and thus low values of Ct`2Ct`1 , the pricing kernel (Mt`2) is very sensitive
to (positive) marginal changes in consumption growth. Correspondingly, the return
to the consumption claim Rα,t`2, which is inversely related to the stochastic discount
factor, does not increase as much since the agent experiences a large reduction in
marginal utility and an increase in continuation utility respectively. This implies
that while the change in the stochastic discount factor is large and negative, the
corresponding change in future wealth is likely to be of smaller order. This generates
a positive slope for the conditional variance. The exact converse holds for large values
of consumption growth, i.e. the stochastic discount factor falls but not as much, while
the corresponding change in future wealth is likely to be positive, as returns increase
to compensate for the small reduction in marginal utility.
This observation comes as no surprise. The Campbell and Shiller (1988) approxima-
tion to the return, which in our case is the return to the consumption claim, has to
do with the dynamics of wealth. Thus, non-linearities in the stochastic behaviour of
wealth must explain the shortcomings of this approximation. We conjecture that this
will be the case for pricing other assets too.
In addition, what our analysis suggests is that setting ψ ‰ 1 is quite important for
non-linear effects to arise. This is a quite common approximation that has been used
to facilitate the analysis for the long run risk model (e.g. Hansen, Heaton, and Li
(2008)). If ψ “ 1, then the wealth consumption ratio is no longer time varying, which
implies that the only source of variation in the moments of wealth is the source of
variation in consumption moments i.e. stochastic volatility.
33
For completeness, we plot in Appendix A the relation between the risk premium and
short run fluctuations. Again, the tilted model implies a weak positive relation, while
the approximate model does not predict such a relation, as expected.
4.1.1. Risk Premia and the Great Recession. We next investigate the relative
contribution of stochastic volatility to the risk premium once we allow for state depen-
dence in pricing the aggregate consumption claim. We construct the counterfactual
by shutting down stochastic volatility (in vx,t and vc,t). In Figure 9, we plot the pre-
dicted risk premium in the tilted model with constant volatility (CV) and stochastic
volatility (SV), and the predicted risk premium in the approximate model with con-
stant volatility (CV). As expected, the latter is constant over time, as volatilities are
constant. Nevertheless, once we tilt the model, even with constant volatility, the risk
premium exhibits significant fluctuations. Therefore, the difference between the blue
line and the yellow line can be attributed to state dependence of risk valuation.
A very interesting observation arises by noticing that there is almost no difference in
the prediction for the risk premium between the end of 2007 and mid 2009. Since we
focus on the risk premium for aggregate wealth, which includes human wealth 23, this
is not a statement about the equity premium per se. Nevertheless, this observation
matters for how we interpret the aftermath of the recent financial crisis. In Figure
10 we plot the time series of aggregate consumption in the US (the picture for GDP
looks almost the same). The last crisis has had a significant impact on consumption
growth, and thus a negative effect on consumption in the long run. Correspondingly,
the large drop in consumption (and output) which manifested significant losses in
human and business capital, see for example the analysis of Hall (2015), increased
uncertainty about aggregate wealth. This explanation of the rise in the risk premium
23The share of Human wealth in aggregate wealth has been estimated, using a linear model, to by
roughly 92% on average Lustig, Van Nieuwerburgh, and Verdelhan (2013).
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is more in line with macroeconomic research on the effects of the financial crisis than
the exogenous increase in consumption volatility.
Figure 9. Stochastic Volatility versus Non-Linearity using ψTM
Figure 10. US Consumption and the Financial Crisis aftermath
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5. Conclusion
In this paper we have proposed an alternative approach to estimate and analyse the
implications of economic models defined by conditional moment restrictions. The
approach employs an approximate but complete probability model while it utilizes
the information coming from the moment restrictions. It therefore combines the
advantages of complete and incomplete models, while it circumvents to a certain
extent their corresponding drawbacks.
Employing an approximate density improves the finite sample behaviour of the esti-
mates of the structural parameters, while it maintains our ability to perform proba-
bilistic predictions and counterfactual exercises. More importantly, we have demon-
strated that if the approximate model is indeed an economic approximation, tilting
the approximation to satisfy the original restrictions clearly improves on critical issues
like identification and qualitative inference.
Our paper also contributes to the macro-finance literature by demonstrating that
employing the widely used linear approximations to returns can hinder our ability to
understand the nature of the link between movements in asset prices and macroeco-
nomic risk. In the context of the last financial crisis, we find that the contribution of
the large drop in the US aggregate consumption to the rise in the risk premium on to-
tal wealth is significant, while stochastic volatility plays a minor role. This obviously
has wider implications for the way we think about the relative roles of non-linearity
and time varying volatility in explaining complex economic outcomes.
An interesting avenue for future research is to investigate further the treatment of
unobservables in the moment conditions. While we rely on the approximate model
to estimate the unobservable components, tilting distorts the joint distribution of
the variables that appear in the moment conditions to the right direction. Further
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work could explore the gains from combining the approach of Gallant, Giacomini,
and Ragusa (2017) with this paper’s methodology.
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6. Appendix A
6.1. Analytical derivations for the Asset Pricing Example. Suppressing λ, the
perturbation, exppµ1mpx, ϑq ` λq is proportional to
exp
¨˚
˝´12
¨˚
˝
¨˝
ct`1 ´ ρcct
Rt`1 ´ ρRRt
‚˛
1 ¨˝
0 ´µt
´µt 0
‚˛¨˝ ct`1 ´ ρcct
Rt`1 ´ ρRRt
‚˛‹˛‚´ µt ctβ p1´RtρcρRβq‹˛‚
The trick here is that we can get the representation by rearranging terms, and drop-
ping terms that do not depend on µ, and then do the minimization. Therefore, for
t`1 :“
¨˝
1,t`1
2,t`1
‚˛”
¨˝
ct`1 ´ ρcct
Rt`1 ´ ρRRt
‚˛ the problem becomes as follows :
minµ
´
exp
¨˚
˝´12
¨˚
˝
¨˝
1,t`1
2,t`1
‚˛
1 ¨˝
1 ´µt
´µt 1
‚˛¨˝ 1,t`1
2,t`1
‚˛` 2µt ctβ p1´RtρcρRβq‹˛‚‹˛‚dpR,Cq
“ minµ
´
exp
¨˚
˝´121t`1
¨˚
˝ 1p1´µ2t q µtp1´µ2t q
µ
p1´µ2t q
1
p1´µ2t q
‹˛‚
´1
t`1 ` 2µt ctβ p1´RtρcρRβq‹˛‚dpR,Cq
We therefore have that the F.O.C is:
ˆ
exp´12
¨˚
˝1t`1
¨˝
1
p1´µ2t q
µt
p1´µ2t q
µ
p1´µ2t q
1
p1´µ2t q
‚˛´1 t`1 ´ 2µt ct
β
p1´RtρcρRβq‹˛‚ˆ ...
...ˆ p´p1,t`12,t`1 ` ct
β
p1´RtρcρRβqqdpR,Cq “ 0
Then, for the Normal scaling constant C,
C
´
N
¨˝¨˝
0
0
‚˛,
¨˝
1
p1´µ2t q
µt
p1´µ2t q
µ
p1´µ2t q
1
p1´µ2t q
‚˛˛‚p1,t`12,t`1 ´ ctβ p1´RtρcρRβqqdpR,Cq “ 0
which also reads as µtp1´µ2t q ´
ct
β
p1´RtρcρRβq “ 0. Therefore, µt is the solution of the
latter equation.
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6.2. Computational Considerations for the Information Projection. This
section comments on the computational aspects of using information projections to
estimate models defined by moment restrictions. In the case of conditional moment
restrictions, the projection involves computing Lagrange multipliers which are both
functions defined on Ψˆ Z.
Therefore, the projection has to be implemented at all the points of zi and at every
proposal for the vector ψ. Nevertheless, since the identifiability of ϕ (the reduced
form) does not depend on ϑ, ϕ can be pre-estimated. Moreover, is can be more
efficient to estimate the unknown functions µpX,Z, ψq and λpX,Z, ψq by simulating
at different points of the support and use function approximation methods i.e. splines.
In case the model admits a Markov structure, the information set is substantially
reduced, making computation much easier.
The general algorithm for the inner loop is therefore as follows:
(1) Given proposal for pϕ, ϑq, simulate Ns observations from F px; z, ϕq
(2) For a finite set tz1, z2, ..zk..zKu compute :
‚ µpx; zk, ϑq “ arg min 1Ns
ř
j“1:Ns exppµpxj; zk, ϑq1mpxj; zk, ϑqq and
‚ λpx; zk, ϑq “ 1´ logp 1Ns
ř
j“1:Ns exppµpxj; zk, ϑq1mpxj; zk, ϑqqq
(3) Evaluate log-likelihood: Lpx|z, ψq “ 1
N
ř
i“1:N plog hpxi, ziϑqq
In order to facilitate the quick convergence for the inner minimization and avoid
indefinite solutions, one can transform the objective function with a one to one map-
ping, and add a penalizing quadratic function i.e. for T pµq :“ 1
Ns
ř
i“..Ns e
mpxj ;zkϑq,
use T˜ pµq “ logpF pµq ` 1q ` τ ||µ||2 where τ is the regularization parameter. Regular-
ization becomes important when the simulation size is smaller, something that makes
sense only if we want to reduce computational time.
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6.3. Additional Analytical and Empirical Results for Application.
Proof. Derivative of V artpwt`1q with respect to xt
Recall that V artpwt`1q “ V art
´
log
´
1` Ct`1EtMt`2Wt`2
¯¯
. We compute the derivative
by using a Taylor expansion of log
´
1` Ct`1EtMt`2Wt`2
¯
around the steady state value,
which is zero. For the interest of brevity, let y ” Ct`1EtMt`2Wt`2 . Therefore,
V artplogp1` ytqq “ V artpyq ` 14V artpy
2q ` 19V artpy
3q ` ...` Covariances
Denoting the j´th central moment of Ct`1 by C¯j, it can be shown that for j ě 1,
V artpyjq “ C¯2jpEtMt`2Wt`2q2j and Covtpyj, ykq “
CovtpCjt`1,Ckt`1q
pEtMt`2Wt`2qj`k . Correspondingly,
B
BxtV artpy
jq “ ´2jC¯2j
B
Bxt pEtMt`2Wt`2q
pEtMt`2Wt`2qj`1
and
B
BxtCovtpy
j, ykq “ ´pj ` kqCovtpCjt`1, Ckt`1q
B
Bxt pEtMt`2Wt`2q
pEtMt`2Wt`2qj`k`1
Therefore, the derivative can be written compactly as follows:
B
BxtV artplogp1` ytqq “ ´
ÿ
j,k“1..8
˜
j ` k
jk
CovtpCjt`1, Ckt`1q
pEtMt`2Wt`2qj`k`1
¸
B
Bxt pEtMt`2Wt`2q
” ´κt BBxtEtMt`2Wt`2
Finally, κt is finite as long as savings, Wt ´Ct satisfy St „ pCovtpCjt`1, Ckt`1qjq

pj`k`1q
for some positive constant , i.e. savings grow at a sufficient rate. 
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6.3.1. Empirical Results
Table 2. Robust Confidence Set for Reduced form Parameters
Parameter q2.5% mode q95%
ρ 0.8678 0.9757 0.9934
χx 0.1321 0.1539 0.2101
σ 0.0001 0.0008 0.0024
ρl - 0.9560 -
σl - 0.0004 -
ρv,x 0.8747 0.9078 0.9555
σv,x 0.0011 0.0078 0.0099
6.3.2. Additional Figures:
Figure 11. Risk Premium on Aggregate Wealth versus Short Run
Fluctuations in Consumption using the Tilted Model (Left) and Ap-
proximate Model (Right)
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6.4. Proofs of Main Theorems. In the proofs to follow, we economize on no-
tation by defining the following quantities :ej,i “ eµ1imj,ipϑq, e˜j,i “ ej,i1
Ns
ř
j“1..s ej,i
,
κj.i “ ´ pe
µ1
i
mj,ipϑq´1q
µimj,ipϑq1 , sj,i :“ BBϕ log fpxj|ϕ, ziq and sj,i :“
sj,i
fj,i
.
Proof. of Lemma 1.
(a) Recall that µi satisfies the moment conditions under the Fϕp., ziq measure, whose
simulation sample version is 1
Ns
ř
j“1..s ej,imj,ipϑq “ 0. We make use of the following
implicit map to characterize the stochastic properties of µi:
µi “
˜
N´1s
ÿ
j“1..s
κj,imj,ipϑqmj,ipϑq1
¸´1
N´1s
ÿ
j“1..s
mj,ipϑq
where κj.i “ 1´eµ
1
i
mj,ipϑq
mj,ipϑq1µi .
Given the end result, maxisupϑ||µ1imj,ipϑq|| ă 8, so we assume that κi,j is bounded.
Letting vll1κ,j :“ rκj,imlj,ipϑqml1j,ipϑq1sll1 , it follows that vll1κ,j ă supψ|vll1κ,j|. Using BD-1a
and Cauchy Schwarz (CS), we conclude that Esupψ|vκ,j| ă 8,Ppzq ´ a.s. Therefore,
the denominator of µi is Opzp1q and the stochastic order of µi will be determined by
the numerator as follows:
1
Ns
ÿ
j“1..s
mj,ipϑq “
ˆ
mipϑqdFNs,zi
“
ˆ
mipϑqpdFNs,zi ´ dFzi ` dFzi ´ dPzi ` dPziq
“ oPzp1q `
ˆ
mipϑqpdFzi ´ dPziq
where the last equality is due to the convergence of the empirical and simulation
measures and correct specification of the moment condition (under Pz). Applying
Corollary 10 we have that
1
Ns
ÿ
j“1..s
mj,ipϑq “ oPzp1q `OPzpTV pFzi ,Pziqq “ OPzpTV pFzi ,Pziqq
and thus µi “ OPzpTV pFzi ,Pziqq (for every element of the vector µi and all i).
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(b) For M¯ ă 8 and d ě 4 (see BD´ 1)
Ppmax
i
sup
ϑ
||mipϑq|| ą M¯N 1d q “ Pp
ď
iďN
tsup
ϑ
||mipϑq|| ą M¯N 1d uq
ď
ÿ
i
Ppsup
ϑ
||mipϑq|| ą M¯N 1d q
ď
ř
i Epsupϑ ||mipϑq||d1psupϑ ||mipϑq||d ą M¯dNq
M¯dN
“ M˜Epsup
ϑ
||mipϑq||d1psup
ϑ
||mipϑq||d ą M¯dNq
Ñ 0
max
i
sup
ϑ
|µ1imipϑq| ď max
i
sup
ϑ
||µi||max
i
sup
ϑ
||mipϑq||
ď n1{2m max
i
max
l“1..nm
sup
ϑ
pµl,iqmax
i
sup
ϑ
||mipϑq||
“ Oppmax
i
TV pFzi ,PziqN
1
d q
provided that the number of moment conditions nm is bounded. 
Proof. of Theorem 3. : Consider the sets Vµ,δ “ tµ P M : ||µ ´ µ0|| ă δuand
Vpϑ,ϕq,δ “ tϑ P Θ : ||ϑ ´ ϑ0|| ă δ, ϕ P Φ : ||ϕ ´ ϕ0|| ă δu and the objective functions
they optimize respectively.
(1) (Component-wise) Convergence of µˆi :
Proofs for (a) µˆi ´ µi,0 “ opp1q and (b) QNpψ, µˆq “ QNpψ, µq ` opzp1q.
(a) Using the definition of µˆ
nmˆ1
pϕ, ϑq “ arg inf T pzi, µq where T pµ, ziq “
1
Ns
ř
j“1..Ns e
µ1imipxj ,ϑq and assumptionsBD-1, µ exists for all ϑ, ϕ and is unique.
Fix Z “ zi,@δ ą 0. Using a Taylor expansion of T pµ, ziq around µ0 with
Lagrange remainder, we have that:
T pµ0, ziq ` T 1µpµ0, ziqpµ´µ0q ` 12T 2µpµ˜, ziqpµ´µ0q2. Since T pµ0, ziq ě T pµ, ziq,
1
2T
2
µpµ˜, ziqpµ´µ0q2`T 1µpµ0, ziqpµ´µ0q ď 0, and therefore |T 1µpµ0, ziq| ą C||µ´
µ0||.
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We next show that T 1µpµ, ziq “ opzp1q and µˆi ´ µi,0 “ opzp1q. By (BD-
1a), the sequence teµ1imj,ipϑqmj,ipϑquj“1..Ns is uniformly integrable with respect
to the F´measure , and by the WLLN for U.I sequences, we have that
1
Ns
ř
j“1..Ns e
µ1impxj ,zi,ϑq`λimpxj, ϑ0q u.pÑ Eh|ϕ,zimpxj, ϑ0, ziq “ 0 and therefore
T 1µpµ, ziq “ opzp1q and µˆi ´ µi,0 “ opzp1q.
Moreover, using similar arguments, 1
Ns
ř
1..Ns e
µ1impxj ,ϑqmipxj, ϑ0qmipxj, ϑ0q1 u.pÑ
EHϕ,zimipϑqmipϑq1. The above result can be strengthened. Applying the clas-
sic Central Limit Theorem, we have that µˆi “ µi,0 ` oppN´
1
2
s q.
(b) DefiningQNpψ, µˆq “ 1N
ř
i“1..N log pfpxi|zi, ϕq exppµˆ1impxi, zi, ϑqqq, we have
that QNpψ, µˆq “ QNpψ, µq ` opzp1q.
(2) Uniform Convergence for QNpψ, µq
By Theorem 1 in Andrews (1992), we need to show (i) BD (Total Bounded-
ness) of the metric space in which pϕ, ϑq lie together with (ii) PC (Pointwise
consistency) and (iii) SE (Stochastic Equicontinuity). Regarding (i), Assump-
tion COMP implies total boundedness. For (ii),
P
˜
| 1
N
ÿ
i
plogphpxi; zi, ψqq ´ E logphpxi; zi, ψqqq| ą 
¸
ď 1
N2
V
˜ÿ
i
| logphpxi; zi, ψqq ´ E logphpxi; zi, ψqqq|
¸
Ñ 0
using the Markov Inequality, BD-2 and that autocovariances are summable by
ergodicity. Regarding (iii), Stochastic equicontinuity for the objective function
can be verified by the ”weak” Lipschitz condition in Andrews (1992):
|QNpψ, µq ´QNpψ1, µq| ď BN g˜pdpψ, ψ1qq, @pψ, ψ1q P Ψ
where BN “ Opp1q and g˜:limyÑ0 g˜pyq “ 0.
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To verify this condition, since QNpψ, µq is differentiable, it suffices to use the
mean value theorem:
|QN pψ, µq ´QN pψ1, µq| “ |
`∇ψQN pψ˜, µq ´∇ψQN pψ˜,1 µq˘1 pψ ´ ψ0q|
ď || `∇ψQN pψ˜, µq ´∇ψQN pψ˜,1 µq˘ ||||ψ ´ ψ0||
where ||ψ ´ ψ0|| satisfies the definition of g˜.
Regarding BN :“ ||
`∇ψQNpψ˜, µq ´∇ψQNpψ˜,1 µq˘ ||, since ∇ψQNpψ˜, µq are
the first order conditions in (5), it suffices to consider whether all the relevant
sums are bounded in probability. First, notice that in (5) ∇ψQNpψ˜, µq is
a composition of (matrix) functions of tλϑ,i,M 1iµi, µ1ϑ,imi, µ1ϕ,imi, si, λϕ,iu. A
sufficient condition for BN “ Op1q is E|BN | ă 8 and thus E||∇ψQNpψ˜, µq|| ă
8. Correspondingly, using the Cauchy-Schwarz inequality, it is sufficient that
the variances and covariances of tλϑ,i,M 1iµi, µ1ϑ,imi, µ1ϕ,imi, si, λϕ,iu are finite24.
By BD´ 1a we conclude. Given the definition of the estimating equation
i.e. the estimator of ψˆ is an extremum estimator,weak uniform convergence,
assumptions ID, COMP, and BD´ 2( which guarantees continuity of the
population objective), consistency follows by standard arguments (i.e. Newey
and McFadden (1994), Theorem 2.1).

Proof. Corollary 4: Consistency or correct specification of fpX|Z, ϕq imply that
there exists a ϕ0 P ϕ : fpX|Z, ϕ0q “ PpX|Zq. By Lemma 1, λpZiq “ µpZiq “ 0@i and
therefore hpX|Z, ψq “ fpX|Z, ϕq. By construction, the moment condition holds under
the H measure, EHpz,ψqmpX,Z, ϑ‹0q “ 0, and thus
´
PpX,ZqmpX,Z, ϑ‹0qdpX,Zq “ 0.
Since it is also true that
´
PpX,ZqmpX,Z, ϑ0qdpX,Zq “ 0, by ID, ϑ0 “ ϑ‹0. 
24We postpone complete analytical derivations for the variance and covariance terms
to the proof of Theorem 5, where boundedness of the variances and covariances of
tλϑ,i,M 1iµi, µ1ϑ,imi, µ1ϕ,imi, si, λϕ,iu is illustrated.
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Proof. of Theorem 5 (Asymptotic Normality): We show asymptotic Normality
by looking at the first order expansion around the true value, that is, N 12 pψ ´ ψ0q “
´G´1N N 12 gN where gNpnϑ`nϕqˆ1
” pg1, g2q1 is the vector of the first order conditions.
We first analyze the convergence in distribution of N 12 gN . We will then show the
convergence of the Jacobian term and by the continuous mapping theorem we will
conclude. We drop dependence of quantities on coefficients. We denote any function
q whose mean is computed under measure P by qP .
Systematically applying Lemma 1 and the auxiliary Lemmata in Appendix B to each
average computed under the approximating density, we first show that only certain
terms matter asymptotically at the N´ 12 rate. As in Corollary 10, κ´1N parameterizes
the distance between the true and the approximating density. We show below that
this rate does not influence g1,N to first order.
Regarding the first term of g1,N :›››› 1Nÿ
i
µ1i,ϑmi
›››› ” ›››› 1Nÿ
i
˜
1
Ns
ÿ
j
Mj,i
¸1˜
1
Ns
ÿ
j
ej,imj,im
1
j,i
¸´1
mi
››››
“
›››› 1Nÿ
i
˜
1
Ns
ÿ
j
Mj,i
¸1ˆ
V ´1fi,m `OpzpN
´ 12
s q
˙
mi
››››
“
›››› 1Nÿ
i
`
Opzpκ´1N q `Mfi
˘1
V ´1fi,mmi `
1
N
ÿ
i
`
Opzpκ´1N q `Mfi
˘1
OpzpN´
1
2
s qmi
››››
ď
›››› 1Nÿ
i
`
Opzpκ´1N q `Mfi
˘1
V ´1fi,mmi
››››` sup
i
sup
ψ
››››OpzpN´ 12s κ´1N q›››››››› 1N ÿ
i
mi
››››
` sup
i
sup
ψ
››››Mfi›››› sup
i
sup
ψ
››››OpzpN´ 12s q›››››››› 1N ÿ
i
mi
››››
“
›››› 1Nÿ
i
`
Opzpκ´1N q
˘1
V ´1fi,mmi `
1
N
ÿ
i
M 1fiV
´1
fi,m
mi
››››` oppκ´1N q
ď sup
i
sup
ψ
››››Opzpκ´1N q›››› sup
i
sup
ψ
››››V ´1fi,m›››››››› 1N ÿ
i
mi
››››` sup
i
sup
ψ
››››M 1fiV ´1fi,m›››››››› 1Nÿ
i
mi
››››` oppκ´1N q
“ Oppκ´1N q ˆOpp1q ˆOppN´
1
2 q `Opp1qOppN´ 12 q “ OppN´ 12 q
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Similarly, for the second term of g1,N :›››› 1Nÿ
i
µ1i
˜
Mi ´
ÿ
j
e˜i,jMi,j
¸››››
“
›››› 1Nÿ
i
µ1i
˜
Mi ´Mhi `Mhi ´
ÿ
j
e˜i,jMi,j
¸››››
ď
›››› 1Nÿ
i
µ1i pMi ´Mhiq
››››` sup
i
sup
ψ
››››µi›››› sup
i
sup
ψ
››››Mhi ´ÿ
j
e˜i,jMi,j
››››
ď sup
i
sup
ψ
››››µ1i›››››››› 1Nÿ
i
pMi ´Mhiq
››››` sup
i
sup
ψ
››››µi›››› sup
i
sup
ψ
››››Mhi ´ÿ
j
e˜i,jMi,j
››››
“ Oppκ´2N q `Oppκ´1N qOppNs´
1
2 q
With regard to the first order condition with respect to ϕ,›››› 1Nÿ
i
˜
si ´
ÿ
j
e˜i,jsj,i ` µ1i,ϕmi
¸››››
“
›››› 1Nÿ
i
˜
si ´ shi ` shi ´
ÿ
j
e˜i,jsj,i ` µ1i,ϕmi
¸››››
ď
›››› 1Nÿ
i
psi ´ shiq
››››` sup
i
sup
ψ
››››shi ´ÿ
j
e˜i,jsj,i
››››` ›››› 1Nÿ
i
µ1i,ϕmi
››››
ď
›››› 1Nÿ
i
si
››››` sup
i
sup
ψ
››››shi››››` sup
i
sup
ψ
››››shi ´ÿ
j
e˜i,jsj,i
››››` sup
i
sup
ψ
››››µ1i,ϕ›››››››› 1Nÿ
i
mi
››››
“ OppN´ 12 q `Oppκ´1N q ` sup
i
sup
ψ
››››OpzpN´ 12s q››››`OppN´ 12 q
A key driver of the results is BD-1a, as conditional moments are bounded for all
z P Z, and are therefore bounded random variables.
Multiplying the first order conditions by the parametric rate, N 12 , N 12 gN “ N 12Ai,0`
opp1q where the terms in Ai,0 are those terms in the above derivations that converge
at this rate. Therefore,
N
1
2 gN “
»—– N´ 12 řiM 1fiV ´1fi,mmi
N´
1
2
ř
i
`
si ´ sfi ` µ1i,ϕmi
˘
fiffifl` opp1q
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To show asymptotic normality, we make use of the Cramer-Wold device. Let ξ be a
pˆ 1 vector of real valued numbers where ξ1pˆ1 “
ˆ
ξ11
dimpϑq
, ξ12
dimpϕq
˙
normalized such
that ||ξ|| “ 1. Then:
N
1
2 ξ1pˆ1gN “ N´ 12
ÿ
i
ξ11M
1
fi
V ´1fi,mmi ``N´
1
2
ÿ
i
ξ12
`
si ´ sfi ` µ1i,ϕmi
˘` opp1q
“ Ξˆ1 ` Ξˆ2 ` op1q
What we need to show is that the variance of Ξˆ1 and Ξˆ2 is finite. We do not need to
actually compute the covariances of the above terms as we can further bound them
by their variances using C-S inequality.
With regard to Ξˆ1, EVzpξ1M 1fiV ´1fi,mmiq “ ξ11EpM 1fiV ´1fi,mVmV ´1fi,mMfiqξ1 ă 8 as all
conditional expectations are bounded almost surely. Similar argument is followed for
Ξˆ2. Combining the above results, using the CLT for Martingale Difference Sequences
(CLT-MDS) :
N
1
2 ξ1pˆ1gN “ N´ 12 ξ1pˆ1ΞN ` opp1q
Ñ Np0, ξ1Vgξq
and therefore
N
1
2 pgNpψ0qq Ñ Np0, Vgq
6.5. Efficiency. From the set of first order conditions, GNpϑˆ, ϕˆq “ 0, using the mean
value theorem,
0 “ gNpψ0q `GNpψ˜qpψ ´ ψ0q
Using Lemma 7 we next investigate the exact form of the non random limits of both
the Jacobian term and the variance covariance matrix of the moment conditions.
Under correct specification, by the WLLN, averages converge pointwise to a constant.
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Furthermore, given that all of these quantities are functions of mpx, zq, Mpx, zq using
measure F or P , we can obtain dominating functions by taking the supremum over
Ψ. Then, By assumption BD1´ a they are bounded. Uniform convergence follows.
6.5.1. Form of Jacobian GNpψq: The population Jacobian matrix is the following:
G¯N pψ˜q ”
¨˝
G¯i,ϑϑ1pψ˜q G¯i,ϑϕ1pψ˜q
G¯i,ϕϑ1pψ˜q G¯i,ϕϕ1pψ˜q
‚˛
where
Gi,ϑlϑ1 “ m1iµi,ϑlϑ1 ` pM li ´
1
Ns
Nsÿ
j
e˜jM
l
jq1µi,ϑ1 ` µ1i,ϑlMi
`µ1ipBM
l
Bϑ1 ´
1
Ns
Nsÿ
j
e˜j
BM l
Bϑ1 q ´ µ
1
i
1
Ns
Nsÿ
j
e˜j,ϑ1Mj
G¯i,ϑlϑ1 Ñp ´EM
l1
i V
´1
m Mi
Gi,ϑlϕ1 “ pM li ´
1
Ns
Nsÿ
j
e˜jM
l
jq1µi,ϕ `m1iµi,ϑlϕ1
´µ1ip 1Ns
Nsÿ
j
e˜jM
l
js
1
j ` 1Ns
Nsÿ
j
M lj e˜j.ϕ1q
G¯i,ϑlϕ1 Ñp 0
Gi,ϕlϕ1 “
B2logpfiq
Bϕlϕ1 ´
1
NS
ÿ
j
e˜j
B2logpfj,iq
Bϕlϕ1 ´
1
Ns
ÿ
j
e˜jsl,js
1
j
`m1iµi,ϕlϕ1 ´
1
Ns
ÿ
j
sl,j e˜j,ϕ1
G¯i,ϕlϕ1 Ñp E
B2logpfiq
Bϕlϕ1 ` Esl,im
1
iV
´1
m,imis
1
i
where superscript l denotes the lth column.
6.5.2. Form of Vg. Since we have already established which terms matter for the variance
covariance matrix (those that converge at a root´N 12 rate), computing the relevant terms
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is straightforward. Letting κN “ N 12 , we have that:
VpN 12 gˆ1pϑqq “ EM 1fiV ´1fi,mmim1iV ´1fi,mMfi ` opp1q “ EM 1P,iV ´1P,i,mMP,i ` opp1q
VpN 12 gˆ2pϑqq “ Esis1i ` Esim1iµi,ϕ ` Eµ1i,ϕmis1i ` Eµ1i,ϕmim1iµi,ϕ ` opp1q
“ Esis1i ´ Esim1iV ´1m,imis1i ` opp1q
CovpN 12 gˆ1pϑq, N 12 gˆ2pϑqq “ E
´
M 1fiV
´1
fi,m
mi
¯ `
si ´ sfi ` µ1i,ϕmi
˘1 ` opp1q
“ EM 1fiV ´1fi,mmis1i ´ EM 1fiV ´1fi,mmim1iµi,ϕ ` opp1q “ opp1q
In the case of autocorrelated moment conditions, the derivation follows exactly the same
steps. 
Proof. of Proposition 6
a) Similar to Giacomini and Ragusa (2014),
EPz log
ˆ
dPz
dHzpϑ0q
˙
´ EPz log
ˆ
dPz
dFzpϑ0q
˙
“ EPz log fzpϑ0q ´ EPz log hzpϑ0q
“ ´λpZq
By construction, λpZq ą 0 as 0 ď Ehzpϑq log
´
hzpϑq
fzpϑq
¯
“ Ehzpϑqmpϑq ` λpZq “ λpZq.

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7. Appendix B
Lemma 7. Limits of derivatives of pµ, λq with respect to pϑ, ϕq:
Under correct specification, the unconditional moments of all derivatives are as fol-
lows:
‚ First order derivatives
EPnµi,ϑ Ñ ´V´1m MP
EPnλi,ϑ Ñ 0
EPnµi,ϕ Ñ ´V ´1m Epms1q
EPnλi,ϕ Ñ 0
‚ (Relevant) Second order derivatives
EPnλi,ϕlϕ1 Ñ Epsljm1jV ´1m ms1q
EPnλi,ϑlϑ1 Ñ M 1V ´1m M l
EPnλi,ϕlϑ1 Ñ ´Epslm1qV ´1m M
Proof. of Lemma 7
Defining the following quantities :ej,i “ eµ1imj,ipϑq, e˜j,i “ ej,i1
Ns
ř
j“1..s ej,i
, κj.i “ ´ pe
µ1
i
mj,ipϑq´1q
µimj,ipϑq1 ,
sj,i :“ BBϕ log fpxj|ϕ, ziq and sj,i :“ sj,ifj,i , the derivatives of pµ, λq with respect to ψ are
as follows:
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First order derivatives:
µi,ϑ
nmˆnϑ
“ ´
˜
1
Ns
ÿ
j
ej,imj,im
1
j,i
¸´1 ˜
1
Ns
ÿ
j
Mj,i ´ 1
Ns
ÿ
j
ej,imj,iµ
1
j,iMj,i
¸
λi,ϑ
1ˆnϑ
“ ´µ1i
ÿ
j
e˜j,iMj,i
µi,ϕ
nmˆnϕ
“ ´
˜ÿ
j
ej,imj,im
1
j,i
¸´1 ÿ
j
ej,imj,is
1
j,i
λi,ϕ
1ˆnϕ
“ ´
ÿ
j
e˜j,is
1
j,i
(Relevant) Second order derivatives:
λi,ϑlϑ1 “ ´µ1i,ϑ
1
Ns
ÿ
j
e˜jM
l
j,i ´
ÿ
j
e˜j,i,ϑM
l1
j,iµi ´
ÿ
j
e˜j,i
BM l1j,i
Bϑ1 µi
λi,ϕlϕ1 “ ´
ÿ
j
e˜js
l
jm
1
jµi,ϕ
λi,ϕlϑ1 “ ´
ÿ
j
e˜jpµ1ϑmj,i `M 1j,iµi ´
ÿ
j
e˜jM
1
j,iµiqsl1j
where e˜j,i,ϑ “ e˜jpµ1ϑmj,i `M 1j,iµi ´
ř
j e˜jM
1
j,iµiq. We have already established that as
long as the base density is asymptotically correctly specified, then µi Ñ
p
0 for almost
all zi. Therefore, ej,i Ñ
p
1, and κj,i Ñ
p
´1 and the unconditional expectation of the
derivatives of pµ, λq with respect to ψ have well defined and interpretable weak limits.
Applying the Portmanteau Lemma, we conclude. 
Lemma 8. Influence function for plug-in estimator (Wasserman, 2006)
For a general function W px, zq, conditional density Qpx|zq and Lpx, zq ” W px, zq ´
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´
W px, zqdPzpx|zq
WQN ´WP ”
ˆ
W px, zqdpQpx|zqPpzqq ´
ˆ
W px, zqdpPpx|zqPpzqq
“
ˆ ˆ
Lpx, zqdQpx|zqPpzq
Corollary 9. Parametric Density.
For any px, zq - measurable function W p.q and P ” P pϕq, Ppϕq 1-differentiable in ϕ,
the following statement holds:
W
P pϕ0`hN´ 12 q ´WP “ N
´ 12h
ˆ
δW pzqdPpzq
for some integrable function δW pzq.
Proof. In the parametric case within the class of smooth densities, we can rewrite
dQpx|zq ” dP px|ϕ`N´ 12h, zq. Therefore, using a Taylor expansion of around ϕ0
dP px|ϕ`N´ 12h, zq “ dP px|ϕ, zq ` sϕpx, zqN´ 12h` opN´ 12hq
Evaluating
´ ´ Lpx, zqdQpx|zqPpzq in Lemma 8 gives the result:
wQN ´ wP ”
ˆ
wpx, zqpsϕpx, zqN´ 12h` opN´ 12hqqdPpzq
“ N´ 12h
ˆ
δwpzqdPpzq

Corollary 10. Non Parametric Bounded Density.
For any z - measurable and integrable functionW p.q and density qNpx|zq : supx ||ppx|zq´
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qNpx|zq|| “ Opzpκ´1N q, the following statement holds:
|wQN ´ wP | “ Opzpκ´1N ∆wpZqq
where ∆wpzq “
´
W px, zqdx
Proof.
|wQN ´ wP | ”
››››ˆ wpx, zqqNpx|zqdx´ ˆ wpx, zqppx|zqdx››››
ď sup
x
||qNpx|zq ´ ppx|zq||
ˆ
W px, zqdx
“ Opzpκ´1N ∆wpZqq

Lemma 11. For some invertible matrix Cf “ 1Ns
řNs
j Cj, denote C¯´1f :“ EFpNs,zqCf
(1) C´1f “ C¯´1f `OpzpN´
1
2
s q.
(2) More generally, for some integrable density g : supx ||f ´ g|| “ Opzpκ´1N q,
C¯´1g “ C¯´1f `Opzpκ´1N ∆cpZqq where ∆cpzq “
´
Cpx, zqdx.
Proof. of Lemma 11
(1) C´1f “ C¯´1f ´ C¯´1f pCf ´ C¯f qC¯´1f `OpzpN´1s q “ C¯´1f `OpzpN´
1
2
s q
(2) C¯´1g “ C¯´1f ´ C¯´1f pC¯g ´ C¯f qC¯´1f `Opzp||g ´ f ||2TCq. Therefore,
C¯´1g “ C¯´1f ´ C¯´1f pC¯g ´ C¯f qC¯´1f `Opzp||g ´ f ||2TCq
“ C¯´1f ´ C¯´1f pC¯g ´ C¯f qC¯´1f `Opzp||g ´ f ||2TCq
“ C¯´1f `Opzpκ´1N ∆cpZqq
where the last equality uses Corollary 10
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7.1. Second MC Experiment. The true data generating process (DGP) for the
vector of observables pX, Y q, pM1q, is as follows:
yi “ δ1 ` ui
ui “ εi ` δ2xi ` δ3x2i
εi „ iidD1pα1, α2q
xi „ iidD2pγ1, γ2q
The above model satisfies the moment restriction for some β0: Epexppyq´β0´β0yxq “
0. For the base model, we experiment with variations between M1 and the following
model (M2) :
yi “ δ1 ` ui
ui „ iidD3pα1b, α2bq
xi „ iidD4pγ1b, γ2bq
We use the following variations as base models:
(1) M2 with D1 ‰ D3
(2) M1 with D1 ‰ D3
(3) M1 with D1 “ D3 and D2 “ D4
Table 3. Distributions Used
Case D1pα1, α2q, D2pγ1, γ2q D3pα1b, α2bq, D4pγ1b, γ2bq
1 tp7),Γp2, 5q Np0, 4),Γp2, 5q
2 tp7),Γp2, 5q Np0, 4),Γp2, 5q
3 tp7),Γp2, 5q tp7),Γp2, 5q
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Below, we plot in the left panel the MSE for estimating β0 when using the true
density, the misspecified density and GMM, and in the right panel the implied true
and misspecified densities of ut. What we notice is that when the base density is very
misspecified (Cases 1-3), the estimator is clearly dominated, apart from very small
samples. In cases of slight misspecification i.e. Case 2, the estimator performs better
both in absolute and in relative terms, compared to GMM. Since misspecification is
not local, in larger samples the bias dominates the variance and performance reverses
as expected. Overall, getting the conditional mean right seems to be important for
performance, and this is something that can be tested a priori.
Figure 12. Monte Carlo Case 1
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Figure 13. Monte Carlo Case 2
Figure 14. Monte Carlo Case 3
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