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Abstract
It is shown how consistent histories quantum cosmology can be realised through
Isham’s Histories Projection Operator consistent histories scheme. This is done by
using an affine algebra instead of a canonical one and also by using cocycle represen-
tations. A regularisation scheme allows us to find a history Hamiltonian which exists
as a proper self-adjoint operator. The role of a cocycle choice is also discussed.
1 Introduction to the article
The problem of time in quantum gravity is a particularly complicated and difficult one to
understand and deal with. This is mostly because of the fact that general relativity being
invariant under the group of diffeomorphisms of the spacetime manifold suggests a type of
quantum physics that lacks any notion of time, or at least any notion of time as we know it
so far (for reviews see [1] and [2]). Various schemes have been suggested to overcome this
problem, one of which involves uncovering an ‘internal’ time from the existing variables in
the theory. In the present article we shall work with this approach in a history context.
More precisely, we will discuss the history version of a Friedmann-Robertson-Walker (FRW)
universe coupled to a scalar field φ, and in which we select (before quantisation) the internal
time to be this field φ.
Our main concerns are to apply consistent histories theory to quantum gravity and
to find the correct representation of the history algebra for quantum cosmology. We will
argue that the correct representation for quantum cosmology (with a history Hamiltonian
that is self-adjoint) involves using the history analogue of the ‘affine group’ that has been
advocated as the correct canonical group in normal canonical quantum gravity (for an
extensive presentation see [14]).
The main reason why the consistent histories approach to quantum theory has been
chosen by the author to tackle problems in quantum gravity is the fact that in the consistent
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histories scheme the conventional view of time need not play any fundamental role and as
a result—especially in the History Projection Operator (‘HPO’) formalism (see later)—the
scheme allows for logical temporal connectives to be defined without prejudice about the
nature of time. In this way certain ‘conceptions’ of time can potentially be used in situations
where there is no conventional time.
This means that consistent histories might be used naturally and profitably in a the-
ory of quantum gravity where the notion of time as an external parameter disappears.
This is particularly true in the case of quantum cosmology where one tries to apply quan-
tum theory to the entire universe. In addition, the conventional quantum-theory split of
observer-system—with the associated notions of an ‘external measurement’ and ‘state vec-
tor reduction’—is no longer appropriate in quantum cosmology. One of the main features
of the consistent history scheme is that ideas of this type play no fundamental role. So that
is another good reason for using history ideas in quantum cosmology. We shall mention
here that an attempt to apply HPO histories to quantum cosmology has already been made
in [13], but in a very different way from that of this paper; in particular, these authors did
not use the ‘affine’ history algebra that we shall adopt.
In summary, we will show how the above choices lead to a well-defined Hamiltonian
operator in quantum cosmology. We find the ‘history version’ of a quantum cosmological
model Hamiltonian in which one uses a history analogue of the affine commutation relations.
Then we find a representation of the affine algebra in which the, appropriately regularised,
history Hamiltonian exists as a proper renormalised self-adjoint operator.
Of course, this treatment challenges us to apply similar ideas to the notion of space,
something that has unfortunately not been researched yet. However, the consistent histories
formalism has already generalised the Hilbert space used in quantum theory, even when
there was no original intention for that to happen. And one would not be wrong to say
that the consistent histories approach allows for the removal of many established prejudices
about what is time, space, measurement, observer etc. and lets the theory work without
them.
The structure of the article is as follows. In chapter 2 we introduce the reader to the
constituent theories and concepts that will later be used to formulate the affine histories
theory and the application of the HPO scheme to quantum cosmology. First the basics of
consistent histories theory is introduced as it first appeared in the version of Gell-Mann and
Hartle [7]. Then the HPO theory is presented, with emphasis on the way in which it can be
developed to handle a continuous time parameter [9], [10], [11]. In section 2.2 we introduce
the affine group of canonical quantum gravity [15], [16]. In section 2.3 we show how the
original canonical quantisation of the FRW cosmological model unintentionally leads to an
‘affine representation’ although that was not appreciated by the authors at that time.
In chapter 3 the novel ‘affine histories’ approach is unravelled. First we just give the ba-
sic relations in quantum gravity and then we show how that algebra is realised in quantum
cosmology. By doing this we can relate back to the earlier results in [4] for the FRW model
plus scalar field. Then we introduce the history analogue of the affine relations and study
their representations using coboundaries in the exponential Hilbert space of a simple, but
very singular, representation. Finally we introduce a Klauder-type regularisation of the sin-
gular products in the definition of the history Hamiltonian. That choice along with a choice
of a cocycle lead to our conclusions about the validity of the affine history Hamiltonian.
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2 Introduction to the main concepts
2.1 Consistent histories theory
2.1.1 The emergence of histories in standard quantum theory
One way to introduce the histories theory is through the conditional probability scheme of
standard quantum theory which is associated with the ideas of state-vector reduction. Sup-
pose an open, Hamiltonian quantum system is subjected to measurements by an external
(classical) observer. Let Uˆ(t1, t0) denote the unitary time-evolution operator from time t0
to time t1. If we let ρˆ(t0) denote the density operator of the quantum system at time t0,
then at time t1, in the Schro¨dinger representation, it will have evolved through a unitary
transformation to
ρˆ(t1) = Uˆ(t1, t0)ρˆ(t0)Uˆ(t1, t0)
† = Uˆ(t1, t0)ρˆ(t0)Uˆ(t1, t0)
−1. (1)
If at time t1 we make a measurement of a property α1, represented by a projection operator
αˆ1, then the probability that the property will be found is
Prob(α1 = 1; ρˆ(t1)) = tr(αˆ1ρˆ(t1)) = tr(αˆ1(t1)ρˆ(t0)), (2)
where αˆ1(t1) is the Heisenberg-picture operator defined as
αˆ1(t1) := Uˆ(t1, t0)
†αˆ1(t0)Uˆ(t1, t0). (3)
Then according to the Von-Neumann-Lu¨ders ‘reduction’ postulate, the density matrix after
the measurement is (look, for example, in [3] for more details)
ρˆred(t1) :=
αˆ1(t1)ρ(t0)αˆ1(t1)
tr(αˆ1(t1)ρˆ(t0))
. (4)
If at time t2 > t1 we perform another measurement on the same system of a second
property α2 (represented by the projection operator αˆ2), then the conditional probability
of getting α2 = 1 at t2 given that α1 = 1 at t1 is
Prob(α2 = 1, t2|α1 = 1, t1; ρˆ(t0)) = tr(αˆ2(t2)ρˆred(t1)) = tr(αˆ2(t2)αˆ1(t1)ρˆ(t0)αˆ1(t1))
tr(αˆ1(t1)ρˆ(t0))
. (5)
Then the probability of getting α1 = 1 at t1 and α2 at t2 is (2)×(5), that is
Prob(α2 = 1, t2 and α1 = 1, t1; ρˆ(t0)) = tr(αˆ2(t2)αˆ1(t1)ρˆ(t0)αˆ1(t1)). (6)
Similarly, by performing an n-sequence of measurements, the probability of finding
α1, α2, . . . , αn at times t1, t2, . . . , tn is
Prob(α1 = 1, t1 and α2 = 1, t2 and . . . αn, tn; ρˆ(t0))
= tr(αˆn(tn) · · · αˆ1(t1)ρˆ(t0)αˆ1(t1) · · · αˆn(tn)). (7)
In the consistent histories approach to quantum theory we call any time-ordered se-
quence α := (αˆ1, αˆ2, . . . , αˆn) of projection operators a homogeneous history ; the associated
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set of time points (t1, t2, . . . , tn), with t1 < t2 < · · · < tn, is known as the temporal support
of the history. The main mathematical object of interest in this scheme is the decoherence
functional dρ(α, β), which is defined on pairs of homogeneous histories α, β by
dρ(α, β) := tr(αˆn(tn) · · · αˆ2(t2)αˆ1(t1)ρˆ(t0)βˆ1(t1)βˆ2(t2) · · · βˆn(tn)) = tr(Cαˆρ(t0)C†βˆ), (8)
with
Cα := αˆn(tn) · · · αˆ2(t2)αˆ1(t1) = U(t0, tn)αˆnU(tn, tn−1) · · · αˆ2U(t2, t1)αˆ1U(t1, t0) (9)
where αˆi(ti) := U(ti, t0)
†αˆiU(ti, t0) is the Heisenberg picture operator defined with respect
to the fiducial time t0. The decoherence functional is defined for a closed system, with no
external observers and state-vector reductions; it measures the interference between two
histories that have some properties at particular times and no reference to measurements
is needed. The crucial assumption of the history formalism is that, under certain circum-
stances, the probability (7) is meaningful even in the absence of explicit measurements.
The way this is realised is by requiring that dρ(α, β) = 0 for all pairs α, β, α 6= β, in a set
of histories. Such a set of histories is said to be consistent.
In this article we will only be interested in the appropriate representation of the histories
α and (an analogue of) the ‘class operators’ Cα, leaving the very important subject of the
decoherence functional for a later publication. However, it is important to mention some
features of the decoherence functional to aid the comprehension of the histories theory and,
in particular, its incorporation in quantum cosmology.
One of these is that the decoherence functional encodes all the information about the
history—both its dynamical structure and its initial state—whereas the history itself is
just an ordered (time-ordered) sequence of projection operators, each one of which is a
‘proposition’ (in the language of quantum logic) that in standard quantum theory refers
to the results of measurements at times t1, t2, . . . , tn where t1 < t2 < . . . < tn. Let us also
clarify here that a proposition asserts the value of some observable in some range of the real
numbers at a given time. In our example a history α = (αˆ1, αˆ2, . . . , αˆn) is the sequential
conjunction “α1 is true at time t1, and then α2 is true at time t2, and then . . ., and then
αn is true at time tn”.
2.1.2 The Gell-Mann and Hartle approach
In order to understand the approach to history theory that is followed in this article it is
useful to describe how it arose originally. The consistent histories approach to quantum
theory was discovered independently by Omne`s, Griffiths, and Gell-Mann and Hartle (GH)
[6], [7]. It has become an area of particular interest in the foundations of quantum theory,
and it has provided a new way of both realising and interpreting quantum gravity with its
emphasis on the fact that everything that can be said about the physical world (including
its classical aspects) can be expressed in terms of sets of decohering histories.
Two main schools in the field of decohering histories are the path-integral approach, fol-
lowed mainly recently by Hartle and Halliwell [8], and the HPO approach: a generalisation
of the GH approach that was discovered and developed by Isham, Linden and Schrecken-
berg [9], [10]. Here we will only mention the developments that will be relevant to the
present article.
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Gell-Mann and Hartle made two important suggestions. The first one was that the
histories formalism can be extended to include disjoint2 sums of homogeneous histories,
known as inhomogeneous histories; this was done by introducing a mechanism for forming
a logical ‘or’ for disjoint histories as well as a logical ‘not’.
The second suggestion of GH was that a history could be regarded as a fundamental
quantity in its own right and not be just thought of as a time-ordered sequence of projection
operators/single-time propositions. They achieved this by introducing a set of axioms that
were later reformulated and extended by Isham in order to broaden and give a more solid
mathematical foundation to the theory. We shall discuss this shortly.
2.1.3 Histories Projection Operator (HPO) initial conception
The work of Gell-Mann and Hartle gave the history theory a new perspective with new po-
tentials for future research. However, to realise these fully, a new mathematical framework
was necessary, and this was provided by Isham [9], and Isham and Linden [10] in the form
of the ‘HPO theory’, the consistent histories theory that is used here.
The key step was to introduce ideas of sequential/temporal quantum logic and to rep-
resent such propositions by replacing the class operator of GH—which is not a projection
operator—with a tensor product of projectors—which is a projection operator. Note that,
until the invention of the HPO formalism, almost all studies of quantum logic had involved
propositions at a single time, and were therefore not applicable to the histories theory.
As far as the use of tensor products is concerned, let us first recall that in the GH
approach, a (homogeneous) history α is a set (αˆ1, αˆ2, . . . , αˆn) of single-time propositions
which is represented by the class operator Cα := αˆn · · · αˆ2αˆ1. The product of projectors
is in general not itself a projector (this would require them all to commute pairwise), and
hence by using Cα the link with quantum logic is lost. However, the key observation of
Isham [9] was that a homogeneous history can also be represented by the tensor product
Dˆα := αˆn ⊗ αˆn−1 ⊗ · · · ⊗ αˆ1 which is defined on the tensor product of n copies of the
single-time Hilbert space H. Unlike Cα, the new quantity Dˆα is a projector.
This development fitted in very well with the suggestion by Gell-Mann and Hartle that
history theory could be suitable for quantum gravity where the classical notions of space and
time are not applicable. As a result, as long as propositions about the analogue of ‘histories’
exist in a theory of this type, it becomes reasonable to look for their representation with
projectors on a new ‘history’ Hilbert space.
The HPO scheme has some attractive features. For example, by applying the usual
logical operations on projection operators, the space of history propositions can be identified
with an orthoalgebra, or lattice3, of history propositions. That way, the set of propositions
about the histories becomes equipped with the structure of a non-distributive lattice, and
the lattice of projection operators in a suitable Hilbert space can model this generalised-
history space.
2Two homogeneous histories α := (αˆ1, αˆ2, . . . , αˆn) and β := (βˆ1, βˆ2, . . . , βˆn) are disjoint if for at least
one time point ti , βˆi is disjoint from αˆi, i.e. the ranges of these two projection operators are orthogonal
subspaces of H.
3The notable difference between those two is that in the former the ‘or’ proposition is defined only on
pairs of disjoint elements whereas in a lattice it is defined on any pair (therefore, an orthoalgebra seems to
be the minimal structure that can be used in quantum logic).
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More precisely, the proposition ‘α1 at time t1’ can be represented on the two-time history
Hilbert space by the operator 1ˆ ⊗ αˆ1, and similarly the proposition ‘α2 at time t2’ can be
represented by the operator αˆ2 ⊗ 1ˆ. Then the sequential conjunction ‘α1 at time t1 and
then α2 at time t2’ is represented by 1ˆ⊗ αˆ1 ∧ αˆ2 ⊗ 1ˆ, which is equal to αˆ2 ⊗ αˆ1, the HPO
representation of the history (αˆ1, αˆ2). Therefore, a homogeneous history can be identified
with a sequential conjunction, which is in agreement with its intrinsic and logical meaning.
2.1.4 Continuous time and the history group in generalised quantum theory
and quantum field theory
As our interest is centred in quantum cosmology, the question now arises about how the
history formalism can be extended from a finite temporal support to a continuous one
and so we need to consider what meaning can be given to ‘continuous’ temporal logic.
There have been two approaches to this question by Isham and Linden [10], and by Isham,
Linden et al [11]. Both of them have the same starting point, which is the history group: a
history analogue of the canonical group and the associated canonical commutation relations
(CCR) used in single-time quantum theory. This will play a central role in our discussion
of quantum cosmology.
The Lie algebra of the Weyl-Heisenberg group of transformations of classical state-space
gives the classical observables that can be represented by self-adjoint operators in the asso-
ciated quantum theory, with the classical Poisson brackets going to operator commutators.
For example, consider the quantum theory of a particle moving on the real line R. The Lie
algebra of the Weyl-Heisenberg group is4
[xˆ, pˆ] = i (10)
and what one looks for is an irreducible, unitary representation of this group. Then, accord-
ing to the Stone and von Neumann theorem, the familiar representation on wave functions
ψ(x) is unique up to unitary isomorphisms.
What is sought for in the HPO analogue is a unitary representation of a history group
with a history algebra whose self-adjoint representations will give the projection operators
that will represent the propositions about the continuous-time histories of the system.
As discussed in the previous section, a homogeneous history α = (αˆ1, αˆ2, . . . , αˆn) is
represented by the projection operator αˆn⊗ αˆn−1⊗· · ·⊗ αˆ1 that acts on the tensor product
Vn := Hn⊗Hn−1⊗· · ·⊗H1 of n-copies of the Hilbert space H of the canonical theory. Since
each H has a representation of the Lie algebra (10), the space Vn = Hn ⊗Hn−1 ⊗ · · · ⊗H1
carries a representation of the Lie algebra
[xˆn ⊗ 1ˆ⊗ · · · ⊗ 1ˆ, xˆn ⊗ 1ˆ⊗ · · · ⊗ 1ˆ] = [xˆn ⊗ 1ˆ · · · ⊗ 1ˆ, 1ˆ⊗ xˆn−1 ⊗ 1ˆ · · · ⊗ 1ˆ] = . . . = 0 (11)
[pˆn ⊗ 1ˆ⊗ · · · ⊗ 1ˆ, pˆn ⊗ 1ˆ⊗ · · · ⊗ 1ˆ] = [pˆn ⊗ 1ˆ⊗ · · · ⊗ 1ˆ, 1ˆ⊗ pˆn−1 ⊗ · · · ⊗ 1ˆ] = . . . = 0 (12)
[xˆn ⊗ 1ˆ · · · ⊗ 1ˆ, pˆn ⊗ 1ˆ · · · ⊗ 1ˆ] = [1ˆ⊗ xˆn−1 ⊗ · · · ⊗ 1ˆ, 1ˆ⊗ pˆn−1 ⊗ · · · ⊗ 1ˆ] = . . . = i (13)
[xˆn ⊗ 1ˆ · · · ⊗ 1ˆ, 1ˆ⊗ pˆn−1 ⊗ · · · ⊗ 1ˆ] = [1ˆ⊗ xˆn−1 ⊗ · · · ⊗ 1ˆ, pˆn ⊗ 1ˆ⊗ · · · ⊗ 1ˆ] = . . . = 0 (14)
4We set h¯=1 from now on.
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etc. More succinctly, we have
[xˆk, pˆm] = iδkm (15)
[pˆk, pˆm] = 0 (16)
[xˆk, xˆm] = 0 (17)
with k,m = 1, 2, . . . , n, where all the operators xˆk and pˆm are viewed as acting on the one
Hilbert space Vn of the tensor product of n-copies of the Hilbert space H ≃ L2(R) of the
canonical theory.
However, what is used in practice, especially in continuous-time histories, is the reverse
argument; i.e., one starts from (15)–(17) as defining the history algebra, and then seeks a
representation of it. The Stone-Von Neumann theorem shows that there is an essentially
unique representation space on Vn. Therefore, each history corresponds to a proposition
about the values of position and momentum (or linear combinations of them) at the ap-
propriate times in the temporal support, and is constructed using the spectral projectors
of the representation of the history Lie algebra.
In order to construct the continuous-time histories, we suppose that the analogue of
(15)–(17) is the algebra
[xˆt1 , pˆt2 ] = ic[t]δ(t1 − t2) (18)
[pˆt1 , pˆt2 ] = 0 (19)
[xˆt1 , xˆt2 ] = 0 (20)
where −∞ ≤ t1, t2 ≤ ∞ and c[t] is a dimensional constant which has been introduced to
make dimensions on both sides of the equations agree [11]. We note that this algebra is
infinite dimensional, as can be seen from the fact that these equations resemble those found
in one-dimensional quantum field theory.
Introducing a test-function space, which we assume is some (dense) subset of the space
L2(R) of real, square-integrable functions on R, we can introduce the smeared quantities
xˆf =
∫
dt f(t)xˆt and pˆg =
∫
dt g(t)pˆt in terms of which the continuous history algebra (CHA)
becomes [11]
[xˆf , pˆg] = ic[t]
∫
f(t)g(t) dt = ic[t](f, g) (21)
[xˆf1 , xˆf2] = 0 (22)
[pˆg1, pˆg2] = 0. (23)
where (f, g) :=
∫
f(t)g(t) dt.
There are two different approaches one can take in order to find the appropriate rep-
resentation of the history algebra (18)–(20). In the first approach, [10], one tries directly
to construct the continuous analogue of a tensor product. This involves using using coher-
ent states [10] and leads to the familiar Bosonic Fock space in the guise of an exponential
Hilbert space (see below). One can then show that the history group algebra (18)–(20), or
the smeared form (21), has a natural representation on this space.
The second approach, [11] starts with the history group, with history algebra (18)–(20),
and studies the representations of this infinite-dimensional algebra. The Stone von Neu-
mann theorem does not work in infinite dimensions, and in fact there are infinitely many
7
unitarily inequivalent representations. Guided by the results in an old QFT paper of Araki
[5], one seeks a representation in which the operator that represents history propositions
about time-averaged values of energy genuinely exists (Araki showed that, in normal quan-
tum field theory, the requirement that the Hamiltonian for a free field exists, uniquely
determines the representation).
We will not discuss any details here of the original papers on continuous history theory
as it turns out that the history analogue of the affine algebra has a representation theory
that is radically different from that associated with the canonical history algebra in (18)–
(20). However, as we shall see, it is still useful to employ the language of Fock spaces and
exponential Hilbert spaces, although these entities now arise in a very different way.
However, the fact that the basic history affine algebra representations are very different
from those of (18)–(20) is not the only reason why the representation methods in [11] cannot
be applied to the affine case. Another major reason is that, in [11], a key role is played by the
fact that the Hamiltonian operator along with the configuration variables xˆt and pˆt form a
(closed) Lie algebra. For if one finds the unitary representations of the associated extended
Lie group, then one guarantees the existence of a self-adjoint Hamiltonian. Indeed, this is
the scheme used to construct the Hamiltonian.
However, as we shall see, in our quantum cosmology model if one adds the Hamiltonian
to the set of the affine variables then the resulting collection no longer forms a Lie algebra
(this is already true at the Poisson algebra level). As a result, in the affine case one has
to try to construct the Hamiltonian directly (from the ‘outset’) as a function of the affine
history variables. This is a tricky process involving regularisation and is the procedure
which we will follow5.
Finally, in order to conceptualise and understand the application of HPO histories theory
in cosmology, let us say a few parenthetic words about the application of the CHA in
quantum field theory by Isham, Linden et al [11]. We foliate a four-dimensional Minkowski
space-time with the aid of a timelike vector nµ, normalised by ηµνn
µnν = 1 where ηµν =
(+,−,−,−). The equal time CCR for bosonic quantum field theory are
[φ(x1), φ(x2)] = 0 = [pi(x1), pi(x2)] (24)
[φ(x1), pi(x2)] = iδ
3(x1 − x2). (25)
Following the same steps as we did when going from (10) to (18)–(20), we ‘historise’ the
quantum field CCR above and we get
[φt1(x1), φt2(x2)] = 0 = [pit1(x1), pit2(x2)] (26)
[φt1(x1), pit2(x2)] = ic[t]δ(t1 − t2)δ3(x1 − x2). (27)
One can also rewrite (26)—(27) in a ‘four-vector’ mode as
[φ(X), φ(Y )] = 0 = [pi(X), pi(Y )] (28)
[φ(X), pi(Y )] = ic[t]δ
4(X − Y ) (29)
5Actually, this phenomenon arises already in normal quantum theory since, apart from the case of
the simple harmonic oscillator, the Hamiltonian p
2
2m
+ V (x) does not combine with x and p to give a Lie
algebra. In the field theory analogue, it is only the Hamiltonian of the free field that combines with the
other variables to give a Lie algebra.
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which however are not covariant commutation relations, as the four-vector xn with (t, x) ∈
R×R3 (with n · xn = 0) of the covariant theory is related to the space-time point X with
X = tn + xn.
2.2 The affine algebra in quantum theory and quantum gravity
2.2.1 The motivation for using affine commutation relations
In [14], and later in [15] and [16], it was extensively and explicitly shown that although
the familiar CCR are appropriate for a system whose classical configuration space, Q, is a
vector space, this canonical algebra is not appropriate for systems where Q has a different
topology. However, group theory ideas can still be employed effectively provided that
the configuration space is a homogeneous space: i.e., Q has some transitive group, G,
of transformations, so that Q ≃ G/H for some subgroup H of G. The canonical group
then becomes the semi-direct product W ×s G where W is a vector space carrying a linear
representation of G and such that Q is embedded equivariantly as a G orbit [14]. This new
canonical group W ×s G is often referred to as an ‘affine’ group.
The use of such group-theoretic methods becomes particularly important when the
configuration space Q is infinite-dimensional. Experience with standard QFT suggests that
the state vectors will be functionals on a ‘distributional dual’ of Q. However, it is not
trivial to define what is meant by such a dual when Q is not a vector space (for example,
what is meant by a ‘distributional metric’ in quantum gravity?) and the group-theoretical
approach to quantisation provides a powerful way of addressing this question.
One simple, but important, example where one has to deal with a non-vector space in
quantum theory is the following. Suppose we want to quantise a particle moving on the
positive real line. The standard CCR for Q ≃ R are [xˆ, pˆ] = i which when exponentiated
becomes e−iapˆxˆeiapˆ = xˆ − a. But since a is any real number, these CCR are incompatible
with the condition x > 0. On the other hand, if we instead take the affine algebra (the
‘ACR’)
[xˆ, pˆi] = ixˆ, (30)
(where, classically, pi = xp), and if we exponentiate this algebra, then we find that for any
(faithful) irreducible representation the spectrum of the operator xˆ is either the positive real
numbers or the negative real numbers. Indeed, as was first shown by Klauder [17] and then
by Pilati [19], there exist two unitarily inequivalent, faithful, irreducible representations of
the ACR: one where the spectrum of the variable xˆ of the configuration space is strictly
greater than zero, and one where it is strictly less than zero. So, by choosing the appropriate
representation we are able to quantise the system in a way that is compatible with the
classical requirement that x > 0.
Similarly, in canonical quantum gravity one wants the metric gij to be a positive determi-
nant tensor with signature (+ + +). Therefore, the configuration space, and consequently
the unconstrained phase space of (gij, pi
ij), is not a vector space, and the corresponding
analogue of the affine algebra (30) is
[gˆij(x), pˆi
k
l(y)] =
i
2
(gˆil(x)δ
k
j + gˆjl(x)δ
k
i )δ
(3)(x− y) (31)
[pˆi ji (x), pˆi
l
k (y)] =
i
2
(pˆi jk (x)δ
l
i − pˆi li (x)δjk)δ(3)(x− y) (32)
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[gˆij(x), gˆkl(y)] = 0. (33)
In the simple minisuperspace model of quantum cosmology that is considered below, the
variable gij(x) becomes just the radius R of the universe, and one has to have an algebra
that is compatible with the structure of this reduced classical configuration space. But this
is nothing but the positive real numbers and hence, as remarked above in the context of
(30), the appropriate algebra is
[Rˆ, Πˆ] = iRˆ. (34)
2.2.2 The representation of the ACR
As we will be concerned with a history, minisuperspace analogue of (31)–(33) let us consider
briefly what is known about the representations of the latter algebra, as discussed in [16].
The group associated with this algebra is the semi-direct product C = C∞(Σ, S(3,R))×s
C∞(Σ, GL+(3,R)) where S(3,R) is the (vector) space of 3×3 real symmetric matrices and
Σ is the spatial manifold. When used in canonical quantum gravity, the task is to find
unitary representations of this group. Such a unitary representation automatically gives
rise to the self-adjoint operators that represent the associated physical variables. From a
technical perspective, we can take advantage of the fact that unitary operators are always
bounded, unlike the (smeared) operators gˆ(v) and pˆi(M).
One way of finding a representation of the semi-direct product group C is through the
theory of induced representations and Mackey’s theorems [21]. However, in such a case all
the representations found in this way are exhaustive only in the case where C is a finite-
dimensional Lie group. Nevertheless, in [16] some limited results were obtained by treating
the infinite-dimensional case as a generalisation of the finite-dimensional one. We shall now
briefly discuss some of these results.
If W is a function space C∞(Σ, V ), with V a finite-dimensional vector space (in our
example we have V ≃ S(3,R)), its (topological) dual space, C∞(Σ, V )′, will play an impor-
tant role in the quantum theory. Indeed, general spectral theory tells us that, in general,
the state vector can always be written as a (possibly vector-space valued) functional Ψ[χ]
of χ ∈ C∞(Σ, V )′.
This space, C∞(Σ, V )
′
, is some set of distributions, and if χ ∈ C∞(Σ, V )′ we follow
convention and write, rather heuristically, for all v ∈ C∞(Σ, V ),
χ(v) =
∫
Σ
χij(x)v
ij(x)dθ(x) (35)
where dθ is the measure on the three-manifold Σ associated with some background volume
element6.
In our case, the simplest example of an element of the distributional dual is the Dirac
δ-function object, δ(x,g), which is defined for each x ∈ Σ and g ∈ GL+(3, (R)), as
δ(x,g)(v) := gijv
ij(x) (36)
for all v ∈ C∞(Σ, S(3,R)). Thus we can write
δ(x,g)ij(·) := gijδx(·) (37)
6The use of a background volume element can be avoided if one employs densities of an appropriate
weight as the test functions v.
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where (·) reminds us that this is a generalised function on Σ.
One of the major problems to be dealt with is the existence and properties of the measure
µ that needs to be defined on the quantum state domain space C∞(Σ, S(3,R))
′
. This is
used to give the inner product on the quantum Hilbert space, and it must be chosen so
that the representation of the group C is unitary. However, the space C∞(Σ, S(3,R))′ is
infinite-dimensional, and finding measures of this type is very difficult. On the other hand,
the space of distributions of the type in (36) can be identified with the space Σ×GL+(3,R)
via the injection
Σ×GL+(3,R) → C∞′(Σ, GL+(3,R))
(x, g) 7→ gijδx(·) (38)
On this (rather thin) subspace of distributions we can use the measure dθ ⊗ dH on
Σ×GL+(3,R) where dH is the Haar measure on GL+(3,R). This enables a representation
of C = C∞(Σ, S(3,R))×sC∞(Σ, GL+(3,R)) to be defined on L2(Σ×GL+(3,R)); dθ⊗dH)
which, taking into account the group law7 and δ(x,g)(v) := gijv
ij(x), is found to be
(V (v)ψ)(x, g) = exp(iΣ3i,j=1v
ij(x)gij)ψ(x, g) (39)
(U(Λ)ψ)(x, g) = ψ(x,Λ−1(x)g). (40)
We note that this representation of C is reducible since state functions ψ(x, g) whose support
in x is some compact subset K ⊂ R form an invariant subspace. This is a problem to which
shall return later in our discussion of quantum cosmology.
By expanding (39)–(40) one finds the self-adjoint operators
(gˆij(y)ψ)(x, g) = gijδx(y)ψ(x, g) (41)
(pˆi ji (y)ψ)(x, g) = −iδx(y)gik∂ψ/∂gjk(x, g). (42)
This shows clearly the sense in which the metric operator gˆij(x) (and the associated mo-
menta pˆi ji (x)) is concentrated on a single space point. That gave the idea of generalising
(37) to sums of distributions like
δ(x1,g(1);x2,g(2);...;xN ,g(N))(·) := ΣNn=1g(n)ij δxn(·) (43)
and (39)–(40) are accordingly replaced with
(V (v)ψ)(x1, g
(1); . . . ; xN , g
(N)) := exp(iΣNn=1Σ
3
i,j=1v
ij(xn)g
(n)
ij )ψ(x1, g
(1); . . . ; xN , g
(N)) (44)
(U(Λ)ψ)(x1, g
(1); . . . ; xN , g
(N)) := ψ(x1,Λ
−1(x1)g
(1); . . . ; xN ,Λ
−1(xN )g
(N)). (45)
This representation too is reducible. However the possibility arises of taking the di-
rect sum (over N) of all such representations and then introducing a cocycle [22] on the
associated exponential Hilbert space. This possibility was raised in [16], and employed by
Klauder [18] and Pilati [19]. This suggestion was not developed in [16] but it is one that
we shall explore in our history theory.
7The group law of this group is, for all x ∈ Σ, (Λ1(x), v1(x))(Λ2(x), v2(x)) = (v1(x) +
Λ1(x)v2(x),Λ1(x)Λ2(x)) where Λ1,Λ2 ∈ C∞(Σ, GL+(3,R)) and v1, v2 ∈ C∞(Σ, S(3,R)).
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The most serious problem with representations of the type in (44)–(45) is that they
are very singular, which causes big problems if one has to try to construct a product of its
operators, such as is needed (as we shall see in the following subsection) for the Hamiltonian
operator in our quantum cosmological model. This is so first because the relevant product
is always calculated at the same spatial point (spatial point in the example above, but time
point in the cosmological model history case we shall see next) and secondly because of the
meaninglessness of a squared Dirac delta function. Klauder [17] suggested a regularisation
of the product of such representations which involves ‘dividing by’ a delta function δ(0)
and we shall return to this later in the context of quantum cosmology.
2.3 A Friedmann-Robertson-Walker cosmological model
In [4] the quantisation of the homogeneous and isotropic FRW universe coupled to a scalar
field was given. The metric is
ds2 = N(t)2dt2 − R(t)2Sijdxidxj (46)
whereN(t) is the lapse function (the normal component of the deformation vector-hypersurface
of constant time), R(t) represents the radius of the universe and Sij is the fixed background
metric for a three-space for the curvature constant K taking any of the values 1, 0,−1 for
a three-sphere, flat, or hyperbolic universe respectively.
In the case of a massive scalar field the matter Lagrangian is
L = 1
2
(−detg)1/2(gµν∂µφ∂νφ−m2φ2) (47)
where φ is the scalar field and gµν is the four-metric of (46). As the spatial metric is
homogeneous, there are just three coupled variables: N(t), R(t) and φ(t).
The ADM (Arnowitt, Deser, Misner) Lagrangian [23] is [4]
L = piRR˙ + piφφ˙+N
(
pi2R
24R
+ 6KR −R3φ2 m
2
2
− pi
2
φ
2R3
)
(48)
in which N is a Lagrange multiplier, so that the quantity in the parenthesis is set to 0
by the equations of motion. It is common in canonical quantisation to choose one of the
variables as an ‘internal time’. In [4] various such choices were made, but here we shall
adopt the one that is in line with our affine scheme. This is the choice φ = t. Then, after
solving the constraint equation
pi2R
24R
+ 6KR− R3φ2 m
2
2
− pi
2
φ
2R3
= 0 (49)
for piφ, and replacing it in the Lagrangian (48), we are led to the squared Hamiltonian
H2 =
1
12
R2pi2R + 12KR
4 −R6t2m2. (50)
In trying to quantise this system, account must be taken of the fact that, classically,
R is confined to lie in the interval (0,∞). However, if we try to quantise the system
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in the obvious way (with the wave-function vanishing at the end points) using the usual
assignments
R→ R , piR → −i d
dR
(51)
satisfying the CCR
[Rˆ, pˆiR] = i (52)
then a problem arises because the second operator turns out not to be self-adjoint (although
it is Hermitian)[4].
In the original paper [4], this problem was tackled in a rather indirect way by first
conjecturing a suitably quantized Hamiltonian for the massless (m = 0) and flat three-
space (K = 0) case, i.e., for the case
H2 =
1
12
R2pi2R (53)
and showing that this has an interpretation as a positive self-adjoint Hamiltonian whose
positive square root exists. The operator R̂piR was then defined as a combination of R and
piR that is self-adjoint (and positive) and specifically it was defined that the quantisation of
R2pi2R is
d
dR
R2 d
dR
and then R̂piR was defined to be the square root of this operator. However,
we know now from the previous discussion that RpiR is classically the ‘affine conjugate’ Π
of R, so that the classical Hamiltonian can be written as
H2 =
1
12
Π2 + 12KR2 −R6t2m2 (54)
with the ACR being
[Rˆ, Πˆ] = iRˆ (55)
as was discussed in Section 2.2.1. This, physically meaningful, way explains the mathe-
matics and the structure behind the original way that was successfully guessed by Blyth
and Isham, and it offers the possibility for further development and applications. The
Hamiltonian (54) is the one whose history version we are going to deal with below.
3 Affine histories theory
The logic for the steps that have already been followed was (i) start with the Lie algebra
that one does have i.e., the one generated by the affine variables R and Π; (ii) construct
the corresponding Lie group; and then (iii) look for the unitary representations of this Lie
group. In each such representation the affine variables will arise as self-adjoint operators
representing the associated Lie algebra, and so the final step is to construct a self-adjoint
Hamiltonian in terms of these affine variables.
We are interested in the history analogue of the ACR which, as we will see, will involve
variables R(t) and Π(t), and we may start to worry that problems of divergences will arise
when we come to construct the history analogue of the Hamiltonian (54). The history
analogue of Isham’s or Klauder’s representations and regularisation methods for the affine
algebra might be of use here. If these representations do not work, then new representations
must be sought. However, we have already argued that those representations are unlikely
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to be the correct ones for an infinite-dimensional histories theory, and we shall also see that
that those regularisation methods can be replaced with some more physical and efficient
ones.
Let us briefly see (i) what has been done already in terms of the correct representation;
(ii) what does not seem appropriate to be followed; and (iii) what needs to be changed in
an ‘affine histories’ scheme.
In [11] a representation of the CHA (18)–(20) was chosen for a particle moving on the
real line using the familiar ideas from quantum field theory, especially the use of the bosonic
Fock space as the history Hilbert space. This employed the result that the (history analogue
of the) Hamiltonian operator and the history variables xt, ps form a closed algebra. Then,
since the time automorphism was unitarily implementable, the corresponding self-adjoint
operator existed and could be identified as the time average of the energy in the history
theory. However, we have seen now that the CCR, and consequently the associated history
analogue, is not the correct algebra for our quantum cosmology theory where R > 0.
On the other hand in [16], and as discussed above, some representations of the ACR in
quantum gravity were found using induced representation techniques. However, the metric
operator and its conjugate were defined on a single spatial point and an effort to use an
extension of that representation leads to its further reducibility. However, it was suggested
in [16] that the use of cocycles might change the situation and this suggestion, in its history
form, will be studied below.
3.1 Affine history algebra in quantum cosmology
Here, we shall not attempt to find a representation of the whole quantum gravity affine
history algebra. Rather, we shall study the relevant history algebra for the quantum cosmo-
logical model of interest. So, based on the arguments in [11] that were analysed in Section
2.1.4, we claim that the history version of the ACR (31)–(33) is
[gˆij(x, t), pˆi
k
l(y, t
′)] =
i
2
c[t](gˆil(x, t)δ
k
j + gˆjl(x, t)δ
k
i )δ
(3)(x− y)δ(t− t′) (56)
[pˆi ji (x, t), pˆi
l
k (y, t
′)] =
i
2
c[t](pˆi
j
k (x, t)δ
l
i − pˆi li (x, t)δjk)δ(3)(x− y)δ(t− t′) (57)
[gˆij(x, t), gˆkl(y, t
′)] = 0 (58)
which for a spatially homogeneous geometry becomes
[gˆij(t), pˆi
k
l(t
′)] =
i
2
c[t](gˆil(t)δ
k
j + gˆjl(t)δ
k
i )δ(t− t′) (59)
[pˆi ji (t), pˆi
l
k (t
′)] =
i
2
c[t](pˆi
j
k (t)δ
l
i − pˆi li (t)δjk)δ(t− t′) (60)
[gˆij(t), gˆkl(t
′)] = 0. (61)
To be mathematically well-defined, these operators must be smeared with test functions,
and we smear gˆij(t) with a density field f
ij(t), and pˆi ji (t) (which is an operator density)
with an ordinary field F ij(t). Then the ACR (59) become
[gˆ(fd), pˆi(Fo)] =
ic[t]
2
∫
dt gˆil(t)f
ij(t)F lj (t) +
ic[t]
2
∫
dt gˆjl(t)f
jl(t)F li (t) (62)
14
where gˆ(fd) =
∫
dt gˆij(t)f
ij(t), and pˆi(Fo) =
∫
dt pˆikl(t)F
l
k (t); there is also an appropriate
analogue for (60) and (61). The group of the ACR algebra (31)–(33) is the semi-direct
product C∞(Σ, S(3,R))×s C∞(Σ, GL+(3,R)), and similarly the group of the algebra (59)–
(61) is C∞(T, S(3,R))×s C∞(T,GL+(3,R)) where T denotes the ‘time-line’ which could
be the whole real line R or it might be some bounded subset of R according to the physical
situation under consideration.
Let us now consider the FRW cosmological model case analysed in Section 2.3. It is
easy to see that the history–ACR will take the form
[Rˆ(t), Πˆ(t′)] = ic[t]Rˆ(t)δ(t− t′) (63)
[Πˆ(t), Πˆ(t′)] = 0 , [Rˆ(t), Rˆ(t′)] = 0 (64)
which in smeared form becomes
[Rˆ(fR), Πˆ(fΠ)] = ic[t]
∫
dt fR(t)fΠ(t)Rˆ(t) := ic[t]Rˆ(fRfΠ) (65)
[Πˆ(fΠ), Πˆ(f
′
Π)] = 0 , [Rˆ(fR), Rˆ(f
′
R)] = 0 (66)
where Rˆ(fR) :=
∫
Rˆ(t)fR(t)dt and Πˆ(fΠ) =
∫
Πˆ(t)fΠ(t)dt, etc. The corresponding history
group is C(T,R)×sC(T,R+) ∼= C(T,R×sR+), i.e., the group of all continuous maps from
the time-line T to the group R×s R+.
The history analogue of the Hamiltonian squared (54) is
Hˆ2(t) =
1
12
Πˆ2(t) + 12KRˆ4(t)− Rˆ6(t)t2m2 (67)
and our task is to find a representation of the algebra in (63)–(64) in which Hˆ2(t), or a
suitably smeared version of it, exists as a proper self-adjoint operator.
Of course, the physically relevant quantity is Hˆ which will be the square root of (67),
and one immediately obvious problem is that when m 6= 0, the operator in (67) may well
not be positive, and hence its square root cannot be taken. A similar problem arose in the
original canonical FRW model and there it was interpreted as a sign that the time choice
t := φ can only be defined in a limited region of the reduced classical state space [4].
We shall return to this issue later, but setting it aside for the moment, our first step
is to seek a ‘suitable’ unitary representation of the history group C(T,R×S R+) with Lie
algebra (63)–(64). By analogy with the discussion in Section 2.2.2, we see that the simplest
representation is when the Hilbert space H is the space of square-integrable functions
ψ(t, r), (r > 0) with measure dtdr/r, and with operators acting as
(rˆ(s)ψ)(t, r) := δ(s, t)rψ(t, r) (68)
(pˆi(s)ψ)(t, r) := −iδ(s, t)r∂ψ(t, r)
∂r
(69)
The (better defined) smeared version is
(rˆ(f)ψ)(t, r) := f(t) rψ(t, r) (70)
(pˆi(g)ψ)(t, r) := −ig(t) r∂ψ(t, r)
∂r
. (71)
However, this basic representation on H is inadequate for two reasons:
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(i) It corresponds to a history that is only ‘active’ at a single time-point t ∈ T , whereas we
want histories at any finite set of time points t1, t2, . . . , tN for allN = 1, 2, . . .. For each
fixed N we can do this by taking the (symmetrised) N -fold tensor product of H with
itself, and then we could take the direct sum of these to give the exponential Hilbert
space H. However, this turns out to be a very reducible representation of the history
algebra, whereas we want one that is irreducible. Adding a cocycle contribution to
the action on expH is one possible way of achieving this.
(ii) If we compute the action of the operator product rˆ(s)rˆ(u) in H we find that
(rˆ(s)rˆ(u)ψ)(t, r) = δ(s, u)δ(s, t)r2ψ(t, r) (72)
and a similar result for the product pˆi(s)pˆi(u). However, the history Hamiltonian in
which we are interested is (67) i.e.
Hˆ2(t) =
1
12
Πˆ2(t) + 12KRˆ4(t)− Rˆ6(t)t2m2 (73)
and it is clear that we are going to have problems while trying to define such singular
products of operators at the same time point.
In the case of normal quantum field theory, we know that the representation of the
CCR has to be chosen precisely in order that the Hamiltonian should exist, and we might
conjecture that the same is true here. In HPO theory we have seen that the Lie algebra
(be it canonical or affine) arises on an n-fold tensor product Vn = Hn ⊗Hn−1 ⊗ · · ·H1 of
n-copies of the Hilbert space H of the canonical (resp. affine) theory. For that reason, in
the original papers on continuous time, an exponential Hilbert space construction was used
as this can be interpreted as a continuous tensor product of copies of the Hilbert space
L2(R) where we have Vcts = ⊗tL2t (R) := expL2(R, dt) [11].
It seems natural therefore to use an exponential Hilbert space in continuous-time his-
tory theory. In particular, we wonder if we can use the cocycle–exponential Hilbert space
construction in order to find a representation of the history affine algebra of our quantum
cosmology model in which (73) exists as a well-defined operator.
3.2 Exponential group representations and cocycles
For the present work we shall only need a few basic definitions of cocycles and exponential
group representations and these are given briefly here.
First, let H be a complex Hilbert space. Then the exponential Hilbert space expH is
defined by expH := C⊕H⊕ (H⊗SymmH)⊕· · · = C⊕∞n=1 SymmnH, where Symm denotes
symmetrised tensor product and where C is the complex numbers. For the vectors φ ∈ H,
there are defined the ‘exponential vectors’
exp φ := 1⊕ φ⊕ 1√
2
φ⊗ φ⊕ 1√
3
φ⊗ φ⊗ φ⊕ · · · =
∞⊕
n=0
1√
n
(⊗φ)n (74)
A fundamental property of this construction is that the set of all finite linear combinations
of exponential vectors is dense in expH: i.e., any vector in expH can be written as the
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strong limit of a sequence of finite linear combinations of exponential vectors. Another key
result is that the inner products of expH and H are related by
〈exp φ, expψ〉expH = e〈φ,ψ〉H . (75)
Now let g → Aˆg be a unitary representation of a topological group G on the Hilbert
space H. The cochains of different degrees are defined by
C0(G,H) := H (76)
Cq(G,H) := {continuous functions from G×G× . . .×G to H}, q ≥ 1 (77)
where the direct product G×G× . . .×G is taken q times. Then the coboundary operator
is defined on C0(G,H), C1(G,H) and C2(G,H) as
v ∈ C0(G,H), (δv)(g) := Aˆgv − v (78)
f ∈ C1(G,H), (δf)(g1, g2) := f(g1) + Aˆg1f(g2)− f(g1g2) (79)
f ∈ C2(G,H), (δf)(g1, g2, g3) := Aˆg1f(g1, g3)− f(g1g2, g3) + f(g1, g2g3)− f(g1, g2). (80)
Using these coboundary operators, the spaces of 1-coboundaries and 1-cocycles, and 2-
coboundaries and 2-cocycles are defined respectively as:
B1(G,H) := {β : G→H | β(g) = Aˆgv − v} (81)
Z1(G,H) := {β : G→H | β(g1g2) = β(g1) + Aˆg1β(g2)} (82)
B2(G,H) := {f : G×G → H | f(g1, g2) = β(g1) + Aˆg1β(g2)− β(g1g2), β G→ H} (83)
Z2(G,H) := {f G×G→H | f(g1, g2) + f(g1g2, g3) = f(g1, g2g3) + Aˆg1f(g2, g3)}. (84)
One can easily prove that every coboundary is a cocycle. However, it is not always
the case that every cocycle is a coboundary. But if it is, then our calculations are much
simplified. Since that latter case leads to representations that agree with Klauder’s results
[17] and [18] we shall in the present article investigate this subcase only. Note however,
that we retain the option to follow Klauder’s example and choose coboundaries that are
singular in some way, so that in effect we do get a non-trivial cohomological situation. Also,
as we shall see, an addition of a coboundary to a representation has a marked effect on the
regularisation of certain operators that we have to do to get a complete theory.
Let G be a topological group with a unitary representation g 7→ Aˆg of G on H, and let
β be a 1-cocycle. In addition let λ : G→ U(1) be a map such that
λ(g1g2) = λ(g1)λ(g2)e
−iℑ〈β(g1),Aˆ(g1)β(g2)〉 (85)
for all g1, g2 ∈ G. Then the associated exponential representation of G on expH is the
family of operators Uˆg, g ∈ G, defined by
Uˆg exp v = λ(g)e
− 1
2
‖β(g)‖2−〈Aˆ(g)v,β(g)〉∗ exp(Aˆ(g)v + β(g)). (86)
It can be shown that the operators Uˆg are unitary and that Uˆg1Uˆg2 = Uˆg1g2. Thus we do
indeed have a unitary representation of G.
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Now suppose that β = δφ0 for φ0 ∈ H i.e., β(g) = Aˆgφ0 − φ0 (as follows from (78) and
(81)). Then the real function (g1, g2) 7→ ℑ〈β(g1), Aˆ(g1)β(g2)〉 ∈ C2(G,R) is the coboundary
of g → ℑ〈Aˆ(g)φ0, φ0〉 ∈ C1(G,R), and we can choose λ(g) = e−iℑ〈Aˆ(g)φ0,φ0〉 for all g ∈ G.
Then
Uˆg exp v = e
−iℑ〈Aˆ(g)φ0,φ0〉e−
1
2
〈Aˆ(g)φ0−φ0,Aˆ(g)φ0−φ0〉−〈Aˆ(g)v,Aˆ(g)φ0−φ0〉∗ (87)
i.e.,
Uˆg exp v = e
〈φ0,(Aˆ(g)−1)(φ0+v)〉 exp(Aˆ(g)(v + φ0)− φ0). (88)
Also, if we define
Ev(g) =
〈exp v, Uˆg exp v〉
〈exp v, exp v〉 (89)
then we find that
Ev(g) = e
〈(φ0+v),(Aˆ(g)−1)(φ0+v)〉. (90)
3.3 Application to the FRW model
It is clear that equations (88) and (90) can be used in our FRW model form with H chosen
to be L2(T × R, dtdr/r), and with the operators defined in (68) and (69). In particular,
we define Aˆ(f) := eirˆ[f ], and the associated exponential representation as being denoted
Uˆf := e
iRˆ[f ], where f is a smearing function.
The simplest case for our representation would be to calculate (90) for the case v = 0.
The exponential vector exp 0 is a cyclic vector and, as a consequence any vector in the
Hilbert space can be obtained by taking (the limit of) linear combinations of the form
Uˆg exp 0, where g ranges over the elements of the affine history group. In practice, a key
role is played by the generating functional
E(g) = 〈exp 0, Uˆg exp 0〉 = e〈φ0,(Aˆ(g)−1)φ0〉 (91)
which for the FRW model case becomes
ER(f) = 〈exp 0, eiRˆ[f ] exp 0〉 = e〈φ0,(eirˆ[f ]−1)φ0〉 (92)
where f is a test function. After computing the functional derivative δ/δf(s) of (92) and
then taking the limit f → 0 we find
〈exp 0, Rˆ(s) exp 0〉 = 〈φ0, rˆ(s)φ0〉 (93)
=
∫
R+
|φ0(s, r)|2dr (94)
where, in computing the second line, we have used (68).
We now take the second derivative of (92) in the limit f → 0 and take into account the
fact that, on the Hilbert space H, we have
(rˆ(s)φ0)(r, t) = δ(s− t)rφ0(r, t). (95)
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Moreover, it is easy to show that rˆ(s)rˆ(t) = rˆ(t)rˆ(s) and therefore that Rˆ(s)Rˆ(t) =
Rˆ(t)Rˆ(s). As a result we find
〈exp 0, Rˆ(s)Rˆ(t) exp 0〉 = 〈φ0, rˆ(s)rˆ(t)φ0〉+ 〈φ0, rˆ(s)φ0〉〈φ0, rˆ(t)φ0〉 (96)
= δ(s− t)
∫
R+
|φ0(s, r)|2r dr +
∫
R+
|φ0(s, r1)|2dr1
∫
R+
|φ0(t, r2)|2dr2. (97)
Similarly
EΠ(f) := 〈exp 0, eiΠˆ[f ] exp 0〉 = e〈φ0,(eipˆi[f ]−1)φ0〉 (98)
and we find
〈exp 0, Πˆ(s) exp 0〉 = 〈φ0, pˆi(s)φ0〉 (99)
= −i
∫
R+
φ0(s, r)
∗∂φ0(s, r)
dr
dr (100)
and
〈exp 0, Πˆ(s)Πˆ(t) exp 0〉 = 〈φ0, pˆi(s)pˆi(t)φ0〉+ 〈φ0, pˆi(s)φ0〉〈φ0, pˆi(t)φ0〉. (101)
3.3.1 The action on exp 0
Moving beyond expectation values we note that (88) with v = 0 gives
Uˆg exp 0 = e
〈φ0,(Aˆg−1)φ0〉 exp{(Aˆg − 1)φ0} (102)
which for the FRW model case becomes
eiRˆ[f ] exp 0 = e〈φ0,(e
irˆ[f ]−1)φ0〉 exp{(eirˆ[f ] − 1)φ0}. (103)
After we perform exponential expansion and take the limit δ
δf(s)
|f→0 we find:
Rˆ(s) exp 0 = 〈φ0, rˆ(s)φ0〉 exp 0 + rˆ(s)φ0 (104)
where the ‘+’ on the right hand side refers to the sum in the exponential Hilbert space:
i.e., the direct sum of the symmetrised tensor products.
After taking the second derivative of (103), in the limit f → 0 we find
Rˆ(s)Rˆ(t) exp 0 = 〈φ0, rˆ(s)rˆ(t)φ0〉 exp 0 + 〈φ0, rˆ(s)φ0〉〈φ0, rˆ(t)φ0〉 exp 0
+ 〈φ0, rˆ(s)φ0〉rˆ(t)φ0 + 〈φ0, rˆ(t)φ0〉rˆ(s)φ0 + rˆ(s)rˆ(t)φ0
+
1√
2
{rˆ(s)φ0 ⊗ rˆ(t)φ0 + rˆ(t)φ0 ⊗ rˆ(s)φ0}. (105)
Similarly, we find
Πˆ(s)Πˆ(t) exp 0 = 〈φ0, pˆi(s)pˆi(t)φ0〉 exp 0 + 〈φ0, pˆi(s)φ0〉〈φ0, pˆi(t)φ0〉 exp 0
+ 〈φ0, pˆi(s)φ0〉pˆi(t)φ0 + 〈φ0, pˆi(t)φ0〉pˆi(s)φ0 + pˆi(s)pˆi(t)φ0
+
1√
2
{pˆi(s)φ0 ⊗ pˆi(t)φ0 + pˆi(t)φ0 ⊗ pˆi(s)φ0}. (106)
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where
(pˆi(s)φ0)(r, t) = −iδ(s− t)r∂φ0
∂r
(r, t). (107)
In a similar way we find
Rˆ(s)Πˆ(t) exp 0 = 〈φ0, rˆ(s)pˆi(t)φ0〉+ 〈φ0, rˆ(s)φ0〉pˆi(t)φ0
+ 〈φ0, pˆi(t)φ0〉rˆ(s)φ0 + rˆ(s)pˆi(t)φ0 (108)
and similarly for Πˆ(λ)Rˆ(s).
It is easy to check that the affine algebra of the operators Rˆ(s) and Πˆ(s) does indeed
obey the classical Poisson brackets, as it should; i.e.,
[Rˆ(s), Πˆ(t)] exp 0 = Rˆ(s)Πˆ(t) exp 0− Πˆ(t)Rˆ(s) exp 0
= 〈φ0, [rˆ(s), pˆi(t)]φ0〉 exp 0 + [rˆ(s), pˆi(t)]φ0
= iδ(s− t)Rˆ(s) exp 0 (109)
and also by performing a third order expansion of the exponentials it is easy to check that
[Rˆ(s), Πˆ(t)Πˆ(m)] exp 0 = iδ(s−m)Πˆ(t)Rˆ(s) exp 0 + iδ(s− t)Rˆ(s)Πˆ(m) exp 0 (110)
and that
[Πˆ(s), Rˆ(t)Rˆ(m)] exp 0 = −iδ(s−m)Rˆ(t)Rˆ(m) exp 0− iδ(s− t)Rˆ(t)Rˆ(m) exp 0 (111)
and that, indeed, all the classical Poisson brackets between Rˆ(s) and Πˆ(s) are respected.
From equations (101), (105), (95), (96), (107) and (106) it is easy to see that the
quantities Rˆ(s)2 and Πˆ(s)2 can not be evaluated within the present Hilbert space (and
therefore within the present exponential Hilbert space), just as the square of the Dirac
delta function can not be defined, or just as the Dirac delta function with a zero argument
does not have any meaning (it diverges). This is true for any choice of the coboundary, and
therefore the need for some sort of regularisation becomes apparent.
3.3.2 The τˆ operator
A key ingredient of the proposed regularisation is the introduction of the family of operators,
τˆ (s), s ∈ T , which are defined by
(τˆ(s)ψ)(t, r) := δ(s− t)ψ(t, r). (112)
In smeared form we have
(τˆ(f)ψ)(t, r) := f(t)ψ(t, r). (113)
It is useful also to to introduce the operators rˆ and pˆi defined on L2(T ×R+; dtdr/r) as
(rˆψ)(t, r) := rψ(t, r) (114)
(pˆiψ)(t, r) := −ir∂ψ(t, r)
∂r
(115)
which obey the ACR [rˆ, pˆi] = irˆ. One can easily prove that, for all s, s′ ∈ T ,
(τˆ(s)τˆ(s′)ψ)(t, r) = δ(s− s′)(τˆ(s)ψ)(t, r), (116)
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so that τˆ(s)τˆ(s′) = δ(s− s′) τˆ(s). We also have the commutation relations
[τˆ(s), τˆ(s′)] = 0 (117)
[τˆ(s), rˆ] = 0 (118)
[τˆ(s), pˆi] = 0. (119)
The critical point is that the new operator τˆ(s) is related to the operators rˆ(s) and pˆi(s) by
rˆ(s) = τˆ (s)rˆ (120)
pˆi(s) = τˆ (s)pˆi. (121)
This will be used extensively in what follows.
3.3.3 τˆ(χ) as a projection operator
One can prove that the operator τˆ(s) is a type of projection operator, as can intuitively be
seen from (116) or from the relation
τˆ(s)τˆ (s′) = δ(s− s′)τˆ(s). (122)
More precisely, for τˆ (f) =
∫
τˆ (s)f(s)ds and f any test function, we have, using equation
(122),
τˆ (f)τˆ(h) = τˆ(fh) (123)
which shows that (123) actually corresponds to a representation of the ring structure of the
space of test functions C(T,R). Moreover, if χ is any characteristic function of a subset of
T , then from (123) we have
τˆ(χ)τˆ (χ) = τˆ(χ2) = τˆ (χ) (124)
which means that τˆ (χ) is a genuine projection operator.
It now makes sense to define the operator tˆ by
(tˆψ)(t, r) := tψ(t, r), (125)
which is self-adjoint on L2(T ×R+; dtdr/r). Making use of the spectral theorem we have
that, for all t in T and all Borel functions f ,
(f(tˆ)ψ)(t, r) = f(t)ψ(t, r) = (τˆ (f)ψ)(t, r). (126)
In other words,
τˆ (f) = f(tˆ) (127)
for all t in T .
Note that it is clear from (122) that the unsmeared quantity τˆ(s) is not itself a projection
operator since, formally, we have
τˆ (s)τˆ(s) = δ(0)τˆ(s) (128)
and, of course, the right hand side of this expression is not well-defined because of the
δ(0) factor. However, motivated by ideas discussed at length by Klauder, the form of
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(128) suggests that it might be useful to define a regularised form of the operator product
according to the definition8
τˆ (t)τˆ(t)|reg := τˆ (t) (129)
for each t in T . We shall see the utility of this construction shortly.
3.3.4 The operator pˆt
The reducibility of the representation on H of the history affine algebra can be understood
in terms of (118) and (119) which show that for all test functions fˆ , τˆ (f) commutes with
the operators rˆ(s) and pˆi(s).
To explore this situation further, let us assume for now on that T = R for our history
group C(T,R×sR+) with Lie algebra (63)–(64). Then, one can define a conjugate operator
pˆt = −id/dt which satisfies
[tˆ, pˆt] = i (130)
and which has the associated one-parameter family of unitary operators
vˆ(s) := eispˆt (131)
where s ∈ R. We see at once that, for all s ∈ R,
vˆ(s) tˆ vˆ(s)−1 = tˆ + s (132)
and the representation of the extended algebra on H ≃ L2(R × R+; dtdr/r) is now irre-
ducible. The complete set of commutation relations that is associated with this irreducible
representation is
[rˆ(t), rˆ(t′)] = 0 (133)
[rˆ(t), pˆi(t′)] = iδ(t− t′)rˆ(t) (134)
[pi(t), pi(t′)] = 0 (135)
supplemented with
vˆ(s)rˆ(t)vˆ(s)−1 = rˆ(t + s) (136)
vˆ(s)pˆi(t)vˆ(s)−1 = pˆi(t+ s) (137)
for all s, t in R.
3.4 The regularisation procedure
3.4.1 The basic definition
At the end of section 3.3.2 we observed that the new operator τˆ (s), s ∈ R, is related to the
operators rˆ(s) and pˆi(s) by
rˆ(s) = τˆ (s)rˆ (138)
pˆi(s) = τˆ (s)pˆi. (139)
8In order to keep the dimensions matching up, we should really introduce a constant d whose dimension
is time, and then define τˆ (t)τˆ (t)|reg := dτˆ (t) rather than (129). However, in what follows we will ignore
such niceties. If necessary, the dimensions can always be corrected at the end of the calculations.
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These relations, together with τˆ(t)τˆ (s) = δ(t− s)τˆ(s), give as a consequence that
[rˆ(t), pˆi(s)] = [rˆ, pˆi]τˆ (t)τˆ (s) = irˆδ(t− s)τˆ (t) = iδ(t− s)rˆ(t) (140)
so that, in this particular representation, the ‘ultralocal’ factor δ(t−s) in the affine-history
algebra comes from the product of τˆ(t) with τˆ (s).
The definition (129) of the regularised product τˆ (t)τˆ (t)|reg := τˆ (t) then suggests that if
f is any real-valued function of rˆ, a regularised form of the function f(rˆ(t)) of rˆ(t) can be
defined by9
f(rˆ(t))reg := f(rˆ)τˆ(t) (141)
for each t ∈ R. Similarly,
h(pˆi(t))reg := h(pˆi)τˆ (t) (142)
for any function h of pˆ. Here, f(rˆ) and h(pˆi) are defined in the usual way using the spectral
theorem for self-adjoint operators. As a result, these regularised products have the property
that
[f(rˆ(t))reg, h(pˆi(s))reg] = [f(rˆ), h(pˆi)]δ(t− s)τˆ(t). (143)
3.4.2 The Hamiltonian for the case m = 0 and K = 0; action on exp 0
Let us start with the simplest case, which is when the mass, m, and curvature, K, param-
eters both vanish. Then the history Hamiltonian (squared) is formally
Hˆ2(t) =
1
12
Πˆ2(t) (144)
and our task is to give some mathematical meaning to this expression, and to its integrals
over regions of the time axis.
Note that, as we said earlier, a critical requirement for any regularisation scheme is that
the regularised form of the right hand side of (144) must be a positive self-adjoint operator
in order that the square root can be taken to give the operator which we are actually
seeking, namely Hˆ(t). Of course, we might expect that the taking of this square root may
itself involve some sort of regularisation.
We will explore this matter for the exponential Hilbert space quantisation discussed in
Section 3.2 and with a coboundary φ0 that is a function of t and r. Whether or not the
function φ0 is a proper element of L
2(R×R+, dtdr/r)—and hence a genuine coboundary—
remains to be seen.
To see the type of regularisation scheme that is suggested, let us begin with equation
(106) and note that, formally,
Πˆ(t)2 exp 0 = 〈φ0, pˆi(t)2φ0〉 exp 0 + 〈φ0, pˆi(t)φ0〉2 exp 0
+ 〈φ0, pˆi(t)φ0〉pˆi(t)φ0 + pˆi(t)2φ0 +
√
2pˆi(t)φ0 ⊗ pˆi(t)φ0 (145)
The only divergent terms here are 〈φ0, pˆi(t)2φ0〉 and pˆi(t)2φ0, and we can regularise these
using the techniques introduced above to give
〈φ0, pˆi(t)2regφ0〉 := 〈φ0, pˆi2τˆ(t)φ0〉 (146)
9If one wants to be very precise it is necessary to take care of the dimensions with the add of the
additional dimensional constant c mentioned earlier.
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and
pˆi(t)2regφ0 = pˆi
2τˆ(t)φ0. (147)
This suggests the definition
Πˆ(t)2|reg exp 0 := 〈φ0, pˆi2τˆ(t)φ0〉 exp 0 + 〈φ0, pˆi(t)φ0〉2 exp 0
+ 〈φ0, pˆi(t)φ0〉pˆi(t)φ0 + pˆi2τˆ(t)φ0 +
√
2pˆi(t)φ0 ⊗ pˆi(t)φ0. (148)
In particular, the expectation value of Hˆ(t)2reg in the state exp 0 is
〈Hˆ2(t)reg〉 = 1
12
(
〈φ0, pˆi2τˆ (t)φ0〉+ 〈φ0, pˆi(t)φ0〉2
)
. (149)
Now, as remarked above, the positivity of (149) is a necessary condition if 〈Hˆ2(t)reg〉 is
to be the expectation value of a positive operator, and hence one whose square root can
be taken. However, we note that, since pˆi is self-adjoint, 〈φ0, pˆi2τˆ(t)φ0〉 = 〈pˆiφˆ0, pˆiτˆ (t)φ0〉 =
〈pˆiφˆ0, τˆ(t)pˆiφ0〉 where we have also used the fact that [pˆi, τˆ(t)] = 0. It follows that the right
hand side of (149) is non-negative provided that
〈pˆiφˆ0, τˆ(t)pˆiφ0〉 ≥ 0. (150)
However, we have that (τˆ (t)φ0)(s, r) = δ(t− s)φ0(s, r) and hence
〈pˆiφˆ0, pˆiτˆ (t)φ0〉 =
∫
R+
(pˆiφ0)
∗(r, t)(pˆiφ0)(r, t)
dr
r
(151)
and the right hand side is indeed greater or equal to zero since pˆi is a self-adjoint operator
on L2(R+, dr/r). Thus 〈Hˆ2(t)reg〉 is greater than or equal to zero for any choice of the
coboundary φ0.
3.4.3 The Hamiltonian for the case m = 0 and K = 0; action on exp v
The results above involving exp 0 are encouraging, but of course the fact that the single
matrix element 〈exp 0, Hˆ2(t)reg exp 0〉 is non-negative is not sufficient to guarantee that the
same can be said for the operator Hˆ2(t)reg as a whole. To do this, we need to study the
matrix elements 〈exp u, Hˆ2(t)reg exp v〉 for arbitrary u, v in H; or, to be more precise, we
need to define the regularised operator Hˆ2(t)reg by giving regularised values for these matrix
elements.
The calculations are more complicated than those just involving exp 0 but the basic
results are easy to understand, and here we will just give the main ones. One key result is
that for any u, v ∈ H, we have
Πˆ(s)Πˆ(t) exp v = 〈(φ0 + v), pˆi(s)pˆi(t)(φ0 + v)〉 exp v
+ 〈(φ0 + v), pˆi(s)(φ0 + v)〉〈(φ0 + v), pˆi(t)(φ0 + v)〉 exp v
+ 〈(φ0 + v), pˆi(s)(φ0 + v)〉pˆi(t)(φ0 + v)
+ 〈(φ0 + v), pˆi(t)(φ0 + v)〉pˆi(s)(φ0 + v) + pˆi(s)pˆi(t)(φ0 + v)
+
1√
2
{pˆi(s)(φ0 + v)⊗ pˆi(t)(φ0 + v) + pˆi(t)(φ0 + v)⊗ pˆi(s)(φ0 + v)} (152)
24
and also
〈exp u, Πˆ(t)Πˆ(s) exp v〉
〈exp u, exp v〉 = 〈(φ0 + u), pˆi(t)pˆi(s)(φ0 + v)〉
+ 〈(φ0 + u), pˆi(t)(φ0 + v)〉〈(φ0 + u), pˆi(s)(φ0 + v)〉. (153)
We see at once that the regularised matrix elements of Hˆ2(t) are (or, to be more precise,
can consistently be defined to be)
〈exp u, Hˆ2(t)reg exp v〉
〈exp u, exp v〉 =
1
12
{
〈(φ0 + u), pˆi2τˆ(t)(φ0 + v)〉
+ 〈(φ0 + u), pˆi(t)(φ0 + v)〉〈(φ0 + u), pˆi(t)(φ0 + v)〉
}
. (154)
In particular, for any u in H ≃ L2(R×R+; dtdr/r) we have
〈exp u, Hˆ2(t)reg exp u〉
〈exp u, exp u〉 =
1
12
{
〈pˆi(φ0 + u), τˆ(t)pˆi(φ0 + u)〉
+ 〈(φ0 + u), pˆi(t)(φ0 + u)〉〈(φ0 + u), pˆi(t)(φ0 + u)〉
}
. (155)
The analogue of the argument used above in the context of (151) shows that the right
hand side of (154) is non-negative for any choice of coboundary φ0. Thus, as desired, the
regularised operator Hˆ2(t)reg is non-negative. Clearly, the choice of φ0 affects the ‘ground
state’ energy of the history system.
3.4.4 The definition of Hˆ(t) for the case m = 0 and K = 0
We must consider how to construct a regularised operator Hˆreg(t) from the given regularised
operator Hˆ2(t)reg. As an example of the basic ideas, consider on the starting space H the
formal operator hˆ2(t) := 1
12
pˆi(t)2 which is divergent, but whose regularised form would be
defined as
hˆ2(t)reg :=
1
12
pˆi2τˆ(t). (156)
One cannot literally take the square root of the operator in (156) since there is no
operator νˆ(t) such that νˆ(t)2 = τˆ(t). What is needed is to use the same regularisation
technique as before. In particular we note that pˆi2 is a positive, self-adjoint operator on
L2(R+, dr/r) and hence it has a square root
√
pˆi2. This suggests defining an operator
hˆ(t)reg :=
1√
12
√
pˆi2 τˆ(t) (157)
on H = L2(R×R+, dtdr/r). Clearly, we have the relation
(hˆ(t)reg)
2
reg = hˆ
2(t)reg. (158)
These ideas can be developed to construct an operator Hˆ(t)reg on expH starting with
the operator Hˆ(t)2reg. The details of this will be given in a later paper that will deal with
the decoherence function in this history quantum cosmology model.
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3.4.5 The Hamiltonian for the case m 6= 0 and K 6= 0; action on exp 0
For general values of the parameters m and K, the calculations are far more complicated.
The history Hamiltonian is formally
Hˆ2(t) =
1
12
Πˆ2(t) + 12KRˆ4(t)− Rˆ6(t)t2m2 (159)
and the obvious problem here is that one sees immediately that this operator is not neces-
sarily positive for m 6= 0, and hence its square root cannot be taken.
To investigate this matter let us start with the simplest expectation value to study,
which is
〈exp 0, Hˆ2(t) exp 0〉 = 1
12
(
〈φ0, pˆi(t)2φ0〉+ 〈φ0, pˆi(t)φ0〉2
)
+ 12KA(t)−m2t2B(t) (160)
where A(t) := 〈exp 0, Rˆ4(t) exp 0〉 and B(t) := 〈exp 0, Rˆ6(t) exp 0〉. In computing these
latter expressions we use the basic formula (92) which we functionally differentiate the
appropriate number of times. As a result we find that the regularised expression of (160)
has the form
〈 exp 0, Hˆ2(t)reg exp 0〉 = 1
12
(
〈 φ0, pˆi2τˆ(t)φ0〉+ 〈 φ0, pˆiτˆ (t)φ0〉2
)
+12KA(t)reg−m2t2B(t)reg
(161)
where
A(t)reg = 〈φ0, rˆ4τˆ (t)φ0〉+ 〈φ0, rˆτˆ (t)φ0〉4 + 4〈φ0, rˆτˆ(t)φ0〉〈φ0, rˆ3τˆ(t)φ0〉
+ 3〈φ0, rˆ2τˆ (t)φ0〉2 + 6〈φ0, rˆτˆ (t)φ0〉〈φ0, rˆ2τˆ(t)φ0〉〈φ0, rˆτˆ (t)φ0〉 (162)
and
B(t)reg = 〈φ0, rˆ6τˆ (t)φ0〉+ 〈φ0, rˆτˆ (t)φ0〉6 + 10〈φ0, rˆ3τˆ (t)φ0〉2 + 15〈φ0, rˆ2τˆ(t)φ0〉3
+ 6〈φ0, rˆτˆ (t)φ0〉〈φ0, rˆ5τˆ(t)φ0〉+ 15〈φ0, rˆ2τˆ(t)φ0〉〈φ0, rˆ4τˆ(t)φ0〉
+ 15〈φ0, rˆ4τˆ(t)φ0〉〈φ0, rˆτˆ (t)φ0〉2 + 15〈φ0, rˆ2τˆ(t)φ0〉〈φ0, rˆτˆ(t)φ0〉4
+ 60〈φ0, rˆ3τˆ(t)φ0〉〈φ0, rˆ2τˆ(t)φ0〉〈φ0, rˆτˆ(t)φ0〉
+ 16〈φ0, rˆτˆ (t)φ0〉2〈φ0, rˆ3τˆ(t)φ0〉+ 49〈φ0, rˆ2τˆ(t)φ0〉2〈φ0, rˆτˆ(t)φ0〉2. (163)
After using the definition (112) we arrive at a squared regularised Hamiltonian whose
precise form depends strongly on the coboundary φ0(r, t). We note that for some choices of
the function φ0(r, t) the quantities A(t) and B(t) will diverge even though the coboundary is
a member of L2(R×R+; dtdr/r). As an illustration of a family of cocycles where this does
not happen consider φ0(r, t) := Cr
n1e−ar
n2−ibrn3 , where {n1, n2, n3} are integers, {a, b} ∈ R+
and C is a (real) constant. We confirmed (with the aid of Maple) that for different choices
of a, b, n1, n2, n3 and C all the parts of the Hamiltonian have different values, which means
that the Hamiltonian is very ‘cocycle dependant’.
This is important for several reasons. One reason is that the negative contribution to
the squared Hamiltonian can have different values. This is important since the physical
Hamiltonian is the square root of the right hand side of (160) which should, therefore, be
a positive operator; however, its positivity depends on the value of the last negative term.
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One relevant remark here is that, unlike normal ordering, the τ -regularisation technique
we have employed is such as to maintain the heuristic positivity of operators. Thus, for
example, it is clear the the right hand side of (163) is positive for any t and all choices of
φ0 for which the relevant integrals over r are finite.
If our conclusions about using the ‘internal’ time t = φ were similar in history theory to
the analogous one that arises in the normal canonical scheme, we would say that the for-
malism can only be used in situations where t is sufficiently small that the matrix elements
of Hˆ2(t)reg are positive. To discuss this in the present situation let us use the following
example.
Examples
We will take some specific examples for several functions of the cocycle to see what the
above expectation value of the squared Hamiltonian become in practice; in particular we
shall see how the negative term of (161) appears and for which functions φ0 it can take a
‘small enough’ value so as to guarantee the positivity of the quantity (if any) whose square
root we wish to take.
First we integrate (161) over t using (112). This gives (for real-valued cocycles)
〈 exp 0, Hˆ2(t)reg exp 0〉 = − 1
12
∫ ∞
0
φ0(r, t)
[ ∂
∂r
φ0(r, t) + r
∂2
∂r2
φ0(r, t)
]
dr
− 1
12
[∫ ∞
0
φ0(r, t)
∂
∂r
φ0(r, t)dr
]2
+ 12KA(t)−m2t2B(t) (164)
where
A(t) =
∫ ∞
0
φ0(r, t)
2r3dr + 3
[ ∫ ∞
0
φ0(r, t)
2rdr
]2
+ 4
∫ ∞
0
φ0(r, t)
2dr
∫ ∞
0
φ0(r, t)
2r2dr
+ 6
[∫ ∞
0
φ0(r, t)
2dr
]2 ∫ ∞
0
φ0(r, t)
2rdr +
[∫ ∞
0
φ0(r, t)
2dr
]4
(165)
and there is an analogous expression for B(t).
As a demonstration of how the choice of a cocycle affects the results, let us take the
simple example where φ0(r, t) := Cre
−rn, where C is a (real) constant, and n is an integer10.
In this case, with the aid of Maple, we arrive at the conclusion that the range of the possible
values for t increases with n and with, for example, t2 < 34.3/m2 (approximately) forK = 1,
n = 100, C < 10−2. We get physical results with all values {−1, 0, 1}, although whether
the results for K = −1 are physical (i.e., give a range of t values for which the left hand
side of (164) is positive) depends on the value of n, unlike the ones for K = 1 which are
always acceptable.
What makes a big difference in the range of the t values is the value of the constant a
if we modify our example to one with φ0(r, t) := Cre
−arn . In this case big values of a give
a much wider range for t: for example, for a = 106, n = 1, K = −1, 0, 1, C < 10−2 we
find t2 < 5.3 × 1032/m2. It is clear from these results that the range of t over which the
expected value of the history FRW Hamiltonian makes sense is very cocycle dependant.
10We have made the simple choice φ0(r, t) = Cre
−rn as this lies in the domain of the self-adjoint operator
pˆi(f), and it makes the expectation value 〈φ0, pˆi(f)φ0〉 vanish, which simplifies the calculations a little. Note
that this particular class of functions φ0 is not square-integrable in t. Nevertheless, it gives rise to meaningful
expressions for the regularised operator Hˆ2(t)reg.
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3.4.6 The Hamiltonian for the case m 6= 0 and K 6= 0; action on exp u
For the general case of u 6= 0 where u is any function in H ≃ L2(R × R+; dtdr/r) we
can perform calculations analogous to those in the previous section and we arrive at the
following expression:
〈exp u, Hˆ2(t)reg exp u〉
〈exp u, exp u〉 =
1
12
(
〈 (φ0 + u), pˆi2τˆ (t)(φ0 + u)〉+ 〈 (φ0 + u), pˆiτˆ(t)(φ0 + u)〉2
)
+ 12KAu(t)reg −m2t2Bu(t)reg (166)
where
Au(t)reg = 〈(φ0 + u), rˆ4τˆ(t)(φ0 + u)〉+ 〈(φ0 + u), rˆτˆ(t)(φ0 + u)〉4
+ 4〈(φ0 + u), rˆτˆ (t)(φ0 + u)〉〈(φ0 + u), rˆ3τˆ(t)(φ0 + u)〉+ 3〈(φ0 + u), rˆ2τˆ(t)(φ0 + u)〉2
+ 6〈(φ0 + u), rˆτˆ (t)(φ0 + u)〉〈(φ0 + u), rˆ2τˆ(t)(φ0 + u)〉〈(φ0 + u), rˆτˆ (t)(φ0 + u)〉 (167)
and
Bu(t)reg = 〈(φ0 + u), rˆ6τˆ (t)(φ0 + u)〉+ 〈(φ0 + u), rˆτˆ (t)(φ0 + u)〉6
+ 10〈(φ0 + u), rˆ3(t)(φ0 + u)〉2 + 15〈(φ0 + u), rˆ2τˆ(t)(φ0 + u)〉3
+ 6〈(φ0 + u), rˆτˆ(t)(φ0 + u)〉〈(φ0 + u), rˆ5τˆ (t)(φ0 + u)〉
+ 15〈(φ0 + u), rˆ2τˆ(t)(φ0 + u)〉〈(φ0 + u), rˆ4τˆ (t)(φ0 + u)〉
+ 15〈(φ0 + u), rˆ4τˆ(t)(φ0 + u)〉〈(φ0 + u), rˆτˆ(t)(φ0 + u)〉2
+ 60〈(φ0 + u), rˆ3τˆ(t)(φ0 + u)〉〈(φ0 + u), rˆ2τˆ (t)(φ0 + u)〉〈(φ0 + u), rˆτˆ (t)(φ0 + u)〉
+ 16〈(φ0 + u), rˆτˆ(t)(φ0 + u)〉2〈(φ0 + u), rˆ3τˆ (t)(φ0 + u)〉
+ 49〈(φ0 + u), rˆ2τˆ(t)(φ0 + u)〉2〈(φ0 + u), rˆτˆ (t)(φ0 + u)〉2
+ 15〈(φ0 + u), rˆ2τˆ(t)(φ0 + u)〉〈(φ0 + u), rˆτˆ(t)(φ0 + u)〉4. (168)
We see that our conclusions will be of essentially the same qualitative type as those in the
previous section where u = 0.
Our first general conclusion is that, when working with cocycles, the regularisation
technique we have employed means that the choice of cocyle has a significant effect on
the final results. In general, if we construct two cocycle representations of the history
algebra with cocycles that differ by a coboundary, then the two representations are unitarily
equivalent. This means that if we take a representation whose cocycle is a coboundary,
then this representation is unitarily equivalent to the representation in which the cocycle is
not present at all (i.e., it is equal to zero) and one might expect therefore that nothing new
can be obtained by using only a coboundary. However, as we have seen, the form of the
regularised squared-Hamiltonian depends significantly on the coboundary. Thus specifying
the coboundary is an important ingredient in determining the final, regularised form of the
history Hamiltonian.
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4 Conclusions
We have made a preliminary study of the history approach to canonical quantum gravity
for the model of an FRW universe coupled to a scalar field φ. We have taken an approach
in which we choose an internal time before quantisation rather than the other alternatives
in which, for example, one looks at a history analogue of the Wheeler-DeWitt equation
[12]. The particular choice we have made is t = φ and we are able to compare our history
approach with the much earlier canonical study of this situation [4].
An important part of our programme was to use a history analogue of the affine com-
mutation relations for the metric field rather than the normal canonical quantities. This is
important as it helps to guarantee that the quantised metric is indeed a metric. However,
this introduces many novel mathematical problems as the representations of the history
analogue of the affine commutators are not at all known, whereas for normal canonical
fields the history analogues look like conventional free bosonic fields, and the standard
Fock space can be employed.
We started with the very singular representation of the history ACR on L2(R×R; dtdr/r)
in which only a single time point is probed. We have extended this to an arbitrary finite
number of time points by going to an exponential Hilbert space with a coboundary. Then
we have introduced a Klauder-type regularisation method for the (squared) Hamiltonian
and shown how the final regularised energy-squared depends on the choice of the cobound-
ary. It turned out that when m 6= 0, the problem with positivity of this operator does
not arise for us quite as it did in the old canonical quantisation scheme. In particular, we
found that there exist (many) choices for the cocycle which can give a positive value for the
expected squared Hamiltonian for a wide range of t values; different cocycle-choices give
very different results for the expectation value of the Hamiltonian.
Many interesting tasks await future research. Firstly it would be interesting to look at
representations with cocycles that are not coboundaries to see how this affects our final
results, particularly the positivity of the operators. This involves some very complicated
calculations which could be done, for example, by using Maple. Then we have to show how
the square roots can be taken for the massless case, and for the appropriate ranges of t
for the massive case. Finally, in this line we should look for some more representations of
the history affine algebra and try to find a complete theory. This will be important when
we try to extend the scheme to more complicated minisuperspace models, or to the full
quantum gravity theory.
Then, beyond all this, we must study the decoherence functional and look for interesting
consistent sets of histories.
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