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Incertidumbre y lógica en el razonamiento con 
opiniones par~ialmente inconsistentes 
Introducción 
Luis Urtubey 1 Diego Letzen"' 
-Pero, tal vez la opinión te parezca más oscura que la ciencia 
y más clara que la ignorancia. (..) -Luego, la opinión será 
intermedia entre estos dos ... (Platón, Rep., V, 21, 471) 
En este trabajo consideramos dos actitudes posibles para tratar la inferencia con afirmacio-
nes parcialmente mconsistentes. Por una parte, nos ocupamos de la lógica paraconsistente 
de Jaskowski, según la presentación de Da Costa y Doria, como marco para este tipo de 
inferencias. Por la otra, planteamos el problema en el contexto de la lógica posibilista, desa-
rrollada fundamentalmente por Dubois y Prade, a partir de la teoría de conjuntos difusos de 
Zadeh. 
Tratamos de mostrar finalmente, que para el manejo de opiniones parcialmente mcon-
sistentes, una lógica tiene que dejar lugar para la existencia de "grados de certeza", a fin de 
dar sentido a la presencia de "opiniones" parcialmente mconsistentes, diferenciando la 
opinión de la ignorancia total. 
Veamos un ejemplo mtroductorio que nos servirá, a su vez, de guía en la exposición de 
este trabajo. Supongamos que de diversas fuentes hemos logrado recopilar las siguientes 
opiniones: . 
1: Si Eduardo fue absuelto porque era amigo de los jueces (p), Carlos, (que también es 
amigo de losjueces), será procesado {r). 
2: Si Eduardo fue abiuelto porque era imposible demostrarle algo {q), Carlos no será 
procesado r-.r). 
3: Eduardo fue absuelto porque era amigo de los jueces (p). 
4: Eduardo fue absuelto porque era imposible demostrarle nada (q). 
En este ejemplo podemos observar un conjunto de opiniones, que si las expresamos 
como proposiciones, obtenemos un conjunto mconsiste.g\e de eñunciados como el siguiente: 
K={{}J vr), (-.q v-.r), {p), (q)} 
De este conjunto es posible inferir tanto r como -.r, y en realidad, dada cualquier fór-
mula que pertenezca al lenguaje, en el conte:xio de la lógica proposicional clásica, es posi-
ble deducirla en forma válida, puesto que la afirmación de un enunciado y su negación es 
trivializante en ella. 
Dado un lenguaje de base L y una lógica L, designamos con F. al conjunto de fórmulas 
de L, y con T a una teoría en L. Decimos que T es trivial si T = F. Caso contrario T no es 
trivial. Si existe al menos una fórmula a. tal que tanto a. como su negación (~) pertenecen 
a T, entonces se dice que T es mconsistente. Caso contrario es consistente. Si bien existe . 
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una estrecha conexión entre las dos nociones recién presentadas, la inconsistencia no nece-
sariamente equivale a la trivialidad de una lógica. Aquellas lógicas capaces de representar 
teorías inconsistentes no triviales son llamadas en forma genérica paraconsistentes. 
El sistema J 
El principal objetivo con que fue propuesta la lógica discursiva de S. Jaskowski era posibi-
litar la representación en un sistema deductivo de tesis cuyo significado sea vago, o perte-
nezcan a diversos participantes de una discusión; para deducir de ellas, aún cuando sean 
contradictorias, consecuenciaS aceptables. 
De este modo, la afirmación de expresiones contradictorias por parte de distintos parti-
cipantes en una discusión no la hace trivial Sobre esta intuición se supone que, una afirma-
ción o tesis a, incluida en un discurso, debe estar acompañada por cierto tipo de restricción 
o consideración que impida su absoluta incompatibilidad con la afirmación de ""'eL en el 
mismo discurso por otro participante. Esta restricción se expresa en el sistema J mediante 
un operador modal análogo al de posibilidad La afirmación de una tesis en el discurso, 
precedida por este operador, debe entenderse como "es posible que d', lo que no excluye 
---a. ("es posible no d') . 
. El sistema J de lógica discursiva proposicional está construido apoyándose sobre· el 
sistema modal S5. El lenguaje deJes el mismo que el de Ss. Tomaremos para esta eh.JJOsi-
ción la presentación axiomática designada como sistema A por da Costa y Doria (1995): 
1. si a. es un axioma de S5, entonces Da.. · 
2. Da., O( a.--+~) 1 0~. 
3. Da. 1 a.. 
4. Oa. 1 a.. 
5. Da. 1 ODa.. 
Se puede probár además las siguientes proposiciones (da Costa-Doria (1995)): 
a. - Si 1-A a. entonces l=ss Oa.. 
b. '- Si l=ss a., entonces 1-A Da.. 
C. -l-A a, <::::> FJ CX.. 
d. - a. se infiere en J de un conjunto r ( r 1-Ja) si y sólo si, 
. .;..,;-' 
1-JOyl/\ Oy2/\ ... 1\ Orn-+ Oa., y {Oy¡/\ Oy2 1\ •.• 1\ Orn}cr 
e. - r I=J Oa. si y sólo si existen y¡, Y2 ..... Yn en r tal que 
l=ss Oy¡ 1\ Orz 1\ ... 1\ Orn -7 Oa.. 
Como se puede observar de esto, el sistema J esta íntimamente ligado al sistema modal 
S5, cuya relación de accesibilidad caracte¡;ística es la de equivalencia Una axiomatización 
para S5 puede ser la siguiente: 
1. Si a. es una instancia de tautologia clásica, entonces a. es un axioma. 
2. O( a.--+~) -7 (Da.--+ 0~). 
3. Da.--+ a.. 
4. Oa.--+ OOa.. 
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Reglas: 
l. Modus ponens: o;, o; ~ p 1 p. 
2. Regla de Godel: o;/ Da.. 
Inferir en J 
El punto (e) se puede interpretar de la siguiente manera: si desde alguna posición se sos-
tiene y1 • y2 • etc., entonces desde alguna posición se sostiene o;; entendiendo el discurso 
como la suma de las posiciones de los participantes (el total de los mundos), luego, esto 
quiere decir que en el discurso se sostiene también 0'.. 
Regresemos al ejemplo inicial y observemos como puede representarse la situación en 
el sistema J: · 
Supongamos que el conjunto de afirmaciones del ejemplo corresponde a las posturas en 
una discusión de dos personas. La persona (a) afirma las tesis 1, 3 mientras que la persona 
(b) afirma las tesis 2 y 4. 
Podríamos representar la situación con el siguiente conjunto de fórmulas válidas en este 
caso particular: 1) I=J ( p ~ r), 2) I=J ( q ~ --r), 3) I=Jp, 4) I=J q 
Además, la siguiente fórmula es válida en J: I=JO(O(p ~ r) ~ (Op ~ Or)) , ya que 
fss O(p ~ r) ~(Op ~ Or). 
Por lo que podemos inferir que 
I=JO(Op ~ Or) 
De aquí, I=JO(Or) y I=JOr .. Porlo tanto, I=Jr. 
De la misma manera se puede inferir I=JO-t, y luego I=J--r. 
En este caso, se puede concluir que alguno de mis "informantes" opina que r, así como 
alguno de ellos opina que --r, sin que esto permita sostener -por ejemplo- que el poder 
judicial no es independiente del ejecutivo. 
Este resultado muestra que, a pesar de tratarse de un conjunto de enunciados que desde 
la perspectiva de la lógica clásica es inconsistente y trivial, es posible obtener una repre-
sentación más realista de esta situación y tratar a ese conjunto de forma tal que puedan 
obtenerse de él algunas consecuencias interesantes sin inferir de en forma trivial 
Inferir en Lógica Posibilista ·+ 
El segundo modelo que consideraremos aqtú para la representación de inconsistencias en el 
discurso es el posibilista. La lógica posibilista es una lógica de la incerteza, para la inferen-
cia con información incompleta o inconsistente. El procedimiento para representar una 
situación como la del ejemplo es asignar a cada formula proposicional un valor (o peso) que 
se:rv:Uá para representar una situación dada con mayor precisión, dando cuenta del grado en 
que la información disponible implica la verdad de una fórmula _ · 
En el caso que nos ocupa, bastará considerar un fragmento de la lógica posibilista gene-
ral, en el que las bases de conocimiento constan de afirmaciones calificadas sólo por valo-
res de necesidad Este fragmento es llamado lógica (posibilista) con valores de necesidad. 
Una fórmula con valor de necesidad es un par (cp, o;) en el que cp es una fórmula clásica 
de primer orden y o; e (0, 1] es un número positivo. 
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(<p, et) expresa que <pes cierta al menos en grado et (N(<p);::;:: et). 
Una base de conocimiento con valores de necesidad es nn conjunto finito de fórmulas 
con valor de necesidad. Una distribución de posibilidad n sobre un conjunto de interpreta-
ciones n, satisface una fórmula con valor de necesidad ( <p, et) si y sólo si N ( <p) ;::;:: a, siendo 
N la medida de necesidad inducida por n.1 
Una formula posibilista $se infiere (es una consecuencia lógica) del conjunto de fór-
mulas poSibilistas 3'" (S: 1= $) si y sólo si cualquier distribución de posibilidad que satisface 
S: también satisface $ ('/ n, ( n l= :f) => ( n l= $) ). · 
Dado entonces nn conjunto de fórmulas poSibilistas 3'" y una fórmula clásica <p, deducir 
<p de 3'" es computarla mejor valuación et tal que (<p, et) sea una consecuencia de 3'". 
Podemos definir además: 
Val(<p, :f) = sup{ et e (0,1], 3'" l= (<p, et)}. 
Veamos el caso concreto del ejemplo que nos ocupa desde un comienzo. Lo prinÍero 
que debe verse es el peso de las fórmulas que componen la base. El mismo debe correspon-
der con una apreciación del grado de verdad de cada fórmula. 
Supongamos que las asignaciones fueran las siguientes: 
S:= {(-pvr 0.6), (..,q v,- 0.9), (p 0.8), (q 0.3)} 
Esta asignación podría corresponder al grado de con:fiabilidad de las fuentes de infor-
mación (mas o menos confiable), o directamente a la apreciación que se hace del grado de 
certeza de cada fórmula 
Seria moderadamente cierto que: si Eduardo fue absuelto porque era amigo de los jue-
ces, Carlos, (que también es amigo de los jueces), será procesado. 
Prácticamente cierto que: si Eduardo fue absuelto porque era imposible demostrarle 
algo, Carlos no será procesado. 
Y apenas cierto que: Eduardo fue absuelto porque era imposible demostrarle nada. 
¿Hay alguna distnbución de poSibilidad, que satisfaga en conjunto estas restricciones? 
¿Qué conclusión podría o debería sacarse de aquí? 
Una,distnbución de poSibilidad se dice normalizada si sup{7í(OJ), m E .Q} = l. Nótese 
que mientras una distribución de poSibilidp.d normalizada que satisfaga (<p, et) existe siem-
pre, una que satisfaga un conjun!o 3'" de fórmulas puede no existir. 
Una distnbución de posibilidad nori:nalizada que satisfaga por ejemplo (q 0.3), (n l=(q 
0.3)) será aquella-que genere una medida de necesidad N tal que N(q);::;:: 0.3, y sup{7í(OJ), m 
Eflj =J. . 
En nuestro ejemplo: 
3'"= {(-pvr 0.6), (~ v,- 0.9), (p 0.8), (q 0.3)} 
n l= 3'" <=> N(-p v r) ;<:: 0.6, N(~q v -.¡-) ;<:: 0.9, N(p) ;<:: 0.8, N(q) ;<:: 0.3 
<=> inf{l-n(ro), rol= p A-.¡-};<:: 0.6; 
y inf{I-n(ro), rol= q 1\ r};<:: 0.9, 
yinf{l-n(ro), rol= -p};<:: 0.8, 
y inf{l-n(ro), rol=~};::;:: 0.3. 
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El conjunto de interpretaciones para el lenguaje proposicional generado por {p, CL r} es 
[p, q, r], [->p, q, r], [p, -.q, r], [->p, -.q, r], [p, q, """"'!], [->p, q, """"'T], [p, """'C1 --r], [->p, -.q, """"'!].Una 
distribución de posibilidad n != ::r será normalizada si y sólo si sup{ n( ro), ro E D. } = 1 y,· 
dado que, por ejemplo (p 0.8) induce la restricción2 
n (ro):::;; JlM(p.O.S) (ro) ~V ro 1= ->p, n (ro):::;; 0.2, 
y (-,q V'""'!' 0.9) 
n (ro):::;; JlM(-qv-r,0.9) (ro) ~ V ro 1= q 1\ r, n (ro):::;; 0.1 
En particular, para nuestro ejemplo debe darse: 
t n ([p, q, r]):::;; 0.1; 4.n ([->p, _,q, r]):::;; 0.2; 7. 1t ([p, -,q, """"'!]):::;; 0.4; 
2.n ([->p, q, r]):::;; 0:1; 5.n ((p, q, '""'!']):::;; 0.4; 8. 1t ([->p, ~ '""'!']) :::;; 0.2; 
3. n ([p, -.q, r]):::;; 0.7; 6. n ([->p, q, """"'!]):::;; 0.2; 
Es por esto que, para todas las interpretaciones O que satisfacen por ejemplo 
q 1\ r, O (O):::;; 0.1 como es el caso de la primera y la segunda de la lista anterior. 
Como no es posible satisfacer este conjunto de restricciones, podemos afirmar. que no 
hay una distribución de posibilidad normalizada sobre O que satisfaga 3". Esto equivale a 
afirmar que 3" es parcialmente inconsistente.3 Específicamente, vemos qile 1t9', obtenida 
transformando las desigualdades en igualdades, es tal que sup.nS'= 0,7. 
La inconsistencia se produce por las apreciaciones de quienes dan la información alma-
cenada en la base de conocimiento. No obstante, se puede observar que la opinión de quien 
sostiem: la última fórmula de 3" es solamente "apenas cierta". Ya que las tres primeras fór-
mulas de 3" son estriCtamente más ciertas que la última, la lógica podría comportarse como 
si el conjunto de fórmulas fuese sólo parcialmente inconsistente, siendo él grado de incon-
sistencia igual a la valuación de la fórmula más débil que interviene en la contradicción. En 
el ejemplo, podríamos entonces deducir aún (r 0,6) de modo no trivial 
Conclusiones 
En la lógica posibilista inferir en un contexto como el que hemos considerado, es decir que 
en el discurso (una base 9') se sostiene cp con grado de consistencia a, ie., (cp a). Cuindo a 
. = 1, se excluyen todos los mundos .cp. Cuanto menor es a, el discurso permite más mun-
dos .cp. El grado de inconsistencia para cp será mayor cuanto más' .cp-mundos permita; y la 
certeza sobre cp debe ser menor. Inferir es entonces deckque, si se sostiene cp1 con grado a1 
, ( cpz a2), etc. entonces se sostiene ~ con grado ai. Pero cuando el conjunto de premisas es 
inconsistente, ie.; si epi excluye mundos .cp que% permite, hay que tener en cuenta cuál es 
más segura o cierta. La menos cierta indica el indice de inconsistencia con que se infiere ~-
cp es más posible que~ (cp 4 ~)si cp excluye.~ mundos en mayor medida que~ ex-
cluye .cp-mundos. 
En J se infiere clásicamente (es una inferencia S5). Se supera-el efecto trivializante de 
las contradicciones clásicas al anteponer el operador modal O a las fórmulas. Si r = 
{p, .p}, res inconsistente en J pero no trivial (el discurso res inconsistente pero no tri-
vial). Ahora bien, de asignarle un grado de inconsistencia, ¿cuál seria? El grado con que se 
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infiere p, a= a' (con que se infiere -,p) = l. Luego (p 1\ -,p) se infiere con grado 1. Esto 
es, cuando p excluye tantos -,p mundos como -,p excluye p mundos. 
Por lo tanto, la posibilidad cualitativa es aquí la posibilidad modal, que hace también 
desaparecer todo grado de verdad (certeza). Pareciera que para que haya contradicción 0 
inconsistencia en realidad se precisa algún grado de certeza (o de verdad). Hay que reparar 
en hp y f-..., Ocp como esquema trivializante en J. Por un lado tendríamos que: 
II(p) = II(-,p) = 1, entonces N(p) = N(-,p) =O, en ese discurso. 
Esta situación indica total ignorancia sobre la verdad o falsedad de p. 
Por otro lado, al desaparecer la ignorancia súbitamente aparece la certeza y desaparece 
la inconsistencia. 
En fin, en un sentido platónico en el cual ausencia de conocimiento es igual a opÍnión, 
expresaría una lógica de meras opiniones. La lógica posibilista en cambio parece más una 
lógica de "conocimiento parcialmente inconsistente". 
El grado de inconsistencia de 3" consiste en evaluar en que grado hay al menos una in-
terpretación completamente posible para 3". Si 3" = {p, -,p}, esto es igual a O, ya que: 
Jncons('J') = 1- Cons('J') = 1-SUPmeo n!f (m) 
Según esto Incons(f) = 1 
Sir es inconsistente, H=(..L Incons (f)), conlncons (f) >O. Como para toda cp tenemos 
que N(cp):?: N(..L), cualquier fórmula cp es deducible de 3" con una valuación mayor o igual 
que Incons('J'). Cualquier deducción tal que 3i=(cp ./) conf=Incons('J') se puede deber sólo 
a la inconsistencia parcial de 3" y quizás nada tiene que ver con cp. Estas deducciones se 
dicen triviales. Por el contrario, las deducciones de fórmulas 3i=(cp ./) conf>Incons('.Y) no 
son causadas por la inconsistencia parcial y se dicen no-triviales. 
Retomando la idea del epígrafe, J expresaría el lado "más oscuro" de la opinión sola-
mente (por el que no es ciencia), sin abarcar el lado "más claro", por el que no es lo mismo 
que laN ignorancia Parece que la expresión lógica del esquema platónico' precisa también 
graduar el espacio entre la certeza y la ignorancia La idea es que la opinión traduce una 
ausencia parcial de conocimiento (certeza) y no total 4.· · 
Notas 
1LamedidadenecesidaddualNinducidapor1tsedefme: \7'~ e.L' ,N(~)= 1- 11:(-.~) =ínf. { 1-1t(ro), rol -.H 
Siendo .L ' el conjunto de fórmulas cerradas de .L , un lenguaje clásico asociado con el conjunto de fórmulas 
clásicas?*, obtenidas de un conjunto de fOrmulas posibilistas? (con valores de necesidad). 
2 Siendo M(p a;} el conjunto difuso de modelos definido por: !lMú> aJ ro = 1 si ro e M(p) y 
!4l(pa¡ro= 1-a; siro¡: M(p); 
Siendo M(p), el conjunto de modelos de p. Toda distribución de posibilidad 1t que satisface 
la restricción N(p) ;::: a;, es tal que \i ro , 1t( ro) ::;; 14!(p a) ro . 
3 Existe una correspondencia entre la consistencia de la proyección clásica de un conjunto de fórmulas posibilistas 
!:t y la existencia de una distribución de posibilidad normalizada 1t que satisfaga !:t, representada con% la que se 
defme por:% = min{ l-a¡ 1 rol= ""'ql¡, i= 1, ... , n} y % = 1 si ro 1= Cj>J 1\ ••• 1\ CJ>n 
Si % esta normalizada, 3m l= cp¡/\ cp 2 1\ ••• 1\ cp lb y por lo tanto la extensión proposicional de !:tes consistente. 
4 Agradecemos las observaciones y sugerencias de un evaluador anónimo de esta publicación de las IX Jornadas, 
que nos permitieron introducir algunas modificaciones a la primera versión de este trabajo. 
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