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Abstract
In this paper invariant subspace method has been employed for solving linear and
non-linear time and space fractional partial differential equations involving Caputo
derivative. A variety of illustrative examples are solved to demonstrate the effective-
ness and applicability of the method.
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partial differential equation, exact solution, invariant subspace method.
1 Introduction
Fractional Calculus and in particular fractional differential equations (FDEs) have re-
ceived considerable attention during last few decades owing to their applicability to var-
ious branches of science and engineering. FDEs have successfully modelled phenomena
related to diffusion, control theory, visco-elastic systems, signal processing, fractional-
order multipoles in electromagnetism and so on [4, 14].
Numerous decomposition/ numerical methods such as Adomian decompositionmethod
[1,3], New iterative method (NIM) [2], Homotopy perturbation method [12] has been em-
ployed to solve FDEs. The solutions obtained by all these methods however are local in
nature and it is important to explore other techniques to find exact analytical solutions of
FDEs. Exact solutions play a vital role in the proper understanding of qualitative features
of the concerned phenomena and processes in various areas of science and engineering.
∗Author for correspondence
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One of the analytical methods for finding exact solutions of partial differential equa-
tions (PDEs) is invariant subspace method. This method was proposed by Galaktionov
and Svirshchevskii [6,7]and have been applied by many researchers thereafter [13,17,18].
This method has been further extended for time fractional partial differential equations
(FPDEs) and its utility has been illustrated in the literature [9–11, 15, 16]. In the present
paper we develop invariant subspace method for finding exact solutions of PDEs with
fractional time and space derivatives. In this method fractional partial differential equa-
tions are reduced to systems of fractional differential equations in one variable which can
be solved by known analytical methods.
The organization of the paper is as follows. Section 2, deals with preliminaries and
notations. In Section 3, we develop invariant subspace method for solving time and space
fractional partial differential equations. In Section 4, we present illustrative examples
to explain applicability of the method. It is clear from the examples that the method
also works for time and space FPDEs with certain kinds of initial conditions. Finally
concluding remarks are made in Section 5.
2 Preliminaries and Notations
In this section, we introduce notations, definitions and preliminaries which are used in the
paper [5, 14].
Definition 2.1. The fractional integral of order α > 0 of function f ∈ L1([a, b],R) is
defined as
Iα f (t) =
1
Γ(α)
t∫
a
f (τ)
(t − τ)1−α
dτ, t > a.
Definition 2.2. Caputo fractional derivative of order α > 0 of f ∈ Cn([a, b],R) is defined
as
dαf(t)
dtα
=

In−αDn f (t) =
1
Γ(n − α)
t∫
a
f (n)(τ)
(t − τ)α−n+1
dτ, n − 1 < α < n,
f (n)(t), α = n, n ∈ N.
The n−th order derivative of two-parametric Mittag-Leffler function Eα,β(t) is given
by
E
(n)
α,β
(t) =
dn
dtn
Eα,β(t) =
∞∑
k=0
(k + n)!tk
k!Γ(αk + αn + β)
, n = 0, 1, 2, . . . . (2.1)
Laplace transform of the Caputo derivative of order α is,
L
{
dαf(t)
dtα
; s
}
= sα f˜ (s) −
n−1∑
k=0
sα−k−1 f (k)(0), n − 1 < α ≤ n, n ∈ N, R(s) > 0,
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where f˜ (s) = L{ f (t); s} =
∞∫
0
e−st f (t)dt, s ∈ R.
Laplace transform of the function εn(t, a;α, β) := t
αn+β−1E
(n)
α,β
(±atα) has the form
L{tαn+β−1E
(n)
α,β
(±atα); s} =
n!sα−β
(sα ∓ a)n+1
, R(s) > |a|
1
α , n = 0, 1, . . . . (2.2)
Let In denote the n-dimensional linear space over R spanned by n linearly independent
functions {φi(x) : i = 0, 1, . . . , n − 1}, i.e.,
In = L{φ0(x), . . . , φn−1(x)} =

n−1∑
i=0
kiφi(x)
∣∣∣∣∣ ki ∈ R, i = 0, . . . , n − 1

A finite dimensional linear space In is invariant with respect to a differential operator
N if N[ f ] ∈ In,∀ f ∈ In.
3 Main Results
Consider the following fractional partial differential equation
m∑
i=0
λi
∂α+i f (x, t)
∂tα+i
= N[ f (x, t)] = N
(
x, f ,
∂β f
∂xβ
, . . . ,
∂β+k f
∂xβ+k
)
, (3.1)
where N[ f ] is linear/ nonlinear differential operator.
∂α+i f
∂tα+i
, i = 0, 1, . . . ,m and
∂β+ j f
∂xβ+ j
, j =
0, . . . , k are Caputo time and space derivatives respectively. ⌊α⌋ = r, ⌊β⌋ = s,where r, s ∈
N and λi ∈ R.
Theorem 3.1. If a finite dimensional linear space In+1 = L{φ j(x) | j = 0, . . . , n} is invari-
ant under the operator N[f], then FPDE (3.1) has a solution of the form
f (x, t) =
n∑
j=0
K j(t)φ j(x), (3.2)
where the coefficients {K j} satisfy the following system of FDEs
m∑
i=0
λi
dα+iKj(t)
dtα+i
= ψ j(K1(t),K2(t), . . . ,Kn(t)), j = 0, 1, . . . , n.
Here ψ j’s are the expansion coefficients of N[ f ] with respect to basis φ j’s.
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Proof. Consider L.H.S of FPDE (3.1). Using linearity of fractional derivatives and Eq.
(3.2), we get
m∑
i=0
λi
∂α+i f (x, t)
∂tα+i
=
m∑
i=0
λi
∂α+i
∂tα+i
n∑
j=0
K j(t)φ j(x)
=
n∑
j=0

m∑
i=0
λi
dα+iKj(t)
dtα+i
φ j(x). (3.3)
Further as In+1 is invariant space under the operator N[ f ], there exist n + 1 functions
ψ0, ψ1, . . . , ψn such that
N

n∑
j=0
k jφ j(x)
 =
n∑
j=0
ψ j(k1, k2, . . . , kn)φ j(x), for k j ∈ R, (3.4)
where ψ j’s are expansion coefficients of N[ f ] ∈ In+1 corresponding to basis functions
φ j’s.
In view of Eq. (3.2) and Eq. (3.4)
N[ f (x, t)] = N

n∑
j=0
K j(t)φ j(x)
 =
n∑
j=0
ψ j(K1(t), . . . ,Kn(t))φ j(x). (3.5)
Substituting Eq. (3.3) and Eq. (3.5) in Eq. (3.1), we get
n∑
j=0

m∑
i=0
λi
dα+iKj(t)
dtα+i
− ψ j(K1(t),K2(t), . . . ,Kn(t))
 φ j(x) = 0. (3.6)
Using Eq. (3.6) and the fact that φ j’s are linearly independent, we get the following system
of FDEs
m∑
i=0
λi
dα+iKj(t)
dtα+i
= ψ j(K1(t),K2(t), . . . ,Kn(t)), j = 0, 1, . . . , n.

Consider the following fractional PDE
m∑
i=1
λi
∂iα f (x, t)
∂tiα
= N[ f (x, t)] = N
(
x, f ,
∂β f
∂xβ
, . . . ,
∂kβ f
∂xkβ
)
, (3.7)
where N[ f ] is linear/ nonlinear differential operator.
∂iα f
∂tiα
, i = 1, 2, . . . ,m and
∂ jβ f
∂x jβ
, j =
1, 2, . . . , k are Caputo Caputo time and space derivatives respectively. ⌊α⌋ = r, ⌊β⌋ =
s,where r, s ∈ N and λi ∈ R.
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Theorem 3.2. If a finite dimensional linear space In is invariant under the operator N[f],
then FPDE (3.7) has a solution of the form
f (x, t) =
n∑
j=1
K j(t)φ j(x),
where the coefficients {K j} satisfy the following system of FDEs
m∑
i=1
λi
diαKj(t)
dtiα
= ψ j(K1(t),K2(t), . . . ,Kn(t)), j = 1, 2, . . . , n.
Here ψ j’s are expansion coefficients of N[ f ] ∈ In with respect to φ j’s.
Proof of Theorem 3.2 can be given on similar lines as the proof of Theorem 3.1.
4 Illustrative Examples
In this section we solve some illustrative examples using Theorem 3.1 and Theorem 3.2.
Example 4.1. Consider the following fractional PDE
∂α f
∂tα
+
∂α+1 f
∂tα+1
+
∂α+2 f
∂tα+2
= N[ f ] =
∂β+1 f
∂xβ+1
, α, β ∈ (0, 1]. (4.1)
Clearly I2 = L{1, x
β+1} is an invariant subspace as
N[k0 + k1x
β+1] = k1Γ(β + 2) ∈ I2.
In view of Theorem 3.1, Eq. (4.1) has exact solution of the form
f (x, t) = K0(t) + K1(t)x
β+1,
where K0(t) and K1(t) satisfy the following system of FDEs.
dαK0(t)
dtα
+
dα+1K0(t)
dtα+1
+
dα+2K0(t)
dtα+2
= K1(t)Γ(β + 2), (4.2)
dαK1(t)
dtα
+
dα+1K1(t)
dtα+1
+
dα+2K1(t)
dtα+2
= 0. (4.3)
Using Laplace transform in Eq. (4.3), we obtain
K˜1(s) =
K1(0)(s
α+1
+ sα + sα−1)
sα+2 + sα+1 + sα
+
K′1(0)(s
α
+ sα−1)
sα+2 + sα+1 + sα
+
K′′1 (0)s
α−1
sα+2 + sα+1 + sα
= K1(0)

∞∑
k=0
(−1)ks−k
(s + 1)k+1
+
∞∑
k=0
(−1)ks−k−1
(s + 1)k+1
+
∞∑
k=0
(−1)ks−k−2
(s + 1)k+1
+
K′1(0)

∞∑
k=0
(−1)ks−k−1
(s + 1)k+1
+
∞∑
k=0
(−1)ks−k−2
(s + 1)k+1
 + K′′1 (0)
∞∑
k=0
(−1)ks−k−2
(s + 1)k+1
.
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Taking inverse Laplace transform and using Eq. (2.2) we get
K1(t) =
2∑
i=0
K
(i)
1
(0)

2∑
l=i
∞∑
k=0
(−1)k
k!
t2k+lE
(k)
1,k+l+1
(−t)
 , (4.4)
where E
(n)
α,β
(.) is defined in Eq. (2.1).
Substituting value of K1(t) from Eq. (4.4) in Eq. (4.2) and following similar procedure
we deduce
K0(t) =
2∑
i=0
K
(i)
0
(0)

2∑
l=i
∞∑
k=0
(−1)k
k!
t2k+lE
(k)
1,k+l+1
(−t)
 + Γ(β + 2)

2∑
i=0
K
(i)
1
(0)

4∑
l=i+2
∞∑
k=0
(−1)k
k!
t2k+α+lE
(k)
1,k+α+l
(−t)

 . (4.5)
Hence an exact solution of Eq. (4.1) is f (x, t) = K0(t) + K1(t)x
β+1 where K0(t) and K1(t)
are given by Eq. (4.5) and Eq. (4.4) respectively.
Example 4.2. Consider the following fractional generalization of time fractional Burg-
ers’ equation.
∂α f
∂tα
+ f
∂β f
∂xβ
− d
∂β
∂xβ
(
∂β f
∂xβ
)
= 0, α ∈ (0, 1), α ,
1
2
, β ∈ (0, 1], (4.6)
where d is diffusion constant.
Here N[ f ] = − f
∂β f
∂xβ
+d
∂β
∂xβ
(
∂β f
∂xβ
)
. I2 = L{1, x
β} is an invariant subspace as N[k0+k1x
β] =
−k0k1Γ(β + 1) − k
2
1Γ(β + 1)x
β ∈ I2.
Theorem 3.1 implies an exact solution of the form
f (x, t) = K0(t) + K1(t)x
β,
where K0(t) and K1(t) are unknown functions to be determined by solving following sys-
tem of equations.
dαK0(t)
dtα
= −K0(t)K1(t)Γ(β + 1), (4.7)
dαK1(t)
dtα
= −K1(t)
2
Γ(β + 1). (4.8)
Assume solution of Eq. (4.8) of the form K1(t) = ηt
γ, where constant η and the exponent
γ > −1 can be found directly by substituting K1(t) = ηt
γ in (4.8), i.e.,
dαK1(t)
dtα
= η
Γ(γ + 1)
Γ(γ − α + 1)
tγ−α = −η2t2γΓ(β + 1). (4.9)
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Thus K1(t) = ηt
γ is a solution if γ = −α and η =
−Γ(1 − α)
Γ(1 + β)Γ(1 − 2α)
, i.e.,
K1(t) = −
Γ(1 − α)
Γ(1 + β)Γ(1 − 2α)
t−α, α ,
1
2
, α , 1.
On similar lines by solving Eq. (4.7) we get K0(t) = at
−α, where a is arbitrary constant.
Therefore Eq. (4.6) has following exact solution.
f (x, t) = at−α −
[
Γ(1 − α)t−α
Γ(1 + β)Γ(1 − 2α)
]
xβ.
In particular, for β = 1 we obtain
f (x, t) = at−α −
[
Γ(1 − α)
Γ(1 − 2α)
t−α
]
x,
which is a solution of the time fractional Burgers equation [16].
A particular case of fractional Burgers equation with diffusion constant d = 0 has been
studied by Harris and Garra [10], in which they have considered an exact solution of the
form f (x, t) = (constant) +C1(t)x
β.
Example 4.3. Consider the time and space fractional diffusion equation
∂α f
∂tα
= C
∂β f
∂xβ
, α ∈ (0, 1], β ∈ (1, 2]. (4.10)
Here N[ f ] = C
∂β f
∂xβ
. Subspace I3 = L{1, x
β, x2β} is invariant under N[f] as
N[k0 + k1x
β
+ k2x
2β] = Ck1Γ(β + 1) +Ck2
Γ(2β + 1)
Γ(β + 1)
xβ ∈ I3.
Consider an exact solution of the form f (x, t) = K0(t) + K1(t)x
β
+ K2(t)x
2β, where K0(t)
and K1(t) satisfy the following system of FDEs:
dαK0(t)
dtα
= C Γ(β + 1)K1(t), (4.11)
dαK1(t)
dtα
=
C Γ(2β + 1)
Γ(β + 1)
K2(t), (4.12)
dαK2(t)
dtα
= 0. (4.13)
Eq. (4.13) implies that K2(t) = a (say). So Eq. (4.12) takes the form
dαK1(t)
dtα
= aC
Γ(2β + 1)
Γ(β + 1)
,
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which has the following solution:
K1(t) = K1(0) +
aC Γ(2β + 1)
Γ(β + 1)Γ(α + 1)
tα.
Similarly Eq. (4.11) yields
K0(t) = K0(0) + K1(0)
C Γ(β + 1)
Γ(α + 1)
tα +
aC2 Γ(2β + 1)
Γ(2α + 1)
t2α.
Hence Eq. (4.10) has the following solution
f (x, t) =
[
d +
bC Γ(β + 1)
Γ(α + 1)
tα +
aC2 Γ(2β + 1)
Γ(2α + 1)
t2α
]
+
[
b +
aC Γ(2β + 1)
Γ(β + 1)Γ(α + 1)
tα
]
xβ + ax2β, (4.14)
where a, b and d are arbitrary constants.
It can be easily verified that I2 = L{1, Eβ(x
β)} is also an invariant subspace with respect to
N[ f ] leading to a different solution having the form
f (x, t) = K0(t) + K1(t)Eβ(x
β),
where unknown functions K0(t) and K1(t) can be found by solving the following system
of equations:
dαK0(t)
dtα
= 0, (4.15)
dαK1(t)
dtα
= CK1(t). (4.16)
Solving the system of equations (4.15)-(4.16), we obtain an exact solution of Eq. (4.10)
associated with I2 = L{1, Eβ(x
β)} as
f (x, t) = a + [bEα(Ct
α)]Eβ(x
β), (4.17)
where a and b are arbitrary constants.
Note that Eq. (4.10) also admits another invariant subspace I2 = L{1, x
β}, which yields to
the exact solution of Eq. (4.10):
f (x, t) = a +
bCΓ(β + 1)
Γ(α + 1)
tα + bxβ, a, b ∈ R. (4.18)
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Thus (4.14), (4.17) and (4.18) are three distinct exact solutions of Eq. (4.10) correspond-
ing to three distinct invariant subspaces. Note that In+1 = L{1, x
β, . . . , xnβ}, n ∈ N is yet
another invariant subspace for (4.10). Thus we get infinitely many invariant subspaces for
the problem under consideration, which in turn yield infinitely many solutions.
Solutions pertaining to initial conditions
Invariant subspace method is also useful in finding closed form solutions of fractional
PDEs satisfying initial conditions. Observe that Eq. (4.10) along with the initial condition
f (x, 0) = a0 + a1x
β
+ a2x
2β
+ · · · + anx
nβ, 1 < β ≤ 2, ai ∈ R, i = 0, 1, . . . n,
has closed form solutions.
For example, consider the time and space fractional diffusion equation (4.10) along
with the initial condition,
f (x, 0) =
3xβ
Γ(β + 1)
. (4.19)
For solving this IVP, consider the invariant subspace I2 = L{1, x
β}. Using initial condition
(4.19) in Eq. (4.18) we obtain a = 0 and b =
3
Γ(β + 1)
.
Thus we obtain the following exact solution of the IVP (4.10)-(4.19).
f (x, t) =
3Ctα
Γ(α + 1)
+
3xβ
Γ(β + 1)
. (4.20)
Note that the solution (4.20) coincides with the solution obtained by NIM introduced by
Daftardar-Gejji et al. [2].
Now consider (4.10) together with the initial condition,
f (x, 0) = 1 −
x2β
2
. (4.21)
Using the invariant subspace I3 = L{1, x
β, x2β}, we get the following exact solution of the
IVP (4.10) - (4.21).
f (x, t) =
[
1 −
C2 Γ(2β + 1)
2 Γ(2α + 1)
t2α
]
−
[
C Γ(2β + 1)
2 Γ(β + 1)Γ(α + 1)
tα
]
xβ −
1
2
x2β.
Example 4.4. Consider the following fractional generalization of telegraph equation:
∂α+1 f
∂tα+1
+
∂α f
∂tα
=
∂β f
∂xβ
− f , α ∈ (0, 1], β ∈ (1, 2]. (4.22)
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Note that for I2 = L{1, Eβ(x
β)},
N[k0 + k1Eβ(x
β)] = k1Eβ(x
β) − k0 − k1Eβ(x
β) = −k0 ∈ I2.
This implies that I2 is an invariant subspace, and in view of Theorem 3.1, Eq. (4.22) has
an exact solution of the form
f (x, t) = K0(t) + K1(t)Eβ(x
β), (4.23)
where K0(t) and K1(t) satisfy the following system of FDEs.
dα+1K0(t)
dtα+1
+
dαK0(t)
dtα
= −K0(t), (4.24)
dα+1K1(t)
dtα+1
+
dαK1(t)
dtα
= 0. (4.25)
Applying Laplace transform technique to Eq. (4.24) we get
K˜0(s) = K0(0)
∞∑
k=0
(−1)ks−αk
(1 + s)k+1
+ [K0(0) + K
′
0(0)]
∞∑
k=0
(−1)ks−αk−1
(1 + s)k+1
.
Taking inverse Laplace transform we obtain
K0(t) = K0(0)
∞∑
k=0
(−1)k
k!
tk(α+1)E
(k)
1,αk+1
(−t) + [K0(0) + K
′
0(0)]
∞∑
k=0
(−1)k
k!
tk(α+1)+1E
(k)
1,αk+2
(−t).
Proceeding on similar lines, from Eq. (4.25) we deduce
K1(t) = K1(0) + K
′
1(0)tE1,2(−t).
Thus an exact solution (4.23) takes the following form
f (x, t) = a1
∞∑
k=0
(−1)k
k!
tk(α+1)E
(k)
1,αk+1
(−t) + [a1 + a2]
∞∑
k=0
(−1)k
k!
tk(α+1)+1E
(k)
1,αk+2
(−t) + [b1 + b2tE1,2(−t)]Eβ(x
β),
where a1, a2, b1 and b2 are arbitrary constants.
Example 4.5. Consider the following fractional IVP:
∂α f
∂tα
=
(
∂β f
∂xβ
)2
− f
(
∂β f
∂xβ
)
, α, β ∈ (0, 1], (4.26)
f (x, 0) = 3 +
5
2
Eβ(x
β). (4.27)
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I2 = L{1, Eβ(x
β)} is invariant under N[ f ] =
(
∂β f
∂xβ
)2
− f
(
∂β f
∂xβ
)
as
N[k0 + k1Eβ(x
β)] = −k0k1Eβ(x
β) ∈ I2.
We consider solution of the form
f (x, t) = K0(t) + K1(t)Eβ(x
β), (4.28)
where K0(t) and K1(t) are unknown functions to be determined.
By substituting (4.28) in (4.26) and equating coefficients of different powers of x, we get
the following system of FDEs.
dαK0(t)
dtα
= 0, (4.29)
dαK1(t)
dtα
= −K0(t)K1(t). (4.30)
Solving Eq. (4.29) we get K0(t) = K0(0) = a (say), and Eq. (4.30) takes the form
dαK1(t)
dtα
= −aK1(t). Using Laplace transform technique we obtain K1(t) = K1(0)Eα(−at
α).
Thus the exact solution of (4.26) along with the initial condition (4.27) turns out to be
f (x, t) = 3 +
[
5
2
Eα(−3t
α)
]
Eβ(x
β).
Example 4.6. Consider the following two generalization of wave equation with constant
absorption term
Type (I)
∂2α f
∂t2α
=
∂β
∂xβ
(
f
∂β f
∂xβ
)
− 1, α, β ∈ (0, 1], (4.31)
f (x, 0) = e +
xβ
Γ(β + 1)
, ft(x, 0) = 1 − x
β. (4.32)
Here N[ f ] =
∂β
∂xβ
(
f
∂β f
∂xβ
)
− 1. Clearly I2 = L{1, x
β} is an invariant subspace of N[f] as
N[k0 + k1x
β] = k21[Γ(β + 1)]
2 − 1 ∈ I2.
In view of Theorem 3.2, we look for an exact solution of the form
f (x, t) = K0(t) + K1(t)x
β,
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where K0(t) and K1(t) satisfy the following system of FDEs.
d2αK0(t)
dt2α
= K21 (t)[Γ(β + 1)]
2 − 1, (4.33)
d2αK1(t)
dt2α
= 0. (4.34)
Solving the system of FDEs (4.33)-(4.34) we get the following exact solution
f (x, t) =

[
a1 +
(
b2
1
[Γ(β + 1)]2 − 1
Γ(2α + 1)
)
t2α
]
+ b1x
β, if 0 < α ≤
1
2
,
[
a1 + a2t +
(
b2
1
[Γ(β + 1)]2 − 1
Γ(2α + 1)
)
t2α +
(
2b2
2
[Γ(β + 1)]2
Γ(2α + 3)
)
t2α+2
+
2b1b2[Γ(β + 1)]
2
Γ(2α + 2)
t2α+1
]
+ [b1 + b2t] x
β, if
1
2
< α ≤ 1,
(4.35)
where a1, a2, b1 and b2 are arbitrary constants.
Using initial conditions (4.32) we get a1 = e, a2 = 1, b1 =
1
Γ(β + 1)
and b2 = −1. Hence
the exact solution of the IVP (4.31)-(4.32) is
f (x, t) =

e +
xβ
Γ(β + 1)
, if 0 < α ≤
1
2
,
[
e + t +
2[Γ(β + 1)]2
Γ(2α + 3)
t2α+2 −
2Γ(β + 1)
Γ(2α + 2)
t2α+1
]
+
[
1
Γ(β + 1)
− t
]
xβ, if
1
2
< α ≤ 1.
Type (II): Consider another fractional generalization of wave equation with constant ab-
sorption term
∂α+1 f
∂tα+1
= N[ f ] =
∂β
∂xβ
(
f
∂β f
∂xβ
)
− 1, α, β ∈ (0, 1]. (4.36)
From the discussion of Case (I), we know that I2 = L{1, x
β} is an invariant subspace of
N[ f ]. By Theorem 3.1, Eq. (4.36) has the following solution.
f (x, t) = K0(t) + K1(t)x
β,
where unknown functions K0(t) and K1(t) satisfy the following system of FDEs.
dα+1K0(t)
dtα+1
= K21 (t)[Γ(β + 1)]
2 − 1,
dα+1K1(t)
dtα+1
= 0.
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Solving these FDEs we obtain the following solution of Eq. (4.36).
f (x, t) =
[
a1 + a2t +
(
b21[Γ(β + 1)]
2 − 1
Γ(α + 2)
)
tα+1 +
(
2b1b2[Γ(β + 1)]
2
Γ(α + 3)
)
tα+2
+
(
2b2
2
[Γ(β + 1)]2
Γ(α + 4)
)
tα+3
]
+ [b1 + b2t]x
β, (4.37)
where a1, a2, b1 and b2 are arbitrary constants.
Note: For α = 1 = β, solutions (4.35) and (4.37) of two different fractional general-
izations (4.31) and (4.36) respectively, reduce to
f (x, t) = a1 + a2t +
(
b2
1
− 1
2
)
t2 +
b1b2
3
t3 +
b2
2
12
t4 + [b1 + b2t]x,
which is a solution of the ordinary wave equation with constant absorption term
∂2 f
∂t2
=
∂β
∂xβ
(
f
∂β f
∂xβ
)
− 1.
Example 4.7. Consider the following fractional generalization of Kortewegde Vries equa-
tion (KdV) equation:
∂α f
∂tα
− 6 f
∂β f
∂xβ
+
∂2β
∂x2β
(
∂β f
∂xβ
)
= 0, α ∈ (0, 1)\{1/2}, β ∈ (0, 1]. (4.38)
Here N[ f ] = 6 f
∂β f
∂xβ
−
∂2β
∂x2β
(
∂β f
∂xβ
)
. I2 = L{1, x
β} is an invariant subspace as
N[k0 + k1x
β] = 6k0k1Γ(β + 1)6k
2
1Γ(β + 1)x
β ∈ I2.
Hence in view of Theorem 3.2, Eq. (4.38) has solution of the form
f (x, t) = K0(t) + K1(t)x
β, where K0(t) and K1(t) satisfy the following system of FDEs.
dαK0(t)
dtα
= 6K0K1Γ(β + 1), (4.39)
dαK1(t)
dtα
= 6K21Γ(β + 1). (4.40)
Solving (4.39)-(4.40) we get
K0(t) = at
−α,K1(t) =
Γ(1 − α)t−α
6Γ(1 + β)Γ(1 − 2α)
.
Thus solution of Eq. (4.38) becomes
f (x, t) = at−α +
[
Γ(1 − α)t−α
6Γ(1 + β)Γ(1 − 2α)
]
xβ, a ∈ R.
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Example 4.8. Consider the following non-linear space-time fractional dispersion equa-
tion.
∂α f
∂tα
=
∂β
∂xβ
(
∂β
∂xβ
(
∂β
∂xβ
(
f 2
2
)))
, α, β ∈ (0, 1]. (4.41)
Here I2 = L{1, x
β, x2β} is an invariant subspace as
N[k0 + k1x
β, k2x
2β] =
Γ(4β + 1)
2 Γ(β + 1)
k22x
β
+ k1k2Γ(3β + 1) ∈ I2.
We look for an exact solution of the form
f (x, t) = K0(t) + K1(t)x
β
+ K2(t)x
2β, (4.42)
where K0(t), K1(t) and K2(t) are unknown functions that are to be determined by solving
the following system of FDEs.
dαK0(t)
dtα
= Γ(3β + 1)K1(t)K2(t), (4.43)
dαK1(t)
dtα
=
Γ(4β + 1)
2 Γ(β + 1)
K2(t)
2, (4.44)
dαK2(t)
dtα
= 0. (4.45)
Eq.(4.45) implies that K0(t) = constant = c (say). Hence Eq. (4.44) takes the form
dαK1(t)
dtα
= c2
Γ(4β + 1)
2 Γ(β + 1)
. Performing fractional integration on both sides, we obtain
K1(t) = K1(0) +
c2Γ(4β + 1)
2 Γ(β + 1)Γ(α + 1)
tα. Proceeding on similar lines we get
K0(t) = K0(0) +
K1(0)cΓ(3β + 1)
Γ(α + 1)
tα +
c3Γ(4β + 1)Γ(3β + 1)
2 Γ(β + 1)Γ(2α + 1)
t2α.
Hence an exact solution of (4.41) is
f (x, t) =
[
a +
bcΓ(3β + 1)
Γ(α + 1)
tα +
c3Γ(4β + 1)Γ(3β + 1)
2 Γ(β + 1)Γ(2α + 1)
t2α
]
+
[
b +
c2Γ(4β + 1)
2 Γ(β + 1)Γ(α + 1)
tα
]
xβ + cx2β,
where a, b and c are arbitrary constants.
Third order nonlinear time-fractional dispersion equation (corresponding to β = 1)
was studied in [11] and the original model (corresponding to α = β = 1) was investigated
by Galaktionov and Pohozaev [8].
14
Example 4.9. Consider the following fractional version of non linear heat equation:
∂α f
∂tα
= N[ f ] =
∂β
∂xβ
(
f
∂β f
∂xβ
)
, α, β ∈ (0, 1]. (4.46)
I2 = L{1, x
β} is an invariant subspace of N[f] as
N[k0 + k1x
β] =
∂β
∂xβ
(
k0k1Γ(β + 1) + k
2
1Γ(β + 1)x
β
)
= k21[Γ(β + 1)]
2 ∈ I2.
We consider exact solution of the form
f (x, t) = K0(t) + K1(t)x
β, (4.47)
such that
dαK0(t)
dtα
= K1(t)
2[Γ(β + 1)]2, (4.48)
dαK1(t)
dtα
= 0. (4.49)
Solving the system of FDEs given by (4.48)-(4.49) we obtain
K1(t) = b,
K0(t) = K0(0) + b
2 [Γ(β + 1)]
2
Γ(α + 1)
tα.
Substituting values of K0(t) and K1(t) in Eq. (4.47) we get an exact solution as
f (x, t) =
[
a + b2
[Γ(β + 1)]2
Γ(α + 1)
tα
]
+ bxβ, a, b ∈ R.
Example 4.10. Consider the following fractional PDE:
∂αu
∂tα
=
∂βu
∂xβ
+
(
∂βu
∂xβ
+ u
)−1
, α, β ∈ (0, 1]. (4.50)
Here N[u] =
∂βu
∂xβ
+
(
∂βu
∂xβ
+ u
)−1
. I2 = L{1, Eβ(−x
β)} is an invariant subspace as N[k0 +
k1Eβ(−x
β)] = −k1Eβ(−x
β) +
1
k0
∈ I2, k0 , 0.
Consider the exact solution of the form
f (x, t) = K0(t) + K1(t)Eβ(−x
β), K0(t) , 0, (4.51)
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where K0(t) and K1(t) satisfy the following system of FDEs
dαK0(t)
dtα
=
1
K0(t)
, (4.52)
dαK1(t)
dtα
= −K1(t). (4.53)
Assuming that solution of Eq. (4.52) is of the form K0(t) = ηt
γ we get K0(t) = ±
(
Γ(1−α/2)
Γ(1+α/2)
)1/2
t
α
2
and using Laplace transform technique for Eq. (4.53) we deduce K1(t) = K1(0)Eα(−t
α)
which leads to the following solution of Eq. (4.50).
f (x, t) =
±
(
Γ(1 − α/2)
Γ(1 + α/2)
)1/2
t
α
2
 + [bEα(−tα)]Eβ(−xβ), b = K1(0).
5 Conclusions
Present article develops invariant subspace method for solving nonlinear time and space
fractional partial differential equations. In this method FPDEs are reduced to systems
of fractional differential equations which can be solved by existing analytic methods. In
general fractional PDEs admit more than one invariant subspace, each of which yields an
exact solution. In fact linear fractional PDEs admit infinitely many invariant subspaces
(cf. (4.1) and (4.10)). Invariant subspace method is also used to derive closed form
solutions of time and space fractional PDEs along with certain kinds of initial conditions.
It is observed that invariant subspace method is very effective and rigorous tool for finding
exact solutions of wide class of linear/ non linear FPDEs.
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