Non-parametric asymptotic estimators rely on the assumption that rare species are indicative of the degree of undersampling. We evaluate the performance of 11 non-parametric asymptotic species richness estimators and an individual-based rarefaction and extrapolation (R/E) method using marine microplankton data. These species richness estimators were evaluated by sequentially increasing sampling effort. Their bias was diminished as sample (size) completeness increased. Jackknife estimators were more accurate than others such as Chao's estimators. Underestimates were larger than 10% of species when applied to more than 30% of the individuals present in the community. The magnitude of bias varied as a function of community structure. R/E curves sorted samples by species richness but with a significant sampling error associated. We find that the use of these analytical methods lacks validity for the comparison of marine microplankton species richness estimates from sample collections spanning large spatial and temporal scales.
and exhaustive inspection of seawater samples under the microscope have revealed that microbial plankton is composed of a high number of taxa, or species. Most of them are consistently rare. Only a small number of species are abundant and dominate ecosystem functioning (Pedrós-Alió, 2006; Amaral-Zettler et al., 2010; Massana, 2011; Cermeño et al., 2014; Rodríguez-Ramos et al., 2014) . These observations open up discussions about the role of species richness in ecosystem functioning. Some classical debates have centred on how can so many species coexist and what is the benefit of such a high diversity. When multiple species share the same resource requirements over long periods of time, competitive exclusion is likely to occur. To explain this plankton paradox (Hutchinson, 1961) , it was suggested that species richness has a positive effect on the longterm stability of the communities as, for instance, it favours the increase in primary production under variable nutrient supply regimes (i.e. Odum, 1953; May, 1972) . However, testing a hypothesis like this requires confident quantification of the number of species in microplankton communities.
Rare species (those in very low abundance) are more difficult to detect than abundant ones. As microplankton communities are rich in rare species, the volume of water we need to collect to see all the species multiplies. The hydrodynamics of coastal marine environments favours dispersal and so the structure of microplankton communities shifts relatively rapidly (Rodríguez-Ramos et al., 2014) . These features of marine microplankton communities lead to a systematic undersampling of species richness . It has been shown that more than 40% of microplankton species are overlooked with the use of traditional sampling protocols , and therefore, obtaining representative field samples is impractical. We need to know how to optimize sampling and analytical efforts to obtain accurate estimates microplankton species richness. Specifically, it is necessary to test the reliability of different methodologies to infer and to compare species richness using relatively small sample sizes. Ultimately, the decision of which method is the most desirable will represent a trade-off between sampling effort and accuracy.
The scientific literature has seen a continuous increase in the number of statistical methods aimed at quantifying diversity, particularly the number of species present in a community. Many of these methods were proposed to facilitate the quantification of species richness when sampling effort is relatively low. However, these methods rely on different premises and there is no general consensus on which one is preferable (Hughes et al., 2001; Bunge, 2009) . One way of determining species richness comes from discriminating the parametric equation that best describes the distribution of species abundances in the community. This means fitting and solving which parametric distribution (such as log-series or log-normal) delimits the distribution of species in relation to individuals. First, some parametric distributions are considered and some parameters are obtained for each of them. With that, their functions can be adjusted to the species-abundance distributions (SAD) observed and then scaled. In the same way, species richness can be calculated by fitting parametric curves to a species accumulation curve (SAC) from which the asymptote can be inferred. SACs are representations of the number of species observed in relation to the number of individuals or samples (i.e. traps, bottles, nets, or alike) counted. These approaches are usually criticized because of the uncertainty of the parameter estimates and because of the ambiguity of discriminating which one is the distribution that best characterizes the community (Chao et al., 2014) . Furthermore, they do not offer estimates with an associated variance unless we impose some conditions (Chao and Chiu, 2016) .
A popular method that has been used extensively over the last decades is non-parametric asymptotic estimators. They were introduced to estimate the species richness of the community based on the number of rare species present (Chao, 1984) . These methods assume that the number of low abundance species found in a sample indicate how likely it is there are more undiscovered taxa. Then, they estimate the number of species that are presumably missed. The non-parametric asymptotic estimators are founded on the principle that most of the information about the structure of the community is contained within the pool of rare species (Turing, 1939; Good, 1953) . These analytical methods calculate a correction factor which is then added to the observed number of species, S obs , to obtain an estimate of species richness,Ŝ est . They have the advantage of making no assumption about the species-abundance distribution (Chao and Chiu, 2016) . In practice, the abundance-based non-parametric estimators use some information about the number of individuals of some species in one or multiple samples. They rely on the frequencies ( f ) of those species collected in any sample with only one individual (singletons, S 1 ), species with two individuals (doubletons, S 2 ) or some others with higher frequencies but usually <10 Overton, 1978, 1979; Chao, 1987) . For example, Jack1 (Burnham and Overton, 1978) and Chao1 indices (Chao, 1984) consider S obs together with the number of singletons ( f 1 ) to reduce the bias or infer a lower bound estimation of true species richness, S est , respectively. This is, they are intended to either lessen the number of species missed (reduce bias) or infer a possible minimum of species present in the community. Their correction factor is simply
if f 2 = 0), respectively. Others, like Chao2 (Chao, 1987) or ICE (Chao and Lee, 1992) , are incidence-based estimators that use the presence or absence of species in multiple samples of the same community (collected at the same time or place) to infer that number instead. For instance, Chao2 adds Q /2Q
if Q 2 = 0 to S obs , where Q n is the number of species that were present n times in the different replicates (or subsamples).
Recently, non-parametric methodologies have been reviewed and rarefaction (Heck et al., 1975; Coleman et al. 1982) used as the foundation of a method designed to compare diverse communities fairly. Colwell et al. (2012) and Chao and Jost (2012) considered that studying species-rich communities had an inherent difficulty. They advanced trying not to discard information and supporting the ability to compare communities at some specific sampling effort or sampling coverage. They described how to interpolate and extrapolate diversity indices by using one sample as a reference. Colwell et al. (2012) described how to obtain a sample size rarefaction and extrapolation (R/E) curve. These R/E curves were designed to compare multiple communities at the same sample size. Chao and Jost (2012) focused rather on sample completeness and designed a similar method of R/E. They standardized datasets by sample coverage instead. Coverage is understood as the fraction of the total number of individuals that the species collected in the sample represent in that community. In both cases, rarefaction interpolates diversity to smaller samples sizes or coverage and extrapolation, which is based on Chao1 for abundance data and Chao2 for incidence data, infers how much diversity the communities to bigger sample sizes or coverage.
A desirable property of species richness estimators is to be robust in their estimates and lack any bias associated with, for instance, differences in community structure. When communities are examined using fixed sample areas or volumes, we obtain measures of species density (e.g. number of species per unit of volume) that are not necessarily proportional to their species richness. The number of individuals present in one sample depends on the species distribution in the habitat and the productivity of the ecosystem (Arrhenius, 1921; Gotelli and Colwell, 2001; Colwell et al., 2004; Nufio et al., 2009) . The species-abundance distribution strongly affects how many samples in a community we have to count so that we collect all the species. If one community contains more rare species than another, we will have to conduct an uneven sampling to obtain unbiased richness estimates. R/E methods try to solve this problem by comparing species richness at the same degree of sampling completeness or coverage (Alroy, 2010; Jost, 2010; Chao and Jost, 2012) . Non-parametric asymptotic prediction capacity was indicated to rely on fieldwork (Colwell and Coddington, 1994) , which, in fact, motivated the development of R/E methods. It was shown that if more than half of the species were sampled, the estimator performance would stabilize and become independent of the sample completeness (Colwell and Coddington, 1994; Chazdon et al., 1998; Hughes et al., 2001) .
Communities change their species composition and number of individuals across space and/or through time. Predictions of estimators should be robust to environmental changes. Thus, it is important to measure the extent to which the non-parametric estimators, both asymptotic and R/E curves, provide fixed predictions of species richness, independently of the idiosyncrasy of the ecosystem.
Here, we test the predictive capacity of non-parametric asymptotic estimators of species richness, and the rarefaction and extrapolation method for comparing multiple samples using marine microplankton data. Our community dataset was collected during a full annual cycle in a dynamic coastal ecosystem (Ría de Vigo, NW Iberian Peninsula). Our strategy was, first, to compare the performance of 11 non-parametric asymptotic estimators of species richness by sequentially increasing sampling completeness (from 5 mL to >20 L). For instance, species richness estimates based on 5 mL seawater samples were compared with the number of species counted in a sample of 10 mL, and so on, until reaching the maximum volume that was sampled for that community. Second, we compared how different the microplankton community was using rarefaction and extrapolation curves. In this case, we paid attention to how they rank the community by species richness and what confidence these estimations have. We assessed the inference capacity of each nonparametric asymptotic estimator by considering its bias, accuracy and precision at different levels of sampling completeness (understood as the amount of volume inspected), using as reference the total number of species observed at the highest level of sampling effort (as reported in Cermeño et al., 2014) . In addition, the predictive capacity of these methodologies was evaluated by taking into consideration community structure, which varied throughout the year in this highly dynamic temperate ecosystem.
M E T H O D Sampling protocol and microscopy analysis
From February to November 2012, nine oceanographic cruises were carried out on board of the R/V Mytilus to a central station in the Ría de Vigo, NW Iberian Peninsula (N42°14.09′, W08°47.18′). On each visit, we recorded vertical profiles of temperature with a Sea Bird Electronics SBE 9/11 conductivity, temperature and depth (CTD) probe attached to a rosette. Seawater samples were collected from 3, 10 and 20 m depth using 12 L Niskin bottles. These three samples were dispensed into a 20 L container and gently mixed to obtain a combined sample of the water column photic layer. From this combined sample, four subsamples of 500 mL were preserved in Lugol's iodine solution (2% final concentration). Additionally, samples were collected from vertical hauls (from 20 m to surface) with a plankton net (20 μm mesh size) and preserved alike.
The samples were examined for taxonomic identification and cell counting using an inverted microscope (Nikon Eclipse TE200-S). In the case of bottle samples, increasing volumes from 5 to 50 mL were settled in composite sedimentation chambers and examined with an inverted microscope following the Utermöhl technique (Utermöhl, 1958) . The volume of sample was fixed according to the seawater chlorophyll-a concentration (Lund et al., 1958; Sournia, 1978) . Aliquots were settled until a total volume of 500-1000 mL was reached, depending on the concentration of organisms. In the case of net samples, aliquots corresponding to concentrated water column volumes of 500-9000 mL were inspected under the microscope. To decide the volume of aliquots, the volume of seawater filtered through the net and the total volume collected were taken into account. This was repeated for each net sample until examining~25 L for each sampling day. The conventional sampling methods usually examine seawater samples in the range of 5-100 mL.
Cell counts were performed for bottle samples. For rare species, entire slides were examined. For common species, a single random transect was counted and then their total abundance estimated assuming homogeneous distribution of populations. While the marine phytoplankton bottle samples were taxonomically classified and counted (number of individuals or to abundance level), net samples were only used to detect rare species not observed in bottle samples (presence/absence or to incidence level). To avoid confusion, only diatom and dinoflagellate species, which are dominant groups, were considered for this study. Microplankton specimens of other taxonomic groups may be more susceptible to incorrect classification because of physical degradation or similar causes. All data are publicly available in Figshare (DOI: 10.6084/m9.figshare.4555456)
Non-parametric species richness estimators
Non-parametric asymptotic estimates of species richness were computed at different levels of sampling completeness. The full list of non-parametric species richness estimators is detailed in Table I .
First, we constructed the SAC. These curves result from the cumulative number of species observed as a function of the number of individuals counted in different subsamples (bottle samples). They showed how the rate of new species observed decreased with sampling effort (Fig. S1 , Supplementary material online). The number of individuals of the total that it was necessary to sample in order to observe the maximum of species is defined here as the degree of sampling completeness (abbreviated as completeness). That value is the maximum of species observed in field.
Non-parametric asymptotic estimators refer here to Jackknife and Chao's coverage-based non-parametric families (see Chao and Chiu, 2016 for a review). These richness estimates were calculated for 100 random species-abundance subsamples. Those estimates were averaged at each level of sampling completeness of bottle samples. Subsampling means re-sampling to smaller sample sizes so calculations can be performed at any degree of completeness. These subsamples were obtained using a random rarefaction, and, as a result, they contained a specific percentage of the total number of individuals of the community. Standardizing by  completeness allows us to compare samples at reasonably similar degrees of saturation of the SACs. Calculations over multiple replicates give confidence to the estimates because processes such as spatial aggregation, for instance, become null. Estimates were compared against the maximum number of species richness, S mobs , defined as the total number of species observed for all the volumes of seawater examined (i.e. bottle + net samples) (Fig. S1 , Supplementary material online). The maximum of S obs and S mobs are not estimates, but the real values of the maximum number of species observed at the highest level of sampling effort (bottle and bottle + net samples, respectively). While bottle samples add up to~1 L of seawater, net samples meant filtering around 25 L. Abundance and incidence-based non-parametric estimates are summarized in Tables II and III , respectively, considering the following degrees of completeness: 5%, 10%, 30% and 50% of the total number of individuals counted in bottle samples. Abundance-based estimators were calculated using all the species frequency information they need. In the case of incidence-based estimators, the sample replicate, or subsamples, were converted to presence/absence matrices before calculating the estimates. For coverage-based estimators (i.e. ACE and ICE), the cut-off value was 10. For comparison with the previous approach, Tables S2 and S3 , Supplementary material online, contain a summary of how estimators performed for multiple field subsamples of equal volume. Non-parametric estimators were evaluated considering asymptotic estimates of the true species richness as well. Table II : Summary of abundance-based non-parametric asymptotic estimator's performance: bias, precision and accuracy results (SME, CV and SRMSE, respectively). Different sampling coverage (Cmpl.) values, from 5% to 50% of the total number of individuals in the community, are listed for each sample cruise data. The best three non-parametric estimators are shown in a decreasing order, from left to the right, considering their degree of completeness. The superscripts indicate (a) ACE, The reliability of each non-parametric asymptotic estimator was assessed by quantifying its bias, precision and accuracy at different degrees of completeness (Walther and Moore, 2005) . The performance of estimates was tested for the nine sampling datasets by comparing species richness estimates,Ŝ est , to the maximum of species richness observed, S mobs . Bias was measured as the proportional deviation of S est from S mobs , or as a scaled mean error (SME): This quantifies how close all estimates are on average to the maximum value of species richness, S mobs . Estimators that have smaller bias and higher precision show reduced SMSE values and they are more accurate than others. All these measures were used to test the inference capacity of the non-parametric asymptotic estimators. In order to compare them, we defined that a good estimator has to be unbiased and precise so it can be considered accurate. Following Walther and Moore (2005) , these results can be compared with previous analysis.
Rarefaction and extrapolation, and sample coverage
We compared the species richness of microplankton samples using an abundance sample size-based R/E method (see Chao and Jost, 2012; Colwell et al., 2012; Chao and Chiu, 2016 for a review). Samples were standardized to a reference sample, either rarefying or extrapolating them so a sampling curve is drawn. This method extrapolates using the Chao1 estimator. We focused only on species richness, understood as the Hill number of order q = 0. We assessed the sample completeness or coverage, of microplankton as well. In our case, the total abundances of species of around 10 replicates, that were collected with seawater samples of the same volume and on the same day, were used as the samples to be compared (i.e. species frequencies in 10 replicas of 5 mL in July and so on). We used the maximum number of individuals present in those samples (which was the total number of individuals of 14 May samples) as the standard sample size for creating the R/E curves. We estimated the 95% confidence intervals of the R/E curves. In Figure S19 , Supplementary material online, the entire abundance-based sample of abundances is used to estimate the R/E curve. In Figures S17 and S18, Supplementary material online, these individualsbased samples were considered on their own and R/E curves drawn, extrapolating them to double. SACs, non-parametric asymptotic species richness estimations, R/E curves and performance tests were carried out using the open-source programming language R (R Core Team, 2016) and with vegan (Oksanen et al., 2017) , ChaoSpecies (Tseng et al., 2013) and iNEXT (Hsieh et al., 2016) packages.
R E S U L T S Hydrographic conditions
The Ría de Vigo behaves as a partially mixed estuary with a two-layered circulation pattern that varies from winter mixing to summer upwelling and stratification. Phytoplankton blooms typically occur in the transition phases: the mixing-stratification periods give rise to spring blooms whereas the end of the stratification season typically culminates with autumn blooms (Crespo et al., 2006) . During 2012, water column vertical mixing was observed in February, October and November, and phytoplankton communities were characterized by relatively low biomass. The summer upwelling-stratification period occurred from March to September. During this time, intermittent intrusions of nutrient-rich deep waters fertilized the surface. Chlorophyll-a concentrations showed subsurface maxima at 15-20 m depth.
Performance of non-parametric asymptotic estimators
When all cruises were considered, SME values showed that Jack2 was the least negative biased abundancebased estimator (see Table II ). Estimates of ACE1 ranked as the second least biased. Indeed, ACE1 outperformed Jack2 in some cases at a completeness lower than 10%. In the case of incidence-based estimators, Jack2 repeated as the most unbiased, whereas ICE1 and Chao2 were the second least biased (see Table III ). Incidence-based estimators were more biased than the abundance-based. Regardless of whether estimates were based on abundance or incidence of species, estimators still underestimated more than 0.1 at a completeness of 30%. At intermediate levels of sampling completeness, the differences in SME were negligible and consistent across all the seasons. Negative biases were more marked in samples collected during summer upwelling.
The most precise non-parametric estimators were the abundance and incidence-based HM. Their estimates had a mean CV of~0.45 at 10% of completeness. Jack1 consistently occupied the second position. Both estimators were followed by ACE and ICE, which were always above 0.5 of precision at 50% of completeness. There was an exception on 6 November, when incidence-based HM and Jack1 were nearly 0. Chao1-bc and Chao1 were the most imprecise estimators (see Tables II and III) .
According to SMSE values, the HM consistently underestimated species richness and can be considered the most inaccurate. In terms of accuracy, the best estimator was Jack2 followed by Jack1, ACE and ICE. SMSE values were always above 0.7 at 50% of completeness. Considering all datasets, even the SMSE of abundance-and incidence-based Jack2 estimates were 1.05 and 1.15, respectively.
SACs and non-parametric asymptotic estimations
Predictions tended to converge towards the maximum of S obs rather than S mobs on 14 February, 26 July, 12
September and 10 October (see Figs 1 and 2) . In other cases,Ŝ est did not converge to any species richness value. As samples completeness increased,Ŝ est increased steadily: the higher the degree of completeness, the larger estimates. This tendency was independent of the species richness of the community analysed (see Fig. 3 ). There were two cases in which non-parametric estimators showed positive bias at high sample completeness (i.e.Ŝ est exceeded the maximum number of species observed in bottle + net samples of the community, S mobs ). These two cases were 14 May and 6 November. Abundance-based Chao1 and Jack2, and incidence-based Chao2 and Jack2 showed positive bias on 14 May. ACE, ACE1, Chao1, Chao1-bc, Jack1 and Jack2 (abundance-based estimations), and Chao2, Chao2-bc, ICE, ICE1 and Jack2 (incidencebased estimations) showed positive bias on 6 November. Fig. 1 . Abundance-based non-parametric estimators of species richness. Number of individuals counted plotted against observed species richness (solid line) and estimates of species richness from abundance-based non-parametric asymptotic methods (dashed lines). The estimations plotted are abundance-based HM, Jack1 and Jack2 plus ACE, ACE1, Chao1 and Chao1-bc. The maximum number of species observed (S mobs ) obtained from the analysis of bottle and net samples under the microscope (see also Cermeño et al., 2014) are also shown (horizontal blue short solid line).
Rarefaction and extrapolation curves, and sample coverage Figure 4 and Table IV show how rarefaction and extrapolation differentiated our samples by species richness using the 14 May sampling day as an endpoint standard. Our results indicated that on 14 May, 26 July, 10 October and 6 November microplankton richness estimates exceeded a value of 67 species for that extrapolation point, whereas on 30 March the number of species was around 36 species, being the poorest. For the 14 May sample, the R/E curve needed more sampling effort to achieve the same saturation level as other species-rich samples such as those collected on 26 July, 10 October and 6 November. On 14 February and 14 May, the samples showed estimates with standard errors over 20%. On 26 July, 10 October and 6 November, our S mobs estimates were outside the 95% confidence intervals of the R/E curves. In every single case, sample coverage was close to or equal to 1 (see Table IV ).
D I S C U S S I O N
A non-parametric asymptotic methodology limited to reduce bias Our analysis suggests that the abundance-based Jack2 was the best of non-parametric asymptotic species richness estimators. This Jackknife class of species richness estimators was introduced by Burham and Overtone to reduce bias in homogeneous communities with equal probability of species detection among sample replicates Overton, 1978, 1979) . Jackknife estimators of order j were suggested to reduce bias in a magnitude of 1/n j for a population of n individuals (Miller, 1974; Colwell and Fig. 2 . As in Fig. 1 but for incidence-based non-parametric estimators. These non-parametric estimates were calculated using microplankton incidence data, which contain information of species presence or absence. The estimations plotted are incidence-based HM, Jack1, Jack2 and Chao2, Chao2-bc, ICE and ICE1.
Coddington, 1994). If Jack1 is expected to reduce bias 1/n times, Jack2 is expected to make it 1/n 2 times more, and so on. In our study, Jack2 proved to be less biased than Jack1. We could expect this tendency to be consistent for Jackknife estimators of higher order.
No estimator bias was diminished with increasing completeness. Contrary to expectations, non-parametric asymptotic estimators that had been designed for species-rich communities did not prevail as less biased than Jack2. Not even Chao1-bc and Chao2-bc, which were specifically defined as lower bound estimators to solve this limitation, performed better than Jackknife estimators (Smith and Belle, 1984; Chao, 2005) .
HM reduced significantly the variance among subsamples, providing consistently the most precise estimates. Even though the degree of deviation of HM estimates was still considerable (mean standard deviation = 2.6). This behaviour might have resulted from variations in detection probability of species, perhaps associated with the spatial heterogeneity in the distribution of these microplankton populations (Rodríguez-Ramos et al., 2014) , though it could be because of rarefying the community for obtaining subsamples (see Methods and Results sections and Tables S2-S5 , Supplementary material online for comparison). The precision of HM was penalized with a higher bias.
Low sampling completeness led to severe underestimation of species richness. Previous analysis had suggested that long-tailed rank-abundance distributions would push bias considerably into negative values (Wagner and Wildi, 2002) . Accordingly, most of our estimates were closer to S obs rather than S mobs , independently of the degree of completeness. Even when the Jackknife estimators were less biased than the others, they were still far away from S mobs . Therefore, when abundance-based and incidence-based methods are compared, there is no substantial difference among them since bias was considerable for both. As sample completeness increased, estimates reduced their differences with S mobs .
Community structure and non-parametric estimators
Non-parametric asymptotic estimators were affected by community structure. Taking into account that comparisons among estimates were based on the degree of completeness (with S mobs as a standard) rather than a standardized sample size, our results do not seem to depend on field sampling disparities but on differences in community structure. Indeed, the accuracy of estimators for samples collected in different seasons was quite different. Hence, if estimates for communities collected in different seasons are to be compared, then, the nonparametric asymptotic estimators must be taken with caution. Fig. 3 . Correlation analysis between non-parametric estimates of species richness (Ŝ est ) and the maximum of species richness (S mobs ). Both abundance and incidence-based non-parametric asymptotic estimates are represented against the maximum number of species observed, S mobs .Ŝ est obtained for the 100% of sampling completeness were plotted. S mobs is the total number of species detected in >20 L sample volumes (bottle + net samples) (see also Cermeño et al., 2014) . S mobs provides a reference to test estimators at different degree of completeness or sampling effort. Symbols denote different sampling cruises. Considering S mobs , values above the diagonal solid line are overestimates. 

Community attributes like spatial aggregation or uneven abundance distributions have been previously reported to alter the predictive capacity of these nonparametric estimators (Wagner and Wildi, 2002; Brose et al., 2003; Reese et al., 2014) . Likewise, communities generated randomly, i.e. from log-series or log-normal SADs, have been also used to assess the performance of estimators (Brose et al., 2003; Chao et al., 2014; Reese et al., 2014) . Model simulations showed that these nonparametric estimators are more accurate when the species in the community are more similar in abundances (i.e. even species-abundance distributions) (Brose et al., 2003; Reese et al., 2014) . Consistent with this idea, our analysis shows that uneven communities, with a larger tail of rare species, led to more biased and imprecise estimates of species richness. The magnitude of the estimator's bias depended on the species distribution, which varied throughout the year. Bias was reduced consistently with increasing sample completeness and some estimates became close to or even exceeded S mobs .
Comparing samples using R/E curves
The R/E method was applied to the microplankton community taking as a standard the sample with the highest abundance. R/E curves ranked samples according to their species richness (see Fig. 4 ). Microplankton abundance changed significantly over time. That meant that most of the samples had to be extrapolated to sizes going from 2 to 10 times their number of individuals. If we pay attention to the standard sample, confidence intervals became broad, making it difficult to discriminate by species richness at that given sample coverage. Nonetheless, samples were ranked more unambiguously at lower coverage levels (e.g. twice or triple the number of individuals of 14 February). Sample coverage estimates were in every case equal or nearly equal to one. This indicates that most of the abundant (dominant) species were present in the analysed samples. Consistent with abundance and incidence-based SACs (see Fig. S1 , Supplementary material online), most of the species lost were in the category of rare.
The long tail of rare species meaning
Non-parametric asymptotic estimators rely on the frequency of rare species to infer the number of undetected species. These methods assume that abundant species lack any information about how many others are missed, but that rare species do so (Good, 1953; Chao, 2005) . Encountering a previously undetected species is expected to have a probability around f 1 /n, where n is the total number of individuals; and that sample coverage information is contained in 1 − f 1 /N, where N is the total sum of individuals (Good, 1953 (Good, , 2000 . Nonparametric asymptotic estimators are grounded on the assumption that populations under study are closed (immigration is zero) and that rare species are a legitimate moment of the true species richness (Gotelli and Colwell, 2011) . Nevertheless, the pool of rare species constitutes a changing but persistent component of microbial communities in planktonic habitats (Pedrós-Alió, 2006) . Environmental variability, dispersal and species interactions lead to large fluctuations in species abundances (Finlay and Clarke, 1999; Finlay, 2002; Shimadzu et al., 2013; Logares et al., 2014) . To act as a moment, Chao1, for example, requires > f f 2 1 2 and > Nf f 1 2 . However, if the number of singletons is remarkable, the first condition mentioned above would be false and the underlying assumptions of the estimator violated (Chao, 1984) . Table IV : Summary of individual-based interpolation with rarefaction and extrapolation. Samples are sorted by date. n is the number of individuals present in samples, S obs is the total number of species detected in the field using bottle samples only. f 1 and f 2 are the number of singletons and doubletons, respectively. Estimator refers to the species richness that R/E estimated for a given number of individuals. SE refers to the sample error and 95% lower and 5% upper refer to the species richness estimated at that confidence levels. S mobs is the maximum number of species observed in field using bottle and net samples Good (1953) stated that the lowest possible value is the best we can expect from this inference technique when applied to communities dominated by rare species. Indeed, this is what we have obtained from this test with real data. The complexity of estimating species richness from "finite samples" motivated the development of R/E methods (Chao and Jost, 2012) . Nevertheless, although some authors highlighted the complexity of elaborating an unbiased but informative non-parametric asymptotic estimator, they are still trying to implement non-parametric lower bound estimators with two-side confidence intervals (Mao and Lindsay, 2007) . Others have proposed to increase the frequencies of rare species to f i = 4, making it suitable for highly diverse communities (Chiu et al., 2014) . These arguments entail that more information about the underlying community SAD is needed to estimate with precision their species richness. Haegeman et al. (2013) have suggested that if there were a large proportion of rare species, the uncertainty of estimate would increase and it would be, in practice, impossible to estimate microbial species richness without considering additional assumptions about the underlying SAD. In a similar way, Pueyo (2003) highlighted that in cases where the SAD is bordering a power law, which in practice is a long-tailed SAD, any lower bound estimation would be far from the true value. He argues that any precise estimation would be unattainable by nonparametric asymptotic estimators as they can only deal with small bias reduction. Bunge (2009) summarized that bias was likely to be significant for high diverse communities too. Our observation that, in the best case, S est fitted the maximum S obs rather than S mobs , and the magnitude of bias, supports their conclusions. We have also observed that a higher precision of non-parametric asymptotic estimators could have been outweighed by a loss of capacity to reduce bias.
This led some authors to use, first, rarefaction methods for interpolation and, second, estimators like Chaol for extrapolation. They intend to avoid false comparisons of samples at different degrees of completeness. In our case, R/E curves distinguished which communities were species richer when considering a reference sample. They allowed us to sort out samples as a function of their species composition without missing sampling effort. The main pitfall was the amplitude of standard error extrapolating to that standard. We wonder whether these kinds of comparisons are applicable to microplankton time series, provided that these microbial communities exhibit relatively rapid changes in population densities. When designing an expedition, we need to decide whether to prioritize sampling effort or, for instance, measure some other environmental variables.
In every case, sample coverage estimations were close to one, suggesting that the most abundant species were collected even at low sampling efforts. Most of the extra species collected with net samples might be rare, and they might be present permanently in these communities.
Our analysis shows that the assumptions of nonparametric asymptotic estimators are inadequate for microplankton communities. Even though some of them were proposed as lower bound estimators, a simple reduction of the number of species missed does not justify its applicability in our field of research. We have seen that the extent of bias depends on temporal and spatial changes in community structure. R/E solves that pitfall when comparing multiple communities. Nonetheless, this method does not necessarily improve our understanding about the origin of microbial plankton diversity. In addition to this, evaluating seasonal or geographical patterns of biodiversity still represents a challenge. The use of non-parametric asymptotic estimators might potentially lead us to misleading conclusions if they were not complemented with other analytical procedures. Analytical methods based on parametric approaches seem to emerge as an appropriate tool in this regard. Indeed they have been suggested to perform better than coverage-based non-parametric asymptotic estimators (e.g. Jeon et al., 2006) . In this line, multiple functions were proposed to fit the SADs, going from the power law to the log-series and the log-normal. These functions have been developed from pure statistical approximations or based on either population, niche or neutral models (i.e. Fisher et al., 1943; Caswell, 1976; Hubbell, 2001; Pueyo et al., 2007) . Chiu et al. (2014) or Chao and Chiu (2016) have recognized that accuracy could be a weakness of these methods, but their properties of scalability to any sample size, makes them interesting. These methods allow reducing sampling effort and, at the same time, could provide valuable information regarding the processes underlying the structure of microplankton communities.
C O N C L U S I O N S
Jackknife non-parametric estimators performed better than Chao's estimators for individual-and species-rich communities of marine microplankton. Nevertheless, all of them underestimated species richness and showed high imprecision despite the fact that the community was sampled intensively. These analytical methods use the frequency of low abundance (rare) species as an index of sample completeness. This premise might be easily broken because marine microplankton communities are characterized by high levels of immigration and an enormous variability of population densities. New methods such as rarefaction and extrapolation compare communities adequately as they correct differences due to sample coverage or completeness. These methods are useful to compare diversity estimates from microplankton samples collected near in space and time, but their utility is reduced for the analysis of long-time series or across broad spatial scales.
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Supplementary data can be found online at Journal of Plankton Research online.
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