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In this paper, by using linear programming under weak conditions,
we improve the Greub–Rheinboldt inequality and obtain the best
known bound. An application is also given.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction and main result
The inequalities of positive definite matrices and their eigenvalues have been extensively studied.
Kantorovich-type inequality is an important representative of such inequalities. TheGreub–Rheinboldt
inequality is an important Kantorovich-type inequality.
The Greub–Rheinboldt inequality [1] states:
LetA and B be n×n positive definiteHermitianmatrices, satisfyingAB = BA. Then, for any non-zero
vector x ∈ Cn, we have
x∗A2xx∗B2x
(x∗ABx)2




where λ(1) and λ(n) are the largest and smallest eigenvalues of A andμ(1) andμ(n) are the largest and
smallest eigenvalues of B, respectively.
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Gustafson [2] gave following result.
LetA and B be n×npositive definiteHermitianmatrices, satisfyingAB = BA. Then, for any non-zero
vector x ∈ Cn, we have




whereM(AB−1)andm(AB−1)are the largest and smallest eigenvaluesofAB−1, respectively, 〈Ax, Bx〉 =
x∗ABx.
In this paper, under the condition AB = BA > 0, we obtain inequality (1.3), which may improve
the Greub–Rheinboldt inequality.
Theorem 1.1. Let A and B be n × n Hermitian matrices with common orthogonal unit eigenvectors
φ1, φ2, . . . , φn, satisfying AB = BA > 0. Let λ1, λ2, . . . , λn and μ1, μ2, . . . , μn be corresponding
eigenvalues of A and B. Then, for any non-zero vector x ∈ Cn, we have
x∗A2xx∗B2x
(x∗ABx)2




where M = max1in λiμi , m = min1in λiμi , x∗ = x¯T and BA > 0 means that BA is a positive definite
matrix.
2. The proof of the main result
In this section, we give the proof of the main result. Before the proof, we need some lemmas.
Firstly, we introduce some notations. Since A∗ = A and B∗ = B, we know that their eigenvalues
















, ‖α‖ := √α∗α, ck := −(‖β‖ λkμk + ‖α‖μkλk ), bk := ‖β‖ λkμk − ‖α‖μkλk , k =






⎠ , B2 :=
⎛
⎝ b3 b4 · · · bn
1 1 · · · 1
⎞
⎠ ,




= min1in λiμi , where λiμi > 0, i = 1, 2, . . . , n.





= · · · = λn
μn
. (2.1)
Proof. Since rank(α, β) = 1, there exists a constant δ > 0 such that
α = δβ,
from which we have
λi
μi
= √δ, i = 1, 2, . . . , n.
Thus (2.1) follows. 
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⎝ b0 − b2
b1 − b0
⎞
⎠  0. (2.2)


















Since f ′(x) = ‖β‖+‖α‖ 1
x2
> 0, f (x) ismonotonous increasing functionwith respect to λ2
μ2














(2.3) is equivalent to
b2 < b1. (2.4)












b2  b0  b1. (2.6)
Together with (2.5) and (2.6), (2.2) follows. 





‖β‖λ1λ2 + ‖α‖μ1μ2 (‖β‖λ1λ2 −‖α‖μ1μ2, 2‖α‖ · ‖β‖(λ1μ2 + λ2μ1)). (2.7)
















































































+ ‖α‖ · ‖β‖λ1μ2
λ2μ1







− ‖α‖ · ‖β‖λ2μ1
λ1μ2

































































= − 1‖β‖λ1λ2 + ‖α‖μ1μ2 (‖β‖λ1λ2 − ‖α‖μ1μ2, 2‖α‖ · ‖β‖(λ1μ2 + λ2μ1)).
Thus (2.7) holds. 
Lemma 2.4. Let C1, C2, B1, B2 be defined as before and rank(α, β) = 2. Then each component of the
vector CT2 − CT1B−11 B2 is non-negative, i.e.
CT2 − CT1B−11 B2  0. (2.8)


























+ 1‖β‖λ1λ2 + ‖α‖μ1μ2
×
(















































Thus (2.8) holds. 
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wi  0, i = 1, 2, . . . , n
(2.10)
is
minH = −2‖α‖ · ‖β‖(λ1μ2 + λ2μ1) + b0(‖β‖λ1λ2 − ‖α‖μ1μ2)‖β‖λ1λ2 + ‖α‖μ1μ2  0, (2.11)
where b0 ∈ [b2, b1].
Proof. (2.9) and (2.10) can be written as:




B1W1 + B2W2 = B0,
W1  0, W2  0,
(2.13)
where B0, B1, B2, C1, C2,W1,W2 are defined as before.
Also, (2.12) and (2.13) can be written as:




W1 + B−11 B2W2 = B−11 B0,
W1  0, W2  0.
(2.15)
DenoteW0 := ((B−11 B0)T , 0, . . . , 0)T . For the linear programming problem, we know that, if
W0  0 (2.16)
and
CT2 − CT1B−11 B2  0, (2.17)
thenW0 is the optimal solution.
By Lemma 2.2 and Lemma 2.4, (2.16) and (2.17) hold. Therefore, the optimal solution isW0 and the
optimal value is
minH = CT1B−11 · B0 = − 2‖α‖·‖β‖(λ1μ2+λ2μ1)+b0(‖β‖λ1λ2−‖α‖μ1μ2)‖β‖λ1λ2+‖α‖μ1μ2  0.
Thus the proof is completed. 
The proof of Theorem 1.1.
Proof. Since AB = BA > 0, we have λiμi > 0(i = 1, 2, . . . , n).
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(1) When rank(α, β) = 1, by Lemma 2.1, we have
x∗A2xx∗B2x
(x∗ABx)2




(2) When rank(α, β) = 2, denote  := (φ1, φ2, . . . , φn), y := (y1, y2, . . . , yn)T and J :=
x∗A2xx∗B2x

































Let wi = λiμi|yi|2∑n
i=1 λiμi|yi|2 , i = 1, 2, . . . , n. Then
n∑
i=1
wi = 1,wi  0, i = 1, 2, . . . , n.
Denote W := (w1,w2, . . . ,wn)T , α := ( λ1μ1 , . . . , λnμn )T , β := (μ1λ1 , . . . , μnλn )T ,G1 := αβT , G2 :=




















Since rank(α, β) = 2, therefore rank(G) = 2. Hence there exist n − 2 linearly independent so-
lutions for the linear equations GX = O, and thus there exist n − 2 orthogonal unit eigenvectors
β3, β4, . . . , βn for eigenvalue λ = 0 of G.
Denote α1 := ‖β‖α +‖α‖β, α2 := ‖β‖α −‖α‖β and note that G1α = nα, G2α = ‖α‖2β, G1β= ‖β‖2α, G2β = nβ . Then we have
Gα1 = (n + ‖α‖ · ‖β‖)α1 (2.21)
and
Gα2 = (n − ‖α‖ · ‖β‖)α2. (2.22)
(2.21)–(2.22) imply that α1, α2 are eigenvectors of G and n + ‖α‖ · ‖β‖, n − ‖α‖ · ‖β‖ are the cor-
responding eigenvalues.
Denote β1 := α1/‖α1‖, β2 := α2/‖α2‖, P := (β1, β2, β3, . . . , βn). Since n − ‖α‖ · ‖β‖ < 0 <
n + ‖α‖ · ‖β and G = GT , we have
PTP = I,
where I is an unit matrix.
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Denote Z := (z1, z2, . . . , zn)T . LetW = PZ. By (2.20), we have
J = 1
2
[(n + ‖α‖ · ‖β‖)z21 + (n − ‖α‖ · ‖β‖)z22], (2.23)
where
































By the definitions of α1 and α2, we obtain
‖α1‖2 = 2‖α‖ · ‖β‖(n + ‖α‖ · ‖β‖), (2.26)
‖α2‖2 = 2‖α‖ · ‖β‖(‖α‖ · ‖β‖ − n). (2.27)






































wi  b1. (2.29)
















= ‖α‖ · ‖β‖(λ1μ2 + λ2μ1)
2 + (λ1μ2 + λ2μ1)(‖β‖λ1λ2 − ‖α‖μ1μ2)b0 − λ1λ2μ1μ2b20
(‖β‖λ1λ2 + ‖α‖μ1μ2)2
 (λ1μ2 + λ2μ1)
2
4λ1λ2μ1μ2(‖β‖λ1λ2 + ‖α‖μ1μ2)2 [4λ1λ2μ1μ2‖α‖ · ‖β‖+(‖β‖λ1λ2−‖α‖μ1μ2)
2]
















In the second inequality above, the equality sign holds if and only if b0 = 12λ1λ2μ1μ2 (λ1μ2 + λ2μ1)
(‖β‖λ1λ2 − ‖α‖μ1μ2). (2.18) and (2.30) yield (1.3). 
Remark 2.6. Note b0 = 12λ1λ2μ1μ2 (λ1μ2 + λ2μ1)(‖β‖λ1λ2 − ‖α‖μ1μ2) ∈ [b2, b1], for b1 − b0 =
b0 − b2 = 12‖β‖( λ1μ1 − λ2μ2 ) + 12‖α‖(μ2λ2 − μ1λ1 ) > 0.
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. In fact, by the definitions ofM andm, we have
λ(n)
μ(1)







































































































Remark 2.8. Note the following proposition: Let A and B be n × n Hermitian matrices. There exist
common orthogonal unit eigenvectors φ1, φ2, . . . , φn for A and B if and only if AB = BA.
Remark 2.9. We will see that inequality (1.3) is equivalent to inequality (1.2). It is noteworthy that
the condition AB > 0 of (1.3) is weaker than the conditions A > 0 and B > 0 of (1.1) or (1.2).
Substituting B by A−1 in Theorem1.1, we obtain the following result.









The proof technique of Theorem 1.1 shows that we can obtain the following result.
Corollary 2.11. Let A and B be n × n Hermitian matrices with common orthogonal unit eigenvectors
φ1, φ2, . . . , φn, satisfying AB = BA > 0. λ1, λ2, . . . , λn and μ1, μ2, . . . , μn are the corresponding










where M = max1in λiμi , m = min1in λiμi .
3. Application
Theorem 3.1. Let A be n × n Hermitian matrices with eigenvalues λ1, λ2, . . . , λn, satisfying |λ1| |λ2|  · · ·  |λn| > 0 and let {an} be a complex sequence satisfying
∞∑
n=1
|an| < ∞. (3.1)
Then, for any vector x ∈ Cn, satisfying
‖x‖  2|λ1λn|
λ1

















Combining (3.1) and (3.4), the series (3.3) is absolutely convergent. 
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