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Abstract
In this paper we study the stability of transonic shocks in steady supersonic flow past a wedge. We take
the potential flow equation as the mathematical model to describe the compressible flow. It is known that in
generic case such a problem admits two possible location of shock, connecting the flow ahead it and behind
it. They can be distinguished as supersonic–supersonic shock and supersonic–subsonic shock (or transonic
shock). Both these possible shocks satisfy the Rankine–Hugoniot conditions and entropy condition. In this
paper we prove that the transonic shock is also stable under perturbation of the coming flow provided the
pressure at infinity is well controlled.
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1. Introduction
In this paper we are concerned with the stability of transonic shocks arising in steady super-
sonic flow past a wedge, or equivalently, the stability of transonic shocks in steady supersonic
flow past a ramp. It is indicated in the book [7] that if a uniform supersonic flow comes against
a wedge with a vertex angle less than a critical value, a shock attached the edge of the wedge,
will be generated. The location of the shock can be determined by the Rankine–Hugoniot con-
ditions and the entropy condition. These algebraic relations can be illustrated by the shock polar
* Corresponding author. Fax: +86 21 65646073.
E-mail addresses: sxchen@public8.sta.net.cn (S. Chen), bxfang@gmail.com (B. Fang).0022-0396/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2006.09.020
106 S. Chen, B. Fang / J. Differential Equations 233 (2007) 105–135Fig. 1. Supersonic flow past a wedge.
geometrically. In generic case, such a problem admits two possible locations of shocks, con-
necting the flow ahead it and behind it. They can be distinguished as supersonic–supersonic
shock and supersonic–subsonic shock (or transonic shock). Both these possible shocks satisfy
the Rankine–Hugoniot conditions and the entropy condition. It is known that the strength of the
supersonic–supersonic shock is weaker than supersonic–subsonic shock, and the previous one is
stable with respect to the perturbation of the upstream flow or the perturbation of the boundary
(for instance, see [6,11,19]). However, it is not clear so far whether the transonic shock, which
connects a supersonic flow ahead of it and a subsonic flow behind it, is stable. As R. Courant,
K.O. Friedrichs and other authors indicated, that an instable shock will not actually occur, hence
the stability of the shock fronts becomes extremely important indeed. In this paper, we are going
to study the stability of the transonic shock. Our conclusion is that the transonic shock front is
stable with respect to the perturbation of the upstream flow, provided the pressure (or velocity)
at infinity of downstream flow is well controlled (see Fig. 1).
In the whole paper we take the potential flow equation as the model to describe the compress-
ible flow (see [14,17]). In stationary case the equation is
div
(
ρ
(|∇ϕ|)Dϕ)= 0, (1.1)
where ϕ is the velocity potential of the flow, u = ∇ϕ stands for the velocity, ρ stands for the
density, which is a function of the speed q and is determined by Bernoulli’s law:
ρ(q) =
(
1 − γ − 1
2
q2
) 1
γ−1
, (1.2)
where γ > 1 is the adiabatic exponent. (1.1) can also be written as
2∑
i,j=1
aij (Dϕ)∂xixj ϕ = 0, (1.3)
where a11 = c2 − ϕ2x1 , a12 = a21 = −ϕx1ϕx2 , a22 = c2 − ϕ2x2 with c being the sonic speed.
Moreover, (1.2) indicates that the limit speed q∗ and the critical sonic speed c∗ defined by
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point in flow field could not exceed the limit speed, and the second order nonlinear equation (1.1)
is elliptic if |∇ϕ| < c∗ and is hyperbolic if |∇ϕ| > c∗.
Suppose that the velocity of the upstream flow is (q−,0) satisfying q− > c∗. Passing across
a plane shock the velocity of the flow becomes (q+ cosα0, q+ sinα0), where α0 is the angle
between the velocity of the downstream flow and the x1-axis. When α0 varies as a parameter, the
component of the velocity behind shock forms a curve on (u, v) plane, called shock polar. The
shock polar has similar shape to the shock polar for Euler system (see [10, Section 2]). It forms
a loop and takes (q−,0) as its double point. Any ray starting from the origin with small angle
will have three intersections with the shock polar. These three intersections corresponds to three
roots of the Rankine–Hugoniot condition
H(q−, q+, α0)

(
ρ(q+)q+ − ρ(q−)q− cosα0
)
(q− cosα0 − q+)− ρ(q−)(q− sinα0)2 = 0, (1.4)
which are denoted by qs < qw < qG. Correspondingly, if a constant upstream flow attack the
wedge with a small attack angle, there are three possible location of shock front. However, among
these three we must give up one solution corresponding to the root qG, which does not satisfy the
“entropy condition” ρ− < ρ+, introduced in [10]. The remaining two possible shocks, both the
weaker one and the stronger one satisfy the Rankine–Hugoniot condition (1.4) and the entropy
condition. As mentioned above we will focus on the study of the stability of the stronger shock—
the stability of the transonic shock.
For simplicity of computations we choose coordinate system so that the surface of the wedge,
as well as the velocity of the unperturbed downstream flow, is parallel to the x1-axis. Correspond-
ingly, the velocity of the upstream flow is assumed to be (q− cosα0,−q− sinα0), where α0 is the
angle between the velocity of the upstream flow and the surface of the wedge, and it is less than
the critical value determined by the parameters of the upstream flow.
In this coordinate system, the unperturbed velocity potentials
{
ϕ−0 (x1, x2) = x1q− cosα0 − x2q− sinα0,
ϕ+0 (x1, x2) = x1q+,
(1.5)
with the shock S0 determined by ϕ−0 (x1, x2) = ϕ+0 (x1, x2) forms a shock solution of (1.1), if
q−, q+ and α0 satisfy the Rankine–Hugoniot condition (1.4) and the entropy condition ρ(q−) <
ρ(q+), where q+ = qs corresponds to the stronger shock. Such a solution is called background
solution in this paper.
Next we are going to establish the existence of the perturbed shock solution of (1.1) with a
perturbed transonic shock front. That is, let the upstream flow be slightly perturbed, then one can
determine a transonic shock front and a downstream flow near the corresponding unperturbed
state. The problem can be reduced to a free boundary problem of a nonlinear elliptic equation in
an unbounded domain. By using the partial hodograph transformation the problem can be further
reduced to a fixed boundary problem of another nonlinear elliptic equation. The latter can be
solved in a weighted Hölder space, where the weight involves both the restriction on the regu-
larity near the corner and the restriction on the decay rate at infinity. To look for such a solution
automatically requires the boundedness of the derivatives of the solution to our problem. Indeed,
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our result and the method will be given in Section 2.
The stability of transonic shock fronts, as well as the solution to the related free boundary
value problems, is also studied in some earlier works, for instance [2–4,18], etc. In [2], S. ˇCanic´,
B.L. Keyfitz and G.M. Lieberman give the existence of a solution of the free boundary problem
for the transonic small disturbance (TSD) equation. The TSD equation can be written as a second
order quasilinear equation with coefficients depending only on the unknown function itself. As
indicated in [2], this property plays a key role in the analysis of [2]. On the other hand the
potential equation (1.1) has its coefficients depending on the gradient of the unknown function.
G.Q. Chen and M. Feldman studied the stability of transonic shocks for the potential equation
(1.1) in a finite and infinite tube or in whole space [3–5], respectively. Most recently, Z. Xin and
H. Yin also studied the steady transonic shocks through a 2-D nozzle [18], where the boundary
of the nozzle could also be perturbed.
The rest of this paper is arranged as follows. In Section 2, we first formulate our problem as
a free boundary problem, then by introducing weighted Hölder norms and the related function
spaces we describe the main theorem of this paper precisely. In Section 3, we reduce the free
boundary value problem to a fixed boundary value problem via partial hodograph transformation.
Most of our efforts are made in order to solve this problem in the next two sections: we obtain the
existence of the solution and its Schauder’s estimates in a weighted Hölder space for linearized
problems in Section 4. Then in Section 5, by using a nonlinear iteration scheme we prove the
existence of the solution to the nonlinear problem and derive the conclusion of the main theorem.
To avoid interrupting the main line of the proof given in Section 4, we move the discussion on
the existence for a typical boundary value problem of Laplace equation to Appendix A.
2. The free boundary problem and main result
Let us first give some notations and weighted Hölder norms applied throughout this paper.
Such weighed norms are motivated by the ones defined and discussed by Gilbarg and Hörmander
in [8,9].
Let D ⊂ R2, x ∈ D, r2x = x21 + x22 , and rx,y = min(rx, ry). For any m = 0,1, . . . , α ∈ R,
u ∈ Cm,αloc (D \ {0}) and k, l ∈R, we define
[u](k,l)
m,0;D =
∑
|β|=m
(
sup
x∈D
0<rx<1
∣∣rk+mx Dβu(x)∣∣+ sup
x∈D
rx1
∣∣rl+mx Dβu(x)∣∣
)
,
[u](k,l)
m,α;D =
∑
|β|=m
(
sup
x,y∈D
0<rx,y<1
rk+m+αx,y
|Dβu(x)−Dβu(y)|
|x − y|α
+ sup
x,y∈D
rx,y1
rl+m+αx,y
|Dβu(x)−Dβu(y)|
|x − y|α
)
,
‖u‖(k,l)
m,0;D =
m∑
j=0
[u](k,l)
j,0;D,
‖u‖(k,l) = ‖u‖(k,l) + [u](k,l) ,
m,α;D m,0;D m,α;D
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H(k,l)m,α (D) =
{
u ∈ Cm,αloc
(D \ {0}): ‖u‖(k,l)
m,α;D < +∞
}
.
When k = , we simply denote
‖u‖(k)
m,α;D = ‖u‖(k,k)m,α;D.
For the function f with one variable defined on a part I of R1, the space H(k,l)m,α (I ) and the
corresponding norm ‖f ‖(k,l)
m,α; I can also be defined similarly.
We list some properties of the norms below without proof, because they can be easily verified.
(i) Suppose m1,m2 = 0,1, . . . , 0 < α1, α2  1, m1 + α1 < m2 + α2, k, l ∈ R, and u ∈
H
(k,l)
m2,α2(D), then u ∈ H(k,l)m1,α1(D), i.e. H(k,l)m2,α2(D) ⊂ H(k,l)m1,α1(D), and
‖u‖(k,l)
m2,α2;D  C‖u‖
(k,l)
m1,α1;D;
(ii) Suppose k1, k2, l1, l2 ∈ R, k1  k2, l1  l2, and u ∈ H(k2,l2)m,α (D), then u ∈ H(k1,l1)m,α (D), i.e.
H
(k1,l1)
m,α (D) ⊂ H(k2,l2)m,α (D), and
‖u‖(k1,l1)
m,α;D  ‖u‖(k2,l2)m,α;D;
(iii) Suppose k1, k2, l1, l2 ∈R, and u∈H(k1,l1)m,α (D), v ∈ H(k2,l2)m,α (D), then uv ∈ H(k1+k2,l1+l2)m,α (D),
and
‖uv‖(k1+k2,l1+l2)
m,α;D  C‖u‖(k1,l1)m,α;D‖v‖(k2,l2)m,α;D;
(iv) Suppose m = 0,1, . . . , 0 < α  1, k, l ∈ R, and u ∈ H(k,l)m,α (D), then Du ∈ H(k+1,l+1)m−1,α (D),
and
‖Du‖(k+1,l+1)
m−1,α;D  ‖u‖(k,l)m,α;D;
(v) Suppose m = 0,1, . . . , 0 < α  1, k, l ∈ R, and u ∈ H(k,l)m,α (D), then for any R > 1, there
exists uR ∈ H(k,l)m,α (D) s.t. uR ≡ u in BR/2 ∩D, suppu ⊂ BR , and
‖uR‖(k,l)m,α;D  C‖u‖(k,l)m,α;D,
where C is independent of R; moreover, for any x ∈ D \ {0} and |β|  m, we have
DβuR(x) → Dβu(x) as R → ∞.
Let Ω1 = {(x1, x2) ∈ R2 | x2 > 0, x2 > −x1 tanα0}, k0 = q− sinα0q− cosα0−q+ , the equation of the
shock S0 can be written as x1 = k0x2, which is located in Ω1. Assume that the potential function
ϕ−0 in the supersonic region is slightly perturbed to be ϕ−(x1, x2), which still satisfy ϕ−(0,0) = 0
and the potential equation (1.1), we confirm that the basic pattern of the whole shock solution of
(1.1) holds, but also perturbed, provided the pressure in downstream at infinite is well controlled.
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To prove this fact we have to find the new location of the shock and the potential ϕ+ of subsonic
flow in the region behind the perturbed shock front. The potential ϕ+ should satisfy Eq. (1.1), the
impermeability condition on {x1 > 0, x2 = 0} and the Rankine–Hugoniot condition on S, which
can be defined by ϕ−(x1, x2) = ϕ+(x1, x2).
To carry out our discussion we should give the precise meaning of the small perturbation of
ϕ−0 (x1, x2). Moreover, since S0 is changed to S, which itself is also to be determined, then the
perturbed potential ϕ−(x1, x2) should also be properly defined on a neighborhood of S0. Let us
do it as follows.
Given ϕ−(x1, x2) in Ω10: {− x2tanα0 < x1 < k0x2}, which is only different from ϕ−0 (x1, x2) in
a compact set K , and satisfies (1.1) in Ω10, ∂ϕ
−
∂n
= 0 on x2 = −x1 tanα0 and
∥∥ϕ− − ϕ−0 ∥∥(−1−δ0,−1+δ∞)3,α;Ω−10  σ, (2.1)
then we can extend ϕ−(x1, x2) to the right side of S0 by solving a initial boundary value problem
of hyperbolic equation (1.1), satisfying the impermeability condition on {x2 = −x1 tanα0}. Since
Eq. (1.1) is hyperbolic with respect to x1 direction for |∇ϕ| > c and S0 is space-like curve, such
an extension is possible. Meanwhile, the condition (2.1) implies that ϕ−(x1, x2) can be defined
in k0x2 < x1 < k0x2 + κ0 with κ0 being constant. Choose ζ(t) ∈ C∞(−∞,∞), so that ζ(t) = 1
for t < 12κ0 and ζ(t) = 0 for t > κ0. Then ϕ∗(x1, x2) = ϕ−(x1, x2)ζ(x1 − k0x2) + ϕ−0 (x1, x2)×
(1 − ζ(x1 − k0x2)) is well defined in whole Ω1. We will again denote ϕ∗(x1, x2) by ϕ−(x1, x2)
later (see Fig. 2).
Remark 2.1. Since in the domain Ω10 the function ϕ−(x1, x2) − ϕ−0 (x1, x2) is compactly sup-
ported, then by using the property of finite propagation speed for hyperbolic equation we can find
κ0 and A, such that ϕ−(x1, x2) = ϕ−0 (x1, x2) for x1 < k0x2 + 12κ0, x2 > A. Taking 0 < κ02A , we
have ϕ−(x1, x2) = ϕ−0 (x1, x2) in the region k0x2 + 12κ0 < x1 < (k0 + 0)x2. Hence ϕ−(x1, x2)
satisfies (1.1) in the domain x1 < max(k0x2 + 12κ0, (k0 + 0)x2). Besides,∥∥ϕ− − ϕ−0 ∥∥(−1−δ0,−1+δ∞)3,α,Ω  Ceδ
holds, where Ce depends on k0, κ0, and is independent of δ.
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tial ϕ+(x1, x2) corresponds to a subsonic flow. Denote by Ω+1 = {(x1, x2) ∈ Ω1 | ϕ−(x1, x2) −
ϕ+(x1, x2) > 0} the subsonic domain, by S = {(x1, x2) ∈ Ω1 | ϕ−(x1, x2) − ϕ+(x1, x2) = 0}
the unknown shock front, and by W = {x1 > 0, x2 = 0} the surface of the wedge. Let Ω−1 =
Ω1 \ Ω+1 , then to determine the perturbed shock front and the perturbed flow field behind it we
have to solve the following free boundary problem in Ω+1 :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∑2
i,j=1 aij (Dϕ+)∂xixj ϕ+ = 0 in Ω+1 ,
ϕ−(x1, x2) = ϕ+(x1, x2) on S,
ν1(ρ+∂x1ϕ+ − ρ−∂x1ϕ−)+ ν2(ρ+∂x2ϕ+ − ρ−∂x2ϕ−) = 0 on S,
∂x2ϕ
+ = 0 on W ,
ϕ+(0,0) = 0,
lim|x|→∞ |Dφ+| exists,
(2.2)
where ν = (ν1, ν2) is the unit normal to S from Ω−1 to Ω+1 , ρ+ = ρ(|Dϕ+|) and ρ− = ρ(|Dϕ−|).
We remark that the last condition means that the flow behind the shock tends to a determined state
at infinity. Such a requirement is natural in physics and is also applied in determining a flow in
exterior domain (e.g. see [1,16]).
Our main result is the following theorem.
Theorem 2.1. Suppose 0 < α < 1, q− > c∗ and q+ < c∗; q−, q+ and α0 satisfy (1.4) and
μ0  ρ(q+)
(
1 − q
2+
c2+
)
(q− cosα0 − q+)2 − ρ(q−)(q− sinα0)2 > 0. (2.3)
Then there exist constants 0 < δ0 < 1, 0 < δ∞ < 1 and σ0 > 0, C˜ > 0, depending on γ , q−, q+
and α, such that for any σ ∈ (0, σ0), if ϕ− satisfies
∥∥ϕ− − ϕ−0 ∥∥(−1−δ0,−1+δ∞)3,α;Ω10  σ, (2.4)
then the free boundary problem (2.2) has a unique solution ϕ+ ∈ C3(Ω+ \ {0}), satisfying the
following estimate:
∥∥ϕ+ − ϕ+0 ∥∥(−1−δ0,−1+δ∞)3,α;Ω+1  C˜σ. (2.5)
Remark 2.2. The estimate (2.5) implies the stability of the flow field behind the shock. Denote
the equation of S by x1 = χ(x2), then (2.4) and (2.5) imply
∥∥χ(x2)− k0x2∥∥(−1−δ0,−1+δ∞)3,α;R+  Cˆσ (2.6)
with Cˆ depending on γ , q−, q+ and α. This shows the stability of the transonic shock front.
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then
∣∣Dϕ+ −Dϕ+0 ∣∣ C˜σ < (c∗ − q+)/2
and
∣∣χ(x2)− k0x2∣∣ Cˆσx2 < 0x2.
Therefore, according to Remark 2.1 the function ϕ− ahead of shock S satisfies (1.1). It turns out
that (ϕ−, ϕ+) with shock S forms a required perturbed shock solution.
Remark 2.4. The stability of the background solution with respect to the small perturbation of
the surface of the wall x2 = 0 also holds. That is, assume that the wall is perturbed to x2 = ψ(x1),
which satisfies
‖ψ‖(−1−δ0,−1+δ∞)3,α;R+  σ,
then under the assumption of Theorem 2.1 there exists a unique solution ϕˆ+, such that ϕˆ+−ϕ+0 ∈
H
(−1−δ0,−1+δ∞)
3,α (Ωˆ
+), satisfying
∥∥ϕˆ+ − ϕ+0 ∥∥(−1−δ0,−1+δ∞)3,α; Ωˆ+  Cσ,
where Ωˆ+ = {(x1, x2) ∈ R2 | x2 > ψ(x1), ϕ−(x1, x2) − ϕˆ+ > 0}, and the constant C is in-
dependent of σ . This conclusion can be obtained by using similar method as in the proof of
Theorem 2.1, and we omit the details here.
Remark 2.5. The quantity μ0 defined in (2.3) is nothing but ∂q+H(q−, q+, α0). For each
α0 less than the critical angle α∗0 , we have ∂q+H(q−, q+, α0)|q+=qs > 0 and
∂q+H(q−, q+, α0)|q+=qw < 0. Therefore, the condition (2.3) imposed on the background shock
means that we only consider the strong shock in Theorem 2.1. In the later discussion, (2.3) im-
plies the condition (4.2), which let the continuation method for the corresponding linear problem
be available.
3. The fixed boundary problem
Next we introduce a partial hodograph transformation to fix the boundary and then to trans-
form the problem (2.2) into a fixed boundary value problem. Let ϕ(x1, x2) = ϕ−(x1, x2) −
ϕ+(x1, x2), for sufficiently small σ , we have
∂x1ϕ 
1
2
(q− cosα0 − q+) > 0. (3.1)
Then we can introduce the partial hodograph transformation to fix the boundary.
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is defined as
Φ:
{
y1 = ϕ(x1, x2),
y2 = x2, with the inverse Φ
−1:
{
x1 = u(y1, y2),
x2 = y2.
Then as indicated in Section 2.3 of [14], we have
Dϕ = (∂x1ϕ, ∂x2ϕ) =
(
1
∂y1u
,−∂y2u
∂y1u
)
, (3.2)
∂(y1, y2)
∂(x1, x2)
=
(
∂x1ϕ ∂x2ϕ
0 1
)
= 1
∂y1u
(
1 −∂y2u
0 ∂y1u
)
 1
∂y1u
J, (3.3)
∂(∂x1ϕ, ∂x2ϕ)
∂(∂y1u, ∂y2u)
= − 1
(∂y1u)
2
(
1 0
−∂y2u ∂y1u
)
− 1
(∂y1u)
2 J
T , (3.4)
and
(
D2ϕ
)= ( ∂x1x1ϕ ∂x1x2ϕ
∂x2x1ϕ ∂x2x2ϕ
)
= ∂(∂x1ϕ, ∂x2ϕ)
∂(∂y1u, ∂y2u)
(
∂y1y1u ∂y1y2u
∂y2y1u ∂y2y2u
)
∂(y1, y2)
∂(x1, x2)
= − 1
(∂y1u)
3 J
T
(
D2u
)
J. (3.5)
We remark here that the above calculation is reasonable because of ∂x1ϕ > 0 and ∂y1u > 0.
In the unperturbed case
ϕ0(x1, x2) = ϕ−0 − ϕ+0 = x1(q− cosα0 − q+)− x2q− sinα0,
and the corresponding partial hodograph transformation gives
u0(y1, y2) = 1
q− cosα0 − q+ (y1 + y2q− sinα0).
The transform Φ depends on the unknown function, but it has an advantage that the transform
can fix the free boundary ϕ(x1, x2) = 0 to a fixed boundary y1 = 0 in plane (y1, y2). After direct
calculation we obtain a nonlinear fixed boundary problem in an unbounded domain:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Q[u] = 0 in Ω ,
B1[u] = 0 on Σ1,
B2[u] = 0 on Σ2,
u(0,0) = 0,
lim |Du| exists,
(3.6)|y|→∞
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that ∂y1u 12(q− cosα0−q+) and the corresponding ϕ
+ satisfies |Dϕ+ −Dϕ+0 | 12 (c∗ − q+). The
operators in (3.6) are defined as follows:
Q[u]
2∑
i,j=1
a˜ij ∂yiyj u+
2∑
i,j=1
aij ∂xixj ϕ
−,
B1[u]G1
(
Du,Dϕ−
)
=
(
ρ+
(
∂x1ϕ
− − 1
∂y1u
)
− ρ−∂x1ϕ−
)
− ∂y2u
(
ρ+
(
∂x2ϕ
− + ∂y2u
∂y1u
)
− ρ−∂x2ϕ−
)
,
B2[u]G2
(
Du,Dϕ−
)= ∂x2ϕ−∂y1u+ ∂y2u,
where
a˜ij = a˜ij
(
Du,Dϕ−(u, y2)
)
, i, j = 1,2,
aij = aij
(
Dϕ−(u, y2)−Dϕ
)
, i, j = 1,2,
ρ− = ρ
(∣∣Dϕ−(u, y2)∣∣),
ρ+ = ρ
(∣∣Dϕ−(u, y2)−Dϕ∣∣),(
a˜11 a˜12
a˜21 a˜22
)
= 1
(∂y1u)
3 J
(
a11 a12
a21 a22
)
J T , (3.7)
and Dϕ should be substituted by 1
∂y1u
(1,−∂y2u).
Obviously, Theorem 2.1 is a consequence of the following theorem.
Theorem 3.1. Suppose γ , q−, q+ and α are given as in Theorem 2.1, then there exist 0 < δ0 < 1,
0 < δ∞ < 1 and σ0 > 0, Cˆ > 0, depending on these data, such that for any σ ∈ (0, σ0), if ϕ−
satisfies the estimate (2.4), then the fixed boundary problem (3.6) has a unique solution u, such
that u− u0 ∈ H(−1−δ0,−1+δ∞)3,α (Ω), satisfying
‖u− u0‖(−1−δ0,−1+δ∞)3,α;Ω  Cˆσ. (3.8)
In fact, since u(0,0) = 0, and |Du−Du0| Cˆσ , there exists Cr such that
1
Cr
(
y21 + y22
)
 u2 + y22  Cr
(
y21 + y22
)
. (3.9)
Direct calculation with (3.2), (3.3) and (3.9) indicates
‖ϕ − ϕ0‖(−1−δ0,−1+δ∞)+  CH‖u− u0‖(−1−δ0,−1+δ∞)3,α;Ω ,3,α;Ω1
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have
∥∥ϕ+ − ϕ+0 ∥∥(−1−δ0,−1+δ∞)3,α;Ω+1 
∥∥ϕ− − ϕ−0 ∥∥(−1−δ0,−1+δ∞)3,α;Ω+1 + ‖ϕ − ϕ0‖(−1−δ0,−1+δ∞)3,α;Ω+1
 (1 +CH Cˆ)σ  C˜σ.
Thus Theorem 2.1 holds. Therefore, all we have to do is to prove Theorem 3.1.
4. Solvability and estimates for linear problems
The problem (3.6) is nonlinear. In order to solve it, we first consider its linearized problem,
which is an oblique derivative problem of a second order elliptic equation in an unbounded
domain. Again denote the variables by x1, x2, we introduce a linear problem⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Lu
∑2
i,j=1 Aij (x)∂xixj u(x) = f (x) in Ω ,
M1u ∂x1u+ b1∂x2u = g1 on Σ1,
M2u b2∂x1u+ ∂x2u = g2 on Σ2,
u(0,0) = 0,
(4.1)
where the coefficients of the problem (4.1) satisfy the following uniformly elliptic conditions:
2∑
i,j=1
Aij (x)ξiξj  λ|ξ |2, ∀ξ = (ξ1, ξ2) ∈R2, ∀x ∈ Ω,
‖Aij‖(0)2,α;Ω Λ,
b1, b2 are constants, |b1| + |b2|Λ1, 1 − b1b2  λ1 > 0. (4.2)
In order to obtain the solvability of (4.1), we use the continuation method. That is, we set up a
family of boundary value problems with a parameter t , so that the problem (4.1) corresponds to
t = 1, while a similar boundary value problem for Laplace equation with same boundary con-
dition corresponds to t = 0. Then the solvability for the latter problem and a uniform estimate
will lead the solvability of (4.1). The solvability of such a special boundary value problem for
Laplace equation will be given in Appendix A. Next we derive uniform estimates for the prob-
lems with the form (4.1). To this end we first use the barrier function method and the maximum
principle on the derivatives Du to derive a lower order estimate. Such a method is also employed
by Lieberman in [13].
Lemma 4.1. Suppose that all conditions in (4.2) hold, and u ∈ C1(Ω) ∩ C2(Ω \ {0}) is a so-
lution of the problem (4.1). Then there exist positive constants δ0 and δ∞, depending on λ1,
Λ1, λ and Λ, such that for any f ∈ H(1−δ0,1+δ∞)1,α (Ω), gi ∈ H(−δ0,δ∞)2,α (Σi) (i = 1,2), if
|Du| = O(r−δ∞) as r → ∞, we have u ∈ C1(Ω)∩C3(Ω \ {0}), and
‖u‖(−1−δ0,−1+δ∞)1,0;Ω C
(
‖f ‖(1−δ0,1+δ∞)1,0;Ω +
2∑
i=1
‖gi‖(−δ0,δ∞)1,0;Σi
)
, (4.3)
where C depends on λ1, Λ1, λ and Λ.
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in [9]), we know u ∈ C1(Ω) ∩ C3(Ω \ {0}) under the assumptions of this lemma on f and gi
(i = 1,2).
In order to construct the barrier functions we introduce another transformation to simplify the
boundary condition. Let ΩT = {(y1, y2) ∈ R2 | y2 > 0, y1 > −b2y2}, and construct a transfor-
mation T from Ω to ΩT : (
y1
y2
)
= T
(
x1
x2
)
=
(
1 −b2
0 1
)(
x1
x2
)
.
Here we again denote the variables for domain Ω by x1, x2. The transform T is invertible, and
there exists CT , depending on Λ1, such that
1
CT
(
x21 + x22
)
 y21 + y22  CT
(
x21 + x22
)
. (4.4)
Letting uT (y) = u(T −1y), there exists C∗T , depending on Λ1, m, k and l, such that
1
C∗T
∥∥uT ∥∥(k,l)
m,α;ΩT  ‖u‖(k,l)m,α;Ω  C∗T
∥∥uT ∥∥(k,l)
m,α;ΩT . (4.5)
Under the transformation T , uT solves the following problem:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
LT uT 
∑2
i,j=1 ATij (y)∂yiyj uT (y) = f T (y) in ΩT ,
MT1 u
T  (1 − b1b2)∂y1uT + b1∂y2uT = gT1 on ΣT1 ,
MT2 u
T  ∂y2uT = gT2 on ΣT2 ,
uT (0,0) = 0,
(4.6)
where f T = f ◦ T −1, gTi = gi ◦ T −1, ΣTi = T (Σi) (i = 1,2). Moreover, ATij satisfies
2∑
i,j=1
ATij (y)ξiξj  λT |ξ |2, ∀ξ = (ξ1, ξ2) ∈R2, ∀y ∈ ΩT ,
∥∥ATij ∥∥(0)2,α;ΩT ΛT , (4.7)
where λT , ΛT only depends on λ, Λ and Λ1.
Let p1 = ∂y1uT , p2 = ∂y2uT , then ∂y2p1 = ∂y1p2, and p1 and p2 satisfy the following equa-
tions respectively:
L1p1 
2∑
i,j=1
ATij (y)∂yiyj p1 +
2∑
i=1
B
p1
i (y)∂yi p1 = fp1(y) in ΩT ,
L2p2 
2∑
ATij (y)∂yiyj p2 +
2∑
B
p2
i (y)∂yi p2 = fp2(y) in ΩT , (4.8)i,j=1 i=1
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B
p1
1 = ∂y1AT11 −
AT11
AT22
∂y1A
T
22,
B
p1
2 = 2
(
∂y1A
T
12 −
AT12
AT22
∂y1A
T
22
)
,
fp1 = ∂y1f T −
∂y1A
T
22
AT22
f T ,
B
p2
1 = 2
(
∂y2A
T
12 −
AT12
AT11
∂y2A
T
11
)
,
B
p2
2 = ∂y2AT22 −
AT22
AT11
∂y2A
T
11,
fp2 = ∂y2f T −
∂y1A
T
22
AT11
f T . (4.9)
In view of (4.7), we have
2∑
i,j=1
∥∥Bpji ∥∥(1)0,0;ΩT  CB, (4.10)
where CB depends on λT and ΛT , and then actually depends on λ, Λ and Λ1.
Let ν = (ν1, ν2)  (1/
√
1 + b22)(−b2,−1) be the unit inner normal of ΩT on ΣT1 and
τ = (τ1, τ2) = (−ν2, ν1). Then differentiating the boundary condition MT1 uT = gT1 along the
boundary ΣT1 and using the equation of (4.6) we obtain an oblique derivative condition on ΣT1
β1∂y1p2 + β2∂y2p2 = gp21 ,
where
β1 = (1 − b1b2)
(
ν1 + 2ν2 A
T
12
AT11
)
− b1ν2,
β2 =
(
ν2(1 − b1b2)A
T
22
AT11
)
+ b1ν1,
g
p2
1 = ∂τ gT1 +
1
AT11
ν2(1 − b1b2)f T , (4.11)
and a direct calculation indicates
(β1, β2) · ν  λ1λ
T
T . (4.12)Λ
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respectively: ⎧⎪⎪⎨
⎪⎪⎩
L1p1 = fp1 in ΩT ,
p1 = 11−b1b2 (gT1 − b1p2) g
p1
1 on Σ
T
1 ,
∂y2p1 = ∂y1gT2  gp12 on ΣT2 ,
(4.13)
and ⎧⎪⎨
⎪⎩
L2p2 = fp2 in ΩT ,
MT p2  β1∂y1p2 + β2∂y2p2  gp21 on ΣT1 ,
p2 = gT2 on ΣT2 ,
(4.14)
where the operators L1 and L2 are defined in (4.8).
Now we introduce barrier functions for the problems (4.13) and (4.14) with the form w =
rδg(θ), 0 < |δ| < 1, 0  θ  θ0(b2) < π , where g(θ) = 1 − AeH(π−θ) with A and H to be
determined later.
Using (4.7), (4.10) and K. Miller’s polar representation (see [15]), a similar calculation as in
the proof of Lemma 2 in [12] indicates:
L2w  rδ−2
{
λT δ(δ − 1)+
(
−λ
T
2
AH 2 + δ(ΛT +CB)
)
+
(
−λ
T
2
H + (2ΛT +CB)
)
AHeH(π−θ)
}
.
Choose H = 2(2ΛT +CB+1)
λT , A = e−πH−1 and δ1 = λ
T AH 2
2(ΛT +CB) , then
1
2 < g(θ)  1, so that
w > 12 r
δ
. Hence for any 0 < |δ| δ1, we have
L2w −cp21 rδ−2,
where cp21 > 0 depends on λ
T and ΛT .
On the other hand, by using (4.12) we have
MT w = β1∂y1w + β2∂y2w
= rδ−1{δ(−β1ν2 + β2ν1)g − (β1ν1 + β2ν2)∂θg}
 rδ−1
{
−λ1λ
T
ΛT
AH + |δ| · |−β1ν2 + β2ν1|
}
.
Since |−β1ν2 + β2ν1|  Cβ , then for 0 < |δ|  δ2 = λ1λTCβΛT , there exists c
p2
2 , depending on λ1,
Λ1, λ and Λ, such that
MT w −cp2rδ−1.2
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by δp2 .
Analogously, we can find the barrier function wˆ for (4.13) and the corresponding power δp1 .
Then
δ0 = δ∞ = min(δp1 , δp2), (4.15)
are the constants required in the lemma.
From now on, we always assume f ∈ H(1−δ0,1+δ∞)1,α (Ω), gi ∈ H(−δ0,δ∞)2,α (Σi) (i = 1,2). More-
over, if |Du| = O(r−δ∞) as r → ∞, then |p1|, |p2| = O(r−δ∞) as r → ∞.
Let
k = max(c−p21 , c−p22 ,2)(‖fp2‖(2−δ0,2+δ∞)0,0;ΩT + ∥∥gp21 ∥∥(1−δ0,1+δ∞)0,0;ΣT1 +
∥∥gT2 ∥∥(−δ0,δ∞)0,0;ΣT2
)
,
since |p2| = O(r−δ∞) as r → ∞, then for any w = rδg(θ) with 0 < |δ|  δ0 and δ > −δ∞,
where r = |y|, we have
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
L2(±p2 − kw)±fp2 + rδ−2‖fp2‖(2−δ0,2+δ∞)0,0;ΩT  0 in Ω ′,
MT (±p2 − kw)±gp21 + rδ−1‖gp21 ‖(1−δ0,1+δ∞)0,0;ΣT1  0 on Σ
T
1 ,
±p2 − kw ±gT2 − rδ‖gT2 ‖(−δ0,δ∞)0,0;ΣT2  0 on Σ
T
2 ,
lim supr→∞(±p2 − kw) 0.
Then by maximum principle we have |p2(y)|  kw  krδ for any 0 < |δ|  δ0 and δ > −δ∞.
Moreover, k is independent of δ. Letting δ → δ0 if 0 < |y| < 1, and δ → −δ∞ if |y|  1, then
we obtain
‖p2‖(−δ0,δ∞)0,0;ΩT  k = C2
(‖fp2‖(2−δ0,2+δ∞)0,0;ΩT + ∥∥gp21 ∥∥(1−δ0,1+δ∞)0,0;ΣT1 +
∥∥gT2 ∥∥(−δ0,δ∞)0,0;ΣT2
)
, (4.16)
where C2 depends on λ1, Λ1, λT and ΛT .
Analogously, since |p1| = O(r−δ∞) as r → ∞, we can obtain from (4.13) that
‖p1‖(−δ0,δ∞)0,0;ΩT  C1
(‖fp1‖(2−δ0,2+δ∞)0,0;ΩT + ∥∥gp11 ∥∥(−δ0,δ∞)0,0;ΣT1 +
∥∥gp12 ∥∥(1−δ0,1+δ∞)0,0;ΣT2
)
, (4.17)
where C1 depends on λ1, Λ1, λT and ΛT . By the definitions and the property of the weighted
norms we obtain via direct computation that
∥∥DuT ∥∥(−δ0,δ∞)0,0;ΩT CT
(∥∥f T ∥∥(1−δ0,1+δ∞)1,0;ΩT +
2∑
i=1
∥∥gTi ∥∥(−δ0,δ∞)1,0;ΣTi
)
,
where CT depends on λ1, Λ1, λT and ΛT , and actually depends on λ1, Λ1, λ and Λ.
Finally, using uT (0,0) = 0, uT (y) = ∫ 10 DuT (ty) · y dt and (4.5), the estimate (4.3) follows
and then the lemma is proved. 
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‖u‖(−1−δ0,−1+δ∞)3,α;Ω  C
(
‖f ‖(1−δ0,1+δ∞)1,α;Ω +
2∑
i=1
‖gi‖(−δ0,δ∞)2,α;Σi
)
, (4.18)
where δ0 and δ∞ are as in Lemma 4.1, and C depends on α, λ1, Λ1, λ and Λ.
Proof. In the sequel ‖f ‖(1−δ0,1+δ∞)1,α;Ω +
∑2
i=1 ‖gi‖(−δ0,δ∞)2,α;Σi will be simply denoted by F .
Let dx = μrx , and Bx = Bdx (x) be the ball of radius dx centered at x, where 0 < μ  1 so
that for any x ∈ Ω \ {0} we have Bx ∩ Σ1 = ∅ or Bx ∩ Σ2 = ∅. Set Ωx = Ω ∩ Bx , then for any
x ∈ Ω \ {0}, the origin O is not in Ωx , so that there are three cases on the relation between Ω
and Bx : (1) Bx ⊂ Ω, i.e. Ωx = Bx ; (2) Bx ∩ Σ1 = ∅; and (3) Bx ∩ Σ2 = ∅. We will discuss
these cases separately to obtain the local estimates and then combine them to derive (4.18). The
arguments based on the ideas in Lemma 6.20 of [9].
In case (1), since Bx ⊂ Ω , we map it to a unit ball B1 = B1(0) by scaling, i.e. define v ∈
C3(B1(0)) by
v(y) = 1
dx
u(x + dxy). (4.19)
Then the equation in (4.1) becomes
2∑
i,j=1
Aij (x + dxy)∂yiyj v(y) = dxf (x + dxy). (4.20)
The regularity theory and the interior estimates for elliptic equations indicate that
‖v‖3,α;B 1
2
C(α,λ,Λ)
(‖v‖0,0;B1 + ‖dxf ‖1,α;B1),
where ‖ · ‖ is the usual Hölder norm. Going back to function u, we obtain
∑
|β|3
sup
y∈Bdx
2
(x)
r |β|−1y
∣∣Dβu(y)∣∣+ ∑
|β|=3
sup
y1,y2∈Bdx
2
(x)
y1 =y2
r2+αy1,y2
|Dβu(y1)−Dβu(y2)|
|y1 − y2|α
 C(α,λ,Λ)
(
sup
y∈Bx
r−1y
∣∣u(y)∣∣+ ‖f ‖(1)1,α;Bx
)
, (4.21)
or in a simpler form,
‖u‖(−1)3,α;Bdx
2
(x)
 C(α,λ,Λ)
(‖u‖(−1)0,0;Bx + ‖f ‖(1)1,α;Bx ).
In case (2), we map Ωx to a domain D ⊂ B1 by scaling, i.e. define v ∈ C3(D) by (4.19).
Meanwhile, Σ1x Σ1 ∩Bx is mapped to Γ D ∩B1, which is still a straight line. Then (4.20)
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M1v(y) = g1(x + dxy).
Then the local estimates for the oblique derivative problem and the regularity theory (see [9,
Lemma 6.29]) yield
‖v‖3,α;B 1
2
∩D C(α,λ,Λ)
(‖v‖0,0;D + ‖dxf ‖1,α;D + ‖g1‖2,α;Γ ).
Going back to function u as in case (1), we obtain the estimate similar to (4.21) in Bdx
2
(x)∩Ωx
as
‖u‖(−1)3,α;Bdx
2
(x)∩Ωx C(α,λ,Λ)
(‖u‖(−1)0,0;Ωx + ‖f ‖(1)1,α;Ωx + ‖g1‖(0)2,α;Σ1x ). (4.22)
The case (3) is similar to the case (2).
We now combine the local estimates (4.21), (4.22) to obtain (4.18) by using the idea in
Lemma 6.20 of [9].
In case (1), when 0 < rx < 1, we have Cμ1  dx/ry  Cμ2 for any y ∈ Ωx , and then∑
|β|3
r |β|−1−δ0x
∣∣Dβu(x)∣∣C(α,λ,Λ)r−δ0x ( sup
y∈Bx
r−1y
∣∣u(y)∣∣+ ‖f ‖(1)1,α;Bx
)
C(α,λ,Λ)
(‖u‖(−1−δ0,−1+δ∞)0,0;Ω + ‖f ‖(1−δ0,1+δ∞)1,α;Ω )
C(α,λ,Λ)
(‖u‖(−1−δ0,−1+δ∞)0,0;Ω + F ),
here we use the properties of the weighted Hölder norms listed in Section 2. On the other hand,
when rx  1, we obtain similarly from (4.21) that∑
|β|3
r |β|−1+δ∞x
∣∣Dβu(x)∣∣ C(α,λ,Λ)(‖u‖(−1−δ0,−1+δ∞)0,0;Ω + F ).
Combining the same argument for cases (2) and (3), we have
‖u‖(−1−δ0,−1+δ∞)3,0;Ω C(α,λ,Λ)
(‖u‖(−1−δ0,−1+δ∞)0,0;Ω + F ). (4.23)
To estimate [u](−1−δ0,−1+δ∞)3,α;Ω , let x, y be two distinct points in Ω \ {0} with rx  ry . Then by
considering the two cases |x − y| dx/2 and |x − y| > dx/2 for 0 < rx < 1 and using the local
estimates and (4.23), we have
∑
|β|=3
r2+α−δ0x
|Dβu(x)−Dβu(y)|
|x − y|α
C(α,λ,Λ)
(‖u‖(−1−δ0,−1+δ∞)0,0;Ω + F )+ ∑
|β|=3
r2+α−δ0x
|Dβu(x)| + |Dβu(y)|
( dx2 )
α
C(α,λ,Λ)
(‖u‖(−1−δ0,−1+δ∞)0,0;Ω + F )+Cμ‖u‖(−1−δ0,−1+δ∞)3,0;Ω
C(α,λ,Λ)
(‖u‖(−1−δ0,−1+δ∞) + F ).0,0;Ω
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[u](−1−δ0,−1+δ∞)3,α;Ω  C(α,λ,Λ)
(‖u‖(−1−δ0,−1+δ∞)0,0;Ω + F ). (4.24)
Then (4.18) follows from (4.23), (4.24) and (4.3). 
Lemma 4.3. Under the assumptions of Lemma 4.1 there exists a unique solution u ∈
H
(−1−δ0,−1+δ∞)
3,α (Ω) to problem (4.1), where δ0 and δ∞ are given in Lemma 4.1.
Proof. By (4.18), the uniqueness of the solution is trivial. Next we use the continuation method
to establish the existence of the solution.
Let X = H(−1−δ0,−1+δ∞)3,α (Ω), Y = H(1−δ0,1+δ∞)1,α (Ω) × H(−δ0,δ∞)2,α (R+) × H(−δ0,δ∞)2,α (R+),
and for any t ∈ [0,1], define a mapping Ft from X to Y as follows:
Ft u (Ltu,M1t u,M2t u), (4.25)
where
Lt = tL+ (1 − t),
M1t = tM1 + (1 − t)∂x1 ,
M2t = tM2 + (1 − t)∂x2 ,
and  is Laplace operator. Obviously, (Lt ,M1t ,M2t ) satisfies the elliptic conditions (4.2) with
the same constants λ1, Λ1, λ, Λ, then the existence of the solution of the problem (4.1) is equiv-
alent to prove the surjectivity of F1 .
For any t ∈ [0,1], suppose ut ∈X is the solution of the problem
Ft ut = (f, g1, g2), (4.26)
then by Lemma 4.2, we have
‖ut‖(−1−δ0,−1+δ∞)3,α;Ω  CF, (4.27)
where F is defined as in Lemma 4.2, C depends on α, λ1, Λ1, λ, Λ, but is independent of t .
We claim that the mapping F0 is surjective, then the continuation method with (4.27) implies
that F1 is also surjective. Therefore, the problem is reduced to prove the validity of above state-
ment for F0. Suppose that f , gi (i = 1,2) satisfy the hypotheses in lemma. Then the property (v)
of the weight norm ‖ · ‖(1−δ0,1+δ∞)1,α;Ω indicates that there exist fR , giR (i = 1,2) for R > 1, such
that fR ≡ f in BR/2 ∩ Ω , giR ≡ gi on Σi ∩ BR/2 (i = 1,2), suppfR ⊂ BR , suppgiR ⊂ [0,R]
(i = 1,2), and there exists a constant C, independent of R, such that
‖fR‖(1−δ0,1+δ∞)1,α;Ω  C‖f ‖(1−δ0,1+δ∞)1,α;Ω ,
‖giR‖(−δ0,δ∞)  C‖gi‖(−δ0,δ∞) (i = 1,2).2,α;Σi 2,α;Σi
S. Chen, B. Fang / J. Differential Equations 233 (2007) 105–135 123By Lemma A.3 and the fact that H(1−δ0,1+δ∞)1,α (Ω) ⊂ H(1−δ0,1+δ∞)0,α (Ω), and H(−δ0,δ∞)2,α (Σi) ⊂
H
(−δ0,δ∞)
1,α (Σi) (i = 1,2), there exists a solution uR ∈ C1(Ω)∩C2(Ω \{0}) of the problem (4.26)
with fR , giR (i = 1,2) for t = 0, and in addition, we also have |DuR| = O(r−1) as r → ∞. By
Lemmas 4.1 and 4.2, uR ∈ H(−1−δ0,−1+δ∞)3,α (Ω), and
‖uR‖(−1−δ0,−1+δ∞)3,α;Ω  C
(
‖fR‖(1−δ0,1+δ∞)1,α;Ω +
2∑
i=1
‖giR‖(−δ0,δ∞)2,α;Σi
)
 CF,
where C is independent of R.
Let s > 1, Ωs = Ω ∩ (Bs \ B1/s). Then there exists a subsequence of {uR} converging to
us ∈ H(−1−δ0,−1+δ∞)3,α (Ω) in C3,α(Ωs) as R → ∞, and then a further subsequence converges to
u2s in C3,α(Ω2s) · · · . Thus a diagonal process implies that there exist a subsequence uRj of {uR}
and a function u ∈ C1(Ω)∩C3(Ω \ {0}) such that
DβuRj (x) → Dβu(x) as j → ∞,
for any x ∈ Ω \ {0}, |β| 3, and
DβuRj (0) = Dβu(0) = 0, for any |β| 1,∣∣rδ∞Du∣∣= O(1) as r → ∞.
Hence u is a solution of the problem (4.26) with f , gi (i = 1,2) for t = 0. Then by Lemma 4.2,
u ∈ H(−1−δ0,−1+δ∞)3,α (Ω), i.e. F0 is surjective. 
5. The iteration process
Define K(δ,δ
′)
 = {v: v − u0 ∈ H(−1−δ,−1+δ′)3,α (Ω), ‖v − u0‖(−1−δ,−1+δ
′)
3,α;Ω  }. Let M > 1 and
0 < Mσ  c0  1, v ∈ K(δ,δ′)Mσ , v˜ = v − u0, we define u˜ as the solution of the following linear
problem:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
L(v)u˜
∑2
i,j=1 a˜ij (Dv,Dϕ−(v, y2))∂yiyj u˜
= −∑2i,j=1 aij (Dv,Dϕ−(v, y2))∂xixj ϕ−(v, y2) f v in Ω ,
M1u˜
∑2
i=1 b1i∂yi u˜
=∑2i=1 b1i∂yi v˜ −G1(Dv,Dϕ−(v, y2)) gv1 on Σ1,
M2u˜
∑2
i=1 b2i∂yi u˜
=∑2i=1 b2i∂yi v˜ −G2(Dv,Dϕ−(v, y2)) gv2 on Σ2,
u˜(0,0) = 0,
(5.1)
where bij are the derivatives of G1 and G2 defined in (3.6), taking value at Du = Du0 and
Dϕ− = Dϕ−. More precisely, denoting Gi(Du,Dϕ−) by Gi(r1, r2, r˜1, r˜2) for i = 1,2, we know0
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b11 = ∂r1G1
(
Du0,Dϕ
−
0
)
= (ρ(q+)− ρ(q+)q2+/c2+)(q− cosα0 − q+)2 + ρ(q+)(q− sinα0)2 > 0,
b12 = ∂r2G1
(
Du0,Dϕ
−
0
)= −q− sinα0(ρ(q+)+ ρ(q−))< 0,
b21 = ∂r1G2
(
Du0,Dϕ
−
0
)= −q− sinα0 < 0,
b22 = ∂r2G2
(
Du0,Dϕ
−
0
)= 1.
Denote J v  u = u˜+ u0, we have
Lemma 5.1. Suppose that γ , q−, q+ and α are given as in Theorem 2.1. Then there exist positive
constants δ0 and δ∞, depending on γ , q− and q+, and M > 1, σ0 > 0, depending on γ , q−, q+
and α, such that for any σ ∈ (0, σ0), if ϕ− − ϕ−0 ∈ H(−1−δ0,−1+δ∞)3,α (Ω1) and ϕ− solves (1.1) in
Ω1, satisfying ∥∥ϕ− − ϕ−0 ∥∥(−1−δ0,−1+δ∞)3,α;Ω1  σ, (5.2)
then J is a well-defined mapping from K(δ0,δ∞)Mσ to itself.
Proof. Direct computation in view of the properties of the weight Hölder norms listed in Sec-
tion 2 indicates that there exist λ1, Λ1, λ and Λ, depending on γ , q− and q+, such that the
coefficients in the problem (5.1) satisfy the following conditions:
2∑
i,j=1
a˜ij
(
Dv,Dϕ−(v, y2)
)
ξiξj  λ|ξ |2, ∀ξ = (ξ1, ξ2) ∈R2, y ∈ Ω,
∥∥a˜ij (Dv,Dϕ−(v, y2))∥∥(0)2,α;Ω Λ. (5.3)
Moreover, dividing the boundary conditions on Σ1 and Σ2 by b11 and b22 respectively, we find
that the quantity 1 − b1b2 in (4.2) is equal to
1
b11
∣∣∣∣b11 b12b21 b22
∣∣∣∣= μ0b11 .
Therefore, taking λ1 = μ0b11 and Λ1 =
∑2
i,j=1 |bij |, all conditions in (4.2) are satisfied.
Now let δ0 and δ∞ be the constants defined in (4.15), which are determined by λ1, Λ1, λ and
Λ, hence actually depends on γ , q− and q+. Let v ∈ K(δ0,δ∞)Mσ . Then using again the constant Cr
in (3.9) and the properties of the norms in Section 2, we will see that the following estimates hold:
∥∥f v∥∥(1−δ0,1+δ∞)1,α;Ω =
∥∥∥∥∥
2∑
i,j=1
aij
(
Dv,Dϕ−(v, y2)
)
∂xixj ϕ
−(v, y2)
∥∥∥∥∥
(1−δ0,1+δ∞)
1,α;Ω

2∑
i,j=1
∥∥aij (Dv,Dϕ−(v, y2))∥∥(0)1,α;Ω∥∥∂xixj ϕ−(v, y2)∥∥(1−δ0,1+δ∞)1,α;Ω
 C(γ, q−, q+)σ. (5.4)
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∥∥gvj ∥∥(−δ0,δ∞)2,α;Σj =
∥∥∥∥∥
2∑
i=1
bji∂yi v˜ −Gj
(
Dv,Dϕ−(v, y2)
)∥∥∥∥∥
(−δ0,δ∞)
2,α;Σj

∥∥∥∥∥
2∑
i=1
bji∂yi v˜ +
2∑
i=1
βji∂xi ϕ˜
−(v, y2)−Gj
(
Dv,Dϕ−(v, y2)
)∥∥∥∥∥
(−δ0,δ∞)
2,α;Σj
+
∥∥∥∥∥
2∑
i=1
βji∂xi ϕ˜
−(v, y2)
∥∥∥∥∥
(−δ0,δ∞)
2,α;Σj
=
∥∥∥∥∥
1∫
0
(
Dv˜,Dϕ˜−
)(
∂rr˜Gj
(
Du0 + tDv˜,Dϕ−0 + tDϕ˜−
))(
Dv˜,Dϕ˜−
)T dt
∥∥∥∥∥
(−δ0,δ∞)
2,α;Σj
+
∥∥∥∥∥
2∑
i=1
βji∂xi ϕ˜
−(v, y2)
∥∥∥∥∥
(−δ0,δ∞)
2,α;Σj
 C(γ, q−, q+)
(
1 +M2σ )σ (j = 1,2). (5.5)
Choose σ so small that M2σ  1, then Lemmas 4.2 and 4.3 imply that there exists a unique
solution u˜ ∈ H(−1−δ0,−1+δ∞)3,α (Ω) of the problem (5.1) satisfying
‖u˜‖(−1−δ0,−1+δ∞)3,α;Ω  Cˆσ, (5.6)
where Cˆ depends only on γ , q−, q+ and α, but is independent of σ .
Let M equal to the constant Cˆ in (5.6), and choose σ0 such that M2σ0 = 1, then for any
σ ∈ (0, σ0), J is a well-defined mapping from K(δ0,δ∞)Mσ to itself. 
Lemma 5.2. Under the assumptions of Lemma 5.1, there exists σ0 > 0 such that for any
σ ∈ (0, σ0), J is a contraction mapping from K(δ0,δ∞)Mσ to itself, where δ0 and δ∞ are as in
Lemma 5.1.
Proof. Take v ∈ K(δ0,δ∞)Mσ . Let u = J v, w = J u, we have
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
L(u)(w − u) = f u −L(u)u = (f u − f v)+ (L(v)−L(u))u f uv in Ω ,
M1(w − u) = gu1 − gv1  guv1 on Σ1,
M2(w − u) = gu2 − gv2  guv2 on Σ2,
(w − u)(0,0) = 0.
(5.7)
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f uv =
{
−
2∑
i,j=1
aij
(
Du,Dϕ−(u, y2)
)
∂xixj ϕ
−(u, y2)
+
2∑
i,j=1
aij
(
Du,Dϕ−(u, y2)
)
∂xixj ϕ
−(v, y2)
}
+
{
−
2∑
i,j=1
aij
(
Du,Dϕ−(u, y2)
)
∂xixj ϕ
−(v, y2)
+
2∑
i,j=1
aij
(
Dv,Dϕ−(v, y2)
)
∂xixj ϕ
−(v, y2)
}
+
2∑
i,j=1
{
a˜ij
(
Dv,Dϕ−(v, y2)
)− a˜ij (Du,Dϕ−(u, y2))}∂yiyj u
 If1 + If2 + If3 ,
we have
∥∥If1 ∥∥(1−δ0,1+δ∞)1,α;Ω
=
∥∥∥∥∥
2∑
i,j=1
aij
(
Du,Dϕ−(u, y2)
){
∂xixj ϕ
−(u, y2)− ∂xixj ϕ−(v, y2)
}∥∥∥∥∥
(1−δ0,1+δ∞)
1,α;Ω

2∑
i,j=1
∥∥aij (Du,Dϕ−(u, y2))∥∥(0)1,α;Ω∥∥∂xixj ϕ−(u, y2)− ∂xixj ϕ−(v, y2)∥∥(1−δ0,1+δ∞)1,α;Ω
 C(γ, q−, q+)σ‖u− v‖(−1−δ0,−1+δ∞)3,α;Ω ,
where we also apply the properties of the weighted norms listed in Section 2. If2 and I
f
3 can be
estimated analogously, then
∥∥f uv∥∥(1−δ0,1+δ∞)1,α;Ω  C(γ, q−, q+)σ‖u− v‖(−1−δ0,−1+δ∞)3,α;Ω .
Besides, a careful and similar computation with the techniques used in (5.5) indicates
∥∥guvj ∥∥(−δ0,δ∞)2,α;Σj CM(γ, q−, q+)σ‖u− v‖(−1−δ0,−1+δ∞)3,α;Ω (j = 1,2).
Then by Lemma 4.2, we have
‖w − u‖(−1−δ0,−1+δ∞)  CM(γ, q−, q+, α)σ‖u− v‖(−1−δ0,−1+δ∞).3,α;Ω 3,α;Ω
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‖J u−J v‖(−1−δ0,−1+δ∞)3,α;Ω 
1
2
‖u− v‖(−1−δ0,−1+δ∞)3,α;Ω .
This means that J is a contraction mapping. 
Let δ0 and δ∞ be the constant in Lemma 5.1. Let σ0 be the minimum of the two constants
obtained in Lemmas 5.1 and 5.2. Then Theorem 3.1 follows from the contraction mapping prin-
ciple. Finally, Theorem 2.1 is thus also proved.
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Appendix A. The existence of the solution of the basic problem
In this part we construct the solution of the following basic linear problem:⎧⎪⎪⎨
⎪⎪⎩
u = f in Ω ,
∂x1u = g1 on Σ1,
∂x2u = g2 on Σ2,
u(0,0) = 0,
(A.1)
where f ∈ H(1−δ0,1+δ∞)0,α (Ω), gi ∈ H(−δ0,δ∞)1,α (Σi) (i = 1,2) have compact supports.
The solvability of such problems is an elementary fact in the theory of partial differential
equations, if f , g1, g2 are regular functions. The main ingredient here is to deal with the singu-
larity at the origin. To confirm the existence of the solution to such problems we first annihilate
the boundary conditions and make even extensions, then by using Poisson’s formula to obtain
the explicit form of the solution and derive the corresponding estimates. The methods is similar
to that in [9].
Lemma A.1.
(1) Assume g∈H(−δ0,δ∞)1,α (R+), suppg⊂[0,R], η∈C∞c (R+), suppη⊂ (1,2) and
∫∞
0 η(t)dt =
1. For any (x1, x2) ∈ Ω , let
G(x1, x2) = x1
∞∫
0
g(x2 + tx1)η(t)dt, (A.2)
then suppGΩ , and ‖G‖(−1−δ0,−1+δ∞)2,α;Ω  C.
(2) Assume h ∈ H(1−δ0,1+δ∞)0,α (R), supph ⊂ (−R,R), η ∈ C∞c (R), suppη ⊂ (−T ,T ), and for
any (x1, x2) ∈R2+ \ {0}, define
I (x1, x2) =
∞∫
h(x1 − tx2)η(t)dt,
−∞
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sup
0<rx<1
r1−δ0x
∣∣I (x)∣∣+ sup
0<rx,y<1
r1+α−δ0x,y
|I (x)− I (y)|
|x − y|α C‖h‖
(1−δ0,1+δ∞)
0,α;R .
(3) Assume h ∈ H(1−δ0,1+δ∞)1,α (R), supph ⊂ (−R,R), η1 ∈ C∞c (R), suppη1 ⊂ (−T ,T ),∫∞
−∞ η1(t)dt = 1, η2 ∈ C∞c (R+), η2(0) = 1, and for any (x1, x2) ∈R2+ \ {0}, define
J (x1, x2) = x2η2(x2)
∞∫
−∞
h(x1 − tx2)η1(t)dt,
then suppJ R2+, and ‖J‖(−1−δ0,−1+δ∞)2,α;R2+  C.
Proof. (1) Since (x1, x2) ∈ Ω and suppg ⊂ [0,R], then suppGΩ . Differentiating G we ob-
tain
∂x1G =
∞∫
0
g(x2 + tx1)
(
η(t)− tη′(t))dt.
Since suppη ⊂ (1,2), and rx  |x2 + tx1| 3rx as t ∈ [1,2], we have
∣∣∂x1G(x)∣∣ C
2∫
1
∣∣g(x2 + tx1)∣∣dt

⎧⎨
⎩
C‖g‖(−δ0,δ∞)0,0;R+
∫ 2
1 |x2 + tx1|δ0 dt  C‖g‖(−δ0,δ∞)0,0;R+ r
δ0
x if 0 < rx < 1,
C‖g‖(−δ0,δ∞)0,0;R+
∫ 2
1 |x2 + tx1|−δ∞ dt  C‖g‖(−δ0,δ∞)0,0;R+ r
−δ∞
x if rx  1,
i.e.
‖∂x1G‖(−δ0,δ∞)0,0;Ω C‖g‖(−δ0,δ∞)0,0;R+ .
Similarly, we have
‖∂x2G‖(−δ0,δ∞)0,0;Ω C‖g‖(−δ0,δ∞)0,0;R+
and
‖∂xixj G‖(1−δ0,1+δ∞)0,0;Ω  C‖g′‖(1−δ0,1+δ∞)0,0;R+ , for i = 1,2.
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rx  ry . If |y − x| 12 rx , then for 0 < rx < 1,
r1+α−δ0x
|∂x1x1G(x)− ∂x1x1G(y)|
|x − y|α  Cr
1+α−δ0
x
2∫
1
|g′(x2 + tx1)− g′(y2 + ty1)|
|x − y|α dt
 C‖g′‖(1−δ0,1+δ∞)0,0;R+ ,
and similarly for rx  1,
r1+α+δ∞x
|∂x1x1G(x)− ∂x1x1G(y)|
|x − y|α  C‖g
′‖(1−δ0,1+δ∞)0,0;R+ .
On the other hand, if |y − x| 12 rx , then 12 rx  ry  32 ry . Denoting xt = x2 + tx1, yt = y2 + ty1,
for 0 < rx < 1 we have
r1+α−δ0x
|∂x1x1G(x)− ∂x1x1G(y)|
|x − y|α  Cr
1+α−δ0
x
2∫
1
|g′(x2 + tx1)− g′(y2 + ty1)|
|x − y|α dt
 C‖g′‖(1−δ0,1+δ∞)0,α;R+ ,
and similarly for rx  1,
r1+α+δ∞x
|∂x1x1G(x)− ∂x1x1G(y)|
|x − y|α  C‖g
′‖(1−δ0,1+δ∞)0,α;R+ .
By using the same argument to ∂x1x2G and ∂x2x2G we obtain
‖G‖(−1−δ0,−1+δ∞)2,α;Ω  C‖g‖(−δ0,δ∞)1,α;R+ .
(2) If x2 = 0, we have I (x1,0) = h(x1), and then
sup
0<rx<1
r1−δ0x
∣∣I (x)∣∣ C.
For x2 = 0, let 0 <μ< 1 be a constant determined later. Then |x1 − tx2| μrx implies
−μrx + x1
x2
 t  μrx + x1
x2
,
and for |t | T , by using that 2|x1x2t | εx21 + 1ε t2x22 we have
(
x1
)2

( 1
ε
− 1)T 2 +μ2
2 .x2 1 − ε −μ
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(
x1
x2
)2
 4
(
T 2 + 1). (A.3)
Denote ±μrx+x1
x2
by T±μ and x1 − tx2 by xt , then
I (x) =
( T−μ∫
−∞
+
Tμ∫
T−μ
+
∞∫
Tμ
)
h(xt )η(t)dt
 I1 + I2 + I3.
Let us estimate the three terms separately. When 0 < rx < 1,
r1−δ0x
∣∣I1(x)∣∣ r1−δ0x
T−μ∫
−∞
‖h‖(1−δ0,1+δ∞)0,0;R (μrx)−(1−δ0)
∣∣η(t)∣∣dt
 C‖h‖(1−δ0,1+δ∞)0,0;R ,
and analogously
r1−δ0x
∣∣I3(x)∣∣ C‖h‖(1−δ0,1+δ∞)0,0;R .
As for I2, we notice that I2 ≡ 0 as ( x1x2 )2 > 4(T 2 + 1) because of (A.3). Meanwhile, (
x1
x2
)2 
4(T 2 + 1) implies x2  rx  C(T )x2, hence
r1−δ0x
∣∣I2(x)∣∣ r1−δ0x
μrx∫
−μrx
∣∣h(s)∣∣ · ∣∣∣∣η
(
x1 − s
x2
)∣∣∣∣d sx2
Cr1−δ0x
μrx∫
0
‖h‖(1−δ0,1+δ∞)0,0;R s−(1−δ0) d
s
x2
C‖h‖(1−δ0,1+δ∞)0,0;R .
Thus
sup
0<rx<1
r1−δ0x
∣∣I (x)∣∣ C‖h‖(1−δ0,1+δ∞)0,0;R .
Moreover, in view of supp h ⊂ [−R,R], a similar argument yields
sup rx
∣∣I (x)∣∣C‖h‖(1−δ0,1+δ∞)0,0;R .rx1
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the case |y − x| μ′rx with 0 <μ′ < 1 to be determined later,
r1+α−δ0x
|I (x)− I (y)|
|x − y|α  r
1+α−δ0
x
|I (x)| + |I (y)|
(μ′rx)α
 1
(μ′)α
(
r1−δ0x
∣∣I (x)∣∣+ r1−δ0y ∣∣I (y)∣∣)
 C(μ′)‖h‖(1−δ0,1+δ∞)0,0;R .
Otherwise, in the case 0 < |y − x| < μ′rx , we have |yt − xt | (1 + T )μ′rx for |t | T . Set μ′
satisfy (1 + T )μ′  μ/2, we have |yt |  |xt | + 12μrx . Therefore, for x2 = 0, xt is equal to x1,
then |x1|/2 |yt | 3|x1|/2, and
r1+α−δ0x
|I (x)− I (y)|
|x − y|α  C‖h‖
(1−δ0,1+δ∞)
0,α;R
can be easily obtained. And for x2 = 0, we again write I (x)− I (y) as a sum of three integrals
I (x)− I (y) =
( T−μ∫
−∞
+
Tμ∫
T−μ
+
∞∫
Tμ
)(
h(xt )− h(yt )
)
η(t)dt  J1 + J2 + J3.
By similar calculation as above we are led to
sup
0<rx,y<1
r1+α−δ0x,y
|I (x)− I (y)|
|x − y|α  C‖h‖
(1−δ0,1+δ∞)
0,α;R .
(3) Since η2 ∈ C∞c (R+) and supph ⊂ [−R,R], we also have H R2+. By using the calcula-
tion in point (2) with the fact J (0,0) = 0, ∂xi J (0,0) = 0 (i = 1,2), we can obtain
‖J‖(−1−δ0,−1+δ∞)2,α;R2+ C. 
Lemma A.2. Suppose f ∈ H(1−δ0,1+δ∞)0,α (R2 \ {0}), where 0 < α < δ0. Let
w(x) =
∫
R2
f (y)Γ (x − y)dy,
where Γ (x − y) = 12π ln |x − y|, and suppf ⊂ BR = {x ∈ R2 | rx < R}. Then w ∈ C1(R2) ∩
C2(R2 \ {0}), |Dw| = O(1/r) as r → ∞, and w(x) = f (x) for any x ∈R2 \ {0}.
Proof. Choose η ∈ C∞(R), satisfying 0  η  1, 0  η′  2 and η(t) = 0 for t  1, η(t) = 1
for t  2.
132 S. Chen, B. Fang / J. Differential Equations 233 (2007) 105–135For 0 < ε < 1/2, let ηε = η( |x−y|ε )
wε(x) =
∫
R2
Γ (x − y) · ηεf (y)dy,
In view of suppf ⊂ BR we have wε ∈ C1(R2) and
Dxwε(x) =
∫
R2
Dx(Γ ηε)f (y)dy.
Then the routine calculation implies w ∈ C1(R2)
∂xiw = v =
∫
R2
∂xiΓ (x − y)f (y)dy.
And since f has compact support, it is easily verified that |Dw| = O(1/r) as r → ∞.
Next, we show that w ∈ C2(R2 \ {0}). Let
w0(x) =
{∫
BR
(∂xixj Γ )f (y)dy if x ∈ Bc2R ,∫
B4R
(∂xixj Γ )(f (y)− f (x))dy − f (x)
∫
∂B4R
(∂xi Γ )νj (y)ds if x ∈ B2R \ {0}.
Obviously, w0 ∈ C(R2 \ {0}) because of suppf ⊂ BR . Now let
vε(x) =
∫
R2
∂xiΓ · ηεf (y)dy,
then vε ∈ C1(R2), and
∂xj vε(x) =
∫
R2
∂xj (∂xi Γ · ηε)f (y)dy, if x ∈ Bc2R,
∂xj vε(x) =
∫
B4R
∂xj (∂xi Γ · ηε)
(
f (y)− f (x))dy
− f (x)
∫
∂B4R
ηε∂xiΓ · νj ds, if x ∈ B2R \ {0}.
Thus for x ∈ Bc2R ,
∣∣w0(x)− ∂xj vε(x)∣∣=
∣∣∣∣
∫ {
(1 − ηε)∂xixj Γ + ∂xiΓ · ∂xj ηε
}
f (y)dy
∣∣∣∣= 0.
BR∩B2ε(x)
S. Chen, B. Fang / J. Differential Equations 233 (2007) 105–135 133And for x ∈ B2R \ {0}, since B2ε(x) ∩ {|y|  |x|/2} = ∅ implies |x|2 + 2 > 2, and hence x ∈
B4(0), then
∫
B2ε(x)∩{|y||x|}
|y|−(1+α−δ0)
(
1
|x − y|2−α +
2
ε|x − y|1−α
)
dy

∫
B2ε(x)∩{|y||x|/2}
|y|−(1+α−δ0)
{(
2
|x|
)2−α
+ 2
ε
(
2
|x|
)1−α}
dy
+
∫
B2ε(x)∩{|x|/2<|y||x|}
( |x|
2
)−(1+α−δ0)( 1
|x − y|2−α +
2
ε|x − y|1−α
)
dy

{(
2
|x|
)2−α
+ 2
ε
(
2
|x|
)1−α} ∫
B4ε(0)
|y|−(1+α−δ0) dy
+
( |x|
2
)−(1+α−δ0) ∫
B2ε(x)
(
1
|x − y|2−α +
2
ε|x − y|1−α
)
dy
 2πC(x,α, δ0)
(
ε + εα).
Hence,
∣∣w0(x)− ∂xj vε(x)∣∣
=
∣∣∣∣
∫
B2ε(x)
∂xj
(
(1 − ηε)∂xi Γ
)(
f (y)− f (x))dy∣∣∣∣

‖f ‖(1−δ0,1+δ∞)0,α;R2\{0}
2π
{ ∫
B2ε(x)∩{|y||x|}
|y|−(1+α−δ0)
(
1
|x − y|2−α +
2
ε|x − y|1−α
)
dy
+ |x|−(1+α−δ0)
∫
B2ε(x)∩{|y|>|x|}
(
1
|x − y|2−α +
2
ε|x − y|1−α
)
dy
}
 C(x,α, δ0)‖f ‖(1−δ0,1+δ∞)0,α;R2\{0}
(
ε + εα).
Therefore, ∂xj vε converges uniformly in any compact subset of R2 \ {0}. This implies w ∈
C2(R2 \ {0}) immediately. In addition, we easily have w(x) = f (x) for any x ∈R2 \ {0}. 
Lemma A.3. Suppose f ∈ H(1−δ0,1+δ∞)0,α (Ω), gi ∈ H(−δ0,δ∞)1,α (Σi) (i = 1,2) and suppf ⊂ BR ,
suppgi ⊂ [0,R] (i = 1,2), then there exists a solution u ∈ C1(Ω) ∩ C2(Ω \ {0}) of the prob-
lem (A.1), moreover, |Du| = O(1/r) as r → ∞.
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G1(x1, x2) = x1
∞∫
0
g1(x2 + tx1)η(t)dt (A.4)
and for any (x1, x2) ∈ Ω . By Lemma A.1(1) we know suppG1  Ω , and G1 ∈
H
(−1−δ0,−1+δ∞)
2,α (Ω).
Let u1 = u−G1, then⎧⎪⎪⎨
⎪⎪⎩
u1 = f −G1  f1 in Ω ,
∂x1u1 = 0 on Σ1,
∂x2u1 = g2 − ∂x2G1(x1,0) g˜2 on Σ2,
u1(0,0) = 0.
(A.5)
Making even extension with respect to x2-axis for u1 and the corresponding data in the above
problem, we obtain ⎧⎪⎨
⎪⎩
u∗1 = f ∗1 in R2+,
∂x2u1 = g˜∗2 on Σ∗2 ,
u∗1(0,0) = 0,
(A.6)
where the superindex ∗ denote the extension. Again, for any (x1, x2) ∈R2+ \ {0}, let
G2(x1, x2) = x2η2(x2)
∞∫
−∞
g˜∗2(x1 − tx2)η1(t)dt,
where η1, η2 satisfy the hypotheses in Lemma A.1(3), then suppG2  R2+, and G1 ∈
H
(−1−δ0,−1+δ∞)
2,α (R
2+).
Let u2 = u∗1 −G2, and an another even extension with respect to x1-axis yields{
u∗2 = f ∗2  (f ∗1 −G2)∗ in R2+,
u∗2(0,0) = 0.
(A.7)
By virtue of Lemma A.1 we know f ∗2 ∈ H(1−δ0,1+δ∞)0,min(α,δ0/2) (R2 \ {0}). Hence the conclusion of
Lemma A.2 gives the solution
u∗2(x)
1
2π
∫
R2
f (y) ln |x − y|dy − 1
2π
∫
R2
f (y) ln |y|dy
of the problem (A.7), u∗2 ∈ C1(R2)∩C2(R2 \ {0}), and |Du∗2| = O(1/r) as r → ∞. Then
u = u∗2
∣∣
Ω
+G1 +G2|Ω (A.8)
is a solution of the problem (A.1), u ∈ C1(Ω)∩C2(Ω \ {0}) and |Du| = O(1/r) as r → ∞. 
S. Chen, B. Fang / J. Differential Equations 233 (2007) 105–135 135Remark 5.1. The uniqueness of the solution to (A.1) is given by the estimate (4.18). We empha-
size that the condition on the boundedness of Du at infinity is necessary. Otherwise, we could not
have uniqueness. For instance, if Ω = {x1 > 0, x2 > 0}, Σ1 = {x1 = 0} and Σ2 = {x2 = 0}, then
the function u = x21 −x22 satisfies homogeneous equation and homogeneous boundary conditions
in (A.1) except the boundedness of Du, but it is not trivial.
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