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Introduction
Conceptual rainfall-runoff (CRR) models simulate the physical processes that comprise the land phase of the hydrologic cycle. The rainfall-runoff transformation is modeled by a set of transfer functions that links several interconnected conceptual water stores. In most instances, estimates for the model parameters must be obtained by fitting computed to observed hydrographs as direct physical measurement is impossible. plication of a deterministic hill-climbing algorithm starting at any point in the subregion will lead to convergence at that minimum); (2) minor local optima, where there are small pits in the response surface (the map of the objective function in the parameter space) within each region of attraction; (3) roughness, when the response surface contains points with discontinuous derivatives; (4) sensitivity, where there is poor and varying model sensitivity to the parameters in the vicinity of an optimum and nonlinear interaction between parameters; and (5) shape, when the response surface is nonconvex and contains long curved ridges.
Deterministic algorithms such as the simplex method of Nelder and Mead [1965] require manual intervention during the initialization and calibration stages to overcome these problems. This requires a good knowledge of the characteristics of the CRR model [Gan and Biftu, 1996 ]. These problems have led to the use and refinement of probabilistic search algorithms that reduce the need for manual intervention during parameter estimation. These methods can almost guarantee asymptotic convergence to the global optimum as the number of sample points in the parameter space increases [Corana et al., 1987; Dekkers and Aarts, 1991] .
This study compares the performances of two promising probabilistic optimization algorithms on the basis of their robustness and efficiency: the shuffled complex evolution algorithm (SCE-UA) ofDuan et al. [1992, 1994] The SCE-UA algorithm of Duan e! al. [1992, 1994] is designed to deal with the peculiarities of parameter estimation in CRR models. SCE-UA is based on four main concepts: (1) a combination of deterministic and probabilistic approaches; (2) systematic evolution of a "complex" of points spanning the parameter space, in the direction of global improvement; (3) competitive evolution; and (4) complex shuffling. These four features represent a synthesis of the best features of several methods [Gan and Bifiu, 1996] .
Initially a random set of points (a "population") is sampled from the parameter space and partitioned into a number of complexes. Each of these complexes is then allowed to evolve using competitive evolution techniques that are based largely on the simplex method. At periodic stages in the evolution, the entire set of points is shuffled and reassigned to new complexes to enable information sharing. As the search progresses, the entire population should move toward the neighborhood of the global optimum, provided the initial population size is sufficiently large.
The combination of competitive evolution and complex shuffling ensures that the information on the parameter space gained by each of the individual complexes is shared throughout the entire population. This results in a robust optimization algorithm that conducts an efficient search of the parameter space.
Probabilistic Optimization Algorithms

Simulated-Annealing Algorithm (SA-SX)
SA-SX is a three-phase algorithm that combines simulated annealing with the simplex method of Nelder and Mead [1965] . Simulated annealing was originally proposed by Kirkpatrick et al. [1983] as method for minimizing multivariate functions. SA-SX conducts a thorough exploration of the parameter space by randomly perturbing the objective function values at the simplex vertices, thereby enabling the acceptance of uphill steps on the response surface as well as downhill steps. The magnitude of the random perturbation and therefore the probability of accepting an uphill step is determined by a control parameter, T (analogous to temperature in physical annealing processes). An annealing schedule controls the rate of decrement of T. By using a stochastic step acceptance criterion it is possible to escape from local minima when searching for a candidate global optimum. In the course of the optimization process T is decreased slowly, causing a gradual reduction in the probability of accepting an uphill move.
During the first phase, starting values for the simplex are
Comparison Issues
The performance of an optimization algorithm can be measured by its robustness and efficiency. Here robustness is interpreted as the probability of finding the same (and hopefully global) optimum from a series of independent trials. Efficiency is determined by the number of function evaluations (model runs per optimization trial) required by the algorithm to satisfy prescribed convergence criteria. It is important when undertaking a comparison that the basis be fair and equitable.
SCE-UA and SA-SX have a number of algorithmic parameters that must be tuned to ensure optimal robustness and efficiency. Duan et al. [1994] report recommended values for the SCE-UA algorithmic parameters, the most important being the number of complexes that must be set according to the number of fitted parameters. The recommended values are used in this study. For the SA-SX algorithm it is important to choose an annealing schedule that enables the algorithm to make a broad search of the parameter space by accepting a large number of uphill steps but not so large as to produce a totally random walk. The annealing schedules reported by Sumner et al. [1997] were used for the model and data sets at hand.
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The selection of convergence criteria also affects the fairness of the comparison. SA-SX uses two criteria that must be satisfied simultaneously: where i denotes the iteration number and "tot" is some spec-
ified small value (generally 1 x 10-6). Thus criterion (3) is not as strict as criteria (1) and (2).
It would be ideal to use the same convergence criteria for both algorithms. However, this presents some problems. Application of criteria (1) and (2) to SCE-UA is not practical. SA-SX has only one simplex whereas SCE-UA has a number of complexes, and to run SCE-UA until all complexes have reached a single optimum would greatly increase the number of function evaluations required and compromise the efficiency of the algorithm. Application of criterion (3) to SA-SX may cause the algorithm to stop prematurely during its second phase. Consequently, the comparison is based on the results obtained with the convergence criteria that provide the best performance for each algorithm as well as the results obtained from an exchange of convergence criteria.
Five hundred independent trials were used to compare the performances of the algorithms. Empirical quantite plots of the S (0) values and the number of function evaluations required for convergence were used to assess robustness and efficiency.
3.
Modified SFB Model
The CRR model used in this study is the modified SFB model described by Sumner et al. [1997] . This model, and the original SFB model developed by Boughton [1984] , have been applied to many Australian catchments [e.g., Nathan and Mc- 
Model Calibration
The study catchments were chosen to gauge the performance of the SCE-UA and SA-SX algorithms when different characteristics within the model structure are forced to varying degrees. A warm-up period of 3 months was used to minimize the effects of the initial store contents on the parameter estimates. The objective function used is defined by 
Summary and Conclusions
This paper has compared the robustness and efficiency of two probabilistic optimization algorithms (SA-SX and SCE-UA) using the same conceptual rainfall-runoff (CRR) model, the same data sets, and the same objective function. Two levels of parameterization were considered: subsets of the CRR model parameters that were deemed to be parsimonious in a previous study and the entire parameter set. The differences between the performances of the algorithms for the study catchments (Scott Creek and Allyn River) and the chosen parameterization levels are striking. The Allyn River catchment has a higher runoff yield, and the initial level of parameterization of the CRR model was lower than that for the Scott Creek. For calibration to the reduced parameter set, both algorithms had a similar level of robustness for the Allyn River case, but the efficiency of SCE-UA was more than six times that of SA-SX. However, for the Scott Creek case SCE-UA was almost twice as robust as SA-SX even though it had a similar efficiency.
When calibrating the full parameter set, the robustness of SA-SX deteriorated markedly relative to that of SCE-UA. This may be because the annealing schedule was not tuned for the larger parameter set. 
