Reinforcement learning is a promising approach to learning control policies for performing complex multi-agent robotics tasks. However, a policy learned in simulation often fails to guarantee even simple safety properties such as obstacle avoidance. To ensure safety, we propose multi-agent model predictive shielding (MAMPS), an algorithm that provably guarantees safety for an arbitrary learned policy. In particular, it operates by using the learned policy as often as possible, but instead uses a backup policy in cases where it cannot guarantee the safety of the learned policy. Using a multi-agent simulation environment, we show how MAMPS can achieve good performance while ensuring safety.
I. INTRODUCTION
Reinforcement learning [1] , [2] has been shown to be a promising technique for learning control policies for complex robotics tasks ranging from autonomous vehicles [3] to home service robots [4] , or to "compress" an expensive model predictive controller (MPC) into a much faster neural network policy [5] . A major challenge in using reinforcement learning is safety [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] -control policies learned using reinforcement learning typically do not provide any safety guarantees, even when the safety property is explicitly considered by the learning algorithm.
As a consequence, there has been much interested in algorithms that provide safety guarantees for a learned control policyπ. We are interested in the setting whereπ is learned in simulation, and we want to ensure safety after it is deployed on a robot (assuming that our model of the dynamics is correct). One approach is to formally prove that π is safe [14] , [15] , [16] . An alternative approach, called shielding, is to synthesize a backup controller π backup that is guaranteed to be safe on some subset of states, which we call recoverable states [6] , [7] , [12] , [17] , [18] . Then, the shield policy π shield uses π backup wheneverπ would bring the robot to an irrecoverable state on the next step; otherwise it usesπ.
A key challenge with existing approaches is that they rely on verifying eitherπ or π backup , which typically does not scale to high-dimensional systems. For systems with obstacles in the environment or other agents that must be encoded in the state, verifying safety quickly becomes intractable.
A promising alternative is model predictive shielding (MPS) [17] , [18] , [19] , which performs shielding on-thefly instead of ahead-of-time. The intuition is that checking whether a single state is recoverable (i.e., the next one) obastani@seas.upenn.edu On step t, the current state of the multi-agent system is xt. The red solid box shows the entire MAMPS control policy is π shield module. There are three basic components in MAMPS: the "current policy" π b , the closed-loop dynamics f (π) (x), and the subroutine IsRecoverable (shorted to IsRec). The current policy is a combination of learned policies and recovery policies for different agents. First, MAMPS initializes π b toπ for each agent. Then, it iteratively determines whether using π b transitions the system to a recoverable state x . If not, then it switches agents that were unsafe to πrec (the blue line). Once it has found b such that f (π b ) (x) is recoverable, it can safely output action π b (xt) (the green line). The red dashed box shows the internal simulation used by MAMPS to check recoverability; note that all dynamics applications in this box are according to a simulation run by the MAMPS algorithm, not according to the true dynamics. The true dynamics are only applied once π shield returns an action π b (xt).
is much more efficient, even on-the-fly, than exhaustively checking recoverability for all states ahead-of-time. In particular, to check whether a given state is recoverable, MPS simply simulates the closed-loop dynamics (assumed to be deterministic) with π backup and checks whether it is safe. While we focus on deterministic dynamics, there has been recent work extending MPS to stochastic dynamics [19] .
In this paper, we study the safety problem for multiagent systems [20] , [21] . In this setting, approaches to safety have been proposed based on restricting the velocities of the agents [22] , [23] , [24] ; however, these approaches only apply to systems that are holonomic [23] , [24] or approximately holonomic [22] . Instead, we propose an approach based on MPS, which applies to general robot dynamics. We can in principle treat the multi-agent system as a high-dimensional single-agent system, and then apply MPS to ensure safety. However, this approach can achieve very suboptimal results since even if a single robot is about to be irrecoverable, then the shield uses π backup for every single robot in the system.
We propose an approach, called multi-agent model predictive shielding (MAMPS), summarized in Fig. 1 , which avoids this problem by incrementally switching each agent from usingπ to using π backup . The iterative process is needed since switching one agent to using π backup can cause other agents to subsequently become unsafe. The general workflow is shown in Fig. 1 . We prove that this modification preserves the key safety guarantees provided by shielding-i.e., if the system starts in a recoverable state, then using π shield keeps the system safe over an infinite horizon.
Contributions. Our key contributions are: (i) the multiagent model predictive shielding (MAMPS) algorithm for ensuring safety of a learned policy (Section II & III), (ii) a theoretical guarantee regarding the safety of this algorithm (Section III), and (iii) an experimental evaluation demonstrating how this algorithm outperforms the standard MPS algorithm in the multi-agent setting (Section IV).
II. PROBLEM FORMULATION
In this section, we formulate the problem of shielding a learned policy to ensure safety.
Dynamical system. We consider a deterministic, discrete time dynamical system with continuous states x ∈ X ⊆ R n X , continuous action u i ∈ U i ⊆ R n U (for each agent i ∈ [N ] = {1, 2, ..., N }), dynamics f : X ×U 1 ×· · · ×U N → X , and probability distribution d 0 over initial states. We assume that x ∈ X encodes the state of all the agents as well as goals and obstacles in the environment.
As a running example, consider a system of nonholonomic robots with acceleration control and steering control-i.e., each robot i ∈ [N ] has state
is the position of the robot in R 2 , v i is its velocity, θ i is its heading, a i is its acceleration, and δ i is its steering angle. In addition, we consider N goals with positions g i = (g i , h i ) ∈ R 2 for each i ∈ [N ], as well as M obstacles with positions
. The goal is for agent i to reach goal i. Together, the multi-agent state is x = (x 1 , ..., x N , g 1 , ..., g N , z 1 , ..., z N ).
Control policy. Given a vector of control policies π = (π 1 , ..., π N ), where π i : X → U i for each i ∈ [N ], we use f (π) (x, u) = f (x, π 1 (x), ..., π N (x)) to denote the closedloop dynamics. An infinite-horizon trajectory generated using π from initial state x 0 ∈ X is the sequence ζ = (x 0 , x 1 , ...), where x t+1 = f (π) (x t ). Similarly, given a finite horizon T ∈ N, a finite-horizon trajectory generated using π from initial state x 0 ∈ X is the sequence ζ = (x 0 , x 1 , ..., x T −1 ).
Safe states. We assume given sets X safe ⊆ X indicating that agent i ∈ [N ] is safe. Then, the system as a whole is safe if every agent is safe-i.e.,
The goal is to ensure that the system never transitions to an unsafe state x ∈ X safe . Given a trajectory ζ = (x 0 , x 1 , ...) we say ζ is safe if x t ∈ X safe for all t ≥ 0.
In our example, an agent i ∈ [N ] is safe if it has not collided with an obstacle or any other robots. In particular, we have x ∈ X i safe if it satisfies the following constraints:
where r robot is the robot radius, r obstacle is the obstacle radius, m is a safety margin, and d is the Euclidean distance. As a consequence, the overall system is safe if the above constraints are satisifed for all i ∈ [N ].
Stable controller and stable states. To ensure safety for an infinite horizon, we assume that we are given a control policy π stable and a subset X stable ⊆ X safe of states such that using π stable guarantees safety indefinitely. In particular, we assume given sets X i stable ⊆ X i safe indicating that agent i ∈ [N ] is stable. Then, the system as a whole is stable if every agent is stable-i.e.,
Our key assumption is that for any x ∈ X stable , the trajectory ζ generated using π stable from initial state x 0 = x is safe. In our running example, we have x ∈ X i stable if v i = 0 and x ∈ X safe -i.e., agent i is at rest and the overall system is safe. Furthermore, the backup control policy is π i (x) = (0, 0)-i.e., the steering angle and acceleration are both zero. As a consequence, we have x ∈ X stable if v i = 0 for every agent i ∈ [N ] and furthermore x ∈ X safe . In other words, in a stable state, all agents are at rest, and the backup control policy keeps them at rest.
Reward. We consider a reward function r : X × U → R that we seek to maximize. Then, given a finite time horizon T , initial states X and an initial state distribution d 0 , our goal is to find a policyπ that maximizes
where x t+1 = f (π) (x t , u t ) and u t = π(x t ). In our example, the reward might be to minimize the distance of each robot to a goal state:
where g i ∈ R 2 is a goal state. 1 The rewards can also encode soft constraints that encourage the robot to remain in X safe .
Learned policy. We assume given a vector of policieŝ π = (π 1 , ...,π N ), where each policy can be arbitrary. For example,π can be learned using the multi-agent deep deterministic policy gradient algorithm (MADDPG) [25] , [26] .
Shielding problem. A policy π is safe if for any trajectory ζ = (x 0 , x 1 , ...) starting from x 0 ∈ X stable , ζ is safe. 2 
if η rec = (true, ..., true) then 5:
end for 10:
end for
8:
x ← f (πbackup) (x) 9: end for 10: return η rec our goal is to construct a vector of control policies π shield that is safe. To try and maximize reward, our construction of π shield leveragesπ-in particular, it tries to maximize the number of states x ∈ X for which π shield (x) =π(x).
III. MULTI-AGENT MODEL PREDICTIVE SHIELDING
We propose an extension of the model-predictive shielding (MPS) algorithm to the setting of multi-agent systems, which we call multi-agent model predictive shielding (MAMPS).
Background on MPS. Recall that π stable can guarantee safety for an infinite horizon starting from any stable state x ∈ X stable . Thus, we can use the shielding approach using π stable . In particular, suppose we start at a state x ∈ X stable . To decide whether to useπ or π stable , we check if x = f (π) (x) ∈ X stable . If so, then it is safe to useπ(x), since π stable is guaranteed to be safe starting from x , so we can continue to guarantee safety. Otherwise, we use π stable (x) (which is guaranteed to be safe).
Constructing a stable controller π stable along with stable states X stable that is large can be a challenging problem. In our example, the proposed set of stable states (i.e., states where all robots are at rest) has zero volume in the state space. Thus, using shielding with π stable as the backup policy will result in poor performance; indeed, in our example, the robots will Comparison of MAMPS to the naïve approach. Image 1 is the initial state. In this state, the middle agent will collide with the obstacle if it uses the learned policyπ. The naïve approach treats the system as a singleagent system and uses MPS [18] . In this approach, all agents will switch to using the recovery policy πrec (Image 2). In contrast, when MAMPS iteratively checks whether successively more conservative configurations can transition the system to a recoverable state. In this example, MAMPS first switches the middle agent to using the recovery policy (Image 3). However, this change causes a new problem-the middle agent will now collide with the right-most agent. Thus, in the second iteration, MAMPS switches the right-most agent to using the recovery policy (Image 4). This choice transitions the system to a recoverable state, so MAMPS returns these actions. In this example, MAMPS allows the left-most agent to use the learned policy, whereas the naïve approach switches it to the recovery policy. Thus, MAMPS can achieve a significantly higher reward. never be able to move. The idea behind MPS is to expand the set of states for which we can guarantee safety for an infinite horizon by using a recovery policy π rec to try and transition the system to a state x ∈ X stable . More precisely, given a state x, suppose that there exists T such that the finite-horizon trajectory ζ = (x 0 , x 1 , ..., x T −1 ) generated using π rec from x 0 = x is safe and reaches X stable (i.e., x T −1 ∈ X stable ). Then, we can guarantee safety starting from x by first using π rec for T − steps, and then using π stable afterwards; we call such a state x recoverable, since it can be recovered to a stable state using π rec . Thus, using this combination of π rec and π stable as the backup policy substantially expands the set of states where we can useπ.
We can in principle apply this approach to multi-agent systems (with centralized control), where we treat the system as a single high-dimensional system. However, this approach can work poorly-if even a single agent needs to switch to the recovery policy, then every agent must be switched to using the recovery policy. In contrast, our proposed algorithm, multi-agent MPS (MAMPS), considers different choices of policy for different robots. For example, Fig. 2 shows an instance where the naïve approach of treating the system as a single-agent system and using MPS causes all the agents to switch to the recovery policy, whereas our MAMPS algorithm avoids this failure.
Recovery policy. As with MPS, our approach uses a recovery policy π rec = (π 1 rec , ..., π N rec ) that tries to transition the system from any state x ∈ X to a stable state x ∈ X stable . This policy can be manually specified or learned using reinforcement learning methods. Likeπ, our algorithm works with any choice of recovery policies. In our example, we can use the policy π i rec that decelerates the agent as fast as possible until it reaches a stop. Once all robots come to a stop (assuming no robot hits an obstacle or another robot), then the system is in a stable state.
Backup policy. The backup policy π backup is a combination of the recovery policy and the stable policy. In particular, for agent i ∈ [N ], it uses π i stable if agent i is stable (i.e., x ∈ X i stable ), and uses π i rec otherwise:
Recoverable states. Specific to the multi-agent setting, we can decompose the notion of recoverability and define recoverability for an individual agent. In particular, a state x ∈ X is recoverable for agent i ∈ [N ], denoted x ∈ X i rec , if there exists T such that the finite-horizon trajectory ζ = (x 0 , x 1 , ..., x T −1 ) generated from x 0 = x using π backup is (i) safe for agent i (i.e., x t ∈ X i safe for all t ∈ {0, 1, ..., T − 1}), and (ii) reaches a stable state for agent i (i.e., x T −1 ∈ X i stable ). Then, the set of recoverable states is
We say a state x ∈ X rec is recoverable. It is easy to see that if x is recoverable, then there exists T ≤ T max such that the finite-horizon trajectory ζ = (x 0 , x 1 , ..., x T −1 ) generated from x 0 = x using π backup is (i) safe (i.e., x t ∈ X safe for all t ∈ {0, 1, ..., T − 1}), and (ii) reaches a stable state (i.e., x T −1 ∈ X stable ). In this definition, T max ∈ N is a hyperparameter that bounds the length of the trajectory we need to check if recoverability holds, making it feasible to check recoverability in simulation.
In particular, we can check whether a state is recoverable (either for an individual agent or for overall) by simulating π backup . This check concludes that x is recoverable if and only if x is actually recoverable, then x is guaranteed to be recoverable. Algorithm 2 performs this check, and returns a vector ρ = (ρ 1 , ..., ρ N ) ∈ {0, 1} N , where ρ i ∈ {0, 1} indicates whether x ∈ X i rec (ρ i = 1) or not (ρ i = 0). Multi-agent model predictive shielding. Our algorithm, multi-agent model predictive shielding (MAMPS), 3 chooses whether to use the learned policyπ i or the recovery policy π i rec for each agent i ∈ [N ]. In contrast to the MPS approach described above, which either usesπ i for every agent i or uses π i rec for every agent i, MAMPS considers different choices of learned policy or recovery policy for different agents. We represent the possible choices by a configuration b = (b 1 , ..., b N ) ∈ B = {0, 1} N . In particular, b i ∈ {0, 1} indicates whether to useπ i (b i = 1) or π i rec (b i = 0). For any b ∈ B, we use π b to denote the corresponding combination of policies for each agent-i.e.,
Our key insight is that we can use π b for any configuration b ∈ B as long as f (π b ) (x) ∈ X rec . Since we can check recoverability of any state x using simulation, we can simply enumerate over all configurations b ∈ B to find one that satisfies this condition. If there are multiple choices of b, then we want to choose the one that maximizes b 1 -i.e., the one that maximizes the number of agentsπ using their learned control policy. Thus, we want to compute
where I is the indicator function (taking values in {0, 1}).
For systems with many agents, iterating over all combinations b ∈ B can become very expensive, since |B| = 2 N is exponential in the number of agents. Especially for systems with limited computational resources, computing b * can be intractable. Thus, MAMPS instead solves (1) approximately using a greedy iterative search strategy. In particular, MAMPS starts off by considering the best possible candidate configuration b = (1, 1, ..., 1)-i.e., every agent uses the learned policy. Then, it checks whether f (π b ) ∈ X rec . If so, then we can use π b . Otherwise, there are agents for which x is irrecoverable-i.e.,
For agents i ∈ I, MAMPS switches to using the backup policy-i.e., b i = 0. Note that switching an agent from b i = 1 to b i = 0 may cause a different agent that was previously recoverable to become irrecoverable. As an example, the illustration of the MAMPS policy in Fig. 2 shows a case where switching one agent causes another to become irrecoverable. Thus, we have to again check for additional agents that have become irrecoverable. We iteratively perform this process until we find a configuration b such that f (π b ) (x) ∈ X rec . Thus, we know that f (πbackup) (x) ∈ X rec , so we can safely use π b .
The full MAMPS algorithm is shown in Algorithm 1. For convenience, when representing b, this algorithm uses true instead of 1, and false instead of 0. One subtlety is that while b 1 is monotonically decreasing in this algorithm, but it nevertheless get "stuck" at some point b that is not guaranteed to be safe, but there are also no agents switching from b i = 1 to b i = 0. Thus, the algorithm includes a check to see whether b converges. In this case, it sets b = (0, ..., 0), Fig. 3 . Training curves for the MADDPG algorithm. We show the cases of 3 agents (left) and 4 agents (right). so π b = π backup is guaranteed to be safe. We have the following guarantee (proved in Appendix V-A): Theorem 1: The MAMPS policy π MAMPS is safe.
IV. EXPERIMENTS
In our experiments, we aim to answer the following research questions:
• How does MAMPS compare to using the learned policy without any shield (in terms of reward and safety)? • How does MAMPS compare to the naïve shield (i.e., treat the system as a single-agent system and use MPS)? • How does the performance of MAMPS vary with respect to the number of agents or obstacles?
All experiments are performed on a server with an Intel Xeon Gold 6148 CPU an Nvidia RTX 2080 GPUs.
A. Setup
We perform our experiments using the multi-agent particle environment [26] . This environment consists of a multi-agent system in which a set of N agents is trying to reach a set of N goals. In our setup, each agent is assigned a specific goal that they are trying to reach. There is also a collection of M obstacles that the agents must avoid; in addition, the agents must avoid colliding with one another.
The learned policyπ is trained using multi-agent deep deterministic policy gradients (MADDPG) [25] , which uses decentralized actors and a centralized critic. Our reward function is
where the reward for approaching goals is
the bonus reward for arriving at a goal is 4
the penalty for collisions is For the recovery policy π rec , we use the policy that applies the maximum possible acceleration to decrease the robot's velocity (i.e., apply the brakes as hard as possible). Note that if the robot uses recovery policy while it is at rest (v = 0), then it will stay in the same state. Better choices may be possible, but we find that this simple choice is very effective.
B. Results
In Fig. 3 , we show learning curves for the MADDPG algorithm. As can be seen, it successfully learns how to control each system. In Fig. 4 , we compare our approach, MADDPG with MAMPS (MADDPG+MAMPS), with two baselines: (i) using just the learned policy (MADDPG), and (ii) using MADDPG with the naïve shield (MAD-DPG+Naïve). For completeness, we have show the naïve algorithm in Appendix V-C Our results are averaged over 500 episodes. We compare two metrics: probability of safety (left) and probability of reaching the goal (right). For safety, we measure the fraction of the agent/episodes pairs for which Fig. 4 . Probability of safety (left) and probability of reaching the goal (right) for multi-agent systems. Here, "3A3O", "3A4O", "4A3O", and "4A4O" represent "3 agents and 3 obstacles", "3 agents and 4 obstacles", "4 agents and 3 obstacles", and "4 agents and 4 obstacles", respectively. safety is ensured for the entire duration of the episode-i.e.,
where K = 500 is the number of episodes, δ safe ij ∈ {0, 1} indicates whether agent j is safe during the entirety of episode i (i.e., x i t ∈ X i safe ). For reaching the goal, we count the fraction of agent/episode pairs for which the agent reaches the goal at any point during the episode-i.e.,
where δ goal ij ∈ {0, 1} indicates whether agent j reaches its goal at any point in episode i.
Ensuring safety. Note that MADDPG alone performs quite poorly in terms of safety-it can guarantee safety less than 50% of the time when there are 4 agents and 4 obstacles. The poor performance in terms of safety happens even though MADDPG includes a penalty for collisions. The difficulty is that there are a huge number of possible configurations of the state space, and it is not possible to ensure that MADDPG trains the neural network to account for all of them. As expected, for MADDPG, the probability of safety decreases as there are more agents or more obstacles. Finally, both MADDPG+MAMPS and MADDPG+Naïve guarantee the safety of multi-agent for all agents in all episodes.
Reaching goals. As expected, MADDPG+MAMPS achieves its goals less frequently than MADDPG since MADDPG is allowed to have unsafe collisions without affecting this metric. More interestingly, MADDPG+MAMPS substantially outperforms MADDPG+Naïve in terms of performance, often by an order of magnitude. Furthermore, the performance of MADDPG+MAMPS is quite close to the performance of MADDPG alone in settings where there are 3 agents. The relative performance degrades substantially when there are 4 agents, likely because agent-agent collisions increase significantly, which causes agents to use the recovery policy, and therefore fail to reach their goals.
Discussion. Overall, these results demonstrate the substantial promise of the MAMPS approach. In some settings, it is able to guarantee safety without sacrificing very much performance. There is inevitably some tradeoff between safety and good performance. Nevertheless, we believe that there is much potential to improve MAMPS and reduce how much performance must be sacrificed to ensure safety.
V. CONCLUSION
We have proposed a novel algorithm, MAMPS, for ensuring the safety of a learned control policy for multi-agent systems. Our algorithm comes with strong theoretical guarantees on safety. Furthermore, our experimental results show how MAMPS can ensure safety without sacrificing much performance, and that MAMPS can substantially outperform a naïve approach. There is much room for future work-e.g., allowing for partially observed environments and closing the gap in performance between MAMPS and the learned policy.
APPENDIX

A. Proof of Theorem 1
Note that to prove the theorem statement, it suffices to prove that x ∈ X rec , then f (πshield) (x) ∈ X rec as well. In particular, by induction, this claim implies that a trajectory (x 0 , x 1 , ...) generated using π shield from initial state x 0 ∈ X rec satisfies x t ∈ X rec for all t ≥ 0. Furthermore, by definition we have X stable ⊆ X rec ⊆ X safe . Thus, a trajectory (x 0 , x 1 , ...) generated using π shield starting from x 0 ∈ X stable satisfies x(t) ∈ X safe -i.e., π shield is safe.
Next, we prove the remaining claim. Consider the action u = π b (x) returned by Algorithm 1. Since Algorithm 1 checks that x = f (π b ) (x) ∈ X rec , we are guaranteed that
