By providing a range of values rather than a point estimate, accurate interval forecasting is critical to the success of investment decisions in exchange rate markets. This work proposes a slidingwindow metaheuristic optimization for interval-valued time series forecasting using multi-output least squares support vector regression (MLSSVR). The hyperparameters in MLSSVR are finetuned using an accelerated particle swarm optimization algorithm to yield the best predictions and fastest convergence. The proposed system has a graphical user interface that is developed in a computing environment and functions as a stand-alone application. The system is validated using stock prices as well as exchange rates and outputs are compared with published results. Finally, the proposed interval time series prediction method is tested in two case studies; one involves the daily Australian dollar and Japanese yen rates (AUD/JPY) and the other involves US dollar and Canadian dollar rates (USD/CAD). The proposed model is promising for interval time series forecasting.
I. INTRODUCTION
The foreign exchange (forex) market is a global financial market for trading currencies. Exchange rates, which are the major component of the forex market, strongly affect international trade, investment decisions, the risk management of companies, and the balance of payments of an economy [1] . As in other financial markets, the most important factor for success in forex trading is the ability to predict accurately market fluctuations. The instability and wild variations of exchange rates in the forex market represent probably the greatest challenges for the capital investment industry.
Forecasting exchange rates is an important topic for many speculators and financial consultants. Accurate exchange rate forecasting provides a basis for making decisions about financial investments. Based on the assumption that realworld observations and estimates do not suffice for accurately representing real data, Moore and Yang (1959) [2] The associate editor coordinating the review of this manuscript and approving it for publication was An-An Liu .
proposed interval analysis as a tool for automatically controlling errors in finite calculations that arise from input errors and calculation errors that arise from numerical approximations. The prediction of asset, stock indexes, and exchange rates in financial markets is the basis for portfolio management [3] but it may not suffice when singlevalued financial time series are observed at each time period [4] .
According to Göçken (2016) [5] , the financial market is nonlinearities, discontinuities, and high-frequency multipolynomial components. Financial market forecasting based on a time series represents a means of providing information and knowledge to support a subsequent decision [6] . Thus, the analysis of time series focuses on determining dependency relationships among historical data. Several wellknown statistical models can be used in time series forecasting [7] - [10] . Conventional modeling techniques, such as the Box-Jenkins autoregressive integrated moving average (ARIMA), are not adequate for financial market forecasting [10] , [11] .
Researchers have many points of view regarding intervalvalued data analysis [12] . Maya (2008) [13] claimed that interval-valued data arise in many situations in which such data represent uncertainty (such as confidence intervals) or variability such as minimum and maximum daily temperatures. Moore (1969) [14] assumed that in the field of interval analysis, observations and estimations in the real world are normally incomplete or uncertain and so do not precisely represent real data. Interval-valued data have also been considered in the field of symbolic data analysis (SDA). They arise in such situations as the recording of daily interval temperatures at meteorological stations, or in daily interval stock prices, for example [15] . Therefore, if accuracy is required, data must be expressed using intervals of real quantities [13] .
This work develops a hybrid forecasting system using a user-friendly interface to predict exchange rates. The proposed least squares support vector regression (LSSVR) model is integrated with a multi-output scheme, and the accelerated particle swarm optimization (APSO) algorithm is used to optimize the multi-output LSSVR (MLSSVR) model. Input data are handled using the sliding-window method. This forecast module performs one-step-or multi-step-ahead forecasting. The standalone system also has functions that enable users to view their results and historical data.
The rest of this investigation is organized as follows. The following section provides the context of the work by reviewing the related recent literature. Section III describes the methods by which the proposed system is developed and evaluated. Section IV presents the development of the proposed hybrid APSO-MLSSVR system for interval-valued time series (ITS) forecasting, system requirements and implementation, the system architecture, and its interface design. In this section, the performance of the APSO-MLSSVR model is compared with that of models in other studies. Section V presents two case studies to evaluate the system performance. The final section draws conclusions and makes recommendations concerning future researches. Hsu and Wu (2008) [16] introduced three evaluation criteria for estimating the efficiency of ITS forecasting. Maia et al. (2008) [13] developed a hybrid method that combines the ARIMA and ANN models for ITS forecasting. Extending the work of Hsu and Wu (2008) , Wang and Li (2011) [17] introduced a new type of ITS, known as the interval autoregression time series model. Xiong et al. (2014) [18] proposed a multiple-output support vector regression method that used a firefly algorithm for interval-valued stock price index forecasting. Xiong et al. (2017) [19] investigated ITS forecasting by Holt 1 -MSVR, which refers to a novel hybrid Holt's exponential smoothing method (Holt 1 ) and a multi-output support vector regression (MSVR) model. Maciel et al. (2017) [20] evolved a participatory learning fuzzy model called ePL-KRLS for financial interval time series forecast-ing. Maciel et al. (2015) [21] developed an evolving intelligent system for interval time series forecasting using a probabilistic fuzzy modeling algorithm.
II. LITERATURE REVIEW
Artificial Intelligence (AI) is intelligence that is exhibited by machines [22] . It is defined as ''the study and design of intelligent agents'' [23] . An important achievement of AI in machine learning is the support vector machine (SVM) model. Recently, support vector machine-based models have been successfully used to forecast time series to obtain superior solutions in many fields [24] - [28] . Tay and Cao (2001) [29] concluded that SVMs are better than a combined model in stock price forecasting. Sands et al. (2015) [30] established the advantages of the SVM when it is combined with the particle swarm optimization (PSO) for stock value prediction. Hybrid methods have been proved to outperform single models and represent a promising area of research [31] , [32] .
Soto at el. (2019) presented a new approach to multiple time series (MTS) prediction using many-inputs manyoutputs (MIMO) fuzzy aggregation models (FAM) with modular neural networks (MNNs) [33] . Sanchez-Fernandez (2004) [34] presented a multi-output SVR (MSVR) model for nonlinear channel estimation. Tuia et al. (2011) [35] improved MSVR to estimate simultaneously various biophysical parameters that are obtained from remote sensing images. Xu et al. (2013) [36] developed a multi-output least squares support vector regression (MLSSVR) method for input-output mapping in multivariate space. The training algorithm was evaluated using various datasets and yielded favorable results. However, the development of optimized LSSVR in multi-output cases, especially in time series forecasting has attracted little attention, although a wide range of relevant technical issues involve many variables and are best resolved using multivariate input-output mappings.
In recent years, PSO has been applied to a wide range of optimization problems in various domains [37] - [39] . APSO, proposed by [40] has attracted substantial attention because of its computational superiority and improved convergence. The main modification of the standard PSO model was the removal of particle velocity vectors, such that individual particles in a swarm are characterized only by their position vectors. Guedria (2016) [41] also proposed the incorporation of individual particle memories, which are used to increase swarm diversity. Notably, the new version of APSO operates with a simple equation to update particles' positions, and this optimization algorithm converges faster than the APSO of Yang (2010) [40] .
III. METHOD A. INTERVAL TIME SERIES MODELING AND FORECASTING 1) SLIDING-WINDOW TIME SERIES ANALYSIS AND PHASE SPACE RECONSTRUCTION
Owing to huge daily trading volumes, historical data from a foreign exchange market may be difficult to manage and VOLUME 8, 2020 its manipulation may result in a large computational burden. More recent data have a larger impact on a training model than older data, so using a large historical dataset to generate a training model is unnecessary [42] .
The sliding-window method for time series forecasting that was developed by Braverman et al. (2009) [43] is a feasible tool for solving this problem. This method exploits recent data, while neglecting the oldest observations. A window is used to select a range of data of interest. The sliding window is a period that stretches back in time from the present to the past [44] . The size of the sliding window (number of data) is held fixed and the window is moved. Accordingly, the volume of data that are used to train model is limited whereas the efficiency and general applicability of the model is retained.
In the forecasting of time series, historical time series are transformed into three or more dimensions to exploit information that is implicit in them. Phase space reconstruction, also called state reconstruction [45] , depends on the embedding dimension m (lag) and the time delay (τ ) [46] . The optimal lag and τ are directly related to the forecasting performance of the model. In this investigation, the optimal lag is obtained by performing a sensitivity analysis. Consider a time series
where N is the number of time-lagged observations; X is the input matrix and Y is the corresponding output matrix. The output is input back into the embedding dimension and future values are predicted from previous values in the time series.
2) CONSTRUCTION OF AN INTERVAL-VALUED TIME SERIES
In classical data analysis, each input variable has a single value. For example, in the forecasting stock prices, closing prices are always used as data. Therefore, the useful information regarding stock price fluctuations within a day is hidden. Interval-valued data series are collected in chronological order as a time series of interval-valued data. In SDA, the time series of interval-valued data are the values of the variables in R (the set of real numbers).
[X] is a variable that is defined by all of the elements i of set A, corresponding to [18] . The highest and lowest prices of the forex are the boundary values of the intervals, so x for the i th element can be denoted by either the interval's lower and upper bounds,
T , or the interval midpoint (center point) and
half-range interval (radius), [18] . The value of an interval-valued variables at time t (with t = 1, . . . , n) is expressed as a two-dimensional vector X L i , X U i T with elements in R, providing the lower bound
. . , n) and n is the number of intervals in the time series. Figure 1 displays the structure of an interval and Fig. 2 shows the example of daily USD/CAD index intervals.
B. MULTI-OUTPUT LEAST SQUARES SUPPORT VECTOR REGRESSION
Suppose a matrix X with r rows and d columns, X ∈ R rd , and each (x 1 , x 2 , . . . , x r ) is a row vector of d dimensions, x ∈ R d . Multi-output regression is used to predict an output vector Y ∈ R rc from a given input vector X ∈ R rd . A multioutput regression problem can be formulated as the learning of a mapping from R rd to R rc . Consider a training set T = [X, Y], X ∈ R rd , in which each of d independent variables has r data points; also consider Y ∈ R rc , where each of c dependent variables has r data points.
According to Allenby and Rossi [47] , all w i ∈ R rh (i ∈ N c ) can be written as w i = w o + v i ; these vectors v i ∈ R rh (i ∈ N c ) are ''small'' when their outputs are similar to each other; otherwise, the mean vector w o ∈ R rh is ''small'' [36] .
Hence, the learning objective of multi-output least squares support vector regression can be transformed into the following formula.
(a) w o ∈ R rh (where w o carries information about the commonality),
The following objective function with constraints must be minimized.
. . , ϕ (x l )) ∈ R rh , as a mapping function, and λ, γ ∈ R + as two positive, real regularized parameters. The Lagrangian function for problem (2) , (3) is as follows.
where A = (α 1 , α 2 , . . . , α c ) ∈ R rc is a matrix that comprises of Lagrange multipliers. The Karush-Kuhn-Tucker (KKT) conditions for optimal yield are applied by comparing Eq. 4 with respect to each variable, yielding the following linear equations.
Optimization under constraints (2) and (3) has thus been converted to a linear system of equations, and the corresponding decision function for the multiple outputs becomes.
Therefore, the input-output mapping system, the types of parameters, and the established prediction model differ between multi-input-multi-output (MIMO) and conventional multi-input single-output (MISO) algorithms. However, regardless of the method, the hyperparameters must be fine-tuned to obtain optimal prediction models. Hence, an effective optimization algorithm is needed.
C. ACCELERATED PARTICLE SWARM OPTIMIZATION
The standard PSO uses both the individual particle best x * i and the current global best g * [48] . The diversity of solutions can be obtained either from the individual particle best x * i or randomness. Therefore, the individual particle best to yield global solutions is not required, unless the optimization problem of interest is highly nonlinear and multimodal [49] .
Yang (2010) [40] developed accelerated particle swarm optimization (APSO) as a simpler version of PSO to improve upon classical particle swarm optimization for finding a global solution and increasing the convergence rate. A streamlined version of PSO with accelerated convergence involves only the global best. In APSO, the velocity vector is generated using a simpler formula.
where v t i is the initial velocity vector of particle i at iteration t, v t+1 i is the new velocity vector of particle i at iteration t +1, α and β are parameters, g * is the global best, x t i is the position vector of particle i at iteration t, n is a random number (0,1) which represents individual particle velocity. The position is updated as below.
Then, to further improve the convergence rate, the location of particles is updated in a single step.
The typical parameters of this APSO are α ≈ 0.1 ∼ 0.4 and β ≈ 0.1 ∼ 0.7. Velocity is absent from Eq. 9, and so does not need to be obtained [49] .
APSO is much simpler when compared to PSO because it exhibits global convergence efficiently [50] . Unlike standard PSO or its variant methods, APSO uses only two parameters, so its associated computation mechanism is less complicated. Moreover, APSO reduces the randomness in each iteration, by applying the below decreasing function.
where α 0 ≈ 0.5 ∼ 1 and γ = 0.9 to 0.97 are the initial randomness parameter and control parameter, respectively.
D. PERFORMANCE EVALUATION METHODS
The root mean square error (RMSE), the mean absolute percentage error (MAPE), the mean absolute error (MAE) and the coefficient of determination (R 2 ) are used to evaluate the prediction accuracy of proposed system. A higher R 2 value represents a better fit between the predicted results and the actual values. Likewise, small RMSE, MAPE, and MAE values indicate that the predicted results are trustworthy.
where y is the predicted value; y is the actual value; and n is the number of data samples. Figure 3 shows the architecture of the ITS forecast system that is based on the proposed APSO-MLSSVR model. First, the original dataset is converted from a set of time series data to regression data using the state reconstruction method.
IV. MULTIPLE-OUTPUT HYBRID SYSTEM FOR INTERVAL TIME-SERIES FORECASTING A. MACHINE LEARNING SYSTEM ARCHITECTURE AND IMPLEMENTATION
The new dataset is separated into learning and test data. The data will be compiled into four files (input-output learning, training, validation, and test datasets) and these are automatically saved in the system. The learning data are also used to generate predictions with k cross-fold validation. The average from k-fold and the number of output variables are calculated for every iteration. The APSO automatically applies various combinations of tuning parameters. The optimization process continues until the stopping criteria are satisfied. Then, the minimum error rate and the optimal MLSSVR parameters are determined. The objective function is the Root Mean Square Error (RMSE) of validation data, and is presented in Eq. 15. The evaluation module is used to validate the optimized APSO-MLSSVR prediction model and the forecast module is used to forecast one-step or multi-steps ahead.
Validation data (15) The system was developed in the environment of MATLAB, a well-known piece of mathematical software that was developed by MathWorks. MATLAB allows users to build matrices, plot mathematical functions, perform calculations, create user interfaces, link computer programs that are written in different programming languages, analyze data, develop algorithms, and create models and applications. The MATLAB GUIDE is used to create the system interface and set the MATLAB function of each button in the user interface. The MATLAB GUIDE is also used to create the GUI and to link the interface to all MATLAB functions (Fig. 4) .
Users are required to set the APSO parameters and optimization settings or to use their default values. After the volume of data, lag days and horizon (for one-step or multisteps ahead forecasting) are entered, the partition between training data and validation data is entered. The data are automatically divided into four datasets using the slidingwindow algorithm. The system includes evaluation and forecast modules. The analytical results and predicted values are automatically displayed in the interface. The results and analysis reports are exported in Excel and .txt format files.
B. SYSTEM VALIDATION
In this section, the performance of the APSO-MLSSVR model is compared with those of models in previous studies. Lin et al. (2012) developed a hybrid single-output model, using empirical mode decomposition and least squares support vector regression (EMD-LSSVR) for forecasting foreign exchange rates [51] . Their proposed model is further com- pared with EMD-ARIMA, LSSVR, and ARIMA based on the MAPE values [51] . Two datasets for the USD/NTD exchange rate and the RMB/NTD exchange rate from July 1, 2005, to December 31, 2009, obtained from Yahoo Finance were used in the evaluation.
For comparative purposes, training and test datasets are retained in the same manner as by Lin et al. [51] . Specifically, 80% of the total data are used as training data and 20% are used as test data. The results in Table 1 indicate that the predictive accuracy of APSO-MLSSVR exceeds those of the other approaches in terms of the MAPE value. The values obtained using the proposed model provide the best forecasts of financial time series.
Next, the performance of the APSO-MLSSVR model is further compared with that of a multi-output model with the interval time series. The proposed model is used to forecast a financial interval time series of stock prices of the Brazilian Petroleum Company SA (Petrobras). As in the study of Maia et al. (2008) [13] , the dataset was used to evaluate the performance of the four models from a previous study, which would be used to evaluate the performance of the proposed model on the same horizon as Maia et al.
Daily prices from January 2005 to December 2006, with 484 intervals that represent the highest and lowest daily stock prices, are used. The results in Tables 2 and 3 indicate that the predictive accuracy of APSO-MLSSVR exceeds those of the other approaches in terms of MAE and MSE in both one-step and five-step financial interval time series forecasting.
V. SYSTEM APPLICATIONS
The efficacy of the proposed model is confirmed in two case studies. Multi-input single-output and multi-input multioutput models with the same parameters and search space boundaries are compared in each case study. Currencies of the Group of Seven (G7) and other countries are considered. The two currency pairs that are used are daily Australian dollar and Japanese yen (AUD/JPY) and Canadian dollar and USD (USD/CAD) because AUD/JPY and USD/CAD are widely known to be two of the most popular traded bilateral currency pairs in the global forex market.
The sample data are daily interval-valued data for these currency pairs, and the lowest and highest values for each day are calculated to determine the movement in the market on that day. Datasets for July 1, 2016, to August 31, 2018 were obtained from Meta Trader 4, a trading platform for speculative foreign exchange traders.
To maximize the ability of forecasting for proposed model, sensitivity of lag time is implemented first. The results are presented in Tables 4 and 6 for AUD/JPY and USD/CAD, respectively. Then, the comparison of Multi-input singleoutput and multi-input multi-output models are showed in Tables 5 and 7 .
The proposed model yields the minimum and maximum values of the time series. Their mutual correlations and the intra-day variation of the interval-value are also considered. The results in Tables 5 and 7 show that multi-output model is superior to the other model in making high-horizon forecasts ( Figs. 5 and 6 ). In a study of various methods for forecasting interval time series, Arroyo et al. (2011) [3] noted that univariate techniques do not consider possible interrelations among two-attribute time series, so they can only be used to make independent forecasts and analyze each time series separately. The multivariate model considers the correlation between multiple outputs. It considers lags in both series and, therefore, their interdependence and causal relationship. This dual consideration is the advantage that is provided by the multi-output model in ITS forecasting.
Practical investors are usually more interested in the financial performance of a forecasting model than the statistical performance measurements. Based on mean values, the proposed model simulates the buying and selling actions of a typical investor for trading two currency pairs, namely, AUD/JPY and USD/CAD in the first eight months of 2018. The hit-rate specifies the expectations of a trade and indicates the correct prediction in terms of the direction of the price.
During the trading period, an investor buys a currency pair at the beginning and sells all of the assets at the end with the trading units of 1000 USD. For simplicity, no tax and commission fees were associated with any transaction. Table 8 shows the hit rates of the proposed model in two cases and both of them are over 50%. Table 9 compares the profits of trading attained from the APSO-MLSSVR system (buy low and sell high strategy) with those obtained using the buy and hold method. The results demonstrate that applying the proposed model is more profitable than the other method.
VI. CONCLUSIONS AND RECOMMENDATIONS
The interval-valued time series (ITS) analysis has attracted attention in various fields, and especially financial markets and the energy market. In fact, ITS forecasting meets the needs of investors and financial analysts who are interested in not only single values at certain times but also the variability of value intervals in time series. The information in ITS reveals economic, political and investment trends, and can support the decisions of large companies, which can affect the world.
The multivariate technique represents a new development in ITS forecasting. This work developed an expert multivariate system for evaluating and predicting interval-valued time series of exchange rates. Moreover, this investigation opens up a new avenue in volatility forecasting by using a multi-output scheme that involves accelerated particle swarm optimization to improve the accuracy of forecasting. The proposed sliding-window method is useful for handling time series, and especially multivariate time series. Additionally, phase space reconstruction by sliding-window metaheuristic optimization improves input performance for the nonlinear time series.
The superior performance of APSO was first verified by validating benchmark functions. The results imply that the use of APSO to tune automatically the hyperparameters of MLSSVR parameters is feasible. Then, a comparison with two previously presented studies (containing 8 models) confirmed the superiority of the APSO-MLSSVR model. Finally, the proposed system was tested using more recent data (USD/CAD and AUD/JPY) highlighting the efficiency of the APSO-MLSSVR model. Therefore, the proposed system provides significantly enhanced predictive performance in the financial field, supporting higher returns and a reliable basis for trading.
This study contributes to intelligent financial advice. The user-friendly graphical interface improves the efficiency for non-specialist users. Since this feasible and efficient resource is easily accessed, it may provide a basis for developing integrated versions for use with mobile agents or web-based technology. Accordingly, future research may deliver a truly intelligent and interactive financial advisory solution.
The proposed system was tested only on data from the financial market. One of its weaknesses is the need to set many parameters of the system through self-tuning. The system may not provider favorable long-term investment results. To address these limitations, future research should focus on improving predictive performance on long time horizons with a variety of data in the symbolic time series analysis or M-Competitions. Other optimization algorithms could be incorporated to diversify the forecasting model. Finally, attention should be paid to the development of a web-based application for an expert system with greater user-friendliness in practical trading markets. 
