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1. Introduction 
The task of this thesis was the analysis of the energy efficiency and the investigation of ener-
getic saving potentials in northern European supermarkets. For this purpose, field measure-
ments were carried out in a test supermarket in Norway. Furthermore, a simulation model of 
the supermarket was designed and validated. 
1.1. Motivation 
Supermarket refrigeration systems are responsible for more than 30 % of the refrigerant 
greenhouse gas consumption in Europe [1]. The worldwide contribution of supermarkets to 
greenhouse gas emissions is 33 % and estimations suggest that by 2050 overall food produc-
tion will have increased by 70 % [2], of which a considerable part will probably be consumed 
by supermarket systems. The share of supermarkets in the total power consumption in Europe 
is about 3 % [3]. Due to the 20-20-20 goals of the European Union, greenhouse gas emissions 
are to be reduced by 20 % compared to 1990, energy efficiency is to be increased by 20 % and 
20 % of energy should come from renewable sources by 2020 [4]. In addition, power savings 
in supermarkets have a direct positive impact on profits and a “green image” can help to at-
tract customers. 
Supermarkets and their energy efficiency differ considerably. They range from convenience 
stores with less than 280 m2 sales floor area (SFA) to hypermarkets with more than 10,000 m2. 
So-called discount stores with an SFA of about 1,000 m2 are increasingly popular in Europe. In 
Norway, 55 % of the turnover is achieved by discounters, as compared to 41 % in Germany 
and Belgium [5]. One advantage is their unique design and product range. Discount stores are 
often located in stand-alone buildings that are designed only for this purpose and can be built 
fast and at low cost. However, their energy efficiency can be poor due to cheap equipment 
and the lack of an energy efficiency strategy. The power consumption in supermarkets com-
prises several end-users that influence each other, such as refrigeration, heating, ventilation 
and air conditioning (HVAC) or illumination. This means that individual consideration of each 
sub-system does not automatically lead to an improvement of the overall power consumption. 
If the efficiency of one component is improved, this can affect the efficiency of another com-
ponent. Consideration of the overall system, heat recovery and the development of an ad-
vanced control system are key parameters for achieving a minimum energy supermarket. 
1.2. Background 
This thesis was developed as part of a cooperation of the Institut für Thermodynamik of Tech-
nische Universität Braunschweig and SINTEF, the largest independent research organisation in 
Scandinavia. The thesis was mainly realised within the CREATIV project [6]. The main objective 
of this project was the development of new energy efficient heating and cooling technologies 
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in industry applications and strategies for reducing primary power consumption and green-
house gas emissions of Norwegian industries. A consortium of 17 partners from industry and 
research and development worked together on the topics of “Electricity production from sur-
plus heat”, “Utilisation of thermal energy” and “Efficient heating and cooling”. In addition, four 
PhD positions and two postdoctoral positions were created and several master theses and 
student works were incorporated. Beyond the research part of the project, case and innova-
tion processes were carried out in direct collaboration with industrial partners. In this way, 
the newly developed models and approaches could be validated. These cases were divided 
into three groups: “Energy effective industry clusters – Utilization of surplus heat at various 
temperatures”, “Supermarkets – Total integrated energy systems and component develop-
ment” and “Food industry – Control and heat pump systems”.  
This thesis was undertaken as part of the second group named above. A discount store of the 
Norwegian merchandise retailer REMA 1000 was designed and built in Trondheim (Kroppan-
marka). Danfoss, Carrier and Systemair, among others, contributed to the technical implemen-
tation. An overall monitoring system was installed in the supermarket, providing access to 
about 600 measurement values, which were continuously logged and saved. The shop was 
opened in August 2013. 
1.3. Purpose and method 
Supermarkets are complex systems with a range of factors that influence power consumption. 
Overall power consumption is often measured in supermarkets, but detailed information 
about the power consumption of the sub-systems is rarely available. In addition to the effi-
ciencies of the installed sub systems, such as the refrigeration plant and HVAC, the interaction 
between them plays a major role. Heat recovery can be implemented in different ways in a 
supermarket. Apart from a proper design, the key to minimum power consumption is an ad-
vanced control strategy. The aim of this work was to analyse the power consumption in a ref-
erence supermarket, to evaluate the relationship between control and energy efficiency, and 
to develop a control strategy that leads to reduced power consumption. This thesis consists 
of two parts. In the first part, a detailed analysis and disaggregation of the supermarket's 
power consumption was carried out. For this purpose, the available measurement data for 
the major part of the year 2014 were evaluated. Conclusions were drawn about the influence 
of ambient and internal conditions on the power consumption of the supermarket. In the sec-
ond part, these conclusions were used as a basis for developing a control strategy and identi-
fying measures to increase energy efficiency. A dynamic model was created in order to test 
the control strategies and measures. Unlike other simulative approaches which produce dif-
ferent smaller or steady-state models, one highly dynamic overall model was developed. The 
building, the technical equipment including the refrigeration system, HVAC and secondary 
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loops were considered within one model. This was crucial for investigating the internal inter-
actions, but made the approach challenging, due to the complexity of the modelled super-
market, very different time constants of the sub-systems and the presence of several control-
lers. A complex model with high simulation times was built. 
1.4. Scientific relevance and novelty of the work 
 Different works were carried out in order to analyse the power consumption in supermarkets 
and to deviate savings strategies. These analyses were usually either done by measurements 
or simulations.  
The advantage of measurements is that the gained results are often more reliable compared 
to simulations. The disadvantage is that, in many cases, it is difficult or impossible to test and 
compare different scenarios like control strategies or technical equipment for equivalent am-
bient conditions. Moreover, the amount of measured data is often limited. In some cases, only 
the overall power consumption is available without disaggregation. Detailed information 
about temperatures, humidities and mass flows are often not available. Thus, assumptions 
have to be made that can distort the results.  
The advantage using simulations is that a lot of scenarios can be tested quickly. Cases that 
cannot be tested in a real supermarket out of safety reasons or because they might have a 
negative impact on the indoor climate or refrigerated goods can be simulated and evaluated. 
The disadvantage of simulations is that, dependent on the model quality, high simulation er-
rors can occur, which, again reduces the reliability of the results. 
Besides this, in some approaches, both methods are combined. Anyway, usually the used 
models are very simple in order to make sure that the overall supermarket system can be 
simulated in a short time. If more complex and detailed models were used, they usually only 
include parts of the system, like the refrigeration system or the building. Sometimes, different 
models are combined post-processing. In these cases, either the processes in the different sub 
systems or the interactions between the sub-systems are nor considered properly. 
In this thesis, both methods, simulation and measurements, were combined. Over 600 meas-
urement devices were installed in a test supermarket. The measured values during one year 
were proved and missing values were calculated in a complex evaluation process. These eval-
uations could not only be used to analyse the annual energy efficiency of the supermarket, 
but also to create a base on which a model could be developed and validated. The developed 
model included all the sub systems in a detailed way, including pressure drops, mass flow dis-
tributions and controllers as well as interactions with each other. The building, refrigeration 
plant, air handling unit as well as secondary loops were considered. By the combination of 
these both methods, a reliable statement about the power consumption of the test super-
market could be made. Subsequently, different optimisation strategies were developed and 
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evaluated. Even though only one specific supermarket was considered, some of the results 
can be transferred to other systems as well. Especially because the considered supermarket 
was a discount store in a stand-alone building, which is a widespread system all over Europe. 
2. Technical supermarket systems 
Across the globe, supermarket systems vary in size, product range, building type, technical 
equipment, staff and customer behaviour etc. In many cases, low energy efficiency refrigera-
tion and HVAC systems were incorporated due to low acquisition prices. However, in recent 
years, the interest in energy efficiency has grown, including in supermarkets. This has led to 
the interaction between refrigeration and HVAC system, including heat recovery, being con-
sidered and more efficient equipment being used. This chapter gives an overview of the most 
common technical equipment in supermarkets.  
2.1. Refrigeration 
The refrigeration system is one of the main energy consumers in many supermarkets and 
among the most important technical equipment. Depending on the type and size of super-
market as well as the amount of chilled goods, the cooling capacity can vary from zero to 
several hundred kW. Display cabinets are normally used to store chilled food, but some super-
markets are also equipped with completely chilled rooms. Before being placed in the display 
cabinets, the food has to be stored in storage rooms. There are two temperature levels for the 
storage of goods: normal temperature cooling or chilling is used for vegetables or dairy prod-
ucts, for instance, and the temperature level of the chilled goods is about 2°C to 4°C; frozen 
goods, such as ice cream or frozen pizza, are usually stored at temperatures of -12°C to -18°C. 
The evaporation temperature is usually between –15°C and 5°C for normal temperature cool-
ing and between -30°C and -40°C for low temperature cooling [7]. 
There are several technical possibilities for providing the required cooling capacity. The refrig-
eration systems can be divided into two different types: plug-in units and centralised systems. 
Plug-in or stand-alone units are display cabinets with an internal refrigeration cycle, which 
operate independently of each other. The waste heat from the condenser is usually released 
directly into the sales area. Central or remote systems include a central refrigeration plant 
with one or more compressors, condensers and valves. The main part of the system is usually 
located in the machine room, with the condensers often placed on the rooftop. There are two 
different centralised systems: direct and indirect ones. In direct systems, the evaporators are 
located in the cabinets and the refrigerant is passed directly from the machine room into the 
evaporators via tubes. When it comes to indirect systems, there is a difference between com-
pletely and partially indirect systems and indirect cascade systems. In indirect systems, the 
evaporator is usually situated in the machine room and used to cool the brine in a secondary 
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loop that is connected to the cabinets. Combinations of direct and indirect systems are com-
monly used in supermarkets. In many cases, separate refrigeration plants are installed for 
cooling and freezing. Sometimes, plug-in units are used for freezing and remote refrigeration 
for chilling, while in other cases chilling is realised with a direct remote system and freezing 
with an indirect system. A detailed description of the different systems can be found in the 
doctoral thesis of Arias [7]. 
The main advantage of stand-alone units is the small amount of refrigerant required. In addi-
tion, many supermarket owners appreciate the flexibility, easy maintenance and exchangea-
bility, although they are often inefficient. Moreover, waste heat recovery cannot be controlled 
and waste heat is simply released into the sales area throughout the year. This can be advan-
tageous in winter, but can lead to a high cooling demand in the building during the summer. 
Direct centralised systems have a much higher refrigerant demand due to long tubes which 
are necessary to circulate the refrigerant between the machine room, the sales area and the 
rooftop. 4-5 kg of refrigerant are typically used per kW cooling capacity in a centralised direct 
system [8]. This leads to more leakages and, consequently, to a higher direct global warming 
potential (GWP). On the other hand, the efficiencies of direct centralised systems are usually 
high and the indirect greenhouse gas (GHG) emissions lower. In order to reduce leakages, in-
direct systems with much lower refrigerant charge can be used. The disadvantage of indirect 
systems is the low efficiency compared to direct systems due to additional temperature dif-
ferences [9] and the pump work necessary to circulate the brine [10]. Nevertheless, central-
ised systems provide a flexible way of handling waste heat. Heat recovery is possible in win-
tertime, while the waste heat can be rejected to the ambient during the summer. In systems 
with high refrigerant charges, the GWP of the refrigerant is crucial. Refrigerant leakage can be 
very different depending on the system. According to Cortella et al., direct emissions account 
for a share of 20 % in HVAC systems and 60 % in refrigeration systems [11]. Leakage rates of  
1 - 5 % per year for integral equipment and 10 % - 30 % for remote systems were reported [3], 
[12]. The high leakage rates in centralised systems are mainly due to the large number of fit-
tings. The direct GWP in a system depends on the leakage rate, the kind of refrigerant used 
and the electricity mix of the respective country. 
Due to the banning of CFCs and HCFCs in the late 1980s [13], those refrigerants were often 
replaced with hydrofluorocarbons (HFC) or fluorocarbons (PFC). R-404a is still widely used for 
supermarket refrigeration [14]. HFCs and PFCs have no ozone-depleting potential, but their 
GWPs are several thousand times higher than those of CO2. Different regulations were put in 
place to reduce their use [15], [16]. The objective of the latest regulation was to ban refriger-
ants with GWPs higher than 150 in centralised systems (>40 kW) from 2022 onwards, with the 
exception of the primary cycle in cascade systems, where GWPs up to 1500 are allowed. Some 
countries, such as Sweden, also put heavy taxes on HFC in order to promote the use of natural 
refrigerants [17]. This shows that, for a long term solution, an alternative to HFCs and PFCs 
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has to be found. Natural refrigerants have negligible GWPs, but many are flammable or toxic. 
Using CO2 as a refrigerant has several advantages: the GWP is minimal, the ozone-depletion 
potential is zero and it is neither flammable nor toxic. Though, it is suffocating at concentra-
tions of 4-8% or higher. Moreover, the heat transfer performance is superior to HFC refriger-
ants due to its high density, latent heat, specific heat, thermal conductivity and volumetric 
cooling capacity, and its low viscosity. Smaller components and tubes can be used and the 
pressure drop is much lower than in equivalent remote systems. The main disadvantages in 
comparison with other refrigerants are the high operating pressure and the low critical tem-
perature. 
The development of supermarket CO2 refrigeration systems started in Scandinavia and is now 
becoming increasingly popular across Europe, North America and Australia [3]. Around     
3,000 trans-critical CO2 supermarket refrigeration systems are currently installed in Europe. 
The number of CO2 systems has grown considerably in the last few years. Especially in Den-
mark, UK, Germany, Switzerland, Norway and Sweden CO2 is a popular refrigerant for super-
market applications [18]. Due to this spread, components for CO2 refrigeration systems can be 
produced in much larger quantities, become much cheaper and can consequently compete 
with those of conventional systems. 
In supermarkets, CO2 can be used either in indirect [19], cascade [20] or all CO2 trans-critical 
systems [21]. In overall CO2 systems, the system operates in trans-critical or sub-critical mode, 
depending on the ambient temperature. In the trans-critical mode, “gas cooling” takes place 
after compression instead of condensation.  
2.2. HVAC 
Power consumption for heating, cooling and ventilation in supermarkets can vary considera-
bly and depends on several factors. The geographic location and the size of the market influ-
ence the heating or cooling demand. Furthermore, supermarkets are extremely complex 
buildings with many heat sources and sinks. The north-south-orientation, condition and insu-
lation of the building and windows determine the space heating requirements, as well as in-
ternal loads from illumination, plug-in units and other electrical devices. Lower efficiencies of 
the technical internals lead to higher heat loads and reduce the heating demand of the build-
ing in winter but increase the cooling demand in summer. Air infiltration can occur in traffic 
doorways, depending on the type of door and the frequency of door openings. Air curtains, 
automatic doors and sluices with two sets of doors are often installed in order to reduce infil-
trations. Air leakage can also occur when all doors and windows are closed, depending on the 
tightness of the building envelope.  
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The size and especially the type of refrigeration plant has a significant impact on the heating 
and cooling demand. Integral refrigeration units release heat into the building, whereas cen-
tralised systems absorb heat from the shop. The amount of heat load depends on the size and 
design of the plant and the presence of glass doors or air curtains. In addition, the control of 
the HVAC system also determines the heating or cooling demand. Depending on the heating 
demand, the volume flow can be set constant and the fans can be controlled. The ratio of 
fresh air to recirculated air supplied to the shop can be controlled via the CO2 content in the 
sales area [22], [23], [24], which leads to a reduction of the exhaust air fan speed. Neverthe-
less, the volume flows are often kept constant [3], possibly because this is easier to control. 
Some countries, such as the UK, have regulations about minimum fresh air volume flow [25], 
whereas in other countries, such as Germany, indoor air requirements refer to the CO2 content 
in the air [26]. The power consumption of the fans also depends on internal and external pres-
sure drops of the HVAC. Internal pressure drops are caused mainly by filters and heat exchang-
ers, external pressure drops by the ducts of the distribution system. Internal pressure losses 
can be reduced, for example, if components are bypassed while they are not in use. 
3. Power consumption in supermarkets 
There are different challenges in determining and assessing the energy performance of super-
markets. Power consumption depends on several conditions and factors. A completely fair 
comparison of different markets would take into consideration all boundary conditions, in-
cluding weighting factors, which is almost impossible. Capturing measurement data is another 
challenge. In many supermarkets, power consumption is measured, but not necessarily dis-
aggregated into individual consumers. For a detailed analysis, the power consumption of all 
end users, ambient and indoor climate conditions, number of customers and personnel and 
refrigeration load would have to be measured. The installation of detailed measurement 
equipment is complicated and expensive and would be hard to afford for owners of very small 
shops. Moreover, physical data, such as geographic location, but also details about the build-
ing such as structure, materials, insulation and window area, have to be known for a compar-
ison. Nevertheless, different analyses of supermarket systems have been carried out, either 
by measurement, simulation or both. Some of the research results will be presented in the 
following. 
3.1. Overall consumption and disaggregation 
The composition of power consumption in supermarkets is complex. Figure 3-1 shows the 
influencing factors and interactions between factors. Internal equipment, control strategies, 
location and type of building, weather conditions, size and kind of supermarket are some of 
the parameters which determine the energy performance. 
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Figure 3-1: Complexity the supermarket’s power consumption [27]  
In industrial countries, the power consumption of supermarkets accounts for about 3 - 4 % of 
the overall power consumption and 1% of greenhouse gas emissions [23], [28], [29], [3], [30]. 
The contribution of the refrigeration plant to the overall power consumption in supermarkets 
accounts for about 25 - 60 % [31], [32], mainly depending on the size and efficiency of the 
refrigeration system and the location of the shop. 
A British study showed that the average power consumption in supermarkets using predomi-
nantly integral refrigeration equipment is about 300 kWh/m2 higher than in those using re-
mote refrigeration. With an average power consumption of 1480 kWh/m2, this is equivalent 
to a share of 20 % [3]. 
The efficiency of trans-critical systems is often lower than in an equivalent R-404a cycle. How-
ever, at low ambient temperatures the efficiency of CO2 systems can be higher than that of   
R-404a systems [33], [34], [35]. In northern European countries like Norway, Sweden, Den-
mark, Germany or even Switzerland, it can be advantageous to use CO2 as a refrigerant, if the 
system can be operated in subcritical mode for most of the time [33]. Several publications 
have compared CO2 systems to conventional systems. One study showed that CO2 trans-criti-
cal systems have a higher performance than R-404a systems for ambient temperatures below 
21°C and a similar performance in the crossover region between 25°C and 21°C [34]. Sawalha 
measured a crossover point at 23°C [36]. Sharma et al. suggest that for the northernmost two 
thirds of the US, the performance of a well-designed CO2 system is equal to or higher than 
that of an R-404a system [37]. Another study showed that in a cold climate, an energy reduc-
tion of up to 18 % is possible using a CO2 trans-critical booster system, as compared to a con-
ventional R-404a system. In hot climates, by contrast, savings of 11 % can be achieved with a 
cascade NH3-CO2 system [38]. Girotto et al. investigated a parallel CO2 refrigeration plant in 
northern Italy and found that power consumption was 10 % higher than in a conventional       
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R-404a system [33]. Measurements in a German supermarket [39] and simulations in a typical 
UK supermarket [35], both for one year, showed a similar energy efficiency of CO2 and con-
ventional systems. Besides this, one advantage of CO2 plants is their heat recovery potential. 
A reduction in space heating of 30 % in winter and 100 % in summer was determined by Ge 
et al. [29]. When CO2 refrigeration plants are compared to conventional systems, the reduc-
tion in space heating should always be taken into account. Recent developments, such as the 
incorporation of ejectors, can further increase the performance of trans-critical systems [40]. 
Improvements in energy efficiency of up to 30 % have been shown [41]. In addition to the 
improved efficiency of refrigeration systems, different measures that lead to a reduction of 
the heat load to the cabinets are getting more common. In vertical display cabinets, 60 - 70 % 
of the cooling load is caused by infiltration [42]. Glass doors [43], night blinds and air curtains 
can significantly reduce the heat load to the cabinets and consequently the power consump-
tion for compressors and fans of the refrigeration systems. 
The power consumption of the HVAC system, which is about 8 - 28 % [3], [32] is influenced in 
part by the geographic location, but also to a considerable extent by the control strategy and 
the application of heat recovery. The cost for heating and cooling depends not only on the 
demand but also on the deployed heat sources. Gas or electrical heating are commonly used. 
One study showed that in British supermarkets, gas has a share of about 20 % in the total 
power consumption [44]. If heat recovery from the refrigeration plant is employed, these costs 
can be reduced considerably. In the literature, savings of 40 % to 80 % have been described 
[7], [35], [45]. The amount of recoverable heat from the refrigeration plant depends on the 
refrigeration system, the control and the recovery system. Heat storage can be used for bal-
ancing the heat supply of the refrigeration system and the heat demand of the building. If 
floor heating loops are installed, the waste heat can be used at a lower temperature level, 
which leads to an increase of the usable share of the waste heat from the refrigeration system. 
By using a heat recovery wheel in the HVAC unit, the heating demand can be reduced by more 
than 70 % [46]. The disadvantage of this wheel are higher pressure losses which have to be 
overcome by the fans. Other control strategies, such as free night cooling or floating temper-
ature set points, can lead to a reduction of HVAC energy cost [46]. However, it has to be taken 
into account that measures which reduce the power consumption of the HVAC are not always 
advantageous for the supermarket's overall energy balance. Low indoor air temperature and 
relative humidity can be achieved through a higher effort of the HVAC, but lead to considera-
bly lower heat loads to the cabinets and a reduction of refrigeration costs [47]. 
15 - 35 % of the energy consumed is spent on illumination [3], [32], depending on the effi-
ciency of the artificial lighting, the use of daylight and daylight-dependent control. High light-
ing levels of around 1000 lux [48] are commonly used to attract customers. Fluorescent light-
ing is widely used [3], with light emitting diodes (LED) also becoming increasingly popular, 
especially in cabinets [49]. The low energy cost of LEDs can lead to savings of up to 66 % [50] 
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and the low heat production causes a reduction of the heat load in the cabinets. However, it 
should be noted that an increase in illumination efficiency leads to a potentially significant 
reduction of heat load to the building. In winter, this heat sometimes has to be replaced by 
the HVAC, which entails higher heating costs. In summer, this heat load reduction can be ad-
vantageous and further savings can be achieved by daylight use, combined with matt and high 
reflecting room colours [51]. In addition to energetic advantages, natural light has a positive 
psychological effect on customers [52]. Light sensors can be used to reduce artificial illumina-
tion in correlation with natural light intensity. Occupancy sensors can be installed in storage 
rooms and low traffic areas [3]. The set points for lux levels in 24 hour shops can be reduced 
at night and a minimum lux level can be set while stores are closed [53]. 
Apart from the equipment and the amount of chilled goods, the power consumption depends 
on factors such as the store format, business practices and shopping activity [2]. The presence 
of additional consumers, such as an internal bakery, raises the energy intensity significantly. 
In the US, the average energy intensity in supermarkets was about 549 kWh/m2 per year in 
2011 [54]. According to Arias [7], 256 Swedish supermarkets with an average annual consump-
tion of 421 kWh/m2 were investigated in 1998, where the consumption in hypermarkets 
(about 7000 m2) with 326 kWh/m2 was considerably lower than in small shops (about 600 m2) 
with 471 kWh/m2 per year. A study carried out in the UK in 2010 compared 2570 stores and 
showed much higher annual energy intensities: between 700 kWh/m2 in hypermarkets and 
2000 kWh/m2 in convenience stores for electrical energy and zero to 250 kWh/m2 for gas. It 
also showed that convenience stores using plug-in units for refrigeration consume about 
300_kWh/m2 more energy than those with a centralised refrigeration system [3].  
In a UK study from 2012, Kokolotroni et al. found that an average of 1026 kWh/m2 SFA was 
consumed for electricity and 261 kWh/m2 SFA for natural gas [2]. Another British study from 
2007 stated values around 1000 kWh/m2 [55]. In Germany, 458 kWh/m2 SFA were detected 
for small independent shops (SFA < 500m2) and 396 kWh/m2 SFA for retail shops (SFA mostly 
> 500m2) in 2015 [56]. It is evident that the energy intensity varies considerably with the size 
of the store. In most cases, small shops, such as convenience stores, have a high share of 
chilled food on total goods, whereas hypermarkets primarily sell non-chilled goods. Moreover, 
different types of shops exist in different countries. Shops are usually classified in terms of 
size, but the ranges and reference system (total floor area or sales floor area) are individually 
set in each study. Moreover, the influence of the weather needs to be included in such con-
siderations. In addition, the type of equipment (refrigeration system, ventilation system or 
heat recovery) differs according to the location and date of the study, due to EU or national 
regulations.  
However, supermarkets of the same size and comparable location can show extreme differ-
ences in energy intensities, up to a factor of three [3]. One reason for this could be the building 
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situation: some shops are part of a shopping mall or a row of houses, while others are stand-
alone buildings. The age and type of insulation also plays a major role. A study from 2015 
demonstrated that in Germany independent shops which are not part of a retail chain are 
usually located in stand-alone buildings (60 %) or part of a row of houses (38.8 %) and only 
1.3 % are located in a shopping mall. Stand-alone buildings are also common for retail shops 
(<55 %), more than 25 % are part of a row of houses and over 20 % are located in shopping 
malls. 46 % of the buildings of independent shops were built before 1945, 27 % between 1946 
and 1977, 19 % between 1995 and 2001 and only 4 % after 2002. Retail shop buildings are 
much more modern: 62 % of the buildings are older than 1995, 22 % were built between 1995 
and 2005 and 15 % after 2005 [56]. Different EU directives from recent years concern the 
improvement of the energy performance of buildings. The European Energy Performance of 
Buildings Directive [57], which was renewed in 2010 [58], states that buildings constructed in 
2021 or later, as well as existing buildings that are refurbished, should include 10 % renewable 
energy sources. In addition, high energy efficiency standards are prescribed with regards to 
insulation, air-tightness and heat transmittance. In the EU directive from 2010 recast, build-
ings such as supermarkets or restaurants are required to display energy performance certifi-
cates [58]. In England, it is obligatory to test the air-tightness of supermarkets larger than 
1,000 m2. The maximum air exchange rate permitted is 10 m3/h/m2 at 50 bar differential pres-
sure [59].  
Apart from the building, the efficiencies of the internals, such as refrigeration plant, HVAC and 
artificial light, as well as the realisation of heat recovery, have a significant influence on power 
consumption. The quality of the internals and buildings primarily depends on the decision-
making structures. A German study from 2015 showed that in 43 % of small independent 
shops and in 79 % of retail chain shops, the shop operator did not own the building [56]. The 
operator of the shop is usually interested in low energy costs, whereas the landlord tends to 
be more interested in low acquisition costs. In small independent shops, 99 % of decisions are 
made by the owner or manager of the shop, whereas in retail chain shops 50 % of decisions 
are made by the energy commissary or department, 38 % by the technical purchase or expan-
sion department, 31 % by the facility management, 23 % by the controlling and energy pur-
chase department, 19 % by the company headquarters and 15 % by external consultants [56]. 
Thus, in small shops, the person interested in low power consumption has considerable free-
dom of choice, although they may not have the skills to decide which technical equipment is 
the best for his shop and hiring a planning company might be too expensive. In retail shops, 
the decision is rarely made by the shop manager. Sometimes, energy departments with good 
technical knowledge exist, but they are not the only ones to make decisions. Supermarkets 
are highly complex systems with sub-systems that influence each other. Manufacturers usually 
work on the improvement of the efficiency of one component without considering the inter-
action with other components. For example, if a floating, shop set temperature is chosen, this 
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can reduce the power consumption of the HVAC, but it increases the power consumption of 
the refrigeration plant. If heat recovery is applied, the amount of gas or electrical heating is 
reduced, while the power consumption of the refrigeration plant increases. The reduction of 
illumination costs through the use of natural light can cause high solar radiation heat load in 
the summer, increasing the energy effort for refrigeration and air conditioning. A remote re-
frigeration plant is usually more efficient than stand-alone units, but in the case of plug-in 
systems, the waste heat is rejected into the shop, considerably lowering the heating demand. 
This can be advantageous in cold climates and disadvantageous in hot or temperate climates, 
especially during the summer. Finding the most efficient overall system is a challenge, as the 
efficiency of each component depends on the behaviour of the other components. Accepting 
lower efficiencies for one sub-system can sometimes improve the efficiencies of one or several 
other systems. Installing a proper interconnection between the sub-systems, which means 
secondary loops and control, is one of the most important tasks. This can be difficult as com-
panies usually don’t specialise in the construction of individual secondary loops. Moreover, 
maintaining and servicing the secondary loops requires specific skills. As a consequence, sys-
tems that are cheap and easy to maintain are often more popular than energy efficient sys-
tems. 
Energy only accounts for about 2 % of the overall turnover [56]. Thus, return on investment in 
energy efficiency might not be too high, while other investments might promise bigger and 
faster profits. Decision makers are more interested in high turnover and profit, thus prioritis-
ing high flexibility (plug-in units), customer friendly systems (no glass doors on cabinets) or 
even investment in marketing strategies over energy efficient equipment. Still, it is worth 
thinking about energy efficient systems, even from an economic point of view. Margins are 
also only around 1 - 4.2 % [60], [56], so energy costs constitute about 25 – 200 % of the profit. 
US Energy Star estimated an increase of sales by $59 for a $1 reduction in energy costs [61]. 
Moreover, a green image is increasingly important for attracting customers.  
3.2. Assessment and approaches for power savings 
The benchmarking of supermarket systems is a challenging topic. Supermarkets are normally 
assessed by their energy intensity, which can be useful if stores of similar size and location are 
compared. But the size of the supermarket, the amount of chilled goods, location, weather 
conditions and much more have an immense influence. Thus, a comparison of different su-
permarkets is only partially possible.  
Buildings are often classified according to their size or location. The Department for Environ-
ment, Food and Rural Affairs (Defra) and the Institute of Grocery Distribution (IGD) in the UK 
created a classification mainly related to store size. According to this classification, conven-
ience stores are very small shops (<280 m2) that can be part of a building and are usually 
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located in dense urban areas. Supermarkets are small shops (280–1,400 m2) and can be part 
of a building or stand alone, usually found in urban areas. Superstores are more often located 
in suburban regions, in stand-alone buildings with a size of 1,400–5,000 m2 and hypermarkets 
are larger than 5,000 m2, usually located out of town and seldom sell food [62], [63].  
Instead of the total floor area, the sales floor area is often used as a reference value [44]. 
Sometimes, the building's age is considered [44], [64]. Sankar et al. call for model-based 
benchmarking where an ideal power consumption is calculated according to the building's age 
and, as a consequence, the ideal value can be compared to the actual value [65].  
In a study by Spyrou et al., physical parameters, such as sales floor area, year of building con-
struction, ceiling heights or food:non-food ratio, were considered, as well as operational pa-
rameters such as opening hours or sales per SFA and regional parameters such as cooling and 
heating degree days [66] and geographical position. It could be shown that the SFA accounted 
for 44.6 % of variability of the power consumption, the volume of sales for 26.3 %, the 
food:non-food ratio for 3.7 % and the pre-post 2002 factor relative to the year of building 
construction or refurbishment for 1.2 % [44]. 
Lindberg et al. defined several goodness factors in order to compare supermarkets with dif-
ferent refrigeration systems and sizes, whereas the sales and total floor area were less im-
portant. The goodness factors for freezing, cooling and total refrigeration were defined as the 
energy consumed relative to the chilled volume. They highlighted the importance of stand-
ardised measuring and testing methods for cooling capacity and power consumption of refrig-
eration systems. Year-round monitoring is recommended in order to record seasonal varia-
tions. Moreover, different approaches for control volumes were proposed for comparing su-
permarkets. The boundaries differ depending on whether the refrigeration system, opening 
hours, geographic location or indoor environment are included [23]. 
Due to government regulations, energy labelling and a growing awareness of the impact of 
global warming, the interest in power saving concepts is growing among supermarket opera-
tors.  
The Carbon Trust estimates that high power savings can be achieved by improving the sub-
systems and their efficiencies, such as refrigeration and HVAC systems, but also heat recovery 
from the refrigeration plant, thermal energy storage, demand side management and trigen-
eration. Moreover, energy efficient buildings, lighting systems and the integration of renewa-
ble energy sources were recommended [67]. 
Evans et al. estimate that in the UK, 44 % CO2 equivalent (CO2e) could be saved by retrofitting 
components, 54 % by refitting components, especially refrigeration systems, and 66 % for new 
stores, compared to a current baseline store [14].  
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According to Ge et al., power savings in recent years were due to several factors: energy mon-
itoring and the development of control strategies, as well as doors on display cabinets and 
advanced defrosting processes have become more common. More innovative equipment has 
been installed, such as LED illumination, more energy efficient refrigeration and HVAC, as well 
as a higher number of renewable energy sources. In addition to the technical improvements, 
staff training and increasing energy awareness are reasons for reduced power consumption 
[29]. Another study investigated different ventilation systems and control strategies in super-
markets and showed that huge savings in costs and CO2 emissions could be achieved through 
improved envelope air-tightness, natural ventilation, ventilative cooling, specific fan power 
reduction, CO2 refrigeration systems with heat recovery and storage with phase change ma-
terials [2]. According to Kolokotroni, Hill et al. called for similar measures, such as the in-
creased use of daylight, LED lighting, natural ventilation, more efficient refrigeration cabinets, 
renewable energy sources and improved control systems [2].  
A 2015 study by the German energy agency (DENA) investigated which kind of measures were 
taken in order to improve the energy efficiency in supermarkets. 45 % of owners of small in-
dependent shops exchanged the windows, 29 % renovated the roof, 20 % the façade and 16 
% the ambient insulation of the building. In terms of internal equipment, the heating system 
was updated in 20 % of cases, electrics in 5 % and illumination in 2 % [56]. 
In a British study, power saving strategies A, B and C were tested and compared to a base case 
supermarket in terms of CO2e savings, change in capital costs and net-present value. Package 
A consisted of composite internal floors, high efficiency illumination, fan power reduction by 
control, improved chiller and boiler efficiencies and south-facing glazed façade. In package B, 
illumination, chillers and fan power control was even more efficient, roof lights and ventilation 
heat recovery were used and the air tightness of the building was improved. In package C, the 
fan power control and chiller efficiencies were higher than in case B, more roof lights were 
installed and the building's air tightness was higher. In addition, an active chilled beam/radiant 
ceiling and advanced thermal bridging were installed and an improved wall u-value could be 
achieved. Measurements resulted in a CO2e reduction of 27 %, 51 % and 46 % respectively 
[68]. 
Different power saving approaches were tested in two UK studies, both comparing advanced 
techniques to a base case supermarket. Both recommend initiatives such as reduction of illu-
mination costs by using daylight and more efficient lamps, reduction of HVAC power consump-
tion by heat recovery and partially using natural ventilation, reduction of refrigeration power 
consumption through improved cabinets with doors and LED lighting, as well as improved 
control of the sub-systems, higher efficiencies of components and the use of renewable en-
ergy. Through these measures, a reduction in power consumption of about 50% down to 
around 400 kWh/m² were achieved compared to the base case [2], [68]. 
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3.3. Case studies and research projects 
Due to the growing interest in power savings for both environmental and economic reasons, 
more and more companies, research centres and universities are commissioned to develop 
overall concepts including building, refrigeration plant, HVAC, heat recovery and illumination. 
Some of the research projects that were carried out in recent years will be presented in the 
following.  
Much of the research on power consumption in supermarket systems was carried out by KTH 
for several years, especially focusing on the use of CO2 refrigeration systems and heat recov-
ery. The simulation software CyberMart was developed as part of the doctoral thesis of Jaime 
Arias [7]. This software calculates the heating performance of a supermarket. The HVAC sys-
tem and different refrigeration systems were considered in the model; heat recovery and the 
interaction between refrigeration, illumination and HVAC were modelled; control strategies, 
especially of the refrigeration plant and the heat recovery potential, were investigated in com-
puter simulations; a sensitivity analysis was carried out to find out which parameters had the 
highest influence on the power consumption in supermarkets; field measurements were car-
ried out in seven Swedish supermarkets; new CO2 refrigeration systems were compared to 
standard systems, the developed models were evaluated, and the influence of different fac-
tors such as ambient temperature, humidity and night covering of display cases on the overall 
power consumption were evaluated. The simulation results predicted that all necessary heat 
can be recovered from the refrigeration plant, whereas measurements indicated that only a 
part of the heating demand can be satisfied by heat recovery. It was assumed that some rea-
sons for the worse measurement results were the poor performance of heat recovery systems 
and the fact that HVAC and refrigeration system were controlled separately. An overall ap-
proach was recommended where the whole supermarket is taken into consideration, includ-
ing interactions between the sub-systems. 
Sawalha investigated supermarket refrigeration systems in his doctoral thesis and publications 
[69], [70], [36]. Computer models were developed using EES to compare CO2 indirect, NH3/CO2 
cascade and trans-critical systems with a direct R-404a system. To evaluate the theoretical 
results, a scaled-down supermarket was rebuilt and tested in the laboratory. In addition to the 
performance of the systems at different ambient conditions, the leakage rates were investi-
gated. It could be shown that the CO2 systems under investigation were efficient solutions 
without causing exceptional health risks. The CyberMart and EES models were further used 
for other simulations of heat recovery from CO2 trans-critical refrigeration systems in super-
markets [71], [72], which investigated the influence of parameters such as gas cooler sub-
cooling and evaporation temperature on system performance. Annual simulations showed 
that the systems performed better when applying the proposed control strategy than an 
equivalent R-404a system with separate heat pump. 
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In a master thesis, the control strategy of two existing supermarket systems was analysed and 
compared to a theoretical case. The amount of recovered heat was measured and the poten-
tial of heat recovery was modelled using EES. The investigated systems were compared to        
R-404a and CO2/NH3 cascade systems and heat pumps in a simulation, before considering the 
heat recovery rates and studying the possibilities of selling heat to the district heating net-
work. Significant differences were found between measurements and simulations [73]. 
Further on, the efficiency of different CO2 trans-critical systems was analysed using field meas-
urements in five Swedish supermarkets. The results showed that the operating mode, the 
amount of sub-cooling, gas removal from the intermediate vessel, evaporation temperature, 
internal and external superheat and compressor efficiency have a significant impact on the 
system's performance [74]. Different internal heat exchanger arrangements in refrigeration 
systems were simulated and the influence on system performance was investigated [17]. 
At Brunel University in the UK, long-term experience in the supermarket area exists due to 
several investigations and studies. Power consumption data of 2,570 supermarkets of all ma-
jor store categories and retail food chains were collected and evaluated. Results showed that 
power consumption in the stores varied widely. A power law could be found to describe the 
relation between energy intensity and sales floor area. The power saving potential was esti-
mated to be 10 % or 840 GWh and 355,000 tonnes of CO2 emissions if all supermarkets with 
an energy intensity above the mean value were reduced to the mean value. Different 
measures were suggested, such as heat recovery, adjusted control or the use of more efficient 
equipment [3]. The SuperSim model was developed and validated in order to test the perfor-
mance of centralised refrigeration systems, as well as their interaction with the HVAC system 
and building. It was used for the comparison of performance and heat recovery of trans-criti-
cal CO2 and R-404a systems and the optimisation of CO2 systems [29]. ]. One-year simulations 
were carried out with optimised control and it was concluded that in the case of heat recovery 
and at low ambient temperatures, the CO2 system performs better than the conventional         
R-404a system. It was found that 40 % of space heating could be covered by heat recovery 
from the CO2 system [35]. The effects of different parameters on the performance of a trans-
critical booster system were analysed by means of a sensitivity analysis and a thermodynamic 
model with the objective of developing a high-side pressure control strategy for different op-
erating conditions. Influencing parameters such as the effectiveness of the internal heat ex-
changer, medium pressure, low pressure and superheating on the overall efficiency were also 
investigated [75]. 
The German retail chain Aldi Süd and the Fraunhofer Insitut für solare Energiesysteme built a 
test supermarket in Rastatt that was opened in 2010. The German Federal Ministry of Eco-
nomics and Industry (BMWi) funded the project to investigate the potential of power savings 
through an efficient overall concept and control strategy [39]. The store has a total floor area 
of 1,825 m2 and a sales floor area of 1,103 m2. A two-stage CO2 refrigeration plant including 
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heat pump mode combined with six 100 m deep borehole heat exchangers was implemented. 
The building comprises heat recovery, a photovoltaic plant, floor heating and thermal activa-
tion of building structures. A CO2-based control of the AHU fans was implemented. Simula-
tions of the building were realised with TRNSYS to determine the demand of heating and pri-
mary energy of the supermarket in advance, during the planning phase. A reduction of energy 
costs for heating, cooling and refrigeration of 29 % compared to a standard branch was pre-
dicted, which corresponds to a reduction of the energy intensity from 501 kWh/m2 to 
357_kWh/m2. The measured power consumption was 407 kWh/m2 in 2011 and 378 kWh/m2 
in 2012, with a prediction of 413 kWh/m2 for 2013. Using Modelica, a simplified refrigeration 
plant model was built to develop a control strategy for the trans-critical mode [22]. 
3.4. Simulation approaches 
Case studies can be very helpful for the analysis of the power consumption of end-users in 
supermarkets, since actual modifications, for example of the technical equipment or control 
strategies, are often difficult or impossible. The safety of customers and staff could be endan-
gered and interruptions of the daily business would be necessary, which can harm the super-
market's reputation. Moreover, a detailed analysis would require a sizeable set of measure-
ment equipment and data logging. Simulations are a promising method for testing different 
system configurations or control systems that can be adjusted relatively easily. However, it has 
to be kept in mind that simulations cannot replace measurements and that they can differ 
significantly from reality [76]. Adequate validations have to be carried out in order to gain 
reliable results. Different approaches exist for simulation purposes, some of which will be pre-
sented and discussed in the following. 
CyberMart was developed at KTH in Sweden [7]. The focus was on the development of a user-
friendly software that can easily simulate different supermarkets. It permits the investigation 
of measures and methods to improve the energy efficiency, the comparison of different sys-
tems and the power saving potential. The model is a one-zone model in which the overall heat 
balance and thermal capacity of the supermarket are considered. It includes refrigeration and 
HVAC system, illumination and other equipment, as well as the building structure and weather 
conditions. The user can choose between seven different refrigeration systems, calculate heat-
ing and cooling loads and predict overall electricity consumptions. Even though the model 
structure is relatively simple, it could be validated on measurement data of five Swedish su-
permarkets with relatively good agreement. Long-time simulations over one year can be car-
ried out with this software. However, detailed and individual control strategies, different heat 
transfer correlations or pressure drop of the components can only be simulated partially. 
CyberMart is a quasi-steady state model. It is assumed that the fresh air flow of the HVAC is 
controlled by the CO2 content of the indoor air [7]. 
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EnergyPlus is a software that was funded by the U.S. Department of Energy Building Technol-
ogies Office. In this quasi-steady state model, power consumption, HVAC, lighting, internal 
loads and water use are considered in the overall heat balance. Refrigeration plants including 
heat recovery, cold room and display cabinets can be modelled [32]. A multi-zone model ap-
proach facilitates a more realistic calculation of the indoor air conditions and the HVAC supply 
air. Radiant and convective effects are considered in the heat balance. It includes detailed 
models of different components, such as windows or HVAC, and allows the simulation of user-
defined control. A wide range of weather data is available and sub-hourly or annual simula-
tions are possible [77]. Cooling and heating loads are calculated dependent on the overall 
building loads and conditions. The interaction between the sub-systems such as HVAC and 
refrigeration plant building loads are considered [78]. 
The free clean energy software RetScreen was developed by the Government of Canada. The 
software provides energy, cost, emission, financial and sensitivity/risk analysis. A global data-
base of weather data from 6,700 ground base stations and NASA satellite data are available, 
as well as a benchmark, project, hydrology and product database [79]. In the model, the build-
ing is considered as one temperature zone, with heating and cooling loads calculated in a 
steady state mode using monthly average climatic data. The amount of fresh air is not calcu-
lated but has to be set as an input by the user [29]. 
The model SuperSim, developed at Brunel University in the UK, is based on the simulation 
software TRNSYS and provides the opportunity to simulate the performance of centralised 
refrigeration systems and the interaction with the building and HVAC. The fresh air supply flow 
is treated as an input value. Hourly simulations can be carried out with the quasi-steady state 
model. It was validated using data from a supermarket with reasonable accuracy [29]. 
TRNSYS was developed by the University of Wisconsin [80]. Transient systems can be simu-
lated with this model and it is primarily used to simulate buildings and technical plants, espe-
cially for thermal overall analyses. It is equipped with a large component library which in-
cludes, for example, multi-zone buildings, pumps, weather data and basic HVAC equipment. 
Users can modify the existing components or write their own models. 
Another simulation approach is currently being developed at Technische Universität Braun-
schweig. The SuperSmart tool gives the opportunity to combine different simulation models 
using functional mockup units. The aim is to create a supermarket benchmark tool that is able 
to carry out annual simulations of overall supermarket systems. Different supermarkets and 
different technical solutions for one supermarket can be investigated and assessed [81], [82]. 
Apart from CyberMart and SuperSmart, none of the tools mentioned above is a model explic-
itly for supermarkets. Most of them are building models that can be adjusted to the case of a 
supermarket. The technical equipment, such as the refrigeration plant, the HVAC system and 
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the heat recovery system, are usually modelled in a drastically simplified way or even ne-
glected and controllers are usually not considered. Most of the models were designed to carry 
out long term simulations. Supermarkets are very complex and heterogeneous systems that 
are difficult to model. Simplifications have to be made in order to achieve acceptable simula-
tion times. Quasi-steady state models that give hourly values are often used and highly dy-
namic processes and different time constants are neglected, while different sub-systems are 
usually simulated in separate models. For instance, the heating demand of the supermarket 
is simulated with a building software such as EnergyPlus, the refrigeration plant with Energy 
Equation solver and the amount of recovered heat is calculated post-processing. The disad-
vantage in this case is that interactions between the sub systems are not correctly repre-
sented. Gas cooler return temperatures, efficiencies and heat recovery potentials can be 
wrong. Sometimes stationary operating points are simulated and the results are interpolated 
in order to obtain annual values. In other cases, values such as heat loads are assumed to be 
more rigid than they really are, or even constant. Simplified calculations are used for variables 
such as the refrigeration heat load as a linear function of the ambient temperature. Some of 
these measures are necessary to allow annual simulations while considering the interaction 
between different sub-systems. If the objective is the comparison of different systems, quick 
model creation and modification are essential. 
If simulations are used for the investigation of an individual supermarket system with a focus 
on the control strategy, a highly dynamic simulation approach is obligatory. For a detailed 
analysis, control systems, thermal capacities, pressure drops and dynamics of all subsystems 
have to be taken into consideration in one single model. The disadvantage is that the devel-
opment of these models is time-consuming and the simulation times are long. Annual simu-
lations of complex systems like supermarkets are very time-consuming and not always possi-
ble. 
The software TILSuite is a tool that allows a highly dynamic simulation of thermodynamic sys-
tems. It was developed by the Institut für Thermodynamik of the Technische Universität 
Braunschweig and the company TLK Thermo GmbH in Braunschweig, Germany. It is equipped 
with a library of several components of thermal systems, such as compressors, pumps, heat 
exchangers and tubes. Add-on packages for different applications such as storage tanks or 
vehicle cabinets are available. The components can easily be modified and adjusted by the 
user, if necessary. A broad range of fluid data are available in the library TILMedia, which en-
ables an exact and fast simulation [83]. The models in TIL are written in the object oriented, 
equation-based modelling language Modelica, with which complex physical systems can be 
modelled. The most common simulation environments are Dymola, SimulationX and Wolfram 
SystemModeler. 
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4. Reference supermarket 
Within the CREATIV project, an overall supermarket concept was designed and a test super-
market was built in Trondheim (Norway). The shop opened in August 2013 and more than   
600 measurement values have continuously been logged since. The supermarket is a discount 
store of the Norwegian supermarket chain REMA 1000. It is located in a stand-alone building 
with a total floor area of 1,000 m2 and a sales area of 800 m2. 
 
Figure 4-1: Sketch of the REMA 1000 supermarket in Kroppanmarka [84] 
The supermarket is sketched in Figure 4-1. An overall energy concept was developed for the 
reference supermarket. An efficient heat recovery and control strategy was implemented. The 
overall concept is shown in Figure 4-2. The refrigeration plant is a direct CO2-booster system 
that is primarily used for chilling. For freezing, plug-in units are used mainly. The waste heat 
from the refrigeration plant can be used by HVAC, floor heating or snow melting of the car 
park and truck ramp, and part of it can be stored in stratified tanks. The tanks are connected 
to the main air handling unit (AHU) in the sales area, a smaller air handling unit in the staff 
room (AHUSR), and the entrance air curtain (AirCu). The system includes a borehole heat ex-
changer (BHX) system. Thus, waste heat from the refrigeration plant can be rejected or used 
for cooling via the cooling heat exchanger in the air handling unit. The control strategy was 
designed in order to satisfy the heating demand of the building by heat recovery and to avoid 
electrical heating. When the waste heat is not sufficient, the refrigeration plant can be run in 
heat pump mode. 
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Figure 4-2: Schematic view of the technical systems in the reference supermarket  
4.1. Building 
The building has a total floor area of 1,000 m2 and a height of 6.1 m. The ground plan of the 
building is shown in Figure 4-3. The sales floor area (1) has a size of 799 m2 and represents the 
main part of the building. The entrance area (2) is separated from the outside and the sales 
area by sliding glass doors. The supermarket is equipped with cooling (6) and freezing storage 
(7). The other rooms are the staff room, toilets, bottle return room, machine room and storage 
room. The AHUs are located on the first floor. 
The store is equipped with triple-glazed float glass windows on the north, east and south sides 
and aerogel windows on the west, east and south sides and the roof. The overall window area 
is 47 m2 and the aerogel area is 229 m2. 
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Figure 4-3: Ground plan 
The walls were built from modules consisting of steel with a rock wool core. The roof is planted 
with sedum and the floor consists of ceramic tiles over a screed layer. Below the screed is an 
insulation layer of expanded polystyrene. The floor heating tubes sit on top of the insulation, 
below the screed. Three of the tubes are located in the sales area and one in the freezing 
storage room to avoid freezing and expansion of the floor. The snow melting tubes are located 
below the car park and the goods delivery area (GDA). 
The illumination system is arranged in four rows, each row can be switched on or off sepa-
rately depending on the daylight intensity. Fluorescent tubes are used and the supermarket is 
equipped with several lux meters. 
The distribution of the cabinets is illustrated in Figure 4-3 and shows that approximately half 
of the cabinets are integral systems, while the other half are connected to the remote refrig-
eration system. 
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4.2. Refrigeration plant 
The remote refrigeration plant is an overall CO2 booster system. The plant is equipped with 
one low pressure (LP) compressor and three high pressure (HP) compressors. The low pres-
sure compressor and one of the high pressure compressors are speed-controlled. It is de-
signed for a total cooling capacity of 82 kW and a freezing capacity of 5.2 kW.  
The high pressure of the plant can be controlled according to the gas cooler return tempera-
ture with a maximum pressure of 120 bars. The high pressure is usually kept as low as possible 
but can be raised during the winter to increase the amount of available waste heat. 
 
Figure 4-4: Schematic drawing of the refrigeration plant 
A schematic drawing of the refrigeration plant is depicted in Figure 4-4 and the log p, h-dia-
gram of a typical operation point is shown in Figure 4-5. After the high pressure compressors 
(2), three gas coolers are arranged in a row. Heat recovery can be realised in the first (2-2a) 
and second (2a-2b) gas cooler. The first gas cooler is connected to the tank cycle loop. The 
waste heat can be stored or used in the air handler unit and, if no heating is required, it can 
be released into the environment. In the second heat exchanger, the waste heat can be trans-
ferred to the floor heating (FH) and snow melt (SM) cycle. To achieve a high COP for the re-
frigeration plant, the gas cooler return temperature should be as low as possible. The refrig-
erant temperature can be lowered in the second heat exchanger, depending on the return 
temperature from the floor heating and snow melt loops. The return temperature of the sec-
ond gas cooler was typically around 23°C in the supermarket. The temperature can be further 
decreased in the third gas cooler (2b-3), which is connected to the borehole heat exchanger. 
The refrigerant returning from the third gas cooler is throttled to 35 bars (4) and ends up in 
the two-phase region. After the valve it is separated into gas and liquid in a medium pressure 
receiver. The gas part (5) is throttled to 28 bars (6) and used to sub-cool the liquid (7) in an 
internal heat exchanger (6-6a). Part of the subcooled liquid (8) is throttled to the medium 
Reference supermarket  
 
 
 
 24 
 
 
pressure of 28 bars (9) after the IHX and passed through the medium temperature (MT) cabi-
nets (9-9a). The rest is expanded to the low pressure of 12 bars (10) and passed through low 
temperature (LT) cabinets (10-11). After the LT cabinets, it is compressed to the medium pres-
sure of 28 bar (4). 
 
Figure 4-5: Log p, h diagram of a typical operation point of the refrigeration system 
There is an extra evaporator (EE) arranged parallel to the MT cabinets. The EE has a capacity 
of about 30 kW and the evaporation pressure is equivalent to that in the MT cabinets. The 
evaporator is connected to the borehole heat exchanger cycle on the liquid side (see Figure 
4-2). During winter, when the heating demand of the building is high, the EE can be used to 
increase the heat load and, consequently, the waste heat of the refrigeration plant. In this 
case, the refrigeration plant is also used as a heat pump. In summertime, the extra evaporator 
can be connected directly to the cooling heat exchanger of the AHU on the liquid side (dotted 
line in Figure 4-2) to cool the sales area. 
The refrigerant from the LP compressors (12) is mixed (1) with the refrigerant from the me-
dium pressure cabinets and extra evaporator (09a) and the gas from the IHX (6a) and com-
pressed to high pressure (2). 
4.3. HVAC, heat recovery and secondary loops 
The heat recovery system consists of the tanks and tank cycle, AHUs and floor heating cycle. 
The BHX cycle can be used for gas cooling of the refrigeration plant and for heating or cooling 
of the building. The individual cycles will be described in this chapter. 
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Tank Cycle 
The tank cycle system can be seen in Figure 4-2 (red lines). The operating fluid is a glycol water 
mixture. The heat is transferred from the refrigeration plant by the first gas cooler (GC I) and 
can be stored in three tanks which are arranged in a row. The tanks are stratified storage tanks 
with a volume of 550 l each, equipped with an internal tube heat exchanger. The liquid sup-
plied from the gas cooler flows directly into the tanks. If the tank temperature is high enough 
or no heating is required, the tanks can be bypassed via a three way valve located before the 
inlet of the first tank. A smaller backup tank (198 l) with the option of thermal heating (capac-
ity: 45 kW) is located after the third storage tank. This tank was installed only for emergencies 
and is not depicted in the drawings. The heat tanks are connected to the AHU, the AHUSR and 
the air curtain (AirCu) in the entrance area. The advantage of the direct tank system is that no 
extra temperature differences are caused by an internal heat exchanger in the tank. The tubes 
inside the tanks are connected to the floor heating cycle and are only used if the heat from 
GC II to the FH cycle is not sufficient. 
A dry cooler (DC) was installed after the tanks. It is located on the roof of the building and is 
used to ensure a specific supply temperature to GC I. In summertime, when heating is not 
required, the heat can be totally or partially rejected by the DC into the ambient. If heating is 
required but the return temperature from the tanks is too high, the DC is also used. For safety 
reasons, it has a total capacity of 140 kW. It is also equipped with five fans that are controlled 
in groups of two and three, so it is possible to reduce the power consumption in cases of low 
heat load. The mass flow distribution in the tank cycle is controlled by several pumps and 
valves. 
AHU 
The air handling unit is designed in a way that the internal pressure drops are minimal to 
reduce the fan power. The AHU is depicted in Figure 4-6. The air that is sucked in from the 
ambient first passes a filter (F sup) before it can be preheated in an internal heat exchanger 
by the return air. The IHX is a rotary wheel (RW) that causes huge pressure losses and can be 
bypassed (Fl 1) if preheating is not necessary. The filtered air can be mixed with return air and 
heated or cooled in separate heat exchangers (AHXH, AHXC) before being supplied to the su-
permarket. Both heat exchangers can be bypassed. The return air can be recirculated totally 
or a part can be mixed with ambient air, depending on the CO2 content in the shop. If the 
return air is recirculated or passed through the rotary wheel, it has to be filtered first. If not, 
the filter (F exh) can be bypassed and the air can be discharged directly to the ambient. Both 
fans are speed controlled. The exhaust air fan flow can be controlled according to the CO2 
content in the shop and the supply air fan according to the heating or cooling demand [24]. 
The bypassing of the components is controlled by the flaps Fl1-Fl6, while the fans and flaps 
Fl7 and Fl8 control the supply and exhaust air flow. 
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Figure 4-6: AHU including components and air flow 
Floor Heating Cycle 
If heat recovery is realised with the air handling unit, a liquid supply temperature above 30°C 
is required. Depending on the high pressure of the refrigeration plant, a considerable part of 
the waste heat is available at lower temperatures (see Figure 4-5). The floor heating cycle 
makes it possible to use the waste heat at a much lower temperature level, down to around 
23 °C.  
The working fluid in the FH loop is a water glycol mixture. The FH tubes in the sales area and 
the freezing room are polyethylene tubes. In total, there are three FH loops in the sales area 
(see Figure 4-2), each consisting of five parallel tubes. The heat is transferred from the refrig-
eration plant by the second gas cooler (GC II). If the supply temperature to the FH loops in the 
sales area is too low, heat can be extracted from the storage tanks. The snow melting loops 
can be used to melt the snow in the car park and the goods delivery zone. They can also serve 
as an additional heat sink to reduce the refrigerant temperature after GC II. 
Borehole heat exchanger 
The borehole heat exchanger cycle is connected to the third gas cooler (GC III) and the extra 
evaporator of the refrigeration plant (see Figure 4-2). A part of the waste heat from the refrig-
eration plant can be transferred to the BHX. For sales area cooling, the liquid can be extracted 
directly from the BHX and passed on to the AHU cooling heat exchanger (AHXC). The liquid 
can be cooled down to around 7-12 °C in the borehole heat exchanger. If the supply air tem-
perature in the AHXC has to be reduced in order to raise the cooling capacity, the BHX cycle 
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can be run in summer mode (dotted lines) by switching a manual valve. In this case, the liquid 
is cooled in the EE before entering the AHU cooling HX. Supply temperatures of around 2°C 
can be reached. The mass flow in the AHU cooling HX is not controlled by a separate pump or 
valve but results from the pressure resistances in the system. Consequently, in summer mode, 
the mass flow in the AHU cooling HX is lower than in winter mode, due to the additional re-
sistance of the EE. The borehole heat exchanger consists of three parallel probes, which are 
single u-tubes with a depth of 175 m. The ground holes are not filled and in the upper part 
the holes are surrounded by a layer of concrete. There is no information about the exact com-
position and thermal properties of the ground or ground water flow. An accumulation of rain 
water in the boreholes is possible. 
5. Field measurements and evaluation 
Comprehensive and detailed measurements were carried out in the described test supermar-
ket. Data from January to December 2014 were collected and evaluated. The evaluation and 
calculation processes and the results will be presented in the following chapter. 
5.1. Evaluation 
In the supermarket described above, data from around 600 measurement points were rec-
orded, around 80 of which could be used for the evaluations. The data were measured in one-
minute-intervals. In fact, not all of the measured values were reliable for a variety of reasons. 
Temperature sensors, for instance, do not give reliable results if they are not placed properly. 
Heat flow meters usually detect the temperature difference and mass flow. The measurement 
device is equipped with a database of different fluid densities and heat capacities to calculate 
the heat flow, but if fluid data for the measured liquid are not available in the databank, a 
similar fluid has to be chosen instead. Consequently, errors of around 30 % can easily occur. 
As a consequence, the measurement data used had to be verified by time consuming calcula-
tions. In order to gain reliable results, heat and mass balances were drawn up for the subsys-
tems and the overall system. Not all relevant data were measured in the supermarket. In ad-
dition, some measurement devices failed partly. Around 80 values, such as mass flows, tem-
peratures and heat flows, had to be calculated. Fluid data from the TILMedia library (see 3.4) 
were used for the calculations. 
Some relevant values were missing across longer periods. Nevertheless, it was possible to 
carry out evaluations for eight months of the year 2014 and to draw significant conclusions 
from these results. In the following chapters, the calculation and evaluation methods will be 
described. The overall heat balance was subdivided into heat balances for the subsystems. 
The algebraic signs were related to the system in a way that all mass flows and heat flowing 
out of the subsystem have a negative sign. 
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5.1.1. Refrigeration plant 
The refrigeration plant, including measurement sensors, is depicted in Figure 5-1. The power 
consumption was measured separately for the low pressure compressor and the high pressure 
compressors. The low pressure, medium pressure, receiver pressure and high pressure were 
also measured. Pressure losses in the heat exchangers and tubes were neglected in the calcu-
lations. 
  
Figure 5-1 Measured data in the refrigeration plant 
The temperature was measured before and after the compressors and after each gas cooler. 
The evaporation temperature of the LT cabinets was also measured. 
  
Figure 5-2: p,h – Diagram of the cycle with all relevant points 
For the heat balances of the refrigeration plant, various mass flows, enthalpies and tempera-
tures were calculated in the points plotted in Figure 4-4. 
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The heat flow extracted from the second gas cooler and the heat supplied to the extra evap-
orator were calculated in the energy balance of the floor heating cycle (see 5.1.3). The values 
were adopted in the refrigeration balance. An exception are the months January and February, 
where the heat in GC II was calculated in a different way, as described below. 
The enthalpies for operating points 1, 2, 2a, 3, 11 and 12 could be determined by the pressure, 
the temperature and TILMedia fluid data [85]. 
The mass flow of the high pressure compressor was calculated according to the following 
equation: 
 ?̇?𝐻𝑃𝐶 =
𝑃𝐻𝑃𝐶,𝑓𝑙𝑢𝑖𝑑
(ℎ2 − ℎ1)
 (5.1) 
PFluid is the total compressor power minus the heat losses via the compressor surface. It was 
assumed that the losses are equal to 5 % of the total power consumption. 
The calculation of the GC II return enthalpy (2b) was challenging, as the operating point was 
partly located inside (case A) and partly outside (case B) of the two-phase area. Most of the 
time (except January and February), it was situated inside the two-phase region. As a conse-
quence, the pressure and temperature were not sufficient for determining the value. Thus, 
the enthalpy in point 2b was calculated via the use of the heat flow extracted from GC II with 
ṁGCII= ṁHPC. 
 ℎ2𝑎 = ℎ2𝑏 −
?̇?𝐺𝐶𝐼𝐼
?̇?𝐺𝐶𝐼𝐼
 (5.2) 
For January and February, the operating point 2b was located outside the two-phase region 
(see Figure 5-2) and h2b could be calculated as a function of the measured temperature 2b 
and the high pressure using fluid data.  
The heat removed from GC I and GC III, as well as GC II in January and February, was calculated 
subsequently. 
 ?̇?𝐺𝐶,𝑖 = ?̇?𝐺𝐶 ∗ (ℎ𝑟𝑒𝑡 − ℎ𝑠𝑢𝑝) (5.3) 
For the throttling process after GC III 03, an isenthalpic change of state was assumed, which 
implies that h4=h3. The pressure 4 in the receiver is known and, as the operating point is lo-
cated in the two-phase region (see Figure 5-2), the associated temperature could be deter-
mined. After the receiver (4), the fluid is separated into a vapour part 5 and a liquid part 7. 
The enthalpies are equal to the bubble enthalpy and the dew enthalpy of the pressure 4 in 
the receiver. The mass flow distribution was calculated using the law of the lever and the mass 
balance. 
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?̇?𝑣𝑎𝑝
?̇?𝑙𝑖𝑞
=
(ℎ4 − ℎ7)
(ℎ5 − ℎ4)
 (5.4) 
 ?̇?𝐺𝐶,𝑖 = ?̇?𝑣𝑎𝑝 + ?̇?𝑙𝑖𝑞 (5.5) 
The separated vapour 5 is throttled down to the medium pressure 6. Assuming isenthalpic 
throttling, h6=h5 follows. Temperature 6 is equal to the bubble temperature of the medium 
pressure. For the determination of IHX vapour return temperature 6a, it was assumed that 
the liquid mass flow exceeds the vapour mass flow considerably. Consequently, IHX vapour 
return temperature 6 is almost equal to IHX liquid supply temperature 7, T6a=T7. Enthalpy 6a 
could be determined using the temperature and the pressure. Knowing the vapour supply, 
return enthalpies and mass flow, the heat flow of the IHX could be calculated.  
 ?̇?𝐼𝐻𝑋 = ?̇?𝑣𝑎𝑝 ∗ (ℎ6𝑎 − ℎ6) (5.6) 
Using the heat flow, the IHX liquid return enthalpy h8 could be determined. 
 ℎ8 = ℎ7 +
?̇?𝐼𝐻𝑋
?̇?𝑙𝑖𝑞
 (5.7) 
The IHX liquid return mass flow in operating point 8 is separated into the low temperature 
cabinet (LTC), medium temperature cabinet (MTC) and EE mass flows. The LTC and MTC mass 
flows are split into mass flows of the individual cabinets. For balancing, considering the LTC, 
MTC and EE mass flows was sufficient.  
The throttling process reaches the two-phase region in both cases, so the end temperatures 
are equal to the bubble temperatures of the evaporation pressures, which can be determined 
using fluid data. It was assumed that isenthalpic throttling occurred. Consequently, evaporator 
supply enthalpies 09 and 10 are equal to IHX liquid return enthalpy 08.  
Operating points 11 after the LTC and 12 after the LPC are both located outside the two-phase 
region (see Figure 5-2). The enthalpies could be calculated using the measured pressures and 
temperatures and fluid data. The LPC flow could be calculated according to the MPC flow de-
scribed above.  
A mass balance was drawn to determine the MTC mass flow.  
 ?̇?𝑙𝑖𝑞 = ?̇?𝑀𝑇𝐶+𝐸𝐸 + ?̇?𝐿𝑇𝐶 (5.8) 
The sum of the transferred heat transferred in the MTC and EE Q̇MTC+EE was derived from the 
overall heat balance of the refrigeration plant. 
 ?̇?𝑀𝑇𝐶+𝐸𝐸 = ?̇?𝐺𝐶𝐼 + ?̇?𝐺𝐶𝐼𝐼 + ?̇?𝐺𝐶𝐼𝐼𝐼 + ?̇?𝐿𝑇𝐶 + 𝑃𝐻𝑃𝐶,𝑓𝑙𝑢𝑖𝑑 + 𝑃𝐿𝑃𝐶,𝑓𝑙𝑢𝑖𝑑 (5.9) 
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The value for the EE heat flow was adopted from calculations of the floor heating cycle (see 
5.1.3), making it possible to calculate the heat flow in the medium temperature cabinets. 
 ?̇?𝑀𝑇𝐶+𝐸𝐸 = ?̇?𝑀𝑇𝐶 + ?̇?𝐸𝐸 (5.10) 
Finally, the MTC/ EE return enthalpy in operating point 9a could be calculated. 
 ℎ9𝑎 = ℎ9 +
?̇?𝑀𝑇𝐶+𝐸𝐸
?̇?𝑀𝑇𝐶
 (5.11) 
In addition, the usable share of the waste heat was calculated for further considerations. It 
was assumed that the waste heat could be used for heat recovery by floor heating until a 
refrigerant temperature of t2*=23°C (see Figure 5-2). The corresponding enthalpy h2* of the 
refrigerant was determined as the enthalpy at the condensing pressure and a temperature of 
23°C. Thus, the maximum recoverable heat flow resulted in: 
 ?̇?𝑈𝑊𝐻 = ?̇?𝐺𝐶 ∗ (ℎ2 − ℎ2
∗) (5.12) 
In such a complex system, it is challenging to find a method to evaluate the efficiency of the 
refrigeration plant and heat recovery. The COP can usually only be used in order to compare 
the efficiency of a refrigeration plant or heat pump considering one temperature level. In the 
current case, the refrigeration load is extracted from the cabinets at two different tempera-
ture levels. Moreover, heat recovery takes place at different temperature levels. Nevertheless, 
as it is difficult to evaluate the systems efficiency any other way, it was decided to calculate 
three COPs. It should be noted, that these COPs were exclusively used to evaluate the system 
in different operation points and for different control strategies. They cannot be used to com-
pare it to other refrigeration systems. 
The refrigeration COP was calculated: 
 𝐶𝑂𝑃𝑟𝑒𝑓 =
?̇?𝑀𝑇𝐶 + ?̇?𝐿𝑇𝐶
𝑃𝐻𝑃𝐶 + 𝑃𝐿𝑃𝐶
 (5.13) 
In addition, the total COP of the used heat was calculated: 
 𝐶𝑂𝑃𝑡𝑜𝑡𝑎𝑙 =
?̇?𝑀𝑇𝐶 + ?̇?𝐿𝑇𝐶 + ?̇?𝐻𝐶
𝑃𝐻𝑃𝐶 + 𝑃𝐿𝑃𝐶
 (5.14) 
Where Q̇HC is the sum of the waste heat used for heating and cooling. 
 ?̇?𝐻𝐶 = ?̇?𝐴𝐻𝑋𝐻 + ?̇?𝐴𝐻𝑋𝐶 + ?̇?𝐹𝐻 + ?̇?𝐴𝐻𝑈𝑆𝑅 + ?̇?𝐴𝑖𝑟𝐶𝑢 (5.15) 
Finally, the maximal possible overall COP was calculated for the case that all the available 
waste heat is recovered and used for heating: 
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 𝐶𝑂𝑃𝑚𝑎𝑥 =
?̇?𝑀𝑇𝐶 + ?̇?𝐿𝑇𝐶 + ?̇?𝑈𝑊𝐻
𝑃𝐻𝑃𝐶 + 𝑃𝐿𝑃𝐶
 (5.16) 
5.1.2. Tank cycle 
In the tank cycle, temperature sensors were installed before and after all heat exchangers (see 
Figure 5-3) and the temperatures inside the tanks were measured. The thermocouples are 
located at the bottom and top of the tanks. The positions of the tank valve and the dry cooler 
valve were detected in percent. The heat flow in the AHU, the AHUSR and the AirCu were 
measured, as well as the capacity of the DC fans and the main pumps. The heat flow through 
the gas cooler (GC I) was calculated in the refrigeration plant balance (see 5.1.1). The heat 
flow that was extracted from the tanks by the floor heating cycle was calculated in the floor 
heating cycle balance (see 5.1.3). The calculated values were adopted in the tank cycle bal-
ance. The locations of the sensors in the tank cycle can be retraced in Figure 5-3. 
The liquid mass flow in GC I was determined by the heat flow, return and supply temperatures. 
The isobaric heat capacity was determined using TILMedia fluid data and always for the mean 
temperature of the supplying and returning fluid. A fluid composition of 70 % water and 30 % 
glycol was assumed. 
 ?̇?𝐺𝐶𝐼 =
?̇?𝐺𝐶𝐼
𝑐𝑝,𝐺𝐶𝐼 ∗ (𝑇𝐺𝐶𝐼,𝑟𝑒𝑡 − 𝑇𝐺𝐶𝐼,𝑠𝑢𝑝)
 (5.17) 
The position of the three-way valve in front of the tank was known. It indicates whether the 
liquid passes through or bypasses the tanks. If the liquid flows into the tanks, ṁGCI= ṁTanks is 
valid. The heat supplied to the tanks was calculated with the GC I return temperature and DC 
supply temperature. 
 ?̇?𝑡𝑎𝑛𝑘𝑠 = ?̇?𝑡𝑎𝑛𝑘𝑠 ∗ 𝑐𝑝,𝑡𝑎𝑛𝑘𝑠 ∗ (𝑇𝐷𝐶,𝑠𝑢𝑝 − 𝑇𝐺𝐶𝐼,𝑟𝑒𝑡) (5.18) 
 
  
Figure 5-3: Measured data in the tank cycle 
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The heat extracted in the DC was calculated with ṁDC=ṁTanks, if the tanks were passed through 
and ṁDC=ṁTanks,BP, if they were bypassed. 
 ?̇?𝐷𝐶 = ?̇?𝐷𝐶 ∗ 𝑐𝑝,𝐷𝐶 ∗ (𝑇𝐺𝐶𝐼,𝑠𝑢𝑝 − 𝑇𝐷𝐶,𝑠𝑢𝑝) (5.19) 
The mass flows in the AHU, AHUSR and AirCu were calculated with the respective mass flow, 
supply and return temperature. 
 ?̇? = ?̇? ∗ 𝑐𝑝 ∗ (𝑇𝑟𝑒𝑡 − 𝑇𝑠𝑢𝑝) (5.20) 
The overall heat fluctuation in the tanks was calculated in two ways. The first was to calculate 
the total fluctuation, which is equal to the sum of all supplied and extracted heat flows. 
 ?̇?𝑇𝑎𝑛𝑘𝑠,𝑡𝑜𝑡𝑎𝑙 = ?̇?𝑡𝑎𝑛𝑘𝑠 + ?̇?𝑡𝑎𝑛𝑘𝑠,𝐹𝐻 + ?̇?𝐴𝐻𝑈 + ?̇?𝐴𝐻𝑈𝑆𝑅 + ?̇?𝐴𝑖𝑟𝐶𝑢 (5.21) 
 
  
Figure 5-4: Calculated data in the tank cycle 
The second way was to calculate the fluctuation in each individual tank. This was determined 
by the change of the tank average temperatures per time interval. Summarising the value for 
all three tanks also leads to the overall heat fluctuation. 
 ?̇?𝑇𝑎𝑛𝑘,𝑖,𝑡𝑜𝑡𝑎𝑙 = 𝑉𝑇𝑎𝑛𝑘,𝑖 ∗ 𝜌𝑇𝑎𝑛𝑘,𝑖 ∗ 𝑐𝑝,𝑇𝑎𝑛𝑘,𝑖 ∗
∆𝑇𝑇𝑎𝑛𝑘
∆𝑡
 (5.22) 
The power consumption of the DC fans was calculated with the capacity. According to the 
manufacturer’s data, the maximum power consumption per fan is 0.42 kW. 
 𝑃𝐹𝑎𝑛𝑠,𝐷𝐶 = 𝑛𝐹𝑎𝑛𝑠,𝐷𝐶 ∗ 𝑃𝐹𝑎𝑛𝑠,𝐷𝐶,𝑚𝑎𝑥 (5.23) 
nFans,DC is the capacity of the fans (actual speed in relation to the maximum speed). The calcu-
lation of the main pump's power consumption was done in the same way. A maximum power 
consumption of 1.5 kW was stated by the manufacturer. 
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5.1.3. Floor heating cycle 
The measurement sensors in the FH cycle are visualised in Figure 5-5. 14 temperature sensors 
were implemented. The extracted heat, as well as the supply and return temperature, were 
measured for each individual FH loop. The position of the three way valve in front of the tanks 
(tank valve) was recorded. All mass flows in the cycle were calculated. The calculated points 
are shown in Figure 5-6.  
 
  
Figure 5-5: Measured data in the floor heating cycle 
ṁFH,I, which is the total mass flow circulating in each tube (i=1,2,3), was calculated using the 
extracted heat as well as the supply and return temperature. 
 ?̇?𝐹𝐻,𝑖 =
?̇?𝐹𝐻𝑖
𝑐𝑝,𝐹𝐻𝑖 ∗ (𝑇𝐹𝐻𝑖,𝑟𝑒𝑡 − 𝑇𝐹𝐻𝑖,𝑠𝑢𝑝)
 (5.24) 
The mass flow supplied to the individual FH loops ṁFH,i,sup was calculated by drawing a mass 
and heat balance around the three way valves in front of the loops. Solving the equation for 
ṁFH,i,sup resulted in: 
 ?̇?𝐹𝐻,𝑖,𝑠𝑢𝑝 = ?̇?𝐹𝐻,𝑖 ∗
(𝑐𝑝,𝐹𝐻𝑖,𝑠𝑢𝑝 ∗ 𝑇𝐹𝐻𝑖,𝑠𝑢𝑝 − 𝑐𝑝,𝐹𝐻𝑖,𝑟𝑒𝑡 ∗ 𝑇𝐹𝐻𝑖,𝑟𝑒𝑡)
(𝑐𝑝,𝐹𝐻1−3,𝑠𝑢𝑝 ∗ 𝑇𝐹𝐻1−3,𝑠𝑢𝑝 − 𝑐𝑝,𝐹𝐻𝑖,𝑟𝑒𝑡 ∗ 𝑇𝐹𝐻𝑖,𝑟𝑒𝑡)
 (5.25) 
The measured and calculated points of an individual loop are depicted in Figure 5-7. 
The same was done for the supply mass flow in FH4. 
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 ?̇?𝐹𝐻4,𝑠𝑢𝑝 = ?̇?𝐹𝐻4 ∗
(𝑐𝑝,𝐹𝐻4,𝑠𝑢𝑝 ∗ 𝑇𝐹𝐻4,𝑠𝑢𝑝 − 𝑐𝑝,𝐹𝐻4,𝑟𝑒𝑡 ∗ 𝑇𝐹𝐻4,𝑟𝑒𝑡)
(𝑐𝑝,𝐺𝐶𝐼𝐼,𝑟𝑒𝑡 ∗ 𝑇𝐺𝐶𝐼𝐼,𝑟𝑒𝑡 − 𝑐𝑝,𝐹𝐻4,𝑟𝑒𝑡 ∗ 𝑇𝐹𝐻4,𝑟𝑒𝑡)
 (5.26) 
As the temperature TFH1-3,ret was not measured, a challenging calculation method for ṁFH1-3 
was necessary. A heat and mass balance was drawn around the control volume depicted in 
Figure 5-8. Liquid is supplied to the control volume in points 01 and 02 and leaves it in point 
03. The heat extracted in the FH loops had to be considered in the energy balance. 
 
Figure 5-6: Calculated data in the floor heating cycle 
 
Figure 5-7: Calculated and measured data for one single FH loop 
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The mass balance 
 ?̇?𝐹𝐻,1−3 + ?̇?𝐹𝐻,4,𝑠𝑢𝑝 = ?̇?𝐹𝐻 (5.27) 
and the energy balance 
 
?̇?𝐹𝐻1−3 ∗ 𝑐𝑝,𝐹𝐻1−3,𝑠𝑢𝑝 ∗ 𝑇𝐹𝐻1−3,𝑠𝑢𝑝 + ?̇?𝐹𝐻,4,𝑠𝑢𝑝 ∗ 𝑐𝑝,𝐺𝐶𝐼𝐼,𝑟𝑒𝑡 ∗ 𝑇𝐺𝐶𝐼𝐼,𝑟𝑒𝑡 + ?̇?𝐹𝐻1
+ ?̇?𝐹𝐻2 + ?̇?𝐹𝐻3 + ?̇?𝐹𝐻4 = ?̇?𝐹𝐻 ∗ 𝑐𝑝,𝐹𝐻,𝑟𝑒𝑡 ∗ 𝑇𝐹𝐻,𝑟𝑒𝑡 
(5.28) 
resulted in: 
 
?̇?𝐹𝐻1−3 =
=
?̇?𝐹𝐻,4,𝑠𝑢𝑝 ∗ (𝑐𝑝,𝐺𝐶𝐼𝐼,𝑟𝑒𝑡 ∗ 𝑇𝐺𝐶𝐼𝐼,𝑟𝑒𝑡 − ?̇?𝐹𝐻 ∗ 𝑐𝑝,𝐹𝐻,𝑟𝑒𝑡) + ?̇?𝐹𝐻1 + ?̇?𝐹𝐻2 + ?̇?𝐹𝐻3 + ?̇?𝐹𝐻4
?̇?𝐹𝐻 ∗ 𝑐𝑝,𝐹𝐻,𝑟𝑒𝑡 − 𝑐𝑝,𝐹𝐻1−3,𝑠𝑢𝑝 ∗ 𝑇𝐹𝐻1−3,𝑠𝑢𝑝
  
(5.29) 
The FH bypass mass flow for ṁFH,BP could be determined by the mass  
 ?̇?𝐹𝐻 + ?̇?𝐹𝐻,𝐵𝑃 = ?̇?𝐹𝐻,𝑆𝑀  (5.30) 
and heat balance at the point where the liquid enters the SM cycle (point 04 in Figure 5-8), 
 
?̇?𝐹𝐻 ∗ 𝑐𝑝,𝐹𝐻,𝑟𝑒𝑡 ∗ 𝑇𝐹𝐻,𝑟𝑒𝑡 + ?̇?𝐹𝐻,𝐵𝑃 ∗ 𝑐𝑝,𝐺𝐶𝐼𝐼,𝑟𝑒𝑡 ∗ 𝑇𝐺𝐶𝐼𝐼,𝑟𝑒𝑡 =  
= ?̇?𝐹𝐻,𝑆𝑀 ∗ 𝑐𝑝,𝑆𝑀,𝑠𝑢𝑝 ∗ 𝑇𝑆𝑀,𝑠𝑢𝑝 
(5.31) 
which led to 
 ?̇?𝐹𝐻,𝐵𝑃 = ?̇?𝐹𝐻 ∗
(𝑐𝑝,𝑆𝑀,𝑠𝑢𝑝 ∗ 𝑇𝑆𝑀,𝑠𝑢𝑝 − 𝑐𝑝,𝐹𝐻,𝑟𝑒𝑡 ∗ 𝑇𝐹𝐻,𝑟𝑒𝑡)
(𝑐𝑝,𝐺𝐶𝐼𝐼,𝑟𝑒𝑡 ∗ 𝑇𝐺𝐶𝐼𝐼,𝑟𝑒𝑡 − 𝑐𝑝,𝑆𝑀,𝑠𝑢𝑝 ∗ 𝑇𝑆𝑀,𝑠𝑢𝑝)
 (5.32) 
Next, the mass flow in the second gas cooler ṁGCII was determined by a simple mass balance. 
 ?̇?𝐺𝐶𝐼𝐼 = ?̇?𝐹𝐻 + ?̇?𝐹𝐻,𝐵𝑃 (5.33) 
The mass flow into the tanks ṁtank, could be determined using the heat and mass balance 
drawn in point 05 (see Figure 5-8), resulting in: 
 ?̇?𝑡𝑎𝑛𝑘 = ?̇?𝐹𝐻1−3 ∗
(𝑐𝑝,𝐺𝐶𝐼𝐼,𝑟𝑒𝑡 ∗ 𝑇𝐺𝐶𝐼𝐼,𝑟𝑒𝑡 − 𝑐𝑝,𝑇𝑎𝑛𝑘,𝑟𝑒𝑡 ∗ 𝑇𝑡𝑎𝑛𝑘,𝑟𝑒𝑡)
(𝑐𝑝,𝐺𝐶𝐼𝐼,𝑟𝑒𝑡 ∗ 𝑇𝐺𝐶𝐼𝐼,𝑟𝑒𝑡 − 𝑐𝑝,𝐹𝐻1−3,𝑠𝑢𝑝 ∗ 𝑇𝐹𝐻1−3,𝑠𝑢𝑝)
 (5.34) 
The temperature TFH1-3,ret was identified using the heat and mass balance in point 06: 
 𝑇𝐹𝐻1−3,𝑟𝑒𝑡 =
?̇?𝐹𝐻 ∗ 𝑐𝑝,𝐹𝐻,𝑟𝑒𝑡 ∗ 𝑇𝐹𝐻,𝑟𝑒𝑡 − ?̇?𝐹𝐻4 ∗ 𝑐𝑝,𝐹𝐻4,𝑟𝑒𝑡 ∗ 𝑇𝐹𝐻4,𝑟𝑒𝑡
?̇?𝐹𝐻1−3
 (5.35) 
With the calculated mass flows and temperatures, the heat flows in the gas cooler, snow melt 
and tanks were calculated. 
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 ?̇?𝐺𝐶𝐼𝐼 = ?̇?𝐺𝐶𝐼𝐼 ∗ 𝑐𝑝,𝐺𝐶𝐼𝐼 ∗ (𝑇𝐺𝐶𝐼𝐼,𝑟𝑒𝑡 − 𝑇𝐺𝐶𝐼𝐼𝑠𝑢𝑝) (5.36) 
 ?̇?𝑆𝑀 = ?̇?𝐺𝐶𝐼𝐼 ∗  𝑐𝑝,𝑆𝑀 ∗ (𝑇𝐺𝐶𝐼𝐼,𝑖𝑛 − 𝑇𝑆𝑀,𝑖𝑛) (5.37) 
 ?̇?𝑇𝑎𝑛𝑘 = ?̇?𝑇𝑎𝑛𝑘 ∗  𝑐𝑝,𝑇𝑎𝑛𝑘 ∗ (𝑇𝑇𝑎𝑛𝑘,𝑜𝑢𝑡 − 𝑇𝐺𝐶𝐼𝐼,𝑜𝑢𝑡) (5.38) 
with: 
 ?̇?𝐺𝐶𝐼𝐼 = ?̇?𝐹𝐻 + ?̇?𝐹𝐻,𝐵𝑃 (5.39) 
  
Figure 5-8: Balancing areas for the calculations of mass flows 
5.1.4. Borehole heat exchanger cycle 
Figure 5-9 shows the BHX cycle including measurement sensors. The BHX and EE supply and 
return temperatures were known. The AHU and GC III supply temperatures were also meas-
ured. The valve position of the extra evaporator valve (EEV) was recorded. The heat flow sup-
plied to the AHU heat exchanger for cooling (AHXC) was detected. The GC III heat flow was 
calculated in the refrigeration plant cycle balance (see 5.1.1). 
The position of the summer/winter valves (SWV) determine whether the BHX cycle runs in 
summer or winter mode. The summer and winter interconnections are both plotted in Figure 
5-10. If the valves are open, winter mode is on (a). The liquid returning from the BHX flows 
directly into the AHXC. In winter mode, the evaporator can be used to transfer heat from the 
BHX to the refrigeration plant in the EE (heat pump mode). If the heat pump mode is off in 
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winter, the EE is bypassed. The mass flow into the evaporator is controlled by the evaporator 
valve. In summer mode, the SWVs are closed and the liquid returning from the BHX is forced 
to pass through the EE before entering the AHXC. The actual mode (S/W) was not measured 
but had to be determined by the position of the EE valve, supply and return temperature. Only 
if the valve is 100% open and TEE,ret is below TEE,sup, this indicates the summer mode, otherwise 
winter mode is on. 
   
Figure 5-9: Measured data in the Borehole HX Cycle 
Figure 5-11 shows the calculated values of the BHX cycle. The mass flow into the AHXC could 
be calculated using the heat flow, supply and return temperature. The supply temperature 
depends on the mode. In winter mode, TAHXC,sup is equal to TBHX,ret and in summer mode it is 
equal to TEE,ret 
 ?̇?𝐴𝐻𝑈 =
?̇?𝐴𝐻𝑈
𝑐𝑝,𝐴𝐻𝑈 ∗ (𝑇𝐴𝐻𝑋𝐶,𝑟𝑒𝑡 − 𝑇𝐴𝐻𝑋𝐶,𝑠𝑢𝑝)
 (5.40) 
The GC III mass flow on the secondary side was calculated correspondingly. 
 ?̇?𝐺𝐶𝐼𝐼𝐼 =
?̇?𝐺𝐶𝐼𝐼𝐼
𝑐𝑝,𝐺𝐶𝐼𝐼𝐼 ∗ (𝑇𝐺𝐶𝐼𝐼𝐼,𝑟𝑒𝑡 − 𝑇𝐺𝐶𝐼𝐼𝐼,𝑠𝑢𝑝)
 (5.41) 
For the calculation of the GC III bypass mass flow, it was necessary to calculate a theoretical 
BHX supply temperature TBHX,sup,th. This temperature represents the BHX supply temperature 
in case the GC BP mass flow is zero. It was determined for both summer and winter mode. 
The heat and mass balance was calculated at the BHX inlet.  
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In case the winter mode is on and the evaporator is in use, the balance can be solved as fol-
lows: 
 𝑇𝐵𝐻𝑋,𝑠𝑢𝑝,𝑡ℎ =
?̇?𝐴𝐻𝑋𝐶 ∗ 𝑐𝑝,𝐴𝐻𝑋𝐶,𝑟𝑒𝑡 ∗ 𝑇𝐴𝐻𝑋𝐶,𝑟𝑒𝑡 − ?̇?𝐸𝐸 ∗ 𝑐𝑝,𝐸𝐸,𝑟𝑒𝑡 ∗ 𝑇𝐸𝐸,𝑟𝑒𝑡
?̇?𝐴𝐻𝑋𝐶 ∗ 𝑐𝑝,𝐴𝐻𝑋𝐶,𝑟𝑒𝑡 + ?̇?𝐸𝐸 ∗ 𝑐𝑝,𝐸𝐸,𝑟𝑒𝑡
 (5.42) 
In all other cases, the balance resulted in the following equation: 
 𝑇𝐵𝐻𝑋,𝑠𝑢𝑝,𝑡ℎ =
?̇?𝐴𝐻𝑋𝐶 ∗ 𝑐𝑝,𝐴𝐻𝑋𝐶,𝑟𝑒𝑡 ∗ 𝑇𝐴𝐻𝑋𝐶,𝑟𝑒𝑡 − ?̇?𝐺𝐶𝐼𝐼𝐼 ∗ 𝑐𝑝,𝐺𝐶𝐼𝐼𝐼,𝑟𝑒𝑡 ∗ 𝑇𝐺𝐶𝐼𝐼𝐼,𝑟𝑒𝑡
?̇?𝐴𝐻𝑋𝐶 ∗ 𝑐𝑝,𝐴𝐻𝑋𝐶,𝑟𝑒𝑡 + ?̇?𝐺𝐶𝐼𝐼𝐼 ∗ 𝑐𝑝,𝐺𝐶𝐼𝐼𝐼,𝑟𝑒𝑡
 (5.43) 
 
 
Figure 5-10: Winter mode (left) and summer mode (right) 
Next, the actual GC BP mass flow could be determined by comparing the theoretical to the 
real BHX supply temperature: 
 ?̇?𝐺𝐶𝐼𝐼𝐼,𝐵𝑃 = (?̇?𝐺𝐶𝐼𝐼𝐼 + ?̇?𝐴𝐻𝑋𝐶) ∗
𝑐𝑝,𝐵𝐻𝑋,𝑠𝑢𝑝 ∗ 𝑇𝐵𝐻𝑋,𝑠𝑢𝑝 − 𝑐𝑝,𝐵𝐻𝑋,𝑠𝑢𝑝,𝑡ℎ ∗ 𝑇𝐵𝐻𝑋,𝑠𝑢𝑝,𝑡ℎ
𝑐𝑝,𝐺𝐶𝐼𝐼𝐼,𝑟𝑒𝑡 ∗ 𝑇𝐺𝐶𝐼𝐼𝐼,𝑟𝑒𝑡 + 𝑐𝑝,𝐵𝐻𝑋,𝑠𝑢𝑝 ∗ 𝑇𝐵𝐻𝑋,𝑠𝑢𝑝
 (5.44) 
The GC III and GC III BP return temperature could be calculated using the mass flow ṁGCIII,BP. 
 𝑇𝐺𝐶𝐼𝐼𝐼,𝑟𝑒𝑡,𝐵𝑃 =
?̇?𝐺𝐶𝐼𝐼𝐼,𝐵𝑃 ∗ 𝑐𝑝,𝐵𝐻𝑋,𝑟𝑒𝑡 ∗ 𝑇𝐵𝐻𝑋,𝑟𝑒𝑡 − ?̇?𝐺𝐶𝐼𝐼𝐼 ∗ 𝑐𝑝,𝐺𝐶𝐼𝐼𝐼,𝑟𝑒𝑡 ∗ 𝑇𝐺𝐶𝐼𝐼𝐼,𝑟𝑒𝑡
?̇?𝐺𝐶𝐼𝐼𝐼,𝐵𝑃 ∗ 𝑐𝑝,𝐵𝐻𝑋,𝑟𝑒𝑡 + ?̇?𝐺𝐶𝐼𝐼𝐼 ∗ 𝑐𝑝,𝐺𝐶𝐼𝐼𝐼,𝑟𝑒𝑡
 (5.45) 
The EE mass flow could be determined using the calculated mass flows. It is equal to the AHXC 
mass flow in summer mode  
 ?̇?𝐸𝐸 = ?̇?𝐴𝐻𝑋𝐶  (5.46) 
and equal to the GC III and GC III BP mass flow in winter mode.  
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 ?̇?𝐸𝐸 = ?̇?𝐺𝐶𝐼𝐼𝐼 + ?̇?𝐺𝐶𝐼𝐼𝐼,𝐵𝑃 (5.47) 
  
Figure 5-11: Calculated data in the BHX cycle 
An overall mass balance led to the BHX mass flow. 
 ?̇?𝐵𝐻𝑋 = ?̇?𝐺𝐶𝐼𝐼𝐼 + ?̇?𝐺𝐶𝐼𝐼𝐼,𝐵𝑃 + ?̇?𝐴𝐻𝑋𝐶  (5.48) 
Finally, it was possible to determine the EE and BHX heat flow by 
 ?̇?𝐸𝐸 = ?̇?𝐸𝐸 ∗ 𝑐𝑝,𝐸𝐸 ∗ (𝑇𝐸𝐸,𝑟𝑒𝑡 − 𝑇𝐸𝐸,𝑠𝑢𝑝) (5.49) 
and 
 ?̇?𝐵𝐻𝑋 = ?̇?𝐵𝐻𝑋 ∗ 𝑐𝑝,𝐵𝐻𝑋 ∗ (𝑇𝐵𝐻𝑋,𝑟𝑒𝑡 − 𝑇𝐵𝐻𝑋,𝑠𝑢𝑝) (5.50) 
5.1.5. Air handling unit 
The AHU can be considered a relatively relevant part of the supermarket, as it supplies the 
building's cooling demand and a considerable part of the heating demand. The AHU is shown 
in Figure 5-12. The measuring points in the AHU can be seen in Figure 5-13. Several tempera-
tures, humidities, volume flows, heat flows and flap positions were measured. The ambient 
temperature and humidity were taken from the Norwegian meteorological institute [86]. The 
overall power consumption of the fans and the capacity of the individual fans were detected. 
Missing temperatures, humidities, mass flows and heat flows were calculated, as well as the 
enthalpies in all relevant points. The fans and various flaps influence the mass flow distribu-
tion in the system, which makes for a challenging calculation process. The calculated points 
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are drawn in Figure 5-14. The calculations were carried out using TILMedia fluid data for moist 
air. First, the absolute humidities of the supply, return and ambient air were determined as a 
function of the respective measured relative humidity and temperature. 
   
Figure 5-12: AHU including internal heat exchange 
  
Figure 5-13: Measured data in the AHU 
 𝑥𝑖 = 𝑓(𝑇𝑖, 𝜑𝑖) (5.51) 
The corresponding enthalpies were calculated as a function of the respective pressure, tem-
perature and humidity. The pressure was assumed to be 1.013 bar.  
 ℎ𝑖 = 𝑓(𝑝𝑖 , 𝑇𝑖, 𝜑𝑖) (5.52) 
The relative exhaust humidity was determined as a function of the exhaust temperature, the 
exhaust pressure and the absolute return humidity, which is equal to the absolute exhaust 
humidity. The exhaust enthalpy was calculated as a function of the exhaust temperature, pres-
Field measurements and evaluation  
 
 
 
 42 
 
 
sure and humidity. The humidity in the shop was determined using the absolute return hu-
midity xret and the shop temperature TShop. The shop enthalpy was determined using the shop 
temperature and humidity. 
The total supply air mass flow was calculated using 
 ?̇?𝑠𝑢𝑝 = ?̇?𝑠𝑢𝑝 ∗ 𝜌𝑠𝑢𝑝 (5.53) 
with 
 𝜌𝑠𝑢𝑝 = 𝑓(𝑝𝑠𝑢𝑝, 𝑇𝑠𝑢𝑝, 𝜑𝑠𝑢𝑝) (5.54) 
The exhaust air mass flow was calculated in an equivalent way.  
The mass flow of the dry air ṁsup,dryair could be calculated using 
 ?̇?𝑠𝑢𝑝,𝑑𝑟𝑦 =
?̇?𝑠𝑢𝑝
(𝑥𝑠𝑢𝑝 + 1)
 (5.55) 
which was derived from 
 𝑥𝑠𝑢𝑝 =
?̇?𝑠𝑢𝑝,𝑤𝑎𝑡𝑒𝑟
?̇?𝑠𝑢𝑝,𝑑𝑟𝑦
=
?̇?𝑠𝑢𝑝 − ?̇?𝑠𝑢𝑝,𝑑𝑟𝑦
?̇?𝑠𝑢𝑝,𝑑𝑟𝑦
 (5.56) 
The mass flow ṁexh,dry was calculated in the same way.  
 
    
Figure 5-14: Calculated data in the AHU 
The enthalpy of the mixed air hmix was calculated using the supply air enthalpy and the heat 
flow of the AHXH and the AHXC. 
 ℎ𝑚𝑖𝑥 = ℎ𝑠𝑢𝑝 +
?̇?𝐴𝐻𝑋𝐻 + ?̇?𝐴𝐻𝑋𝐶
?̇?𝑠𝑢𝑝
 (5.57) 
Afterwards, the temperature Tmix was determined as a function of hmix and xsup and ϕmix as a 
function of Tmix and xsup. 
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Internal heat transfer does not only occur in the rotary wheel, but also in the area between 
the ambient air inlet and the rotary wheel on the supply air side. Heat is transferred from the 
air on the warmer side to the air on the colder side through the walls. The overall internal heat 
flow (RW, fans, walls) is plotted in Figure 5-12. 
Q̇IHX1 was calculated with the heat balance on the exhaust air side. 
 ?̇?𝐼𝑋𝐻1 = ?̇?𝑠𝑢𝑝 ∗ (ℎ𝑟𝑒𝑡 − ℎ𝑒𝑥ℎ) (5.58) 
The ambient dry air mass flow could be calculated using the heat and mass balance at the 
mixing point mix (Figure 5-14). 
 ?̇?𝑎𝑚𝑏,𝑑𝑟𝑦 ∗ ℎ𝑎𝑚𝑏 + ?̇?𝐼𝐻𝑋1 + (?̇?𝑠𝑢𝑝,𝑑𝑟𝑦 − ?̇?𝑎𝑚𝑏) ∗ ℎ𝑟𝑒𝑡 = ?̇?𝑠𝑢𝑝,𝑑𝑟𝑦 ∗ ℎ𝑚𝑖𝑥 (5.59) 
Next, the ambient moist air mass flow was calculated. 
 ?̇?𝑎𝑚𝑏 = ?̇?𝑎𝑚𝑏,𝑑𝑟𝑦 ∗ (𝑥𝑎𝑚𝑏 − 1) (5.60) 
The return dry air mass flow was calculated using the overall mass balance of the AHU. 
 ?̇?𝑟𝑒𝑡,𝑑𝑟𝑦 = ?̇?𝑎𝑚𝑏,𝑑𝑟𝑦 + ?̇?𝑠𝑢𝑝,𝑑𝑟𝑦 + ?̇?𝑒𝑥ℎ,𝑑𝑟𝑦 (5.61) 
The return moist air mass flow was determined according to the ambient moist air mass flow. 
 ?̇?𝑟𝑒𝑡 = ?̇?𝑟𝑒𝑡,𝑑𝑟𝑦 ∗ (𝑥𝑟𝑒𝑡 − 1) (5.62) 
The specific enthalpy behind the rotary wheel on the supply air side was calculated using the 
internal heat flow and the enthalpy and mass flow of the ambient air. 
 ℎ𝑅𝑊𝑆,𝑟𝑒𝑡 = ℎ𝑎𝑚𝑏 +
?̇?𝐼𝐻𝑋1
?̇?𝑎𝑚𝑏
 (5.63) 
The respective humidity and temperature were calculated as a function of the pressure, en-
thalpy and the absolute humidity using fluid data. Mass transfer in the RW was neglected in 
the calculations, so it was assumed that the absolute humidity after the RW was equal to the 
ambient absolute humidity.  
The shop temperature was compared to the return air temperature, with the conspicuous 
result that the return temperature was, depending on the operation point (low ṁsup and 
Tmix), up to 2 K higher than the shop temperature, leading to the assumption that another 
internal heat flow occurred. It was assumed that some of the supply air fan waste heat or heat 
from the AHXH was transferred from the supply side to the exhaust side. The internal heat 
flow was calculated with the return mass flow, the return temperature and the shop temper-
ature. 
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 ?̇?𝐼𝐻𝑋2 = ?̇?𝑟𝑒𝑡 ∗ (ℎ𝑟𝑒𝑡 − ℎ𝑠ℎ𝑜𝑝) (5.64) 
The return air and ambient air volume flows were calculated using the mass flows and the 
density which was derived from fluid data as a function of the pressure, humidity and tem-
perature.  
Finally, the overall heat flow that was added or extracted from the building by the air handling 
unit could be calculated. 
 ?̇?𝐴𝐻𝑈 = ?̇?𝑠𝑢𝑝 ∗ (ℎ𝑠𝑢𝑝 − ℎ𝑠ℎ𝑜𝑝) (5.65) 
The heat load that was added by the ambient air flow was also calculated: 
 ?̇?𝑎𝑚𝑏 = ?̇?𝑎𝑚𝑏 ∗ (ℎ𝑎𝑚𝑏 − ℎ𝑒𝑥ℎ) (5.66) 
5.1.6. Building 
In addition to the technical plant, there are other heat sources and sinks, such as illumination, 
people, solar radiation or envelope losses, which influence the heat balance in the building. 
The power consumption for artificial lighting was measured and could be used directly in the 
heat balance. For the calculation of the heat from people, the exact number of people had to 
be known, which is a challenging task. The amount of door openings or receipts can be 
counted and used to deduce the number of people entering or leaving the shop. But they do 
not give any information about the time customers spent inside. There is no simple way to 
measure the number of people, so another way had to be found. The CO2 content in the shop 
was measured and the AHU ambient air mass flow supplied to the shop was calculated in the 
AHU balance (5.1.5). These values were used to calculate the number of persons in the shop. 
A CO2 balance was drawn for this purpose and the concentration in the shop was detected in 
parts per million (ppm). The temporal change of the CO2 concentration in the shop times the 
volume in the shop Vshop is equivalent to the sum of CO2 sources and sinks: 
𝑉𝑠ℎ𝑜𝑝 ∗
𝑑𝑐𝐶𝑂2,𝑠ℎ𝑜𝑝
𝑑𝑡
= 𝑛𝑃 ∗ 𝐸𝑃 +  𝐸𝐹 − (𝑐𝐶𝑂2,𝑠ℎ𝑜𝑝 − 𝑐𝐶𝑂2,𝑎𝑚𝑏) ∗  (?̇?𝑎𝑚𝑏 + ?̇?𝐷𝑂 + ?̇?𝑁𝐴𝐸) 
(5.67) 
There are several CO2 sources in the system. The main source are the people in the shop. An 
emission rate EP of 5 ml/s per person was calculated with the assumption that adults breathe 
7.5 l/min and the CO2 content in the exhaled air is 4 % [87]. The fruits located in the sales area 
also breathe and produce CO2. Emission values for different fruits and berries were deter-
mined by Paech [88]. The amount of CO2 produced by the fruits depends on the kind of fruit 
and its mass. It was assumed that on average 2,000 kg of mixed fruits with a CO2 production 
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of 31.5 mgCO2/(kg*h) were available in the supermarket sales area. An emission EF value of 
8.73 ml/s was calculated for the total amount of fruits. One CO2 sink is the ambient air flow 
supplied by the AHU, which was calculated in the AHU balance (5.1.5). Additionally, the CO2-
content was reduced by the air flow caused by door openings and by natural air exchange in 
the building. The natural air exchange rate (NAER) is the air flow that is exchanged between a 
building and its environment if all windows and doors are closed. It is measured in air ex-
changes per hour (ACH or 1/h). The CO2 content of the ambient air was assumed to be             
375 ppm [89]. The volume flow caused by door openings and natural air exchange was not 
detected and had to be determined. 
During night time, when no people are in the shop and consequently no door opening occurs, 
the CO2 balance could be simplified: 
  𝑉𝑠ℎ𝑜𝑝 ∗
𝑑𝑐𝐶𝑂2,𝑠ℎ𝑜𝑝
𝑑𝑡
=  𝐸𝐹 − (𝑐𝐶𝑂2,𝑠ℎ𝑜𝑝 − 𝑐𝐶𝑂2,𝑎𝑚𝑏) ∗  (?̇?𝑎𝑚𝑏 + ?̇?𝑁𝐴𝐸) (5.68) 
 
Figure 5-15: Natural air exchange rate for 10 example nights 
The calculated values for ten example nights are represented in a box plot Figure 5-15. It can 
be seen that the values for the natural air exchange are low, but the plot also shows a high 
scattering. As there were no other data available, these values were used for further calcula-
tions. Though, investigated building is a modern building where the NAER is usually low. More-
over the influence of the NEAR to the supermarket’s overall heating demand is relatively low. 
The determined average value for the natural air exchange was 0.18 1/h or 1.11 m3/h/m2. In 
a UK study, the influence of the air tightness on the energy efficiency was investigated. It could 
be shown that air tightness is crucial above a value of 3 m3/h/m2. The improvement of air 
Field measurements and evaluation  
 
 
 
 46 
 
 
tightness below this value leads to diminishing results due to the fact that the cooling demand 
in winter is increased [68]. 
Subsequently, the volume flow caused by door openings could be determined: 
 ?̇?𝐷𝑂 =  
𝑛𝑃 ∗ 2 ∗ 𝑉𝐷𝑂
𝑡𝑠
 (5.69) 
where VDO is the total volume exchanged per door opening. It was multiplied twice by the 
number of persons, as the door opens twice per person and shopping event. Afterwards, it 
was divided by the average shopping time tS. The average shopping time was assumed to be 
30 minutes. The volume exchanged per door opening was calculated depending on the type 
and geometry of the door, as well as the temperature difference of the shop and ambient, 
according to Schälin [90]: 
 𝑉𝐷𝑂 = 0.2 ∗ (
10
273
)
0.5
∗ 𝑤𝐷 ∗ ℎ𝐷
0.5 ∗ (𝑇𝑠ℎ𝑜𝑝 − 𝑇𝑎𝑚𝑏)
0.5
∗ 𝑡𝐷𝑂 ∗ 𝑖𝐴𝐶   (5.70) 
with wD being the width and hD the height of the door. tDO is the total time for one door open-
ing process and iAirCu a factor for the influence of the air curtain. As the entrance area was 
constructed as a sluice containing two doors in a row, a reduced value for the door opening 
time was used. It was assumed that the reduced time was 3 s and the influence of the air 
curtain 0.4.  
The number of people could be detected by combining the equation for the overall CO2 bal-
ance 5.68 and the equation for the volume flow of the doors 5.69. Dissolution for nP resulted 
in: 
 𝑛𝑃 =
𝑉𝐷𝑂 ∗ (
𝑑𝑐𝑠ℎ𝑜𝑝
𝑑𝑡 ) − 𝐸𝐹 + (𝑑𝑐𝑠ℎ𝑜𝑝 − 𝑑𝑐𝑎𝑚𝑏) ∗ (?̇?𝑠𝑢𝑝 − ?̇?𝑁𝐴𝐸)
(𝐸𝐹 − (𝑑𝑐𝑠ℎ𝑜𝑝 − 𝑑𝑐𝑎𝑚𝑏) ∗
2 ∗ 𝑉𝐷𝑂
𝑡𝑠
)
 (5.71) 
Finally, the total emitted heat by people was calculated 
 ?̇?𝑃,𝑡𝑜𝑡 = 𝑛𝑃 ∗ ?̇?𝑃 (5.72) 
Q̇P is the heat of a person moving at moderate speed and was assumed to be 0.127 kW [91]. 
The heat from fruits was assumed to be 0.09 W/kg [88]. 
Solar radiation is another crucial heat load. Windows and aerogel windows were installed to 
reduce power consumption for electrical lighting. The exact determination of the solar heat 
flow into a building is complex. It depends on many factors, such as the transmission and ab-
sorption coefficient of the windows and the relation between diffuse and direct solar radia-
tion, which are usually not measured. Nevertheless, the heat flow was estimated. The heat 
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flux caused by solar radiation was calculated in more detail through simulations (see 6.1). The 
simulation results were used to verify the assumptions and simplifications for the measure-
ments. 
The heat flux caused by solar radiation was calculated in a simplified way: 
 ?̇?𝑠𝑜𝑙𝑎𝑟 = 𝑅𝑆 ∗ 𝑓𝑠 ∗ (𝐴𝑊𝐷 ∗ τ𝑊𝐷 + 𝐴𝐴𝐸𝑊 ∗ τ𝐴𝐸𝑊) (5.73) 
where RS is the solar radiation in W/m2. The incidence angle of radiation, which depends on 
the position of the sun, is considered in the factor fs. AWD is the total window area (31.69 m2) 
and AAEW the total aerogel window area (11.28 m2). τAEW and τWD are the transmission coeffi-
cients of the aerogel and the window. For the triple-glazed windows, a transmission coefficient 
of 0.74 was assumed [92]. 
The aerogel transmission and absorption coefficients for different wavelengths were meas-
urements by Buratti for 14 mm aerogel plates with float glass coating [93]. To determine the 
average transmission coefficient, the transmission coefficient was integrated over the solar 
radiant intensity spectrum (see Figure 5-16). 
 τ𝐴𝐸𝑊,14𝑚𝑚 =
∫ (τ𝐴𝐸𝑊,14𝑚𝑚(𝜆) ∗ 𝐼(𝜆))
𝜆=2500𝑛𝑚
𝜆=0𝑛𝑚
∫ 𝐼(𝜆)
2500𝑛𝑚
0𝑛𝑚
 (5.74) 
.  
 
Figure 5-16: Solar radiant intensity [94] and optical properties of aerogel [93] 
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The calculated transmission coefficient was 0.83. In the test supermarket, aerogel with a thick-
ness of 40 mm was installed. As measurement data for this thickness were not available, a 
transmission coefficient of 0.59 was assumed 
The heat flow via the building's envelope is one of the main heat losses in the supermarket. 
The thermal mass of the walls was neglected in the calculations, as the overall heat flux was 
more interesting than the detailed course. The total thermal resistance was calculated using 
the individual parallel resistances.  
 R𝑡𝑜𝑡𝑎𝑙 = (
1
∑
1
R𝜆,𝑖
) (5.75) 
where Rλ,i is the resistance of the walls, windows and aerogel. The windows were triple-glazed 
windows with an argon filling, the aerogel windows were covered in layers of polyethylene. 
The individual resistances were calculated using the resistance of the respective layers: 
 R𝑤𝑎𝑙𝑙 = (
1
α𝑤𝑎𝑙𝑙,𝑖𝑛𝑠𝑖𝑑𝑒
+ 2 ∗
𝑙𝑤𝑎𝑙𝑙
𝜆𝑤𝑎𝑙𝑙
+
𝑙𝑖𝑛𝑠
𝜆𝑖𝑛𝑠
+
1
α𝑤𝑎𝑙𝑙,𝑜𝑢𝑡𝑠𝑖𝑑𝑒
) ∗
1
A𝑤𝑎𝑙𝑙
 (5.76) 
 R𝑊𝐷 = (
1
α𝑊𝐷,𝑖𝑛𝑠𝑖𝑑𝑒
+ 3 ∗
𝑙𝑔𝑙𝑎𝑠𝑠
𝜆𝑊𝐷,1
+ 2 ∗
𝑙𝑔𝑎𝑠
𝜆𝑊𝐷,2
+
1
α𝑊𝐷,𝑜𝑢𝑡𝑠𝑖𝑑𝑒
) ∗
1
A𝑊𝐷
 (5.77) 
 R𝐴𝐸𝑊 = (
1
α𝑃𝐸,𝑖𝑛𝑠𝑖𝑑𝑒
+ 2 ∗
𝑙𝑃𝐸,1
𝜆𝑃𝐸,1
+
𝑙𝐴𝐸
𝜆𝐴𝐸
+
1
α𝑃𝐸,𝑜𝑢𝑡𝑠𝑖𝑑𝑒
) ∗
1
A𝐴𝐸𝑊
 (5.78) 
For all heat transfer coefficients, a value of 15 W/m2K was assumed, which was validated using 
simulations. The resulting heat flows were compared to the simulation results. 
Another relevant heat input into the building was the sum of all small electrical consumers in 
the supermarket. Even though the individual consumers are responsible for low power con-
sumptions, in total they account for about 10-12 kW. The consumption was not measured for 
each consumer, but the overall consumption of the supermarket and the consumption of the 
main consumers were known. The power consumption of all smaller electrical devices could 
be determined by subtraction. 
 P𝑒𝑙.𝑑𝑒𝑣. = P𝑡𝑜𝑡𝑎𝑙 − (P𝑐𝑜𝑚𝑝.𝑟𝑒𝑓. + P𝐴𝐻𝑈 + P𝑙𝑖𝑔ℎ𝑡 + P𝑝𝑙𝑢𝑔𝑖𝑛) (5.79) 
Electrical devices include the ventilation, defrost and rail heating of the refrigeration plant and 
the pumps and fans of the secondary loops. In addition, consumers such as the cash desks, 
personal computers, dishwashers and controls contribute to this value. It was assumed that 
the power consumed by the electrical devices was released into the shop completely in the 
form of waste heat. 
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An overall heat balance was drawn where all calculated or measured heat gains and sinks of 
the building were added. Controlled heating via the FH tubes, AHU (AHXH and RW), AHUSR 
and the air curtain in the entrance area was considered in the balance. The rest was uncon-
trolled heating through the heat flow caused by solar radiation, people and fruits in the shop, 
plug-in cabinets, electrical lighting, AHU supply air fan, compressors of the refrigeration plant 
and other electrical devices. The heat sinks were fresh air flows into the building caused by 
the AHU, AHUSR, door openings and natural air exchange, the heat extraction by envelope 
losses, cooling and freezing cabinets and the AHU. 
5.2. Results 
An evaluation of the test supermarket's energy performance could be carried out for the main 
part of the year 2014. Even though data were not available for some periods, the results pro-
vided a large amount of information about the seasonal fluctuations of power consumption 
and heat flows. The results will be presented and discussed in the following chapter. 
The annual power consumption in the supermarket in 2014 was 390.64 MWh. This corre-
sponds to an energy intensity of 488.9 kWh/m2 SFA and 390.64 kWh/m2 total area. Tassou et 
al. measured the power consumption in 2,570 supermarkets in the UK [3] and showed that 
the average energy intensity drops with the size of the supermarket in the following way: 
 𝑊𝑒 = 3600 ∗ 𝐴𝑆
−0.18 (5.80) 
 
Figure 5-17: Disaggregation of the overall consumption for 2014 
AS is the sales area in m2 and We is the energy intensity in kWh/m2 SFA. For a sales area of 
799_m2, the average energy intensity accounts for 1081 kWh/m2. The study showed that the 
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consumption for supermarkets of roughly that size varies from around 500 kWh/m2 minimum 
to 1,700 kWh/m2 maximum. The reference supermarket in Trondheim is in the top range of 
the energy performance. It has to be considered that the weather conditions and types of 
supermarkets in Norway differ from those in the UK. Moreover, different energy sources were 
compared in this study. For a detailed analysis, the thermal energy sources would have to be 
converted with a factor to be compared to the more expensive electrical energy used in the 
reference supermarket. Nevertheless, the study gives a reference point for the assessment of 
the test supermarket. 
The disaggregation of the power consumption is shown in Figure 5-17. 45 %, which is equiva-
lent to 178 MWh, was used for refrigeration including air conditioning. It can be seen that 
about 50 % of the refrigeration demand was met by plug-in cabinets. The energy for illumina-
tion accounted for around 23 % or 69 MWh. The power consumption of the AHU, including 
fans and rotary wheel, was 8 %, which is equivalent to around 24 MWh. The remaining 24 %, 
corresponding to 93 MWh, was consumed by other electrical devices. 
 
Figure 5-18: Monthly power consumption 
Figure 5-18 demonstrates the measured monthly power consumption for the different con-
sumers. It can be seen that the consumption for the plug-in cabinets and the compressors of 
the refrigeration plant increased during summertime. The high values for the compressors of 
the refrigeration plant in July and August can be explained by the fact that the refrigeration 
plant was also used for air conditioning in the sales area during this period. The consumption 
of the air handling unit was two to three times higher in summer than in winter. This was 
probably due to higher cooling demands requiring higher fan speed. Illumination was con-
trolled according to the presence of natural light. This explains the drop in power consumption 
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during summer. The supermarket's overall power consumption was higher during the summer 
months. This indicates that the annual cooling demand was higher than the heating demand. 
Moreover, since the refrigeration plant was used for air conditioning, cooling was much more 
expensive than heating with waste heat in wintertime.  
 
Figure 5-19: Annual heat gains and heat losses for the evaluated months 
 
Figure 5-20: Ambient temperature and solar radiation [86] 
A more detailed evaluation could be carried out for all months except March, May, June and 
December. The different heat losses and gains for the evaluated months in the building are 
shown in Figure 5-19. The measurements showed that the heating demand could be met by 
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heat recovery from the refrigeration plant throughout the year, as there was no additional 
electrical heating employed. Floor heating was used for almost the entire year for test pur-
poses and to lower the gas cooler return temperature of the refrigeration plant. The average 
heat supply was about 150 kWh/day. Other forms of heating (AHU/ AHUSR/ AirCu) were 
mainly used in winter. In fact, additional electrical heating was not required at any time of the 
year. The values for the fresh air (FA) infiltrated by the AHU and AHU cooling prove that high 
cooling demands were caused by considerable heat loads during summer even when the am-
bient temperature was moderate (see Figure 5-20). 
The main heat flows can be divided into those that were controllable, such as heating and 
cooling using the AHUs and FH system, and those that were not controllable, such as waste 
heat from electrical devices or solar radiation. Internal heat loads from illumination, plug-in 
cabinets, people, and other electrical devices remained more or less constant throughout the 
year. 
 
Figure 5-21: Uncontrollable heat load and heating demand for the evaluated months 
It was defined as the sum of all heat loads that were not controllable: 
 ?̇? 𝑓𝑖𝑥𝑒𝑑 𝑖𝑛𝑝𝑢𝑡 = ?̇?𝑝𝑒𝑜𝑝𝑙𝑒 + ?̇?𝑠𝑜𝑙𝑎𝑟 𝑟𝑎𝑑. + ?̇?𝑒𝑙.𝑑𝑒𝑣. + ?̇?𝑖𝑙𝑙𝑢𝑚𝑖𝑛𝑎𝑡𝑖𝑜𝑛 + ?̇?𝑝𝑙𝑢𝑔−𝑖𝑛 (5.81) 
The overall heating demand could be calculated according to: 
 ?̇?ℎ𝑒𝑎𝑡𝑖𝑛𝑔 𝑑𝑒𝑚𝑎𝑛𝑑 = ?̇?𝑖𝑛,𝑓𝑖𝑥𝑒𝑑 + ?̇?𝐴𝐻𝑈 + ?̇?𝐹𝐻 + ?̇?𝐴𝑖𝑟𝐶𝑢 + ?̇?𝐴𝐻𝑈𝑆𝑅 (5.82) 
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with: 
 ?̇?𝐴𝐻𝑈 = ?̇?𝑎𝑚𝑏 + ?̇?𝐴𝐻𝑋𝐶 +  ?̇?𝐴𝐻𝑋𝐻 + ?̇?𝐼𝐻𝑋1 + ?̇?𝐼𝐻𝑋2 (5.83) 
The fixed input and the overall heating demand are plotted in Figure 5-21. It is obvious that 
the uncontrollable part clearly exceeds the heating demand most of the time. Only in winter-
time is it lower than the heating demand. This explains the high cooling demand throughout 
the year, especially in summertime. 
 
Figure 5-22: Annual heating and cooling for the evaluated months 
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Figure 5-23: Heating/ cooling demand and recoverable heat for the evaluated months 
The different controlled heating and cooling sources are plotted in Figure 5-22. It can be seen 
that heating and cooling were performed at the same time in some months. This was mainly 
because floor heating was also used to dispose of the waste heat from the refrigeration plant 
to lower the gas cooler return temperature and ensure a safe operation of the refrigeration 
plant. During the hot season, this caused an additional cooling demand. 
Figure 5-23 illustrates the sum of all heating and cooling loads including 
(Q̇heating/cooling,  incl amb) and excluding (Q̇heating/cooling,  excl. amb) the heat losses or gains caused 
by AHU ambient air infiltration. 
 ?̇?ℎ𝑒𝑎𝑡𝑖𝑛𝑔/𝑐𝑜𝑜𝑙𝑖𝑛𝑔,𝑖𝑛𝑐𝑙 𝑎𝑚𝑏 = ?̇?𝐴𝐻𝑈 + ?̇?𝐹𝐻 + ?̇?𝐴𝑖𝑟𝐶𝑢 + ?̇?𝐴𝐻𝑈𝑆𝑅 + ?̇?𝑎𝑚𝑏 (5.84) 
 ?̇?ℎ𝑒𝑎𝑡𝑖𝑛𝑔/𝑐𝑜𝑜𝑙𝑖𝑛𝑔,𝑒𝑥𝑐𝑙 𝑎𝑚𝑏 = ?̇?𝐴𝐻𝑈 + ?̇?𝐹𝐻 + ?̇?𝐴𝑖𝑟𝐶𝑢 + ?̇?𝐴𝐻𝑈𝑆𝑅  (5.85) 
 
Figure 5-24: Shop temperature and relative humidity for the evaluated months 
This differentiation was done because fresh air infiltration was not only used for space cooling 
but also to lower the CO2 content in the shop. Considering the red line in Figure 5-23, it can 
be seen that there was a relatively low (average about 5 kW) heating demand almost all over 
the year. It has to be considered that ambient air infiltration is totally neglected in this curve. 
The green curve that includes the ambient air infiltration by the AHU shows much lower and 
mainly negative values the most part of the year. This indicates that internal loads were so 
high that heating was only required for a few months of the year, whereas cooling played a 
major role, especially in summertime. For comparison, the usable share of the total waste 
heat (see 5.1.1) is also plotted. The graphs show that the amount of usable waste heat from 
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the refrigeration plant was much higher than the heating demand of the supermarket. How-
ever, the heat extraction by the AHU ambient air has to be considered carefully. Ambient air 
was not only used for cooling, but also for reducing the CO2 content in the sales area. The 
rotary wheel, however, was only used less than 1 % of the time, which indicates that ambient 
air infiltration was carried out largely for cooling purposes. 
Figure 5-24 shows the shop temperature and humidity as well as the ambient temperature. 
Even though extensive cooling was applied in summertime, it was not possible to constantly 
keep the temperature around 20°C. In some cases in April and summer, the indoor air tem-
perature exceeded the ambient temperature.  
 
Figure 5-25: Volume flow of the AHU fans for the evaluated months 
The capacity of the fans is shown in Figure 5-25. The graph illustrates that the supply air fan 
speed was more or less constant throughout the year, while the exhaust air fan speed in-
creased along with cooling air demand in summertime. The exhaust air fan speed is high when 
ambient air infiltration is used and low if air recirculation is used. Comparing Figure 5-24 and 
Figure 5-25 shows that it was not able to keep the desired indoor air conditions during sum-
mer time even though the AHU fans were running on high speed. This is another indication 
for high internal heat loads that cause the high shop temperatures. 
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Figure 5-26: Power consumption of the compressors for the evaluated months 
 
Figure 5-27: Daily heat load of the refrigeration plant for the evaluated months 
The power consumption of the compressors of the refrigeration plant is plotted in Figure 5-26. 
The curve demonstrates that the context between the power consumption and the ambient 
conditions (Figure 5-20) is not too high. The consumption in six weeks in July and August was 
considerably higher than in the rest of the year. Figure 5-27 shows the freezing, cooling and 
extra evaporator load of the refrigeration plant. The load of the extra evaporator occurred 
mainly due to air conditioning purposes. It can be seen that the increase of the compressor's 
power consumption during summer is directly related to the extra evaporator's heat load. 
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Apart from the extreme rise due to the use of the extra evaporator, one reason for the higher 
consumption in summer was probably the higher heat load to the cabinets due to higher shop 
temperatures and humidity, ambient temperature and solar radiation. 
 
Figure 5-28: High pressure of the refrigeration plant for the evaluated months 
 
Figure 5-29: Dependence of heat load on the shop temperature and absolute humidity 
The annual course of the shop temperature, shop humidity, ambient temperature and solar 
radiation in are plotted in Figure 5-20 and Figure 5-24. The variation of the refrigeration load 
in relation to the shop temperature and the absolute shop humidity are plotted in Figure 5-29. 
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Figure 5-30 shows the dependence of the refrigeration load on the ambient temperature. The 
plots show that the heat load is increases with high shop temperatures and absolute humidi-
ties but also with high ambient temperatures. Apart from this, the solar radiation, illumination 
and the number of customers all influence the heat load of the cabinets.  
 
Figure 5-30: Dependence of heat load on the ambient temperature 
Moreover, the performance of the refrigeration plant was poorer in summertime, probably 
due to the higher ambient temperature (see Figure 5-31). 
The annual course of the refrigeration plant performance is represented in Figure 5-31, which 
plots the COPref, COPtotal and COPmax, which were defined in 5.1.1. Once more, it should be 
noted that heat flows at different temperature levels are considered in the calculations for 
these COPs. Consequently, they can only be used for an internal analysis and should not be 
compared to other systems. For the considered supermarket, the COPref was between two and 
four most of the time. During summertime, especially when the extra evaporator was used, 
the COPref dropped to minimum values. As mentioned before, higher ambient temperatures 
led to a performance decrease and a lower heating demand of the building. Consequently, 
less heat was transferred to the AHUs and the FH cycles. The dry cooler was used, but the 
refrigerant could only be cooled down to the ambient temperature. The refrigerant tempera-
ture could be further decreased using the BHX, but its capacity is limited to approximately 
30_kW.  
The COPtotal shows higher values, because it considers the used waste heat. Especially in win-
tertime, when heat recovery was realised, the COPtotal reached values between four and six. 
The COPmax represents the highest COP that could theoretically be reached if all the available 
waste heat were used. Comparing the COPtotal to the COPmax for January until April shows that 
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performance could be much better if more waste heat was used. The COPmax was almost twice 
as high in this period. In the second part of the year, the COPtotal was much closer to the COP-
max. One reason for this was probably the lower high pressure of the refrigeration plant, which 
led to reduced usable waste heat (see Figure 5-28). 
 
Figure 5-31: COPs of the refrigeration plant for the evaluated months 
There are various parameters which influence the performance of the refrigeration plant, 
some of which are mutually dependent. This makes an analysis of the factors which influence 
the COPref challenging. The influence of the high pressure, refrigerant gas cooler return tem-
perature and cooling load on the COPref are plotted in Figure 5-32, Figure 5-33 and Figure 5-34. 
As other influencing factors were not excluded in these plots, no concrete statements can be 
made, but a tendencies can be observed. The COP shows a decrease with the gas cooler return 
temperature. At low return temperatures, COPref values around 6 were reached. For high re-
turn temperatures, the COPref approximated a minimum value of around 2. However, the 
spreading in the low temperature region is much higher. This leads to the assumption that the 
influence of other parameters is higher in this area. 
The COPref correlates with the cooling load in an almost linear way. One reason for the higher 
COPref at higher heat load could be the higher efficiency of the compressors at full load. The 
plot of the COPref over the high pressure shows scattering values, but there is a tendency. The 
graph shows that a lower high pressure leads to a higher performance of the refrigeration 
system. The annual course of the high pressure is plotted in Figure 5-28. Comparing this to the 
compressor's power consumption (Figure 5-26) shows that there is a context between COP 
and high pressure, keeping in mind that the high consumption in July and August were due to 
the use of the extra evaporator. 
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Figure 5-32: Dependence of the refrigeration COP on the gas cooler return temperature 
 
Figure 5-33: Dependence of the refrigeration COP on the refrigeration load 
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Figure 5-34: Dependence of the refrigeration COP on high pressure 
Further measurement results can be found in Appendix A. 
Conclusions and suggestions for optimisation 
Some suggestions for improvements were developed using the conclusions that were drawn 
from the evaluated data. The efficiency of the plug-in cabinets is low compared to remote 
refrigeration. One reason for this can be that the condensing temperature of the plug-in cab-
inets is above the shop temperature of around 20°C, while the condensing temperature of the 
remote refrigeration corresponds to the ambient temperature. The ambient temperature is 
usually lower than the shop temperature, especially in wintertime. Savings could be achieved 
by replacing the integral cabinets by remote cabinets. Additionally, the fluorescent tubes 
could be replaced by LEDs. Illumination and plug-in cabinets have a high share in the uncon-
trollable internal heat loads. In summertime, this heat has to be rejected by the AHU or even 
by the refrigeration plant, which leads to a considerable increase of the power consumption 
of these systems. The AHU is the system with the highest seasonal variations in power con-
sumption, which indicates a high savings potential. Savings could be achieved by employing a 
CO2-based control strategy. These measures would reduce the power consumption for refrig-
eration, illumination and the air handling unit. However, replacing the illumination and plug-
in cabinets could also cause some challenges. 100 % of their waste heat is released into the 
sales area. Without this waste heat, the heating demand in the building rises considerably in 
wintertime. The results showed that there was much more waste heat available than from the 
refrigeration plant, than required. Nevertheless, it has to be considered that the low heating 
demand was, to a large share, a consequence of the high amount of waste heat from illumi-
nation and plug-in cabinets. By reducing this waste heat, it can come to the situation where 
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the heating demand is higher than the refrigeration plant’s waste heat. In this case, the waste 
heat of the refrigeration plant has to be raised, either by raising its high pressure or running it 
in heat pump mode, using the extra evaporator, which could lead to an increase of the com-
pressor’s power consumption. Usually, the efficiency of a heat pump is always higher than 
pure electrical heating, but in this case, it has to be considered that it is not possible to recover 
100% of the refrigeration plant’s waste heat. It can only be used until a certain temperature 
by the FH system. 
Detecting all parameters that influence the refrigeration plant's performance was challenging. 
It was, however, possible to establish that the gas cooler return temperature and the high 
pressure should be kept low. For a low GC return temperature, as much heat as possible has 
to be extracted from the gas coolers, keeping in mind that the heat transferred in the dry 
cooler and the BHX cannot be used for heat recovery. This “lost” heat should be kept to a 
minimum. Moreover, the use of the dry cooler fans increases the total power consumption. 
Waste heat is valuable, particularly in winter. If it is not immediately required, is should be 
stored in the tanks. As shown in Figure 5-23, much of the waste heat from the refrigeration 
plant available in 2014 was not used. The amount of usable waste heat directly depends on 
the high pressure of the refrigeration plant. If the heating demand of the building is low, the 
high pressure of the refrigeration plant can be reduced. It should only be raised if heating is 
required. 
Besides these conclusions and suggestions, the wealth of data and the detailed evaluations 
formed the base for the base for the simulations that were carried out in order to investigate 
different optimisation approaches. The data were used in order to develop, calibrate and val-
idate a dynamic overall supermarket model. The models and the simulations will be described 
in the following chapter. 
6. Simulations 
Two optimisation strategies were derived from the improvement approaches suggested in 5.2. 
The strategies were developed and tested using a detailed and highly dynamic simulation 
model. The development of the model and the optimisation strategies will be presented in 
the following chapter. The simulation results will be presented and discussed. 
6.1. Description of the models 
The main task of the model was to analyse the benefit of different optimisation approaches 
in the test supermarket. In particular, the goal was to understand the impact of the developed 
control strategy on the energy performance. For this purpose, it was essential to consider the 
dynamic behaviour and different time constants of the system. Components and controllers 
were modelled in a detailed way. In order to map the feedback between the internal systems, 
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a model which describes the whole supermarket, including all subsystems, was developed. 
The refrigeration plant, AHU, building and secondary loops, including the tanks and borehole 
heat exchanger, were modelled in detail. The subsystems were modelled in such a way that 
several components, such as compressors, fans, tubes, valves and controllers, were consid-
ered. The mass flow distributions in the AHU, refrigeration plant and secondary loops were 
calculated based on pressure relations. Due to this high level of detail, long simulation times 
had to be accepted. Considerable effort was put into the validation and calibration of the sys-
tem. Measurement data were used to calibrate the model in terms of pressure losses, thermal 
conductivities and efficiencies of the components and the building, among others.   
The model was developed using the simulation tool TILSuite (Version 3.3.1) [95], which is 
based on the language Modelica [96]. It includes a large library for thermal components and 
various fluid data from the TILMedia library [97] can be used. For a more detailed description 
of TILSuite and Modelica, see 3.4.  
The building model was derived by modifying the TILAddOn_Cabinet [98], [99] model with the 
help of a student [100]. For the storage tank, the TILAddOn_Heatstorage [101], [102] model 
was used. The model for the borehole heat exchanger was also developed based on the work 
of Averdam [103]. TILMedia fluid data for CO2, a 30 % water-glycole mixture and moist air 
were used in the models for the refrigeration plant, secondary loops, AHU and building. 
TILMedia distinguishes between different fluids: liquids, in which no phase-change is consid-
ered, VLE fluids (VLE: vapour liquid equilibrium), in which phase-change is considered and 
gases. 
Building 
In the building model, heat flux by solar radiation, envelope losses, internal loads from elec-
trical devices and people, and the extracted heat from the refrigeration cabinets were in-
cluded. Thermal conductivities and capacities of the building's envelope and interiors were 
considered. 
Three layer models were used for the walls and the roof and one layer models for the win-
dows. The thermal and material properties of the walls and windows were fitted according to 
the manufacturer’s data. The alpha values on both sides of the walls were assumed to be 
constant. In the floor model, three layers were considered: one layer for the concrete, one for 
the insulation and one for the thermal-influenced ground. The thermal-influenced ground was 
defined as the ground layer that thermally interacts with the building. The thickness of the 
thermal- influenced ground was assumed to be 10 m and the temperature below the thermal 
influenced ground layer was assumed to be constant. The floor heating model was embedded 
into the floor model. TIL liquid tube models were used. The three parallel FH loops were mod-
elled separately. Thermal contact between the tubes and the concrete layer was considered. 
The pressure loss in the tubes was calculated using the Konakov correlation [104] and the 
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internal heat transfer coefficient using the Gnielinski-Dittus-Boelter equation [105], [106], 
[94]. A horizontal temperature gradient in the floor was not considered. 
The properties of air in the sales floor area were calculated in a moist air cell model, without 
considering temperature and moisture gradients in any direction. Thermal contacts between 
the moist air cell and the walls, floor, roof, windows, people and internals were modelled, 
internal heat sinks and sources treated as input values. The heat load to the cabinets was 
considered as an internal heat sink. The heat from the plug-in cabinets, illumination, other 
electrical devices, air curtain and AHURS was defined as internal heat loads. The input values 
were calculated using the measurement data (see 5.1.6). The heat and water production from 
people was included in the moist air balance. The number of people could be set as a param-
eter from the outside. It was assumed that the heat flux caused by solar radiation directly 
heats the interior, with the interior being in thermal contact with the air in the building. Thus, 
solar radiation was modelled as an indirect heat load to the indoor air. The moist air cell model 
was directly connected to the AHU model. Consequently, the temperature and humidity of 
the moist air cell were determined by the inflowing air of the AHU and building envelope 
losses, as well as internal and external heat losses and gains and moist air production by peo-
ple in the shop. The CO2 balance in the building was simulated dependent on the ambient air 
infiltration and the CO2 production by people and fruits. The natural air exchange rate and the 
air exchanged by door openings were treated as input values. The door air flow was calculated 
as described in 5.1.6.  
Properties such as the material and thickness of the walls and windows or the orientation of 
the building could be set according to the ground plan and manufacturer's data. Ambient con-
ditions such as temperature, humidity, solar radiation intensity and sun position were set as 
input values. The weather data used were gained from measurements or the Norwegian me-
teorological institute [86]. The value for the number of people in the shop was calculated from 
measurement data (see 5.1.6). 
The roof of the test supermarket was planted with sedum, which was neglected in the simu-
lation model, even though the presence of humus and sedum probably have an influence on 
the building's heat balance. The plants and the humus have a thermal mass that is subject to 
considerable variations. When it rains, the humus gets wet and the water content in the plants 
rises. In addition, the colour of the plants changes with the seasons, meaning the amount of 
absorbed solar radiation also changes. Moreover, transpiration from the plants influences the 
infiltration of solar radiation. Photosynthesis phases change throughout the day and influence 
the overall heat balance of the plant. The influence of green roofs on heat transfer has been 
investigated in different papers [107], [108], with several experiments showing that it is com-
plex and extremely dependent on height, colour, density and photosynthesis behaviour of the 
plant. The development of such a model would be extremely time-consuming and a validation 
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would not be possible with the measurement data Available. It was therefore decided to use 
a simplified roof model. 
 
AHU 
The AHU model (compare Figure 4-6 and Figure 5-13) was mainly built with the use of TIL 
models or modified TIL models. The calculation of the air flow distribution was based on pres-
sure differences in the system and fan speed. The AHU model was directly connected to the 
building model. 
TIL moist air-liquid fin and tube heat exchanger models were used for the AHU heat exchang-
ers. A discretisation of 10 cells was set. The major part of the geometrical data was known 
from the manufacturer's data sheets. The remaining parameters were calibrated with simula-
tions and measured or calculated heat and mass flows (see 5.1.5). Water condensation of the 
moist air was considered in the AHXH and AHXC models. The pressure drop on the liquid side 
was calculated using the correlation of Konakov and the heat transfer coefficient using Gniel-
inski-Dittus-Boelter. On the air side, fixed alpha values were assumed, which were calibrated 
with measurement data. The pressure drop correlation on the air side was adjusted to simu-
lation data provided by the manufacturer. 
The heat recovery wheel was modelled in a simplified way, assuming that it behaves like an 
air counter flow heat exchanger. Mass transfer between the fresh and exhaust air flow was 
neglected. The mass and the material properties, such as heat capacity and thermal transmit-
tance values, were calibrated according to the evaluated data (see 5.1.5). Measurement data 
indicated that internal heat transfer occurred in the wall between the supply and exhaust air 
side. This internal heat transfer was considered in the AHU model. The thermal resistance and 
capacity of the wall were also considered. 
The pressure losses caused by internal ducts and flaps in the AHU were modelled as quadratic 
pressure drops dependent on the hydraulic diameter, zeta values and mass flow. The hydraulic 
diameters were known from the manufacturer and the zeta values were calibrated according 
to the measured and calculated mass flow distribution in the AHU. The flap positions were 
treated as input values and the resulting pressure resistance was calculated. The pressure 
drop in the air distribution system was calculated as a quadratic pressure drop. The tube di-
ameter and the coefficient of friction were calibrated. The pressure drops of the filters, rotary 
wheel and heating or cooling heat exchanger were calculated as exponential pressure drops 
dependent on mass flow, hydraulic diameter and zeta value and pressure drop correlations 
were also calibrated according to manufacturers’ data. 
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For the supply and exhaust air fan, TIL second order fan models were used. The characteristic 
lines of the fan models were calibrated according to manufacturer’s data and measurement 
values. 
A time-consuming calibration process had to be carried out for the AHU model. The power 
consumption of the fans is dependent on the internal pressure drops, fan speed and efficien-
cies, with internal pressure drops, in turn, depending on the geometry and flap positions. 
Measurement data were available, but partially missing or not reliable. Mass flow distribution 
inside the system was calculated as described in 5.1.5, but, due to complicated calculations, 
those values were not always reliable. Parameters such as fan efficiencies, different pressure 
losses and flap positions influenced each other and not all of them were determined by meas-
urement or evaluation, which led to challenges in the development and calibration of the 
model. Very short time constants occurred in the AHU, causing numeric challenges for the 
simulations. 
Refrigeration Plant 
The refrigeration plant model (compare Figure 4-4) was mainly based on TIL components. The 
gas coolers and the internal heat exchanger of the refrigeration plant were modelled with TIL 
VLE-fluid-liquid or VLE-fluid-VLE-fluid plate heat exchanger models with a discretisation of      
10 cells. Geometric data, such as the number of tubes, fin pitch or parallel flows, were availa-
ble in part from the manufacturers. The remaining values were calibrated with the aid of sim-
ulations. For the refrigerant side heat transfer coefficients, fixed values were assumed, which 
were calibrated using simulations and measurement data. The pressure loss in the heat ex-
changers on the refrigerant side was neglected in the simulations. The pressure loss and alpha 
value on the liquid side were calculated according to the VDI directive for chevron plate heat 
exchangers [109]. 
The LT and MT evaporators of the refrigeration plant were not modelled individually, but were 
summarised into one large LT and MT evaporator respectively in the model. The same was 
done with the cabinet fan models. Moist air-VLE fluid fin and tube heat exchanger models and 
simple fan models were used. The extra evaporator was modelled separately from the LT and 
MT evaporators using a VLE fluid-liquid plate heat exchanger model. The refrigeration heat 
loads on the cabinets were treated as input values. The courses of the LT, MT and EE heat 
loads were derived from measurements, as described in 5.1.1.  
The compressor models were taken from the TIL library. The volumetric, isentropic and effec-
tive isentropic efficiency were assumed to be independent of the compressor speed. The val-
ues for the efficiencies were calibrated according to measurement data. For numeric reasons, 
the parallel high pressure compressors were not modelled separately. The orifice valve models 
were adopted from TIL. 
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Secondary Loops 
Liquid tube models were used in the secondary loops (compare Figure 5-3, Figure 5-5 and 
Figure 5-9). The exact geometries of the tubes were not known, so they were calibrated ac-
cording to the calculated mass flow distribution (see 5.1.2, 0 and 0) in the systems and the 
power consumption of the pumps represented in manufacturers’ data sheets. Heat losses via 
the tubes were not considered. Pressure losses in the tubes were calculated using the corre-
lation of Konakov for smooth pipes. The models for valves and three way valves were also 
adopted from the TIL library. The pumps were modelled using the simple pump models from 
the TIL library and the mass flow was treated as an input value.  
The geometry of the snow melting tubes and floor heating tubes in the freezing room (FH4, 
compare Figure 4-2) were calibrated according to measured and evaluated data (see 5.1.3). 
For the internal heat transfer coefficient, the correlation of Gnielinski-Dittus-Boelter was used. 
The thermal resistance of the floor areas above the SM and FH4 loops were calculated using 
simple resistance and heat capacity models that were also calibrated.  
Dry cooler 
The dry cooler was simulated with the TIL gas-liquid fin and tube model. The discretisation 
was set to 10. Some of the geometry data were known from manufacturers' data sheets. The 
alpha value on the liquid side was calculated using the correlation of Gnielinski-Dittus-Boelter 
and the pressure drop using the Konakov correlation for smooth pipes. The fin efficiency was 
calculated using the 1-D Schmidt approximation [110]. The fin side heat transfer coefficient 
was assumed to be a fixed value which could be calibrated using measurement data. The pres-
sure drop was assumed to be linearly dependent on the air mass flow and was calibrated 
according to the values represented in the data sheet for the DC fans. The TIL simple fan model 
was used for the DC fans. 
Tanks 
The tank model was taken from the TILAddOn_Heatstorage library. The model describes a 
stratified storage tank. The discretisation was set to 65 cells in order to achieve reliable results 
in an acceptable simulation time. The modelled tank includes two direct liquid inlets, two di-
rect liquid outlets and an internal tube heat exchanger. The geometry of the tank and insula-
tion, as well as the position of the liquid inlets and outlets, were set according to the manu-
facturers’ data. The thermal properties, such as conductivity and heat transfer coefficients, 
were calibrated according to measurement data. 
Borehole heat exchangers 
The BHX u-tube heat exchanger was modelled using one liquid tube model for the supply tube 
and one for the return tube. The pressure loss in the tubes was calculated using the correlation 
of Konakov and the alpha value inside the tube using Gnielinski-Dittus-Boelter. The borehole 
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ground or rainwater filling was considered. It was assumed that the ground is thermally influ-
enced by the BHX up to a critical distance. The thermal influenced ground was modelled. The 
temperature beyond the critical distance was assumed to be constant. Information about the 
nature of the ground and ground water flow was not available, thus requiring extensive cali-
brations of the model. During the calibration process it was indicated that ground water flow 
occurred and the borehole was filled with water. A vertical discretisation of 10 cells was set 
for the BHX model. 
Controllers 
The controllers were modelled using TIL PI controller models. The controller set points and 
parameters and the control strategy were adjusted through extensive calibration. 
6.2. Calibration and validation 
As described in the previous chapter, the geometry and properties of the building, such as the 
wall materials and thickness, transmission coefficient of the windows or length of the floor 
heating tubes, were used on the model insofar as data were available. The same was done for 
the technical equipment, such as compressor sizes and efficiencies, tube lengths and pressure 
drops in the HVAC components. Nevertheless, many values were not available. Some of them 
could be calculated with the use of measurement data (see 5.1), while other data had to be 
adjusted with the help of calibration processes. These processes were challenging, due to the 
complex interactions in the supermarket. 
Time-consuming calibration processes were used on the HVAC model. The consumption and 
volume flow of the fans were dependent on the pressure losses in the HVAC, fan speed and 
efficiency. For the efficiency, manufacturers' data were available, but those usually differ from 
measured data. The pressure losses were dependent on the pressure drops of single compo-
nents such as internal ducts, distribution system, heat exchangers, filters and rotary wheel, 
but also on the mass flow distribution in the system, which is determined by the flap position. 
The volume flow of the fans was measured, but, in some cases, considerable measurement 
deviations occurred, especially for small volume flows. Due to missing data, the flap positions 
were only partially known. The pressure drops of the components were only known from 
manufacturers’ data and for certain volume flows. The capacities of the fans were not known 
and the fan speed could be extrapolated. The flap positions and fan speed determine the in-
ternal mass flow distribution and consequently the supply air temperature. At the same time, 
the temperatures, including the supply air temperature, depend on the mixture of ambient 
air and return air, but also on internal heat exchanges. The mass flow distribution and internal 
heat exchanges in the system were calculated as described in 5.1.5, but measurement errors 
had to be considered. The amount of ambient air does not only influence the supply air tem-
perature, but also its quality, which is crucial for the indoor air CO2 content. The CO2 content 
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also depends on the number of people, which was also calculated (see 5.1.6). This example 
shows the complexity of supermarket systems and the challenges during the evaluation. Thus, 
extensive calibration and validation were required in order to verify both measured and sim-
ulated values. 
Flap positions and pressure drops of the HVAC components were calibrated. Moreover, tubes, 
ducts, heat transfer coefficients, conductivities, geometry and thermal capacities for heat ex-
changers, walls and the floor had to be determined. The transmission, reflection and absorp-
tion coefficients of windows and aerogel were adopted from the values determined in the 
evaluations and were validated through simulations. For measured or calculated values, such 
as mass flows and volume flows and distributions, heat flows and temperatures were used to 
validate the simulation. A challenging process was the calibration and validation of complex 
systems such as the storage tanks, including the behaviour of the water inside the tanks (strat-
ification or mixture) and consequently the temperature distribution and the quality of the 
insulation. Another time-consuming process was the calibration of the BHX model. Measure-
ments, such as a thermal response test or the temperature course along the tubes, were not 
carried out.  
The validation and calibration processes cannot strictly be separated. Validation always led to 
further calibration processes until reasonable results were obtained. Nevertheless, a final val-
idation was carried out, the results of which are presented and discussed in the following. The 
calibrations were carried out for all simulated seasons in order to avoid a unilateral point of 
view. The simulated power consumption of compressors or fans, the heat flow in heat ex-
changers and the mass flow in different components were compared to the measured or eval-
uated values, among others. 
In order to assess the quality of the models, the mean absolute error (MAE), as well as the 
mean absolute percentage error (MAPE) [111] were determined.  
 𝑀𝐴𝐸𝑠𝑖𝑚 =
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yi is the measured value and ŷi is the simulated value.  
Additionally, the measurement error was estimated using the manufacturer's data. An error 
propagation according to Gauß [112] was carried out for the evaluated data. 
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wherein ∆F is the mean error and, ∆𝑥1, ∆𝑥2 the error of the individual measured variable. 
∂F/∂𝑥1 and ∂F/∂𝑥2 are the partial deviations of the function F= F(x1,x2,…). 
The mean average error MAE 
 𝑀𝐴𝐸𝑚𝑒𝑎𝑠 =
1
𝑛
∗ ∑|∆𝐹𝑖|
𝑛
𝑖=1
 (6.4) 
and the mean average percentage error MAPE 
 𝑀𝐴𝑃𝐸𝑚𝑒𝑎𝑠 = 100 ∗
1
𝑛
∗ ∑ |
∆𝐹
𝑦𝑖
|
𝑛
𝑖=1
 (6.5) 
with yi as the measured value, were determined for n measured values for the January meas-
urements.  
 
Figure 6-1: Simulated and measured temperature in the shop for two weeks in August 
Some of the results will be presented and discussed in the following. 
Figure 6-1 shows the simulated average shop temperature and the measured temperature at 
three different positions for two weeks in August. It has to be noted that in the model, the 
sales area was treated as one temperature zone, whereas in reality the temperature probably 
changed along horizontal and vertical directions. The vertical temperature stratification can 
be as much as 3.5-8 K/m [113]. Moreover, the sedum planting of the roof was neglected in 
the model. In the test supermarket, some thermocouples were located directly below the 
windows, where extremely high temperatures occurred in parts. Moreover, a measurement 
error of 1 K was assumed [114] for the thermocouples. Under these conditions it is difficult to 
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carry out a reliable validation. Despite those simplifications, the simulated temperature falls 
within the range of the measured temperatures. The mean average error of the simulations is 
shown in Table 6.1. It is below 1 K for all temperatures. 
Table 6.1: MAE for the shop temperature for two weeks in August 
 T Shop 1 T Shop 2 T Shop 3 
MAEsim 0.66 0.58 0.66 
 
Figure 6-2: Simulated and measured CO2 content in the shop for two weeks in January 
 
Figure 6-3: Simulated and measured relative humidity in the shop for two weeks in April 
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Figure 6-4: Simulated and measured compressor power cons. for two weeks in April 
 
Figure 6-5: Simulated and measured compressor power cons. for two weeks in July 
The CO2 content in the sales area was a crucial factor for the control strategy. Figure 6-2 shows 
the measured and simulated values for the considered period in January. The course of the 
curves shows a good accordance. Certain deviations occurred when the CO2 content was low. 
The simulated MAE is 66.71 ppm and the MAPE is 11.81 %. The CO2 content of the ambient 
air was not measured and had to be assumed in the simulations. The real value was probably 
subject to seasonal fluctuations. This could be one reason for the deviating simulation values. 
Moreover, measurement errors of 2 - 3 % were assumed [115], which is equivalent to 40 - 80 
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ppm. Nevertheless, at high CO2 levels the deviations are low. The dynamics of the simulated 
curve correspond to the measured curve. 
The results for the relative humidity in the shop in April are shown in Figure 6-3. It can be seen 
that the values lie within the same range and the dynamic course of the curves is similar. The 
relative humidity probably varied in horizontal and vertical directions, dependent on the re-
spective temperature. Moreover, the presence of moisture-increasing factors, such as people 
or fruits, or moisture-decreasing factors such as evaporators influenced the local values.  
The measured humidity plotted was detected at the inlet of the AHU in the shop. It probably 
corresponds roughly to the medium shop humidity. The simulated MAE is 5.44 %, the MAPE 
is 11.11 %. However, the average simulated value is only 3.9 % below the measured one. The 
measured error was assumed to be around 2 % [116]. Another reason for the deviations could 
be that condensation in the AHU entrance area was neglected in the simulations. 
In addition to the indoor air quality, power consumptions, mass flows and heat flows were 
considered to verify the assumed efficiencies and geometries in the different systems.  
Table 6.2: MAE and MAPE for the compressor power consumption for two weeks in April 
 el. power LP comp. el. power HP comp. 
MAEsim [kW] 0.0322 0.2904 
MAPEsim [%] 4.11 3.49 
Table 6.3: MAE and MAPE for the compressor power consumption for two weeks in July 
 el. power LP comp. el. power HP comp. 
MAEsim [kW] 0.0397 3.0588 
MAPEsim [%] 4.74 15.75 
The curves for the power consumption of the refrigeration plant compressors are shown in 
Figure 6-4 for April and in Figure 6-5 for July.  
MAE and MAPE of the simulations are listed in Table 6.2 and Table 6.3. The errors are within 
an acceptable range. The average simulated values are 2.4 % above the measured ones for 
the low pressure compressors and only 0.6 % for the high pressure compressors. The meas-
urement error was assumed to be about 1 % [117]. 
The power consumption of the AHU fans is plotted in Figure 6-6. The simulated MAE is 
2.24_kW, the MAPE is 13.78 %. It has to be repeated that the AHU is a very complex system 
and the power consumption is dependent on several factors, such as flap positions and fan 
speed. Moreover, the dynamics of the power consumptions were not measured in high reso-
lution. The simulated total power consumption of the fans is 2.7 % above the measured power 
consumption for the time period in April, which is a satisfactory result. 
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Figure 6-6: Simulated and measured AHU Fan Power Consumption for two weeks in April 
Figure 6-7 shows the simulated and measured AHU exhaust air mass flow in July. The simu-
lated MAE is 0.21 kg/s and the MAPE is 25.87 %. The high MAPE value was primarily caused 
by deviations in the range of very low mass flows. If the denominator of the equation con-
verges to zero, the MAPE can easily reach extremely high values. The measurement error for 
the volume flow was assumed to be 2 - 3 % and was probably much higher for low volume 
flows. The average simulated value is only 4 % above the average measured value. 
 
Figure 6-7: Simulated and measured AHU exhaust mass flow for two weeks in July 
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The results for the GC heat for April are presented in Figure 6-8 for April. The heat transferred 
in the gas coolers was a crucial factor as it directly influences the amount of recovered heat. 
The results depend on the quality of the refrigeration model and the secondary loop models, 
including tank, heat exchanger and floor models. MAE and MAPE for the simulations and the 
measurements are listed in Table 6.4. Even though the curves show a good dynamic accord-
ance, the simulated errors are relatively high, especially for GC II. However, it has to be con-
sidered that the measurements show errors within the same range, apart from the heat flow 
in GC III, which is extremely high. This is due to the fact that the refrigerant return temperature 
of gas cooler GC I or GC II partially lays within the two-phase region. In this case, it is almost 
impossible to avoid high calculation errors. Nevertheless, the simulated values lie within the 
range of the measured ones, which suggests a well-designed model. 
 
Figure 6-8: Simulated and measured gas cooler heat flow for two weeks in April 
Table 6.4: MAE and MAPE for the gas cooler heat flow temperature for two weeks in April 
 Heat Flow GC I Heat Flow GC II Heat Flow GC III 
MAEsim [kW] 2.0877 1.2502 1.7298 
MAEmeas [%] 2.0437 3.0919 1.0842 
MAPEsim [kW] 14.90 25.92 9.64 
MAPEmeas [%] 12.13 14.83 114.98 
 
Further validation results can be found in the Appendix B. 
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6.3. Optimisation strategies 
The heating or cooling demand in supermarkets on one hand depends on the geographical 
location and physical properties of the building and, on the other hand, to a large part on the 
type and control of the refrigeration plant and the AHU system. This influence was to be in-
vestigated in this work. The aim was to develop a smart control strategy considering the over-
all concept and communication between the different subsystems. 
This was a challenging task, because the improvement of the control strategy for one subsys-
tem was often accompanied by the deterioration of another system. For example, the power 
consumption of the HVAC system can be reduced by allowing higher shop temperatures in 
summer but this will also lead to higher loads to the refrigeration plant and thus to higher 
power consumptions of the fans. Insights from the measurements were applied and addi-
tional simulations were carried out in order to develop an optimisation strategy. 
6.3.1. Investigation of heat recovery strategies 
The heating demand of a building can differ considerably from the amount of available heat 
from the refrigeration plant. The heating demand of the supermarket depends on the ambient 
conditions, but also on internal loads from illumination and people. In addition, the AHU fresh 
air infiltration has an immense influence. 
  
Figure 6-9: Storable and unstorable heat for different high pressure levels 
The heat available from the refrigeration plant varies with the refrigeration load, which is sub-
ject to seasonal and daily fluctuations. The refrigeration load is influenced by the temperature 
and humidity in the sales area, as well as radiation from natural and artificial light and the air 
Simulations  
 
 
 
 77 
 
 
infiltration of the cabinets. Besides this, only a part of the total waste heat can be used for 
heating. The amount of the usable waste heat depends on the GC II return temperature and 
the high pressure level of the refrigerant. The dependence of the usable waste heat on the 
high pressure is depicted in Figure 6-9. 
Apart from the usable waste heat, the COP of the refrigeration plant varies with the high pres-
sure. Simulations were carried out to determine the optimal refrigeration COP dependent on 
the refrigerant return temperature. 
The following equation could be fitted for the optimum high pressure: 
𝑝𝐶𝑂𝑃𝑜𝑝𝑡 = 𝑎 ∗ 𝑇𝐺𝐶𝐼𝐼𝐼,𝑟𝑒𝑡
5 − 𝑏 ∗ 𝑇𝐺𝐶𝐼𝐼𝐼,𝑟𝑒𝑡
4 + 𝑐 ∗ 𝑇𝐺𝐶𝐼𝐼𝐼,𝑟𝑒𝑡
3 − 𝑑 ∗ 𝑇𝐺𝐶𝐼𝐼𝐼,𝑟𝑒𝑡
2 + 𝑒 ∗ 𝑇𝐺𝐶𝐼𝐼𝐼,𝑟𝑒𝑡 + 𝑓 
(6.6) 
where p is the high pressure in Pa, T is the temperature in K and a-f are parameters which are 
listed in Table 6.5. The pressure pCOPopt ensures the optimal COP if only refrigeration is consid-
ered. This pressure is not the optimal solution, if heat recovery is required. 
Table 6.5: Parameters for the high pressure function 
Parameter a b c d e f 
Value 0.2513 376.77 225711.47 67534698.12 10092418238.25 602622154228.91 
Different functions have been developed for the optimal refrigeration high pressure in trans-
critical CO2 systems [69], [75], [118], [119], [120], [121] , [122]. The deviations of the different 
investigations might be attributed to differences in size and construction of the refrigeration 
plants. In many cases, the high pressure was calculated as a function of the ambient air tem-
perature. In the test supermarket, the ambient temperature has a limited influence on the 
performance of the refrigeration plant, due to the complexity of the heat recovery system. 
Thus, the GC III refrigerant return temperature was chosen as a reference value. 
Figure 6-9 shows the log p, H-Diagram of the refrigeration plant for three different high pres-
sures. For initial considerations, it was assumed that, in the case of full heat recovery, the GC_I 
refrigerant return temperature is around 30 °C and the GC II refrigerant return temperature is 
around 23°C. The intersection with the high pressure isobaric indicates the amount of usable 
waste heat. If the high pressure is low (case I), the refrigeration COP of the system is high, but 
only around 10 % of the waste heat can be used. Around 70 % of the usable waste heat is 
transferred to GC I and can consequently be stored in the tanks. This case is useful if the heat-
ing demand is low and the tank temperatures are high. Raising the high pressure up to 68 % 
(case II) leads to a considerable increase of the usable waste heat because the condensing 
pressure is above the GC II return temperature. Consequently, the entire condensing heat can 
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be transferred to GC II and used in the floor heating cycle. This case is the preferred case if 
heating is required. The increase of compressor power compared to case I is extremely low 
compared to the increase of the usable waste heat. Nevertheless, it has to be noted that only 
around 40 % of the usable heat can be stored in the tanks. The remaining 60 % have to be 
used immediately, otherwise they are lost. In case III, the high pressure is 120 bar and around 
90 % of available waste heat can then be stored in the tanks. This case should be applied if the 
heating demand of the building varies quickly and the tank temperatures are low. 
Additionally, there is the opportunity to increase the refrigeration load by using the extra 
evaporator (see Figure 4-2). 
In order to compare different high pressure cases, the COP of the additional usable waste heat 
was defined as the extra usable heat gained by raising the high pressure divided by the extra 
power consumption of the fans compared to the base case. The base case was defined as the 
case with the optimal refrigeration COP [123]. 
 𝐶𝑂𝑃𝐴𝑈𝑊𝐻 =
?̇?𝑢𝑠𝑎𝑏𝑙𝑒 − ?̇?𝑢𝑠𝑎𝑏𝑙𝑒,𝐵𝐶
𝑃𝑐𝑜𝑚𝑝.𝑟𝑒𝑓. − 𝑃𝑐𝑜𝑚𝑝.𝑟𝑒𝑓.,𝐵𝐶
 (6.7) 
Simulations were carried out during one winter day as an example scenario. The COPAUWH was 
determined for five cases that differ in high pressure, the use of the extra evaporator and the 
use of GC III. The cases are listed in Table 6.6. 
Table 6.6: Different refrigeration plant control cases 
case a b c d e f 
high pressure [bar] PCOPopt  68 68 120 120 120 
extra evaporator bypassed bypassed used bypassed used used 
GC III used used used used used bypassed 
Case a was the base case where the high pressure was controlled in order to gain the optimal 
COP. In case f, GC III was bypassed in order to avoid heat losses to the borehole heat exchanger 
cycle. 
Figure 6-10 shows the average COPAUWH for the different cases. The amount of usable waste 
heat is plotted in Figure 6-12. The highest COPAUWH was achieved in case b, where the high 
pressure was raised slightly above the GC II return temperature. The low pressure increase of 
about 18 bar led to a multiplication of the usable waste heat by the factor 5 approximately. 
Further pressure increase caused a lower increase of the usable waste heat, as the 23°C iso-
therm runs very steep in the area to the left of the two-phase region (see Figure 6-11). In 
comparison, the increase of the power consumption was relatively high. The use of the extra 
evaporator led to a considerable increase of the COPAUWH, especially at 68 bar high pressure. 
Simulations  
 
 
 
 79 
 
 
 
Figure 6-10: COP additional heat [124] 
Consequently, in the case of heating demand, the pressure should be raised above the con-
densing pressure of the GC II return temperature. If this heat is not sufficient, the extra evap-
orator should be used. Extremely high pressures should be avoided. 
  
Figure 6-11: Additional heat/ power consumption for high pressure variation [124] 
For the development of a control strategy, the relation between the available heat and the 
heating demand of the building has to be considered. The heating demand is depicted in Fig-
ure 6-12 for the example day. The COPAUWH can only be used as a benchmark if all the available 
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waste heat is recovered. In case c, for example, the COPAUWH is high, but the available heat 
exceeds the heating demand.  
 
Figure 6-12: Available waste heat 
 
Figure 6-13: “Unstorable” waste heat 
A high heat supply can be advantageous if the tanks are empty and can be filled with the 
surplus heat. One possibility is to run this mode until the tanks are filled and return to the 
optimal COP mode afterwards. The prerequisite for making this strategy suitable is that the 
surplus heat is storable, which means that it can be extracted in GC I. As mentioned above, 
the share of the available heat that cannot be stored has to be used immediately in the floor 
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heating loops, otherwise it is lost. The amount of “unstorable” heat is shown in Figure 6-13. 
Further on, the building's heating demand is plotted. It can be seen that in case c, the amount 
of “unstorable” heat is two to three times higher than the heating demand for about 80 % of 
the time. This indicates that the extra evaporator should only be used when the actual heating 
demand is high. If the aim is to fill up the storage tanks, a high pressure increase should be 
favoured. 
In case b, the section of “unstorable” heat primarily lies within the range of the heating de-
mand, with the exception of the period between 12:00 and 23:00. Between 23:00 and 12:00, 
the tanks can be filled with the surplus heat (see Figure 6-12). The stored heat can be used 
between 12:00 and 23:00, where the overall available waste heat is below the heating de-
mand.  
This example scenario illustrates the importance of an adjusted control strategy to cover the 
heating demand with minimal effort. The course of the heating demand is subject to daily 
fluctuations. The heating demand and the available waste heat are highly dynamic values 
which depend on a plurality of factors that are hard to predict. An overall control strategy was 
developed, considering the interfaces between the different subsystems. 
6.3.2. Control strategy 
Based on the insights from the evaluation of the measurement data and the accomplished 
simulations, a control strategy was developed. The control strategy was tested in simulations. 
The simulation results are presented and discussed in 6.4.  
As described in the previous chapter, heat storage is crucial in the development of a heat re-
covery strategy. In the test supermarket, heat storage in three stratified storage tanks is pos-
sible. In addition, the thermal capacity of the floor has to be taken into account, as it leads to 
a notable delay in the floor heating system. The floor heating loops make it possible to use a 
high share of waste heat. Liquid return temperatures of 22°C or less can be reached in the 
floor heating loops, while the return temperature of the AHU unit is usually around 30 - 35°C. 
The heating demand of the building was defined as a central value for the control strategy. 
The main goal of the investigations was to satisfy the heating demand with minimum overall 
power consumption. 
It was assumed that the heating demand directly correlates with the temperature level in the 
storage tanks. The tank temperatures are dependent on the available heat from the refriger-
ation system and the heating demand of the building. The refrigeration system was controlled 
in order to reach the optimal COP if the average temperature in the tanks exceeded a limit 
temperature. This means that the high pressure is kept as low as possible depending on the 
GC III return temperature, meaning this temperature has to be kept as low as possible. In the 
test supermarket, the gas cooler return temperature depends on the heat flow of all three gas 
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coolers. The first gas cooler is connected to the storage tanks and gas cooler. The position of 
the gas cooler poses a challenge (see Figure 4-2): on the one hand, as much heat as possible 
should be rejected from the refrigeration plant in order to achieve low refrigerant return tem-
peratures; on the other hand, if the available waste heat is rejected by the DC, it is not availa-
ble in the floor heating loops. Consequently, the dry cooler was controlled dependent on the 
floor heating cycle. A variable DC liquid return temperature was set. When the floor heating 
loops were on, the return temperature was set to a higher value, whereas the return temper-
ature was lowered when the floor heating was off. With this control strategy, heat was only 
rejected by the DC if it was not used in the FH loops. To reduce the power consumption of the 
pumps in the tank cycle, the mass flow was controlled according to the GC liquid return tem-
perature. 
The refrigeration waste heat at a lower temperature level can be used in the floor heating 
cycle. There is no possibility of storing this heat, which means that it is lost when the floor 
heating loops are off. Thus, floor heating was preferred over AHU heating. The AHU was used 
when floor heating was not sufficient. Moreover, it was used to compensate the large time 
constants of the floor heating system. Due to the high thermal mass of the floor, it was not 
possible to avoid simultaneous heating by the FH and cooling by the AHU during some periods. 
The snow melt loops were used to reject as much heat as possible. The mass flow in the SM 
loops was controlled according to the liquid return temperature.  
A similar control strategy was chosen for the pumps in the BHX cycle. The mass flow was con-
trolled according to the liquid return temperature of the gas cooler after mixing with the fluid 
returning from the AHU coil. Thus, the maximum heat could be extracted or supplied by the 
BHX while the mass flow was kept low. The mass flow into the cool coil was controlled by the 
preceding valve. 
Giving preference to the FH loops over the AHU has the additional advantage that the AHU 
fan speed can be reduced. The aim of the AHU control strategy was to supply the required 
heating or cooling at minimum power consumption of the fans. Another goal was to reduce 
the heating demand in the AHXH to avoid the emptying of the storage tanks. This can be 
achieved by using the rotary wheel, which has an efficiency of about 70 %. Using it leads to an 
immense reduction of the heating demand, but causes high pressure drops in the wheel. 
Moreover, the exhaust air has to be filtered before entering the wheel. If the wheel is off, the 
filter can be bypassed. The use of the filter causes an additional pressure drop. If the wheel is 
avoided, the power consumption of the fans is low, but high heating demands can occur. This 
can be advantageous if much waste heat is available. In this case, a high heating demand leads 
to an improvement of the refrigeration COP. However, if not enough waste heat is available, 
the refrigeration plant is forced to run in a less efficient mode in order to supply the required 
heat. It is obvious that both objectives, low fan speed and low heating demand, are contra-
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dictory. A compromise had to be found: the rotary wheel was only used if the tank tempera-
ture was below a limit value and the rotary wheel capacity was controlled according to the 
AHU supply temperature set point in order to avoid that the wheel return temperature on the 
supply air side exceeds the supply air temperature set point. The AHU supply air temperature 
was controlled by a cascade control system and the set point for the supply air temperature 
was determined dependent on the shop temperature. 
Furthermore, the overall pressure drop in the AHU was reduced. The main pressure drops 
occur in the filters, the rotary wheel and the heating and cooling heat exchangers. These com-
ponents were bypassed whenever they were not needed. The supply air fan was controlled 
according to the shop temperature. When the heating or cooling demand was high, the supply 
fan flow was increased. The amount of ambient air supply was determined by the exhaust air 
fan and controlled through the CO2 content in the sales area air. The maximum CO2 content 
was set to 800 ppm, which provides a good indoor air quality [26], [125]. When cooling was 
required in the shop, ambient air cooling was preferred, which has the advantage of lowering 
the CO2 content in the shop. If ambient air cooling was not sufficient, the AHXC was used. Two 
modifications were investigated: summer mode and winter mode (see Figure 5-10). In winter 
mode, the AHXC was directly connected to the BHX and the evaporator could not be used. In 
summer mode, the AHXC was connected to the EE. This led to a lower AHXC supply tempera-
ture, but also to a lower mass flow due to a higher pressure drop caused by the evaporator. In 
this case, the evaporator was controlled from the refrigeration plant side. At moderate shop 
temperatures, the orifice valve in front of the evaporator in the refrigeration plant was closed. 
Despite this, the liquid in the BHX cycle had to pass the EE before entering the AHXC. This 
leads to a lower cooling capacity of the AHXC compared to the winter mode, due to lower 
mass flow and equal supply temperatures on the liquid side. The evaporator was only used if 
the shop temperature exceeded a limit temperature.  
The control of the refrigeration plant was realised in a way to efficiently provide or reject the 
required amount of heat for space heating or cooling. As mentioned above, the storage tanks 
were used as an indicator for the heating demand of the building. If the average temperature 
in the tanks was above a limit value, the high pressure was controlled in a way to achieve the 
optimal refrigeration COP (see 6.3.1). Below this tank limit temperature, measures had to be 
taken to fill the tanks. The first measure was a high pressure increase. The high pressure was 
set to two bars above the GC II return temperature condensing pressure. Consequently, the 
entire condensing heat could be recovered. The extra evaporator was used when this heat 
was not sufficient.  
In the test supermarket, about 50 % of the refrigeration load was provided by plug-in cabinets. 
Plug-in cabinets are usually less efficient than remote refrigeration and their entire waste heat 
is rejected into the sales area at all times. Consequently, the heat loads to the building are 
high and the application of a control strategy is likely to have a limited effect. Moreover, this 
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leads to a high cooling demand in summer, which is why the replacement of the plug-in cabi-
nets by remote refrigeration was investigated. The performance of the plug-in cabinets could 
not be determined through measurement data. A COP of 2.6 was assumed for the medium 
temperature integrals and a COP of 1.4 for the low temperature integrals. Additionally, the 
effect of more efficient illumination on the overall power consumption was investigated. It 
was assumed that the replacement of fluorescent tubes with LEDs would lead to power sav-
ings of 30 % for illumination. 
6.3.3. Tested strategies 
The control and rebuilding strategies described in the previous chapter were investigated with 
simulations of the validated models. Two cases and the base case were simulated. The base 
case was according to the test supermarket in terms of the technical equipment and the con-
trol strategy. In case a, the technical equipment was equivalent to the base case, but the ad-
justed control strategy described in 6.3.2 was applied. During very hot summer time, it was 
distinguished between case a WM and case a SM. In case a WM, the refrigeration plant was 
never used for air conditioning purposes. In case a SM, the refrigeration plant was used for 
air conditioning, if the temperature in the sales area was above 24°C.  In case b, the control 
strategy described in 6.3.2 was applied. Additionally, the plug-in cabinets where replaced by 
the remote refrigeration system and it was assumed that the illumination costs could be de-
creased by 30 % by using more efficient illumination (LEDs). The investigated cases are sum-
marised in Table 6.7. 
Table 6.7: Description of the optimisation cases  
case Description 
Base case Application of the original control strategy; partly usage of refrigeration plant for 
air conditioning; no structural measures 
Case a/ case a 
WM 
Application of the adjusted control strategy (for a detailed description see 6.3.2); 
no usage of refrigeration plant for air conditioning; no structural measures 
Case a SM Application of the adjusted control strategy (for a detailed description see 6.3.2); 
usage of refrigeration plant for air conditioning; no structural measures 
Case b Application of the adjusted control strategy (for a detailed description see 6.3.2); 
no usage of refrigeration plant for air conditioning; Replacement of plug-in cabinets 
by refrigeration plant; reduction of electrical consumption for illumination by 30 % 
 
6.4. Results 
The overall supermarket was modelled in a very detailed model, which led to long simulation 
times (see 6.1). Thus, only crucial seasons were simulated and assumptions for the missing 
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periods were extrapolated. One winter period (January), one transition time period (April) and 
two summer periods (June/ August) were simulated. The June period was a very hot period, 
whereas the August period was a moderate summer month. The developed control strategy 
was tested for all periods with and without modifications of the system. 
 
Figure 6-14: Simulation results for different control strategies in January (cases: see 6.3.3) 
The main task of the simulations was to analyse the saving potential of the developed strate-
gies. The saving potential of the subsystems and the overall system was determined. The sav-
ings were correlated with the overall power consumption of the base case. The validated sim-
ulations of the original case from 2014 were defined as the base case: 
 𝑆𝑠𝑢𝑏𝑠. =
𝑃𝑠𝑢𝑏𝑠.,𝐵𝐶 − 𝑃𝑠𝑢𝑏𝑠.
𝑃𝑡𝑜𝑡𝑎𝑙,𝐵𝐶
 (6.8) 
Whereas Ssubs. is the saving for each subsystem in %, Psubs. is the power consumption of the 
subsystem in the respective case and Psubs. in the base case. Ptotal,BC is the power consumption 
of the whole supermarket. This evaluation was used in order to assess the impact of the ap-
plied measure on the overall system.  
The simulation power consumptions for the January period are shown in Figure 6-14. The 
savings are listed in Table 6.8. According to the results, the application of the developed con-
trol strategy (case a) led to a total energy reduction of 7.55 % in January. The savings were 
mainly achieved due to the refrigeration plant, with 4.48 %, and the AHU unit, with 3.32 %. 
The total saving potential would be more than twice as high if additional modifications were 
undertaken. As can be seen in Table 6.8, the main savings in this case could be achieved by 
improving the illumination. Moreover, the replacement of the plug-in cabinets led to savings 
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of 7.77 %. These measures caused a considerable reduction of the heat load. This heat had to 
be replaced by heat recovery. 
Table 6.8: Savings* for the optimisation strategies for January (cases: see 6.3.3) 
 
plug-in 
cab. 
comp. ref. 
plant ref. total sec. loops AHU 
illuminat-
ion total 
case a 
% 0.00 -4.48 -4.48 0.25 -3.32 0.00 -7.55 
kWh/day 0.00 -48.11 -48.11 2.70 -35.72 0.00 -81.13 
 case b 
% -21.00 13.23 -7.77 0.06 -1.25 -8.24 -17.19 
kWh/day -225.66 142.17 -83.48 0.67 -13.42 -88.56 -184.79 
Consequently, the high pressure in the refrigeration plant had to be raised during some peri-
ods. Despite the higher heating demand, using the extra evaporator was not necessary. The 
course and the average values of the total power savings are represented in Figure 6-15, which 
shows that in certain periods the savings were around zero, but clearly positive for most of 
the time. The average values are 3.4 kW for case a and 7.7 kW for case b. 
 
Figure 6-15: Total power savings in January (cases: see 6.3.3) 
The main savings were achieved during daytime. It is likely that the saving potential was to a 
large part determined by the power consumption of the AHU. During cold periods, the heat 
delivered by the FH loops was not sufficient, so the AHU fans ran on high speed to meet the 
heating demand and the recovery wheel was used in some cases, which led to an increase in 
                                                     
* referred to the overall energy consumption in the base case 
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power consumption. Furthermore, as described above, floor heating was preferred over AHU 
heating. Due to the slow reaction time of the FH, AHU cooling was sometimes required in 
order to compensate for the FH surplus heat, in particular in case a.  
 
Figure 6-16: Power consumption for refrigeration in January (cases: see 6.3.3) 
 
Figure 6-17: COPref for the simulated cases in January (cases: see 6.3.3) 
Figure 6-16 shows the power consumption for refrigeration in all three cases. The values for 
case a are below the base case most of the time, although in some periods the curves con-
verge. This was probably due to high pressure increasing to cover the building's heating de-
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mand. In case b, the overall power consumption was clearly lower than in the base case. How-
ever, the average high pressure could be reduced in both cases compared to the base case. 
Figure 6-17 shows the COPref for the three simulated cases. Obviously, the COPref increased 
with decreasing high pressure. Comparing case a to the base case, it is evident that a much 
higher COPref could be reached by applying the control concept compared to the base case. 
The COPref in case b is slightly lower than in the base case. It has to be noted that the heat 
load to the refrigeration plant is much higher in case b compared to the other cases. the plug-
in cabinets of the base case and case a were not considered in this plot. Consequently, this 
graph is not suitable for a comparison of case b to the other cases. 
The high pressure was varied, according to the requirements, from 50 - 75 bar in case a and 
about 55 - 75 bar in case b, whereas in the base case the high pressure only moved within the 
range of 65 - 80 bar. The high pressure control in case a and b was directly dependent on the 
GC II return temperature. Floor heating was often used and low GC II return temperatures 
could be achieved. The COP in case b was below the COP in case a at the same high pressure 
level, which was probably due to the fact that the refrigeration load of the remote refrigera-
tion system in case b was much higher than in case a and the base case. Additionally, the 
relation of freezing load to total refrigeration load was much higher in case b. It has to be 
noted that the plug-in cabinets, with assumed COPs of 1.4 for LT and 2.8 MT cooling, were not 
considered in Figure 6-17. 
 
Figure 6-18: Simulation results for the shop temperature in January (cases: see 6.3.3) 
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Figure 6-19: Simulation results for different control strategies in April (cases: see 6.3.3) 
Figure 6-18 shows the simulated shop temperatures for the different cases in January. The 
ambient temperature and the solar radiation are also plotted. The shop temperature was 
within an acceptable range in all cases, but in cases a and b, a more exact temperature control 
could be achieved, mainly due to an adjusted AHU control. Nevertheless, it has to be noted 
that the control strategy in the test supermarket could not be transferred exactly to the sim-
ulations of the base case. The measurements showed a better shop temperature control than 
the simulations. 
A period in April was simulated as an example of a transition month. The simulations show 
less saving potential than in wintertime (see Figure 6-19). 
Table 6.9: Savings* for the optimisation strategies for April (cases: see 6.3.3) 
 
plug-in 
cab. 
comp. ref. 
plant ref. total sec. loops AHU 
illumina-
tion total 
case a 
% 0.00 -3.04 -3.04 0.59 -0.40 0.00 -2.84 
kWh/day 0.00 -28.65 -28.65 5.59 -3.73 0.00 -26.79 
case b 
% -26.11 18.77 -7.34 0.62 -2.24 -5.62 -14.57 
kWh/day -246.14 176.94 -69.20 5.86 -21.08 -52.94 -137.36 
 
                                                     
* referred to the overall energy consumption in the base case 
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Figure 6-20: Simulation results for the shop temperature in April (cases: see 6.3.3) 
 
Figure 6-21: AHU power consumption for the simulated cases in April (cases: see 6.3.3) 
For the application of the control system only, an improvement of 2.84 % in energy perfor-
mance was predicted. By contrast, the simulations of case b gave more promising results. The 
overall power consumption was considerably lower than in the base case for almost all of the 
time. The simulations predicted power savings of 15.19 %. The savings were predominantly 
achieved in the refrigeration system, the illumination and the AHU. The simulated power sav-
ings are listed in Table 6.9. The saving potential of the refrigeration plant was within the same 
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range as in January. Figure 6-20 shows that a much better shop temperature control could be 
achieved in cases a and b. This was probably due to the adjusted AHU control in both cases 
and the reduction of the internal loads in case b. Figure 6-21 shows the power consumption 
of the AHU in all three cases. Even though the fan power in case a and b considerably exceeded 
that of the base case between days 6 and 16, the overall consumption was slightly lower com-
pared to the base case (see Table 6.9). 
However, it has to be noted that the higher fan power consumption had a direct influence on 
the indoor air quality. The shop temperature is plotted in Figure 6-20. In the base case, it ex-
ceeded the set point temperature of 19.5°C throughout the simulated period. Maximum de-
viations occurred in the second week, when the ambient temperature approached 20°C dur-
ing daytime and the solar radiation achieved values above 500 W/m2. The shop temperature 
in case a and especially in case b could be controlled much closer to the set point even in the 
second week. It is important to keep the shop temperature within the controlled range for 
comfort reasons. Moreover, high shop temperatures lead to a considerable increase in refrig-
eration load to the cabinets. The influence of the indoor air conditions on the refrigeration 
load was not considered in the simulations. Considering them would probably lead to the re-
sult that a further reduction of the power consumption of the refrigeration plant could be 
achieved. The influence of the indoor air conditions on the refrigerant load was investigated 
both in chapter 5.2 and in a publication by Orphelin et al. [126]. Additionally, at lower indoor 
air temperatures, the power consumption for the anti-sweat heater and defrost can be re-
duced if an adjusted control is applied [47], [127]. 
 
Figure 6-22: Simulation results for different control strategies in July (cases: see 6.3.3) 
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Table 6.10: Savings* for the optimisation strategies for July (cases: see 6.3.3) 
 
plug-in 
cab. 
comp. 
ref. plant ref. total 
sec. 
loops AHU 
illumina-
tion total 
case a WM 
% 0.00 -9.70 -9.70 -1.37 -3.11 0.00 -14.18 
kWh/day 0.00 -128.93 -128.93 -18.24 -41.33 0.00 -188.49 
case a SM 
% 0.00 -3.42 -3.42 -1.24 -3.22 0.00 -7.88 
kWh/day 0.00 -45.53 -45.53 -16.42 -42.85 0.00 -104.80 
case b 
% -20.98 10.02 -10.96 -1.33 -6.71 -4.94 -23.93 
kWh/day -278.97 133.21 -145.76 -17.64 -89.15 -65.63 -318.17 
 
Figure 6-23: Simulation results for the shop temperature in July (cases: see 6.3.3) 
The simulated power consumption in July is represented in Figure 6-22. The unique feature in 
this period was that the BHX cycle was set to summer mode (see Figure 5-10), which means 
that the liquid was cooled in the EE before entering the AHXC. The simulated cases distin-
guished between three cases. In case a WM and case a SM, the control system was applied. 
In case a WM, the BHX cycle was set to winter mode, in case a SM to summer mode. In case 
a SM, the evaporator was only used when the indoor air temperature exceeded a limit value 
of 24°C. In order to evaluate the benefits of the summer mode compared to the winter mode, 
                                                     
* referred to the overall energy consumption in the base case 
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both power consumption and room temperature were compared. Case b corresponds to case 
a in the other months, when the BXH cycle was set to winter mode. 
The simulated saving potential (see Table 6.10) in July was 14.18 % in winter mode and only 
7.88 % in summer mode. Figure 6-22 indicates that this difference in power consumption was 
caused by the refrigeration plant only. The benefits in case b were considerable: savings of 
23.93 % could be achieved. This was mainly due to savings of the refrigeration systems, but 
high savings were also possible in the AHU. 
Table 6.11: Savings* for the optimisation strategies for August (cases: see 6.3.3) 
 
plug-in 
cab. 
comp. 
ref. plant ref. total sec. loops AHU 
illumina-
tion total 
case a 
% 0.00 -0.30 -0.30 0.56 -6.29 0.00 -6.03 
kWh/day 0.00 -3.27 -3.27 6.07 -67.62 0.00 -64.82 
case b 
% -22.57 18.76 -3.80 0.57 -10.24 -6.30 -19.77 
kWh/day -242.51 201.65 -40.87 6.09 -110.06 -67.65 -212.49 
 
 
Figure 6-24: Simulation results for different control strategies in August (cases: see 6.3.3) 
                                                     
* referred to the overall energy consumption in the base case 
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The indoor air temperature, ambient temperature and solar radiation are plotted in Figure 
6-23. In all three cases, an improvement of the shop temperature could be achieved. On av-
erage, the shop temperature could be reduced by 1.52°C in case a WM and by 2.07°C in case 
a SM. The advantage of SM over WM was only 0.55°C and hardly compensates for the extra 
energy consumed in case a SM. A significant improvement of the indoor air temperature could 
be achieved in case b: the temperature was reduced by 4.99°C compared to the base case and 
an average temperature of 20.19°C could be achieved. This is a satisfactory result, considering 
that the ambient temperature occasionally reached values clearly exceeding 30°C and the so-
lar radiation showed maximum values of up to 800 W/m2 on most days. As mentioned above, 
the indoor air quality has a direct influence on the performance of the refrigeration plant. 
These simulations show that there are considerable benefits to remote refrigeration com-
pared to plug-in cabinets in hot regions. High savings can be achieved in southern European 
countries, such as Spain or Italy, by replacing plug-in cabinets in combination with an adjusted 
control concept. 
In 2014, the BHX cycle was set to summer mode for six weeks in total. Another summer period 
in August was investigated, where the BHX cycle was set to winter mode and the ambient 
temperature was more moderate. The simulated power consumptions are plotted in Figure 
6-24. The results indicated that power savings of 6.03 % were possible in case a (see Table 
6.11). Almost all the saving potential was based on better AHU performance. The adjusted 
control of the floor heating system led to less cooling demand. As a result, the amount of 
ambient air and air supplied by the AHU could be reduced.  
 
Figure 6-25: Simulation results for the shop temperature in August (cases: see 6.3.3) 
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This effect became even more dominant in case b: 10.24 % of the total power consumed could 
be saved by the AHU alone. Roughly the same amount of power reduction could be achieved 
through illumination and refrigeration. In total, savings of 19.77 % were predicted for case b. 
Figure 6-25 shows the average shop temperature in the simulated cases in August. The tem-
perature could be kept within an acceptable range in all three cases. The shop temperature in 
the base case in August was closer to the desired value compared to the base case in the last 
April week. One reason could be a more adjusted AHU control in August. Moreover, the solar 
radiation in the last April week was higher compared to August. However, better temperature 
control was achieved in cases a and b compared to the base case for August as well. 
Further simulation results can be found in Appendix C. 
Generally, it can be concluded that one significant benefit in case b is the high flexibility of the 
system. To assess its flexibility, the heat load to the building can be subdivided into a part that 
is fixed or not controllable and a part that is flexible or controllable. An example for the fixed 
heat load is the waste heat from the plug-in cabinets, whereas the FH heat belongs to the 
controllable heat loads. The sum of fixed and flexible loads has to be high enough to cover the 
heating demand of the supermarket throughout the year. This could be proven. The fixed heat 
load plays a major role, especially in relation to the total heating demand of the building. The 
fixed heat load was calculated according to equation 5.81, and the heating demand according 
to equations 5.82 and 5.83. 
 
Figure 6-26: Total heat load and fixed heat load to the building (cases: see 6.3.3) 
For reliable indoor temperature control it is important that the fixed heat load is significantly 
below the total heat load to avoid a high cooling demand and power consumption of the AHU. 
If the fixed heat load considerably exceeds the heating demand, the indoor air temperature 
Simulations  
 
 
 
 96 
 
 
cannot be kept within the desired range. The calculated values for the considered periods are 
presented in Figure 6-26. The results for the base case and case a show that in April, the fixed 
heat load lays within the range of the heating demand, whereas in July and August, it was 
considerably above the heating demand. In April and July, the indoor air temperature partly 
showed high deviation from the set point in the base case. In August, the ambient tempera-
ture was moderate, so the high cooling demand could be covered by free cooling of the AHU. 
Nevertheless, a high power consumption of the AHU was the consequence. It was only in 
January that the fixed heat load was significantly lower than the heating demand. 
Table 6.12: Assumed average and limit temperatures for the different seasons 
season winter transition summer summer (hot) 
average temperature  [°C] -5.42 6.39 13.38 19.26 
lower limit [°C] - 0.48 9.88 16.32 
upper limit [°C] 0.48 9.88 16.32 - 
 
The plotted values represent the average values over the simulated periods, which means that 
daily fluctuations were not considered. The difference between the fixed heat load and total 
heating demand occasionally was much higher during daytime. The simulation results for case 
b show that the fixed heat load stayed below 70 % of the overall heating demand for all 
months. This made an optimal temperature control in the sales area possible. As discussed 
above, the temperature could be kept close to the set point in all considered periods. 
 
Figure 6-27: Classification into temperature ranges 
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Simulations were carried out for the most important ambient conditions: winter, transient, 
summer and hot summer. The annual power savings were extrapolated from these results. 
Two approaches were chosen. In both approaches, the whole year 2014 was disaggregated 
into days which can be assigned to one of the simulated periods. In approach I, the disaggre-
gation was executed in a way that the annual power consumption of the base case simulations 
corresponds to the measured annual power consumption. Several combinations were possi-
ble. A solution with an appropriate distribution of the seasons was chosen, although other 
combinations led to similar results.  
Another approach was the disaggregation of the year 2014 according to temperature ranges. 
The average temperature of each season was calculated and the mean value between the 
temperatures of two seasons was set as the limit value. The mean values and the limits are 
represented in Table 6.12. Each day of the year 2014 was assigned to one of the temperature 
ranges. The resulting distribution is visualised in Figure 6-27. 
The resulting power consumptions and savings are presented in Table 6.14. The annual power 
consumption resulting from assumption II was 2.7 % below the measured value. Savings of     
6 - 6.5 % could be determined for both assumptions in case a WM. If the summer mode was 
used during the very hot seasons, the saving potential would be between 5 and 5.5 %. In case 
a SM and case a WM, both assumptions led to similar results. In case b, the predicted savings 
account for 17.6 % for assumption I and 15.4 % for assumption II. The number of months that 
were assigned to each season are listed in Table 6.13 for both approaches. 
Table 6.13: Assumed distribution of seasons  
 winter transition summer summer (hot) 
number of months (I) 3.31 5.27 2.31 1.38 
number of months (II) 2.49 5.73 2.54 1.27 
 
Table 6.14: Predicted savings for the optimisation strategies for one year (cases: Table 6.7) 
 
assumption I assumption II 
en. intensity 
[kWh/m2/a] 
savings 
[MWh/a] 
savings 
[%] 
en. Intensity 
[kWh/m2/a] 
savings 
[MWh/a] 
savings 
[%] 
base case 476   489   
case a WM 447 31.2 6.4 458 28.9 6.1 
case a SM 451 26.8 5.5 462 24.9 5.2 
case b 403 86.3 17.6 403 73.1 15.4 
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An economic analysis was carried out with the predicted results. Energy prices in Norway are 
relatively low, with 16.53 €-Cent/ kWh in 2014 [128]. Additionally, a discount was usually given 
to bulk purchasers, which was assumed to be 50 % in these calculations [129]. 
Table 6.15: Predicted economic savings for the optimisation strategies for one year (cases: Table 6.7) 
 assumption I assumption II 
 
energy cost 
[€/a] 
savings 
[€/a] 
energy cost 
[€/a] 
savings 
[€/a] 
base case 31408  32286  
case a WM 29499 1909 30225 2061 
case a SM 29766 1642 30516 1770 
case b 26582 4826 26591 5696 
 
Table 6.15 shows the cost savings for both approaches and all simulated cases. It should be 
repeated in this context that the relation between energy costs and profit is between 1:4 and 
1:1, depending on the supermarket [56], [60]. US Energy Star predicted an increase of sales of 
$59 for a $1 reduction in energy cost [61]. Furthermore, the environmental impact of the 
measures was estimated. In the base case, all refrigeration systems mainly used natural refrig-
erants, so the savings of direct CO2 emissions were negligible. The reduction of indirect CO2 
emissions due to power savings was also investigated. The electricity mix for Norway, Ger-
many and the UK [130], [131], [132] and typical values for the CO2 emission of different power 
plant types [130] were used for the calculations. The predicted CO2 savings are listed in Table 
6.16. 
In fact, the calculated reduction of CO2 emissions is negligible, since 98.5 % of the electricity 
in Norway is obtained from hydropower, the ecological impact of which is almost zero. In this 
respect, Norway holds a unique position in Europe and globally. However, it could also be 
argued that, if power savings were achieved in Norway, the saved electricity could be exported 
to other European countries with fewer regenerative energy sources. The potential CO2 emis-
sion savings for a German and British electricity mix were also calculated: in both countries, 
over 10,000 kg of CO2 savings were predicted for case a WM and about 10,000 kg of CO2 for 
case a WM for both assumptions. In case b, about 30,000 kg of CO2 savings were calculated 
for the two countries. In general, the test supermarket showed a relatively good performance 
with 488.9 kWh/m2 SFA and the optimisation strategies provided promising results. Neverthe-
less, some other measures could also be adopted in order to lower the energy costs. The de-
frost control, for example, could be controlled in a demand-driven way instead of a time con-
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trol. Moreover, there is also the possibility of optimising the dry cooler position. Other simu-
lations are necessary to investigate if placing the dry cooler in the BHX loop would be a rea-
sonable option. 
Table 6.16: Predicted economic savings for the optimisation strategies for one year (cases: Table 6.7) 
 
 savings Norway 
[kgCO2/a] 
savings Germany 
[kgCO2/a] 
savings Great Britain 
[kgCO2/a] 
 
assumption 
I 
assumption 
II 
assumption 
I 
assumption 
II 
assumption 
I 
assumption 
II 
case a WM 31 29 11409 10568 12413 11498 
case a SM 27 25 9799 9089 10661 9889 
case b 87 73 31527 26711 34301 29062 
 
The discussed investigations were carried out for one specific supermarket in Norway. It is not 
possible to simply apply the conclusions drawn here to other supermarkets, due to different 
framework conditions, such as weather, size and food:non-food ratio. Nevertheless, some of 
the results can also be useful for other supermarkets. One crucial point is that, when a super-
market is built, the overall heating demand, fixed heat load and heat recovery potential for 
different control strategies should be estimated for summer, winter and transition seasons. 
The fixed heat load should be adjusted, as far as possible, in a way that it remains below the 
heating demand during all seasons and allows flexible heating by heat recovery. The fixed heat 
load consists of all heat loads that cannot be controlled, such as solar radiation and waste heat 
from electrical devices and plug-in cabinets. The heating demand depends on the weather 
conditions but also, for example, on the size of the building, window area and quality of the 
insulation. Both the heating demand and the fixed heat load can be influenced at least par-
tially. To lower the fixed heat load, plug-in cabinets should be avoided and glazed facades can 
be covered with window insulation films or flexible blinds can be installed. In warm countries 
where heating is hardly required, these measures are extremely important to lower the cool-
ing demand. It could be seen that, even in a cold country like Norway, space cooling can be-
come a challenge if the internal loads are too high. In warm regions, the highest savings can 
be achieved by reducing the cooling demand and thus the power consumption of the HVAC. 
In addition to the diminishing of internal loads, an advanced HVAC control is indispensable. If 
a supermarket is built from scratch in southern countries, borehole heat exchangers with a 
sufficient capacity can be installed if possible. Small windows are also an option to reduce the 
solar radiation. Avoiding plug-in cabinets is also recommendable in colder climates. It could 
be shown that in Norway, even in wintertime, the rejected heat from the refrigeration plant 
was sufficient to satisfy the heating requirements. This shows that, in many cases, a high per-
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centage of the heating demand can be covered with an advanced heat recovery strategy. How-
ever, this presupposes an adjusted structure of the secondary/heat recovery loops and an 
adjusted heat recovery control strategy, as well as the presence of floor heating loops and 
well-designed storage tanks. If the available heat is not sufficient, the refrigeration system can 
be equipped with an extra evaporator. 
7. Summary 
The aim of this thesis was the analysis of the power consumption in supermarkets and the 
investigation of saving potentials. For this purpose, field measurements were carried out in a 
Norwegian test supermarket. The test supermarket was a discount supermarket located in a 
stand-alone building in Trondheim with a total area of 1,000 m2. Detailed evaluations of the 
measurement data of one year were carried out in order to gain all relevant information. The 
measurement data were used to derive approaches for the optimisation of the supermarket's 
energy efficiency, with a special focus on the control strategy. Furthermore, a dynamic model 
of the supermarket was developed. The model was used for the development investigation of 
optimisation strategies. A highly dynamic model was developed which includes all subsys-
tems, such as the refrigeration system, HVAC, secondary loops, storage tanks, borehole heat 
exchanger and building. The interaction between the different subsystems plays an important 
role in the overall power consumption. The subsystems were modelled in a detailed way. Pres-
sure losses, heat transfer and thermal capacities were considered. The controllers were mod-
elled in order to analyse the influence of the control strategy on the power consumption. Fur-
thermore, the different time constants and the highly dynamic behaviour of the components 
and resulting heat and mass flows were considered. The model was validated using measure-
ment data. 
The measurement results indicated a good performance with an average energy intensity of 
488.9 kWh/m2 sales floor area in 2014. It could be shown that throughout the year, cooling 
was needed much more than heating. During summertime, the set point shop temperature 
was occasionally exceeded considerably. Only a small part of the available waste heat from 
the refrigeration plant was used for heating. The main saving potentials were assigned to the 
refrigeration plant and the AHU. The influence on the refrigeration plant performance was 
investigated. It became clear that the gas cooler return temperature and the high pressure 
should be kept as low as possible, ideally by extracting as much heat as possible through the 
gas coolers. At the same time, this heat should be used for heating or saved in the storage 
tanks for heating purposes later on. To reduce the power consumption of the AHU, the fans 
should be controlled dependent on the heating demand and the CO2 content in the sales area. 
The high power consumption of the AHU was mainly due to high cooling demand in summer-
time, so the cooling demand should be reduced by reducing the heat load to the building. An 
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alternative approach was developed, recommending that all plug-in cabinets be replaced with 
remote refrigeration cabinets and that more efficient illumination be used.  
Based on this knowledge, an overall control concept was developed, considering the refriger-
ation plant, AHU, heat recovery and secondary loops. Simulations were carried out in order to 
investigate two approaches: case a, where only the control concept was applied, and case b, 
where the control concept was applied and the plug-in cabinets and illumination were re-
placed. The base case was simulated and compared to the optimisation approaches. Simula-
tions were carried out for the relevant seasons and the annual power consumption was de-
termined post-processing. The simulation results indicated that a power reduction of about 6 
% would be possible in case a. In case b, savings of around 15 - 18 % were predicted. Further-
more, a much better indoor temperature control would be possible in both cases, but espe-
cially in case b. These results showed that even in a cold country like Norway, internal heat 
loads can be high enough that the high cooling demands can partly not be satisfied. Conse-
quently, one of the most crucial points during the design of a supermarket is the investigation 
of heating and cooling demands. The heat loads that are not controllable, such as waste heat 
from plug-in cabinets, illumination and other electrical devices, as well as solar heat flux, 
should be kept considerably below the overall heating demand. Otherwise, high fan speed 
and air conditioning are required and keeping the indoor air conditions in the desired range 
becomes a challenge.  
One drawback of these investigations is that only one specific supermarket was investigated. 
The developed optimisation strategies and the control concept cannot easily be adopted by 
any other supermarket. Supermarkets differ considerably, for example in size, food:non food 
ratio and technical equipment. The ambient conditions differ significantly, depending on the 
geographical location. Moreover, the implementation of a borehole heat exchanger is not al-
ways possible, for example in urban regions. On the other hand, a very detailed analysis has 
been carried out, investigating the interactions of refrigeration plant, HVAC, heat recovery and 
building. Some of the general conclusions can be helpful for the development of supermarket 
concepts. 
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Appendix A 
Evaluation of the measurement data 
 
Measured waste heat and use of the waste heat 
 
 
Dependence of the refrigeration load on the number of persons in the shop 
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Appendix B 
Validation of the simulation model 
 
January: all shop temperatures 
 
 
April: all shop temperatures 
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April: CO2 content shop 
 
 
July: all shop temperatures 
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August: all shop temperatures 
 
August: relative humidity shop 
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Appendix C 
Simulation results 
January: power consumption total 
 
January: power consumption AHU 
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April: power consumption total 
 
July: power consumption total 
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August: power consumption total 
 
August: power consumption AHU 
