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We introduce and demonstrate double-bright electromagnetically induced transparency (D-EIT)
cooling as a novel approach to EIT cooling. By involving an additional ground state, two bright
states can be shifted individually into resonance for cooling of motional modes of frequencies that
may be separated by more than the width of a single EIT cooling resonance. This allows three-
dimensional ground state cooling of a 40Ca+ ion trapped in a linear Paul trap with a single cooling
pulse. Measured cooling rates and steady-state mean motional quantum numbers for this D-EIT
cooling are compared with those of standard EIT cooling as well as concatenated standard EIT
cooling pulses for multi-mode cooling. Experimental results are compared to full density matrix
calculations. We observe a failure of the theoretical description within the Lamb-Dicke regime that
can be overcome by a time-dependent rate theory. Limitations of the different cooling techniques
and possible extensions to multi-ion crystals are discussed.
PACS numbers: 42.50.-p, 03.75.Be, 37.10.De, 37.10.Mn, 06.30.Ft
I. INTRODUCTION
Ground state cooling (GSC) of trapped ions and neu-
tral atoms is a necessity in many quantum optics ex-
periments such as quantum simulations [1, 2], quantum
state engineering [3–7], quantum logic spectroscopy [8–
13], and quantum logic clocks [10, 14] in order to mini-
mize motion-induced errors and to obtain full quantum
control over the system. Cooling performance is charac-
terized by the cooling rate, the minimal achievable ki-
netic energy, and how many motional modes are cooled
simultaneously. Fast cooling and thus short cooling times
are important in all applications to reduce the associ-
ated dead time. This is particularly important in optical
clocks where dead time directly leads to reduced stability
through the Dick effect [14–16], limiting applications e.g.
in relativistic geodesy [17–19], or tests of fundamental
physics [10, 20, 21]. Standard techniques for GSC include
sideband cooling [22–27] and more recently, fast cooling
via electromagnetically induced transparency (EIT) [28–
32].
EIT cooling [28, 33] has become a standard GSC tech-
nique for trapped ions and atoms. It has been demon-
strated for cooling of a single ion [29], for cavity-assisted
EIT cooling of a neutral atom in a dipole trap [31],
for sympathetic cooling of ion chains [30, 32], and a
quantum-gas microscope [34]. Due to the narrow cooling
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resonance, standard EIT cooling restricts GSC to a nar-
row range of nearby vibrational modes in one single cool-
ing pulse [30, 32]. The larger the spectral-mode spread,
the less efficient the cooling, potentially leading to heat-
ing of some modes. However, many quantum optics ex-
periments such as quantum simulations of Ising models
[1], ion-strings [35–37], and quantum logic spectroscopy
[8–13] would benefit from a multi-mode GSC technique.
EIT cooling is a natural extension of dark state cooling
of atoms in free space [38]. The analogy for trapped ions
was first analyzed theoretically in [28, 39] and the main
advantages over regular sideband cooling (SBC) were put
forward in [28] and verified experimentally in [29, 40].
Evers and Keitel [41] proposed a mechanism for the ad-
ditional cancellation of the blue sideband through cou-
pling to an extra level. Alternatively, the combination of
EIT cooling with ground state driving was analyzed in
[42, 43], where it was shown that a first order Lamb-Dicke
coupling of the dark state to two, rather than one state
also enables the cancellation of blue sideband scattering.
Here, we demonstrate a novel approach to EIT cooling,
referred to as double-bright EIT (D-EIT) cooling, which
allows simultaneous GSC of mode frequencies that may
be separated by more than the width of a single EIT
cooling resonance.
The D-EIT scheme includes a third ground state that
is coupled via an additional laser to an extra excited
state. In real atomic systems heating processes due to
off-resonant scattering from additional, unused, atomic
levels typically dominate, so that the suppression of
higher-order heating is of little benefit. Instead, we use
the second freely tunable EIT resonance in the D-EIT
level scheme to enable simultaneous cooling of spectrally-
2separated modes. At the same time, the scheme protects
the dark state from decoherence due to off-resonant scat-
tering and removes limitations due to other hot motional
modes (spectator modes). We analytically characterize
the performance of D-EIT cooling within second-order
Lamb-Dicke perturbation theory in terms of final tem-
peratures and cooling rates. Beyond the Lamb-Dicke
limit, this characterization becomes unsuitable: on the
one hand, the vibrational degrees of freedom are not
strictly thermal and, on the other hand, the decay pro-
cess does not follow a single exponential. Instead, the
final Fock state occupation is used and a generalized
cooling (time-dependent) rate is defined with help of a
generalized fluctuation-dissipation theorem. This time-
dependent rate evidences that the initial cooling stages
are slower, and we ascribe this phenomenon to a deple-
tion of the dark state induced by decoherence effects asso-
ciated to the motional excitation and the higher coupling
strength.
We experimentally demonstrate multi-mode ground-
state cooling of all degrees of freedom of a single 40Ca+
ion via D-EIT cooling within a single cooling pulse. The
measured results on cooling rate and final temperature
are compared to standard EIT cooling and sequential
standard EIT cooling pulses for multi-mode cooling. All
experimental results are complemented by full density
matrix calculations.
The article is organized as follows: the experimental
setup is introduced in Sec. II including the experimen-
tal sequence and the measurement method for the mean
motional quantum number and cooling rate. The cool-
ing schemes of single EIT and D-EIT are presented in
Sec. III. Sec. IV discusses the theoretical description of
the implemented cooling schemes, especially giving a de-
scription of cooling beyond the Lamb-Dicke perturbative
limit. The experimental results are presented and dis-
cussed in Sec. V. Sec. VI summarizes and concludes the
findings.
II. EXPERIMENTAL SETUP
A single 40Ca+ ion is produced via ablation loading us-
ing a frequency-doubled pulsed Nd:YAG laser and ionized
in a two-photon process [44–46]. The 40Ca+ ion is con-
fined in a linear Innsbruck-style Paul trap as described in
[47, 48] with 2.5mm endcap-to-ion distance and 0.8mm
radio-frequency (RF) electrode-to-ion distance, and hol-
low endcap electrodes providing axial laser access. The
radially confining RF quadrupole field is generated by
applying 28.209MHz to both pairs of diagonally oppo-
site RF electrodes while the relative RF phase between
those two pairs is near π. This symmetric driving of
the RF electrodes minimizes axial micromotion, since in
this configuration the ground RF potential coincides with
the symmetry axis of the trap and the ground of the
3D DC quadrupole field generated by the endcap elec-
trodes. With a loaded Q-factor of 270 and 5W of power
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FIG. 1. (color online) (a) Schematic of the beam setup with
respect to the trap and magnetic field B. (b) Energy levels
of 40Ca+. (c) Relevant levels for single EIT cooling. (d)
Relevant levels for D-EIT. In (c), (d) the pump beam(s) are
drawn with thicker lines.
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FIG. 2. (color online) Evolution of n¯(t) in radial and axial
direction, measured after a delay time t after D-EIT cooling,
during which all lasers have been switched off. The back-
ground heating rate is derived from a linear fit of n¯(t) as
(45.0± 2.8) s−1 in the axial direction and (28.2 ± 3.4) s−1 in
the radial direction.
fed to the helical resonator, the radial vibrational mode
frequencies are measured to be 2.552MHz and 2.540MHz
for a single 40Ca+ ion, which implies a voltage between
the RF trap electrodes of around 600V. The symme-
try in the drive of the quadrupole field is deliberately
slightly broken in order to lift the degeneracy of the ra-
dial modes. This represents a compromise between effi-
cient radial cooling, which benefits from non-degenerate
modes, and axial micromotion compensation, which ben-
efits from symmetry. Radial micromotion is compensated
via two pairs of DC electrodes running parallel to the
RF electrodes. Axial confinement is provided by the two
DC endcap electrodes. By applying a differential volt-
age between them, the ion can be placed at the point
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FIG. 3. (color online) Fluorescence plot of dark resonances
between 866 nm laser and 397 nm pi beam, where the latter is
red-detuned by 21.34MHz from the unperturbed 2P1/2 reso-
nance. Dashed lines indicate theoretically expected frequen-
cies of dark resonances for the given polarizations and mag-
netic field.
of minimal axial micromotion along the symmetry axis
of the trap. The axial vibrational mode frequency νa is
904.6kHz with DC voltages of 568.5V and 460V applied
to the endcap electrodes. For a single 40Ca+ ion, mi-
cromotion is compensated to an overall residual second
order fractional Doppler shift of less than 3·10−18 via the
sideband technique [49, 50], corresponding to a modula-
tion index < 0.05. As shown in Fig. 2, the background
heating rate of the system is (45.0± 2.8) s−1 in the ax-
ial and (28.2± 3.4) s−1 in the radial direction. These
values are negligible compared to the cooling rates dis-
cussed in this work. Three pairs of field coils create a
constant magnetic field oriented perpendicular to the ax-
ial direction with a field strength of 416µT (see Fig. 1).
An additional three pairs of field coils are used for active
magnetic field stabilization. The overall field is measured
in three orthogonal directions with a flux gate magnetic
field probe [51] and stabilized by feeding back on the cur-
rent drivers of the coil. Along the quantization axis (z
direction), we achieve a suppression of 10 dB for noise
frequencies up to 50Hz and a residual rms field of 3.3 nT
in the frequency band from 30 Hz to 2 kHz.
Fig. 1(b) shows the relevant energy levels of 40Ca+,
connected by the available lasers [52] labeled with their
respective wavelength. As shown in Fig. 1(a), two 397nm
beams are available. One of them is purely radial and
σ+ polarized, the other one is directed along the ax-
ial direction and is π polarized. The 866nm laser is
also purely axial and σ± polarized. The 729 nm beam
has a projection onto the axial and radial directions.
The 729 nm, 866 nm, and 397 nm lasers are phase-locked
to the same ultra-stable, cavity-stabilized reference us-
ing a high-bandwidth transfer-lock technique described
in [53]. This ensures phase stability among the lasers,
demonstrated by dark resonances between the 866nm
and 397 nm π laser shown in Fig. 3.
A. Experimental sequence
Every beam is switched and tuned in frequency in-
dividually via acousto-optical modulators (AOM). The
timing and frequency of the optical pulses generated by
the AOMs are controlled by an FPGA-based control-
system [48, 54]. All measurements use the same exper-
imental pulse order: For each data point the ion is first
Doppler cooled for 1ms via both 397 nm lasers connect-
ing the 2S1/2 to
2P1/2 levels while simultaneously apply-
ing the 866 nm beam to act as a repumper. This pre-
pares the ion close to the Doppler cooling temperature
limit, corresponding to n¯ ∼ 11.1 in the axial and n¯ ∼ 3.6
in the radial modes assuming the natural linewidth of
Γ = 2π×20.7MHz of the 2S1/2 to 2P1/2 transition. Af-
ter this first cooling step, EIT cooling is applied. This
is followed by a low-power 2µs optical pumping pulse
of 397 nm σ+ and 866 nm light preparing the population
into the |2S1/2,mF = 1/2〉 = |S+〉 state. The polariza-
tion purity of the 397nm σ+ is better than 100 : 1, which
implies a measurement offset due to imperfect pumping
and heating during the pump pulse of ∆n¯≪ 0.037. This
offset is negligible for our purposes. Information about
the motional state of the ion is probed by mapping it onto
the internal electronic states. For this purpose, we apply
laser radiation at 729nm detuned to the red (blue) of the
optical carrier by the oscillation frequency of the ion in
the trap, driving red sidebands (RSB) (blue sidebands
(BSB)) from |S+〉 to |2D5/2,mF = 5/2〉 = |↑〉 for a Rabi
time tR. These pulses not only change the electronic
state, but also decrease (increase) the motional quan-
tum state. The final electronic states are discriminated
by probing the 2S1/2 to
2P1/2 transition with 397 nm π
light for 250µs. During this time the ion’s fluorescence is
detected through imaging optics and a photo-multiplier
tube. For each setting the sequence is repeated 250 times
and from the resulting excitation statistics the popula-
tion in the |↑〉 logic state is inferred via the threshold
technique [24, 55]. Typically, around 100ms−1 scattering
events are detected if the ion is in the electronic ground
state, and around 0.1ms−1 if the ion is in the |↑〉 state.
Every event with a scattering rate less than 6.5ms−1 is
attributed to the ion being in the |↑〉 state (dark state).
The excitation probability is estimated as a fraction of
trials in which the dark state was observed.
B. Measurement of n¯ and cooling rates
For a single trapped particle a mean motional quan-
tum number n¯ can be assigned to each of its motional
degrees of freedom (two radial modes, one axial mode).
In case of a thermal distribution, the n¯ corresponds to
a temperature. The temporal evolution n¯(t) after apply-
ing GSC for time t is obtained by sideband thermometry
[56]. For this, the excitation of RSB and BSB at a given
Rabi time are measured as a function of cooling time.
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FIG. 4. (color online) Typical dependency of n¯ on cooling
time, here for the axial direction after D-EIT cooling at ∆ =
3Γ. The solid line shows the exponential fit. The horizontal
dashed line indicates where the exponential fit approaches the
fitted n¯ to within |n∞ − n¯(t)| ≤ 0.005, and the dash-dotted
horizontal line represents the resulting nss, which is calculated
by averaging over all n¯(t) after the fit crosses below the dashed
line.
The temperature is then computed as
n¯(t) = RSB(t)/(BSB(t)−RSB(t))
from the sideband excitations. A typical temperature
measurement with corresponding fit is shown in Fig. 4.
From the temperature measurements the steady-state
mean motional quantum number nss is obtained in the
following way. First, the data points are fitted with an
exponential function of the form n¯(t) = A exp(−Rt) +
n∞, with R being the cooling rate. Due to the non-
exponential temporal evolution, the residuals between fit
and the temperature measurements for t→∞ can end up
not being normally distributed around n∞. Therefore, a
cut-off time tcut is introduced after which the exponential
fit approaches the fitted n¯ to within |n∞− n¯(t)| ≤ 0.005.
We then determine the steady-state mean motional quan-
tum number nss by averaging over all data points with
t > tcut. This procedure ensures small uncertainties in
the determined nss despite the non-exponential evolution
of the measured n¯(t).
For temperatures n(t) ≫ n¯ss, the measurement SNR
of n¯ is improved by first fitting the sideband excitations
individually with an exponential function and then de-
riving the n¯(t) from the fitted RSB(t), BSB(t). A fur-
ther improvement of the SNR of n¯ is achieved by probing
the sidebands at a time corresponding to the π-time of
a Doppler-cooled Rabi flop. This shorter π-time and the
additional fitting step for the sidebands has been chosen
to determine the cooling rate R.
For comparison with the simulations, Rabi frequen-
cies of the cooling beams (397 nm π and σ+) have been
calibrated in the following way. A part of the power
of each beam is picked off before the beams enter the
vacuum chamber and is monitored with a photo diode
(PD) for active intensity stabilization by feeding back on
the AOM RF drive power using a digital sample & hold
stabilization circuit. The induced Stark shift ∆Stark on
vertical (y)
horizontal (z, x)
64°
26°
radial modes
FIG. 5. (color online) Cross section through the center of
the ion trap, showing the orientation of radial modes with
respect to RF electrodes, schematically represented as gray
shaded areas.
the state |S±〉 is deduced by taking the difference be-
tween the carrier resonance frequency of the logic tran-
sition |S+〉 (|S−〉) ↔ |↑〉 in case of the 397 nm π (σ+)
beam with and without one of the cooling beams being
on during the logic pulse. Doing so for different cooling
laser powers, a linear dependence between Stark shift and
cooling laser voltage on the PD is obtained. The Rabi
frequency can then be calculated using the relationship
ΩR =
√
4|∆|∆Stark. The 866 nm Rabi frequency is a free
parameter in the simulation which is chosen to fit the
experimental results.
As shown in Fig. 1(a) all cooling beams run in the
same plane to which the 729nm logic laser has an angle
α = (54.7 ± 5.1)◦. The two radial modes are orthogo-
nal with respect to each other. They are rotated around
the trap axis such that the modes have a (26± 10)◦ and
(−64±10)◦ angle with respect to the plane of the cooling
lasers, see Fig. 5. The rotation angle has been deduced
from the different sideband Rabi-frequencies for the two
radial modes for the same logic laser intensity. In the ra-
dial direction the temperature is obtained from the mode
that has a lower projection onto the plane spanned by the
cooling beams. The other radial mode has a higher pro-
jection onto this plane, resulting in more efficient cooling
of this mode. The 12 kHz spectral spacing between the
two radial modes is small compared to all cooling reso-
nance linewidths.
III. COOLING SCHEMES
A. Single EIT cooling
EIT cooling is a technique based on a Λ-like level
scheme with two ground states and one shared excited
state [28]. Fig. 1(c) shows the relevant levels and beams
for single EIT cooling in 40Ca+. Here, the ground states
are the |2S1/2,mF = ±1/2〉 = |S±〉 levels and the ex-
cited state is chosen to be the |2P1/2,mF = 1/2〉 = |P+〉
state. If lasers connecting the respective ground states
are brought into two-photon resonance near the excited
state, a dark resonance is generated, as shown for a red-
5−4 −2 0 2 4
Detuning Δ (MHz)
0
10
20
30
40
50
60
70
Ax
ia
l s
ca
tte
rin
g 
ra
te
 (a
rb
. u
ni
ts
)
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
Ra
di
a 
 sc
at
te
rin
g 
(a
rb
. u
ni
ts
)
+νa
+νr
)νa)νr
Da
rk
 st
at
e
Radia  bright state
Axia  bright state
)4 )2 0 2 4
Axia  Sing e EIT
FIG. 6. (color online) Simulated scattering rate during D-EIT
cooling versus detuning ∆ from the virtual level P+. Vertical
straight lines indicate motional frequencies. The inset shows
the single EIT spectrum in the respective direction optimized
for axial cooling. D-EIT has a bright state at both radial
and axial frequency, while for single EIT there is only one
bright state. The position of the radial (axial) bright state
is dominated by the Rabi frequency of the 397 nm σ (866 nm
σ−) beam.
detuned resonance in Fig. 3 and for a blue detuned res-
onance in the simulated scattering spectrum in the in-
set of Fig. 6. Each dark resonance is associated with
a bright state that is theoretically described by a Fano-
profile [57]. Its spectral position (shift) with respect to
the dark resonance depends on the Rabi frequency of the
two lasers forming the dark resonance. Typically, one of
the two lasers is much stronger (pump) than the other
one (probe) such that the shift of the bright state is dom-
inated by the pump beam. In our setup the 397 nm σ+
beam is used as pump and the 397nm π serves as probe
beam. Pump and probe are brought into resonance on a
virtual energy level P v+ which is blue detuned by ∆ with
respect to the unperturbed 2P1/2 level. That choice of
probe beam reduces the effect of off-resonant scattering
on the |S−〉 to |P−〉 transition [29]. Our beam geometry
allows cooling of the axial or radial modes by shifting
the bright state to the respective mode frequency. Due
to the large mode spacing, a single EIT pulse can cool ei-
ther the axial or the two radial modes efficiently, but not
all three at once. All modes can be cooled using single
EIT by applying two sequential pulses, which is hereafter
referred to as “single EIT with precooling” or “3D EIT
cooling”.
B. Double-bright EIT cooling
In D-EIT cooling, the Λ scheme of single EIT cool-
ing is extended to a double Λ-shaped level scheme, as
shown in Fig. 1(d). This is accomplished by introduc-
ing a 866nm beam as an additional pump connecting
the |2D3/2,mF = 1/2〉 = |D+〉 to the virtual P v− level.
It contributes to the dark resonance suppression of car-
rier scattering and creates a second bright state together
with the 397nm π beam coupling |S−〉 to |2P1/2,mF =
−1/2〉 = |P−〉 as shown in Fig. 6, hence the name double-
bright EIT. For our beam geometry, the second bright
state is formed by purely axial beams and it is brought
into resonance with the axial motional sideband by the
Stark-shift via the 866 nm pump beam. The bright state
formed by the 397 nm π and σ+ beams is shifted into
resonance with the radial sidebands. The shift of the
two bright states can be chosen independently by adjust-
ing the Rabi frequency of the respective pump beam ac-
cordingly. This way, both radial and axial modes can be
cooled simultaneously, despite their frequency splitting of
more than 1.5MHz. Furthermore, the off-resonant cou-
pling of the 397nm π transition to the |P−〉 level is made
dark via coupling to the 2D3/2-manifold, which reduces
off-resonant scattering.
The plot of the scattering rate for D-EIT cooling
(Fig. 6) exhibits higher rates on the side of positive de-
tuning compared to that of single EIT cooling. This is
a result of the onset of one of the additional scattering
resonances created by couplings between other levels of
the 2D3/2- and
2P1/2-manifolds. In the case of single EIT
cooling those additional resonances are present as well,
but further detuned from the dark state.
IV. THEORY
A. Lamb-Dicke Theory
In order to theoretically model the performance of both
cooling schemes and to provide predictions for R and nss,
we firstly apply a commonly used approach involving adi-
abatic elimination of the electronic degrees of freedom in
the Lamb-Dicke limit [58]. In this limit, two competing
processes dictate the cooling rate and the steady-state
temperature, which are the diffusion due to spontaneous
emission and the coordinated effect of sideband excita-
tion and dissipation. The first one is known as carrier
scattering and contributes with a diffusion term of the
form
D =
∑
e
pe
∑
g
η˜2egγeg,
where the sum is over all excited states e and all ground
states g, pe denotes the steady state population of the
excited state, η˜eg is the effective Lamb-Dicke parameter
associated with the e to g transition and γeg its scattering
rate. The second one is quantified in terms of the steady-
state, two-time correlation function in frequency domain
S (ω) =
∫ ∞
0
e−iωt 〈σˆη (t) σˆη〉ss dt,
of the operator σˆη corresponding to the electronic part
of the first order term of the Lamb-Dicke expansion of
the Hamiltonian. Here we make use of the averaging
〈•〉ss = Tr {•ρss} with respect to the zeroth-order steady-
state electronic density matrix ρss. Its evaluation at
6the oscillator frequency ν provides the heating (A+) and
cooling (A−) rates
A± ≡ 2ℜ [S (±ν) +D] ,
where ℜ stands for the real part. These enter the rate
equation ddt~p = A~p governing the population dynamics
~pT = [p0 (t) , . . . , pn(t), . . . ] in the Fock space of the os-
cillator
d
dt
pn =− [(n+ 1)A+ + nA−] pn (1)
+ (n+ 1)A−pn+1 + nA+pn−1,
corresponding to a matrix of the form
Aj,k =− [(j + 1)A+ + jA−] δj,k
+ kA−δj+1,k + jA+δj,k+1. (2)
The predicted steady state probability distribution
pssn =
(
A+
A−
)n
pss0 , (3)
corresponds to a thermal state of temperature Tss =
ν
kB ln
A−
A+
, average occupation nss =
A+
A−−A+
and ground
state occupation pss0 =
A−−A+
A−
. Additionally, the ap-
proach to the steady state is governed by the cooling
rate R = A− −A+.
1. Single EIT Cooling
The traditional concept for EIT cooling arising in the
context of a Raman laser configuration [28] is such that,
within the regime of validity of the Lamb-Dicke pertur-
bative expansion, the presence of a dark state |−〉 elim-
inates the carrier scattering D and additionally simpli-
fies the mathematical derivation of the absorption spec-
trum S (ω). The dark state arising in our configuration
is |−〉 = 1Ω (Ωpi |S−〉 − Ωσ |S+〉). It involves a superposi-
tion of the two ground states with Ω ≡
√
Ω2pi +Ω
2
σ, and
Ωpi,σ the Rabi frequencies of the 397 nm π and σ po-
larized lasers respectively, whereas the cooling operator
may be defined as σˆη = (|η〉 〈P+|+H.c.), where |η〉 =
1
2 (ησΩσ |S−〉+ ηpiΩpi |S+〉) is an unnormalized state in-
volving the Lamb-Dicke parameters ηpi,σ of the two lasers
along the relevant axis as shown in Fig. 1(a).
In this case, the real part of the absorption spectrum
as derived by means of the quantum regression theorem
[59] becomes [28, 39]
ℜ [S (ω)] = η
2
4
(
ΩpiΩσ
Ω
)2
γ(
ω −∆− Ω
2
4ω
)2
+ γ2
, (4)
where η = ηpi − ησ and γ is the decay rate of the |P+〉
state. Eq.(4) vanishes for ω = 0 and contains two max-
ima at ω± =
∆
2 ± 12
√
∆2 +Ω2, corresponding to the fre-
quencies of the dressed excited state |P+〉 and bright state
|+〉 = 1Ω (Ωσ |S−〉+Ωpi |S+〉) respectively. By means of a
large blue detuning, the maximum of the dressed bright
state can be adjusted to the relevant oscillator frequen-
cies νa,r = −ω− ≃ Ω24∆ so that A+ ≪ A− and an optimal
cooling rate [28, 39]
REIT ≃ η
2
2γ
(
ΩpiΩσ
Ω
)2
, (5)
and a final occupation number
nEITss ≃
γ2
4∆2 + γ2
+ npi, (6)
may be achieved, where npi corresponds to the heating
contribution of the spurious 397 π coupling. This contri-
bution is approximately of the form npi ≃ 2γ
2
4∆2+γ2
(
Ωpi
Ω
)2
in the limit Ωpi ≪ Ωσ of highly asymmetric laser intensi-
ties used in the implementation of EIT in 40Ca+. The de-
pendence on Ωpi clarifies the necessity of this limit to min-
imize the spurious coupling between |S−〉 and |P−〉 that
depletes the dark state |−〉. Although the condition max-
imizes Eq.(5) for constant Ω, it implies REIT ≃ η2Ω2pi2γ , so
that the probe laser establishes the order of magnitude
of the rate. Since Ω ≃ Ωσ, the pump laser controls the
position of the dressed state and, by the relations above,
REIT ≪ 2∆γ η2νa,r. Therefore, this configuration funda-
mentally limits the rates that can be achieved for a given
detuning. The additional laser coupling proposed in dou-
ble bright EIT circumvents this limitation and allows EIT
cooling with higher laser intensities. However, for the ex-
perimental parameter range investigated here, the contri-
bution of npi is typically on the order of npi . 0.02 and
therefore negligible.
2. Double-bright EIT cooling
In our system, judicious choice of the detunings allows
for six possible implementations of a double-Λ-Raman
configurations. The choice involving the |D+〉 level gen-
erates the following dark state
|∼〉 = 1
Ω2−
(
ΩDΩσ |S+〉 − ΩDΩpi |S−〉+Ω2pi |D+〉
)
,
with Ω4− = Ω
2
DΩ
2
σ + Ω
2
DΩ
2
pi + Ω
4
pi and ΩD the Rabi fre-
quency associated to the 866 nm laser. The cooling op-
erator has the form
σˆη =
1
2
[
i (ηpiΩpi |S−〉+ ηDΩD |D+〉) 〈P−|+
i (ησΩσ |S−〉+ ηpiΩpi |S+〉) 〈P+|+H.c.
]
,
where only the ground states with non-vanishing overlap
with |∼〉 are considered. In particular, σˆη |∼〉 = −i |E〉
with the unnormalized state
|E〉 = ΩpiΩD
2Ω2−
[
Ωpi (ηD − ηpi) |P−〉+Ωσ (ηpi − ησ) |P+〉
]
.
7As in the case of single EIT, the presence of the dark
state facilitates the analytical calculation of the scatter-
ing spectrum, which can be expressed in the form of a
matrix inversion (see Appendix B)
S (ω) = i 〈E|
( −a (ω) ΩpiΩσ4ω
ΩpiΩσ
4ω −b (ω)
)−1
|E〉 .
It contains the denominator of a cooling spectrum ex-
hibiting two EIT features (analogous to double EIT cool-
ing as described in [41])
a (ω) = ω −∆− 1
3
∆s + iγ − Ω
2
pi +Ω
2
D
4ω
− 3Ω
2
D
4ω + 4 45∆s
,
and, what is more interesting, the denominator of a cool-
ing spectrum with three EIT features
b (ω) = ω −∆− 2
3
∆s + iγ − Ω
2
pi +Ω
2
σ
4ω
− Ω
2
D
4
(
3
ω + 35∆s
+
1
ω + 75∆s
)
.
This triple EIT structure has never been described in the
literature and is a novel aspect of our cooling scheme.
Given the determinant of the matrix
D(ω) = a (ω) b (ω)− Ω
2
piΩ
2
σ
16ω2
,
the final form of the scattering spectrum becomes
S (ω) =ℑ Ω
2
piΩ
2
D
4Ω4−D (ω)
[
Ω2pi (ηD − ηpi)2 b (ω)
+ Ω2σ (ηpi − ησ)2 a (ω)
− Ω2σΩ2pi (ηpi − ησ) (ηD − ηpi)
1
2ω
]
,
where ℑ stands for the imaginary part.
The values of the Lamb-Dicke parameters control
whether triple or double EIT cooling takes place, or a
combination of both. The radial degrees of freedom are
easiest to analyze since, due to the beam geometry [see
Fig. 1(a)], ηpi = ηD = 0 and a modified triple EIT term
survives
ℜ [Sr (ω)] = η
2
σ
4
Ω2piΩ
2
DΩ
2
σ
Ω4−
ℑ

 1
b (ω)− Ω2piΩ2σ16ω2a(ω)

 .
On the other hand, the axial degree of freedom is char-
acterized by ησ = 0, and
ℜ [Sa (ω)] = η
2
pi
4
Ω2piΩ
2
D
Ω4−
ℑ


Ω2piα
[
αb (ω)− Ω2σ2ω
]
+Ω2σa (ω)
D (ω)

 ,
with α = ηD−ηpiηpi ≃ 1.46.
The benefit of such a rich spectral structure is high-
lighted when several vibrational modes need to be ad-
dressed. In this case, the position of several maxima can
be distributed along the spectrum in such a way that all
modes enjoy the condition A+ ≪ A−. As with single
EIT, this is achieved by adjusting the Stark shift of the
bright states to the appropriate frequency so that optimal
rates of up to
RD−EITr,max ≃
η2σ
2γ
Ω2piΩ
2
DΩ
2
σ
Ω4−
,
RD−EITa,max ≃
η2pi
2γ
Ω2piΩ
2
D
Ω4−
max
(
Ω2piα
2,Ω2σ
)
,
may be accessed. Stark shifts are in general proportional
to the square of the relevant Rabi frequency and inversely
proportional to the detuning of the shifting beam. Since
Stark shifts need to be kept fixed in this cooling configu-
ration, cooling rates are roughly proportional to the de-
tuning of the laser configuration RD−EITr,a;max ≃ 2∆γ η2σ,piνa,r.
For the final occupation
nD−EITss ≃
γ2
4∆2 + γ2
≤ nEITss ,
may be achieved. In summary, D-EIT cooling allows
cooling of two individually adjustable mode ranges. Fur-
thermore, as a consequence of the absence of spurious
carrier heating in D-EIT, smaller steady-state tempera-
tures may be achieved, while at the same time saturat-
ing the possible cooling rate. These results strictly hold
only within the Lamb-Dicke approximation, and need to
be modified to account for experimentally observed ef-
fects beyond the Lamb-Dicke limit. Additionally, it is
also possible to adjust ∆s to take advantage of the dou-
ble and triple EIT structures appearing in the scattering
spectrum, such that the phenomenon described in [41]
can be exploited to reach vanishing occupation within
second-order perturbation theory.
B. Beyond the Lamb-Dicke Limit
The double Λ configuration of D-EIT avoids the detri-
mental coupling present in single EIT cooling, such that
the Lamb-Dicke theory predicts significantly higher rates
with sufficient laser power. These rates can become so
large that the Lamb-Dicke approximation is no longer ful-
filled, and strong correlations between the motional and
the electronic degrees of freedom set in that effectively
limit the cooling capability. A realistic prediction of the
behavior in this limit requires a more advanced theory
and, in practical terms, numerical simulations of the full
electronic and vibrational master equation. In this sec-
tion, we provide an interpretation of this limitation in
terms of linear response theory, which we first show to
be equivalent to the Lamb-Dicke limit, and then express
8deviations therefrom in terms of generalized fluctuation-
dissipation theorems. In general, this treatment shows
that the definition of cooling rate is ambiguous, and a
time dependent cooling rate is a more appropriate de-
scription. This is a direct consequence of the build-up of
non-negligible correlations between the vibrational and
electronic degrees of freedom that seem to effectively re-
duce the decay rate of higher-lying Fock states. There-
fore, the first stages of cooling take longer, and the
observed timescales for cooling remain larger than the
Lamb-Dicke prediction. Additionally, the resulting vi-
brational steady state does not exhibit a thermal distri-
bution, so it is not appropriate to ascribe a temperature
to the measured nss.
1. Linear response theory
In the Lamb-Dicke limit, laser cooling can be under-
stood as a thermalization process ensuing from contact of
the oscillator with a thermal bath. Linear response the-
ory suffices to characterize this phenomenon. From this
perspective, it is possible to associate the rate at which
the cooling process takes place with the conductance of
the thermal environment. The fluctuation-dissipation
theorem [60], both in its quantum and classical versions,
relates the thermal conductance of the oscillator κ to the
fluctuations around equilibrium
κ =
∂J
∂T
=
kBβ
2
2
d
dt
〈
(δH)
2
〉
t=0
, (7)
where J = − ddt 〈H〉 is the thermal current departing the
oscillator and
〈
(δH)
2
〉
is the variance of energy fluctu-
ations around equilibrium, with H the Hamiltonian of
the oscillator and β = 1kBT the inverse temperature in
units of the Boltzmann constant kB . This establishes a
dynamical picture whereby small temperature deviations
∆T from equilibrium generate a current well approxi-
mated by Fourier’s law J = κ∆T . The heat capacitance
of the oscillator C = ∂〈H〉∂T allows us to formulate a linear
response equation
J =
κ
C
∆ 〈H〉 , (8)
which, by using H = ~ν
(
nˆ+ 12
)
for an oscillator of fre-
quency ν and number operator nˆ, can be solved to find
the dynamics of the occupation of the oscillator n¯ ≡ 〈nˆ〉
in its approach to the steady state
n¯ (t) = (n0 − nss) e− κC t + nss, (9)
where n0 and nss correspond to the initial and final oc-
cupation numbers respectively.
In the following, we make use of the fluctuation-
dissipation theorem to show R = κC , corresponding to
the Lamb-Dicke cooling rate R. The variance of the en-
ergy fluctuations at equilibrium
〈
(δH)2
〉
can be com-
puted with help of the two-time measurement probabil-
ity p (m,n; t) of observing the oscillator at level m when
it is at equilibrium and at level n in a subsequent mea-
surement performed at a later time t
〈
(δH)
2
〉
=
∞∑
m=0
∞∑
n=−m
(~νn)
2
p (m,m+ n; t) .
The probability p (m,n; t) can be decomposed into the
probability pssm for the oscillator to be in state m initially
and the probability En,m (t) to perform a transition be-
tween states m and n in the time t. The latter is also the
dynamical map E (t) [61], which maps the initial proba-
bility distribution to the one at time t, ~p (t) = E (t) ~p (0).
Given Eq.(1), the dynamical map is easily computed as
E (t) = exp (At), with A from Eq.(2). Therefore,
d
dt
〈
(δH)
2
〉
t=0
= lim
t→0
d
dt
∞∑
m=0
∞∑
n=−m
(~νn)
2 En+m,m (t) pssm,
=
∞∑
m=0
∞∑
n=−m
(~νn)
2
An+m,mp
ss
m. (10)
The form of the rate matrix (Eq. 2) restricts the sum
over n to values |n| = 1, so that
1
(~ν)
2
d
dt
〈
(δH)
2
〉
t=0
=
∞∑
m=0
[mA− + (1 +m)A+] p
ss
m
=(A− +A+)nss +A+
=2
A+A−
A− −A+ .
Therefore, given the heat capacity of the oscillator in its
steady state C = kB (β~ν)
2 nss
pss
0
the rate is confirmed to
coincide with that of the linear response prediction
κ
C
=
1
(~ν)
2
d
dt
〈
(δH)
2
〉
t=0
pss0
2nss
= A− −A+ = R. (11)
2. Non-linear response theory
The linear response prediction only applies as long as
the assumptions of weak coupling and adiabatic separa-
tion of the timescales is satisfied. This is expressed in
our case by the condition ηiΩi ≪ ν for all laser cou-
plings i, which sets an upper bound to the value of the
Rabi frequencies for which the Lamb-Dicke theory re-
mains valid. In practice, only the Lamb Dicke parame-
ters and Rabi frequencies that appear in the expression
of the cooling rate R play a role in the strength of the
dissipative dynamics and are therefore subject to the up-
per bound. In consequence, for an EIT cooling rate of
the form R ≃ η
2
iΩ
2
j
2γ , this implies
R≪ ν
2
2γ
, (12)
9which in our setting translates to rates much smaller
than 105phonons/s for the axial degree of freedom and
106phonons/s for the radial degrees of freedom.
The behavior beyond these limits can only be predicted
by considering the full master equation for both the vi-
brational and electronic degrees of freedom. In this situ-
ation, the reduced density matrix of the vibrational de-
grees of freedom does not necessarily fit a thermal dis-
tribution as in Eq.(3) and the average occupation at the
steady state nss, although well defined, is not associated
to a single temperature value. This is clear evidence of
the breakdown of the linear response limit, and the def-
inition of a thermodynamically grounded cooling rate as
in Eq.(11) becomes troublesome.
In practical terms, the occupation number does not ex-
perience an exponential decay as in Eq.(9), but rather a
decay whose rate depends on the initial oscillator temper-
ature and that varies as the steady state is approached.
This can be explored by introducing the concept of an
instantaneous rate ∂J(t)∂〈H〉(t) . For an initial thermal state
of the oscillator, one may express the derivative as the
quotient [62].
∂J (t)
∂ 〈H〉 (t) =
κ (t)
C (t)
, (13)
where C (t) = ∂〈H〉(t)∂T is a generalized, time-dependent
capacitance of the oscillator and κ (t) = ∂J(t)∂T is the cor-
responding generalized conductance. Whereas the fluc-
tuation dissipation theorem of the form Eq.(7) cannot be
applied in this case, it can be corrected by means of an
additional term as explained in [63] so that
C (t) =
kBβ
2
2
[〈
(δH)
2
〉
(t)− 〈H2〉 (t)] ,
κ (t) =
kBβ
2
2
d
dt
[〈
(δH)
2
〉
(t)− 〈H2〉 (t)] .
The first term on the right hand side is analogous to
Eq.(10), so
〈
(δH)
2
〉
(t) =
∞∑
m=0
∞∑
n=−m
(~νn)
2 En+m,m (t) pm (T ) ,
with pm (T ) the thermal distribution of temperature T .
The second term corrects the fluctuation dissipation the-
orem and, as shown in [63], corresponds to a computation
of the variance of the transferred energy
〈
H2
〉
(t) =
∞∑
m=0
∞∑
n=0
(~νn)
2 En,m (t) pm (T ) .
Expression (13) reduces to Eq.(8) in the linear response
limit since the fraction κ(t)C(t) becomes constant and in-
dependent of the initial temperature T . Although the
solution of Eq.(13) does not have a simple exponential
decay form, the quotient κ(t)C(t) does provide us with some
information about the timescale of the cooling process.
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FIG. 7. Time dependent rate R (t, n¯0) in units of 10
3
phonon·s−1 for axial single EIT at ∆ = 3Γ as a function of the
initial occupation number n¯0. The Lamb-Dicke prediction for
the rate corresponds to 52.2 × 103 phonon·s−1, whereas the
measured value is 38.2 × 103 phonon·s−1.
The dynamical map E (t) can be well approximated
with help of the transfer tensors [64, 65], which can be
extracted from short timescale simulations of the global
master equations and contracted to provide values for the
quotient R (t, n¯0) =
κ(t)
C(t) to very long times.
To theoretically evaluate the D-EIT cooling process
outside the Lamb-Dicke regime, we performed numerical
full density matrix master equation simulations, taking
into account all 8 relevant electronic and the lowest 17
motional states. An instance of this is presented in Fig. 7,
where R(n¯0, t) is shown as a function of the elapsed cool-
ing time t and initial mean population n¯0. R(n¯0, t) falls
as n¯0 increases, but it recovers as a function of time as
lower thermal states become involved in the dynamics.
This effect is connected with the observation of an in-
crease of the 2P1/2-state population when leaving the
Lamb-Dicke regime. A possible explanation for this ob-
servation is that the strong laser-induced spin-motional
coupling prevents establishing an electronic dark state
that has no admixture of the excited 2P1/2-state. In-
creasing 2P1/2 population results in an enhanced scat-
tering on carrier and sidebands, limiting the cooling rate
and achievable nss. The effect is more pronounced the
higher Fock states are involved, but even at an n¯ < 1 a
20% reduction in the cooling rate can be observed (see
Fig. 7). This behavior is characteristic of strong coupling
dissipative theory [63]. A full understanding of this be-
havior requires the development of an analytical model
for cooling in the regime beyond the LD approximation,
which we leave to future theoretical investigations.
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C. Simulated data
The simulated data is obtained by full density matrix
theory as described in Appendix A. For each data point
the experimentally obtained Ωpi and ∆ are used in the
simulation. In D-EIT cooling the Rabi frequencies of
the pump beams are chosen such that the correspond-
ing bright states coincide with the desired mode frequen-
cies. In EIT cooling the simulated Rabi frequency of the
866nm beam is set to have no effect on the cooling other
than clearing out the 2D3/2 fast enough not to limit the
cooling rate. The given simulated n¯ are derived via side-
band thermometry as in the experimental case. From
these the cooling rates are derived to ensure compara-
bility with the experimental data. The sideband ther-
mometry leads to smaller n¯ than would be obtained by
averaging over all Fock states. However, that difference
is not significant within the error bars of the measured n¯.
As discussed in this section, the cooling rates depend on
the initial temperature of the cooled mode and change
with elapsed cooling time, which is why it is not possible
to define a single cooling rate for a given EIT cooling
scheme. In order to be able to compare a simulated cool-
ing rate to the experimental data, the simulated rate is
given at n¯(t) = 1.
V. RESULTS
In this section, the experimental results are presented
and complemented by full density matrix simulations as
described in Sec. IVC and Appendix A. The scope of
this work is the demonstration of D-EIT cooling of all
three modes of a single 40Ca+ ion in one cooling pulse
and the comparison of its performance with the stan-
dard single EIT cooling technique. We first describe the
implementation of single EIT cooling of the axial mode
or both radial modes and provide resulting cooling rates
and achievable nss. Special emphasis is put on detrimen-
tal effects of single EIT cooling on the spectator modes
for which the cooling pulse has not been optimized. Sec-
ondly, we demonstrate cooling of all three modes of a
single 40Ca+ ion by applying two consecutive single EIT
cooling pulses, one to cool the axial mode and one to
cool both close-by radial modes. Besides the cooling
performance, the effect of the second cooling pulse on
the initially cooled mode is investigated. This 3D single
EIT cooling illustrates the possibilities and limitations
of multi-mode cooling via standard EIT cooling. Finally,
the results of D-EIT cooling are presented and compared
to the single EIT cooling schemes and to the simulations.
In the following, n¯i represents the non steady-state
mean motional quantum number and nss,i the steady-
state mean motional quantum number, while Ri denotes
the cooling rate. The index i refers to either the axial
(a) or the radial modes (r).
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FIG. 8. (color online) False-color map of the residual ax-
ial RSB excitation, depending on the Rabi frequencies of the
pump and probe cooling beams after axial single EIT cooling.
Areas of low RSB excitation correspond to pump/probe Rabi
frequency combinations leading to low n¯a. The horizontal
line indicates the pump Rabi frequency along which the mea-
surements shown in Fig. 9 were taken. A constant combined
Stark shift of the bright state corresponding to the axial trap
frequency due to the pump and probe lasers is given the by
red dashed line.
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FIG. 9. (color online) Dependency of Ra and nss,a on
the probe Rabi frequency after axial single EIT cooling at
∆ = 3.4 Γ, while the pump Rabi frequency is kept fixed at
14.6MHz.
A. Single EIT cooling
Fig. 9 illustrates the dependence of Ra and nss,a on
the probe Rabi frequency after axial single EIT cooling
at ∆ = 3.4Γ and a fixed pump Rabi frequency. Low
probe Rabi frequencies result in low nss,a and small Ra.
With increasing Rabi frequency the rateRa, but also nss,a
increases due to off-resonant scattering via the unused
excited state |2P1/2,mF = −1/2〉, as predicted by Eq. 5.
Due to this trade-off, there is no single probe beam Rabi
frequency Ωpi where both parameters are optimized.
In order to account for the trade-off between R and nss
and to retrieve consistent results for single EIT cooling
of a particular mode, the Rabi frequencies of the pump
and probe beam are experimentally determined in a two-
step process. In the first step, to find the Rabi frequen-
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FIG. 10. (color online) n¯(t) of the radial (black circles) and
the axial (blue crosses) modes during single EIT cooling of the
axial mode at ∆ = 3.4Γ, Ωpi = 3.8MHz, Ωσ = 11.4MHz, of the
radial mode (black circles) and axial mode (blue crosses). The
dashed and dotted lines represent exponential decay functions
using the simulation results. Both curves employ the same
cooling rate of 439 s−1, illustrating that the time to reach
nss,ax is limited by the radial cooling rate. Radial mode: nss =
1.36, initial temperature n¯ = 10. Axial mode: nss = 0.05,
initial temperature of n¯ = 0.15.
cies of the cooling lasers that minimize the steady-state
mode occupation nss, we use a 500µs cooling pulse long
enough to reach steady-state for all reasonable cooling
parameters. To maximize the cooling rate R in the sec-
ond step, we minimize n¯(t) after a 100µs pulse, which
is too short to reach steady-state. As a consequence,
the combination of Rabi frequencies for pump and probe
leading to the smallest RSB excitation is shifted towards
higher probe Rabi frequencies, maximizing the cooling
rate. The combined optimum of the two optimization
steps was obtained from the overlapped Rabi frequency
maps of the two steps, resulting in a compromise between
a fast cooling rate and a low corresponding nss.
Fig. 8 shows an example of a map of the optimization
of pump and probe Rabi frequencies for single axial EIT
cooling with ∆ = 3.4Γ. The colors represent the residual
excitation on the axial RSB depending on the pump and
probe Rabi frequencies after a fixed EIT cooling time
of 300µs, where blue indicates areas of low nss. Fig. 9
has been obtained by scanning the probe Rabi frequency
along the red solid line indicated in Fig. 8 for a fixed
pump power of 14.6MHz.
Each cooling pulse affects all three modes, not only
the one for which it had been optimized. For each cool-
ing pulse setting a cooling rate R and a steady-state oc-
cupation nss can be assigned to every mode according to
the resulting scattering spectrum as shown in the inset of
Fig. 6. Generally, the bright resonance of single EIT cool-
ing allows optimized cooling around one frequency, while
modes further away experience smaller R and higher nss.
The mode frequency range within which single EIT cool-
ing to low nss is possible, is defined by the width of the
bright state γbright ≃ νr,aγ/4
√
∆2 +Ω2 [39]. E.g. for
∆ = 100MHz, cooling of modes within a frequency range
of ≈ 1.3MHz to nss < 0.1 has been demonstrated in [32].
In the case of radial EIT cooling, the pump Rabi fre-
quency required to shift the bright state into resonance
with the radial mode frequency makes it broad enough
to also provide fast cooling on the axial mode, although
being located at the slope of the bright state. For our
typical experimental parameters, the ratio of the axial
and radial scattering rates multiplied by the ratio of
Lamb-Dicke factors η2a/η
2
r ≈ 2.8 is approximately one,
thus yielding similar cooling rates for the axial and ra-
dial modes. Conversely, for axial EIT cooling the bright
resonance is narrower than for radial EIT cooling, since
the pump Rabi frequency necessary to shift the bright
resonance onto the axial mode is smaller. Here, the axial
scattering rate is typically on the order of a factor of five
larger than the radial scattering rate. Including the ratio
of the Lamb-Dicke factors, the resulting radial cooling
rate Rr is more than one order of magnitude slower than
the axial cooling rate Ra.
Lamb-Dicke and master equation predictions do not
take into account the perturbation that the presence of
an additional, vibrationally hot degree of freedom (spec-
tator modes [30, 66]) generates in the cooling process. In
general, one may regard any spectator modes as a source
of dephasing that harms the cooling process. Therefore,
the efficiency of cooling depends on the motional excita-
tion of the spectator modes.
A nearby hot mode results in decoherence, indistin-
guishable from laser noise, via higher order scattering
processes, which leads to an imperfect dark state and al-
lows for weak carrier scattering [66]. As a consequence,
the cooling rate of the cooled mode decreases while its
nss increases compared to the case of a perfect dark state
or cold spectator mode [30]. In our setup, this cross-talk
becomes relevant in axial EIT cooling, where Rr is much
slower than Ra. This behavior is illustrated in Fig. 10,
which shows n¯a(t) and n¯r(t) during axial EIT cooling at
∆ = 3.4 Γ. After ≈ 500µs the axial mode is cooled to
n¯a ≈ nss,a + 0.1 ≈ 0.15, while the radial mode is still
close to its initial temperature. Hence, the radial mode
is hot enough to undermine the dark state and thus limits
the n¯a. For longer cooling times, n¯a decreases further at
the rate Rr, since the dark state becomes purer with de-
creasing n¯r. This is supported by the dashed and dotted
exponential decay functions for the radial and axial n¯(t),
plotted together with the experimental data in Fig. 10,
both using the same simulated Rr = 439 /s, and the in-
dividual initial n¯, and nss during axial EIT cooling.
The results of EIT cooling optimized individually for
the axial and radial mode are shown in Fig. 11 together
with simulated values for R and nss. Typical results of
single EIT cooling are summarized in Tab. I. It is im-
practical to wait for the axial mode to reach its final nss.
Therefore, in the case of axial EIT cooling, n¯a is mea-
sured after a time where it would have reached its equi-
librium value if there was no cross-talk from hot radial
modes. As a consequence, there is an offset of 0.1 between
the simulated nss,a and the measured n¯a. In accordance
with the ratio of the Lamb-Dicke factors between the ra-
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dial and axial mode, Ra ≈ 2.8×Rr, as can be seen from
the top panels in Fig. 11. For radial EIT cooling nss,r is
well described by the full master equation theory. The
simulated rates agree with the measured ones for ∆ < 3Γ.
For higher blue detunings the simulated radial rates are
larger than the measured ones. This may be explained
by cross talk from the axial mode, analogous to the cross-
talk of the radial modes in the case of axial EIT cooling
described above and shown in Fig. 10. Although this ef-
fect cannot be captured by single-oscillator simulations,
the Lamb-Dicke prediction for Ra within the radial single
EIT cooling pulse is on the order of 8× 103 s−1, which is
similar to the measured Rr. This serves as an indication
that cross-talk from the axial mode is indeed limiting the
Rr, since departure from the Lamb-Dicke limit is ruled
out by the coincidence between master equation simula-
tions and Lamb-Dicke predictions.
B. 3D single EIT cooling
Simultaneous cooling of different mode frequencies
within a single EIT cooling pulse is limited by the finite
width of the bright state (see Fig. 6, [30, 32]). In order
to provide simultaneous cooling of mode frequencies that
lie outside the single EIT cooling bandwidth, several EIT
pulses have to be applied sequentially, each of them op-
timized to cool around one particular frequency, in our
case the axial or radial mode(s). In the following, the
first cooling pulse is termed precooling pulse. It is opti-
mized to cool one of the modes (precooled mode) with
high cooling rate and aims to reach a low nss. During
that pulse the off-resonant mode(s) are cooled as well,
but at a slower rate and to a higher n¯, as demonstrated
in Fig. 10. To keep the overall cooling time short, the
precooling pulse is terminated once the precooled mode
reached its nss, although the other mode(s) might not
have reached their steady state, yet. After that, a second
pulse optimized for cooling the other mode(s) is applied.
A cooling pulse tailored for a certain mode may detri-
mentally affect other modes. As one can conclude from
the analysis of typical cooling spectra S (ω), away from
a bright resonance the ratio S(ν)S(−ν) is not favorable and
steady-state occupation numbers above 1 are expected.
Therefore, it is generally the case that a concatenation
of pulses may result in less effective cooling.
The nss of the precooled mode associated with the scat-
tering spectrum of the second cooling pulse is higher than
the nss at the end of the precooling pulse and it will be
heated up, as depicted in Fig. 12. It shows the increase
of n¯(t) of the axial and radial precooled mode caused
during the second cooling pulse. This effective heating is
smaller for the precooled radial mode than for the pre-
cooled axial mode. Thus, the ordering of the two cooling
pulses leads to different n¯ for both modes after the second
cooling pulse, see also Table I.
Typical results of 3D EIT cooling are summarized in
Tab. I. The listed n¯ of the precooled mode depends on
the cooling time of the second mode. Since the precooling
pulse cools the second mode below Doppler temperature,
the time for the second mode to reach nss is reduced.
Axial EIT with radial precooling is the most beneficial
implementation of 3D single EIT cooling in our setup.
All three modes of a single 40Ca+ ion are cooled close to
the ground state within 640µs combined cooling time.
C. D-EIT cooling
Fig. 11 displays and compares the results of single EIT
and D-EIT cooling. For each method the nss and cooling
rate for the radial and axial modes is shown as a func-
tion of the blue detuning ∆ of the virtual P v+ from the
magnetic field-free 2S1/2 to
2P1/2 transition. The maxi-
mum detuning is technically limited by the tuning range
of the 866 nm AOM in case of D-EIT and by the 397 nm
AOM in case of single EIT cooling. The optimal cooling
parameters were found experimentally by adjusting the
three involved Rabi frequencies to obtain ac Stark shifts
of the bright states matching the two mode frequencies,
while maximizing the cooling rate and minimizing the
steady-state nss.
An increasing detuning ∆ yields a higher cooling rate
– due to higher Rabi frequencies of the cooling beams –
and a lower steady-state occupation nss. The latter is
a consequence of an improved ratio between cooling and
heating scattering events, since the bright state scatter-
ing resonances narrow while the residual blue sideband
excitations are suppressed. D-EIT achieves cooling rates
and steady-state energies similar to those obtained from
single EIT cooling, but does so for all modes of a 40Ca+
ion’s motion simultaneously, while single EIT cooling had
to be optimized for GSC of each mode separately.
The simulated nss as well as the radial cooling rates
agree well with the measured values. In the axial direc-
tion the simulated cooling rates are higher than the mea-
sured ones. This difference increases with ∆ and may be
explained by the limited maximum number of Fock states
that can be numerically simulated. The truncation in the
simulation of higher Fock states with non-negligible occu-
pation leads to an overestimation ofRa [67]. We have ver-
ified, that Ra in D-EIT decreases with increasing number
of simulated Fock states. This effect is more pronounced
in the axial direction when the lower trap frequency re-
sults in population of larger Fock states compared to the
radial direction for the same initial temperature. Fur-
thermore, we suspect that high-frequency relative phase
noise between the 866nm and 397nm lasers results in
a deterioration of the dark state, further restricting the
experimentally observed cooling rate at high Rabi fre-
quencies.
Table I compares the final nss and the time tss needed
to reach the final temperature between D-EIT cooling
and the results of single EIT cooling in axial and radial
direction with and without precooling. These numbers
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FIG. 11. (color online) Cooling rates and equilibrium n¯ for EIT and D-EIT as a function of the blue detuning ∆. (a) Radial
modes. (b) Axial mode. The top panels display the cooling rates and the bottom panels the nss. The solid and dashed
lines are quartic polynomials fitted to the data points to guide the eye. The error bars incorporate systematic and statistical
uncertainties.
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FIG. 12. (color online) Temperature of the precooled mode
during the second cooling pulse of 3D single EIT cooling. For
long enough cooling times of the second cooling pulse, both
precooled modes will approach nss ≈ 1.3.
were obtained from measurements at ∆ = 3.4Γ, which is
the maximum blue detuning usable for both single and
D-EIT cooling in our apparatus. With the parameters
employed here, the cooling performance of D-EIT is com-
parable to that of precooled axial single EIT cooling.
In our experiment, standard EIT cooling is 15 times
faster than SBC [24] and still roughly seven times faster
than the fastest ever reported SBC of a single 40Ca+ ion
of which we are aware [68]. Since the observed cooling
rates of D-EIT cooling are similar to that of single EIT
cooling, D-EIT cooling is also faster compared to SBC.
TABLE I. Comparison of experimental values for single EIT,
single EIT with precooling and D-EIT cooling from initial
Doppler cooling temperatures, each optimized for minimum
n¯ at ∆ = 3.4 Γ. In case of axial single EIT cooling the non-
steady-state n¯ is given (cf. Fig. 10).
EIT Method nss,a nss,r tss (µs)
Single EIT ax. 0.10 ≈7 520
Single EIT ax. w/ rad. prec. 0.04 0.20 640a
Single EIT rad. ≈1.3 0.10 490
Single EIT rad. w/ ax. prec. ≈1 0.10 1120
D-EIT 0.11 0.14 670
a Smaller than the sum of tss since the axial mode is pre-cooled
by the radial pre-cooling pulse.
D. Comparison between Lamb-Dicke analytical
theory, master equation simulation and experiment
Fig. 13 illustrates the breakdown of the simple ana-
lytical model in the Lamb-Dicke approximation. As de-
tuning increases, the cooling rates predicted by Eq. 5
grow an order of magnitude faster than those observed
in the experiment. Some of the discrepancy is due to the
correlations between electronic and vibrational degrees
of freedom captured by the master equation simulations.
The simulations, accordingly, come closer to the experi-
mentally observed behavior. It is not yet clear whether
the remaining discrepancy is due to numerical limitations
or to other features not captured by our model such as
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FIG. 13. (color online) Axial cooling rates for D-EIT as a
function of the blue detuning ∆. Compared are the measured
rates with the simulated values obtained by the full master
equation approach with limited Fock states and the Lamb-
Dicke approximation. The dash-dotted line indicates the limit
for the validity of the Lamb-Dicke approximation, see Eq. 12,
the background gradient represents the gradual failure of the
Lamb-Dicke approximation.
relative phase noise between the cooling lasers.
VI. CONCLUSION AND OUTLOOK
In conclusion, we developed double-bright EIT (D-
EIT) cooling as a novel approach to EIT cooling. D-EIT
allows simultaneous ground-state cooling of very different
mode frequencies, which is experimentally demonstrated
by GSC of all three motional degrees of freedom of a sin-
gle 40Ca+ ion within one cooling pulse. We compared
the steady-state mean motional quantum numbers and
cooling rates of D-EIT to those of single EIT cooling and
3D EIT cooling both experimentally and theoretically.
We give a thermodynamic interpretation of laser cool-
ing by using an analogy between linear response theory
and the Lamb-Dicke regime. Within the Lamb-Dicke
regime, a description of the system in form of an ana-
lytical theory for both single EIT and D-EIT cooling is
given. A theory for time-dependent rates has been de-
veloped to describe the system beyond the Lamb-Dicke
regime and it has been compared to the measured data.
We demonstrate how the frequency range of single EIT
cooling is limited by the finite width of the cooling res-
onance and can heat other motional degrees of freedom
that are outside the cooling bandwidth. Furthermore, the
detrimental effect of spectator modes on the nss of the
cooled mode is observed. In the 40Ca+ level structure,
cooling rates for single EIT cooling are limited by off-
resonant scattering via the unused magnetic sublevel of
the P1/2 state. The chosen level scheme of D-EIT cooling
protects the dark state from such decoherence processes
as well as limitations of cooling rates and n¯ due to mo-
tional spectator modes. Thus, for systems with smaller
Lamb-Dicke factors, it can reach higher cooling rates and
lower nss and outperform single EIT cooling.
The D-EIT technique is attractive for e.g. multi-ion,
multi-species experiments in which quantum control of
several spectrally separated motional modes is required.
Examples include ion strings to study many-body physics
[37, 69], quantum simulations [1, 2], and quantum infor-
mation processing [70]. The technique will be particu-
larly useful for quantum logic spectroscopy [8–13], and
quantum logic clocks [10, 14] for which two ions of a
different species need to be cooled to suppress system-
atic frequency shifts [67]. In our experiment, a single
40Ca+ ion is used to sympathetically cool a single 27Al+
clock ion and serves as the logic ion in quantum logic
spectroscopy [11]. Due to their mass ratio and the high
radial symmetry of our trap, it is possible to choose a
set of experimental parameters such that all six motional
modes of the two ion crystal bunch at two frequencies.
By rotating the trap by 45◦ in the horizontal (xz) plane
with respect to the k-vectors of the cooling beams, D-
EIT will enable ground state cooling of all six modes of
the two ion-crystal in one single cooling pulse. This helps
to reduce the dead-time, and thus reduces the instabil-
ity of the clock. In ion traps with large heating rates,
near-resonant D-EIT cooling would establish a steady-
state nss below the Doppler cooling limit with low inci-
dent power levels to minimize ac-Stark shifts on the clock
transition [10]. Furthermore, the D-EIT cooling scheme
can provide even triple EIT cooling if the magnetic field
strength is chosen such that the |2D3/2,mF = ∓1/2〉 sub-
level is red detuned from the virtual excited state P v+ by
the frequency of the radial mode and if the 397 nm is σ±
polarized. That way, the D-EIT scheme additionally pro-
vides a second dark state at the position of the radial mo-
tional blue sideband, suppressing all second order radial
heating processes. In principle, D-EIT could be extended
to cool more modes by the creation of additional bright
states through further lambda-like resonances connect-
ing sub-levels of the 2S1/2,
2D3/2, or
2D5/2 states via the
2P1/2 or
2P3/2 manifolds. This scalability is limited by
the number of such possible combinations.
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Appendix A: Master Equation
The simulations have been performed with a
master equation including the 8 electronic levels
(|S+〉 , |S−〉 , |P+〉, |P−〉 , |D+3〉 , |D+〉 , |D−〉 , |D−3〉) and
one vibrational degree of freedom represented by the an-
nihilation operator b. We assume the presence of 397 nm
laser in π and σ+ polarizations and 866 nm in σ+ and
σ− polarizations. The Hamiltonian in ~ units is
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H = νb†b+∆pi (|S+〉 〈S+| − |P−〉 〈P−| − |D+〉 〈D+| − |D−3〉 〈D−3|)
+ ∆σ (|S−〉 〈S−|+ |P−〉 〈P−|+ |D+〉 〈D+|+ |D−3〉 〈D−3|)
+ ∆D (|D−3〉 〈D−3|+ |D−〉 〈D−|+ |D+〉 〈D+|+ |D+3〉 〈D+3|)
+ µBB
[
|S+〉 〈S+| − |S−〉 〈S−|+ 1
3
(|P+〉 〈P+| − |P−〉 〈P−|)
+
2
5
(3 |D+3〉 〈D+3|+ |D+〉 〈D+| − |D−〉 〈D−| − 3 |D−3〉 〈D−3|)
]
+
1
2
(
Ωpie
iηpi(b+b†) |S−〉 〈P−|+Ωpieiηpi(b+b
†) |S+〉 〈P+|+Ωσeiησ(b+b
†) |S−〉 〈P+|+H.c.
)
+
ΩD
2
[
eiηD(b+b
†)
(√
3 |D−3〉 〈P−|+ |D−〉 〈P+|+ |D+〉 〈P−|+
√
3 |D+3〉 〈P+|
)
+H.c.
]
,
where ∆pi , ∆σ and ∆D correspond to the detunings of the laser frequencies with respect to the unperturbed
transitions of the 397 nm laser in π and σ+ polarizations and 866 nm laser respectively. Their associated Rabi
frequencies and Lamb-Dicke parameters are represented by Ωi and ηi and the appropriate subindex i. The trap
frequency is ν, the magnetic field is B and µB represents the Bohr magneton. The decay of the excited states is
incorporated in the master equation of the density matrix ρ
d
dt
ρ (t) = Lρ (t) = −i [H, ρ] +
∑
j∈{S±,D±,D±3}
∑
i∈±
Γj (2 |j〉 〈Pi| ρ |Pi〉 〈j| − |Pi〉 〈Pi| ρ− ρ |Pi〉 〈Pi|) , (A1)
where Γj represents the decay of each dipole.
Appendix B: Calculation of D-EIT Scattering spectrum
The Hamiltonian for D-EIT for the electronic degrees of freedom and vanishing Lamb-Dicke parameters is
H ′i = ∆+
∆s
2
−∆(|P+〉 〈P+|+ |P−〉 〈P−|)
+ ∆s
[
−1
3
|P+〉 〈P+| − 2
3
|P−〉 〈P−| − 1
5
(3 |D+3〉 〈D+3|+ 7 |D−〉 〈D−|+ 4 |D−3〉 〈D−3|)
]
+
1
2
[(
Ωpi |S−〉+
√
3ΩD |D−3〉+ΩD |D+〉
)
〈P−|+
(
Ωσ |S−〉+Ωpi |S+〉+ΩD |D−〉+
√
3ΩD |D+3〉
)
〈P+|+H.c.
]
.
The associated effective Hamiltonian is
Heff = H
′
i − iγ (|P+〉 〈P+|+ |P−〉 〈P−|) ,
with γ the sum over all decay rates from a given excited state, and the Lamb-Dicke coupling operator has now the
form
σˆη ≡ 1
2
[i (ηpiΩpi |S−〉+ ηDΩD |D+〉) 〈P−|+ i (ησΩσ |S−〉+ ηpiΩpi |S+〉) 〈P+|+H.c.] ,
where only terms with overlap to the dark state have been kept. The relevant product is then
ση |∼〉 = −i
2
ΩpiΩDΩσ
Ω−
(ηpi − ησ) |P+〉+ i
2
Ω2piΩD
Ω−
(ηpi − ηD) |P−〉
=
−i
2
ΩpiΩD
Ω−
[Ωσ (ηpi − ησ) |P+〉+Ωpi (−ηpi + ηD) |P−〉]
≡ −i |E〉 ,
16
where we have introduced the definition of the normalized state
|E〉 ≡ ΩpiΩD
2Ω−
[Ωσ (ηpi − ησ) |P+〉+Ωpi (ηD − ηpi) |P−〉] .
Due to the form of |E〉, it is possible to represent the solution in terms of the fraction associated to the effective
Hamiltonian
S (ω) = 〈E| 1
iω + iHEE −HEG
1
iω − iHGGHGE
|E〉 ,
where
HEE =
( −∆− 13∆s − iγ 0
0 −∆− 23∆s − iγ
)
,
HEG =
1
2
(
Ωpi Ωσ
√
3ΩD 0 ΩD 0
0 Ωpi 0 ΩD 0
√
3ΩD
)
,
HGE = H
†
EG,
HGG =
∆s
5
× diag ( 0 0 3 0 7 4 ) .
Therefore
S (ω) = −i 〈E|
(
a (ω) −ΩpiΩσ4ω
−ΩpiΩσ4ω b (ω)
)−1
|E〉 .
[1] D. Porras and J. I. Cirac, Phys. Rev. Lett. 92, 207901
(2004).
[2] R. Blatt and C. F. Roos, Nat. Phys. 8, 277 (2012).
[3] T. Monz, P. Schindler, J. T. Barreiro,
M. Chwalla, D. Nigg, W. A. Coish, M. Har-
lander, W. Ha¨nsel, M. Hennrich, and R. Blatt,
Phys. Rev. Lett. 106, 130506 (2011).
[4] D. Leibfried, E. Knill, S. Seidelin, J. Britton, R. B.
Blakestad, J. Chiaverini, D. B. Hume, W. M. Itano,
J. D. Jost, C. Langer, R. Ozeri, R. Reichle, and D. J.
Wineland, Nature 438, 639 (2005).
[5] H. Ha¨ffner, W. Ha¨nsel, C. F. Roos, J. Benhelm, D. Chek-
al kar, M. Chwalla, T. Ko¨rber, U. D. Rapol, M. Riebe,
P. O. Schmidt, C. Becher, O. Gu¨hne, W. Du¨r, and
R. Blatt, Nature 438, 643 (2005).
[6] K. G. Johnson, J. D. Wong-Campos, B. Neyenhuis,
J. Mizrahi, and C. Monroe, arXiv:1612.05854 (2016).
[7] H.-Y. Lo, D. Kienzler, L. de Clercq, M. Marinelli,
V. Negnevitsky, B. C. Keitch, and J. P. Home,
Nature 521, 336 (2015).
[8] Y. Wan, F. Gebert, J. B. Wu¨bbena, N. Scharn-
horst, S. Amairi, I. D. Leroux, B. Hemmerling,
N. Lo¨rch, K. Hammerer, and P. O. Schmidt,
Nat. Commun. 5, 4096 (2014).
[9] F. Wolf, Y. Wan, J. C. Heip, F. Gebert, C. Shi, and
P. O. Schmidt, Nature 530, 457 (2016).
[10] T. Rosenband, D. B. Hume, P. O. Schmidt, C. W. Chou,
A. Brusch, L. Lorini, W. H. Oskay, R. E. Drullinger,
T. M. Fortier, J. E. Stalnaker, S. A. Diddams, W. C.
Swann, N. R. Newbury, W. M. Itano, D. J. Wineland,
and J. C. Bergquist, Science 319, 1808 (2008).
[11] P. O. Schmidt, T. Rosenband, C. Langer, W. M.
Itano, J. C. Bergquist, and D. J. Wineland,
Science 309, 749 (2005).
[12] C. Hempel, B. P. Lanyon, P. Jurcevic, R. Gerritsma,
R. Blatt, and C. F. Roos, Nat. Photonics 7, 630 (2013).
[13] C.-W. Chou, C. Kurz, D. B. Hume, P. N. Plessow, D. R.
Leibrandt, and D. Leibfried, Nature 545, 203 (2017).
[14] A. D. Ludlow, M. M. Boyd, J. Ye, E. Peik, and P. O.
Schmidt, Rev. Mod. Phys. 87, 637 (2015).
[15] N. Poli, C. W. Oates, P. Gill, and G. M. Tino,
Riv. Nuovo Cimento 36, 555 (2013).
[16] G. J. Dick, in Proc. 19th Annual Precise Time and Time Interval (PTTI) Application and Planning Meeting
(1987) pp. 133–147.
[17] M. Vermeer, Chronometric levelling, Reports of the
Finnish Geodetic Institute 83(2) (Geodeettinen Laitos,
Geodetiska Institutet, 1983).
[18] A. Bjerhammar, Bulletin Godsique 59, 207 (1985).
[19] C. Lisdat, G. Grosche, N. Quintin, C. Shi, S. M. F.
Raupach, C. Grebing, D. Nicolodi, F. Stefani, A. Al-
Masoudi, S. Do¨rscher, S. Ha¨fner, J.-L. Robyr, N. Chiodo,
S. Bilicki, E. Bookjans, A. Koczwara, S. Koke, A. Kuhl,
F. Wiotte, F. Meynadier, E. Camisard, M. Abgrall,
M. Lours, T. Legero, H. Schnatz, U. Sterr, H. Denker,
C. Chardonnet, Y. Le Coq, G. Santarelli, A. Amy-Klein,
R. Le Targat, J. Lodewyck, O. Lopez, and P.-E. Pottie,
17
Nat. Commun. 7, 12443 (2016).
[20] R. Godun, P. Nisbet-Jones, J. Jones, S. King, L. Johnson,
H. Margolis, K. Szymaniec, S. Lea, K. Bongs, and P. Gill,
Phys. Rev. Lett. 113, 210801 (2014).
[21] N. Huntemann, B. Lipphardt, C. Tamm,
V. Gerginov, S. Weyers, and E. Peik,
Phys. Rev. Lett. 113, 210802 (2014).
[22] F. Diedrich, J. C. Bergquist, W. M. Itano, and D. J.
Wineland, Phys. Rev. Lett. 62, 403 (1989).
[23] C. Monroe, D. M. Meekhof, B. E. King, S. R. Jefferts,
W. M. Itano, D. J. Wineland, and P. Gould, Phys. Rev.
Lett. 75, 4011 (1995).
[24] C. Roos, T. Zeiger, H. Rohde, H. C. Na¨gerl, J. Es-
chner, D. Leibfried, F. Schmidt-Kaler, and R. Blatt,
Phys. Rev. Lett. 83, 4713 (1999).
[25] V. Vuletic´, C. Chin, A. J. Kerman, and S. Chu,
Phys. Rev. Lett. 81, 5768 (1998).
[26] D. J. Han, S. Wolf, S. Oliver, C. McCormick, M. T.
DePue, and D. S. Weiss, Phys. Rev. Lett. 85, 724 (2000).
[27] S. E. Hamann, D. L. Haycock, G. Klose, P. H. Pax, I. H.
Deutsch, and P. S. Jessen, Phys. Rev. Lett. 80, 4149
(1998).
[28] G. Morigi, J. Eschner, and C. H. Keitel,
Phys. Rev. Lett. 85, 4458 (2000).
[29] C. F. Roos, D. Leibfried, A. Mundt, F. Schmidt-Kaler,
J. Eschner, and R. Blatt, Phys. Rev. Lett. 85, 5547–5550
(2000).
[30] Y. Lin, J. P. Gaebler, T. R. Tan, R. Bowler,
J. D. Jost, D. Leibfried, and D. J. Wineland,
Phys. Rev. Lett. 110, 153002 (2013).
[31] T. Kampschulte, W. Alt, S. Manz, M. Martinez-
Dorantes, R. Reimann, S. Yoon, D. Meschede, M. Bi-
enert, and G. Morigi, Phys. Rev. A 89, 033404 (2014).
[32] R. Lechner, C. Maier, C. Hempel, P. Jurcevic, B. P.
Lanyon, T. Monz, M. Brownnutt, R. Blatt, and C. F.
Roos, Phys. Rev. A 93, 053401 (2016).
[33] J. Eschner, G. Morigi, F. Schmidt-Kaler, and R. Blatt,
JOSA B 20, 1003 (2003).
[34] E. Haller, J. Hudson, A. Kelly, D. A. Cotta,
B. Peaudecerf, G. D. Bruce, and S. Kuhr,
Nat. Phys. 11, 738 (2015).
[35] P. Jurcevic, B. P. Lanyon, P. Hauke, C. Hempel, P. Zoller,
R. Blatt, and C. F. Roos, Nature 511, 202 (2014).
[36] P. Richerme, Z.-X. Gong, A. Lee, C. Senko, J. Smith,
M. Foss-Feig, S. Michalakis, A. V. Gorshkov, and
C. Monroe, Nature 511, 198 (2014).
[37] J. Kiethe, R. Nigmatullin, D. Kalincev, T. Schmirander,
and T. E. Mehlsta¨ubler, Nat. Commun. 8, 15364 (2017).
[38] A. Aspect, E. Arimondo, R. Kaiser,
N. Vansteenkiste, and C. Cohen-Tannoudji,
Phys. Rev. Lett. 61, 826 (1988).
[39] G. Morigi, Phys. Rev. A 67, 033402 (2003).
[40] F. Schmidt-Kaler, J. Eschner, G. Morigi,
C. Roos, D. Leibfried, A. Mundt, and R. Blatt,
Appl. Phys. B 73, 807 (2001).
[41] J. Evers and C. H. Keitel, EPL 68, 370 (2004).
[42] J. Cerrillo, A. Retzker, and M. B. Plenio,
Phys. Rev. Lett. 104, 043003 (2010).
[43] J. Cerrillo, A. Retzker, and M. B. Ple-
nio, Arxiv Prepr. arXiv1112.6350 , 1 (2011),
arXiv:arXiv:1112.6350v1.
[44] K. Sheridan, W. Lange, and M. Keller,
Appl. Phys. B 104, 755 (2011).
[45] J. B. Wu¨bbena, Photoionisation von Calcium, Diploma
thesis, Leibniz Universita¨t Hannover (2011).
[46] S. Gulde, Experimental realization of quantum gates and
the Deutsch-Josza algorithm with trapped 40Ca+-ions,
PhD thesis, University of Innsbruck (2003).
[47] M. Dolezˇal, P. Balling, P. B. R. Nisbet-Jones, S. A. King,
J. M. Jones, H. A. Klein, P. Gill, T. Lindvall, A. E.
Wallin, M Merimaa, C. Tamm, C. Sanner, N. Hunte-
mann, N. Scharnhorst, I. D. Leroux, P. O. Schmidt,
T. Burgermeister, T. E. Mehlsta¨ubler, and E. Peik,
Metrologia 52, 842 (2015).
[48] J. B. Wu¨bbena, Controlling Motion in Quantum
Logic Clocks, PhD Thesis, Leibniz Universita¨t Hannover
(2014).
[49] D. J. Berkeland, J. D. Miller, J. C. Bergquist, W. M.
Itano, and D. J. Wineland, J. Appl. Phys. 83, 5025
(1998).
[50] J. Keller, H. L. Partner, T. Burgermeister, and T. E.
Mehlsta¨ubler, J. Appl. Phys. 118, 104501 (2015).
[51] Stefan Meyer Instruments, Flux Gate FL3-100.
[52] Toptica DL100pro based diode lasers.
[53] N. Scharnhorst, J. B. Wu¨bbena, S. Hannig, K. Jakob-
sen, J. Kramer, I. D. Leroux, and P. O. Schmidt,
Opt. Express 23, 19771 (2015).
[54] P. Schindler, Frequency synthesis and pulse shaping
for quantum information processing with trapped ions,
Diploma thesis, Universita¨t Innsbruck, Innsbruck, Aus-
tria (2008).
[55] B. Hemmerling, F. Gebert, Y. Wan, and P. O. Schmidt,
NJP 14, 023043 (2012).
[56] Q. A. Turchette, D. Kielpinski, B. E. King, D. Leibfried,
D. M. Meekhof, C. J. Myatt, M. A. Rowe, C. A. Sack-
ett, C. S. Wood, W. M. Itano, C. Monroe, and D. J.
Wineland, Phys. Rev. A 61, 063418 (2000).
[57] G. Janik, W. Nagourney, and H. Dehmelt,
J. Opt. Soc. Am. B 2, 1251 (1985).
[58] J. I. Cirac, R. Blatt, P. Zoller, and W. D. Phillips,
Phys. Rev. A 46, 2668 (1992).
[59] C. W. Gardiner and P. Zoller, Quantum Noise (Springer,
2004).
[60] R. Kubo, Reports Prog. Phys. 29, 306 (1966).
[61] A´. Rivas and S. F. Huelga,
Open Quantum Systems: An Introduction , Springer-
Briefs in Physics (Springer, 2011).
[62] Provided an inverse map from average energy to initial
temperature exists at all times.
[63] J. Cerrillo, M. Buser, and T. Brandes, Phys. Rev. B 94,
214308 (2016).
[64] J. Cerrillo and J. Cao,
Phys. Rev. Lett. 112, 110401 (2014).
[65] R. Rosenbach, J. Cerrillo, S. F. Huelga, J. Cao, and
M. B. Plenio, New J. Phys. 18, 23035 (2016).
[66] D. J. Wineland, C. Monroe, W. M. Itano, D. Leibfried,
B. E. King, and D. M. Meekhof, J. Res. Natl. Inst. Stand.
Technol. 103, 259 (1998).
[67] J.-S. Chen, S. M. Brewer, C. W. Chou, D. J.
Wineland, D. R. Leibrandt, and D. B. Hume,
Phys. Rev. Lett. 118, 053002 (2017).
[68] G. T. Huber, Quantum thermodynamics with trapped
ions, Ph.D. thesis, Universita¨t Ulm (2010).
[69] C. Schneider, D. Porras, and T. Schaetz,
Rep. Prog. Phys. 75, 024401 (2012).
[70] D. Kienzler, C. Flu¨hmann, V. Negnevitsky, H.-Y.
Lo, M. Marinelli, D. Nadlinger, and J. P. Home,
18
Phys. Rev. Lett. 116, 140402 (2016).
