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FREE PRODUCTS, CYCLIC HOMOLOGY, AND
THE GAUSS-MANIN CONNECTION
VICTOR GINZBURG AND TRAVIS SCHEDLER
with an Appendix by
Boris Tsygan
Abstract. We use the techniques of Cuntz and Quillen to present a new approach to periodic
cyclic homology. Our construction is based on ((Ω
q
A)[t], d+ t · ı∆), a noncommutative equivariant
de Rham complex of an associative algebra A. Here d is the Karoubi-de Rham differential and
ı∆ is an operation analogous to contraction with a vector field. As a byproduct, we give a simple
explicit construction of the Gauss-Manin connection, introduced earlier by E. Getzler, on the relative
periodic cyclic homology of a flat family of associative algebras over a central base ring.
We introduce and study free-product deformations of an associative algebra, a new type of defor-
mation over a not necessarily commutative base ring. Natural examples of free-product deformations
arise from preprojective algebras and group algebras for compact surface groups.
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1. Introduction
Throughout, we fix a field k of characteristic 0 and write ⊗ = ⊗k (although, up to passing to
reduced versions of homology theories, everything generalizes to the case that k is an arbitrary
commutative ring containing Q, provided the algebra A has the property that k → A is a k-split
central injection). By an algebra we always mean an associative unital k-algebra, unless explicitly
stated otherwise. Given an algebra A, we view the space A⊗A as an A-bimodule with respect to
the outer bimodule structure, which is defined by the formula b(a′ ⊗ a′′)c := (ba′) ⊗ (a′′c), for any
a′, a′′, b, c ∈ A. By an A-bimodule, we will always mean an (A⊗Aop)-module, i.e., an A-bimodule
on which the left and right action of k coincide.
1.1. Double derivations. It is well-known that a regular vector field on a smooth affine algebraic
variety X is the same thing as a derivation k[X] → k[X] of the coordinate ring of X. Thus,
derivations of a commutative algebra play the role of vector fields.
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It has been commonly accepted until recently that this point of view applies to noncommu-
tative algebras as well. A first indication towards a different point of view was a discovery by
Crawley-Boevey [4] that, for a smooth affine curve X with coordinate ring A = k[X], the alge-
bra of differential operators on X can be constructed by means of double derivations A → A⊗A,
rather than ordinary derivations A → A. Since then, the significance of double derivations in
noncommutative geometry was explored further in [30] and [5].
To explain the role of double derivations in more detail we first recall some basic definitions.
1.2. (Double) derivations as infinitesimal automorphisms. Recall that a free product of
two algebras A and B, is an associative algebra A ∗ B that contains A and B as subalgebras
and whose elements are formal k-linear combinations of words a1b1a2b2 . . . anbn, for any n ≥ 1
and a1, . . . , an ∈ A, b1, . . . , bn ∈ B. These words are taken up to the equivalence imposed by the
relation 1A = 1B ; for instance, . . . b1Ab
′ . . . = . . . b1Bb
′ . . . = . . . (b · b′) . . ., for any b, b′ ∈ B.
Let N be an A-bimodule. A k-linear map f : A → N is said to be a derivation of A with
coefficients in N if f(a1a2) = f(a1)a2 + a1f(a2), ∀a1, a2 ∈ A. Given a subalgebra R ⊂ A, we let
DerR(A,N) denote the space of R-linear derivations of A with respect to the subalgebra R, that
is, of derivations A→ N that annihilate the subalgebra R.
Derivations of an algebra A may be viewed as ‘infinitesimal automorphisms’. Specifically, let
A[t] = A⊗k[t] be the polynomial ring in one variable with coefficients in A. The natural algebra
embedding A →֒ A[t] makes A[t] an A-bimodule.
A well-known elementary calculation yields the following.
Lemma 1.2.1. The following properties of a k-linear map θ : A→ A are equivalent:
• the map θ is a derivation of the algebra A;
• the map A→ t ·A[t], a 7→ t · θ(a) is a derivation of the algebra A with coefficients in t · A[t];
• the map a 7→ a+ t · θ(a) gives an algebra homomorphism A→ A[t]/t2 ·A[t].
All the above holds true, of course, no matter whether the algebra A is commutative or not.
Yet, the element t, the formal parameter, is by definition a central element of the algebra A[t].
In noncommutative geometry, the assumption that the formal parameter t be central is not quite
natural, however. Put another way, while the tensor product is a coproduct in the category of
commutative associative algebras, the free product is a coproduct in the category of not necessarily
commutative associative algebras.
We see that, in noncommutative geometry, the algebra At = A ∗ k[t], freely generated by A and
an indeterminate t, should play the role of the polynomial algebra A[t]. We are going to argue that,
once the polynomial algebra A[t] is replaced by the algebra At, it becomes more natural to replace
derivations A → A by double derivations, i.e., by derivations A → A⊗A where A⊗A is viewed as
an A-bimodule with respect to the outer bimodule structure. To see this, write A+t = At · t · At, a
two-sided ideal generated by the element t. Then, there are natural A-bimodule isomorphisms
At/A
+
t
∼→ A, and At/(A
+
t )
2 ∼→ A⊕ (A⊗A), a+ a′ t a′′ 7−→ a⊕ (a′⊗a′′). (1.2.2)
Given a k-linear map Θ : A → A⊗A we will use symbolic Sweedler notation to write this map
as a 7→ Θ′(a)⊗Θ′′(a), where we systematically suppress the summation symbol.
Now, a free product analogue of Lemma 1.2.1 reads as follows.
Lemma 1.2.3. The following properties of a k-linear map Θ : A→ A⊗A are equivalent:
• the map Θ is a double derivation;
• the map A → A+t , a 7→ Θ
′(a) tΘ′′(a), is a derivation of the algebra A with coefficients in the
A-bimodule A+t ;
• the map a 7→ a+Θ′(a) tΘ′′(a) gives an algebra homomorphism A→ At/(A
+
t )
2.
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1.3. Layout of the paper. In §3, we recall the definition of the DG algebra of noncommutative
differential forms [2, 3], following [6], and that of the Karoubi-de Rham complex [18]. We also
introduce an extended Karoubi-de Rham complex, that will play a crucial role later. In §2, we
develop the basics of noncommutative calculus involving the action of double derivations on the
extended Karoubi-de Rham complex, via Lie derivative and contraction operations.
In §4, we state three main results of the paper. The first two, Theorem 4.1.1 and Theorem 4.3.2,
provide a description, in terms of the Karoubi-de Rham complex, of the Hochschild homology of an
algebra A and of the periodic cyclic homology of A, respectively. The third result, Theorem 4.4.1,
gives a formula for the Gauss-Manin connection on periodic cyclic homology of a family of algebras,
[13], in a way that avoids complicated formulas and resembles equivariant cohomology. These
results are proved in §5, using properties of the Karoubi operator and the harmonic decomposition
of noncommutative differential forms introduced by Cuntz and Quillen, [6, 7].
In §6, we establish a connection between cyclic homology and equivariant cohomology via the
representation functor. More precisely, we give a homomorphism from our noncommutative equi-
variant de Rham complex (which extends the complex used to compute cyclic homology) to the
equivariant de Rham complex computing equivariant cohomology of the representation variety.
In §7, we introduce a new notion of free product deformation over a not necessarily commutative
base. We extend classic results of Gerstenhaber concerning deformations of an associative algebra
A to our new setting of free product deformations. To this end, we consider a double-graded
Hochschild complex
(
⊕p,k≥2 C
p(A,A⊗k), b
)
. We define a new associative product f, g 7→ f ∨ g on
that complex, and study Maurer-Cartan equations of the form b(β) + 12β ∨ β = 0.
1.4. Acknowledgements. We thank Yan Soibelman, Boris Tsygan, and Michel Van den Bergh for useful
comments. The first author was partially supported by the NSF grant DMS-0303465 and CRDF grant
RM1-2545-MO-03. The second author was partially supported by an NSF GRF.
2. Noncommutative calculus
2.1. The commutator quotient. Let B = ⊕k∈ZB
k be a Z-graded algebra and M = ⊕k∈ZM
k a
Z-graded B-bimodule. Given a homogeneous element u ∈ Bk or u ∈Mk, we put |u| := k. A linear
map f : B
q
→ M
q+n is said to be a degree n graded derivation if, for any homogeneous u, v ∈ B,
f(uv) = f(u) ·v+(−1)n|u|u ·f(v). Given a graded subalgebra R ⊂ B, we let DernR(B,M) denote the
vector space of degree n graded R-linear derivations. The direct sum Der
q
RB :=
⊕
n∈ZDer
n
R(B,B)
has a natural Lie super-algebra structure given by the super-commutator.
Let [B,B] be the k-linear span of the set {b1b2 − (−1)
pqb2b1, b1 ∈ B
p, b2 ∈ B
q, p, q ∈ Z}. We
put Bcyc := B/[B,B]. Any (ungraded) algebra may be regarded as a graded algebra concentrated
in degree zero. Thus, for an algebra B without grading, we have the subspace [B,B] ⊂ B spanned
by ordinary commutators and the corresponding commutator quotient space Bcyc = B/[B,B].
We write TBM = ⊕n≥0 T
n
BM for the tensor algebra of a B-bimoduleM . Thus, T
q
BM is a graded
associative algebra with T 0BM = B.
2.2. Noncommutative differential forms. Fix an algebra A and a subalgebra R ⊂ A. (After
this section, we will only take R to be either k or k[t], but other interesting examples include when
R = kI and A is a quotient of the path algebra of a quiver with vertex set I.) Let Ω1RA := Ker(m)
be the kernel of the multiplication map m : A ⊗R A → A, and write i∆ : Ω
1
RA →֒ A ⊗R A for
the tautological embedding. Thus, Ω1RA is a A-bimodule, called the bimodule of noncommutative
one-forms on the algebra A relative to the subalgebra R. One has a short exact sequence of
A-bimodules, see [6, §2],
0 −→ Ω1RA
i∆−→ A⊗RA
m
−→ A −→ 0. (2.2.1)
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The assignment a 7→ da := 1⊗a−a⊗1 gives a canonical derivation d : A→ Ω1RA. This derivation
is ‘universal’ in the sense that, for any A-bimodule M , there is a canonical bijection
DerR(A,M)
∼→ HomA-bimod(Ω
1
RA,M), θ 7→ iθ, (2.2.2)
where iθ : Ω
1
RA→M stands for a A-bimodule map defined by the formula iθ(u dv) := u · θ(v).
The map d extends uniquely to a degree 1 derivation of ΩRA := T
q
A(Ω
1
RA), the tensor algebra
of the A-bimodule Ω1RA. Thus, (Ω
q
RA, d) is a DG algebra called the algebra of noncommutative
differential forms on A relative to the subalgebra R (we will interchangeably use the notation
ΩRA or Ω
q
RA depending on whether we want to emphasize the grading or not). For each n ≥ 1,
there is a standard isomorphism of left A-modules, see [6], ΩnRA = A ⊗R T
n
R(A/R); usually, one
writes a0 da1 da2 . . . dan ∈ Ω
n
RA for the n-form corresponding to an element a0⊗(a1⊗ . . .⊗an) ∈
A ⊗R T
n
R(A/R) under this isomorphism. The de Rham differential d : Ω
q
RA → Ω
q+1
R A is given by
the formula d : a0 da1 da2 . . . dan 7→ da0 da1 da2 . . . dan.
Following Karoubi [18], we define the (relative) noncommutative de Rham complex of A as
DRRA := (ΩRA)cyc = ΩRA/[ΩRA,ΩRA],
the super-commutator quotient of the graded algebra Ω
q
RA. The space DRRA comes equipped with
a natural grading and with the de Rham differential d : DR
q
RA → DR
q+1
R A, induced from the one
on Ω
q
RA. In degrees 0 and 1, DR
0
RA = A/[A,A] and DR
1
RA = Ω
1
RA/[A, Ω
1
RA], respectively.
In the ‘absolute’ case R = k we will use unadorned notation ΩnA := ΩnkA, DRA := DRkA, etc.
The DG algebra (Ω
q
RA, d) can be characterized by a universal property saying that it is the
universal DG R-algebra generated by A (see [6, Corollary 2.2]). The universal property implies, in
particular, for any algebras A and B, a canonical isomorphism
Ω(A ∗B) ∼= ΩA ∗ ΩB. (2.2.3)
2.3. Lie derivative and contraction for noncommutative differential forms. In this section,
we introduce operations of Lie derivative and contraction on noncommutative differential forms.
Fix an algebra A and a subalgebra R ⊂ A. Any derivation θ ∈ DerRA gives rise, naturally, to a
pair of graded derivations of the graded algebra Ω
q
RA, a contraction operation iθ ∈ Der
q−1
A (Ω
q
RA)
and a Lie derivative operation Lθ ∈ Der
q
R(Ω
q
RA), respectively. To define these operations it is
convenient to use the following construction.
Let K be a graded Ω
q
RA-bimodule and f : Ω
1
RA → K an A-bimodule map. One shows, by
adapting the proof of [6, Proposition 2.6] to a graded setting, that the assignment a 7→ 0, da 7→
f(da) can be extended uniquely to an A-linear derivation T
q
A(Ω
1
RA) → K. Hence, one has the
following chain of canonical isomorphisms
Der
q
R(A,K)
∼→
(2.2.2)
Hom
q
A-bimod(Ω
1
RA, K)
∼→ Der
q−1
A (T
q
A(Ω
1
RA), K) = Der
q−1
A (ΩRA, K). (2.3.1)
Let θ ∈ Der
q
R(A,K) be a graded derivation. Applying to θ the composite isomorphism above
one obtains a graded derivation iθ ∈ Der
q−1
A (ΩRA, K), called contraction with θ.
To define contraction on differential forms, we put K = Ω
q
RA. For any θ ∈ DerRA, the image of
θ in Der
q−1
A (T
q
A(Ω
1
RA), K) above produces a graded derivation, which we also call iθ, on Ω
q
RA =
T
q
A(Ω
1
RA) (in fact, it is an A-derivation, not merely an R-derivation). For a one-form u dv, we have
iθ(u dv) = u · θ(v).
Next, one defines a Lie derivative map Lθ : Ω
q
RA→ Ω
q
RA by the Cartan formula Lθ := iθ d+d iθ.
Here, the expression on the right hand side is the super-commutator of iθ, a graded derivation of
degree −1, with d, a graded derivation of degree +1. It follows that Lθ is a degree 0 derivation of
the algebra Ω
q
RA. For a one-form u dv we have Lθ(u dv) = (θ(u)) dv + u d(θ(v)).
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Each of the maps Lθ and iθ descends to a well-defined operation on the de Rham complex
DR
q
RA = (ΩRA
q
)cyc.
2.4. Lie derivative and contraction for double derivations. Write DerRA := DerR(A,A⊗A)
for the vector space of R-derivations A→ A⊗A, which we refer to as “double derivations.” When
R = k we write DerA. Double derivations do not give rise to natural operations on the DG algebra
Ω
q
RA itself. Instead, for any double derivation Θ : A→ A⊗A, we will define associated contraction
and Lie derivative operations, which are double derivations ΩRA→ ΩRA⊗ΩRA.
To do so, we apply the general construction based on (2.3.1) in the special case where K =
Ω
q
RA⊗Ω
q
RA, an Ω
q
RA-bimodule with respect to the outer action. For Θ ∈ DerRA, we consider
the composition A → A⊗A = Ω0RA⊗Ω
0
RA →֒ Ω
q
RA⊗Ω
q
RA = K. This is a degree zero derivation
A → K so, using (2.3.1), we obtain a contraction map ΩRA → ΩRA⊗ΩRA. This map, to be
denoted iΘ, is an A-linear graded derivation of degree (−1).
In the special case n = 1, the contraction iΘ reduces to the map iΘ : Ω
1
RA → A⊗A, α 7→
(i′Θα)⊗(i
′′
Θα), that corresponds to the derivation Θ ∈ DerRA via the canonical bijection (2.2.2).
More generally, for n ≥ 1, separating individual homogeneous components, the contraction gives
maps
iΘ : Ω
n
RA 7−→
⊕
1≤k≤n Ω
k−1
R A⊗Ω
n−k
R A.
Explicitly, for any α1, . . . , αn ∈ Ω
1
RA, one finds
iΘ(α1α2 . . . αn) =
∑
1≤k≤n
(−1)k−1 ·α1 . . . αk−1 (i
′
Θαk)⊗(i
′′
Θαk)αk+1 . . . αn. (2.4.1)
Next, we define the Lie derivative. To this end, one first extends the de Rham differential on ΩRA
to a degree one map d : Ω
q
RA⊗Ω
q
RA→ Ω
q
RA⊗Ω
q
RA defined, for any α ∈ Ω
p
RA and β ∈ Ω
q
RA, by the
formula d(α⊗β) := (dα)⊗β + (−1)pα⊗(dβ). Now, given Θ ∈ DerRA, we use Cartan’s formula as a
definition and put LΘ := iΘ d+d iΘ. This gives a graded double derivation LΘ : ΩRA→ ΩRA⊗ΩRA
of degree 0.
3. Extended Karoubi-de Rham complex
3.1. Cyclic quotients for free products. Given a graded algebra B =
⊕
q B
q, we equip Bt =
B ∗ k[t], a free product algebra, with a bigrading Bt =
⊕
p,q B
p,q
t such that the homogeneous
component Bq, of the subalgebra B ⊂ Bt is assigned bidegree (0, q) and the variable t is assigned
bidegree (2, 0). Thus, the p-grading counts twice the number of occurrences of the variable t.
The bigrading on Bt descends to a bigrading (Bt)cyc =
⊕
p,q (Bt)
p,q
cyc on the super-commutator
quotient. In particular, (Bt)
0, q
cyc = B
q
cyc. Further, it is clear that the assignment u1 t u2 7→
(−1)|u1|·|u2|u2 u1 yields an isomorphism (Bt)
2, q
cyc
∼= B. More generally, for any n ≥ 1, the space
(Bt)
2n, q
cyc is spanned by cyclic words u1 t u2 t . . . t un t, where cyclic means that, for instance, one has
u1 t u2 t u3 t = (−1)
|u1|(|u2|+|u3|)t u3 t u1 t u2 (modulo commutators).
Given a graded vector space V , we let the group Z/nZ act on V ⊗n = T nk V by cyclic permutations
tensored by the sign character and write
V ⊗ncyc := V
⊗n/(Z/nZ).
Thus, the assignments u1 t u2 t . . . t un 7→ u1⊗u2⊗ . . .⊗un and u1 t u2 t . . . t un t 7→ u1⊗u2⊗ . . .⊗un
yield natural vector space isomorphisms
B2n−2,
q
t
∼→ (B
q
)⊗n and (Bt)
2n, q
cyc
∼= (B
q
)⊗ncyc, ∀n = 1, 2, . . . . (3.1.1)
Any graded derivation θ : B → B has a natural extension to a graded derivation θt : Bt → Bt
that restricts to θ on the subalgebra B ⊂ Bt and sends t to 0. Further, any double derivation
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Θ : B → B⊗B gives rise to a unique derivation Θt : Bt → Bt such that Θt(b) = Θ
′(b) tΘ′′(b), for
any b ∈ B, and Θt(t) = 0.
Now fix an ungraded algebra B. We view it as a graded algebra concentrated in degree zero.
Then, the second grading on Bt becomes trivial, so the bigrading effectively reduces to a grading
Bt =
⊕
pB
2p
t , by even integers. Then, we immediately deduce the following.
Lemma 3.1.2. Derp
k[t](Bt, Bt) = 0 for any p < 0. The assignments θ 7→ θt and Θ 7→ Θt, yield
isomorphisms Der(B,B) ∼→ Der0k[t](Bt, Bt) and Der(B,B)
∼→ Der2k[t](Bt, Bt), respectively.
3.2. The extended de Rham complex. We are going to introduce an enlargement of the non-
commutative de Rham complex ΩA. This enlargement is a DG algebra that has three equivalent
definitions according to the following lemma.
Lemma 3.2.1. There are natural algebra isomorphisms
Ωk[t](At) ∼= (ΩA) ∗ k[t] ∼= TA(A
⊗2 ⊕ Ω1A). (3.2.2)
The differential on TA(A
⊗2⊕Ω1A) obtained by transporting the de Rham differential on Ωk[t](At)
via the isomorphisms in (3.2.2) is the derivation induced by the composite i∆ ◦d : A → Ω
1A →֒
A⊗A (using (2.2.1)).
Proof. The algebra ΩR(A∗R) is the quotient of the algebra Ω(A∗R) by the two-sided ideal generated
by the space dR ⊂ Ω1R ⊂ Ω1(A ∗R). Since Ω(A ∗R) ∼= (ΩA) ∗ (ΩR), by (2.2.3), we deduce a DG
algebra isomorphism
ΩR(A ∗R) ∼= (ΩA) ∗R. (3.2.3)
Applying this in the special case R = k[t] yields the first isomorphism in (3.2.2).
To prove the second isomorphism in (3.2.2), fix an A-bimodule M . View A⊗2 ⊕M as an A-
bimodule. The assignment (a′⊗a′′)⊕m 7→ a′ta′′+m clearly gives an A-bimodule map A⊗2⊕M →
(TAM)t. This map can be extended, by the universal property of the tensor algebra, to an algebra
morphism TA(A
⊗2⊕M)→ (TAM)t. To show that this morphism is an isomorphism, we explicitly
construct an inverse map as follows.
We start with a natural algebra embedding f : TAM →֒ TA(A
⊗2 ⊕ M), induced by the A-
bimodule embedding M = 0⊕M →֒ A⊗2 ⊕M . Then, by the universal property of free products,
we can (uniquely) extend the map f to an algebra homomorphism (TAM)t = (TAM) ∗ k[t] →
TA(A
⊗2 ⊕M) by sending t 7→ 1A⊗1A ∈ A
⊗2 ⊂ T 1A(A
⊗2 ⊕M). It is straightforward to check that
the resulting homomorphism is indeed an inverse of the homomorphism constructed earlier.
Applying the above in the special case M = Ω1A yields the second isomorphism of the lemma.
The statement of the lemma concerning differentials is left to the reader. 
It is convenient to introduce a special notation ΩtA := Ωk[t](At). This algebra comes equipped
with a natural bi-grading ΩtA = ⊕p,q≥0Ω
2p,q
t A, where the even p-grading is induced from the one
on At, and the q-component corresponds to the grading induced by the natural one on Ω
q
A. It
is easy to see that the p-grading corresponds, under the isomorphism (3.2.2) to the grading on
(ΩA) ∗ k[t] that counts twice the number of occurrences of the variable t.
The extended de Rham complex of A is defined as a super-commutator quotient
DRtA := DRk[t](At) = (Ωk[t](At))cyc ∼= ((ΩA)t)cyc.
The bigrading on ΩtA clearly descends to a bigrading on the extended de Rham complex of A. The
de Rham differential has bidegree (0, 1):
DRtA = ⊕p,qDR
2p,q
t A, d : DR
2p,q
t A→ DR
2p,q+1
t A.
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Next, we use the identification (3.1.1) for B := ΩA, and equip (Ω
q
A)⊗p with the tensor product
grading that counts the total degree of differential forms involved, e.g., given αi ∈ Ω
kiA, i =
1, . . . , p, for α := α1⊗ . . .⊗αp ∈ (ΩA)
⊗p
cyc, we put degα := k1 + . . . + kp. Then, we get
DR2p,qt A =
{
DRqA if p = 0;
degree q component of (Ω
q
A)⊗pcyc if p ≥ 1.
(3.2.4)
3.3. Operations on the extended de Rham complex. Let θ ∈ DerA. The Lie derivative Lθ is
a derivation of the algebra Ω
q
A. Hence, there is an associated derivation (Lθ)t : (ΩA)t → (ΩA)t;
see Lemma 3.1.2(ii). On the other hand, we may first extend θ to a derivation θt : At → At, and
then consider the Lie derivative Lθt , a derivation of the algebra Ωk[t](At) = ΩtA, of bidegree (0, 0).
Very similarly, we also have graded derivations, (iθ)t and iθt , of bidegree (0,−1).
It is immediate to see that the two procedures above agree with each other in the sense that,
under the identification Ωk[t](At) ∼= (ΩA)t provided by (3.2.2),
Lθt = (Lθ)t, and iθt = (iθ)t. (3.3.1)
Next, we consider operations induced by double derivations.
Proposition 3.3.2. Any double derivation Θ ∈ DerA gives a canonical Lie derivative operation,
a graded derivation LΘ ∈ Derk[t](ΩtA) of bidegree (2, 0), and a contraction operation, a graded
derivation iΘ ∈ Derk[t](ΩtA) of bidegree (2,−1).
Proof. Given Θ ∈ DerA, we first extend it to a free product derivation Θt : At → At, as in §3.1.
Hence, there are associated Lie derivative LΘt , and contraction iΘt , operations on the complex
Ωk[t](At), of relative differential forms on the algebra At. Thus, we may use (3.1.1) to interpret LΘt
and iΘt as operations on ΩtA, to be denoted by LΘ and iΘ, respectively. 
Remark 3.3.3. One can use the above defined actions of double derivations on ΩtA to obtain an
alternative construction of the operations introduced in §2.4. Specifically, we observe that the
operations LΘt and iΘt may be viewed, thanks to the first isomorphism in (3.2.2), as derivations
of the algebra (ΩA)t of degree 2 with respect to the p-grading, that counts (twice) the number
of occurrences of t. Hence, applying Lemma 3.1.2, we conclude that there exists a unique double
derivation LΘ : ΩA → ΩA⊗ΩA such that, for the corresponding map (ΩA)t → (ΩA)t, we have
LΘt = (LΘ)t. A similar argument yields a double derivation iΘ : ΩA → ΩA⊗ΩA such that
iΘt = (iΘ)t. It is easy to check that the derivations LΘ and iΘ thus defined are the same as those
introduced in §2.4 in a different way. ♦
Both the Lie derivative and contraction operations on ΩtA descend to the commutator quotient.
This way, we obtain the Lie derivative LΘ and the contraction iΘ on DRtA, the extended de Rham
complex. Explicitly, using isomorphisms (3.2.4), we can write the Lie derivative LΘ and contraction
iΘ operations as chains of maps of the form
DRA −→ ΩA −→ (ΩA)⊗2cyc −→ (ΩA)
⊗3
cyc −→ . . . . (3.3.4)
There are some standard identities involving the Lie derivative and contraction operations on
ΩA associated with ordinary derivations. Similarly, the Lie derivative and contraction operations
on ΩtA resulting from Proposition 3.3.2 satisfy the following identities:
LΘ = d ◦ iΘ+ iΘ ◦d, iΘ ◦ iΦ+ iΦ ◦ iΘ = 0, iξ ◦ iΘ+ iΘ ◦ iξ = 0, ∀Θ,Φ ∈ DerA, ξ ∈ DerA. (3.3.5)
It follows, in particular, that the Lie derivative LΘ commutes with the de Rham differential d.
To prove (3.3.5), one first verifies these identities on the generators of the algebra ΩtA = (ΩA)t,
that is, on differential forms of degrees 0 and 1, which is a simple computation. The general case
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then follows by observing that any commutation relation between (graded)-derivations that holds
on generators of the algebra holds true for all elements of the algebra.
It is immediate that the induced operations on DRtA also satisfy (3.3.5).
3.4. Reduced Lie derivative and contraction. The second component (the q-component) of
the bigrading on DRtA induces a grading on each of the spaces (ΩA)
⊗k
cyc, k = 1, 2, . . ., appearing
in (3.3.4). Each of the maps in (3.3.4) corresponding to the Lie derivative induced by a double
derivation Θ ∈ DerA preserves the q-grading. In the case of contraction with Θ, all maps in the
corresponding chain (3.3.4) decrease the q-grading by one.
The leftmost map in (3.3.4), to be denoted ıΘ in the contraction case and LΘ in the Lie derivative
case, will be especially important for us. These maps, which we will call the reduced contraction
and reduced Lie derivative, respectively, have the form
ıΘ : DR
q
A −→ Ω
q−1A, and LΘ : DR
q
A −→ Ω
q
A. (3.4.1)
Explicitly, we see from (2.4.1) that the operation ıΘ, for instance, is given, for any α1, α2, . . . , αn ∈
Ω1A, by the following formula:
ıΘ(α1α2 . . . αn) =
n∑
k=1
(−1)(k−1)(n−1) ·(i′′Θαk)·αk+1 . . . αn α1 . . . αk−1 ·(i
′
Θαk). (3.4.2)
An ad hoc definition of the maps in (3.4.1) via explicit formulas like (3.4.2) was first given in [5].
Proving the commutation relations (3.3.5) using explicit formulas is, however, very painful; this
was carried out in [5] by rather long brute-force computations. Our present approach based on the
free product construction yields the commutation relations for free.
3.5. The derivation ∆. There is a distinguished double derivation
∆ : A→ A⊗A, a 7→ 1⊗a− a⊗1.
The corresponding contraction map i∆ : Ω
1A → A ⊗ A is the tautological embedding (2.2.1).
Furthermore, the derivation ∆t : At → At associated with ∆, cf §3.1, equals ad t : u 7→ t · u− u · t.
Hence, the Lie derivative map L∆ : ΩtA→ ΩtA reads ω 7→ ad t(ω) := t · ω − ω · t.
Lemma 3.5.1. (i) For any a0, a1, . . . , an ∈ A,
ı∆(a0 da1 . . . dan) =
∑
1≤k≤n
(−1)(k−1)(n−1)+1 ·[ak, dak+1 . . . dan a0 da1 . . . dak−1].
(ii) In Ω
q
A, we have ı∆ ◦d+ d ◦ ı∆ = 0 and d
2 = (ı∆)
2 = 0; similar equations also hold in DR
q
tA,
with i∆ in place of ı∆.
Proof. Part (i) is verified by a straightforward computation based on formula (2.4.1). We claim
next that, in ΩtA, we have L∆ = ad t. Indeed, it suffices to check this equality on the generators
of the algebra ΩtA. It is clear that L∆(t) = 0 = ad t(t), and it is easy to see that both derivations
agree on zero-forms and on one-forms. This proves the claim.
The equation ı∆ ◦d+ d ◦ ı∆ = 0, of part (ii) of the lemma, now follows by the Cartan formula on
the left of (3.3.5), since the equation L∆ = ad t clearly implies that the map L∆ : DRtA→ DRtA,
as well as the map L∆, vanishes. Finally, the formula of part (i) shows that the image of the
map ı∆ is contained in [A,ΩA]. Hence, we deduce (ı∆)
2(ΩA) ⊂ ı∆([A,ΩA]) = 0, since the map ı∆
vanishes on commutators. 
Let Aτ := A ∗ k[τ ] be the graded algebra such that A is placed in degree zero and τ is an odd
variable placed in degree 1. Let ddτ be the degree −1 derivation of the algebra Aτ that annihilates
A and satisfies ddτ (τ) = 1. Similarly, let τ
2 d
dτ be the degree +1 graded derivation of the algebra
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Aτ that annihilates A and satisfies τ
2 d
dτ (τ) = τ
2. For any homogeneous element x ∈ Aτ , put
ad τ(x) := τx− (−1)|x|τ ; in particular, one finds that ad τ(τ) = 2τ2.
It is easy to check that each of the derivations ddτ , τ
2 d
dτ , and ad τ − τ
2 d
dτ squares to zero.
Claim 3.5.2. (i) The following assignment gives a graded algebra embedding:
j : ΩtA →֒ A ∗ k[τ ], t 7→ τ
2, a0 da1 . . . dan 7→ a0 ·[τ, a1]·. . .·[τ, an],
Moreover, the above map intertwines the contraction operation i∆ with the differential τ
2 d
dτ , and
the Karoubi-de Rham differential d with the differential ad τ − τ2 ddτ .
(ii) The image of the map j is annihilated by the derivation ddτ .
(iii) The complex
(
(Aτ )cyc,
d
dτ
)
computes cyclic homology of the algebra A. 
We will neither use nor prove this result; cf. [6, Proposition 1.4] and [21, §4.1 and Lemma 4.2.1].
4. Applications to Hochschild and cyclic homology
4.1. Hochschild homology. Given an algebra A and an A-bimodule M , we let Hk(A,M) denote
the k-th Hochschild homology group of A with coefficients in M . Also, write [A,M ] ⊂ M for the
k-linear span of the set {am−ma | a ∈ A,m ∈M}. Thus, H0(A,M) =M/[A,M ].
We extend some ideas of Cuntz and Quillen [7] to obtain our first important result.
Theorem 4.1.1. For any unital k-algebra A, there is a natural graded space isomorphism
H q(A,A) ∼= Ker[ı∆ : DR
q
A→ Ω
q−1A].
To put Theorem 4.1.1 in context, recall that Cuntz and Quillen used noncommutative differential
forms to compute Hochschild homology. Specifically, following [6] and [7], consider a complex
. . .
b
−→ Ω2A
b
−→ Ω1A
b
−→ Ω0A −→ 0. Here, b is the Hochschild differential given by the formula
b : α da 7−→ (−1)n ·[α, a], ∀a ∈ A/k, α ∈ ΩnA, n > 0. (4.1.2)
It was shown in [7] that the complex (Ω
q
A, b) can be identified with the standard Hochschild
chain complex. It follows that H q(ΩA, b) = H q(A,A) are the Hochschild homology groups of A.
Theorem 4.1.1 will follow directly from Proposition 5.1.1 below (see the discussion after this
proposition). Proposition 5.1.1 itself will be proved in §5.2.
Remark 4.1.3. A somewhat more geometric interpretation of Theorem 4.1.1, from the point of view
of representation functors, is provided by the map (6.2.6): see Theorem 6.2.5 of §6 below.
4.2. An application. The algebra A is said to be connected if the following sequence is exact:
0 −→ k −→ DR0A
d
−→ DR1A. (4.2.1)
Proposition 4.2.2. Let A be a connected algebra such that H2(A,A) = 0. Then,
• H1(A,A) = (DR
1A)closed and (DR
2A)exact = (DR
2A)closed.
• There is a natural vector space isomorphism (DR2A)closed
∼→ [A,A].
Proof. We will freely use the notation of [5, §4.1]. According to [5, Proposition 4.1.4], for any
connected algebra A, there is a map µ˜nc, a lift of the noncommutative moment map, that fits into
the following commutative diagram:
DR1A
d //
ı∆

(DR2A)closed
µ˜nc
uu
ı∆

[A,A]
d // [A,Ω1A].
(4.2.3)
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Since H2(A,A) = 0, we deduce from the short exact sequence of Theorem 4.1.1 for n = 2 that
the right vertical map ı∆ in diagram (4.2.3) is injective. It follows, by commutativity of the lower
right triangle in (4.2.3), that the map µ˜nc must be injective. Thus, from Theorem 4.1.1 for n = 1,
we deduce H1(A,A) = ker(ı∆ : DR
1A→ [A,A]) = (DR1A)closed.
Next, the left vertical map ı∆ in the diagram is given by the formula a db 7→ [a, b]. Hence, this
map is surjective. Since the map µ˜nc is injective, it follows from the commutativity of the upper
left triangle in (4.2.3) that µ˜nc, as well as the map d in the top row of diagram (4.2.3), must be
surjective. We conclude that the map µ˜nc yields an isomorphism (DR
2A)closed
∼→ [A,A] and also
that (DR2A)exact = (DR
2A)closed. 
Proposition 4.2.2 can be easily extended to a relative setting where the algebra A contains a
subalgebra of the form R = kr, for some r ≥ 1. Then, the correct relative counterpart of the
commutator space [A,A] turns out to be the subspace [A,A]R ⊂ [A,A], formed by the elements
which commute with R. The corresponding formalism has been worked out in [5]. The relative
version of Proposition 4.2.2 reads as follows.
Corollary 4.2.4. Let R = kr. Let A be an algebra containing R and such that the sequence
0→ R→ A→ DR1RA is exact and H2(A,A) = 0. Then, there is a natural vector space isomorphism
(DR2RA)closed
∼→ [A,A]R. 
An important example where the above corollary applies is the case where A is the path algebra
of a quiver with r vertices.
Remark 4.2.5. The isomorphism of Proposition 4.2.2 and Corollary 4.2.4 plays a role in the theory
of Calabi-Yau algebras; see [14, Claim 3.9.11].
4.3. Cyclic homology. We recall some standard definitions, following [22, Chapter 2 and p. 162].
For any graded vector space M = ⊕i≥0M
i, we introduce a Z-graded k[t, t−1]-module
M⊗ˆk[t, t−1] :=
⊕
n∈Z
(∏
i∈Z
tiMn−2i
)
, (4.3.1)
where the grading is such that the space M ⊂M⊗ˆk[t, t−1] has the natural grading, and |t| := 2.
Below, we will use a complex of reduced differential forms, defined by setting Ω0 := Ω0A/k = A/k
and Ωk := ΩkA for all k > 0. Let Ω• :=
⊕
k≥0 Ω
k . The Hochschild differential induces a k[t, t−1]-
linear differential b : Ω⊗ˆk[t, t−1]→ Ω⊗ˆk[t, t−1] of degree −1.
We also have the Connes differential B : Ω• → Ω
q+1 [2]. Following Loday and Quillen [23], we
extend it to a k[t, t−1]-linear differential on Ω⊗ˆk[t, t−1] of degree +1. It is known that B2 = b2 = 0
and B ◦b+b ◦B = 0. Thus, the map B+t·b : Ω⊗ˆk[t, t−1]→ Ω⊗ˆk[t, t−1] gives a degree +1 differential
on Ω⊗ˆk[t, t−1].
Write HP− q(A), where, ‘− q’ denotes inverting the degrees, for the reduced periodic cyclic ho-
mology of A as defined in [23] or [22, §5.1], using a complex with differential of degree −1.
According to [7], the groups HP− q(A) turn out to be isomorphic to homology groups of the
complex (Ω⊗ˆk[t, t−1],B + t · b), with differential of degree +1 (which is why we must invert
the degrees). It is known that the action of multiplication by t yields periodicity isomorphisms
HP q(A) ∼= HP q+2(A). Thus, up to isomorphism, there are only two groups, HPeven(A) := HP0(A),
and HPodd(A) := HP1(A).
Next, we compose the map ı∆ : DR
q
A → Ω
q−1A with the natural projection Ω
q
A ։ DR
q
A to
obtain a map Ω
q
A→ Ω
q−1A. The latter map descends to a map Ω
•
→ Ω•−1 . Furthermore, we may
extend this last map, as well as the de Rham differential d : Ω
•
→ Ω
q+1 , to k[t, t−1]-linear maps
Ω⊗ˆk[t, t−1]→ Ω⊗ˆk[t, t−1], of degrees −1 and +1, respectively.
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The resulting maps d and ı∆ satisfy d
2 = (ı∆)
2 = 0 and d ◦ ı∆ + ı∆ ◦d = 0, by Lemma 3.5.1(ii).
Thus, the map d + t · ı∆ gives a degree +1 differential on Ω⊗ˆk[t, t
−1]. This differential may be
thought of as some sort of equivariant differential for the ‘vector field’ ∆.
The following theorem, to be proved in §5.4 below, is one of the main results of the paper. It
shows the importance of the reduced contraction map ı∆ for cyclic homology.
Theorem 4.3.2. The homology of the complex (Ω⊗ˆk[t, t−1], d+ t · ı∆) is isomorphic to HP− q(A),
the reduced periodic cyclic homology of A (with inverted degrees).
Remark 4.3.3 (Hodge filtration). In [19, §1.17], Kontsevich considers a ‘Hodge filtration’ on periodic
cyclic homology. In terms of Theorem 4.3.2, the Hodge filtration F
q
Hodge
may be defined as follows:
• Fn
Hodge
HPeven consists of those classes representable by sums
∑
i≥n t
−iγ2i, γ2i ∈ Ω
2i
;
• F
n+ 1
2
HodgeHPodd consists of those classes representable by sums
∑
i≥n t
−iγ2i+1, γ2i+1 ∈ Ω
2i+1
.
4.4. Gauss-Manin connection. It is well-known that, given a smooth family p : X → S of
complex schemes over a smooth base S, there is a canonical flat connection on the relative algebraic
de Rham cohomology groups H
q
DR(X /S), called the Gauss-Manin connection. More algebraically,
let A be a commutative k-algebra which is smooth over a regular subalgebra B ⊂ A. In such a case,
the relative algebraic de Rham cohomology may be identified with HPBq (A), the relative periodic
cyclic homology; see, e.g., [12]. The Gauss-Manin connection therefore provides a flat connection
on the relative periodic cyclic homology.
In [13], Getzler extended the definition of the Gauss-Manin connection to a noncommutative
setting. Specifically, let A be a (not necessarily commutative) associative algebra equipped with
a central algebra embedding B = k[x1, . . . , xn] →֒ A. Assuming that A is free as a B-module,
Getzler has defined a flat connection on HPBq (A). Unfortunately, Getzler’s definition of the con-
nection involves quite complicated calculations in the Hochschild complex that make it difficult to
relate his definition with the classical geometric construction of the Gauss-Manin connection on de
Rham cohomology. Alternative approaches to the definition of Getzler’s connection, also based on
homological algebra, were suggested more recently by Kaledin [17] and by Tsygan [29].
Below, we propose a new, geometrically more transparent (we believe) approach for the Gauss-
Manin connection using the construction of cyclic homology from the previous subsection. Unlike
earlier constructions, our formula for the connection on periodic cyclic homology is identical, es-
sentially, to the classic formula for the Gauss-Manin connection in de Rham cohomology, though
the objects involved have different meanings.
Our version of Getzler’s result reads as follows.
Theorem 4.4.1. Let B be a commutative algebra. Let A be an associative algebra equipped with a
central algebra embedding B →֒ A such that the quotient A/B is a free B-module.
Then, there is a canonical flat connection ∇GM on HP
B
q (A).
Notation 4.4.2. (i) Given an algebra R and a subset J ⊂ R, let (J) denote the two-sided ideal in
R generated by the set J .
(ii) For a commutative algebra B, we set Ω
q
commB := Λ
q
B(Ω
1
commB), the super-commutative DG
algebra of differential forms, generated by the B-module Ω1commB of Ka¨hler differentials.
Construction of the Gauss-Manin connection. Given a central algebra embedding B →֒ A, we may
realize the relative periodic cyclic homology of A over B as follows. First, we define the following
quotient DG algebras of (Ω
q
A, d):
ΩBA := Ω
q
A/([Ω
q
A,Ω
q
B]), Ω(A;B) := ΩBA/(dB).
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Thus, we have a super-central DG algebra embedding Ω
q
commB →֒ Ω
BA induced by the natural
embedding Ω
q
B →֒ Ω
q
A. We introduce the descending filtration F
q
(ΩBA) by powers of the ideal
(dB). For the corresponding associated graded algebra, there is a natural surjection
Ω
q
(A;B)⊗BΩ
i
commB ։ gr
i
F Ω
BA, α⊗β 7→ αβ, ∀α ∈ ΩBA, β ∈ ΩicommB. (4.4.3)
Below, we will also make use of the objects Ω
B
A and Ω(A;B), obtained by killing k ⊂ A = Ω0A.
Thus, Ω(A;B)⊗ˆk[t, t−1] and Ω
B
A⊗ˆk[t, t−1] are modules over k[t, t−1]. There is a natural descending
filtration F
q
on Ω
B
A⊗ˆk[t, t−1] induced by F
q
(ΩBA) and such that k[t, t−1] is placed in filtration
degree zero. This filtration is obviously stable under the differential d. It is also stable under the
differential t · ı∆ since the commutators that appear in t · ı∆(ω) (see Lemma 3.5.1(i)) vanish, by
definition of ΩBA. Therefore, the map (4.4.3) induces a morphism of double complexes, equipped
with the differentials d⊗BId and t · ı∆⊗BId,
Ω
q
(A;B)⊗ˆk[t, t−1] ⊗B Ω
i
commB ։ gr
i
F Ω
B
A⊗ˆk[t, t−1]. (4.4.4)
We will show in §5.6 below that the assumptions of Theorem 4.4.1 ensure that the map (4.4.3)
is an isomorphism.
Assume this for the moment and consider the standard spectral sequence associated with the
filtration F
q
(Ω
B
A⊗ˆk[t, t−1]). The first page of this sequence consists of terms grF (Ω
B
A⊗ˆk[t, t−1]).
Under the above assumption, the LHS of (4.4.4), summed over all i, composes the first page of the
spectral sequence of
(
F
q
(Ω
B
A⊗ˆk[t, t−1]), d + t · ı∆
)
. Then, for the second page of the spectral
sequence we get
E2 = H
q
(
Ω(A;B)⊗ˆk[t, t−1], d+ t · ı∆
)
⊗B Ω
q
commB.
We now describe the differential ∇ on the second page. Let
∇GM : H
q
(Ω(A;B)⊗ˆk[t, t−1]) −→ H
q
(
Ω(A;B)⊗ˆk[t, t−1]
)
⊗B Ω
1
commB (4.4.5)
be the restriction of ∇ to degree zero. Then we immediately see that
∇(α⊗β) = ∇GM (α)∧β+(−1)
|α|α⊗(d
DR
β), ∇GM(bα) = b∇GM (α)+(−1)
|α|α⊗(d
DR
b), ∀b ∈ B,
where now d
DR
is the usual de Rham differential. From these equations, we deduce that the map
∇GM , from (4.4.5), gives a flat connection on H
i
(
Ω(A;B)⊗ˆk[t, t−1]
)
for all i.
Explicitly, we may describe the connection ∇GM as follows. Suppose that α¯ ∈ Ω(A;B) has the
property that (d+ t · ı∆)(α¯) = 0. Let α ∈ Ω
B
A be any lift, and consider (d+ t · ı∆)(α). This must
lie in (dB), and its image in Ω(A;B)⊗BΩ
1
commB is the desired element. ♦
Remark 4.4.6. In [13], Getzler takes B = k[[x1, . . . , xn]], and takes A to be a formal deformation
over B of an associative algebra A0. Although such a setting is not formally covered by Theorem
4.4.1, our construction of the Gauss-Manin connection still applies.
To explain this, write m ⊂ B = k[[x1, . . . , xn]] for the augmentation ideal of the formal power
series without constant term. Let A0 be a k-vector space with a fixed nonzero element 1A, and let
A = A0[[x1, . . . , xn]] be the B-module of formal power series with coefficients in A0. We equip B
and A with the m-adic topology, and view B as a B-submodule in A via the embedding b 7→ b · 1A.
Corollary 4.4.7. Let ⋆ : A × A → A be a B-bilinear, continuous associative (not necessarily com-
mutative) product that makes 1A the unit element. Then, the conclusion of Theorem 4.4.1 holds
for HPBq (A).
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5. Proofs
5.1. The Karoubi operator. Throughout this section, we fix an algebra A and abbreviate Ωn :=
ΩnA and Ω := ⊕nΩ
n.
Given an A-bimodule M , put M♮ := M/[A,M ] = H0(A,M). In particular, an algebra ho-
momorphism A → B makes B an A-bimodule. In such a case, one has a canonical projection
B♮ = B/[A,B] ։ Bcyc = B/[B,B]. This applies for B = Ω
q
. So, we get a natural projection
Ω
q
♮ → DR
q
A, which is not an isomorphism, in general.
Following Cuntz and Quillen [7], we consider a diagram
Ω0
d //
Ω1
d //
b
oo Ω2
d //
b
oo . . . .
b
oo
Here, the de Rham differential d and the Hochschild differential b, defined in (4.1.2), are related
via an important Karoubi operator κ : Ω
q
→ Ω
q
[18]. The latter is defined by the formula κ :
α da 7→ (−1)deg α daα if degα > 0, and κ(α) = α if α ∈ Ω0. By [18],[6], one has
b ◦d+ d ◦b = Id− κ.
It follows that κ commutes with both d and b. Furthermore, it is easy to verify (see [6] and the
proof of Lemma 5.2.1 below) that the Karoubi operator descends to a well-defined map κ : Ωn♮ → Ω
n
♮ ,
which is essentially a cyclic permutation; specifically, in Ωn♮ , we have
κ(α1 α2 . . . αn−1 αn ) = (−1)
n−1αn α1 α2 . . . αn−1, ∀α1, . . . , αn ∈ Ω
1.
Let (−)κ denote taking κ-invariants. In particular, write (Ω
q
)κ♮ := [(Ω
q
)♮]
κ ⊂ (Ω
q
)♮.
Proposition 5.1.1. For any n ≥ 1, we have an equality
ı∆ = (1 + κ+ κ
2 + . . .+ κn−1) ◦b as maps Ωn → Ωn−1.
Furthermore, the map ı∆ fits into a canonical short exact sequence
0 −→ Hn(ΩA, b) −→ DRnA
ı∆−→ [A,Ωn−1A]κ −→ 0.
We recall that the cohomology group Hn(ΩA, b) that occurs in the above displayed short exact
sequence is isomorphic, as has been mentioned in §4.1, to the Hochschild homology Hn(A,A). Thus,
Theorem 4.1.1 is an immediate consequence of the short exact sequence of the proposition.
Special case: H1(A,A). For one-forms, the formula of Proposition 5.1.1 gives ı∆ = b. Thus,
using the identification H1(A,A) = H
1(Ω
q
, b), the short exact sequence of Proposition 5.1.1 reads
0 −→ H1(A,A) −→ DR
1A
b=ı∆
−−−−−→ [A,A] −→ 0. (5.1.2)
The short exact sequence (5.1.2) may be obtained in an alternate way as follows. We apply the
right exact functor (−)♮ to (2.2.1). The corresponding long exact sequence of Tor-groups reads
. . .→ H1(A,A ⊗A)→ H1(A,A)→ (Ω
1)♮ → (A⊗A)♮
c
→ A♮ → 0.
Now, by the definition of Tor, Hk(A,A⊗A) = 0 for all k > 0. Also, we have natural identifications
(Ω1)♮ = DR
1A and (A⊗A)♮ ∼= A. This way, the map c on the right of the displayed formula above
may be identified with the natural projection A ։ A/[A,A]. Thus, Ker(c) = [A,A], and the long
exact sequence above reduces to the short exact sequence (5.1.2).
It is immediate from definitions that the map b = ı∆ in (5.1.2) is given by Quillen’s formula
u dv 7→ [u, v] [6]. In particular, we deduce that (DR1A)exact ⊂ Ker(ı∆) = H1(A,A).
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5.2. Proof of Proposition 5.1.1. We first state and prove a lemma which was implicit in [7] and
[22, §2.6] and which will play an important role in §5 below.
Lemma 5.2.1. (i) The projection (Ω
q
)♮ → DR
q
A restricts to a bijection (Ω
q
)κ♮
∼→ DR
q
A.
(ii) The map b descends to a map b♮ : (Ω
q
)♮ → Ω
q−1.
(iii) The kernel of the map b♮ : (Ω
q
)κ♮ → Ω
q−1, the restriction of b♮ to the space of κ-invariants,
is isomorphic to Hn(ΩA, b).
Proof of Lemma. The argument below follows the proof of [22, Lemma 2.6.8].
From definitions, we get [A,Ω] = bΩ and [dA,Ω] = (Id− κ)Ω. Hence, we obtain, cf. [6]:
[Ω,Ω] = [A,Ω] + [dA,Ω] = bΩ+ (Id− κ)Ω.
We deduce that Ω♮ = Ω/bΩ and DR
q
A = Ω/[Ω,Ω] = Ω♮/(Id − κ)Ω♮. In particular, since b
2 = 0,
the map b descends to a well defined map b♮ : Ω♮ = Ω/bΩ→ Ω.
Further, one has the following standard identities [7, §2], on Ωn for all n ≥ 1:
κn − Id = b ◦κn ◦d, κn+1 ◦d = d. (5.2.2)
The Karoubi operator κ commutes with b, and hence induces a well-defined endomorphism of
the vector space Ωn/bΩn, n = 1, 2, . . .. Furthermore, from the first identity in (5.2.2) we see that
κn = Id on Ωn/bΩn. Hence, we have a direct sum decomposition Ω♮ = (Ω♮)
κ⊕(Id−κ)Ω♮. It follows
that the natural projection Ω♮ = Ω/bΩ ։ DR
q
A = Ω♮/(Id − κ)Ω♮ restricts to an isomorphism
(Ω♮)
κ ∼→ DR
q
A. Parts (ii)–(iii) of Lemma 5.2.1 are clear from the proof of [22], Lemma 2.6.8. 
Proof of Proposition 5.1.1. The first statement of the proposition is immediate from the formula
of Lemma 3.5.1(i). To prove the second statement, we exploit the first identity in (5.2.2). Using
the formula for ı∆ and the fact that b commutes with κ, we compute that
(κ− 1) ◦ ı∆ = b ◦ (κ− 1) ◦ (1 + κ+ κ
2 + . . .+ κn−1) = b ◦ (κn − 1) = b2 ◦κn ◦d = 0. (5.2.3)
Hence, we deduce that the image of ı∆ is contained in (bΩ)
κ. Conversely, given any element
α = b(β) ∈ (bΩ)κ, we find that
ı∆(β) = (1 + κ+ κ
2 + . . .+ κn−1) ◦bβ = n · bβ = n · α.
Thus, Im(ı∆) = (bΩ)
κ = [A,Ω]κ, since bΩ = [A,Ω]. Furthermore, since (1+κ+κ2+. . .+κn−1) ◦b =
nb on (Ω
q
)κ♮ , the two maps have the same kernel. The exact sequence of the proposition now follows
from Lemma 5.2.1. 
5.3. Harmonic decomposition. Our proof of Theorem 4.3.2 is an adaptation of the strategy
used in [7, §2], based on the harmonic decomposition
Ω = PΩ⊕ P⊥Ω, where PΩ := Ker(Id− κ)2, P⊥Ω := Im(Id− κ)2. (5.3.1)
The differentials B, b, and d commute with κ, hence preserve the harmonic decomposition.
It will be convenient to introduce two degree preserving linear maps N, N! : Ω→ Ω, such that,
for any n ≥ 0,
N|Ωn is multiplication by n, and N!|Ωn is multiplication by n!. (5.3.2)
Then,
(i) B = NdP, and (ii) ı∆ = bNP. (5.3.3)
Here, equation (i) is proved by Cuntz and Quillen [7, §2, formula (11)] using the second identity
in (5.2.2).
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Proof of (5.3.3)(ii). First, we use that b commutes with κ. Therefore, applying (5.2.3), we find
i∆ ◦ (Id− κ)
2 = (κ− 1) ◦ i∆ ◦ (κ− 1) = 0. We conclude that the operation ı∆ annihilates P
⊥Ω.
It remains to show that, on PΩ
n
, one has ı∆ = (n − 1) · b. To this end, let α ∈ Ω
n
. From the
first identity in (5.2.2), α − κn(α) ∈ bΩ. Hence, bα − κn(bα) ∈ b2Ω = 0, since b2 = 0. Thus, the
operator κ has finite order on bΩ, and hence on b(PΩ). But, for any operator T of finite order,
Ker(Id−T ) = Ker((Id−T )2). It follows that, if α ∈ PΩ
n
, then bα ∈ Ker((Id−κ)2) = Ker(Id−κ).
We conclude that the element bα is fixed by κ. Hence, (1 + κ + κ2 + . . . + κn−1) ◦bα = n · bα.
Therefore, by Proposition 5.1.1, ı∆(α) = n · bα, and (5.3.3)(ii) is proved. 
5.4. Proof of Theorem 4.3.2. Since the harmonic decomposition is stable under all four differen-
tials B, b, d, and ı∆, we may analyze the homology of each of the direct summands, PΩ and P
⊥Ω,
separately.
First of all, we know that B = 0 on P⊥Ω, by (5.3.3)(i), and moreover it has been shown by Cuntz
and Quillen [7, Proposition 4.1(1)] that (P⊥Ω, b) is acyclic. Furthermore, since the complex (Ω, d)
is acyclic (see [7, §1] or [5] formula (2.5.1)), we deduce the following.
Each of the complexes (PΩ, d) and (P⊥Ω, d) is acyclic. (5.4.1)
Now, the map ı∆ vanishes on P
⊥Ω by (5.3.3)(ii). Hence, on P⊥Ω⊗ˆk[t, t−1], we have d+t ·ı∆ = d.
Therefore, we conclude using (5.4.1) that (P⊥Ω[t], d), and hence also (P⊥Ω[t], d+ t · ı∆), are acyclic
complexes.
Thus, to complete the proof of the theorem, we must compare cohomology of the complexes
(PΩ⊗ˆk[t, t−1], d+ t · ı∆
)
and (PΩ⊗ˆk[t, t−1],B + t · b). We have N · d+ (N + 1)−1 · t · ı∆ = B+ tb.
Post-composing this by N! (see (5.3.2)), we obtain (N!) · (d+ t · ı∆) = (B+ t · b) · (N!). We deduce
the following isomorphism of complexes which completes the proof of the theorem:
N! : (PΩ⊗ˆk[t, t−1], d+ t · ı∆
)
∼→ (PΩ⊗ˆk[t, t−1], B+ t · b). ✷
5.5. Negative and ordinary cyclic homology. It is possible to extend Theorem 4.3.2 to the
case of (nonperiodic) cyclic homology and negative cyclic homology using harmonic decomposition.
To explain this, put
(Ω⊗ˆk[t, t−1])+ :=
⊕
m≥0
(∏
i<m
tiΩm−2i
)
, (Ω⊗ˆk[t, t−1])
≥0
:=
⊕
m≥0
(∏
i≤m
tiΩm−2i
)
.
It follows from definitions that cyclic homology and negative cyclic homology, respectively, may
be defined in terms of the following complexes (see, e.g., [22, Chapters 2–3]):
HC q = H−
q
(
Ω⊗ˆk[t, t−1]/(Ω⊗ˆk[t, t−1])+ , B+t·b
)
, HC−q = H−
q
(
(Ω⊗ˆk[t, t−1])
≥0
, B+t·b
)
. (5.5.1)
Furthermore, we introduce two other homology theories, ♥HC, ♥HC−. The corresponding ho-
mology groups are defined as the homology groups of complexes similar to (5.5.1), but where the
differential B+ t · b is replaced by d+ t · ı∆.
Now, in terms of the projection to the harmonic part (recall (5.3.1)), we have the following.
Proposition 5.5.2. There are natural graded k[t]-module isomorphisms
P (♥HC q) ∼= HC q and P (♥HC−q ) ∼= HC−q .
Proof. There are natural splittings
Ω⊗ˆk[t, t−1] =
Ω⊗ˆk[t, t−1]
(Ω⊗ˆk[t, t−1])
+
⊕
(Ω⊗ˆk[t, t−1])
+
, Ω⊗ˆk[t, t−1] =
Ω⊗ˆk[t, t−1]
(Ω⊗ˆk[t, t−1])
≥0
⊕
(Ω⊗ˆk[t, t−1])
≥0
.
These splittings are stable under the differential t · b. It follows that P⊥HC = 0 = P⊥HC−, since
B = 0 on P⊥Ω, and the differential t · b is acyclic here.
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Observe further that, while ı∆ is zero on P
⊥Ω, the above splittings do not stabilize d. So, we
can pick up some nonzero groups P⊥(♥HC), or P⊥(♥HC−). However, restricting to the harmonic
part, the proof of Theorem 4.3.2 yields an isomorphism of complexes(
P [Ω⊗ˆk[t, t−1]/(Ω⊗ˆk[t, t−1])+ ], B+ t · b
)
∼=
(
P [Ω⊗ˆk[t, t−1]/(Ω⊗ˆk[t, t−1])+ ], d+ t · ı∆
)
,
and also a similar isomorphism involving (Ω⊗ˆk[t, t−1])
≥0
. 
Remark 5.5.3. In view of these results, it is reasonable to ask why our construction of the Gauss-
Manin connection does not extend to ordinary cyclic homology and negative cyclic homology. The
point is that, in these cases, one must replace ΩicommB in (4.4.3) by t
−⌊i/2⌋Ω2icommB, and so one
does not obtain a connection over B. (Note also that the results of this subsection require passing
to the harmonic part, which does not seem to fit well into our construction of the Gauss-Manin
connection.)
5.6. Proof of Theorem 4.4.1. Let B ⊂ A and assume that A/B is a free B-module. The main
step of the proof is the following.
Lemma 5.6.1. Let {as, s ∈ S } be a basis of A/B as a free B-module. Then, the elements below
form a basis for ΩB(A) as a free Ω
q
(B)-module:
as0das1das2 · · · dasm, das1das2 · · · dasm , sj ∈ S . (5.6.2)
Proof. Observe that the short exact sequence B → A → A/B splits as a sequence of B-modules,
since A/B is a free B-module. By abuse of notation we will view A/B as a subspace of A via a
fixed choice of such splitting. Hence, the elements 1 and {as, s ∈ S } give a B-module basis of A.
Now, ΩmA ∼= A⊗ (A/k)⊗m is spanned over k by elements of the form
f0df1 · · · dfm, (5.6.3)
where each fi is of the form bas for some b ∈ B and s ∈ S , except for f0 which can also be an
element of B itself.
Now, let ΩS ⊆ ΩA be the subspace spanned by elements of the form (5.6.2). Let Ω
′ := ΩB⊗kΩS
be the free (ΩB)-module it generates. We have a projection π : ΩA։ Ω′, given on elements (5.6.3)
by rewriting d(bas) = (db)as + b(das), and then moving all b and db terms to the front of the
expression (via supercommutators). It is easy to see that this is well-defined. Thus, Lemma 5.6.1
reduces to the next claim, which we prove below. 
Claim 5.6.4. The map π descends to an isomorphism π′ : ΩBA ∼→ Ω′.
Proof. Consider the multiplication map µ : Ω′ = ΩB ⊗k ΩS → ΩA. It is easy to see that µ is
injective and that the composition π ◦ µ is the identity. This realizes Ω′ as a direct summand of
ΩA. Let pr : ΩA։ ΩBA be the projection. Note that the composition
ΩA
π
→Ω′
µ
→ΩA
pr
→ΩBA
coincides with pr, by the definition of π.
We will show that π factors through pr, i.e., π = π′ ◦ pr for π′ : ΩBA → Ω′. From this and the
above, it follows that (pr ◦µ) ◦ π′ = Id. Since π′ is surjective, (pr ◦µ) and π′ are therefore inverse
isomorphisms.
Equivalently, we need to show that π annihilates the kernel of ΩA ։ ΩBA, i.e., the two-sided
ideal generated by [B,ΩA] and [dB,ΩA]. We first prove the following multiplicative property of π:
π(αβ) = π
(
(µ ◦ π)(α)(µ ◦ π)(β)
)
. (5.6.5)
To prove this, it is enough to assume that α and β are elements of the form (5.6.3). Say β = fdβ′
where β′ is also of this form. Then, we need to show that π(α · f ·dβ′) = π(π(α) · f ·π(dβ′)). Since,
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in either expansion, each term d(ba) in dβ′ is replaced by (db)a+ b(da), and then after everything
else is so expanded, the db and b are moved to the front, it follows that one can ignore the dβ′ and
merely prove that π(α · f) = π(α) · f . Now, to expand π(α · f), we need to use
df1 · · · dfm · fm+1
= (−1)mf1df2 · · · dfm+2 +
m∑
i=1
(−1)m−idf1 · · · dfi−1d(fifi+1)dfi+2 · · · dfm+1. (5.6.6)
So, we have to show that applying (5.6.6) and then applying π is the same as applying π to α,
multiplying by f , and applying (5.6.6). This is a straightforward verification.
Now, using (5.6.5), the claim reduces to showing that π([B, dA]) = π([dB,A]) = π([dB, dA]) = 0.
The first two identities are equivalent, since d[B,A] = 0, and are straightforward to verify. It is
immediate that π([dB, dA]) = 0. So this reduces the claim to (5.6.5). 
It is instructive, for the proof of Theorem 4.4.1 presented below, to have in mind the situation
of Remark 4.4.6, where B = k[[x1, . . . , xn]] and A = (A0[[x1, . . . , xn]], ⋆). Then, {as} is a k-basis of
A0, and the (topologically-free version of) Lemma 5.6.1 becomes more obvious.
Remark 5.6.7. More generally, given an arbitrary regular commutative algebra B and a maximal
ideal m ⊂ B, taking the m-adic completions Âm and B̂m reduces to the above situation. ♦
Completion of the proof of Theorem 4.4.1. We take B as a ground ring and apply Theorem 4.3.2
(which applies over any commutative base ring containing k). We deduce that
H−i
(
Ω(A;B)⊗ˆk[t, t−1], d+ tı∆
)
∼= HPBq (A), ∀i ∈ Z.
Now Lemma 5.6.1 implies that the map in (4.4.3) is an isomorphism, since the basis for ΩBA as
a free Ω
q
(B)-module is also a basis for the associated graded griF Ω
BA, and a B-module basis for
Ω
q
(A;B) = gr0F Ω
BA. The construction of the Gauss-Manin connection given in §4.4 completes the
proof of the theorem. 
Proof of Corollary 4.4.7. We only need to show that, in the present setting, the map in (4.4.3) is
an isomorphism. For that, we observe that the argument used in the proof goes through provided
that A is only topologically free over B, and our claim follows. 
6. The Representation functor
6.1. Evaluation map. We fix a finite-dimensional k-vector space V . Set End := Endk(V ). Given
affine schemes X and S, let X(S) = Hom(S,X) = Homk-alg(k[X],k[S]) denote the set of S-points
of X.
Given an algebra A, we may consider the set Homk-alg(A,End) of all algebra maps ρ : A→ End.
More precisely, to any finitely presented associative k-algebra A we associate an affine scheme of
finite type over k, to be denoted Rep(A,V ), such that Rep(A,V )(B) ∼= Homk-alg(A,B⊗End). That
is, the B-points of Rep(A,V ) correspond to families of representations of A parametrized by SpecB.
Write k[Rep(A,V )] for the coordinate ring of the affine scheme Rep(A,V ), which will be always
assumed to be nonempty.
The tensor product End⊗k[Rep(A,V )] is an associative algebra of polynomial maps Rep(A,V )→
End. To each element a ∈ A, we associate the element â ∈ End⊗k[Rep(A,V )], which on the
level of points, has the form â : Rep(A,V )(B) → End⊗B, â(ρ) = ρ(a). This yields an algebra
homomorphism, called the evaluation map ev : A −→ End⊗k[Rep(A,V )], a 7→ â.
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6.2. Extended de Rham complex and equivariant cohomology. Let X be an affine scheme
with coordinate ring k[X], tangent module T (X) := Der(k[X], k[X]), and module of Ka¨hler
differentials Ω1(X). We write Ω
q
(X) = Λ
q
k[X]Ω
1(X) for the DG algebra of differential forms,
equipped with the de Rham differential dX .
Let g be a finite-dimensional Lie algebra, and let g act on k[g], the polynomial algebra on the
vector space g, by the adjoint action. We view k[g] as an even-graded algebra such that the vector
space of linear functions on g is assigned degree 2.
Given a Lie algebra map g→ T (X), e 7→
→
e , we get a g-action ω 7→ L→e ω on Ω
q
(X), by the Lie
derivative. This makes the tensor product Ω
q
(X, g) := Ω
q
(X) ⊗ k[g] a graded algebra, equipped
with the total grading and with the g-diagonal action. Let i→e denote the contraction. Then, set
dg : Ω
q
(X, g) −→ Ω
q+1(X, g), ω⊗f 7−→
∑dim g
r=1
(i→e rω)⊗(e
∗
r ·f), (6.2.1)
where {er} and {e
∗
r} stand for dual bases of g and g
∗, respectively. This map restricts to a differential
dg on Ω
q
(X, g)g, the graded subalgebra of g-diagonal invariants.
Definition 6.2.2. A differential form ω ∈ Ω
q
(X) is called basic if, for any e ∈ g, both L→e ω = 0
and i→e ω = 0. Basic forms form a subcomplex Ω
q
basic(X) ⊂ Ω
q
(X) of the de Rham complex.
Furthermore, define the g-equivariant algebraic de Rham complex of X to be the complex(
Ω
q
(X, g)g, dDR + dg), dDR := dX⊗idk[g]. (6.2.3)
We now return to the setup of §6.1. Thus we fix a finitely-presented algebra A, a finite-
dimensional vector space V , and consider the scheme Rep(A,V ).
Let G = GL(V ). This is an algebraic group over k that acts naturally on the algebra End by
inner automorphisms, via conjugation. Hence, given an algebra homomorphism ρ : A → End and
g ∈ G(k), one has a conjugate homomorphism g(ρ) : a 7→ g · ρ(a) · g−1. Then, the action ρ 7→ g(ρ)
makes Rep(A,V ) a G-scheme (extending in the obvious way to B-valued representations for any
B).
Let g := LieG be the Lie algebra of G. The action of G on Rep(A,V ) induces a Lie algebra map
actA : g −→ T (Rep(A,V )), x 7−→
→
x = actA(x). (6.2.4)
Thus, we may consider Ω
q
(Rep(A,V ), g)g, the corresponding g-equivariant algebraic de Rham
complex.
Now, thanks to Lemma 3.5.1(ii), the map d+ i∆ : DRtA → DRtA squares to zero. We call the
resulting complex
(
DRtA, d + i∆
)
the noncommutative equivariant de Rham complex. The second
isomorphism of the following theorem, which is the main result of this section, shows that this
complex is indeed a noncommutative analogue of the equivariant de Rham complex (6.2.3).
Recall the operator N from (5.3.2).
Theorem 6.2.5. The evaluation map induces the following canonical morphisms of complexes:(
H q(A,A), B
) ev
−→
(
Ω
q
basic(Rep(A,V )), (N+ 1) ◦dDR
)
, and (6.2.6)(
DR
q
tA, d+ i∆
) ev
−→
(
Ω
q
(Rep(A,V ), g)g, dDR + dg
)
. (6.2.7)
We begin the proof with some general constructions.
6.3. Evaluation map on differential forms. Observe that giving an algebra homomorphism
ρ : k[t] → B⊗End amounts to specifying an arbitrary element x = ρ(t) ∈ B⊗End. Thus,
Rep(k[t], V )(B) = B⊗End.
Similarly, for any algebra A, giving an algebra morphism ρ : A∗k[t]→ B⊗End amounts to giving
a homomorphism A → B⊗End and an arbitrary additional element x = ρ(t) ∈ B⊗End. We see
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that Rep(At, V ) ∼= Rep(A,V )× End. Let π denote the second projection, which is G-equivariant.
We will use shorthand notation
Rept := Rep(At, V ) = Rep(A,V )× End, and Rep := Rep(A,V ).
Let Ω
q
π(Rept) be the DG algebra of relative (with respect to π) algebraic differential forms on
the scheme Rept (in the ordinary sense of commutative algebraic geometry). By definition,
Ω
q
π(Rept) := Λ
q
k[Rept]
Ω1π(Rept)
∼= Ω
q
(Rep)⊗ k[End]. (6.3.1)
Generalizing the construction of §6.1, we now introduce an evaluation map on relative differential
forms. In more detail, given n = 0, 1, 2, . . ., writem : End⊗(n+1) → End for the n-fold multiplication
map. We define a map evΩ as the following composite:
Ωnk[t](At) = At ⊗ (At/k[t])
⊗n ev→ (End⊗k[Rept])⊗
(
End⊗Ω1π(Rept)
)⊗n
→ End⊗n+1⊗
⊗(
Λnk[Rept]
Ω1π(Rept)
) m⊗Id
−−−−−→ End⊗Ωnπ(Rept).
Any element in the image of this composite is easily seen to be G-invariant with respect to the
G-diagonal action on End⊗Ωnπ(Rept). Thus, the composite above yields a well-defined, canonical
DG algebra map
ev
Ω
: ΩtA→
(
End⊗Ω
q
π(Rept)
)G
, α = a0 da1 . . . dan 7→ α̂ = â0 dDR â1 . . . dDR ân.
Furthermore, we have the linear function Tr : End→ k, x 7→ Tr(x). We form the composite
ΩtA
ev
Ω−→
(
End⊗Ω
q
π(Rept)
)G Tr⊗Id
−−−−−→
(
k⊗Ω
q
π(Rept)
)G
= Ω
q
π(Rept)
G, α 7→ Tr α̂. (6.3.2)
The above composite vanishes on the (graded) commutator space [ΩtA,Ωt] ⊂ ΩtA, due to sym-
metry of the trace function. Therefore, the map in (6.3.2) descends to DR
q
(ΩtA).
We remark next that the Lie algebra g = LieG is nothing but the associative algebra End viewed
as a Lie algebra. Hence, using the isomorphisms in (6.3.1), we can write
Ω
q
π(Rept) = Ω
q
(Rep)⊗k[End] = Ω
q
(Rep)⊗k[g] = Ω
q
(Rep, g).
Thus, by the definition of the extended de Rham complex, DR
q
tA, the composite in (6.3.2) gives a
map
(Id⊗ Tr) ◦ ev
Ω
: DR
q
tA −→ Ω
q
π(Rept)
G = Ω
q
(Rep, g)g. (6.3.3)
6.4. Proof of Theorem 6.2.5. It is clear that d is taken to d
DR
under (6.3.3). Hence, proving
(6.2.7), where the map ‘ev’ stands for (Id⊗Tr) ◦ ev
Ω
, amounts to showing commutativity of the
diagram
DRtA
i∆

(Id⊗Tr) ◦ evΩ
// Ω(Rep, g)g
dg

DRtA
(Id⊗Tr) ◦ evΩ
// Ω(Rep, g)g.
(6.4.1)
To see this, we note that, for any a0, . . . , an ∈ At, one has
evΩ ◦ i∆[a0 da1 da2 . . . dan] = (Id⊗Tr)
( n∑
i=1
â0 dDR â1 . . . dDR âi−1 [t̂, âi] dDR âi+1 . . . dDR ân
)
. (6.4.2)
Next, note that tˆ may be identified with the element Id ∈ g⊗g∗ ∼= End⊗g∗ ⊂ End⊗k[g]. Further-
more, for any element e ∈ g and any s ∈ k[Rep(A,V )]⊗End, we evidently have i→e (ds) = ad e(s) =
[(1⊗e), s]. As a consequence, by (6.2.1), we obtain that the RHS of (6.4.2) may be identified with
dg((Id⊗Tr)(â0dâ1 . . . dân)), as desired.
19
To prove (6.2.6), ev becomes the restriction of (Id⊗Tr) ◦ ev
Ω
to ker(i∆) ⊂ Ω
q
(Rep)g (recall
Theorem 4.1.1). Commutativity of (6.4.1) together with Theorem 4.1.1 immediately gives that
this induces a morphism H q(A,A)→ Ω
q
basic(Rep(A,V )). It remains only to show that B is carried
to (N + 1)d. To see this, we use the harmonic decomposition (5.3.1). Under the quotient Ω
•
A ։
DR
q
A/k (considering k to be the span of the image of 1 ∈ A), P⊥Ω is killed, so the differential B
is carried to (N+1)d
DR
. Thus, on DR
q
A, the differential B must reduce to the same as (N+1)d up
to a scalar. However, since B has degree +1, the scalar must be zero. So B = (N + 1)d on DR
q
A.
Thus, the same is true after passing to ker(i∆).
7. Free products and deformations
7.1. First order deformations based on free products. Recall that, given an associative
algebra A, we let At = A ∗ k[t] and write I = A
+
t = (t) ⊂ At for the augmentation ideal.
A first order free product deformation of an associative algebra A is the structure of an associative
algebra on the vector space At/I
2 that makes the vector space I/I2 ⊂ At/I
2 a two-sided ideal and
that makes the natural bijection below an algebra isomorphism,(
At/I
2
)/
(I/I2) = At/I
∼→ A.
It is convenient to identify the vector space At/I
2 with A⊕ (A⊗A), using (1.2.2). Thus, we are
interested in associative products on the vector space A⊕ (A⊗A) that have the following form:(
u⊕ (u′⊗u′′)
)
×
(
v ⊕ (v′⊗v′′)
) ⋆β
7−→ uv ⊕
(
u′⊗u′′v + uv′⊗v′′ + β(u, v)
)
, (7.1.1)
where β : A×A→ A⊗A is a certain k-bilinear map.
These products are taken up to an equivalence. Specifically, for any k-linear map f : A→ A⊗A,
we define a linear bijection
f˜ : A⊕ (A⊗A) −→ A⊕ (A⊗A), u⊕ (u′⊗u′′) 7−→ u⊕ (u′⊗u′′ + f(u)).
Given a product ⋆
β
and a map f , we define a new product by transporting the structure via f˜ , that
is, by the formula x ⋆γ y := f˜
−1(f˜(x) ⋆
β
f˜(y)). We say that the products ⋆γ and ⋆β are equivalent.
A routine calculation, completely analogous to the classical one due to Gerstenhaber, now yields
the following.
• A first product ⋆
β
as in (7.1.1) is associative ⇐⇒ β ∈ C2(A,A⊗A) is a Hochschild two-cocycle
with coefficients in A⊗A.
• The products ⋆
β
and ⋆γ corresponding to two-cochains β and γ are equivalent ⇐⇒ β − γ is a
Hochschild coboundary.
Thus, similarly to the classical theory, we obtain a classification of first order star product defor-
mations in terms of Hochschild cohomology as follows
Proposition 7.1.2. Equivalence classes of associative products, as in (7.1.1), are in one-to-one
correspondence with the elements of H2(A,A⊗A), the second Hochschild cohomology group of the
A-bimodule A⊗A. 
To study higher order free product deformations, we have to introduce first some new operations
on Hochschild cohomology, to be defined below.
7.2. Operations on Hochschild cohomology of A valued in the tensor algebra of A.
For any algebra A, the natural embedding A →֒ At makes At a graded A-bimodule. Using the
identification (3.1.1), we may write At =
⊕
k≥1A
⊗k. Here, the summand A⊗k is assigned degree
2k−2 and is equipped with the outer A-bimodule structure defined by the formula b(a′⊗u⊗a′′)c :=
(ba′)⊗u⊗(a′′c), for any a′, a′′, b, c ∈ A and u ∈ A⊗(k−2).
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Let C
q
(A,At) =
⊕
p,k≥1C
p(A,A⊗k) be the Hochschild cochain complex with coefficients in the
A-bimodule At. Multiplication in the algebra At induces, for any p, q, k,m ≥ 1, a cup product
∪ : Cp(A,A⊗k)× Cq(A,A⊗m) −→ Cp+q(A,A⊗(k+m−1)),
This way, C
q
(A,At) acquires the structure of a bigraded associative algebra such that the direct
summand Cp(A,A⊗k) is assigned bidegree (p, 2k − 2).
Next, on C
q
(A,At), we introduce a pair of new binary operations, ⊢ and ⊣ :
Cp(A,A⊗k)× Cq(A,A⊗m) −→ Cp+q−1(A,A⊗(k+m−1)),
(f, g) 7→ f ⊢ g := f [1,p] ◦g[p,p+q−1], and (f, g) 7→ f ⊣ g := g[k,k+q−1] ◦f [1,p],
where f [i,j] denotes applying f to the consecutive components i, i+ 1, i+ 2, . . . , j, that is,
f [i,j](a1⊗ . . .⊗aℓ) = a1⊗ . . .⊗ai−1⊗f(ai⊗ . . .⊗aj)⊗aj+1⊗ . . .⊗aℓ.
Proposition 7.2.1. (i) The operation f ∨ g := f ⊢ g − f ⊣ g and Hochschild differential b give
the space C(A,At)≥2 :=
⊕
p,k≥2C
p(A,A⊗k ) the structure of an associative DG algebra, i.e.,
f ∨ (g ∨ h) = (f ∨ g) ∨ h, (7.2.2)
b(f ∨ g) = (bf) ∨ g + (−1)p−1f ∨ (bg) ∀f ∈ Cp(A,A⊗k). (7.2.3)
(ii) The cup product ∪ is associative and induces the zero map on cohomology:
Hp(A,A⊗k)⊗Hq(A,A⊗m)
∪=0
−−−−−→ Hp+q(A,A⊗k+m−1) ∀p, q ≥ 1 whenever k ≥ 2 or m ≥ 2.
(iii) The following compatibility identities hold:
(f ∪ g) ∨ h = f ∪ (g ∨ h), f ∨ (g ∪ h) = (f ∨ g) ∪ h. (7.2.4)
Proof. We note the following identities (for any x, y, z):
x ⊢ (y ⊢ z) = (x ⊢ y) ⊢ z, x ⊣ (y ⊣ z) = (x ⊣ y) ⊣ z,
x ⊢ (y ⊣ z) = (x ⊢ y) ⊣ z, x ⊣ (y ⊢ z) = (x ⊣ y) ⊢ z.
The first set of identities is fairly obvious from the definition, and the second follows because, since
y ∈ Cp
′
(A,A⊗k
′
) for p′, k′ ≥ 2, x (on the left) and z (on the right) are always applied to disjoint
sets of consecutive components. This is all we need to prove the associativity (7.2.2). In fact, ⊣
and ⊢ are mutually associative (7.2.7).
To prove the DG property (7.2.3), we show the following two identities:
(bf ⊢ g) + (−1)p−1(f ⊢ bg) = b(f ⊢ g) + (−1)p+1f ∪ g, (7.2.5)
(bf ⊣ g) + (−1)p−1(f ⊣ bg) = b(f ⊣ g) + (−1)p−1f ∪ g. (7.2.6)
Actually, in (7.2.5), we only need m ≥ 2, and in (7.2.6), we only need k ≥ 2. These identities also
prove that the cup product is zero on cohomology. This implies part (ii), since it is clear that the
cup product is associative.
We show only (7.2.5), as the other identity is the same verification. Write m : A⊗A→ A for the
multiplication map. We compute
((bf ⊢ g) + (−1)p−1(f ⊢ bg))(a1⊗ . . .⊗ap+q) = a1(f ⊢ g)(a2⊗ . . .⊗ap+q)
+ (−1)p+q+1(f ⊢ g)(a1⊗ . . .⊗ap+q−1)ap+q + (−1)
m+1f ∪ g +
p+q−1∑
i=1
(−1)i(f ⊢ g) ◦mi,i+1.
Finally, part (iii) of the proposition follows from Proposition 7.2.8(ii) below. 
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For each n ≥ 1, we may introduce an operad, As(n), generated by n binary operations, ⋆i, i =
1, . . . , n, subject to the following relations of pairwise mutual associativity (considered also by J.-L.
Loday):
a ⋆i (b ⋆j c) = (a ⋆i b) ⋆j c, ∀i, j = 1, . . . , n. (7.2.7)
Proposition 7.2.8. (i) Each of the operads As(2) and As(3) is Koszul and self-dual, (see [15] for
a definition).
(ii) The operations (∨, ∪) and (⊢, ⊣, ∪) make C(A,A+t )≥2 an As
(2)- and an As(3)-algebra, re-
spectively.
Sketch of Proof. It is easy to see, as in the associative case, that the quadratic dual of As(2) is itself
and similarly for As(3). The fact that these two operads are Koszul is a straightforward consequence
of Koszulity criteria due to Dotsenko and Khoroshkin [10] and Hoffbeck [16]. This can also be seen
directly using the same argument as in the associative case [15], [24]. Specifically, we show that the
operadic homology of the free As(2) or As(3)-algebra vanishes in degrees ≥ 2. To this end, we split
up the operadic homology complexes for As(2) and As(3) into direct sums of pieces corresponding
to particular sequences of operations, e.g., (∗, ⋆) would consist of terms that multiply out to a sum
of terms of the form a ∗ b ⋆ c. Each such has the vanishing homology property by the same proof
as in the usual case of Hochschild homology of a free associative algebra; see [22, §3.1].
Next, it is straightforward to verify the following identities:
x ⊢ (y ∪ z) = (x ⊢ y) ∪ z, x ⊣ (y ∪ z) = (x ⊣ y) ∪ z,
(x ∪ y) ⊢ z = x ∪ (y ⊢ z), (x ∪ y) ⊣ z = x ∪ (y ⊣ z).
This yields part (ii), and also implies the identities in (7.2.4). 
7.3. Infinite order deformations. In the classical theory, an infinite order formal deformation
of an algebra A with multiplication map m : A×A→ A is a formally associative star-product
a ⋆ a′ = m(a, a′) + tβ(1)(a, a′) + t2β(2)(a, a′) + . . . ∈ A[[t]], β(k) ∈ C2(A,A), k ≥ 1. (7.3.1)
Given such a star-product, we extend the formal series m+ tβ(1) + t2β(2) + . . . ∈
∑
tkC2(A,A)
= C2(A,A[[t]]), by k[[t]]-bilinearity, to obtain a continuous cochain β := β(1) + tβ(2) + . . . ∈
C2k[[t]](A[[t]], A[[t]]).
With an appropriate equivalence relation on the set of associative star-products, one has the
following well-known result.
Proposition 7.3.2. Equivalence classes of associative star products (7.3.1) are in one-to-one cor-
respondence with gauge equivalence classes in the set of solutions of the following Maurer-Cartan
equation
{β ∈ C2k[[t]](A[[t]], A[[t]]) | bA[[t]](β) + (1/2)t{β, β}A[[t]] = 0}. ✷
To consider free product deformations of an algebra A, let Ât :=
∏
k≥0 A
2k
t
∼=
∏
m≥1A
⊗m be the
completion of the free product algebra At in the t-adic topology, and write Â
+
t :=
∏
k≥1 A
2k
t for
the corresponding augmentation ideal.
An infinite order free product deformation of A is, by definition, a formally associative star-
product of the form
a ⋆
β
a′ = aa′ + β(1)(a, a′) + β(2)(a, a′) + . . . , β(k) ∈ C2(A,A2kt ). (7.3.3)
In more detail, given an arbitrary sequence β(k) ∈ C2(A,A2kt ), k = 1, 2, . . ., of two-cochains, we
first extend each map β(k) to a k[t]-bilinear map β(k) : At ×At → At given by the formula
β(k) : (a1ta2t . . . tam)× (b1t . . . tbn) 7−→ a1t . . . tam−1tβ(am⊗b1)tb2t . . . tbn.
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For any u, u′ ∈ At, the corresponding formal series uu
′ + β
(1)
t (u, u
′) + β
(2)
t (u, u
′) + . . . clearly
converges in Ât. In this way, we obtain a well defined and continuous k[t]-bilinear map At×At → Ât,
that can be uniquely extended, by continuity, to a map β : Ât × Ât → Ât. We are interested in
those star-products (7.3.3) which give rise to an associative product β, on Ât.
We define a natural equivalence relation on such star-products as follows. First, for any map
φ : A→ At we define a map φt : At → At by a Leibniz-type formula:
φt : a1 t a2 t . . . t an 7−→
∑n
k=1
a1 t . . . ak−1 t φ(ak) t ak+1 t . . . t an, (7.3.4)
for any a1, . . . , an ∈ A. Thus, given a sequence of one-cochains f
(k) ∈ C1(A,A2kt ), k = 1, 2, . . ., we
have a continuous map f = Id + f
(1)
t + f
(2)
t + . . . : Ât → Ât. Furthermore, given any star-product
⋆
β
, we define a new star product by the formula a ⋆γ a
′ := f−1(f(a) ⋆
β
f(a′)). We say that the
star-products ⋆γ and ⋆β are equivalent.
Given a star-product (7.3.3), we form β := β(1) + β(2) + . . . ∈ C2(A, Â+t ), an associated two-
cochain. We further define gauge equivalence of chains to be infinitesimally generated by the
following C1(A, Â+t )-action: φ : β 7→ φ · β, where
φ · β(a1⊗a2) = φ(a1)a2 + a1φ(a2)− φ(a1a2) + β
′(φ(a1)⊗a2) + β
′(a1⊗φ(a2))− φt ◦β
′(a1⊗a2).
Here, φt is defined according to formula (7.3.4), and we put
β′(a1t . . . tam⊗c1t . . . tcn) = a1t . . . tam−1t(β(am⊗c1))tc2t . . . tcn.
The following result provides a cohomological description of free product deformations, similar
to the one given in Proposition 7.3.2 (below, b stands for the Hochschild differential).
Theorem 7.3.5. (i) Linear maps β(i) in (7.3.3) define an associative product on Ât if and only
if the Maurer-Cartan equation,
b(β) +
1
2
β ∨ β = 0, holds for β := β(1) + β(2) + . . . ∈ C2(A, Â+t ). (7.3.6)
(ii) Star products are equivalent if and only if the solutions of the equation (7.3.6) are gauge-
equivalent.
Proof. In this proof (only) we temporarily change our notation and given β(m) ∈ C2(A,A⊗m+1),
write β12m ∈ C
3(A,A⊗m+2) for the map a⊗b⊗c 7→ β(m)(a, b)⊗c, etc.
It is easy to see that it suffices to check associativity on A⊗3, namely that (a ⋆ b) ⋆ c = a ⋆ (b ⋆ c)
for all a, b, c ∈ A. This is equivalent to the following (similar to (7.1.1)), for all p ≥ 2:
β(p)(a⊗bc) + aβ(p)(b⊗c) +
∑
m+n=p
β12m ◦β
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n (a⊗b⊗c)
= β(p)(ab⊗c) + β(p)(a⊗b)c+
∑
m+n=p
βm,m+1n ◦β
12
m (a⊗b⊗c). (7.3.7)
which is the Maurer-Cartan equation (7.3.6). Part (ii) is then not difficult to verify. 
Below, we summarize a few basic properties of free product deformations which are entirely
analogous to the well-known properties of ordinary one-parameter formal deformations:
(1) First order free product deformations are classified by H2(A,A⊗A).
(2) The obstruction to extending a first-order deformation to second order lives in H3(A,A⊗3).
(3) Let ⋆n be an associative product on A/(A
+
t )
n+1 of the form
a ⋆n b = ab+
n∑
m=1
β(m)(a⊗b), β(m) ∈ C2(A,Am+1) = C2(A,A2mt ). (7.3.8)
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There is an obstruction in H3(A,A⊗n+1) to the existence of β(n+1) ∈ C2(A,A⊗(n+2)), such
that the formula a ⋆n+1 b := a ⋆n b+ β
(n+1)(a⊗b) gives an associative product on A/(t)n+2.
Explicitly, the condition on β(n+1) reads
bβ(n+1) =
∑
i+j−1=n+1
β(i) ∨ β(j). (7.3.9)
(4) If the obstruction in (3) vanishes then, the space of possible β(n+1) (up to equivalence of
the resulting star product, ⋆+ β(n+1) modulo (t)n+2), is H2(A,A⊗(n+2)).
Proof. In degrees n = 1, 2, the Maurer-Cartan equation (7.3.9) says that
bβ(1) = 0, and bβ(2) = β(1) ∨ β(1).
Using (7.2.3), we find b(β(1) ∨β(1)) = (bβ(1))∨β(1)+β(1)∨ (bβ(1)) = 0+0 = 0. This yields (1)–(2).
In general, if β(1), . . . , β(n) satisfy the Maurer-Cartan conditions up to O(tn+1) (i.e., bβ(m) =∑
i+j−1=m β
(i) ∨ β(j) for m ≤ n), then we consider b of the RHS of (7.3.9):∑
i+j−1=n+1
b(β(i) ∨ β(j)) =
∑
i+j−1=n+1
[
(bβ(i)) ∨ β(j) − β(i) ∨ (bβ(j))
]
=
∑
i+j+k−2=n+1
[
(β(i) ∨ β(j)) ∨ β(k) − β(i) ∨ (β(j) ∨ β(k))
]
= 0,
where we used both (7.2.3) and (7.2.2). Thus, the RHS is indeed a Hochschild three-cocycle. Thus,
if this represents the zero class of H3(A,A⊗n+1) (i.e., it is a Hochschild three-coboundary), then
the space of choices of β(n+1) is the space of Hochschild two-cocycles. Furthermore, we have the
freedom of conjugating by automorphisms φ : A→ A of the form φ = Id + φ′ as follows:
φ−1(φ(a) ⋆ φ(b)) ≡ a ⋆ b+ φ′(a)b+ aφ′(b)− φ′(ab) (mod (t)n+2).
We conclude that the space of β(n+1)’s, taken up to equivalence of the obtained star product on
A/(t)n+2, is H2(A,A⊗n+2). 
7.4. Deformations of NCCI algebras. It will be convenient below to work in a slightly more
general setting of deformations that are not necessarily written in the form of a star product.
To define such deformations, fix an augmented (not necessarily commutative) associative algebra
R, and let R+ ⊂ R be the augmentation ideal. Given an algebra Â and an algebra embedding
R →֒ Â, write (R+) ⊂ Â for the two-sided ideal in Â generated by R+. We will view R and Â as
filtered algebras equipped with the R+-adic and (R+)-adic descending filtrations, respectively, and
let grR and gr Â denote the associated graded algebras. Thus, there is a canonical algebra map
grR→ gr Â.
Given an algebra A and an algebra isomorphism φ : Â/(R+) ∼→ A, we say that Â is a deformation
of A over R. We may view A as a graded algebra concentrated in degree zero.
Definition 7.4.1. The deformation Â of A over R is said to be a flat free product formal deformation
if the algebra Â is complete in the (R+)-adic topology, and the maps φ−1 : A → Â/(R+) and
grR→ gr Â induce a graded algebra isomorphism
A ∗ grR ∼→ gr Â. (7.4.2)
Now, fix V , a Z+-graded finite dimensional vector space, and let F := TV . Let L ⊂ TV
be a finite-dimensional vector subspace. Assuming certain favorable conditions, we can describe
the equivalence classes of all infinite order free product deformations of an algebra of the form
A = F/(L) quite explicitly.
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To explain this, write F̂t for the standard completion of the algebra Ft = (TV )∗k[t] and F̂
+
t ⊂ F̂t
for the augmentation ideal. Given any linear map φ : L→ F̂+t , we introduce a k[[t]]-algebra
Aφ := F̂t/(x− φ(x))x∈L. (7.4.3)
It is clear that the projection F̂t ։ F̂t/F̂
+
t = F induces an algebra isomorphism Aφ/(t)
∼→ A.
Thus, we may view the algebra Aφ as a one-parameter infinite order free product deformation
of A. This deformation is not necessarily flat, in general, i.e., the corresponding map (7.4.2) for
Â = Aφ may fail to be an isomorphism.
To formulate a sufficient condition for flatness, we recall the notion of a noncommutative complete
intersection (NCCI); see [11]. An algebra of the form A = TV/(L) is said to be an NCCI if the
two-sided ideal J := (L) has the property that J/J2 is projective as an A⊗Aop-module. Moreover,
such a linear subspace L ⊂ TV is called minimal if L ∩ J2 = 0, or equivalently, L has minimal
dimension (assuming J is finitely-generated).
An NCCI algebra A is known to have Hochschild dimension ≤ 2, so that H3(A,A⊗A) = 0 [11].
Thus, free product deformations of A are unobstructed. Moreover, we have the following.
Proposition 7.4.4. Let A = TV/(L) be an NCCI, with L ⊂ TV minimal, and let φ : L→ F̂+t be
a linear map. Then, we have the following.
(i) The deformation Aφ defined in (7.4.3) is flat.
(ii) Any flat one-parameter infinite order free product deformation of A is equivalent to a defor-
mation of the form Aφ for an appropriate map φ.
(iii) Two deformations Aφ and Aψ associated, respectively, to linear maps φ, ψ ∈ Homk(L, F̂
+
t ),
are equivalent if and only if there exists a linear map f : V → A+t , such that
π ◦ (φ− ψ) = Θf |L. (7.4.5)
In the last formula, we used the notation π : F̂t ։ At for the canonical quotient map and, given
a linear map f : V → A+t , write
Θf (v1v2 · · · vn) :=
n∑
i=1
π(v1v2 · · · vi−1)f(vi)π(vi+1 · · · vn), ∀v1, . . . , vn ∈ V.
Remark 7.4.6. Our proof below shows that, in the case where the image of the map φ is contained
in the subalgebra Ft ⊂ F̂t, we may replace the algebra Aφ, in (7.4.3), by Ft/(x − φ(x))x∈L, its
non-completed counterpart. In this way, we obtain a genuine, rather than merely a ‘formal’, flat
free product deformation of A.
Proof of Proposition 7.4.4. (i) By the inductive argument of [27, Proposition 4.2.1], one may show
that the NCCI property is equivalent to the statement that the canonical surjection gr(L)F ։ A∗TL
is an isomorphism. Thus, we conclude that the surjection At ։ gr(t)Aφ is an isomorphism. It follows
that Aφ is a free product deformation of A over k[[t]].
(ii) For an NCCI algebra, there is a standard Anick’s free resolution of A as an A-bimodule [1]:
0→ A⊗L⊗A→ A⊗V⊗A→ A⊗A։ A→ 0, (7.4.7)
where the first map is the restriction to L of the map
a⊗(v1v2 · · · vn)⊗b 7−→
n∑
i=1
av1 · . . . · vi−1⊗vi⊗vi+1 · · · vnb, vi ∈ V,
and the second map has the form a⊗v⊗b 7→ av⊗b− a⊗vb.
One may use Anick’s resolution to compute Hochschild cohomology. We see in particular that
the group H2(A,A⊗A) is a quotient of Hom(L,A⊗A). Now let Aφ be the deformation associated
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with φ ∈ Hom(L, F̂+t ). Then, it is easy to check that the element of H
2(A,A⊗A) corresponding to
the induced first-order deformation Aφ/(t)
2 is represented by the composite
L→ F̂+t ։ F̂
+
t /(F̂
+
t )
2 = F⊗F ։ A⊗A,
of the map φ followed by two natural projections (cf. [5, Lemma 10.2.1]).
Furthermore, by the inductive description of all possible star-products in §7.3, the deformations
Aφ must exhaust all possible deformations (note that all possible classes of H
2(A,A⊗m) at every
step of the way are attained, which is as it must be, since H3(A,A⊗A) = 0).
(iii) At the first-order stage, we see from Anick’s resolution (7.4.7) that two elements of the space
Homk(L,A⊗A) yield the same cohomology class in H
2(A,A⊗A) if and only if they differ by Θf
from condition (7.4.5) modulo (t)2, for some f . The desired result now follows from the inductive
construction of all free-product deformations given in §7.3. 
Remark 7.4.8. (i) In general, given an arbitrary algebra A such that H3(A,A⊗A) = 0, one can
show that there exist ‘versal’ free product deformations of A. The base of such a versal deformation
is a completed tensor algebra of the vector space H∗, where H := H2(A,A⊗A).
(ii) Proposition 7.4.4 may be generalized easily to the case where the ground field k is replaced
by a ground ring R, a finite dimensional semisimple k-algebra, as in [11]. Such a generalized version
of Proposition 7.4.4 applies to preprojective algebras of non-Dynkin quivers, in particular. Thus
the proposition may be viewed as a generalization of [5], Theorem 10.1.3.
(iii) Let π1(X) be the fundamental group of a compact oriented Riemann surface X of genus ≥ 1.
The group algebra k[π1(X)] may be thought of as a multiplicative analogue of the preprojective
algebra of a non-Dynkin quiver (being non-Dynkin corresponds to the condition that the Euler
characteristic of X be nonpositive). Accordingly, there is a similar construction of free product
deformations of the group algebra as follows.
Let g be the genus ofX, and write a1, . . . , ag, b1, . . . , bg for the standard loops around the handles,
which generate π1(X). The group π1(X) is the quotient of Γ, the free group generated by the letters
ai, bi, by the normal subgroup generated by the following element:
γ := (a1b1a
−1
1 b
−1
1 ) · . . . · (agbga
−1
g b
−1
g ) ∈ Γ.
To construct free product deformations of the group algebra k[π1(X)], we put F := k[Γ]. The
algebra F is a ‘multiplicative analogue’ of a free algebra. To any element u ∈ 1 +F+t , we associate
an algebra Au := Ft/(γ − u).
There is a ‘multiplicative analogue’ of Proposition 7.4.4, saying that the algebra Au gives a
flat free-product deformation of the group algebra k[π1(X)], and moreover that these are all
such deformations up to equivalence. One may prove this result by using the fact that the
prounipotent completion of k[π1(X)] is isomorphic to a completion of an algebra of the form
k〈x1, . . . , xg, y1, . . . , yg〉/([x1, y1] + . . .+ [xg, yg]).
This example may be generalized to the situation of orbifold surfaces of nonpositive Euler char-
acteristic (the latter also yields NCCI algebras).
Appendix A. On the morphism from periodic cyclic homology to equivariant
cohomology, by Boris Tsygan
A.1. Motivation. Since Hochschild chains are a noncommutative analogue of forms, it is natural
to ask what algebraic structure that is carried by forms can be defined for chains of an associative
algebra. The structure we will discuss involves not only forms but also vector fields (their noncom-
mutative analogue is the Lie algebra of derivations) and functions (their analogue is the algebra
itself). It is well known that, for a vector field X, two operators on forms are defined: the contrac-
tion ιX and the Lie derivative LX . We will write all the formulas for a graded commutative ring,
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since this will give us an intuition about the signs. For a graded derivation X of such an algebra
A, let ιX be the derivation of Ω
∗
A/k of degree deg(X) − 1 sending a to zero and da to X(a) for
a ∈ A. Let LX be the derivation of degree deg(X) sending a to X(a) and da to (−1)
deg(X)dX(a).
Put |X| = deg(X) + 1. Together with the de Rham differential d, the above operations are subject
to Cartan relations
[LX , LY ] = L[X,Y ]; [LX , ιY ] = ι[X,Y ]; (A.1.1)
[ιX , ιY ] = 0; [d, LX ] = 0; [d, ιX ] = (−1)
|X|−1LX
All commutators are taken in the graded sense. As a corollary, we get the classical formula for the
de Rham differential: for an n-form ω, one has
ιX1 . . . ιXn+1dω = (A.1.2)
(
n+1∑
j=1
(−1)KjLXj ιX1 . . . ι̂Xj . . . ιXn+1+∑
i<j
(−1)Mij ι[Xi,Xj ] . . . ι̂Xj . . . ι̂Xj . . .)ω
where
Kj =
∑
a
|Xa|+ |Xj |(
∑
b<j
|Xb|+ 1) (A.1.3)
and
Mij =
∑
a
|Xa|+ |Xj |
∑
b<j,b6=i
|Xb|+ |Xi|(
∑
c<i
|Xc|+ 1) + 1. (A.1.4)
This follows from (A.1.1).
Now, for an element f of A, put |f | = deg(f), ιfω = fω, and Lfω = (−1)
|f |−1df ∧ω. In addition
to the above equations, the following are true:
[LX , Lf ] = LX(f); [LX , ιf ] = ιX(f); [ιf , ιg] = 0; [d, ιf ] = (−1)
|f |−1Lf . (A.1.5)
We can combine the two sets of equations (A.1.1) and (A.1.5), into one set that looks same as
(A.1.1), but X and Y are now elements of the cross product of the graded Lie algebra Der(A) by
the Abelian graded Lie algebra A[1].
The algebraic structure described above, and a much stronger additional structure, generalizes to
the noncommutative setting. These generalizations become progressively more and more difficult
and inexplicit. However, the very first level of noncommutative calculus, namely formula (A.1.2)
(and its slight generalization to the case when Xi are vector fields or functions) turns out to be as
easy as one can expect.
A.2. The map χ. Let A be a graded associative algebra. Let A[1] ⊕ Der(A) be the differential
graded Lie algebra defined as follows: A[1] is Abelian, Der(A) is a subalgebra whose adjoint action
on A[1] is the natural one, the differential δ sends a ∈ A[1] to (−1)|a| ad(a) and is zero on Der(A).
Let L be a DG Lie subalgebra of A[1]⊕ Der(A). Let K be a graded space on which L acts so that
elements of A[1] act by zero. Let τ : A → K be an L-equivariant trace. We extend it by zero to
the entire Hochschild complex C−•(A).
Define for a ∈ A[1]
ιa(a0 ⊗ a1 ⊗ . . .⊗ an) = (−1)
|a||a0|a0a⊗ a1 ⊗ . . .⊗ an (A.2.1)
and for D ∈ Der(A)
ιD(a0 ⊗ a1 ⊗ . . .⊗ an) = (−1)
|D||a0|a0D(a1)⊗ a2 ⊗ . . .⊗ an (A.2.2)
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Define, for X1, . . . ,Xn ∈ L, and for a Hochschild chain c,
χ(X1, . . . ,Xn)(c) =
∑
σ∈Sn
±τ(ιXσ(1) . . . ιXσ(n)c); (A.2.3)
the sign is computed as follows: a permutation of Xi and Xj introduces a sign (−1)
|Xi||Xj |. (Note
that |X| is the degree of the operator ιX .) It turns out that χ defines a cocycle of the complex
C•(L,Hom(C−•(A),K)[[u]])
with the differential b+ uB + δ + u∂Lie; the action of L on Hom(C−•,K) is induced by the action
on K. In other words,
Proposition A.2.4.
χ(X1, . . . ,Xn)((b+ uB)(c)) =
1
n!
(
∑
(−1)Liχ(X1, . . . , δXi, . . . ,Xn)+
u
∑
(−1)Mijχ([Xi,Xj ], . . . , X̂i, . . . , X̂j , . . . ,Xn)+
u
∑
(−1)KjXiχ(X1 . . . , X̂i, . . . ,Xn))(c)
(cf. [25], [26]). Here Li =
∑
a≥i |Xa|; Kj is as in (A.1.3) and Mij as in (A.1.4).
Proof. We observe directly that [b, ιX ] = ιδX . This implies immediately that the formula in the
statement of the proposition is true modulo u, since τ is zero on the image of b. We denote
χ(X1, . . . ,Xn) by χ(X1 . . . Xn). Let c = a0 ⊗ . . . ⊗ an. Let D be an odd derivation and x an even
element of A. We are going to prove Proposition A.2.4 first in the case when all Xi are equal to D
or x, so |Xi| = 0 and the signs in the statement of the proposition are Ki = Lj = +1; Mij = −1.
By definition,
χ(DnxN ) =
n!N !
(N + n)!
∑
N0+N1+...+Nn=N
τ(a0x
N0D(a1)x
N1 . . . D(an)x
Nn)
therefore
χ(Dn+1xN )(Bc) =
(n+ 1)!N !
(N + n+ 1)!
×
×
∑
∑n+1
0 Nk=N
n∑
i=0
±τ(xN0D(ai+1)x
N1D(ai+2)x
N2 . . . D(ai)x
Nn+1);
the sign in the above is (−1)
∑
k>i(|ak|+1)
∑
k≤i(|ak |+1). Using the fact that τ is a trace, re-indexing
the Nk, and re-ordering the D(ai) (which cancels out the previous sign), we see that the above is
equal to
(n + 1)!N !
(N + n+ 1)!
∑
∑n
0 Nk=N
n∑
i=0
∑
N ′i+N
′′
i =Ni
τ(D(a0)x
N0 . . . D(an)x
Nn) =
(N + n+ 1)
(n+ 1)!N !
(N + n+ 1)!
∑
∑n
0 Nk=N
τ(D(a0)x
N0 . . . D(an)x
Nn);
by the Leibniz identity for D, we rewrite this as
(n+ 1)!N !
(N + n)!
(
∑
∑n
0 Nk=N
Dτ(a0x
N0 . . . D(an)x
Nn)
−
1
2
∑
∑n
0 Nk=N
n∑
i=1
±τ(a0x
N0 . . . [D,D](ai)x
Ni . . . D(an)x
Nn)
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−
∑
∑n
0 Nk=N
n∑
i=0
∑
N ′i+N
′′
i =Ni
±τ(a0x
N0 . . . xN
′
iD(x)xN
′′
i . . . D(an)x
Nn));
the signs appearing in the above terms from the Leibniz identity, with an overall minus sign, are
precisely the signs from the definition of ι[D,D] and ιD(x). We see that the above is equal to
(n+ 1)Dχ(DnxN )−
n(n+ 1)
2
χ([D,D]Dn−1xN )−
−(n+ 1)Nχ(DnD(x)xN−1).
Therefore
χ(Dn+1xN )(Bc) = (n+ 1)Dχ(DnxN )(c)−
−
n(n+ 1)
2
χ([D,D]Dn−1xN )(c)− (n+ 1)Nχ(DnD(x)xN−1)(c).
This is exactly the equality of the terms of the formula in the statement of the proposition that
contain u, in the special cases X1 = . . . = Xn+1 = D and Xn+2 = . . . = XN+n+1 = x (and
with n replaced by N + n). To prove the general case, tensor our algebra by k[t1, . . . , tn] where
|ti| = −|Xi|, put X = t1X1 + . . . tnXn, apply the special case to χ(X, . . . ,X), and look at the
coefficient at t1 . . . tn. 
A.3. Construction of the morphism. Now let A = Ω(Rep(A)) ⊗ End(V ), Rep(A) being the
scheme of representations of an algebra A in a given finite dimensional space V . Consider the
subalgebra End(V ) consisting of constant functions. Let K = Ω(Rep(A)) and τ : A → K be the
matrix trace. Let g = End(V ) viewed as a Lie algebra.
Proposition A.3.1. The map
c, x→ τ(exp(ιd+x))(c),
x ∈ g and c ∈ C−•(A), composed with the morphism induced by ev : A → A, defines a morphism
of complexes
HKR(x) : C−•(A)((u)), b + uB → Ω(Rep(A))[[g]]
G((u)), ud + ιx
Here ιx refers to the contraction of a form by a vector field corresponding to x. (Note that the
value of this map at x = 0 is the HKR morphism).
Proof. By Proposition A.2.4, taking into account that [d, d] = 0 and d(x) = 0,
HKR(x)((b + uB)(c)) = udHKR(x)(c) +
∞∑
K=0
1
K!
χ(δ(x)(d + x)K)(c).
If we put c = α0 ⊗ . . .⊗ αn, αi ∈ A, then the second summand is equal to
∞∑
N=0
∑
∑n
0 Nk=N
N∑
i=1
tr(α0x
N0dα1x
N1 . . . [x, αi]x
Ni . . . dαnx
Nn)
Now observe that for x ∈ g, if Lxev(a) = [x, ev(a)] where Lx denotes the Lie derivative by the
vector field on Rep(A) corresponding to x. Therefore, for αi = ev(ai), the above formula turns into
∞∑
N=0
∑
∑n
0 Nk=N
N∑
i=1
tr(α0x
N0dα1x
N1 . . . Lxαix
Ni . . . dαnx
Nn) =
ιx
∞∑
N=0
∑
∑n
0 Nk=N
tr(α0x
N0dα1x
N1 . . . dαnx
Nn) = ιxHKR(x)(c).
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Remark A.3.2. As for the Hochschild homology, the fact that the map
HKR : C−•(A)→ Ω(Rep(A))
(the value of HKR(x) at x = 0) sends Hochschild cycles to basic forms follows from the formula
(used in the proof above) ιxHKR(x)(c) = HKR(xι∆(c)), and the fact that ι∆ kills the image of b.
A.4. More on noncommutative calculus. Let us finish by saying a few words about noncom-
mutative analogues of formulas (A.1.1) and other algebraic properties of forms on manifolds. Note
first that operators ιX and LX can be defined not just for vector fields and functions but for mul-
tivector fields; they satisfy (A.1.1), the bracket being the Schouten-Nijenhuis bracket. Since all
the equations (A.1.1) are in terms of commutators, they can be interpreted as an action of certain
differential graded Lie algebras on the complex of forms. This latter formulation has a noncom-
mutative analogue as follows. For any (graded) associative algebra A, let g(A) be the graded Lie
algebra of its Hochschild cochains, with the Gerstenhaber bracket and the Hochschild differential
δ. Then on (C−•(A)[[u]], b+uB) there is a k[[u]]-linear, (u)-adically continuous structure of an L∞
module over (g(A)[ǫ, u], δ + u ∂∂ǫ), such that, for a cochain D of degree ≤ 1, Dǫ acts by −ιD as in
(A.2.1), (A.2.2). From that, one deduces a construction of a flat superconnection on the periodic
cyclic complex of a family of algebras ([8], Proposition 2). The formulas for the L∞ action are
somewhat more complicated than the definition of χ in (A.2.3). It would be interesting to better
understand the relation between the above and the construction of the Gauss-Manin connection in
the present paper.
Let us finish by mentioning one more feature of the classical calculus. The space of multivector
fields is in fact a Gerstenhaber algebra, in particular a graded commutative algebra; one has
ιX ιY = ιXY ; LXY = (−1)
|Y |LX ιY + ιXLY . (A.4.1)
An algebraic system uniting (A.1.1) and (A.4.1) is called a calculus; it was shown in [20], [28], [9]
that, for an associative algebra A, the pair of complexes (C∗(A,A), C∗(A,A)) is always a homotopy
calculus. This structure quite inexplicit and not canonical; it depends on a choice of a Drinfeld
associator.
References
[1] D. J. Anick, On the homology of associative algebras. Trans. Amer. Math. Soc. 296 (1986), 641–659.
[2] A. Connes, Noncommutative differential geometry, Inst. Hautes E´tudes Sci. Publ. Math. 62 (1985), 257- 360.
[3] and J. Cuntz, Quasi homomorphisms, cohomologie cyclique et positivite´, Comm. Math. Phys. 114
(1988), 515–526.
[4] W. Crawley-Boevey, Preprojective algebras, differential operators and a Conze embedding for deformations
of Kleinian singularities, Comment. Math. Helv. 74 (1999), 548–574.
[5] , P. Etingof, and V. Ginzburg, Noncommutative geometry and quiver algebras, Adv. Math. 209
(2007), 274–336. math.AG/0502301.
[6] J. Cuntz and D. Quillen, Algebra extensions and nonsingularity, J. Amer. Math. Soc. 8 (1995), 251–289.
[7] , , Operators on noncommutative differential forms and cyclic homology, Geometry, topology,
& physics for Raoul Bott (Cambridge, MA) (S.-T. Yau, ed.), Conf. Proc. Lecture Notes Geom. Topology,
vol. 4, Internat. Press, Inc., 1995, pp. 77–111.
[8] V. Dolgushev, D. Tamarkin, B. Tsygan, Noncommutative calculus and the Gauss-Manin connection, Higher
structures in geometry and physics, Progr. Math., 287, Birkha¨user/Springer, New York, 2011, 139–158.
[9] , , , Formality of the homotopy calculus algebra of Hochschild (co)chains,
arXiv:0807.5117.
[10] V. Dotsenko and A. Khoroshkin, Gro¨bner bases for operads. Duke Math. J. 153 (2010), 363-396.
[11] P. Etingof and V. Ginzburg, Noncommutative complete intersections and matrix integrals, Pure Appl. Math.
Q. 3 (2007), 107–151. math.AG/0603272.
30
[12] B. Feigin and B. Tsygan, Additive K-theory and crystalline cohomology. (Russian) Funktsional. Anal. i
Prilozhen. 19 (1985), 52–62.
[13] E. Getzler, Cartan homotopy formulas and the Gauss-Manin connection in cyclic homology, Quantum defor-
mations of algebras and their representations (Ramat-Gan, 1991/92; Rehovot, 1991/92), Israel Conference
Proceedings, vol. 7, Bar-Ilan University, Ramat-Gan, 1993, pp. 65–78.
[13] V. Ginzburg, Non-commutative symplectic geometry, quiver varieties, and operads, Math. Res. Lett. 8
(2001), 377–400.
[14] , Calabi-Yau algebras, math.AG/0612139, 2006.
[15] V. Ginzburg and M. Kapranov, Koszul duality for operads, Duke Math. J. 76 (1994), 203–272.
[16] E. Hoffbeck, A Poincar-Birkhoff-Witt criterion for Koszul operads. Manuscripta Math. 131 (2010), 87-110.
[17] D. Kaledin, Cyclic homology with coefficients. Algebra, arithmetic, and geometry: in honor of Yu. I. Manin.
Vol. II, 23-47, Progr. Math., 270, Birkha¨user Boston, Inc., Boston, MA, 2009. arXiv:math/0702068.
[18] M. Karoubi, Homologie cyclique et K-the´orie. Aste´risque No. 149 (1987).
[19] M. Kontsevich, XI Solomon Lefschetz Memorial Lecture series: Hodge structures in non-commutative ge-
ometry. Notes by Ernesto Lupercio. Contemp. Math., 462, Non-commutative geometry in mathematics and
physics, 1-21, Amer. Math. Soc., Providence, RI, 2008. arXiv:0801.4760.
[20] and Y. Soibelman, Deformations of algebras over operads and Deligne conjecture, Proceedings of the
Moshe Flato conference, Math. Phys. Studies 21, Klu¨wer Acad. Publishers, Dordrecht, 2000, pp. 255–307.
[21] , , A-infinity categories and non-commutative geometry. I, Homological mirror symmetry,
153-219, Lecture Notes in Phys., 757, Springer, Berlin, 2009. math/0606241.
[22] J.-L. Loday, Cyclic homology, Grundlehren der Mathematischen Wissenschaften, vol. 301, Springer-Verlag,
Berlin, 1998.
[23] and D. Quillen, Cyclic homology and the Lie algebra homology of matrices. Comment. Math. Helv.
59 (1984), 569–591.
[24] M. Markl, S. Shnider, and J. Stasheff, Operads in algebra, topology and physics, Mathematical surveys and
monographs, vol. 96, American Mathematical Society, 2000.
[25] R. Nest, B. Tsygan, Algebraic index theorem, Com. Math. Phys 172 (1995), 2, 223-262
[26] , , Algebraic index theorem for families, Adv.Math. 113 (1995), 2, pp. 151-205.
[27] T. Schedler, Hochschild homology of preprojective algebras over the integers, arXiv:0704.3278, 2007 (to
appear in Adv. Math.).
[28] D. Tamarkin and B. Tsygan, The ring of differential operators on differential forms in noncommutative
differential calculus, Graphs and patterns in mathematics and theoretical physics, Proc. Sympos. Pure
Math. 73, Amer. Math. Soc., Providence, RI, 2005, 105–131.
[29] B. Tsygan, On the Gauss-Manin connection in cyclic homology. Methods Funct. Anal. Topology 13 (2007),
83-94. arXiv:math/0701367.
[30] M. Van den Bergh, Double Poisson algebras. Trans. Amer. Math. Soc. 360 (2008), 5711-5769.
math.QA/0410528, 2004.
V.G.: Department of Mathematics, University of Chicago, 5734 S. University Ave, Chicago, IL 60637, USA;
ginzburg@math.uchicago.edu
T.S.: Department of Mathematics, MIT, Cambridge, MA 02139, USA. trasched@gmail.com
31
