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ABSTRACT
This dissertation is the collection of a progressive research on the topic of topological quantum
computation and information with the focus on the error threshold of the well-known models such
as the unpaired Majorana, the toric code, and the planar code.
We study the basics of quantum computation and quantum information, and in particular quantum
error correction. Quantum error correction provides a tool for enhancing the quantum computation
fidelity in the noisy environment of a real world. We begin with a brief introduction to stabilizer
codes. The stabilizer formalism of the theory of quantum error correction gives a well-defined de-
scription of quantum codes that is used throughout this dissertation. Then, we turn our attention to
a quite new subject, namely, topological quantum codes. Topological quantum codes take advan-
tage of the topological characteristics of a physical many-body system. The physical many-body
systems studied in the context of topological quantum codes are of two essential natures: they
either have intrinsic interaction that self-corrects errors, or are actively corrected to be maintained
in a desired quantum state. Examples of the former are the toric code and the unpaired Majorana,
while an example for the latter is the surface code.
A brief introduction and history of topological phenomena in condensed matter is provided. The
unpaired Majorana and the Kitaev toy model are briefly explained. Later we introduce a spin model
that maps onto the Kitaev toy model through a sequence of transformations. We show how this
model is robust and tolerates local perturbations. The research on this topic, at the time of writing
this dissertation, is still incomplete and only preliminary results are represented.
As another example of passive error correcting codes with intrinsic Hamiltonian, the toric code is
introduced. We also analyze the dynamics of the errors in the toric code known as anyons. We
show numerically how the addition of disorder to the physical system underlying the toric code
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slows down the dynamics of the anyons. We go further and numerically analyze the presence of
time-dependent noise and the consequent delocalization of localized errors.
The main portion of this dissertation is dedicated to the surface code. We study the surface code
coupled to a non-interacting bosonic bath. We show how the interaction between the code and the
bosonic bath can effectively induce correlated errors. These correlated errors may be corrected
up to some extend. The extension beyond which quantum error correction seems impossible is
the error threshold of the code. This threshold is analyzed by mapping the effective correlated
error model onto a statistical model. We then study the phase transition in the statistical model.
The analysis is in two parts. First, we carry out derivation of the effective correlated model, its
mapping onto a statistical model, and perform an exact numerical analysis. Second, we employ a
Monte Carlo method to extend the numerical analysis to large system size.
We also tackle the problem of surface code with correlated and single-qubit errors by an exact
mapping onto a two-dimensional Ising model with boundary fields. We show how the phase tran-
sition point in one model, the Ising model, coincides with the intrinsic error threshold of the other
model, the surface code.
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This dissertation is dedicated to my parents Parvin and Reza.
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CHAPTER 1: INTRODUCTION
“He who thinks great thoughts often makes great errors.”
— Martin Heidegger
1.1 Quantum error correction
In the first section we formally introduce the evolution of an open quantum system by describing
the quantum states in terms of the density matrix formalism.
1.1.1 Quantum Operations
Consider a closed system consisting of the environment and a central quantum system, with an
associated Hilbert space of HS ⊗ HEnv . Assume that the initial state of the system is |ψ〉. At
time t the state of the closed system has evolved to the new state |ψ(t)〉 = U(t)|ψ〉, where U(t)
is a unitary time-evolution operator. An equivalent way to express this time evolution is using the
density matrix representation. Then, the system is initial density matrix is ρ = |ψ〉〈ψ| and at time
t it is given by ρ(t) = U(t)|ψ〉〈ψ|U †(t). A particular case is when the initial state of the closed
system is a product state,
ρ(t) = U(t)(|Env〉〈Env| ⊗ ρs)U †(t), (1.1)
where we used |Env〉〈Env| to represent the initial density matrix of the environment, while ρs
represents the initial density matrix of the system.
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The Hilbert space of the environment can be spanned by a complete set of orthogonal states {|ek〉}.
This set may be discrete, continuous, or both. In general, we can trace the degrees of freedom of














k = E(ρs). (1.2)
We then obtain the reduced density matrix representation of the system as a function of time. On
the last line we defined operators Ek = 〈ek|U(t)|Env〉. It is straightforward, by dimensionality
analysis, to see that Ek has a matrix representation with the same dimension as ρs. For example, a
single qubit system for which ρs is a 2 × 2 matrix, Ek is also a 2 × 2 matrix for all k. Since any






with σ0 = I and σi being one of the three Pauli matrices {σx, σy, σz}. The coefficients αν are
obtained as αν = 12Tr(σ
νEk). This follows from the property of the Pauli matrices that they have
zero trace, Tr(σν) = 0, and 1
2
Tr(σ0) = 1. In general, for a system that comprises of N qubits, Ek






1 . . . σ
µN
N , (1.4)
with coefficients αµ1,...,µN =
1
2N
Tr(σµ11 . . . σ
µN
N Ek).
Equation (1.2) represents the time evolution of the reduced density matrix and is called operator-
2
sum representation, it is widely used in literature of quantum error correction [50, 1]. This repre-
sentation will be used in the formal theory of quantum error correction presented in the following
sections.
1.1.2 Theory
After giving a short review on some of the necessary tools, we can now introduce quantum error
correction. The purpose of quantum error correction is to immunize the state of the central system
as much as possible against errors that may damage the system during the time period in which
quantum computational processes are being performed.
The general outline of the theory of quantum error correction, inherited from classical error cor-
rection theory, is the art of: First, initializing the system in the appropriate subspace of the accessi-
ble Hilbert space of the quantum system Hs, known as the quantum error-correcting code (also
code-space or code-word). Next, to detect the new state of the system once the encoded system
is subjected to an error Ek relative to the code subspace by a series of syndrome measurements.
Finally, to perform a recovery operation based on the detected error syndrome on the system that
most likely returns the quantum system to the initial code state. A “success measure” of a given
quantum code is assessed by studying the error threshold of the quantum code.
Theorem 1.1.1 (Quantum error correcting conditions) Let C be a quantum code, and let P
be the projector onto C. Suppose E is a quantum operation with operation elements {Ei}. A
necessary and sufficient condition for the existence of an error-correction operation R correcting
E on C is that
PE†iEjP = αijP, (1.5)
3
for some Hermitian matrix α of complex numbers.
A formal proof can be found in Ref. [50]. A more intuitive justification of the proof is the follow-
ing.
Let us first show the sufficiency. Since αij is a Hermitian matrix, it can be diagonalized as α =
udu†. Let us construct a new set of errors {Fk} using matrices u and u† such that Fk =
∑
i uikEi
is a linear superposition of the set {Ek}. Then the condition Eq. (1.5) is changed to PF †kFlP =
dlkδlkP . By using polar decomposition we can show that FkP =
√
dkkUkP for some unitary Uk.










The system is initially encoded in the subspace P as ρcs ≡ PρcsP . Then, by looking at Eq. (1.2)





l . Now, by applying the combination UkPk that acts as a detection (Pk)


































dkkρs ∝ ρs. (1.6)
In the last line we used the condition (1.5). Therefore, it is sufficient to have the condition of
Eq. (1.5) to build a set of orthogonal projective subspaces {Pk} and their corresponding recovery
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operations {Uk}.







j = cPρsP. (1.7)




kickj , which is a Hermitian
matrix, as expected.
The next essential theorem for quantum error correction, which we quote without proof from Ref.
[50], states:
Theorem 1.1.2 Suppose C is a quantum code andR is the error-correction operation constructed
in the proof of Theorem 1.1.1 to recover from a noise process E with operation elements {Ei}.
Suppose F is a quantum operation with operation elements {Fj} which are linear combinations of
the Ei, that is Fj =
∑
imjiEi for some matrix mji of complex numbers. Then the error-correction
operationR also corrects the effects of the noise process F on the code C.
The theorem simply states that as long as we have a code that can be corrected against a discrete
set of errors, the same code can be corrected against any linear combination of that set. This is a
tool to deal with the continious nature of quantum noise. As an abstract example, if a single qubit
can be corrected against the set of all Pauli matrices, then it can be corrected against an entire set
of errors, as in Eq. (1.3).
To summarize, the theory of quantum error correction is built upon the above two theorems. The
first provides us with a checking tool. The checking tool is used to test the validity of a given
quantum code as well as the domain of errors it will correct. The second theorem deals with
the continious nature of the Hilbert space. In contrast to classical errors where the state of the
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information is discrete, in the quantum version the state can continuously sweep a Hilbert space.
The second theorem guarantees that by being able to correct a discrete set of operations we can
correct a continuous spectra of errors.
1.1.3 Classical linear code
So far we addressed the formalism of quantum operations and the theorems that quantum error cor-
recting codes are based on. Now, we show actual error-correcting codes that satisfy the theorems
above. To have a good understanding of how quantum error-correcting codes can be defined, we
begin by considering the basics of linear classical codes and their construction. In the next section
we present quantum error-correcting codes.
Consider an array of k bits represented in the form of a vector in a k-dimensional space. Such
vector is defined on a Z2 field since a bit takes either 0 or 1. For example two bits have altogether
{(0, 0), (0, 1), (1, 0), (1, 1)} code-words. Assume a system of two bits that are initialized in the
code-word (0, 0). Furthermore, assume that bit-flip noise flips the first bit. The corrupted state
would be (1, 0). The question to be answered by a linear correcting-code is “given a vector (1, 0),
how can we identify the initial state? Is it (1, 0) with no error, (0, 0), or (1, 1) with a bit flip error,
or is the initial state (0, 1) with two bit-flip errors?
To be able to answer these and similar questions, where one needs to resolve some given vectors
of data from each other, classical linear code is used [2]. We start by building a linear operator, a
matrix G known as the generating matrix of the code, that takes a k component vector and returns
an n-component vector with n > k. G encodes each code-word x of the k-dimensional space as
Gx, the code. G has independent columns and thus the mapped space Gx for all x is a subspace in




1 1 1 0 0 0
0 0 0 1 1 1

with Gx given by
G(0, 0) = (0, 0, 0, 0, 0, 0), G(1, 0) = (1, 1, 1, 0, 0, 0)
G(0, 1) = (0, 0, 0, 1, 1, 1), G(1, 1) = (1, 1, 1, 1, 1, 1). (1.8)
We might think that there are 2k elements or code-words of data, and that n2k operations to be
performed to specify the full encoding. However, to define a “linear” code all we needed is to
define an n× k generating matrix. The full encoding is encapsulated in G.
Error correction can be performed by defining the parity check matrix Hn−k,n. The matrix is
basically the collection of n − k (n−component) independent vectors that are orthogonal to all
the columns of G. Roughly speaking, H defines a subspace orthogonal to the subspace Gx or the
code. Therefore, to check if a vector x belongs to the code it has to satisfy Hx = 0. Therefore,
mathematically, H is a linear map and the code is defined as the kernel of the map H .
Knowing that the code is the kernel of H , now assume that a code-word y = Gx is corrupted
by bit flip errors and changed to y′ = y + e′. Notice that the vector e′ is a vector with 1’s at the
affected bits and 0 elsewhere. Since Hy = 0 we have Hy′ = He. Naturally, the set {He} are the
syndromes detected in this way. What we are interested is to be able to distinguish vectors likeHe1
from vectors He2 for as many errors (e1 and e2) as possible. If that were possible then each error
syndrome He would tell us what the initial code-word was. The strength of this method relies on
how many 1’s a code-word y1 differs from a code-word y2. Any vector y′ that lies in between them
(by adding 1’s to, say, y1: y′ = y1 + e′) is detected by He′ and corrected to the closest code-word
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(say y1). Thus, to be able to correct more errors we need to have a code that provides a large
(Hamming) distance between the code-words. The minimum distance between code-words of a
given code is called the distance of the code d.
The initial vectors of bits to be encoded by G, contain the actual information to be coded and are
called the logical bits. Also we can see Gn×k as a vector of length k with linearly independent
vectors v of length n as its elements; G = [v1, . . . , vk]. In this light, y = Gx is a sum over a
subset of these independent vectors: y =
∑
{j} vj . Since the logical bits x consist of all possible
combinations of 0 and 1, then the set {
∑
{j} vj} is the set of all combinations of the independent





{j′′} vj′′ = y
′′, we have y′′ ∈ C. Likewise, one can see there is a unit element
E = G(0, . . . , 0) ∈ C. Also, for each element y + y = E, thus, the inverse element is in C.
Therefore, code-words in C form a group.
In summary, a code C defined by a generating matrix G (or, equivalently, H) is formally denoted
by [n, k, d], which means that k bits are encoded into n bits and the minimum distance between the
code-words is d.
1.1.4 Calderbank-Shor-Steane codes
We know that a classical linear code corrects, say, t number of bit-flip errors (equivalent to a
distance 2t + 1 = d). In contrast to a simple bit-flip error of classical physics, however, we
know that errors in quantum mechanics are continuous. Also, from the theories of quantum error
correcting codes if we are able to correct bit-flip and phase-flip errors, we are able to correct the
qubits from any error (that is, an error that is a linear superposition of Pauli matrices σx, σy, σz).
One natural way to construct a quantum code seems roughly to have two classical codes working
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together. We could use one to correct bit-flip errors and other code [with a Hadamard rotation]
for phase-flip errors. This is the basic idea behind Calderbank-Shor-Steane (CSS) codes. More







This defines an equivalent class between the elements of C1 with respect to C2, which is the set
of cosets of C2 in C1 (C1/C2). Thus each codeword of the CSS(C1, C2) is a superposition of the
elements in one equivalent class, i.e., it forms one coset. If the two elements x and x′ belong to
two different cosets, the two code-words |x + C2〉 and |x′ + C2〉 are orthogonal. For a C1 [n, k1]
and a C2 [n, k2] code, CSS(C1, C2) is a [n, k2 − k1] code.
Consider a quantum system with a state initially prepared in a CSS(C1, C2) code-word. Once a






(−1)(x+y).e2|x+ y + e1〉. (1.10)





(−1)(x+y).e2|x+ y + e1〉|H1e1〉, (1.11)
where H1 is the parity check matrix of the code C1. Notice we assume that the ancilla qubit itself
is immune from errors. Under this condition, one has to measure the ancilla qubit to detect the
bit-flip syndrome, and, as the next step, to apply an appropriate recovery operation.
Notice that by a Hadamard matrix one can switch the role of bit-flip σx with phase-flip σz. There
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exists a simple scheme that uses the Hadamard gate that practically switches the role of e1 and
e2 in the above procedure and uses the same syndrome detection applied for the bit-flip above to
detect the phase-flip error e2. For more details see Ref. [50].
1.1.5 Stabilizer codes
There exists an alternative approach to define quantum codes by using the language of group theory.
To explain the technicalities of this approach along with advantages and disadvantages of it, we
begin with some nomenclatures and definitions that will be used later.
Pauli Groups: A Pauli group Gn is constructed by the matrix multiplication of all the Pauli
matrices acting on n qubits. Example: G1 = {±I,±iI,±σx,±iσx,±σy,±iσy,±σz,±iσz}.
It can be easily verified that such group is closed under the matrix multiplication. Similarly,
G2 = {±I(= ±I1 ⊗ I2 = ±I1I2),±iI,±σx1I2, . . . }, etc.
Generators of a group: In any subgroup S of Gn we can find a set of elements such that under
multiplication this set produces the whole subgroup S. Example: S = {I, Z1Z2, Z2Z3, Z1Z3}
is a subgroup of G3 (or any Gn with n ≥ 3). The subgroup can be generated by choosing the
set {Z1Z2, Z2Z3} as the set of generators of the subgroup. Notice that the set is not unique. A
subgroup is usually represented by its generators as 〈g1, . . . 〉, with gi being the i-th generator; In
the example above S = 〈Z1Z2, Z2Z3〉. We will always select a set of generators such that all its
elements g1, . . . are independent.
Centralizer and Normalizer: Given a subgroup S, the set C(S) = {E ∈ Gn|Eg = gE} is called
the centralizer of the subgroup S. Given a subgroup S, the set N(S) = {E ∈ Gn|EgE† = g} is
called the normalizer of the subgroup S. For Pauli groups Gn, if S does not include −I then we
have N(S) = C(S).
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Stabilizer: Consider a vector space VS and a subgroup S such that for any element |ψ〉 ∈ VS and
any elementM ∈ S we haveM |ψ〉 = +|ψ〉. Then, VS is said to be stabilized by S, and S is called
the stabilizer of the vector space VS .
It is obvious that for any subgroup S that contains −I the only possible vector space that can be
stabilized by S is the trivial 0 state. It is straightforward to show that if we restrict ourselves to
only subgroups in which −I is excluded, then elements ±iI are automatically excluded as well.
Also, notice that if a vector state is stabilized by the set of generators of S, it is stabilized by the
whole subgroup S. Therefore, we only need to verify that gi|ψ〉 = |ψ〉 for all gi ∈ 〈g1, . . . 〉 of
subgroup S in order to claim that |ψ〉 is stabilized by S.
Working with n qubits automatically implies the use of the Pauli group Gn, since all possible
quantum operations that can be applied on n qubits are contained in Gn. Consider a subgroup
S = 〈g1, . . . , gn−k〉. We define the projector P xS as
P xS =
∏n−k
i=1 (I + (−1)xigi)
2n−k
, (1.12)
where x stands for (x1, . . . , xn−k). It can be verified that by expanding the product in the definition
we generate all the elements in S. Therefore, if for a state |ψ〉 we have P 0S |ψ〉 = +|ψ〉, then
|ψ〉 ∈ VS . Also, it is easy to see that for any |ψ〉 ∈ VS , P 0S |ψ〉 = +|ψ〉. Hence, we conclude that
P 0S is a projector onto VS . Let us add that the projectors P
x
S are a set of orthogonal projectors; the
product P xSP
x′
S for different sets of x = (x1, . . . , xn−k) and x
′ = (x′1, . . . , x
′
n−k) has at least one
term such as (I − gi)(I + gi) which gives 0 on any state.





S = I2n×2n , then the vector space VS is a 2
k dimensional space.
With the main concepts being introduced, we can sketch an outline of the stabilizer code theory
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as follows. Imagine the state of a system initially prepared such that it is stabilized by P 0S for a
stabilizer subgroup S. Then, if an error Ex ∈ Gn acts on the system there are two possibilities:
Either Ex anti-commutes with at least one of the generators of 〈g1, . . . , gn−k〉 or it commutes
with all the elements of 〈g1, . . . , gn−k〉. In the former case, the projector P 0S will be transformed




x. In this case the code may be corrected by assigning an Rx recovery
operation to the P xS projector for every orthogonal subspace x. Therefore, by measuring all P
x
S ’s
and consequently applying corresponding Rx’s we can recover the original state. In the latter case,
the error Ex is either in S which means it makes no harm to the original state, or it is in N(S)−S.
If Ex ∈ N(S)− S then it is uncorrectable.
Finally, the stabilizer code C(S) is defined as the vector space Vs which is stabilized by S. The
code’s distance is identified by the minimum weight of an element in N(S)− S. Here, the weight
of an element E is defined by the number of Pauli operators in the element E that are not equal to
I . For example, E = X1Y3Z8 ∈ G8 has weight 3. Also, as a reminder, a code [n, k, d] corrects
errors on t single qubit such that d = 2t+ 1.
In summary, stabilizer codes are defined as subspaces that are stabilized by a set of generators of
a subgroup of Pauli groups. An ideal stabilizer code would have a long distance while requiring
minimum resources (i.e., a small Hilbert space).
1.2 Topological quantum computation
1.2.1 Introduction
The subject of topology covers a wide area of research and study in physics that goes far beyond
this introduction. The following introduction is based on the physical aspects of the subject that
will help us to better understand the specific models we study in the main body of this dissertation.
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This introduction is mainly based on Refs. [4, 5] and, partly, [6].
To reach an intuitive but sufficiently deep understanding of the underlying concepts of topology in
condensed matter problems, we begin by discussing the problem of a particle on a ring. Consider
a particle on a ring (periodic boundary condition). Imagine the system to be in a magnetic field
with a vector potential A = Φ
Φ0




(−i∂φ − A)2, (1.13)
where φ is the angle. It is straightforward to see that the function ψn(φ) = 1√2πe
inφ satisfies the
Schrödinger stationary equation, and the energy spectrum is εn = 12(n−
Φ
Φ0
)2 with n ∈ Z.
Figure 1.1: A confined particle on a ring subject to magnetic field.
This simple problem, though, in the language of functional integrals (the familiarity of the reader
with the functional integral formalism of many-body physics is assumed) has interesting features








where τ is the Euclidean time and the integral is over all paths that begin at φ(0) and finishe at
the same point (periodic boundary condition: φ(β) − φ(0) ∈ 2πZ). The Lagrangian in the action
S[φ] =
∫





φ̇2 − iAφ̇. (1.15)
Assume that we seek a mean-field solution to approximate the value of the partition function by
taking the classical path (the saddle-point solution) as the most relevant path of the problem. In
addition, we can add quantum fluctuations, i.e., deviation from the classical path, to correct our
solution. The classical solution is obtained from the classical Euler-Lagrange equations, φ̈cl = 0,
which has the solution φ(τ) = W2πτ
β







At this point, we infer that classical mean-field solutions labeled by integer values (W ) are sep-
arated for different values of W by discrete energy gaps. To understand this, remember that in
classical statistical mechanics Z = eF , and F is the free energy of the system. If the system is
in the saddle-point solution with free energy FW , then another solution FW+1 is separated by a




. This analysis commonly appears in the study of for exam-
ple instantons and the quantum tunneling problems, which explains quantum phase transitions in
glassy systems.
We should also notice that the last term in the Lagrangian of Eq. (1.15) can be integrated (since
it does not depend on the path) and the total partition function can be classified as the sum over
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Treating the problem from a perturbative perspective around the mean-field solution of the theory,
we can understand that modifying the path around φ(τ) = W2πτ
β
→ φ + δφ to include quantum
fluctuation corrections will not change the W value intrinsic in that mean-field solution. This
indicates that there are topological sectors that cannot be connected via short-range perturbations.
The characteristic value that identifies these sectors in this example is the winding number W .
The topological term of the action in this example is in the class of θ-terms. Also, implicitly
in the argument above, is the partitioning of all possible paths into classes; in this example, the
homotopy classes of the field [φ].
Mathematically speaking, in the functional integral language and in general in field theory (clas-
sical and quantum) the field φ is a map that is defined over a “base manifold M” and maps to a
“target manifold T”,
φ : M→ T. (1.17)
The base manifold is usually Rd while the target manifold is defined by the symmetries of the
underlying physical many-body system. We should digress to mention what is a natural candidate
for a target manifold. The target manifold is characterized by a general symmetry group G that
corresponds to the symmetries of the mean-field solution of the theory. The symmetry group G is
chosen such that for all elements of g ∈ G and φ→ gφ the action is left invariant.
However, under changing the parameter of the theory (such as temperature, magnetic field, etc.),
the system undergoes a transition that reduces the G symmetry group to G/H (a coset group of
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G stabilized by H), where the H ⊂ G. This “spontaneous symmetry breaking” implies a new
mean-field solution or state for the many-body system. Therefore, by knowing all the coset groups
G/H of the general symmetry group G, we have identified the possible target manifolds of the
problem. Thus, generally, the target manifold is represented by T = G/H . To be less abstract, in
the XY Heisenberg spin system G = O(3) while H = O(2). One can show that O(3)/O(2) is
isomorphic to T = S2.
Depending on the base and the target manifold there are different classes of maps φ that could be
defined. In our example we saw the map φ : S1 → S1, (S1 is the sphere in one dimension) and
the classes of [φ] were labeled by integer numbers W . In fact, one can define a “unit map” as well
as an operation between different classes, ∗, and show that these classes actually form a group. In
this case a homotopy group π1(S1) = Z.
Finally, we should mention that for different target manifolds resulting homotopy groups are differ-
ent and even may not exist. For example, for M = S1 and T = S2 one can intuitively understand
that by deforming a path around a sphere S2 one can go from one winding number to another, so
in this case all the maps φ are in the same equivalence class as ′′0′′, and therefore no homotopy
group exists. As a general remark,in many-body quantum field theory there are many topological
terms that characterize the topological features of particular problems. In addition to the winding
number, there are Weiss-Zumino terms and Chern-Simons terms (in a particular case also called
the Berry phase).
1.2.2 Topology in condensed matter physics
The classification of phases of matter in condensed matter physics is understood through the
Ginzburg-Landau approach, which is based on characterizing the underlying symmetries that are
spontaneously broken. The phenomenology of the Landau theory is that, after calculating the free
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energy F = ln(Z) of the system by handling the sum over the microscopic details of the system
[see, for example, Eq. (1.16)], one is left with a system where phase is defined by macroscopic or-
der parameters; for instance, magnetic field, temperature, etc. Within the Landau theory, different
phases may be accessible via tuning these order parameters.
However, the emergence of topological features in the mathematical structure of any microscopic
theory implies that there are orders that can not be simply characterized by Landau’approach.
These new orders are referred to as topological orders. Topological orders are often used in
characterizing the orders in highly correlated system such as fractional quantum Hall states [7, 8].
Moreover, there are phenomena in condensed matter physics that do not involve correlations and
are explained in the framework of single-particle quantum mechanics, but, nevertheless carry topo-
logical signatures. The integer quantum Hall state (QHS) is an example that lies in this category.
Topological insulators can also be studied within the framework of single-particle physics of a
solid. Bellow, we elaborate this example further [10].
In an insulator a gap separates the conduction band from the valence band. However, the gap prop-
erty in this system is not the only quantity that distinguishes the insulating phase from other phases.
In fact, a similar gap, although narrower, exists in semiconductor phase and many semiconductors
and insulators can be shown to belong to the same topological classification. There exists an iso-
morphism that smoothly deforms the two band structures of insulator and semiconductor into one
another. This equivalence can even be extended to the equivalence between an insulator and the
vacuum of the Dirac theory.
To make the connection to our previous general discussion on topology in condensed matter more
clear, the Bloch theorem can be viewed as a set of maps, in analogy to [φ(τ)]: from the base
manifold of the “Brillouin zone”, witch is a torus T d, in k-space, to the target manifold of H(k)
(the target manifold has at least translational symmetry). The topological classification consists of
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putting all the maps that can be continuously deformed to each other without closing the gap of the
insulator into the same class. Some examples frequently found in literature are listed bellow.
• Integer Quantum Hall and the Landau flat bands: The authors in Ref. [9] (TKNN) proved
that this classification for quantum Hall states are labeled by integer Chern numbers. A






where Fm = ∇×Am = ∇× i〈um|∇k|um〉 is known as the Berry flux.
• Peierls instability: Su et al. [13] studied solitons in polyacetylene. In this system the Peierls
instability for an odd number of sites exhibits a different Berry flux than an even number,
with topological excitations dominating the transport properties of the system.
• Graphene: Generally, a two-band model in two dimensions can be expressed as
H(k) = h(k). ~σ. (1.19)
Here, ~σ = {τx, τy, τz} are Nambu spinors (i.e., a set of three matrices exactly the same as
Pauli matrices and should not be confused with spin). In graphene, in particular, this form
reduces to H(q) = ~vFq. ~σ + mσz around the Dirac points. The Hamiltonian has time
reversal symmetry Θ, while it lacks parity symmetry Π. As a result, the two masses at the
two Dirac point are the same m = m′. Haldane [12] showed that if by assuming a magnetic
field that in average is zero (B ∝ sin(k · r)), one can breaks the Θ symmetry but retain the
Π. He showed in this case Berry flux is different and the masses are m = −m′. Then, the
two topological classes,m = m′ andm = −m′, pertain to σxy = 0 and σxy 6= 0, respectively
.
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The importance of these topological hallmarks is the emergence of edge states at the boundary
between two phases with different topological classifications. In a topological insulator (TI) for
example, as we approach the boundaries from the bulk of the system, there will be states that
appear in the gap. In QHS these are the chiral edge states. Their existence indicates that the
topological characteristics of the bulk is about to change as we approach the boundary (say, from
TI to vacuum). By modifying the edge of the physical system, for example, by adding impurities to
increase scattering on the edges in QHS, one may locally perturb these states but their topological
properties are invariant. In the case of edge currents where the transport is mainly carried by these
edge states, a local perturbation does not affect the current [11].
There are many interesting features related to TI. So far we encountered one that was described
by Haldane [12] in which Θ is broken while Π is not. In a Θ symmetric insulator, for example,
one can bring in a spin-orbit coupling that lifts the Kramers’ degeneracy everywhere but at the
center of the Brillouin zone (since at k = 0 there is no spin-orbit effect). In this case there are
two type of edge states that inherit their topological characteristics from the bulk (bulk-boundary
correspondence): Z2 TI.
Similarly, in superconductors the theory can be expressed as in Eq. (1.19), known as the De Gennes
representation. In this case there is particle-hole symmetry (Ξ): ΞHBdG(k)Ξ−1 = −HBdG(−k).
As we get closer to the edge where the topology must change, this symmetry leads to the existence
of a zero-mode edge state. This implies that there must be a state with Γ†0 = Γ0 (with Γ† and
Γ creation and annihilation operators, respectively). Such excitation is known as a Majorana
particle.
The bulk-correspondence rule and different symmetries in different dimensions, provide a table of
classifications of involved topological characteristics. These classifications are realized in physical
systems such as TI, topological superconductors, QHS, etc., and are named correspondingly such
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as Z- and Z2-TIs, etc. (Fig. 1.2 ).
The subject is vast enough to cover a complete dissertation by itself [14, 15]. For the purpose of
quantum computation what is offered by topological characteristics is the possibility of employing
these properties as to state information and perform computation. If the information is encoded to
an edge mode, small deformation, will not change the state of the information unless a quantum
phase transition happens, which can be argued to be exponentially suppressed [10]. This approach
to opens the door to topological quantum computation (see, for example, Fig. 1.3).
Figure 1.2: The interface between a quantum Hall state and a trivial insulator hosts a chiral edge
state (top left). A boundary edge state connects the conductance band to the valence band (top
right). The table of topological insulators and topological superconductors based on the bulk-
boundary correspondence (bottom). From Ref. [10].
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Figure 1.3: Schematic representation of braiding of non-abelian quasi-particles. From Ref. [16].
Reprinted with permission from AAAS.
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CHAPTER 2: MAJORANA FERMIONS
2.1 Introduction
Here we present one of the several proposed models by Kitaev [18] with topological order with the
aim of implementing topological quantum computation (TQC). The model inspired the search for
unpaired Majorana fermions in quantum wires [17]. The idea of TQC with Majorana fermions in
a wire begins with the observation that the occupation number of a fermion of a site on the wire
encodes the states |0〉 and |1〉, and while a phase can also be assigned to each state, we can consider
the set of sites as a collection of physical qubits |s〉j . The scheme of unpaired Majorana describes
one logical qubit that is encoded in this system by the the right choice of its Hamiltonian.
In this regard the single qubit flip-error σx is the annihilation/creation operator from |0〉 to |1〉
and vice-versa, and the phase flip σz is the occupation-number operator a†jaj . However, for a
practical system of fermions the single flip-errors a† or a become impossible to occur since we have





jaj − 1) which is roughly a measure of whether the occupation number is “odd”
or “even” (Reminder: in superconducting system that follows BCS theory, carriers at the Fermi
sea contribute to the superconducting phase. This is the origin of the Bogoliubv transformation
in bosonization problems like charge density waves (CDW), spin density waves (SDW), and the
Bogoliubv-de Gennes Hamiltonian. See Ch. 2 and 6 in Ref. [4]).
In a condensed matter system where the excitations are fermions, single flip-errors appear to be
suppressed due to fermionic parity conservation. But even in an non-interacting system of fermions
the energy hj = εja
†
jaj itself would cause dephasing as the system evolves in time |s〉j → eiεjt|s〉j
(at this point one can get the impression that if a logical qubit exists, then it must be associated to
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a zero energy state ε = 0 to stay immune from dephasing). Kitaev proposed a toy model in which
the excitations of the system are the Majorana fermions, instead of fermions. As explained below,
the situation in this model is different. This situation is described in Ref. [19] as: “Electrons, from
this perspective, are higher-energy composites, and looking at the system in terms of their behavior
would be like doing electrical engineering with quarks.”























where w is the hopping amplitude, µ is the chemical potential, and ∆ = |∆|eiθ is the induced











This convention allows us to disguise the phase of the superconducting gap ∆ in the definition of
Majorana fermion c. Notice that for every fermion at a site j there are two Majorana fermions.






[−µc2j−1c2j + (w + |∆|) c2jc2j+1 + (−w + |∆|) c2j−1c2j+2] . (2.4)
Exploring different phases of the Hamiltonian in Eq. (2.4), we identify the following phases.










j c2j−1c2j . In this phase we have, by transforming
the Hamiltonian to k-space, flat bands (Landau levels). However, we can see that Majorana
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fermions on each site are coupled with the Majorana of the same site, leaving no unpaired
Majorana.




Comparing the two phases, in the trivial phase the fermionic parity is alwaysP =
∏
j(−ic2j−1c2j) ≡
+1 (P|ψTr〉 = +|ψTr〉) and the the ground state of the system is nondegenerate.
In contrast, in the non-trivial phase there are two unpaired Majorana operators c1 and c2L, where
L is the linear size of the wire. Since half of an electron does not naturally exist, the combination
of the two operators that can be well defined is c1c2L, which commutes with the Hamiltonian of
the system. Therefore, there are two degenerate ground states. In fact, P is exactly P = c1c2L
and the two ground states of the non-trivial phase correspond to the two possible parities, namely,
P = ±1.
How about other values of the parameter space of the Hamiltonian, µ, w, and |∆|? It is easy
to see that we can write Hamiltonian of the system, Eq. (2.1), in k-space reducing it to the
matrix form of Eq. (1.19). Diagonalizing the 2 × 2 matrix we find the bands to be E± =
±
√
(2w cos q + µ)2 + 4|∆|2 sin2 q.
The two extremes, trivial and non-trivial, correspond to flat bands as in the Landau levels in QHS.
Kitaev argues that the phase diagram of the system is: trivial phase, 2|w| < µ; non-trivial phase,
2|w| > µ, |∆| 6= 0. Also, for general values of the parameters the unpaired Majorana fermions b′
and b′′ will be a superposition of the Majorana operators of all sites, in general. He concludes that
any interaction between the two, Hint = i2tb
′b′′ (that could possibly change the fermionic parity),
is exponentially suppressed in the scale of the linear size of the system, t ∝ e−L/l0 .
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Figure 2.1: (a) A representation of the unpaired Majorana in the non-trivial phase. (b) The physical
model consists of semiconductor wire on a superconductor that will induce proximity effect. (c) an
attempt to tune the microscopic parameter of the model to reach the zero-mode Majorana. Source:
Ref. [20]
2.2 Resilient Majorana mode in a one-dimensional spin model
- P. Jouzdani and E. R. Mucciolo, in preparation.
2.2.1 Abstract
There are mathematical equivalences between one-dimensional spin systems such as the Ising and
Heisenberg XXZ models, and the Kitaev Majorana model. We study a class of one-dimensional
Ising spin systems that, by a unitary transformation involving only two-qubit interactions, can be
transformed into a model that has zero local order parameter, in contrast to the original Ising model,
even though the Z2 symmetry is preserved. The degeneracy of the ground states of transformed
spin model is robust against both local longitudinal and transverse fields, and the protection in-




A large effort has been made to construct more robust protocols for quantum computation by
exploiting topological properties of many-body systems [21, 22]. Recently, in addition to the
work done on elegant mathematical models, such as the toric and surface codes [23, 25, 24],
particular attention has been given to detect and employ exotic non-Abelian excitations in order
to perform quantum computation [26]. Among those, Majorana fermions are of particular interest
and several systems have been proposed to host unpaired Majorana modes, such as semiconductor
wires [27, 28], superconducting qubits [29], and optical lattices [30, 31].
The hunt for Majorana fermions in condensed matter physics originates from the work of Kitaev
where a toy model was presented [17]. The toy model consists of a semiconductor wire interfaced
with a p-wave superconductor. In that toy model two phases exists, with one hosting a non-local
fermion. The non-local fermion is the sum of two Majorana operators that can appear in a two-
folded degenerate mode. The model hosts one logical qubit corresponding to this two modes which
is referred as the unpaired Majorana. In the same paper Kitaev argued that by a Jordan-Wigner
transformation one arrives at a spin realization that hosts the two possible modes of the logical
qubit of the model in its Z2 symmetry. Kitaev also argued that the spin realization, in contrast
to the fermionic one, has an order parameter when it comes to local perturbation, and that the Z2
symmetry is thus broken for any value of the order parameter. Thus, the spin realization is not a
promising candidate for realizing a Majorana qubit.
In the remaining sections we consider a class of one-dimensional Ising spin systems with open
boundaries. While the one-dimensional Ising model has been shown to host Majorana modes
after a Jordan-Wigner transformation [18, 32], we use a series of commuting two-qubit unitary
transformations to reshape the Ising model onto a Hamiltonian that, in contrast to the original
Ising model, does not have a local order parameter, even though the degeneracy of the ground
26
states is preserved. Therefore, the system is protected against both longitudinal and transverse
local fields.
While the spin realization of the Kitaev toy model fails to be a good candidate to host a Majorana
fermion, the transformed model provides a robust realization of a such mode. An experimental
realization of the transformation required to achieve this protected state does not require more than
two-spin interactions (i.e., two-qubit operations). Below, we provide a detailed description of the
transformation that lends the spin model protected. We illustrate how protection takes place by
evaluating numerically the energy spectrum for two short spin chains. We conclude with a brief
discussion about the applicability of the model to quantum information processing.
2.2.3 The one-dimensional Ising model
The two-fold degeneracy associated with the configurations of an unpaired Majorana [22] corre-
sponds to the topological degeneracy of the Z2 symmetric open-chain Ising system. The topo-
logical degeneracy of the ground state can be understood in the following way. Imagine that an
applied magnetic field hz slightly lifts the degeneracy of the two ground states |↑̄〉 = | ↑↑ . . . ↑〉
and |↓̄〉 = | ↓↓ . . . ↓〉 by an energy ∆z. In this case, there exists a false vacuum with a slightly
higher energy, say |↑̄〉, and a true vacuum with a slightly lower energy, |↓̄〉. If the spin chain is ini-
tially prepared in the false ground state |↑̄〉, it can nucleates into the true ground state by tunneling
with a probability that falls off exponentially in the space-time distance of the nucleation and thus
exponentially disappears as ∆z → 0 [4].
A small transverse field hy can flip a spin within the state |↑̄〉. Then, tunneling between the two
macroscopic classical ground states occurs through a propagating domain wall, which can propa-
gate from one end of the chain to the other. However, the tunneling amplitude associated to this
transition falls off exponentially with the distance of the chain [18]. Thus, at zero temperature, a
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transition between the two degenerate ground states due local external fields is strongly suppressed.
















Figure 2.2: (a) The standard one-dimensional Ising model with nearest-neighbor interactions. (b)
The reshaped Ising model into a ladder after the unitary transformation R in spin space. The
diagonal dashed and dash-dot lines show the two-spin terms σyi σ
y
i+2 used in the transformation.
The term σy2σ
y
L−1 is shown with a dashed line from the upper left to lower right of the ladder.
(c) The Hamiltonian resulting from the transformation, HT , has only four-spin interactions. By
reshaping the chain into a ladder, we can associate the four-spin operators to plaquettes. The bulk
has two different types of plaquettes,A andB. There are three operators of typeA and one operator
of type B. The two left and right plaquettes on the boundaries are named R and L, respectively.
There are two operators acting on each of these boundary plaquettes.
The one-dimensional Ising system has an order parameter 〈σz〉 that corresponds to a net magneti-
zation. This allows a global external field hz to couple to the the order parameter and to destroy
the coherence between the two topological degenerate states |↑̄〉 and |↓̄〉. Thus, unfortunately, this
one-dimensional system is vulnerable to any finite magnetic field hz. In addition, any of its Z2
broken phases is thermally unstable.
As an alternative, consider a one-dimensional spin 1/2 system of lengthN = 4m+2, withm being
28







with J > 0, let us apply the unitary transformation






















to HI . The result is



















where H1 and HT involve three-body and four-body interaction terms, respectively (see Appendix


















− J (L1 +R1 + L2 +R2) , (2.9)
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We denote the set formed by all these operators S, with i = 1, . . . ,m− 2 and j = 0, . . . ,m− 1.
All the terms on the r.h.s. of Eq. (2.9) commute with each other. By reshaping the spin chain as
shown in Fig. 2.2, one can identify A(k)i and Bi as bulk plaquettes operators, while R1,2 and L1,2
act as boundary plaquette operators. For N = 4m+ 2 there are 3(m− 1) plaquettes of type A, m
plaquettes of typeB, and two plaquettes of typesR and L each. Together, these plaquettes function
as stabilizer operators and the degenerate ground states of HT form a logical computational basis.
Since there are 24m+2 spin configurations and 4m + 1 plaquette operators, the system comprised
by the spin chain and the plaquette operators as observables encodes a logical Hilbert space of
dimension 24m+2/24m+1 = 2.
The ground states of HT , |G〉, have no local spin order parameter. To see that, consider that
the ground states are also eigenstates of the plaquette operators of the set S with eigenvalue +1,
Q|G〉 = |G〉, where Q ∈ S. Given any single-spin operator σxn, σyn, σzn, with n = 1, . . . , N , one
can always find an operator Q that commutes with it. Therefore, 〈G|σαj |G〉 = 0 for α = x, y, z. As
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a consequence, the system couples only weakly to external fields. Below, we illustrate this result





































Figure 2.3: Chains of four (a) and six (b) qubits. The solid lines represent the initial Ising nearest-
neighbor interaction between the spin, HI . The dashed and dotted lines indicate the interaction
terms present in V , which is used to generate the transformation R. The linear chain is reshaped
to make it easier to visualize the plaquette operators, which are indicated by the filled polygons.
Examples Let us consider the Hamiltonian defined in Eq. (2.9) for two finite-size spin chains. For
N = 6 we have
H
(6)
T = −J (L1 + L2 +B0 +R1 +R2). (2.18)
The V interaction involved in the transformation of HI into the protected Hamiltonian H
(6)
T is
schematically shown in Fig. 2.3. This Hamiltonian has two degenerate ground states,
|ψ(6)+ 〉 = | ↑↑↑↑↑↑〉 − | ↓↓↓↑↓↑〉 − | ↓↑↓↓↑↓〉 − | ↑↓↑↓↓↓〉 (2.19)
and
|ψ(6)− 〉 = | ↓↓↓↓↓↓〉 − | ↑↑↑↓↑↓〉 − | ↑↓↑↑↓↑〉 − | ↓↑↓↑↑↑〉. (2.20)
Due to the small size of this example, the operators Ai(k) are absent; thus, the protection in the
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bulk is not complete. Nevertheless, this system has 〈σx〉 = 〈σy〉 = 〈σz〉 = 0 for the ground states.
However, expectation values involving more single-spin operators can be nonzero. For instance,
σx1σ
y
3 swaps the two ground states (up to a phase) and commutes with the operators in the set S.
Also, Ẑ(6)|ψ(6)± 〉 = ±|ψ
(6)
± 〉, with Ẑ(6) = σz2σz3σz4 . Thus, Ẑ(6) behaves as a logical σz operator
in the two-dimensional subspace spanned by the ground states. In general, the structure of the
Hamiltonian HI is such that the logical states in this subspace are only protected up to single-spin
errors. Yet, this protection increases with system size.
For the sake of comparing different system size, let us also consider N = 4. Even though this
system does follow theN = 4m+2 prescription, one can identify plaquette operators that function
as stabilizers (see Fig. 2.3). We have
H
(4)

























with the two degenerate ground states
|ψ(4)+ 〉 = | ↑↑↑↑〉 − | ↓↓↓↓〉 (2.22)
and
|ψ(4)− 〉 = | ↑↓↑↓〉+ | ↓↑↓↑〉. (2.23)
For this system, 〈σx〉 = 〈σy〉 = 〈σz〉 = 0 as well.
2.2.4 Protection of HT
The eigenenergies of the Hamiltonian H(α) for N = 4 are shown in Fig. 2.4 as a function of α.
Figure 2.4a shows the energy levels in the absence of any perturbation. At α = 0 we have the
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Ising system. As α is increased, the two-fold degenerate ground states of the Ising model at α = 0
are adiabatically connected to the two-fold degenerate ground states of HT at α = π. Figure 2.4b




i . While the degeneracy in
the Ising system is rapidly lifted for any value hz 6= 0, the effect on HT is significantly weaker.






























Figure 2.4: (a) The energy levels of H(α) in the absence of external fields for a N = 4 spin chain.
α = 0 corresponds to the Ising system and α = π to HT . (b) Energy levels for the same system in
the presence of a uniform longitudinal magnetic field hz = 0.1J . The symbol g denotes the level
degeneracy.
In fact, the dependence of the splitting of the ground states, ∆(α) = E+(α) − E−(α), on global
external magnetic fields allows one to verify the enhanced protection offered by HT . The splitting
forN = 4 at the points α = 0 (HI) and α = π (HT ) is shown in Figs. 2.5a and 2.5b as a function of
both hz (longitudinal) and hy (transverse) external magnetic fields, respectively. The Z2 symmetry
(i.e., the ground state degeneracy) is lifted for any nonzero hz for both HI and HT . However, there
is a marked quantitative difference between them. One can see that the dependence of the splitting
∆z goes from linear forHI to quadratic forHT , indicating increased protection. Figure 2.5b shows
that the gap ∆y behaves similarly for both HI and HT , showing a cubic dependence on the field
hy.
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Figure 2.5: The splitting between the two low-lying states at α = 0 (HI , circles) and α = 1 (HT ,
squares) as a function of external field for a N = 4 spin chain. (a) For any non-zero longitudinal
magnetic field hz, the Z2 symmetry is spontaneously broken. The numerical data follows closely
the functional form expected for the Ising chain in the thermodynamic limit (dotted line). (b) The
splitting as function of a transverse field hy is the same for both HI and HT .
In Fig. 2.6 the ground state splittings for chains with N = 4 and N = 6 spins are compared. In
Fig. 2.6a the comparison is with respect to longitudinal field hz. The suppression of the splitting
increases when going from N = 4 to N = 6, with the magnetic field dependence of the splitting
∆z going from quadratic to cubic. In Fig. 2.6b, the comparison is with respect to transverse field
hy. The suppressing of the splitting is also visible in this case, with the magnetic field dependence
going from fourth to sixth order in hy.
2.2.5 Summary and discussion
We have presented a one-dimension spin model where an enhanced protection to external fields is
obtained. Thus, the Majorana mode in this model is more resilient than that present in the nearest-
neighbor Ising model, as well, as that in the spin version of Kitaev’s model. We find that the
splitting caused by external magnetic fields progressively weakens as the system size is increased.
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The degenerate ground states of this model are well separated from the rest of the spectrum and can
encode a logical qubit. The structure of the model Hamiltonian allows the system to self correct
single-qubit errors.









































































Figure 2.6: Comparison of ground state splittings for N = 4 and N = 6 spin chains as a function
of external magnetic fields: (a) longitudinal, hz; (b) transverse, hy. The splitting is suppressed as
the system size is increased.
The model studied in this chapter opens the doors to the exploration of other spin models, possibly
in higher dimensions, that could also achieve enhanced protection against external perturbations by
suitable unitary transformations based on two-qubit interactions. Similarly to topological schemes
of passive quantum information protection, such as the toric code, the model we studied requires
four-spin interactions. However, since the model is one dimensional and the only non-local inter-
actions involve the boundaries of the spin chain, (i.e., the plaquette operators R1,2 and L1,2), those
interactions can be made local by adopting a ring geometry.
For most low-dimensional spin models with local interactions, particularly in one dimension, ther-
mal instability is hard to avoid. A way around this problem is to replace the always-on interactions
with periodic syndrome extractions using the stabilizer operators followed by recovery operations.
That would also work for our model. With the fast-paced advance seen recently for superconduct-
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ing qubits [33] and other systems, this indicates that the model we introduced here could be a very
good candidates for experimental studies.
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CHAPTER 3: TORIC CODE
- P. Jouzdani and E. R. Mucciolo, “String localization and delocalization in the disordered toric
code”, American Physical Society, APS March Meeting 2012, February 27-March 2, 2012, abstract
Y30.003.
3.1 Introduction
The physical system of the toric code is defined as a collection of physical qubits located on the
















Here, B̂p and Âs are called plaquettes and star operators. The geometry of the system is shown
in Fig. 3.1. The torus is a square lattice of L × L dimension (L is the number of the links) with
periodic boundary conditions along the width and the length. There are N = 2L2 physical qubits.
The operators Âs and B̂p commute. In addition, there exists a set of observables of two types,
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The operators X̂i(Ẑi) commute with Âs and B̂p operators and, consequently, with the toric Hamil-
tonian. There are L2 − 1 independent B̂p and L2 − 1 independent Âs operators.
From the perspective of the stabilizer formalism of quantum error correction (see Ch. 1), the set
of operators in Eq. (3.2) (excluding two dependent operators) is a stabilizer set, S. The stabilizer
subspace C(S), in the 2N -dimensional Hilbert space of the problem, is defined to be the common
22L
2−2-dimensional subspace that stabilizes the set of 2L2 − 1 independent plaquette and star
operators (see Sec. 1.1.5).
The argument following Eq. (1.12) tells us that the C(S) is 22L2/22L2−2 = 4-dimensional. Based
on the same argument, the only operators in the set N(S) − S are the logical operators Ẑ and X̂ .
This shows that for the toric code C(S) the distance d is of order of O(L) and the code corrects up
to L/2− 1 errors.
From a physical perspective, the ground state of the toric Hamiltonian in Eq. (3.1) happens natu-
rally when all the observables corresponding to Âs and B̂p are +1; |ψo〉 is the ground state of HT
if
B̂p|ψo〉 = Bp|ψo〉 = +1|ψo〉 and Âs|ψo〉 = As|ψo〉 = +1|ψo〉, (3.5)
for all s and all p. In other words, the ground state is obtained by a simultaneous diagonalization
of all the star and plaquette operators.
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Figure 3.1: The geometry of the physical system and arrangement of qubits on the lines of a lattice
(left). The stabilizers of the toric code, plaquettes and stars, are shown along with the logical
operators (right) .
Since X̂i (Ẑi) commutes with all the operators Âs and B̂p, a ground state must be additionally
labeled by new quantum numbers indicating the eigenvalues of Ẑ1 and Ẑ2 (or, alternatively, X̂1 and
X̂2). Therefore, each ground state has a four-fold degeneracy defined by two quantum numbers Z1
and Z2 such that Ẑi|ψo〉 = Zi|ψo〉.
The ground state of the Hamiltonian can be seen as a gas of loops containing flipped qubits. Our
definition for “loops” can be explained in the following. Consider a state |FZ〉 where all the qubits
are in their | ↑〉 state. Then, by applying a star operator we have flipped four qubits to | ↓〉 states.
These four qubits are on the boundary of a star and form a closed loop. This action can be repeated
on the state |FZ〉 with some arbitrary number of star operators. Each time this action creates either
one or many closed loops. Finally, one can see that the ground state in Eq. (3.5) is the superposition
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of all the possible distinguishable loop states created in this way.
Since applying the logical operators Ẑi on |FZ〉 gives Z1 = +1 and Z2 = +1, then the ground state
generated in the previous paragraph has Z1 = +1 and Z2 = +1. Applying X̂i on this ground state
will give all the three other degenerate ground states, namely, {|ψo〉, X̂1|ψo〉, X̂2|ψo〉, X̂1X̂2|ψo〉}.
The energy spectrum of the toric code is gaped. It costs an energy of 2J to excite the system to
its first excited state. A first excited state is characterized by two stabilizers with −1 eigenvalues.
The physical locations of the two stabilizers are the boundaries to a string of physical qubits that





However, since only the stabilizers are observable, identification of the string of actual errors by
the code formalism is not possible. See Fig. 3.2.
Recovering the corrupted code from errors could be done in the following way. If two star stabi-
lizers Bi = −1 and Bj = −1, one needs to deliberately apply a set of σz errors along a string
S̃ij that connects site i to site j. One possibility is that this string is the actual string Sij that has






k = 1, and
the code is recovered. If this is not the actual error then the total S̃ij
⊕









sAs, product of star operators enclosed by S̃ij
⊕
Sij [23]. However, the loops
on the torus come with two different homotopy classes; trivial, non-trivial. After a bit scrutiny we
can see that the former is a product of stabilizers, while the later is a logical error. Therefore, the
recovery scheme described above will work as long as the resultant is not a non-trivial loop.
In the example above the stabilizer Bi = −1 and Bj = −1 are, physically, excitations of the toric
Hamiltonian. Elementary excitations of the toric Hamiltonian always come in pairs. In case of star
operators these excitation are called “electric charges”, while in case of plaquette operators (as in
the above example) the elementary excitation are called “magnetic charges”. The quasi-particles,
excitations of the theory, follow a particular statistics known as non-abelian statistics.
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Figure 3.2: The location of two plaquettes that are detected with eigenvalues B = −1. Two
possible actual errors (
∏
σxm) could have resulted in this syndrome. The two possible paths are
shown in dotted and dashed lines. S̃ij
⊕
Sij in this example is equivalent to a product of four star
operators.
3.2 Toric code in contact with a noise bath
Under a perturbation VI one would attempt to use perturbation theory to analyze the effect. Up to








〈ψ0|Ŝ{p}Ŝ{s} VI Ŝ ′{p}Ŝ ′{s}|ψ0〉, (3.6)
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where the equation is read as following; Ŝ ′{s}|ψ0〉 is a state with an s number of e-type quasi-
particles and p is the number of m-type quasi-particles. The sum
∑
{S{p},...,S′{s}}
is over all the
necessary strings (configurations of n, p errors) that generate distinct states with n, p number of
errors. Finally, we have a sum over the possible errors. The situation can be complicated since
many strings may result in the same configuration. Also, due to the non-abelian nature of the
errors, when moving from one configuration to another, braiding of the particle must be accounted
as well.
To simplify the situation we focus only on one type of errors, namely the magnetic ones. In Eq.
(3.6), there are two types of elements: those connecting different sectors of n, p to n′, p′ with
n 6= n′, and those connecting Ŝ{p}|ψ0〉 to Ŝ ′{p}|ψ0〉 with the same number of charges.
The former generates more strings of error on the code if n′ > n. Assuming an in-built quantum
error correction (QEC), its task would be to correct the detected errors by “closing the loop” as
mentioned previously. However, the accumulation of the strings due to the perturbation at some
point will cause the QEC cycle to draw a wrong path in closing the cycles that will eventually
result in a non-trivial operation on the code, namely, a logical error.
The latter accounts for the dynamics of errors within a given sector n. It is computationally difficult
to monitor all the sectors for a large code system. Then, by restricting ourselves to only one
sector, say p = 2, we can phenomenologically describe the dynamics as the physics of a hopping
particle on the lattice of plaquettes. More explicitly, the perturbation in the latter case is VI ≡∑
s,s′ tss′|Ŝ〉〈Ŝ ′|.
Consider a complete set {|i1, i2〉} with i1 the lattice site (plaquettes) of the first and i2 the lattice




i , and let us restrict ourselves












with creation, c†i , and annihilation, ci, operators of one magnetic charge at plaquette i, and 〈ij〉 are
nearest-neighbor sites. We also generalize the model to situations where local impurities at each
plaquette create local potentials. Finally, we assume the following Hamiltonian for the magnetic













[Wi + εi cos(ωt+ θi)] c
†
ici, (3.8)
where tij is the hopping parameter and is in general complex as t = |t|eiφij . Wi are the onsite
potentials. A time-dependent noise εi cos(ωt + θi) is added. The parameter Wi, εi, tij, θi are all
random and their magnitudes are randomly chosen from uniform random distributions.
Our objective is to analyze the dynamics of the magnetic charges under the effective Hamiltonian
Eq. (3.8). In the first step we set tij = t to be constant and assume no time dependence. For this
situation we calculate the distance between the two end points of the string as they evolve over
time via the Hamiltonian VI . For this we define
∆212(t) = 〈ψ(t)|(r̂1 − r̂2) · (r̂1 − r̂2)|ψ(t)〉. (3.9)
The value of |∆(t)| is numerically calculated using the Kernel Polynomial Method (KPM) expan-
sion [36] and is shown in Fig. 3.3. The figure depicts a gradual approach to localization; from a
ballistic move with no random on-site potentials (or often called random impurities) to diffusive
regime and eventually localization.
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Figure 3.3: The numerical calculation of the dynamics of end-of-the string errors on toric code
with L = 10. The errors are initially separated by one lattice site, and located in the middle of the
lattice (the legend shows the initial lattice site locations) with periodic boundary conditions. The
solid line (red) shows a free propagation where the two errors are not subject to random impurities.
The dotted line (green) shows a modest random impurity W/t = 1/2, and the crossed line a higher
ratio of onsite impurity W/t = 5/8
The distinction of the three regimes become clearer when looking at a single-particle dynamics.
While errors appear as pairs, we may approximate the relative motion of the two end points as a
single-particle dynamics. Then, by studying the single-particle dynamics we can achieve mean-
ingful results on the value of the size and ratio of the strength of impurities with respect to hopping
amplitude.
The behavior of error dynamics in the presence of onsite impurity can be identified by just looking
at one end of the string. This can be justified by assuming that the dynamics of one of the end-of-
string errors is seen from the reference frame of the other end-of-string error.
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The single-particle dynamics, on the other hand, can be identified by calculating the variance
∆2(t) ≡ var(t) = 〈x2(t)〉+ 〈y2(t)〉 − 〈x(t)〉2 − 〈x(t)〉2, (3.10)
which is easier to be computed numerically for larger lattice than the distance of the two anyons, as
shown in Fig. 3.4. In logarithmic scale we are able to compare the slopes and identify the different
propagation regimes: ballistic, diffusive, and localization of the single particle. In Fig. 3.5, it is
shown how a time dependent random landscape can delocalize an already localized anyon.
















Figure 3.4: The variance ∆ of a single-particle dynamics, averaged over many realizations, as a
model for a single anyon on the toric code. There are three distinguished regimes; ballistic (black),
diffusive (red), and localized (green).
The localization of the errors is of the Anderson type due to the destructive interference of the
time-reversed paths. Moreover, by turning on the time-dependent part of VI , the localized particle
can be delocalized. This happens due to decoherence that the random time-dependence potential


















Figure 3.5: The variance with respect to time steps in a logarithmic scale (L = 50). The three
regimes of ballistic, diffusive and localized are shown in black, blue, and red, respectively. By
turning the time varying noise the localized anyon becomes delocalized (pink).
Finally, we compare the different ratios of time-independent and time-dependent random impurity
strengths, and analyze the localization/delocalization transition (see Fig. 3.6).
The results obtained indicate the possibility of confining propagating anyons simply by adding
randomness to the toric code system. While the overall gap is still preserved, the perturbative
randomness can cause the anyons or the charge particles (errors) to be localized, making them
easier to be detected and corrected.
However, we observe that a noisy environment represented by a time-dependent potential can
adversely delocalize the errors, reestablishing a diffusive regime that can result in the winding of
the errors around the torus and thus cause a logical error. We conclude that the random impurity
approach to confine errors can be effective, but due to possibility of time-dependent noise it can




















Figure 3.6: Comparison of delocalization from a localized state W = 10 (red line) at different
frequencies ω (color lines) with the diffusive regime W = 6 (black line) on a lattice with L = 50.
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CHAPTER 4: FIDELITY OF THE SURFACE CODE IN THE PRESENCE
OF A BOSONIC BATH
- P. Jouzdani, E. Novais, and E. R. Mucciolo, “Fidelity of the surface code in the presence of a
bosonic bath”, Physical Review A 88, 012336 (2013).
4.1 Abstract
We study the resilience of the surface code to decoherence caused by the presence of a bosonic
bath. This approach allows us to go beyond the standard stochastic error model commonly used to
quantify decoherence and error threshold probabilities in this system. The full quantum mechan-
ical system-bath dynamics is computed exactly over one quantum error correction cycle. Since
all physical qubits interact with the bath, space-time correlations between errors are taken into
account. We compute the fidelity of the surface code as a function of the quantum error correc-
tion time. The calculation allows us to map the problem onto an Ising-like statistical spin model
with two-body interactions and a fictitious temperature which is related to the inverse bath cou-
pling constant. The model departs from the usual Ising model in the sense that interactions can
be long ranged and can involve complex exchange couplings; in addition, the number of allowed
configurations is restricted by the syndrome extraction. Using analytical estimates and numerical
calculations, we argue that, in the limit of an infinite number of physical qubits, the spin model sus-
tain a phase transition which can be associated to the existence of an error threshold in the surface
code. An estimate of the transition point is given for the case of nearest-neighbor interactions.
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4.2 Introduction
Recent progress in implementing controllable multiqubit systems in the laboratory has sparked re-
newed interest in topological quantum computing schemes. Particular attention has been devolted
to the surface code [24, 51, 23], which is a planar version of Kitaev’s toric code [25]. From a
physical implementation viewpoint, the surface code has two important advantages in comparison
to other schemes: (i) all gates are local, and (ii) simulations indicate that the topological protection
yields very high tolerance for errors. The latter is based entirely on stochastic models for errors.
These models point to error threshold probabilities per single qubit operation or cycle ranging
from 1% [53, 52], when only nearest neighbor interactions and no perfect gates are assumed, up to
19% [91], when the ability to perfectly measure four-qubit operators is assumed. The large error
threshold comes at the expense of hardware: a vast number of local operations and physical qubits
is required to build a useful computing machine [54]. Yet, this tradeoff seems attractive nowadays
for a number of physical realizations such as cold atoms [55], ion traps [56], Rydberg atoms [57],
semiconductor systems [58], and superconducting integrated systems [59].
Most error threshold estimates so far have relied on the assumption of errors being uncorrelated
in time and space. However, given the large-scale integration that will be required to implement a
surface code, this assumption seems unwarrantable on physics grounds. The need to have tens of
millions of physical qubits siting on a common substrate and interacting with each other and with
the controlling electronics is very likely to introduce environmental modes, which will effectively
couple the time evolution of the physical qubits. Under these circumstances, errors will become
correlated and it is unclear whether the system will retain its high error threshold. In fact, previous
studies of the impact of correlated errors on standard (non-topological) quantum computing codes
have shown that error thresholds may be reduced or altogether disappear in some situations [60,
61, 62, 63, 64, 65]. Investigating the effect of correlations between errors in the surface code is the
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main goal of this paper.
In a recent paper [66], it has been shown that the time evolution of the surface code in the presence
of a common bosonic bath can be mapped onto a statistical spin model. This mapping allows for
the computation of the surface code fidelity much in the same way that one computes the partition
function and expectation values in a spin model. As a result, the existence of an error threshold was
related to the existence of a phase transition in the statistical model. Even though the interpretation
of the crossing of the error threshold as a classical phase transition is not new [67, 23], our formu-
lation is novel since it takes into account the full quantum mechanical time evolution of the qubits
in the presence of a dynamical environment. In addition, rather than evaluating error probabili-
ties, we compute directly the fidelity of the logical qubit. Our choice of environment, a collection
of freely propagating massless bosonic modes, is realistic for systems where decoherence can be
related to the coupling to phonons, magnons, and electromagnetic modes.
Below, we provide a detailed derivation of the evolution operator of the combined surface code–
bosonic bath system. We focus our attention on a single quantum error correction cycle and assume
that, after the syndrome extraction, the bath is reset to its ground state. Within this approximation,
we find that the fidelity can be written as a function of the expectation value of single-qubit logical
operators. The study of these expectation values can be related to the physics of an Ising-like
spin model with a complex fictitious temperature. Under the assumption of non-cyclic and perfect
stabilizer measurements, we use both exact and mean-field finite numerical calculations to argue
that the spin model sustains a thermodynamic phase transition in the limit of an infinite number of
physical qubits. System with 25 and 41 qubits are studied numerically. The critical temperature
of the spin model yields a coupling constant threshold value which is found to depend mainly on
bath parameters.
The chapter is organized as follows. In Sec. 4.3 we give a brief introduction to the essential
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elements of the surface code and set some of the notation used later. Section 4.4 presents a Hamil-
tonian formulation of the problem in terms of bosonic modes coupled to physical qubits which
allows us to obtain a compact form for the evolution operator of the combined logical qubit–bath
system. The evolution operator involves a bath correlation function which is explicitly evaluated
for three representative situations. The effect of syndrome extraction on the evolution operator is
described in Sec. 4.5 and an expression for the fidelity in terms of expectation values involving
qubit operators is derived in Sec. 6.6. The mapping of the fidelity calculation onto a statistical
model is given in Sec. 4.7 and the connection between the fictitious critical temperature and the
error threshold probability is shown in Sec. 4.8. In Sec. 4.9 we estimate the fictitious critical tem-
perature via a low-temperature expansion. Numerical supporting the existence of an error threshold
are shown in Sec. 4.10, which is a very encouraging result. Conclusions and a critical discussion
of the approximations involved and future directions of investigation are drawn in Sec. 4.11. A
number of appendices with technical details of the calculations are also provided at the end of this
dissertation.
4.3 Surface code
Following Ref. [24], we define the surface code as collection of N spins 1/2 (physical qubit
systems) located on the edges of a two-dimensional lattice with two types of boundaries, as shown
in Fig. 4.1. The lattice comprises n and m qubit rows and columns, respectively. Measurements











In Eqs. (6.18) and (6.19), the Pauli spin operators ~σi act on qubits. Thus, there are N = (n+ 1)m
plaquette operators and N♦ = (m + 1)n star operators. The N physical qubits store one logical
qubit. There are nL = 2 distinct logical operators: X̄ and Z̄. They are formed by a string of










where ΓZ runs between qubits at opposite open boundaries (left to right), passing through vertices
along the way, while ΓX runs between qubits at opposite closed boundary (top to bottom), crossing
tiles (see Fig. 4.1). Notice that vertices and tiles form dual lattices.
The protected code space contains two states,
∣∣↑̄〉 and ∣∣↓̄〉. Both states are eigenstates of all sta-
bilizer operators with eigenvalue +1. Errors can be inferred by measuring the stabilizer operators
and tracking down which stars or plaquettes yielded −1 values. A decoding procedure is needed
to decide which recovering operation to perform [70, 71].
The code state can be generated by the action of a product involving all star operators on the z





Figure 4.1: A 3 × 3 two-dimensional square lattice structure for a surface code. Physical qubits
(circles) are located at the edges of the lattice, which has open (vertical) and closed (horizontal)
boundaries. In the general case, the lattice is n×m in size, with nm vertical and (n + 1)(m + 1)
horizontal edges and N = physical qubits. The light colored strips show possible paths for the
logical operators Z̄ and X̄ . a is the lattice constant.













Notice that the product in Eq. (4.7) can be expanded as
∏
♦






A♦1A♦2 + . . . . (4.9)
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4.4 The bosonic environment
The most general bath model would allow for both flip and phase errors to occur. However, only
perturbative calculations would be possible in this general case. Since our goal is to obtain nonper-
turbative results, we focus our discussion on flip errors only (it is possible to rephrase the model
to induce only pure dephasing model by a simple change of basis). We do not explicitly consider
correlated errors introduced by the hardware upon measurement, but rather errors induced by the
interaction between a bath and the qubits during the time span of a QEC cycle. The Hamiltonian
we consider is written as
H = H0 + V, (4.10)





























Here, D is the bath spatial dimension, v is the bosonic mode velocity, ωk = v|k|, and ω0 is
a characteristic frequency of the bath (notice that f is dimensionless since we adopt units such
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that ~ = 1). The creation and annihilation operators of the bosonic modes follow the standard
commutation relations, namely, [ak, a
†




k′ ] = 0.
The choice of s depends on the physical nature of the environment and on which bosonic degree
of freedom couples to the qubits. When the qubits couple directly to the bosonic displacement
field, we choose s = −1/2, whereas when they couple to the bosonic current operator, we choose
s = 1/2 instead. Notice that these two choices allow us to write the coupling between the qubits
and the bosonic environment as a simple function of the free bosonic field. Hence, they render
an interaction Hamiltonian with commutators that are subluminal, namely, which are equal to
zero outside the boson light cone (see below). But this is not the general rule. For instance, a
model that couples the environment to two different qubit components would render an interaction
Hamiltonian with non-subluminal commutators (regardless of our choice for s).
This apparent problem comes from the fact that we usually think of errors in a dynamical sense:
they happen in a point in space-time and create bosons that propagate at the speed of light. How-
ever, this is an incorrect interpretation to the equations we are about to derive. We will not be
considering pulses propagating thought a medium, but rather looking at allowed normal modes of
the bath and how they relate to different qubits configurations. If there is no fundamental symmetry
reason for their suppression, long-wave length modes of the bath will in general introduce super-
luminal effective interactions. A very simple way to highlight this fact is to rewrite the bosonic
model in a coherent state basis, ak = ãk + α, where ãk and ã
†
k also obey standard commutation
relations and α in a constant. This procedure introduces an effective instantaneous interaction be-
tween the qubits as much as the Coulomb gauge introduces the instantaneous Coulomb interaction
in quantum electrodynamics.
For a time interval ∆, the error model comprised by Eqs. (4.10) to (4.12) leads to the following
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evolution operator in the interaction picture [62]:














Combining a Magnus expansion with the Zassenhaus formula (see Appendix B), we arrive at a
remarkably simple expression for the evolution operator,




















































dt2 {[f (r, t1) , f (s, t2)]
+ [f (s, t1) , f (r, t2)]} (4.18)
and
G(R)rs (∆) = 〈0|Fr(∆)Fs(∆)|0〉, (4.19)




dt f (r, t) . (4.20)
(Notice that χ is a real number since G(I)rr = 0.)
56
Below, we present the functional form of the correlations functions for two-dimensional bosonic
baths (D = 2). Details of the calculations are provided in Appendices C and D. We consider three
representative values of the power s which appears in the qubit-bath coupling constant dependence
on the bath mode momentum [see Eq. (4.13)]. These values are s = −1/2, 0, and s = 1/2, corre-
sponding to subohmic, ohmic, and superohmic baths, respectively. This classification is standard
and follows from the bath’s spectral function frequency dependence at low frequencies: sublinear
(subohmic), linear (ohmic), and superlinear (superohmic) [68]. Also, see Appendices C and D.
4.4.1 Subohmic bath
For two-dimensional subohmic baths (D = 2 and s = −1/2), the bath correlation function takes a
simple closed form. The real part reads






































































θ(|r− s| − v∆)
]
. (4.24)
Notice that the real part of the correlation function vanishes for distances larger than v∆. For this
bath as well as others, the number of qubits within the spatial range of the correlation function is
determined by the ratio v∆/a, where a is the surface code lattice constant.
4.4.3 Superohmic bath







− θ(|r− s| − v∆)√
|r− s|2 − (v∆)2
]
. (4.25)





(v∆)2 − |r− s|2
. (4.26)

































Figure 4.2: Schematic representation of the spatial dependence of the correlation functions
G(R)rs (∆) and G(I)rs (∆) for s = −1/2, 0, and 1/2. We use d = |r− s|.
4.5 Syndrome extraction
Let us assume that the system is prepared initially in the logical state
∣∣↑̄〉 and the boson field initial
state is the vacuum,
|Ψ0〉 = (G|Fz〉)⊗ |0〉b. (4.27)
We then let the system evolve under the interaction Hamiltonian until a time ∆, when an error
correction protocol is performed flawlessly. The syndrome extraction operator is equivalent to the









(1 + a♦A♦) , (4.28)
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where a = ±1 and b♦ = ±1 are the syndromes for each star and plaquette operator, respectively.







(1 + bB) . (4.29)




= 0, we can rewrite the projector in a slightly different form,
P = R
∣∣↑̄〉 〈↑̄∣∣R +R ∣∣↓̄〉 〈↓̄∣∣R, (4.30)
where R is the recovery operation chosen to be performed.
In principle, we should consider all possible syndrome outcomes. However, it is useful to look
at the most benign evolution and assume b = 1. Such an evolution corresponds to the system
remaining in the vacuum of the gauge fields after a time ∆. This nonerror syndrome provides
an upper bound to the available computational time. In addition, it simplifies the calculations
by removing from consideration a recovery operation that tries to steer the system back to the
computational basis [70, 71, 72]. Thus, for this particular case,
P =
∣∣↑̄〉 〈↑̄∣∣+ ∣∣↓̄〉 〈↓̄∣∣ . (4.31)
The environment state is unaffected by the error correction protocol. If no extra step is taken
to dissipate excitations that pile up over time, the environment will keep a memory of events
that happened during the QEC period. Keeping track of such excitations between QEC cycles
in a fidelity calculation is a difficult task even for simple, non-topological logical qubit systems
[61, 62, 64]. For topological qubits, the task is considerably harder due to the exponential number
of terms that enter in the composition of the computational states.
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Thus, in order to make the formulation amenable to an analytical calculation, we consider an
extra step to the QEC protocol. In addition to projecting the quantum computer wave function
back to the logical Hilbert space, we assume that at the end of the QEC step the environment is
reset to its ground state. This is equivalent to imposing at the end of the QEC step the projector
limTbath→0 e
−H0/kBTbath , for some environment temperature Tbath defined with respect to some even
larger reservoir.
A consequence of this extra QEC hypothesis is that we exclude from the calculation any spatial
correlation between QEC periods, as well as memory and spatial correlations between the time
evolution of bras and kets. This new projector operator can be conveniently written as
P ′ = |Ψ0〉〈Ψ0|+ X̄|Ψ0〉〈Ψ0|X̄. (4.32)
After the projection, the wave function must be normalized again. For this purpose, consider the
normalization factor 〈
Ψ0
∣∣U †(∆)P ′U(∆)∣∣Ψ0〉 = |A|2 + |B|2 , (4.33)
where










The fidelity of the surface code after one QEC cycle can be defined as
F ≡ |〈ΨQEC|Ψ0〉|, (4.36)
where |Ψ0〉 is the initial state of the qubit system and the bath and
|ΨQEC〉 = P ′U(∆) |Ψ0〉 . (4.37)
The expectation values A and B now come in handy since they allow one to obtain a simple


























where we used that P ′ |Ψ0〉 = |Ψ0〉. Thus, our task of determining the fidelity is reduced to
evaluating the ratio |B|2/|A|2.
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4.7 Mapping onto a statistical model
Let us first consider the cases where the bath correlation function Φrs(∆) has both real and imag-
inary parts finite, namely, 0 < D + 2s < 3. The insertion of the evolution operator given by Eq.
(4.15) into Eqs. (4.34) and (4.35) results in very compact expressions for A and B since these
































Clearly, Eq. (4.41) can be interpreted as an effective interaction between qubits intermediated by
the environmental bosons. The connection to a statistical model becomes more apparent when




























∣∣X̄ G2∣∣S〉 , (4.45)





βES = 〈S|βH|S〉. (4.46)
Notice that the expectation values in Eqs. (5.26) and (5.27) vanish for those states |S〉 where at














∣∣X̄∣∣S ′〉 , (4.48)
where the sums are over the subset of states S ′ where all star operators take positive values:
〈S ′|A♦|S ′〉 = +1. (4.49)
It is clear now that A is proportional to the partition function of a classical statistical spin model
with a restricted configuration space. Then, C is equal to the expectation value of the operator X̄
in this model.
The statistical model defined by Eqs. (4.41), (4.46), (4.47), and (4.48) is nontrivial in a number
of ways. First, the interaction term (4.41) is not purely real. Second, the interaction range is not
necessarily restricted to nearest neighbors. Third, the constraint imposed by Eq. (4.49) severely




























where g±(E ′) are the number of qubit configurations with energyE ′ and 〈X̄〉 = ±1. The prime in-
dicates that only configurations where all star operators have +1 expectation value are considered,
Eq. (4.47).
When the sums in Eqs. (4.50) and (4.51) are not restricted by Eq. (4.47), the time-reversal symme-
try of the Hamiltonian implies g+(E) = g−(E) for logical operators X̄ containing an odd number
of σxi qubit operators. Therefore, in this case, B = 0. For X̄ containing an even number of σxi oper-
ators, for each “energy” eigenvalue E, 〈X̄〉 is either +1 [and g−(E) = 0] or −1 [and g+(E) = 0],
but the value of B cannot be predicted.
In the case of a restricted sum, it is straightforward to see that the separation of configurations in
time-reversal symmetry classes is not useful. Consider that at the vertical boundaries one can form
operators A♦ with three qubits. In this case, even if a certain configuration |S ′〉 satisfies Eq. (4.47),
its time-reversal partner will not and therefore will not be included in Eqs. (4.50) and (4.51). Thus,
the restriction is equivalent to projecting out time-reversal partner of |S ′〉.
As explained in Ref. [66], one useful way to understand this point is to break up the states {|S ′〉}







|S ′−〉 = Z̄Γ|S ′+〉. (4.53)
Here,
∏
j B is a product of all plaquette operators that do not touch the logical error Z̄Γ for a
given path Γ. It is then possible to show that this separation leads to the appearance of an effective
local magnetic field that acts only on the qubits along the path Γ. This local magnetic field leads
to the time-reversal symmetry breaking in the computation of the expectation values in Eqs. (4.50)
and (4.51).
4.7.1 Effective interaction and fictitious temperature
The parameter β plays the role of inverse temperature in the statistical model. From Eq. (4.42), we
see that β is proportional to λ2, thus serving as a measure of the strength of the coupling between
the qubits and the environment. The effective exchange interaction amplitude, Jij , depends on the
bath characteristics (e.g., spatial dimension and spectral density), on the QEC cycle duration ∆,
and on the ratio a/(∆v).













































The real part of Jij is nonzero only between qubits within the light cone of the bosonic modes. The
imaginary part is present for any pairs of qubits, but decays rapidly (approximately with the cube
of the inverse distance) when qubits are outside the light cone. For a lattice of size L, an extreme
limit occurs when v∆ ∼ L, in which case all qubits are correlated. In the opposite limit, when the
QEC cycle period ∆ is sufficiently short (or, equivalently, that the lattice constant is large enough),
so that a/
√
2 < v∆ < a, only qubits belonging to the same plaquette are within the light cone
defined by the free spatial propagation of the bosonic modes and the real part of the coefficient Jij
vanishes beyond nearest neighbors.
4.8 Connecting β to the qubit error probability
It is useful to relate the fictitious inverse temperature β of the spin model to the probability p of a
qubit flipping its spin state during the QEC cycle. The latter can be defined as
p = 〈0| ⊗ 〈↑j |U †j (∆)| ↓j〉〈↓j |Uj(∆)| ↑j〉 ⊗ |0〉, (4.57)
where {| ↑j〉, | ↓j〉} are states of the qubit located at rj , |0〉 is the bath ground state, and











is the evolution operator of that qubit coupled to the bath when the dynamics of all other qubits is
frozen. The steps in the evolution of Eq. (4.57) are similar to those used in the derivation of the
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Notice that for λ = 0, p = 0. As the coupling between qubits and bath grows in magnitude, p
approaches 1/2, which signals a complete randomization of the qubit state.
The functional relation between p and the fictitious temperature β can be easily established by
evoking Eq. (4.42) and employing the explicit form of G(R)rjrj(∆) as given in Eq. (C.1). One obtains






The sum over momentum diverges in the ultraviolet when D+2s ≥ 2 and the relation between the
error probability and the fictitious inverse temperature becomes cutoff dependent. For instance, for





, where Λ is the ultraviolet mo-






which is cutoff independent.
4.9 Estimate of βc
We now provide an estimate of the critical inverse fictitious temperature, taking a slightly different
approach from that used in Ref. [66]. Let us consider the case when the effective spin coupling in
Eq. (4.41) is real and only nearest-neighbor interactions occur, Φrirj(∆) = J for |ri− rj| ≤ a/
√
2
and Φrirj(∆) = 0 otherwise. We will carry out a low-temperature (large β) expansion of Eqs.
(4.50) and (4.51). The key element we exploit in this expansion is the following property of the
surface code: At the boundaries of the surface code, the star operators are defined by three qubits
instead of four. This means that if a certain state |S〉 is included in the restricted sums defining
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A and B, its time-reversed counterpart is included. This is because reversing all the qubit of
a configuration with an eigenvalue +1 for all star operators yields a −1 eigenvalue for the star
operators at the boundaries.
This property is particularly useful in the limit of β →∞when the term with the minimum energy,
e−βE
′
min , carries the leading contribution to the sums. For β → ∞ and for J < 0, the only state
with minimum energy is a ferromagnetic state where all spins are pointing along the positive x
direction, |Fx〉. Since the the ferromagnet state with spins pointing along the negative x is not part
of the restricted sum, g−(E ′min) = 0. In this limit, the spin model is in the ordered phase, with
A = B, resulting in F = 1/2 (lost fidelity).
Consider now a large but finite β. Starting from the state |Fx〉, the states appearing in A and B
can be separated into two groups, as shown in Eqs. (4.52) and (4.53). The first group, {S ′+},
corresponds to the states counted in g+(E ′), whereas the second group, {S ′+}, is accounted for by
g−(E ′). Therefore, g−(E ′) is equal to the number of states of energy E ′ with a logical error Z̄Γ for
a given path Γ. At large β, the energy cost of these states is of the order of the length of Z̄Γ and
they are suppressed in comparison to other states. The leading terms contributing to the sums are
the minimum energy state |Fx〉 and the states |S ′+〉 containing only small loops. However, as the
system size increases the multiplicity factor g+(E ′) increases as well. Its value is proportional to
the number of ways one can apply the Z̄ operation, or equivalently, to the number of self-avoiding
walks (SAW) from one open boundary to its opposite. The number of SAWs with a length l, is
related to connective constant µ of the lattice and scales as µl.
If the multiplicity factor g−(E ′) is high enough, it can compensate the Boltzmann factor sup-





? will appear in B with the same order as the leading term related to the |S ′+〉 states,
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namely, e−βcE′min . Here, lZ̄ is the length of Z̄. This criterion provides a crude estimate for βc:
e−βcE
′






E ′? − E ′min
. (4.62)
The difference between E ′? and E
′
min is proportional to the length of the logical error Z̄. Then, the
denominator is of the order of 2n lZ̄J , where n is the number of qubits interacting with the qubits
comprising the logical error Z̄ through the Hamiltonian in Eq. (4.55). A range of possible values
for the connective constant of a square lattice can be found in the literature. If we adopt µ = 2.64
[73], set n = 4, and insert these values into Eq. (4.62), we obtain βcJ ≈ 0.12.
4.10 Numerical evaluation of the fidelity





namely, the x magnetization of a linear set of spin 1/2 particles embedded into a spin system gov-
erned by the Hamiltonian of Eq. (4.55) with the restriction imposed by Eq. (4.47). (Here, Ω
denotes the path defining the logical error X̄ .) In the absence of such a restriction, the computation
of B/A in the thermodynamic limit would follow standard procedures used in Statistical Mechan-
ics. The restriction, however, makes an analytical computation rather difficult, if not impossible.
Therefore, we resort to numerical calculations, both exact and approximate, to find how B and A
(and thus the fidelity F) behave as a function of β and how this behavior scales with increasing
system sizes.
Below, we focus on the case where the effective interaction strength Jij is real and only involves
nearest-neighbor qubits. As mentioned earlier, this special case is of significance to experiments
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where v∆ is of the order of a. Short-range correlated errors in this case can be introduced by any
measurement or operation on individual stars and plaquettes.
4.10.1 Exact calculations
For two lattice sizes, N = 25 and 41, we computed A and B for an X̄ operator that ran vertically
through the middle of the lattice. The computation was done by exhaustive enumeration of all
orthogonal qubit configurations |S〉 that complied with the constraint 〈S|G2|S〉 6= 0, namely, that
produced only positive plaquette eigenvalues. We verified that the results were insensitive to the
choice of operator X̄ . The resulting fidelity is shown in Fig. 4.3 as a function of the inverse
fictitious temperature β. For small β (equivalent to small coupling constant λ), the fidelity stays
close to 1 after one QEC cycle. As β increases, the fidelity decays and tends asymptotically to
1/
√
2, which is expected when B = 0. Another important feature is that the transition from F = 1
toF = 1/
√
2 becomes sharper as the system size is increased. This is the expected behavior when,
in the thermodynamic, infinite-size limit, a phase transition occurs at some critical value of β.
We have tested that this behavior is not substantially altered when the coupling constant J gains a
constant imaginary part. The results are shown in Fig. 4.4. The main effect of adding an imaginary
part is to create oscillations in the decay of the fidelity as a function of β. The larger the magnitude
of the imaginary part in J , the more oscillations are observed. However, the relative amplitude of
these oscillations decrease with increasing system size. In the limit of a large number of physical
qubits, we expect that the oscillations to be relatively small and concentrated near the critical value
βc.
In order to determine the critical value βc, we resort to the coherent anomaly method, which has
been extensively and successfully used to determine critical temperatures in interacting spin sys-
tems [74, 75].
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Figure 4.3: Surface code fidelity of code spaces of 25 and 41 physical qubits in contact with a
bosonic bath when star operators are restricted to positive values (A♦ = 1).
4.10.2 Mean-field solution: coherent anomaly method
In the coherent anomaly method (CAM), a cluster of interacting spins is embedded inside a mean-
field medium. Self-consistency is obtained by allowing the spins at the boundary of the cluster to
experience the mean field, which is set equal to the mean value of the central spin in the cluster.
This constraint provide an equation from which the critical temperature can be determined. As the
cluster size is increased, the expectation is that the critical temperature obtained in this way rapidly
approaches the exact value of an infinite-size system [74, 75].
More precisely, let Sx0 denote the central spin operator and let H be a Hamiltonian describing
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nearest-neighbor interactions inside the cluster, Hcl, as well as the action of an effective field φeff
at the boundary spins,












where the trace is carried over all allowed spin configurations. Expanding the exponentials in Eq.
(4.63) to the lowest nontrivial order in the effective field, we find that




where 〈· · · 〉cl denotes the expectation value taken with just the HamiltonianHcl and neglecting the




〈Sx0Sxi 〉cl = 0, (4.66)
which can be solved numerically to yield the critical inverse temperature β = βc as a function of
J . The most costly part of the procedure is the calculation of the correlation function 〈Sx0Sxi 〉cl,
which requires an exhaustive enumeration of all spin configurations within the cluster.
We employed this method to compute the critical value of β for surface codes with clusters of
increasing sizes and performed a finite-scaling analysis to estimate the critical value in the thermo-
dynamic limit. The result is shown in Fig. 4.5. As in the case of the exact numerical calculations,
we employed the constrained nearest-neighbor Ising model of Sec. 4.7 with J real and only al-
lowed for spin configurations with positive plaquette eigenvalues. We find that βcJ = 0.193(2)
for an infinitely large system, which is about 60% higher than the estimate presented in Sec. 4.9
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(given the roughness of the approximations involved in the estimate, the discrepancy seems quite
acceptable). The extrapolated value also matches quite closely the point where the downturn of the
fidelity develops (see Figs. 4.3 and 4.4), providing additional support for the existence of a phase
transition in the thermodynamic limit in the case of nearest-neighbor interactions.
4.11 Discussion and conclusions
We have presented a fully quantum mechanical calculation of the fidelity of the surface code in the
presence of a bosonic bath. We considered the fidelity after a complete quantum error correction
cycle and in the most benign case, when a nonerror syndrome occurs. An important assumption
made in the calculation was the resetting of the bath to its ground state after the syndrome extrac-
tion. We then expressed the fidelity as a function of the ratio of two complex amplitudes which
were formulated as expectation values of a statistical spin model with complex two-body interac-
tions and a restricted configuration space. We presented both analytical estimates and numerical
evidence that the statistical spin model sustains an ordered/disordered phase transition in the limit
of an infinite number of qubits. The existence of such a phase transition can be directly related
to the existence of a threshold on resilience of the surface code: provided that the bath coupling
constant remains lower than a critical value, fidelity can be maintained close to unity with increas-
ing system size. This is very good news for those interested in large-scale implementations of the
surface code.
This work provides more detailed derivations and deeper analyses than Ref. [66], in additional to
new numerical support to the existence of an error threshold in the surface code in the presence of
correlated noise. We note that our approach differs substantially from the surface code literature
since we do not rely on a stochastic error model.
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In order to understand the difference between a threshold due to correlations and the usual stochas-
tic model discussion, let us consider the case of D = 2 and s = 0 (ohmic bath). As shown in Sec.






If we take the ultraviolet cutoff to infinity, then we are bound to find p = 1/2. However, in most
physics systems, and condensed matter systems in particular, the cutoff is finite. Hence, we can















for qubits within the causality cone. In both equations, the logarithms are slow growing functions




where we took J ∼ Jij ∼ (1/2) ln |2v∆Λ|. Now, we have also found that the inverse critical





To be resilient to correlated errors, we must require the system to be above the critical temperature,












That is, the threshold for the surface code in the presence of an ohmic bath is reduced to at most
pc ∼ 6% due to the introduction of nearest-neighbors correlated errors. If we allow for longer-
range correlated errors, the threshold will steadily decline.
Within our formulation, exact analytical calculations of the threshold based on the fidelity are
daunting. Thus, it is likely that quantitative results will always require numerical simulations.
In Ch. 5 we simulated statistical spin models with more general interactions than the nearest-
neighbor case investigated here. Further investigations are necessary to relax the assumption of
bath resetting and to evaluate the effects of residual qubit correlations on the fidelity over multiple





































Figure 4.4: Fidelity of a code space of 25 physical qubits in contact with a bosonic bath when star
operators are restricted to positive values (A♦ = 1) and an imaginary part is added to the coupling
constant: J = JR + iJI . The data sets correspond to different values of JI .
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 / J = 5.17(6) - 2.46(22) / L
Figure 4.5: Finite-size scaling of the critical fictitious temperature Tc obtained from cluster mean-
field calculations for lattice of sizes 13, 25, and 41. A real Ising interaction of strength J involving
only nearest neighbors was used. The circles are the numerical data and the dashed line is a linear
fit. L denotes the linear size of the surface code.
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CHAPTER 5: NUMERICAL EVALUATION OF THE FIDELITY ERROR
THRESHOLD FOR THE SURFACE CODE
- Pejman Jouzdani and Eduardo R. Mucciolo, “Numerical evaluation of the fidelity error threshold
for the surface code”, Phys. Rev. A 90, 012315 (2014).
5.1 Abstract
We study how the resilience of the surface code is affected by the coupling to a non-Markovian
environment at zero temperature. The qubits in the surface code experience an effective dynamics
due to the coupling to the environment that induces correlations among them. The range of the
effective induced qubit-qubit interaction depends on parameters related to the environment and the
duration of the quantum error correction cycle. We show numerically that different interaction
ranges set different intrinsic bounds on the fidelity of the code. These bounds are unrelated to the
error thresholds based on stochastic error models. We introduce a definition of stabilizers based
on logical operators that allows us to efficiently implement a Metropolis algorithm to determine
upper bounds to the fidelity error threshold.
5.2 Introduction
Topological quantum codes provide an alternative route to fault-tolerance quantum computation.
In topological quantum codes the information is encoded on the topological characteristics of the
physical system, resulting in protection against local perturbations [25, 23, 81, 26]. The surface
(or planar) code [24, 51] is an important example of this class of quantum codes that requires an
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active approach to error correction on lattice of regular qubits. In contrast to the toric code [25],
which has an intrinsic Hamiltonian that governs the evolution of the system, the surface code has
no intrinsic Hamiltonian and the system’s evolution is due to its coupling to an environment and
the syndrome extraction and recovery operations at the end of a cycle. It has attracted increasing
attention in recent years due to its more practical nature than other topological forms of encodings.
Architectures based on superconducting qubits [82] and Majorana fermions [83] have been pro-
posed theoretically. At the experimental level, significant increase in coherence time and fidelity
of logical gates in superconducting qubits has been recently reported [84, 85, 86], suggesting that
these systems may provide a suitable experimental setting for implementing surface codes. Sev-
eral studies have been done to determine the error threshold of two-dimensional topological codes
[53, 87, 89, 88, 90, 91]. However, in these studies the role played by correlated errors was not
fully investigated. However, it is crucial to study the impact of correlated errors on any scalable
quantum code before attempting to quantify error thresholds based on quantum error correction
(QEC) protocols [92].
When in contact with environmental degrees of freedom, the physical qubits in the surface code
will experience an effective dynamics. This effective dynamics may comprise qubit-qubit interac-
tions, which in turn can result in a correlated time evolution. Since a large-scale quantum code has
a large Hilbert space, a correlated dynamics may cause a sharp change in the quantum phase of
the code system, even in the presence of QEC operations. This change of phase cannot be stud-
ied in the context of stochastic noise models, which typically only include bit flip, phase flip, and
depolarizing channels.
The effective dynamics induced by the environment on the code system is in general very nontrivial
to derive from first principles. However, for a particular case, the bosonic bath, we were able
to obtain an exact effective action after a single QEC cycle [66, 93]. This action comprises a
qubit-qubit interaction term with a distance-dependent exchange coupling. The range and strength
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of qubit-qubit interaction were found to be functions of environmental parameters, the distance
between the qubits, and the duration of the QEC cycle. The effective dynamics derived for a
bosonic bath could be used as a phenomenological model for other types of environments as it has
a rather general functional form.
In this chapter we numerically evaluate the effect of correlated errors induced by a two-qubit
effective action and study the impact of different ranges of correlations. We use a Monte Carlo
method for evaluating the fidelity of the surface code at the end of a complete QEC cycle. We
introduce an alternative approach to define the surface code stabilizers that helps us to implement
an efficient Metropolis algorithm. This method can be extended to other topological systems such
as the toric code. For the surface code, we confirm the results presented in Ref. [98], namely, the
existence of a sharp transition in the fidelity as a function of the coupling between qubits and the
environment for large enough codes. The critical value of this coupling provides a threshold for
the ability of the surface code to protect quantum information. We also find that an increase in the
correlation range does not washes away this critical point but moves it to lower coupling constant
values, making it more difficult in practice to achieve protection.
The chapter is organized as follows. In Sec. 5.3 we introduced the basic elements of the surface
code. In Sec. 5.4 we describe a model interaction for the environment and the physical qubits that
induces an effective evolution for the code system. We then use this evolution in Sec. 5.5 to obtain
an expression for the surface code fidelity in terms of expectation values of a spin statistical model.
The numerical Monte Carlo method used to compute these expectation values and the results are
described in Secs. 5.6 and 5.7. Finally, a summary is provided in Sec. 5.8.
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5.3 Surface Code
The surface code [24, 51] is a collection of N qubits located on the links of a two-dimensional










They have eigenvalues As and Bp, respectively, that take the values ±1. The subscript s(p) refers
to a vertex (plaquette) on the lattice, and σαi is the α component of the Pauli matrices that acts on
the i-th qubit. The two stabilizers commute, [Âs, B̂p] = 0, and thus are simultaneously observable.










where the path lx (lz) runs from one boundary to the opposite boundary, as shown in the Fig. 5.1.
The two logical operators follow the same commutation relations as the Pauli matrices σx and σz
and both commute with the stabilizers in Eqs. (5.1) and (5.2).
The code space is defined as the particular subspace of the total Hilbert space of the system
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for which the outcome of any stabilizer is +1. The maximum set of observables can be either
{{Â}, {B̂}, Ẑ} or {{Â}, {B̂}, X̂}. Considering the set {{Â}, {B̂}, Ẑ}, X̂ anticommutes with the
logical operator in the set, Ẑ. Therefore, there are only two distinct basis states |SC〉 and X̂|SC〉
that satisfy the condition of the code space. X̂ can be chosen along different paths lx. However
X̂|SC〉 is unique and independent of the chosen logical operator. These two orthogonal states are
the two states of the logical qubit of the surface code. The code is topologically protected, e.g., to
flip the logical qubit state |SC〉 to X̂|SC〉 a logical operator comprising at least L physical qubit














































































Figure 5.1: The geometry of the surface code system. Physical qubits are shown with arrows.
A plaquette (star) operator B̂p (Âs) is shown with a shaded (unshaded) enclosed area connecting
the corresponding qubits. The dashed green (dotted red) line lz (lx) represents the logical operator
Ẑlz (X̂lx) and runs over corresponding qubits.
Any deviation from the code space due to local errors such as qubit flips or phase flips results
in excitations known as anyons. The anyons correspond to stabilizers that yield an outcome −1
after measurement. Anyons corresponding to Â stabilizers are referred as “e” type, while anyons
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corresponding to B̂ stabilizers are “m” type.
5.4 Interaction with the environment
When the system is in contact with a bath the total Hamiltonian is
H = HB + VBC , (5.5)
where HB is the bath Hamiltonian and VBC is the interaction part. If the closed system is prepared
in the product state |SC〉 ⊗ |B〉, where the |B〉 is the bath ground state, the closed system evolves
in time as
|ψ(t)〉 = UI(t) |SC〉 ⊗ |B〉, (5.6)
where UI(t) is the time evolution operator of the combined system in the interaction picture. At the
end of the QEC cycle the state of the environment may have components beyond its ground state.
As a result, the entanglement between the qubits and the environment can spill over to the next
QEC cycle. While this effect deserves investigation, here we will adopt a simplifying hypothesis
and assume that the environment remains in its ground state at the end of the QEC cycle. This
could be achieved by maintaining the environment cold (i.e., by keeping it in contact with a much
larger bath or reservoir). Hence, we define
Ueff(∆) = 〈B|UI(∆) |B〉, (5.7)
as the effective evolution operator of the code system at the end of a QEC cycle of duration ∆.
The evolution under Ueff(∆) induces an effective dynamics into the code system that includes
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dissipation and dephasing. In general, the functional form ofUeff(∆) in terms of the qubit operators
{σαi } can be rather difficult to derive from first principles. For the particular case of a gapless







a simple expression can be exactly derived. Here, λ is the strength of coupling to the bosonic field,
f(ri) is the bosonic field operator of the bath, and σxi is the Pauli matrix acting on the i-th qubit.









The sum in the exponent is over the physical qubits of the surface code (see Fig. 5.2). The




































Here v is the bosonic mode velocity. The complex interaction Jij is directly related to the corre-
lation function of the bath at two spacial points ri and rj and to ∆. Notice that Eq. (5.11) was
derived in Ref. [93] under the assumption that the bath returns to its ground state at the end of the
QEC cycle, as shown in Eq. (5.7).
The functional form in the effective action in Eq. (6.21) can also be used as a phenomenological
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error model of correlated errors with a complex exchange coupling parameter Jij . We note that
other forms of interaction between the surface code constituents and the environment have been




where a bosonic field couples to the stabilizers. In this case, the resulting effective dynamics may
enhance the surface code protection [94, 95].
Figure 5.2: The effective interaction induced by the bath, Eq. (6.21), between a qubit and its near-
est (solid black lines) and next-to-nearest neighbors (dashed red lines). The range of the interaction
(dotted circle) is related to the QEC period ∆.
5.5 QEC with flawless recovery
The system is maintained in its code space by means of QEC cycles. At each QEC cycle the
stabilizers are measured (syndrome detection) and a suitable recovery operation is performed with
the goal of returning the system to its code state, as defined in Sec. 5.3. Due to the interaction with
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the environment, prior to the syndrome detection the code system is in a superposition state where
all syndromes are possible. After reading the stabilizers, the system is detected (i.e. projected)
onto a particular superposition state (syndrome). Eventually, a non-destructive recovery returns
the system back to the code state, |SC〉, or erroneously to X̂ |SC〉.
The syndromes in the QEC protocol are based on measurements of the stabilizers. Let us define
Pn,f = |n, f〉〈n, f | as the projection onto a subspace of n excitations or anyons. The n excitations
may be detected at different vertices or plaquettes on the surface code. The index f refers to the
configuration where anyons are detected on the surface code after syndrome detection. Due to
the topological nature of the code, any state |n, f〉 is a superposition of a large number of states





where the sum is over configurations of the physical qubits |s∗〉 = |s1, . . . , sN〉 and the asterisk
indicates that the sum is taken over the configurations that are consistent with the condition of “n
anyons with the configuration f”.
After being initially set in the code state |SC〉, the system interacts with the environment. After a
time interval ∆, it evolves to the state Ueff(∆) |SC〉. The effective time evolution operator Ueff(∆)
is in general nontrivial and may not be unitary. At this point we assume that the QEC operation
detects the system (with some probability) to be in the state |n, f〉. Then, a flawless recovery
operationR returns this state to either |SC〉 or, erroneously, to X̂|SC〉, namely,
RPn,f Ueff(∆) |SC〉 = A |SC〉+ B X̂ |SC〉, (5.13)
where A and B are the amplitudes of the two orthogonal states |SC〉 and X̂|SC〉, respectively.
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To be more explicit, let us exactly specify the projector Pn,f = |n, f〉〈n, f | for the case where
errors are of “m” type. “m” type errors occur as a result of bit flipping qubits along a set of strings.





where L is a set of strings running on the surface code lattice such that |n, f〉 = Ŝx(L)|SC〉. There
are many possible sets of L and corresponding Ŝx(L) that generate the same state |n, f〉. Two such
















= X̂ ′Ŝx(L2) |SC〉. (5.16)
Here, P is a set of vertices on the surface code. In Eqs. (5.15) and (5.16) we used the identity[∏
s∈P Âs
]
|SC〉 = |SC〉. Thus, the two states Sx(L) |SC〉 and X̂Sx(L) |SC〉 alone are enough
to define Pn,f as
Pn,f = Ŝx(L) |SC〉〈SC| Ŝx(L)
+ X̂Ŝx(L) |SC〉〈SC| Ŝx(L)X̂. (5.17)
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With this definition we find the state of the code at the end of the first QEC cycle to be
|SC(∆)〉 = RPn,f Ueff(∆) |SC〉
+RŜx(L) |SC〉 〈SC|Ŝx(L)Ueff(∆)|SC〉
+R X̂ Ŝx(L) |SC〉 〈SC|Ŝx(L) X̂Ueff(∆) |SC〉
= An,p |SC〉+ Bn,pX̂ |SC〉, (5.18)
where we assume a flawless recovery,R Ŝx(L) = 1, and define the amplitudes
An,f = 〈SC|Ŝx(L)Ueff(∆) |SC〉 (5.19)
and
Bn,f = 〈SC|Ŝx(L) X̂ Ueff(∆) |SC〉
= 〈SC|Ŝx(L̄)Ueff(∆) |SC〉. (5.20)











In order to find a suitable expression for the numerical evaluation of the amplitudesAn,f and Bn,f ,
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(1 + Âs) |Fz〉, (5.23)
where |Fz〉 is the ferromagnet state of the qubits in the z-direction: |Fz〉 = | ↑〉1 . . . | ↑〉N , with N♦














The sum in Eq. (5.25) runs over restricted states s∗ (a product state of |±〉i of physical qubits)
that preserve the conditions As = 1 (i.e., Âs|s∗〉 = +|s∗〉) for all vertices s of the lattice. The
state |SC〉 also satisfies the conditions Ẑ|SC〉 = +|SC〉 and Bp = 1 (B̂p|SC〉 = +|SC〉) for all
plaquettes of the lattice. Hereafter we will make use of the relations
Ŝx(L)|s∗〉 = Ss?(L) |s∗〉 (5.26)
and
Ŝx(L)X̂|s∗〉 = Ss?(L̄) |s∗〉, (5.27)
with Ss? = ±1 being the product of the σxi operators along either the path L or L̄. By inserting



















Here Ueff(s?) is the matrix element 〈s?|Ueff(∆)|s?〉 that can be considered as a statistical weight in
the sums shown above.
Equations (5.28) and (5.29) show that the calculation of An,f and Bn,f maps onto a statistical
mechanics problem where these amplitudes are equal to the expectation values 〈S(L)〉 and 〈S(L̄)〉,
respectively. The averaging 〈. . . 〉 is performed with respect to a complex-time effective action
Heff that gives rise to the statistical weight Ueff(s∗) introduced above. In the following, we study
the fidelity of the code based on the behavior of the amplitudes B and A for an effective action
comprising qubit-qubit interactions of the form introduced in Eq. (6.21). We limit our study to real
values of β and Jij while probing different ranges of interactions, namely nearest neighbors and
next-to-nearest neighbors. We remark that the range of the effective qubit-qubit interaction can
be sharply controlled by the duration of the QEC cycle: longer cycles lead to longer ranges while
shorter cycles decrease the range, even down to nearest neighbors.
5.6 Numerical Method
We numerically evaluate the amplitudes A and B, as defined in Eqs. (5.28) and (5.29), using a
classical Monte Carlo method and assuming an effective evolution operator as in Eq. (6.21), with




J(|ri − rj|)σxi σxj (5.30)
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for nearest-neighbor and beyond nearest-neighbor interactions.
Using the standard classical Monte Carlo method [96], we replace the summation over the large
set of configurations {s∗} in Eqs. (5.28) and (5.29), which is of order [O(2N2 )], by a sum over a
smaller set of representative sample configurations {τ} for a given value of βJ . All the sampled
configurations have the same statistical weight e−βEτ . If there are M representative configurations
for a given βJ , we then have
∑
s∗





where we target the average value of the quantity {...}. We use a Metropolis algorithm to collect
these relevant configurations assuming that βJ is real. However, since we must take into account
the constraint As = 1 for any vertex s, the standard Metropolis algorithm needs to be suitably
modified.




p∈P B̂p |Fx〉, (I)
or∏
p∈P B̂p Ẑ |Fx〉. (II)
(5.32)
Here, P is an arbitrary set of plaquettes. States in the first class, (I), are eigenstates of X̂ with
eigenvalue +1, while in the second class, (II), the states are eigenstates of X̂ with eigenvalue
−1. Equation (5.32) provides a natural codification of the restricted states |s∗〉: One can start
with a vacuum state |Fx〉, then flip a number of qubits by
∏
p∈P B̂p that correspond to P , and
arrive at a restricted state |s∗〉. However, this is not the route we pursue. Below we present an
equivalent but alternative definition for the stabilizers of the surface code and consequently of the
92
states in Eq. (5.32). They provide a more efficient implementation of the Metropolis algorithm.







































Figure 5.3: Applying two logical Ẑ operators along the paths l1 and l2 is equivalent to a B̂p
operator shown with the hatched rectangle.
Since σαi σ
α









σzi = Ẑl1Ẑl2 . . . Ẑl2m , (5.34)
where a path li goes from one boundary to the opposite boundary of the system. The set {li} is
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i ) and thus the stabilizer Âs (or B̂p). The number of paths, 2m, is not unique.
An even number guarantees that the commutation relation [Âs, B̂p] = 0 is satisfied. The product
of 2m logical operators always forms closed loops. For example, in Fig. 5.3 the operation of the
stabilizer operator B̂p on the qubits of plaquette p is generated by applying two logical Ẑ operators
along the paths l1 and l2, as depicted in the figure.
Thus, the states |s∗〉 defined in Eq. (5.32) can be stated in terms of logical operations as
|s∗〉 =

Ẑl1Ẑl2 . . . Ẑl2m |Fx〉 = Z2l |Fx〉, (I)
or
Ẑl1Ẑl2 . . . Ẑl2mẐ|Fx〉 = Zl |Fx〉, (II)
(5.35)
where we abbreviate the product Ẑl1Ẑl2 . . . Ẑl2m as Z
2
l and Ẑl1Ẑl2 . . . Ẑl2mẐ as Zl . By introducing
these definitions into Eqs. (5.28) and (5.29) and using the fact that Z2l X̂ = X̂ Z
2
l and Zl X̂ =




{〈Fx|Z2l Sx(L)Ueff Z2l |Fx〉





{〈Fx|Z2l Sx(L)Ueff Z2l |Fx〉
+ 〈Fx|Zl Sx(L)Ueff Zl |Fx〉}, (5.37)
up to a common normalization factor.
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To understand the essential difference between A and B, let us assume a phase of the system in
which the states belonging to the two classes of Eq. (5.35) contribute with the same statistical
weight Ueff (the topological state). In this phase any fluctuation around the equilibrium config-
uration states, {|s?〉} (which is of the order of L and less than the distance of the code L
2
), will
be canceled out in the sum in the expression for B via the minus sign of the second term in Eq.
(5.36). Hence, the ratio
∣∣ B
A
∣∣ → 0 in thermodynamic limit and the fidelity F → 1, as expected.
However, in the phase where the statistical weight of the states in class I differs from states in
class II in Eq. (5.35), i.e., in the ordered phase, there is a sizable change in
∣∣ B
A
∣∣. In our model the
ordered phase corresponds to the state |Fx〉. In this limit,
∣∣ B
A
∣∣ → 1 and a sharp phase transition
takes place between these two limits. Thus, for a correct decoding and sufficiently large system,
one should expect to see |B| < |A| in the disordered phase (topological phase) in a universal way,
independently of the error Ss?(L), as long as L < L2 .
Equation (5.35) provides a novel way for the codification of the restricted state |s∗〉: One begins
with a vacuum state |Fx〉, then flips a number of qubits along certain path {l ≡ l1 . . . }, and arrives
at a restricted state Z2l |Fx〉 or Zl |Fx〉. The sums in Eqs. (5.36) and (5.37) run over all possible
paths {l}. The statistical weight Ueff corresponds to the probability of flipping the qubits along the
path l . In this regard, the Metropolis algorithm finds the most relevant paths. The scheme to update
the configurations is then similar to the techniques used in world-line-based quantum Monte Carlo
[97], since each two Zl and Zl′ differ by a certain number of B̂p operations.
5.7 Numerical Results
Considering a real homogeneous interaction coupling Jij = J(|ri − rj|), we use the method de-
scribed in Sec. 5.6 to numerically evaluate A, B, and
∣∣ B
A
∣∣ to determine the fidelity F .
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Figure 5.4: The numerical evaluation of 〈X〉 =
∣∣ B
A
∣∣ for non-error syndromes based on the Monte
Carlo calculation for different system sizes. L = 20 is a surface code system with 761 qubits
(circle), L = 30 has 1741 qubits (diamond), and L = 40 has 3121 qubits. The solid lines are
guides to the eye. On the horizontal axis, β is proportional to the coupling to the environment and
J is the exchange coupling of the effective interaction between nearest-neighbor qubits. In this
simulation 80,000 iterations are used for each β step.
5.7.1 Results for the non-error sector P0,0








∣∣ as a function of βJ for nearest-neighbor interaction and different system sizes
is shown in Fig. 5.4.
The surface code geometry can be decomposed into two sublattices. Here we considered square
sublattices of sizes L×L and (L− 1)× (L− 1). By increasing the system size the transition from
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the topological state, where βJ < βcJ , to a trivial state where the degeneracy between |s∗〉 states is
lifted, becomes sharper. This confirms the first-order phase transition nature of the effect (i.e., the
existence of an error threshold in the fidelity). A finite-size scaling of the heat capacity is shown
in Fig. 5.6. Taking β as a fictitious inverse temperature, we used β
2(〈E2〉−〈E〉2)
V
as the definition of
heat capacity. Here V is the total number of qubits. By setting J = 1 and fitting the data to the
asymptotic functional form βc(L) = βc(∞)− yLx, we find the critical exponent x = −1/ν = −1,
in agreement with the expected Ising model (ν = 1). Scaling the data according to this functional
form also gives βc(∞) = 0.217. This value agrees closely with the analytical result obtained in
Ref. [98].























Figure 5.5: The ratio
∣∣ B
A
∣∣ for different interaction ranges as a function of β on a lattice with L = 40
and 80,000 Monte Carlo steps for each data point. The data points correspond to J1 = 1 (circles),
as in Fig. 5.4; J1 = 1, J2 = 0.2, and Jm = 0 for m > 2 (diamonds); and J1 = 1, J2 = 1, and
Jm = 0 for m > 2 (triangles) in Eq. (5.38). The solid lines are guides to the eye.
In this one-cycle study, the time period of the cycle, ∆, affects directly the range of interaction in
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Heff [see, for example, Eq. (5.11)], while the strength is proportional to β. Keeping the environ-
ment parameters fixed, the longer the error cycle, the longer the range of the interactions, as qubit
correlations are intermediated by the propagation of environmental modes. To extend the analysis















∣∣ as a function of β is shown for some fixed values of Jm. By increasing ∆ the
interaction range in Heff varies and therefore one needs to take into account higher orders of m in
Eq. (5.38).

























Figure 5.6: Finite-size scaling analysis of the heat capacity per qubit that yields βc = 0.217 for
L→∞. The solid lines are guides to the eye.
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By including higher orders of m, the threshold value in the coupling to the environment for which
the code protection is lost also changes. We see that a longer QEC cycle brings a larger range of
correlated errors into account and consequently decreases the threshold value βc. This indicates
that for increasing values of ∆, a smaller coupling to the bath is sufficient to destroy the topolog-
ical state of the surface code. We should emphasize that the effect is robust against increases of
system size and the value of βc is also well defined in the thermodynamic limit in this case. In
general, the dependence of Jm on ∆ is determined by the characteristics (correlation functions) of
the environment; for bosonic environments this dependence was derived for some representative
cases in Ref. [93]. We have numerically calculated the ratio
∣∣ B
A
∣∣ for interaction ranges up to the
fourth nearest neighbor. The results (not shown) confirm a trend of decreasing thresholds when the
interaction range is increased.
5.7.2 Results for one-error sector P1,f and the two-error sector P2,f




∣∣ for charge sectors P1,f (where a plaquette Bp0 is measured to be −1) and
P2,f (where two plaquettes Bp1 and Bp2 are measured −1). The locations of the errors {Bp0} and
{Bp1 , Bp2} are arbitrarily chosen as shown in Fig. 5.7.
In the presence of detected errors, the numerical calculations require higher number of iterations.
Figure 5.8 shows the gradual convergence of the results for the one- and two-error sectors to the
results achieved for no-error sector. In these calculations only the nearest-neighbor case (J1 = 1)
has been considered. As can be seen in Fig. 5.8, for small values of β, complete convergence is
not achieved when the number of iterations is just O(104) per data point and a much larger data
set is required. However, the data shows a clear tendency of convergence toward the same curve
obtained for the no-error sector when the number of iterations is increased. The results for the case
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with a larger range of correlated errors [Jm 6= 0 for m > 1 in Eq. (5.38)] converge toward their
counterpart of no-error syndrome as well (not shown). In fact, we observe a faster convergence
when the range of correlations is larger. Results for other non-zero error configurations differ-
ent than the configurations considered here were found to be consistence with the results shown
in Fig. 5.8. However, a larger distance between errors requires significantly higher number of
computational iterations to achieve convergence.
5.8 Summary
A non-Markovian environment in contact with the surface code induces an effective dynamics
(action) on the code system. Environmental degrees of freedom can intermediate interactions
between physical qubits making up the system. As a result, when errors occur during the code
evolution, they will be correlated. We considered the effect of such correlated errors on the fidelity
of the code state after one error correction cycle. We studied the code state resulting from an
effective action derived for a gapless bosonic environment but expect the same model to describe
phenomenologically other types of environments. The calculation of the expectation values that
enter in the fidelity can be cast in the form of expectation values of a statistical mechanics spin
model with two separate phases. The disordered and ordered phases of the statistical version
correspond to the topological and non-topological states of the surface code system in contact with
the environment. We evaluated an upper bound for the threshold of the coupling to the bath beyond
which no quantum error correction is possible (i.e., fidelity is fully lost).
We showed numerically that the transition between the two phases can be evaluated by a Monte
Carlo method. We used a new definition for the stabilizers of the code based on the logical er-
rors. The logical error in this definition plays a role equivalent to a world-line in the world-line
based quantum Monte Carlo. The separation of the two phases of the surface code lies behind the
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statistical physics of these world-lines, as presented in Eqs. (5.36) and (5.37). The alternative def-
inition for stabilizers given in this paper can be extended to higher dimensional topological codes
where the stabilizers are defined on hypercubes and logical errors correspond to closed hypersur-
faces [99]. In higher dimensional codes the stabilizers can be defined in terms of the logical errors
similar to Eqs. (5.33) and (5.34). Therefore, a similar approach should be applicable to those
codes.
In the numerical evaluation we considered qubit-qubit interactions with different interaction ranges.
We considered a QEC cycle with both zero and nonzero error syndromes. For the nearest-neighbor
range the results perfectly agrees with the analytical calculations in Ref. [98]. Finite-size scaling
shows the value for the threshold βc to be close to half of an Ising model with nearest-neighbor
interaction. For longer range of interactions the threshold βc decreases. The type of error syn-
drome does not affect the value βc. However, higher numerical iterations were required to achieve
convergence beyond nonerror syndromes.
Our results are based on the assumption that the interaction between the physical qubits and the





i . Different functional forms for this interaction
may result in a different effective evolution operator Ueff than the one studied here and may set
different threshold values for the fidelity. Another question that should be addressed is the behavior





















Figure 5.7: The location of the single error {Bp0} (bottom) and two errors {Bp1 , Bp2} (top) as-
sumed in the numerical calculations.
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Figure 5.8: The ratio | BA | for a lattice of L = 20. The left box shows the convergence of 〈S
x
1 〉 = | BA |
for one detected error located as shown in Fig. 5.7. The right box shows the convergence of 〈Sx2 〉 =
| BA | for two detected errors located as shown in Fig. 5.7. In both boxes the number of iterations
used for each β data point is: 90, 000 (circle), 180, 000 (square), and 900, 000 (diamonds). The
solid line is obtained from the corresponding no-error sector (Fig. 5.5).
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CHAPTER 6: FIDELITY THRESHOLD OF THE SURFACE CODE
BEYOND SINGLE-QUBIT ERROR MODELS
- Pejman Jouzdani, E. Novais, I. S. Tupitsyn, and Eduardo R. Mucciolo, “Fidelity threshold of the
surface code beyond single-qubit error models”, Phys. Rev. A 90, 042315 (2014).
6.1 Abstract
The surface code is a promising alternative for implementing fault-tolerant, large-scale quantum
information processing. Its high threshold for single-qubit errors under stochastic noise is one of
its most attractive features. We develop an exact formulation for the fidelity of the surface code that
allows us to probe much further on this promise of strong protection. This formulation goes beyond
the stochastic single-qubit error model approximation and can take into account both correlated
errors and inhomogeneities in the coupling between physical qubits and the environment. For
the case of a bit-flipping environment, we map the complete evolution after one quantum error
correction cycle onto the problem of computing correlation functions of a two-dimensional Ising
model with boundary fields. Exact results for the fidelity threshold of the surface code are then
obtained for several relevant types of noise. Analytical predictions for a representative case are
confirmed by Monte Carlo simulations.
6.2 Introduction
Quantum error correction (QEC) is one of the most important tools to reduce the effects of deco-
herence in quantum systems that process information. Several different protocols have been de-
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veloped since QEC was first introduced [100], but particular attention has been given to stabilizer
codes [101]. Among them, the surface code [24, 23] is perhaps the most promising for large-scale
implementations [54]. Its main virtues are: (i) qubits are disposed in a planar array, only requiring
local measurement operations; and (ii) early estimates based on stochastic error models indicate a
very large threshold value, pc ≈ 11% [23], for the single-qubit error probability p. For p < pc, the
probability of successful encoding tends to 1 as the number of physical qubits is increased.
Despite the large theoretical effort that has been devoted to characterizing the threshold of the sur-
face code [23, 102, 52, 103, 104, 105], the true nature of the transition has been hard to assess due
to the large Hilbert space that the code demands. Some criticism has also been raised by the use of
simplified error models in these studies, since, for more traditional QEC schemes, error models that
take into account correlations can substantially alter or even remove error thresholds [37, 60, 106].
In this paper we make significant progress on both issues. We consider more general bit-flip error
models with and without disorder and correlations. We derive an exact mapping of a complete
QEC quantum evolution with arbitrary syndrome onto a two-dimensional Ising model with com-
plex temperature. Exact results are then obtained for what we call the “one-cycle threshold”. Our
main conclusion is a positive one: a fidelity threshold exists in most cases, although its value is not
universal, depending on the noise model. For a representative case, the analytical prediction for
the threshold location based on the mapping is supported by Monte Carlo simulations.
The remaining of the chapter is organized as follows. In Sec. 6.3 we discuss the difference between
intrinsic and effective thresholds, which is crucial for the understanding of our results. The next
two sections are mainly a review: Sec. 6.4 contains a concise description of the surface code
and Sec. 6.5 describes the code’s evolution, syndrome extraction, and error correction within one
cycle in very general terms. The description of our work begins in Sec. 6.6, where some basic
assumptions and definitions are provided and a suitable expression for the fidelity is presented.
This is followed by a discussion in Sec. 6.7 of decoding and the thermodynamic limit in the
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determination of the threshold. A realistic error model that induces bit-flip errors is introduced
in Sec. 6.8 and consists of an effective action involving single-qubit and two-qubit interaction
terms. Using this error model and considering the full quantum evolution of the physical qubits,
in Sec. 6.9 we map the fidelity calculation after one QEC cycle onto the evaluation of correlation
functions of a two-dimensional Ising model. In Sec. 6.10 we discuss several scenarios based on
that mapping, including cases with homogeneous and inhomogeneous couplings. In Sec. 6.11 we
present the result of Monte Carlo simulations of the fidelity threshold and confirm the analytical
prediction based on the mapping for the homogeneous coupling case. Conclusions are provided in
Sec. 6.12
6.3 Intrinsic and effective thresholds
Two QEC strategies can be used for any stabilizer code. In the so-called active QEC, stabilizer
operators are measured and, based on their syndromes, a recovery operation is chosen and im-
plemented. In passive QEC, the physical qubits are subjected to a Hamiltonian that enforces an
energy gap between the code word subspace and the rest of the Hilbert space of the physical qubits.
Typically, the Hamiltonian consists of a sum over all stabilizer operators multiplied by a negative
constant. Protection in this case requires neither measurements nor recovery operations. While the
surface code introduced by Dennis and coworkers [23] is an example of active QEC, the original
toric code of Kitaev [25] is its passive counterpart.
Now, consider adding to the toric code a static perturbation that acts directly on the physical qubits
and competes with the code’s intrinsic Hamiltonian [38]. Several authors have shown that beyond
a certain critical value of the perturbation’s coupling constant, the toric Hamiltonian is no longer
capable of protecting the code word subspace; topological order is completely lost and so is the
spectral gap separating the ground state subspace from the excited states [107, 108, 90]. In this
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context, it is clear that the critical value of the coupling constant provides an intrinsic threshold:
any perturbation larger than the threshold renders the code completely ineffective even when the
code distance is increased. It is natural to assume that different types of perturbations will have
distinct thresholds.
In this paper we extend the concept of intrinsic thresholds to active QEC. While for passive QEC
the intrinsic threshold reveals itself as a clear-cut quantum phase transition, in active QEC the
situation is a more subtle because the outcome of the QEC cycle depends on the syndromes, their
decoding, and the recovery operation. Thus, it is natural to look for the intrinsic threshold in the
most favorable situation, one that is not affected by a particular decoding strategy for codes. This
happens in the case of a nonerror syndrome, when no recovery operation is recommended. For
any other syndrome, the threshold must be less favorable because there can be a certain amount of
uncertainty as to which recovery operation is more effective.
Within this approach, we distinguish two kinds of thresholds:
• An intrinsic one, which depends only on the interaction between the physical qubits and the
environment and is independent of any decoding procedure.
• An effective one, which depends on the interaction between the physical qubits and the
environment and on the decoding procedure.
This distinction is valid for any stabilizer code. The effective threshold is always equal or smaller
than the intrinsic threshold. The effective threshold can always be increased by improving the
decoding procedure until it reaches the intrinsic value. Thus, perfect decoding makes the effective
threshold equal to the intrinsic one in the limit when the code distance goes to infinity.
In the context of the surface code, the existence of threshold has been demonstrated by associating
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it to a phase transition of a classical statistical spin model with quenched disorder [90]. The proof
assumes that physical qubits are subjected to independent depolarizing noise sources, uncorrelated
in time, with recovery from those errors requiring a syndrome decoding strategy. In this paper
we go further and argue that, in general, an intrinsic threshold may exist independently of the
syndrome decoding procedure adopted, being only determined by the error model. We show that
an intrinsic threshold exists for a noise source where spatial correlations among physical qubits are
induced by their interaction with a common environment. The threshold in this case is associated to
a finite-temperature phase transition of a two-dimensional Ising model, with the coupling constant
between physical qubits and the environment playing the role of the inverse temperature of the
model.
6.4 The surface code and the stabilizer formalism
In a QEC stabilizer protocol, information is encoded into a much larger Hilbert space than the
minimum space physically required. Different sectors of this large Hilbert space are labeled by
different values of observables associated to operators known as stabilizers. A judicial choice for
the stabilizers can then be used to diagnose the most common type of error for a given quantum
evolution. Based on the outcomes (syndromes) of measurements of stabilizer operators, a forceful
return to the logical Hilbert space is performed.
The surface code consists of a two-dimensional array of qubits placed on the edges of a square
lattice, see Fig. 6.1. These physical qubits can be implemented with Josephson junctions [82],










Figure 6.1: Schematic representation of the surface code. The circles are physical qubits. The gray
squares represent plaquettes (B) and stars (A♦). The product of single-qubit operators along the
dashed-dotted lines ΓX (vertical) and ΓZ (horizontal) define the logical operators X̄ΓX and Z̄ΓZ ,
respectively.










where σx,zi are the Pauli operators x and z of qubit i. The logical operations are defined as strings










where ΓZ is a path that cuts through the lattice from left to right and ΓX is a path that goes from
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top to bottom [114]. Finally, the codewords can be written as
∣∣↑̄〉 = G |Fz〉 (6.5)







(1 + A♦) (6.7)
and
|Fz〉 = |↑〉1 ⊗ · · · ⊗ |↑〉N (6.8)
is the ferromagnet state in the z component of the physical qubits. Here, N♦ denotes the number
of star operators on the lattice and N is the total number of physical qubits. The product X̄ΓXG is
independent of the particular choice of ΓX and uniquely defines
∣∣↓̄〉 (thus, hereafter we will drop
the path subscript in the logical operators). The logical space is a two-dimensional Hilbert space
where all plaquettes and stars, when measured, return the value +1; by convention, this set is called
the zero charge sector. All other sets define sectors with nonzero charge and are characterized by
the number of −1 syndrome values for the plaquette and star operators.
6.5 Quantum evolution, syndrome, and error correction
To make the discussion more concise, and without loss of generality for the case of bit-flip errors,
let us assume that the system is initially prepared in the logical state
∣∣↑̄〉 and is not entangled with
the environment |e〉,
|Ψ(0)〉 =
∣∣↑̄, e〉 . (6.9)
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The logical qubit and the environment evolve under a unitary evolution operator U(∆) for a time
∆,
|Ψ(∆)〉 = U(∆) |Ψ(0)〉. (6.10)
Since we are assuming only bit-flip errors, stars will remain always with eigenvalue 1 under this
evolution. On the other hand, plaquettes may have eigenvalue±1. Let us call {p} a set of plaquettes
that return a nontrivial syndrome, thus indicating an error. When the stabilizers are measured, the










where ′ is the set of plaquettes with eigenvalue +1. The decoding procedure associates to a syn-
drome a certain recovery operation. In the surface code, this corresponds to choosing a string Sx{p}
made of a product of σxi operators that connect the plaquettes in {p} pairwise or to the boundaries.
This recovery operation results in the unnormalized state vector
|ΨQEC〉{p} = Sx{p}P{p}|Ψ(∆)〉
= Sx{p}P{p}U (∆)
∣∣↑̄, e〉 . (6.12)

























∣∣↑̄, e〉 . (6.14)
The presence of the projector
∏
(1+B) on the right-hand side of Eq. (6.14) implies that |ΨQEC〉
contains only qubit states with all plaquettes positive, i.e., it can be represented by a superposition
of the two logical states |↑̄〉 and |↓̄〉. The amplitude of each state depends on the choice of S{p}. A
good choice will favor |↑̄〉.
Even though there is a large number of strings Sx{p} compatible with the syndrome {p}, they can
be sorted into two distinct classes related by the logical operator X̄ . The product Sx{p}G, implicit
in the evolution of the logical qubit in Eq. (6.14), generates all possible strings within a class.
Therefore, the particular choice of Sx{p} to represent a class is irrelevant to the calculation of the
fidelity of the code. After choosing a string Sx{p}, we can assign X̄Sx{p} to represent the elements
of the other class.
Thus, if the recovery operation Sx{p} brings the logical qubit state back to |↑̄〉, its counterpart X̄Sx{p}
takes it to the state |↓̄〉. We can then write the (unnormalized) state vector at the end of the QEC
cycle as
|ΨQEC〉{p} = |↑̄〉〈↑̄|Sx{p}U(∆)|↑̄, e〉+ |↓̄〉〈↑̄|X̄Sx{p}U(∆)|↑̄, e〉. (6.15)
[Notice the partial contraction in the expectation values appearing on the right-hand side of Eq.
(6.15); environmental degrees of freedom remain non contracted.] In the case of a bad recovery
operation, the roles of Sx{p} and X̄Sx{p} are swapped. The fact that one cannot be completely sure
of the efficacy of the recovery operation is the reason why the effective threshold is always equal
or smaller than the intrinsic threshold.
112
6.6 Environment resetting and the one-cycle fidelity






where {p} is the set of syndromes obtained. This definition implies that if the environment evolves
to a state orthogonal to the ground state, the fidelity must goes to zero regardless of the final state
of the qubits.
Here we avoid this situation by assuming that the environment is reset to its ground state. It is
physically reasonable to assume that the environment’s excitations can be suppressed by some
“cooling” mechanism (e.g., lowering the temperature, applying a polarizing field, etc). This as-
sumption was previously discussed in Refs. [66, 93]. Assuming this resetting of the environment
at the end of the QEC cycle, we can rewrite Eq. (6.15) as
|ΨQEC〉{p} = A{p}|↑̄, e〉+ B{p}|↓̄, e〉, (6.17)









∣∣ X̄Sx{p}U (∆) ∣∣↑̄, e〉 , (6.19)
for each syndrome outcome characterized by the set {p}. As a result, after some simple manipula-
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tions [66], we can write
F{p} =
∣∣A{p}∣∣2∣∣A{p}∣∣2 + ∣∣B{p}∣∣2 . (6.20)
Maintaining maximum fidelity at the end of the QEC cycle implies F{p} = 1. Maximum loss of
fidelity results from a complete uncertainty about the logical state, |A{p}| = |B{p}|, and, conse-
quently, F{p} = 12 [39].
When the coupling between the physical qubits and the environment is sufficiently weak, one
can expand the evolution operator U(∆) in terms of strings of operators σxi of increasing length.
Each string represents a certain number of bit-flip events, with that number defining the length
of the string. Looking at Eq. (6.18), one recognizes that the shortest string in the expansion that
gives a nonzero contribution to A{p} corresponds exactly to the string of σxi operators in S{p}.
Therefore, the order of the leading contribution to A{p} is equal to the smallest possible length of
S{p}. Similarly, the leading contribution to B{p} has an order equal to the smallest possible length
of X̄ S{p}. Therefore, in the weak-coupling limit, whenever S{p} is shorter than X̄ S{p} (namely,
when it involves fewer bit flips), one expects |A{p}| > |B{p}|. In the strong coupling limit, on the
other hand, any perturbative expansion fails; in those circumstances, we expect A{p} and B{p} to
have similar magnitudes on a finite lattice.
The dependence of A{p} and B{p} on the lengths of S{p} and X̄ S{p}, respectively, give us a hint to
the appropriate decoding procedure and thermodynamic limit we need to adopt in order to define
a fidelity threshold.
6.7 Decoding and the thermodynamic limit
The expression for the fidelity given in Eq. (6.20) is only valid under the assumption that the
decoding of the syndromes is flawless, such that
∣∣A{p}∣∣ > ∣∣B{p}∣∣. In practice, finding a recovery
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operation Sx{p} that fulfills this inequality for any given syndrome set {p} is a difficult task. A rich
literature exists on decoding algorithms for the surface code; see, for instance, [23, 70, 40, 41] and
references therein, where a number of strategies have been proposed. Here, we do not attempt to
improve on the existing strategies. We offer instead a prescription where the inequality is always
satisfied in the limit of infinite code distance (i.e., infinite lattice sizes). As we argue below, when
the inequality holds, the fidelity threshold obtained from from Eq. (6.20) is equal to the intrinsic
threshold. However, since it is not possible to guarantee that the decoding is flawless in practice,
at times we will have
∣∣A{p}∣∣ < ∣∣B{p}∣∣. Therefore, an effective fidelity threshold that takes into
account the possibility of flawed recovery operations should always be smaller than the intrinsic
one.
Our prescription for enforcing
∣∣A{p}∣∣ > ∣∣B{p}∣∣ begins by recognizing that the amplitudesA{p} and
B{p} are functions of the lattice size used to encode the logical qubit. Therefore, it is important to
define what we call the thermodynamic limit. Let us start with a fixed and finite set {p} containing
an even number of plaquettes and assume that the limit is taken by constructing a sequence of
lattices of increasing size. Consider the smallest lattice that can contain the set {p} as the initial
element of the sequence. The next element in the sequence is constructed from the previous one by
adding rows and columns to all four boundaries of the lattice. As a consequence, the distance from
any plaquette in {p} to the boundaries increases with increasing lattice sizes. We now choose a
string Sx{p} made of a product of σxi operators that connect pairwise the plaquettes in {p} without
reaching the boundaries. By this choice, the string operator X̄S{p} used in the computation of
B{p} always reaches the boundaries while Sx{p} does not. As the lattice grows, the length of X̄S{p}
surpasses that of Sx{p}. As described in Sec. 6.6, in the weak coupling limit, B{p} is strongly
suppressed in comparison to A{p}. Thus our choice of Sx{p} ensures that, in the limit of infinite
lattice size, the inequality
∣∣A{p}∣∣ > ∣∣B{p}∣∣ is satisfied.
The prescription needs to be slightly modified when {p} contains an odd number of plaquettes.
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After connecting all but one plaquette with strings pairwise, we connect the unpaired plaquette
(presumably the most remote one) by a string to the closest boundary. We then keep that boundary
fixed and construct the sequence of lattices by adding columns to the left and right boundaries but
adding rows only to the opposite boundary. Thus, the one string in Sx{p} reaching a boundary will
keep its length fixed, while the counterpart of that string in X̄S{p} will reach the opposite boundary
with an increasing length. This guarantees that
∣∣A{p}∣∣ > ∣∣B{p}∣∣ is also satisfied.
With this definition of the thermodynamic limit at hand, we define the one-cycle threshold for
the surface code as the largest value of coupling between the physical qubits and the environment
such that, in the thermodynamic limit, F{p} → 1 for any finite set {p}. In particular, the intrinsic
threshold corresponds to the non-error syndrome, namely, when {p} is an empty set. A proof that
an intrinsic threshold always exists for the error model defined in Sec. 6.8 is given in Appendix B.
Our prescription for the thermodynamic limit also allows us to show in Sec. 6.9 that, for an error
model with only nearest-neighbor qubit interactions, the fidelity threshold derived from Eq. (6.20)
is independent of the syndrome set {p} and thus equal to the intrinsic threshold.
In our prescription for the thermodynamic limit we first fix the syndrome set {p} and then take
the lattice size to infinity. Thus, the density of plaquettes with eigenvalues −1 tends to zero. This
procedure is quite adequate for our goal of establishing the intrinsic threshold irrespective of the
syndrome {p}, as we argue in Sec. 6.10.
An alternative definition of the thermodynamic limit, commonly used in numerical investigations
using stochastic error models, would keep the density of plaquettes with eigenvalues −1 fixed as
the lattice size is increased. Therefore, the set {p}would be different and larger for each new lattice
size and a recalculation of the amplitudesA{p} and B{p} would be required at each new step. Thus,
in addition to being much harder to be analyzed, such a prescription does not guarantee that the
inequality |A{p}| > |B{p}| is satisfied in the thermodynamic limit. Therefore, it is not suitable for
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determining a fidelity threshold from Eq. (6.20).
6.8 The error model
In realistic implementations, the physical qubits interact with a variety of environmental degrees
of freedom [42]. For instance, frequently one cannot neglect the interaction of qubits with bosonic
environments [60]. These can come directly from phonons and electromagnetic fluctuations gen-
erated by electronic components, or indirectly from interactions with spin or charge impurities. It
is also possible that imperfections in qubit design cause spurious coupling between single-qubit
states. Finally, it is also possible that qubits couple to a spin (or pseudo-spin) bath. For these cases
and others, the effect of a time evolution under the influence of the environment can be recast as
an effective action for the physical qubits by integrating out the environmental degrees of freedom.
Thus, at the end of a QEC cycle, an effective evolution operator of the form
Ueff = 〈e|U(∆)|e〉 = e−Heff (6.21)
can be derived and employed in the calculation of matrix elements and probability amplitudes
involving physical qubits. The exact form of Heff depends on the particular type of interaction and
the nature of the physical qubits and the environment. Here, we consider the two-term expression













The parameters hi and Jij incorporate environmental fields and qubit-qubit interactions, respec-
tively, and can be either real or imaginary numbers. Their magnitudes set the strength of the cou-
pling between physical qubits and the environment. This form is exact for qubits coupled linearly
to free bosonic baths and local fields [93]. We note that Jij can also represent direct interactions
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between qubits that are not environment mediated.
6.9 Mapping onto an unconstrained Ising model
Let us write expressions for the amplitudes A{p} and B{p} as sums over configurations of the
variables {σxi }. We begin by replacing each state |↑〉i in Eq. (6.8) by
1√
2
(|+〉i + |−〉i), where





up to a normalization factor. Here σ stands for (σ1, . . . , σN). The sum in Eq. (6.23) is restricted to
the configurations σ that satisfy the constraint A♦ = +1 for all stars (i.e., vertices) in the lattice.
We substitute Eq. (6.23) in the definitions of the amplitudesA{p} and B{p} [Eqs. (6.18) and (6.19)]









′X̄ Sx{p} e−Heff(σ). (6.25)
The operator Sx{p} now represents a string of variables σi compatible with the syndrome represented
by the set of plaquettes {p}.
The sums in Eqs. (6.24) and (6.25) are very difficult to evaluate (see Ref. [66]). Below, we provide





Figure 6.2: Qubit variable σi and corresponding plaquette variables µm and µn.
6.9.1 Nearest-neighbor correlations
Let us consider the case where Jij describes only nearest-neighbor interactions. To overcome the
restriction in the sums in Eqs. (6.24) and (6.25), we introduce plaquette variables {µm}, with
µm = ±1, such that σi = µm µn (see Fig. 6.2). The subscript i refers to the physical qubit i
while m and n indicate the plaquettes sharing the link i. Even though the variables {µm} can be
positive or negative, they automatically satisfies the constraint of positive star eigenvalues. This
parameterization is well known in the lattice gauge field literature [109]. Thus, starting from the
error model defined in Eq. (6.22) and introducing these new variables, it is straightforward to show
that, for nearest-neighbor qubits i and j in the bulk (i.e., not at the top or bottom edges),
hi σ
x






j −→ Jij µu µv, (6.27)
where the plaquettes u and v are next-to-nearest neighbors containing the links i and j, respec-
tively [see Fig. 6.3(a)]. Notice that the same product µu µv appears again when we consider the
contribution from the other pair of nearest-neighbor links i′ and j′ belonging to these plaquettes.
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h̃mn µm µn, (6.28)










J̃uv µu µv, (6.29)
where 〈m,n〉 are nearest-neighbor plaquettes and u,v are next-to-nearest neighbors. The new
parameters are functions of hi and Jij. Notice that for homogeneous fields and couplings in the
bulk, hi = h and Jij = J , we get h̃mn = h̃ = h and J̃uv = J̃ = 2J .
A little more work is needed to understand the constraint of positive stars at the bottom and top
boundaries (see Fig. 6.1). A star at these boundaries is formed by the product of three qubits;




3 = 1. One of these qubits belongs to the bulk and can be written in




3 = 1 and, consequently,
µ1 σ
x
1 = µ3 σ
x
3 = ±1. This can be repeated for all qubits at the boundary. As a result, the product
of any pair µm σxi at the boundaries is a constant ±1 (here m denotes the plaquette where the
boundary link i is located.) Thus, for sites at the top t and bottom b boundaries, we can write
hi σi −→ αt(b) hi µm (6.30)
and
Jij σi σj −→ αt(b) Jij µn, (6.31)
where αt(b) = ±1 and n is the nearest-neighbor plaquette to m that contains the link j. Similarly
to the bulk case, pairwise interactions between a qubit at the boundary and another in the bulk
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where h̃m = hi + Ji′j + Ji′′k. Here, i′ and i′′ are the next-to-nearest neighboring links to i along
the edge and j and k are links belonging to the same plaquette where i is located [see Fig. 6.3(b)].




h̃mn µm µn +
∑
u,v
J̃uv µu µv, (6.33)












Figure 6.3: (a) Links and plaquettes involved in Eq. (6.27). (b) Links and plaquette involved in
Eq. (6.32).
We can now go back to Eqs. (6.24) and (6.25) and switch the restricted sums over qubit variables
σ to unrestricted sums over plaquette variables {µm}. There are two distinct situations to consider,
depending on the number of plaquettes in the syndrome.
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For syndromes with an even number of plaquettes, the choice of strings in Sx{p} will involve no link
at the top or bottom boundaries. This is because, in our thermodynamic limit, when the boundaries
became infinitely far apart but the plaquettes are confined, this choice provides terms with a finite











since any logic operator X̄ will link top to bottom boundaries.
For syndromes with an odd number of plaquettes, at least one string in Sx{p} will have to end in
one of the boundaries. By applying the operator X̄ one generates a string ending on the opposite
boundary. Then,









[If the unpaired plaquette is linked to the top boundary by Sx{p}, then one picks the subscript t on
the right-hand side of Eq. (6.36). The opposite goes for Eq. (6.37).]
To obtain new expressions for the amplitudes A{p} and B{p} in terms of the variables {µm}, αb,
and αt, one inserts Eqs. (6.34) and (6.35) or Eqs. (6.36) and (6.37) into Eqs. (6.24) and (6.25) and
sum over all configurations of the variables αt, αb, and {µm}. In order to simplify the result, we
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introduce the (unnormalized) correlation function








H̃({µm};αt, αb) = Heff({µm}) +Hbound({µm};αt, αb), (6.39)
and
Hbound({µm};αt, αb) = αt
∑
t




Notice that since Heff contains only two-body interaction terms, the following symmetry relation
is satisfied:
C{p}(−αt,−αb) = (−1)Np C{p}(αt, αb), (6.41)
where Np is the number of plaquettes in {p}. Using Eqs. (6.34), (6.35), (6.36), and (6.37) in
conjunction with Eqs. (6.38) and (6.41) allows us to obtain concise relations for the amplitudes
A{p} and B{p}. For Np even, we get
Aeven{p} = C{p}(+,+) + C{p}(+,−) (6.42)
and
Beven{p} = C{p}(+,+)− C{p}(+,−) (6.43)
For Np odd, there are two situations to consider. When the bottom is closest boundary to the most
remote plaquette in {p}, we get
Aodd; bottom{p} = C{p}(+,+)− C{p}(+,−) (6.44)
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and
Bodd; bottom{p} = C{p}(+,+) + C{p}(+,−) (6.45)
while when the closest boundary is the top one,
Aodd; top{p} = C{p}(+,+) + C{p}(+,−) (6.46)
and
Bodd; top{p} = C{p}(+,+)− C{p}(+,−). (6.47)
6.10 The threshold as a phase transition
As argued in Sec. 6.7, our prescription of the thermodynamic limit guarantees that |A{p}| > |B{p}|
as the lattice size grows and therefore we can use Eq. (6.20) to evaluate the fidelity. Equations
(6.42) to (6.47) are exact expressions, valid for any lattice size and for any finite set {p}, provided
that the effective interaction between physical qubits involves only nearest neighbors. Thus, the
behavior of A{p} and B{p} is completely determined by H̃ and its associated correlation function
C{p}. Since the boundary-field Ising model defined by H̃ has a finite-temperature critical point, the
fidelity threshold can be understood as this phase transition point.
Let us now show that this interpretation is valid. To simplify the argument, suppose that either
h̃ = 0 and J̃ 6= 0 or h̃ 6= 0 and J̃ = 0, in which case the Ising model defined in Eq. (6.33) can
always be transformed into a ferromagnetic model (when J̃ = 0) or two decoupled ferromagnetic
models (when h̃ = 0) by an appropriate change in the signs of the the variables µm belonging to
one of the sublattices.
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6.10.1 Np even
Consider the case where Np is even. For temperatures above the critical value (i.e., for small
enough coupling constants), the {µm} spin system of Eq. (6.33) is in a disordered (paramag-
netic) phase. In the thermodynamic limit, because both boundaries become infinitely distant from





e−Heff({µm}) = C{p}(0, 0). Notice that even though spatial correlations among
the spins {µk} in the set {p} decay exponentially in space, they are finite even in the infinite-lattice
limit because their are locked in their positions. Therefore, |C{p}(0, 0)| > 0 and B{p} → 0, inde-
pendently of {p}. As a result, F{p} → 1.
Conversely, for low temperatures (i.e., large enough coupling constants), the spin system is in
an ordered (ferromagnetic) phase. We can then distinguish two situations: (i) αb αt = 1, when
there is an even number of domain walls running parallel to the top and bottom boundaries; (ii)
αb αt = −1, when the number of domain walls is odd. In both situations the domain walls are
rather costly energetically (the cost scales with Ncol, the number of columns in the lattice). Thus,
for low enough temperatures and Ncol  1, we can assume that C{p}(±,±) is governed by spin
configurations with no domain wall, whereas C{p}(±,∓) is governed by configurations with just





k∈{p} µk, where · · · =
∑
{µm}(· · · ) e
−H̃({µm};αt,αb), with each µk = ±1,
depending on which side of the domain wall the site k is located. Therefore, since we have an
even number of plaquettes in {p}, C{p}(±,±) > 0. For C{p}(±,∓), on the other hand, because
the domain wall can cut across the plaquettes in {p} in many different ways with similar energy
costs, this amplitude results from a sum of many similar terms with alternating signs. C{p}(±,∓)
is strongly suppressed with respect to C{p}(±,±) and, as a result, A{p} ≈ B{p} and F{p} ≈ 12 ,
independently of the location of the plaquettes in the set {p}, as long as they are in finite number.
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6.10.2 Np odd
Let us now consider cases where Np is odd and assume that the most remote plaquette in {p} is
closer to the top boundary (it is straightforward to extend the discussion to the opposite situation).
For temperatures higher than the critical one, the spin system is in a disordered (paramagnetic)
phase. In the thermodynamic limit, the bottom boundary will become infinitely distant to the
plaquettes in {p} and C{p}(αt, αb) will not depend on the boundary field αb: C{p}(αt, αb) →
C{p}(αt, 0). As a result, from Eqs. (6.46) and (6.47) we see that B{p} → 0, independently of {p},
whileA{p} takes a nonzero finite value determined by the residual spatial correlations between the
spin variables {µk}k∈{p}. Therefore, F{p} → 1.
The argument for the low-temperature limit follows closely that developed in Sec. 6.10 when
the number of plaquettes is even. In the ordered (ferromagnetic) phase, C{p}(±,±) is governed
by spin configurations with no domain walls. Then, C{p}(+,+) > 0 and C{p}(−,−) > 0. The
correlation functions C{p}(±,∓), on the other hand, are dominated by spin configurations with a
single domain wall running parallel to the top and bottom boundaries and result from a sum of
terms with alternating signs with roughly the same energy costs. As a result, they are suppressed
in magnitude in comparison to C{p}(±,±). Thus, using Eqs. (6.46) and (6.47), we concluded that
A{p} ≈ B{p} and F{p} ≈ 12 .
6.10.3 Phase transition
For both Np even and odd, the abrupt change in behavior of the correlation function C{p} as the
critical temperature is crossed is what renders the transition from F{p} = 1 to F{p} = 12 sharp and
what defines the location of the threshold value for the coupling constants.
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We stress that this transition is not the same as that originally discussed in Ref. [23], where the
error model was a purely stochastic one with no correlations. By virtue of the stochastic nature of
the errors, their problem mapped onto a spin glass on the Nishimori line. Instead, the transition
we obtain bares close resemblance to that for the toric code in the presence of a transverse field
[107, 108]. For the error model we adopt, if the coupling constants in H̃ are homogeneous, the
spin system {µm} does not behave as a spin glass.
We now discuss in more detail the critical behavior of the boundary-field Ising model in some
special situations and how that behavior affects the surface code threshold.
6.10.4 Homogeneous coupling
Consider J̃uv = 0 and h̃mn = h < 0 and real, corresponding to a single-qubit relaxation channel.
In this case Eq. (6.33) is reduced to the ferromagnetic square lattice Ising model with a boundary
field. In particular, A0 and B0 are determined by the partition function of this model [43]. It is
known that the free energy has two different terms: a boundary and a bulk contribution. Although
the boundary magnetization has a different exponent than the bulk one, the critical temperature







/2. In the high-temperature paramagnetic phase, |h| < |hcritical|, the direction of the
boundary fields is irrelevant. Hence, in this fully Z2 symmetric phase, we find that B0 → 0 in the
thermodynamic limit. Below the critical temperature, |h| > |hcritical|, the boundary fields explicitly
break the Z2 symmetry, leading to two distinct values for B0 when αt = αb and αt 6= αb. In this
phase, B0 6= 0 in the thermodynamic limit and we find F0 < 1. The transition is exponentially
sharp since the boundary free energy is proportional to the number of sites at the edge. For other
syndromes, a very similar discussion can be made.
In the thermodynamic limit, the transition to a regime where the code can correct happens simul-
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taneously for all syndromes since the critical point is entirely controlled by H̃eff .











quantum information can be recovered
Figure 6.4: Phase diagram of the Ising model with homogeneous complex coupling constant h
and its significance to the one-cycle QEC fidelity threshold. Here u = e−4h. In the gray regions
quantum information cannot be recovered.
This analysis can be extended to complex h [45]. In this more general situation, the transition
point between the Z2 symmetric phase and the broken symmetry phase is defined by the curve
sinh2 (2hcritical) = e
−iθ, where θ ∈ [0, 2π). See Fig. 6.4. For a purely dynamical problem,
when h is imaginary (e.g., when a uniform external magnetic field acts on the physical qubits),
hcritical = ±iπ/4. In this case the critical point corresponds to pc = 1/2, which is consistent with
the code providing infinite protection in the thermodynamic limit.
Now, consider h̃mn = 0 and J̃uv = J̃ < 0. This case applies to qubits coupled linearly to a gapless
bosonic bath [66, 93]. The Hamiltonian in Eq. (6.33) can be broken into two independent square-
lattice Ising models with nearest-neighbor interactions. Hence, the discussion from the previous
paragraph can be immediately applied. Note that J̃ is doubled with respect to its value for the
physical qubit interactions, i.e., J̃ = 2J .
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6.10.5 Random coupling
Let J̃uv = 0 and h̃mn be real and random. The Harris criterion can not be applied since, for the
clean Ising model, the specific heat critical exponent vanishes and the model is marginal to disorder
[110]. We therefore discuss some specific cases. If h̃mn has the same sign for all bonds, we expect
bond disorder to be perturbative and simply yield a transition temperature roughly given by the
typical value of h̃mn. This can be put on firm grounds by considering a simple toy model with
two possible values for the bond, h̃mn = h1 or h2, with equal probability [46]. In this case the







An interesting situation arises when there is bond dilution, namely, when some of the h̃mn are equal
to zero. In the case of a square lattice, the percolation threshold happens when half of the bonds are
missing. Thus, if at least half of the qubits do not suffer the action of a local magnetic field hi, the
probability of having an infinite cluster (i.e., strings of flipped qubits traversing the lattice) tends to
zero in the thermodynamic limit and the Z2 broken phase does not exist. The implication to QEC
is that quantum information can always be recovered if at least half of the qubits do not interact
with the environment during the QEC cycle. Thus, only a severe random event that affects most of
the qubits during the cycle will lead to a failure in the protection. This can be relevant to the design
of other planar codes as well (which can be engineered to have high percolation thresholds).
The scenario dramatically changes when we allow bonds with different sign [47]. A Gaussian
distribution is likely a realistic assumption for this case [48], but most of the physics can already be









There are three renormalization group fixed points for this model in the (h, q) plane [47] (see Fig.
6.5). On top of the well-known Nishimori line, there is an unstable fixed point, (hN , qN), that
separates the Z2 broken phase from the unbroken phase. For q < qN and h < hN the physics
is controlled by the stable fixed point of the model (hc, 0), hence we fall back to the discussion
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of the homogeneous model and get the usual paramagnetic-ferromagnetic transition. Conversely,
for q ≥ qN and h > hN the transition is controlled by the fixed point with (∞, qN). Little is
known about this fixed point, but it is believed that it separates the ferromagnetic phase from a
spin glass phase at h =∞. The existence of the Z2 broken phase is not in question, but the nature



















Figure 6.5: Phase diagram of the Ising model with random bond sign and its significance to the
one-cycle QEC fidelity threshold.
Finally, let us consider h̃mn = 0 and J̃uv real and random: All the discussion from the previous
paragraphs can be immediately transported to this case, the main difference being that there are
two independent lattices. Hence, as a function of disorder or coupling strength, one can have two
different transition temperatures and thus a more complicated threshold situation may arise.
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Figure 6.6: Ratio 〈X〉 = | BA | evaluated through Monte Carlo sampling for three system sizes:
L = 20 (761 qubits, circles), L = 30 (1741 qubits, diamonds), and L = 40 (3121 qubits, triangles).
The solid lines are guides to the eyes.
6.11 Numerical simulations
Some of the results described above were independently confirmed by Monte Carlo simulations.
Here, we present the case of a constant and real Jij = J for nearest neighbors, h = 0, and nonerror
syndromes. To insert the constraint A♦ = 1 into the Metropolis algorithm, an alternative represen-
tation of the stabilizers was necessary. The stabilizer operator was rewritten as the product of an
even number m of logical operators such that their product is equivalent to the stabilizer, namely,
A♦ = Z̄Γ1 . . . Z̄Γ2m (see Ch. 5 for details of this formulation and more extensive numerical results).
Working directly with the original spin (i.e., physical qubit) variables, we used this representation
to numerically evaluate the amplitudesA0 and B0 and the ratio 〈X〉 = |B0|/|A0|. Data for the case
of nearest-neighbor interactions are shown in Fig. 6.6. Notice that the larger the lattice, the sharper
the transition becomes. The mapping onto the unconstrained Ising model predicts that the critical
coupling Jc should be equal to half of that for a regular two-dimensional Ising system, namely,
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Jc ≈ 0.220. This is in excellent agreement with the numerical value of Jc = 0.217 obtained in our
Monte Carlo simulations through a finite-size scaling analysis.
6.12 Conclusions
In this chapter, we showed that a stabilizer code, such as the surface code, when coupled to an
environment, has an intrinsic fidelity threshold. This threshold can be determined by focusing on
the nonerror syndrome sector after the physical qubits have evolved in time under an effective ac-
tion intermediated by the environment. For other syndrome sectors, the decoding of the syndrome
into a recovery operation limits the error correction capabilities of the code. As a result, the ef-
fective fidelity threshold should be smaller than the intrinsic threshold. To show that a threshold
exists nevertheless for any syndrome, we provide a prescription where the decoding always work
in the infinite lattice size limit. When bit-flip errors are considered, this prescription allows us to
derive an expression for the fidelity of the surface code in terms of two amplitudes that involve
expectation values of a constrained classical spin model.
For the case of an effective action involving at most nearest-neighbor interactions, we map the
spin model onto an unconstrained Ising model with boundary fields. This mapping allows us
to predict the exact value of the fidelity threshold for several important practical situations. We
find that a fidelity threshold is almost always present, for both homogeneous and inhomogeneous
noise sources, but the actual critical value of the coupling constant between qubit and environment
depends on particular features of the model. Thus, the threshold is not universal. For the case
of homogeneous coupling to the environment, the analytical prediction for the threshold location
based on the exact mapping is confirmed by an independent Monte-Carlo simulation.
When the effective interaction between physical qubits goes beyond nearest neighbors, the map-
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ping no longer works, but the threshold can still be computed by direct numerical simulations
of the constrained spin model. In ch. 5 we showed that the threshold decreases with increasing
interaction range, as originally predicted in Ref. [66].
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APPENDIX A: ONE-DIMENSIONAL SPIN MODEL (DERIVATIONS)
134
Consider a spin chain of length N = 4m + 2 as shown in Fig. 1 in the Letter. The sites are
numbered from 1 to N . Sites from 4 to N − 3 form the bulk of the chain; sites numbered 1, 2, 3
and N − 2, N − 1, N are part of the left and right boundaries, respectively. Using this notation, ,
the unitary transformation R can be written as

























where a = cos(α/4) and b = sin(α/4). The term within square brackets in Eq. (A.1) is the
contribution of the bulk while the first two factors are the boundary contributions. The last factor in
Eq. (A.1) is a nonlocal term that connects the two ends of the chain. The initial Ising Hamiltonian










































Let us first consider the transformation of the terms within the parenthesis in the first line of of Eq.
(A.2). For each of the three terms, there exists one and only one term in the bulk [corresponding to



























= c2 σz4i σ
z


































































































































































= c2 σz4i+3 σ
z



































N in Eq. (A.2), the transformation leads
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Notice that HT can be broken into four-spin plaquette operators, as stated in Eq. (5) of the paper.
The operators are explicitly identified in Eqs. (2.10-2.17).
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APPENDIX B: EVOLUTION OPERATOR
139
Consider Eq. (4.14), where the bosonic field in the interaction picture reads












We can write U(∆) = exp[Ω(∆)], where Ω(∆) follows the Magnun expansion




















































[f(ri, t1), [f(rj, t2), f(rk, t3)]]
+ [f(rk, t3), [f(rj, t2), f(ri, t1)]]
)
×σxi σxj σxk , (B.5)



























where G(I)rirj(∆) and Fri(∆) are defined in Eqs. (4.18) and (4.20), respectively.
It is convenient to rewrite the first exponential in Eq. (B.6) as a normal ordered term. For this












|k|s−1eik·r(ei|k|v∆ − 1). (B.8)






























































































































where G(R)rirj(∆) is defined in Eq. (4.19). Combining Eqs. (B.6), (B.12), and (B.13), we arrive at
Eq. (4.15).
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APPENDIX C: THE CORRELATOR G(R)rs (∆)
143
The correlator in Eq. (4.19) can be evaluated in the following way. Inserting Eq. (4.20) into Eq.








∣∣ei|k|v∆ − 1∣∣2 . (C.1)
















dk k2s−1J0 (k|r− s|)
× [1− cos (kv∆)] , (C.2)
where Jn(x) is the nth Bessel function of the first kind. To proceed further, we consider three
representative values of s where the integration over momentum is convergent independent of the
cutoff and we can set Λ→∞.
• Subohmic case:








J0 (k|r− s|) [1− cos (kv∆)] . (C.3)














, α < β,
απ
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J0 (k|r− s|) [1− cos (kv∆)] . (C.5)


















dk J0 (k|r− s|) [1− cos (kv∆)] . (C.7)
Then, Eq. (4.25) can be obtained by using the integral [78]
∫ ∞
0
dx J0(βx) [1− cos(αx)] =
1
β




APPENDIX D: THE CORRELATOR G(I)rs (∆)
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The correlator in Eq. (4.18) can be evaluated in the following way. Starting with Eq. (4.13), we
have






|k|2s sin[k · (r− s) + |k|v(t1 − t2)], (D.1)
which allows us to write
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2








Considering D = 2, we have
1
2










In Eq. (D.3), we introduced an ultraviolet momentum cutoff Λ. To proceed further, we need to
specify s. Below, we consider three representative values.
• Subohmic case:
For s = −1/2, the integral in Eq. (D.3) converges. Using the integral [79]
∫ ∞
0















θ(v|t1 − t2| − |r− s|)√
v2|t1 − t2|2 − |r− s|2
.
(D.5)
Carrying out the time-ordered integration over t1 and t2, we obtain Eq. (4.22).
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• Ohmic case:
For s = 0, we notice that
1
2





























































Carrying out the time-ordered integration in t1 and t2, we obtain Eq. (4.24).
• Superohmic case:
Similarly to the ohmic case, for s = 1/2 we write
1
2

















Using the integral in Eq. (D.4), we obtain
1
2












θ(|t1 − t2| − |r− s|)√




Carrying out the integration the time-ordered integrations on t1 and t2, we arrive at Eq.
(4.26).
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APPENDIX E: SINGLE-QUBIT FLIPPING PROBABILITY
150
We can obtain a compact expression for the single-qubit-bath evolution operator in Eq. (4.58)
by following essentially the same steps show in Appendix B. The only formal difference is that
summations over all qubits in the lattice have to be replaced by a term corresponding to a single
qubit j. Thus, considering Eq. (4.15), the result is


















since G(I)rjrj(∆) = 0.








(| ↑j〉x − | ↓j〉x) , (E.4)
which allows one to write




















Frj (∆) : = χ−1j e
− iλ
2
Frj (∆) [see Eqs. (B.12) and (B.13)]. We can then write





























which yields Eq. (4.59) when the expectation value over the bath vacuum is taken. Now we can
insert Eq. (E.1) into Eq. (4.57) to obtain Eq. (4.59).
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APPENDIX F: EXISTANCE OF AN INTRINSIC THRESHOLD
153
Let us consider the case of nonerror syndrome and assume that the environment is reset to its
ground state at the end of the QEC cycle. The final state of the physical qubits is given by the state
vector






(1 + A♦)|Fz〉, (F.2)



































(1 +B)Ueff |↑̄〉, (F.5)













































(1 +B)Ueff |s〉, (F.9)







♦(1 + A♦). Substituting Ueff = e
−Heff and recalling


























where Heff |s〉 = Es|s〉.
At this point the sums over states s contain all possible x spin configurations of the physical qubits.
However, the projectors in Eqs. (F.10) and (F.11) will restrict these configurations. In order to
proceed, we can explicitly write that any state s that satisfies the projectors can be written in one










where |Fx〉 is the ferromagnetic state in the x direction, Z̄γ is a logical z following a path γ, and∏
j Bj is a product over a set of plaquettes. In order for the basis {|s1〉, |s2〉} to be complete,
all possible products of plaquettes have to be used when generating the states |s1〉. Notice that
only one path γ should be used for generating the states |s2〉; summing over more than one path
will render the basis overcomplete. In principle the choice of γ should not be important in the
evaluation of the fidelity (choosing γ amounts to choosing a gauge; for each state |s1〉 there is a
state |s2〉 and different γ’s just define different correspondences between those states).












































Notice that |A0| ≥ |B0| always.
Now consider the infinite-lattice limit. When the spin model of Eq. (6.22) has a well-defined
phase transition at a finite temperature, in the “high-temperature” (disordered) phase, which here







e−Es2 . As a result, B0 = 0 and F0 = 1 for coupling
constant values below the critical point. In the “low-temperature” (ordered) phase, states |s2〉 are










→ 0 in the
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thermodynamic limit. Therefore, for coupling constant values above the critical point, B0 = A0
and F0 = 1/2.
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