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Abstrakt 
Tato práce se zabývá vnitĜní strukturou a možnostmi programování mikroĜadiþĤ. Cílem 
práce je popsat vnitĜní strukturu mikroĜadiþĤ z pohledu programátora, zhodnotit výhody a 
nevýhody jejich programování v jazyce symbolických adres, jazyce C a nástrojích vyšší 




This work is focused on inner structure and programming possibilities 
of microcontrollers. The work goal is to describe inner structure of microcontrollers 
from the programmer’s point of view, find out advantages and disadvantages of their 
programming in Assembly language, C language and higher-level languages. Code portability 
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1 Úvod 
Rychlý vývoj a snižování cen elektroniky zpĤsobily její masivní rozšíĜení nejen 
do domácností, ale také do všech odvČtví služeb, prĤmyslu i zemČGČlství. Málokdo 
si uvČdomuje, že uvnitĜ vČtšiny tČchto zaĜízení pracuje v nenápadném pouzdĜe výkonný 
mikroĜadiþ, který celý obvod významnČ zjednodušuje a zvedá možnosti obsluhy na mnohem 
vyšší úroveĖ. Mobilní telefony, tablety, GPS navigace, kalkulaþky, rádia, televize, tiskárny, 
hudební pĜehrávaþe, ledniþky, praþky, sporáky, myþky nádobí, mČĜící zaĜízení, senzory, 
automobily, letadla, lodČ, obrábČcí centra, prĤmyslové roboty, hydraulické ruce, zemČGČlské 
postĜikovaþe, docházkové systémy, automatizaþní prvky, informaþní terminály atd. bČžnČ 
obsahují jeden nebo i více mikroĜadiþĤ (v praxi se þasto také používají oznaþení jednoþip, 
mikrokontrolér, mikroþip nebo mikropoþítaþ). 
I pĜes znaþný pokrok v této oblasti je vývoj aplikací pro mikroĜadiþe stále vysoce 
odborná a þasovČ nároþná þinnost. Programátor musí být dokonale seznámen s danou 
architekturou a její softwarovou obsluhou. To zahrnuje seznámení se s procesorem, jeho 
instrukþní sadou a registry, dále s pĜistupováním k pamČti a s obsluhou pĜerušení. 
Cílem této bakaláĜské práce je komplexní náhled do problematiky mikroĜadiþĤ od jejich 
struktury až po „portaci“ kódu mezi architekturami. První þást se vČnuje mikroĜadiþĤm 
z hardwarového hlediska. Jednotlivé kapitoly, se postupnČ zabývají vnitĜními þástmi 
mikroĜadiþĤ tak, aby poskytovaly struþný, ale kompletní pĜehled základních znalostí 
z pohledu programátora. 
Ve druhé þásti pĜechází práce k problematice programování mikroĜadiþĤ. Nejprve je 
popisován strojový kód a dále jazyky nejnižší, nižší a vyšší úrovnČ. Jako zástupci nejnižších 
a nižších jazykĤ byly vybrány jazyky Assembler a C. Velká þást práce je vČnována 
programování v tČchto jazycích a jejich srovnání. Jako zástupci vyšších programovacích 
jazykĤ byly vybrány jazyky C# v prostĜedí Visual Studio a G v prostĜedí LabVIEW. Jsou 
zdĤraznČny jejich výhody, nevýhody a základní principy tvorby kódu. 
V závČreþné þásti se práce vČnuje problematice pĜenositelnosti kódu mezi rodinami 
a architekturami mikroĜadiþĤ. Nejprve je vysvČtleno, proþ je pĜenositelnost kódu tak dĤležitá 
a má smysl se jí zabývat. Dále jsou postupnČ popsány jazyky assembler, C, C# a G z hlediska 
SĜenositelnosti kódu a jaké jsou možnosti a základní principy psaní pĜenositelného kódu. 
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2 Struktura mikroĜadiþe 
MikroĜadiþ je samoþinný poþítaþ, který vykonává program uložený v pamČti. Realizován 
je jako integrovaný obvod, který v souþasnosti pĜevážnČ integruje všechny potĜebné þásti 
pro svou samostatnou þinnost (k jeho provozu staþí pouze zdroj napájení).  
Základní þásti mikroĜadiþe jsou centrální procesorová jednotka (CPU), která vykonává 
program, sbČrnice (datové a adresové), pamČĢ typu RAM pro operandy, pamČĢ typu ROM 
(PROM, OTPROM, EPROM, EEPROM, FLASH) pro program a konstanty,  prvky potĜebné 
pro þinnost CPU, vstupy/výstupy (digitální/analogové), þasovaþe, þítaþe, komunikaþní sériové 
sbČrnice a další. 
Co je v mikroĜadiþi integrováno, závisí na výrobci a dobČ vzniku. Na návrháĜi aplikace 
závisí, jaký zvolí typ a tím pádem, které periférie budou dostupné na mikroĜadiþi a které 
periférie budou pĜipojeny jako samostatné obvody. [1] 
 
Obr. 1  Blokové schéma mikroĜadiþe architektury MCS51 od spoleþnosti Silicon Labs. 
2.1 CPU - Centrální procesorová jednotka 
Centrální procesorová jednotka rozhoduje o výkonu a základních vlastnostech 
mikroĜadiþe. Používají se CPU s 4bitovou až 64bitovou architekturou. ýtyĜbitové architektury 
se používají ojedinČle ve speciálních aplikacích, jakými jsou napĜ. hodinky. Typicky se 
v souþasnosti používají 8 nebo 32bitové architektury. 
CPU se skládá z Ĝadiþe, instrukþního registru, dekodéru instrukcí, aritmeticko-logické 
jednotky a programového þítaþe.  
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Instrukce je po pĜHþtení z pamČti uložena v instrukþním registru a dekodérem instrukcí 
SĜevedena na logické signály, které zpracovává Ĝadiþ na jednotlivé Ĝídící signály. Po 
dokonþení zpracování instrukce je naþtena další a proces se opakuje. Rozlišují se CPU 
s kompletní a redukovanou instrukþní sadou (tzv. CISC a RISC). Na typu instrukþní sady 
závisí zpĤsob, jakým se bude CPU programovat. 
 
Obr. 2  Blokové schéma jednoduché CPU. [2] 
Procesor potĜebuje k funkci pamČĢ pro uchování vlastního programu a zpracovávaná 
data. Von Neumannova architektura používá jediný spoleþný pamČĢový prostor. Programátor 
PĤže vytvoĜit program, který modifikuje sám sebe. Harvardská architektura používá oddČlené 
adresní prostory (sbČrnice). Jeden adresní prostor je urþen pouze pro program, druhý pouze 
pro práci s daty. Dochází tak k jednoznaþnému oddČlení kódu od dat, a proto ke zvýšení 
bezpeþnosti aplikace (obvykle není možné mČnit kód programu, þímž se chrání kód pĜed 
nechtČným pĜepsáním). Dále tato koncepce pĜináší dvojnásobný adresní prostor (typicky u 
CPU s 16bitovou adresní sbČrnicí 64kB pro kód a 64kB pro data). OddČlení adresních prostor 
PĤže dále vést na zvýšení propustnosti, protože jsou kód i data pĜenášeny paralelnČ. 
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Nelze jednoznaþQČ urþit, která architektura je výhodnČjší. Harvardské architektury se 
YČtšinou využívá u jednodušších CPU, kde se uplatní uvedené výhody. Von Neumanova 
architektura se nejþastČji využívá pro složitČjší CPU (typicky 32bitové), kde se uvedené 
výhody Harvardské architektury neuplatní. Zástupci Harvardské architektury jsou napĜ. 
MCS51, AVR, PIC, zástupci von Neumanovy architektury jsou ia32, AMD64, ARM, MIPS. 
 
Obr. 3  Blokové schéma von Neumannovy (nalevo) a Harvardské (napravo) architektury. [3] 
Zpracovávaná data jsou ukládána v pamČti. Pro vlastní program se používají nejþastČji 
energeticky nezávislé pamČti. Pro data se používají nejþastČji pamČti typu RAM, které jsou 
energeticky závislé. 
Pro zvýšení výkonu procesorové þásti mikroĜadiþe se využívá þasto pĜidání více jader, 
což je ale nároþné na plochu þipu a také jejich vzájemnou komunikaci a spolupráci. Druhý 
þasto využívaný zpĤsob je použití zĜetČzeného zpracování instrukcí (pipelining). To umožĖuje 
procesoru vybírat další instrukci z pamČti ve stejný moment, kdy se provádí aktuální 
instrukce. Díky tomu mĤže procesor ihned po ukonþení výkonu aktuální instrukce zaþít 
vykonávat další a nemusí þekat na její výbČr z pamČti. [4] [5] 
 
Obr. 4  3Ĝíklad dvoustupĖového zĜetČzení. 
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2.1.1 ýásti CPU 
2.1.1.1 Aritmeticko-logická jednotka 
Aritmeticko-logická jednotka (ALU - Arithmetic Logic Unit) je jednou ze základních 
þástí CPU, ve které jsou zpracovávány všechny aritmetické (sþítání, odþítání…) a logické 
operace (logický souþet, souþin, negace…). Podle výsledkĤ operací jsou nastaveny 
SĜíznakové bity ve stavovém registru (pĜeteþení registru, nulový výsledek, sudá nebo lichá 
parita), þehož se využívá napĜíklad pĜi podmínČném vČtvení programu nebo operacích 
s vČtšími datovými typy než CPU podporují. Souþasný trend je použití více ALU v jednom 
CPU. Tyto ALU pak mají rozdČlené funkce. Jednotlivé ALU fungují nezávisle na sobČ i na 
procesoru, a tak mĤže procesor zpracovat v jednom taktu nČkolik operací. [1] [6] 
2.1.1.2 Instrukþní sada 
Instrukþní sada je soubor binárnČ kódovaných instrukcí obsažených pĜímo v procesoru, 
které jsou urþeny pro manipulaci s daty a Ĝízení bČhu programu. Instrukþní sada obsahuje 
instrukce pro manipulaci s pamČtí a daty, aritmetické a logické instrukce a instrukce 
pro podmínČné a nepodmínČné skoky v programu. 
Podle typu instrukþní sady se procesory dČlí na architektury s kompletní instrukþní 
sadou CISC (Complete Instruction Set Computer) a architektury s redukovanou instrukþní 
sadou RISC (Reduced Instruction Set Computer). Instrukþní sadu CISC procesorĤ tvoĜí vyšší 
poþet instrukcí rĤzné složitosti. ProvádČní rĤzných instrukcí trvá rĤzný poþet strojových cyklĤ 
a také jejich kód (délka) není stejný. To vede na složitČjší strukturu procesoru, ale zároveĖ i na 
vyšší výkon takového procesoru. Naopak procesory RISC mají instrukþní sadu redukovanou 
na typicky 30 jednoduchých instrukcí, jejichž vykonání trvá vČtšinou jeden strojový cyklus. 
Toto zjednodušení vede na jednodušší strukturu procesoru, ale obvykle i na nižší výkon. Pro 
mikroĜadiþe je velmi dĤležitá spotĜeba procesoru, která bývá u jednodušších architektur nižší, 
proto se v této oblasti velmi þasto používá RISC procesorových jader. 
Instrukþní sada tvoĜí nejnižší úroveĖ, na které se dá procesor programovat. Každá 
instrukce obsahuje vždy operaþní znak, který definuje typ operace, a operandy, se kterými 
bude pracovat. Psaní programu ve strojovém kódu je velmi obtížné a nepohodlné, a proto 
vznikl a používá se jazyk symbolických adres, ve kterém jsou kódy strojových instrukcí 
nahrazeny mnemotechnickými zkratkami a názvy operandĤ zvolenými jmény. Tento jazyk se 
poté pĜekládá do strojového kódu pomocí pĜekladaþe Assembleru. [7] 
2.1.1.3 Registry 
Registry jsou malé pamČti, ke kterým mĤže procesor pĜistupovat mnohem rychleji 
než k jiným. Jejich velikost se mĤže lišit, ale nejþastČji bývá stejná jako délka slova procesoru 
nebo její násobek (4, 8, 16, 32, 64 bitĤ). Na procesoru jich obvykle bývá velmi omezené 
množství, a proto se nehodí k dlouhodobČjšímu uložení dat. Podle obsahu a funkce 
rozlišujeme registry: 
x datové – slouží k uchování zpracovávaných þíselných hodnot. U jednodušších 
procesorĤ se používá jeden nebo dva tzv. stĜadaþové registry, až nČkolik set. 
x adresové – uchovávají zpracovávané adresy 
x univerzální – mohou uchovávat data i adresy 
x speciální – slouží obvykle jako registry pro Ĝízení periférií. 
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x kontrolní a stavové - zaznamenávají chod programu (programový þítaþ, 
ukazatel zásobníku, stavový registr) 
Z pohledu procesoru mohou být registry umístČny v datovém adresovém prostoru nebo 
v samostatném prostoru. Datové a univerzální registry se pĜevážnČ považují za prvky, které 
nemají adresu. U speciálních registrĤ, které nejsou svázány s architekturou procesoru, ale 
s integrovanými perifériemi se pĜevážnČ používá jejich mapování do adresového prostoru 
CPU, velmi þasto se speciálním pĜístupem (samostatný adresní prostor). [8] 
2.1.1.4 SbČrnice a jejich architektura 
SbČrnice zabezpeþují pĜenos dat mezi jednotlivými þástmi procesoru a také komunikaci 
s okolím. Jejich vlastnosti pĜímo ovlivĖují rychlost zpracování dat procesorem. SbČrnice 
fungují na principu paralelního pĜipojení všech zaĜízení a následném Ĝízení jejich komunikace 
(urþení vysílacího/pĜijímacího zaĜízení a vyhrazení þasu pro jejich komunikaci). Komunikaci 
nejþastČji Ĝídí procesor. V procesoru se obvykle nachází nČkolik typĤ sbČrnic: 
x datová sbČrnice – slouží pro pĜenos dat (pamČĢ - procesor). Pro správnou 
funkci sbČrnice je tĜeba zajistit, aby vždy vysílalo pouze jedno zaĜízení, 
jinak by mohlo dojít k pĜHþtení neurþitého stavu nebo destrukci. Proto jsou 
SĜipojená zaĜízení vždy vybavena tĜístavovým budiþem sbČrnice, který toto 
zabezpeþuje. ŠíĜka datové sbČrnice je velmi dĤležitým parametrem, 
který udává, kolik bitĤ je sbČrnice schopna pĜenést najednou (platí, že þím širší 
sbČrnice, tím vČtší rychlost pĜenosu, až do šíĜky slova procesoru). 
x instrukþní sbČrnice -  je komunikaþní a Ĝídící kanál mezi mikroprocesorem 
a ostatními bloky. Slouží mimo jiné pro pĜenos signálĤ MR/MW (Memory 
Read/Write Ĝídí þasování þtení a zápisu dat), READY nebo jiné signály 
potĜebné pro funkci jednotlivých blokĤ. 
x adresová sbČrnice – umožĖuje procesoru oznaþit místo þtení nebo zápisu dat. 
ŠíĜka sbČrnice ovlivĖuje maximální velikost adresovatelné pamČti. 
Protože procesory pracují s celými bajty, umožĖuje adresovat sbČrnice o šíĜce 
32bitĤ maximálnČ 2ଷଶ = 4ܩ݅ܤ a sbČrnice o šíĜce 64bitĤ 2଺ସ = 16ܧ݅ܤ pamČti. 
SbČrnice mohou mít rĤzné uspoĜádání (architekturu). V moderních procesorech 
se používá architektura se tĜemi druhy sbČrnic: 
x vnitĜní sbČrnice – je dána architekturou mikroprocesoru a probíhá po ní 
komunikace mezi mikroprocesorem a jeho vyrovnávací pamČtí. 
x systémová sbČrnice – propojuje vyrovnávací pamČĢ mikroprocesoru s operaþní 
pamČtí a vysokorychlostní sbČrnicí. 
x vysokorychlostní sbČrnice – je pĜes mĤstek pĜipojena k systémové a vnitĜní 
sbČrnici mikroprocesoru. PĜipojují se k ní vysokorychlostní zaĜízení (video, 
HDD, LAN…) a je také možno pĜipojit rozšiĜující sbČrnici pro pomalejší 
zaĜízení (myš, klávesnice, sériový port). [9] [10] 
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Obr. 5  Blokové schéma sbČrnic v mikroĜadiþi. 
2.1.1.5 Adresní prostory 
Adresní prostor je velikost pamČti, kterou je procesor schopen pĜímo adresovat. 
Rozlišujeme tzv. logický adresní prostor a fyzický adresní prostor. Logický vychází z délky 
adresy, se kterou procesor pracuje (tzn. procesor s 32bitovou adresou je schopen adresovat 2ଷଶ = 4ܩ݅ܤ).  Fyzický  adresní  prostor  je  množství  pamČti,  které  je  k  procesoru  fyzicky  
SĜipojené (z ekonomických a technologických dĤvodĤ bývá vČtšinou menší než logický 
adresní prostor). 
2.1.1.6 Koprocesory 
Koprocesor obecnČ oznaþuje samostatný procesor, který je specializován na urþitou 
þinnost. FPU (floating-point unit) je speciální typ aritmeticko-logické jednotky, která pracuje 
s þísly s plovoucí desetinnou þárkou (typické operace jsou sþítání, odþítání, násobení, dČlení, 
mocniny, logaritmy, trigonometrie…). Má vlastní procesor se speciální instrukþní sadou 
a þasto i nČkolik ALU. Výhodou koprocesoru je, že dokáže pracovat nezávisle na procesoru, 
který mĤže souþasnČ zpracovávat jiné instrukce, a tím významnČ ušetĜit strojový þas. [11] 
2.2 PamČti 
PamČti jsou zaĜízení sloužící k uchování binárních dat.  V mikroĜadiþích mĤžeme najít 
dva základní typy pamČtí: pamČti energeticky závislé typu RAM a pamČti energeticky 
nezávislé typu EEPROM, flash-EEPROM, EPROM, PROM, ROM a OTP. Energeticky 
závislé pamČti ztrácí pĜi odpojení napájecího napČtí nebo jeho poklesu pod kritickou mez 
všechny uložené informace. Energeticky nezávislé pamČti si dokážou uchovat svĤj obsah až 
40 let bez napájení a používají se proto nejþastČji k uložení programového kódu. 
x RAM (Random Access Memory) – energeticky závislá pamČĢ, která se 
nejþastČji používá pro uchování zpracovávaných dat a spuštČného 
programového kódu. 
x ROM (Read Only Memory) – pamČĢ pouze pro þtení. Data se zapisují 
SĜi výrobním procesu a poté je témČĜ nelze zmČnit. DĜíve byly ekonomicky 
výhodné, ale dnes se témČĜ nepoužívají. 
   Strana 23 
 
x EPROM (Erasable Programmable Read-Only Memory) – programovatelná 
pamČĢ s možností vymazání obsahu ultrafialovým svČtlem. Velmi nákladné 
pouzdro s oknem pro UV záĜení pĜedurþilo tento typ pamČti pouze 
pro vývojové úþely. Dnes je tato technologie již zastaralá a nepoužívá se. 
x OTP (One Time Programmable) – programovatelná pamČĢ bez možnosti 
smazání obsahu. 
x EEPROM (Electrically Erasable Programmable Read-Only Memory) – 
programovatelná a elektricky smazatelná pamČĢ. Má omezený poþet zápisĤ, 
který se pohybuje od 103 do  107 podle provedení, a proto se nepoužívá pro 
zápis doþasných dat. Na rozdíl od pamČti EPROM není tĜeba mazat celý obsah 
pamČti. 
x Flash-EEPROM – Ve srovnání s EEPROM je levnČjší, rychlejší a dosahuje 
YČtších kapacit. Mazání probíhá po blocích. [12] 
2.2.1 Vyrovnávací pamČĢ 
Vyrovnávací pamČĢ (cache) slouží jako zaĜízení vyrovnávající rychlost komunikace mezi 
rozdílnými systémy. Funguje na principu rozdČlení sebe i pamČti na stejnČ velké bloky 
a naþtení nejþastČji používaných blokĤ z pamČti do cache. V pĜípadČ požadavku procesoru 
na þtení pamČti se nejprve ovČĜí, jestli není daná adresa v cache. Pokud ano, pĜHþte se z ní, 
pokud ne, naþte se z pamČti do ní (na místo nejdéle nepoužitého bloku) a poté pĜHþte. 
Vyrovnávací pamČĢ lze realizovat softwarovČ, nebo hardwarovČ. Softwarová cache je 
typická pro komunikaci mezi procesorem a pomalým pevným diskem. Hardwarová realizace 
je þastČjší u velkých pĜenosových rychlostí. Typickým pĜíkladem je komunikace procesoru 
s operaþní pamČtí, která probíhá právČ pĜes hardwarovou cache. Ta umožĖuje pĜenášení dat 
z operaþní pamČti v blocích, což je u moderních typĤ rychlejší než náhodné þtení. Procesor 
pak pracuje plnou rychlostí, když se naplní cache. Z dĤvodu vysoké ceny cache pĜímo 
na procesoru se mĤže používat víceúrovĖová. Jedná se o sériovČ Ĝazené cache oznaþené 
nejþastČji L1, L2, L3… mezi procesorem a operaþní pamČtí. L1 bývá obvykle pĜímo 
na procesoru. Má tedy malou kapacitu a je velmi drahá. L2, L3… bývají externí a tudíž 
i pomalejší, ale díky nižší cenČ mají nČkolikanásobnČ vČtší kapacitu. Jedná se tedy 
o kompromis mezi rychlostí a cenou. [13] 
2.3 Periférie 
Periférie jsou obvody, které propojují mikroĜadiþ s okolím. Jejich množství a kvalita 
významnČ ovlivĖují vlastnosti mikroĜadiþe. Periferních obvodĤ existuje mnoho a záleží 
na výrobci, které z nich do mikroĜadiþe implementuje. PĜi návrhu mĤže vhodná volba 
mikroĜadiþe nejen zjednodušit a zrychlit obslužný program, ale také zjednodušit celé zaĜízení. 
Mezi nejþastČji používané periférie patĜí obvody vstupu a výstupu, þítaþe, þasovaþe, a AD/DA 
SĜevodníky. Nepoužívané periférie mĤže programátor vypnout a tím snížit proudový odbČr. 
[1] [8] [14] [15] 
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2.3.1 I/O 
I/O obvody jsou nejjednodušší a nejþastČji používaná rozhraní pro vstup nebo výstup. 
Obvykle se jedná o þtyĜi nebo osm logických vývodĤ, které tvoĜí tzv. port. U vČtšiny portĤ lze 
nastavit, jestli budou vývody pĜijímat nebo vysílat a instrukþní soubor s nimi mĤže pracovat 
jednotlivČ nebo jako s celkem. Jednotlivé výstupy mohou sloužit pro þtení logických hodnot, 
ovládání výkonových pĜepínaþĤ nebo mohou tvoĜit rozhraní pro sériovou nebo paralelní 
komunikaci. 
2.3.2 ýítaþþasovaþ 
ýítaþ je periferie, která pĜi detekci události na vstupu (nábČžná nebo sestupná hrana) 
inkrementuje hodnotu þítaþe (registr). PĜi dosažení svého maxima pĜeteþe a vyvolá pĜerušení. 
Poþáteþní hodnota þítaþového registru je nastavitelná. 
ýasovaþ pracuje obdobnČ jako þítaþ s tím rozdílem, že na jeho vstup pĜivádíme pĜesnČ 
definovaný kmitoþet z generátoru. Díky tomu lze pĜesnČ stanovit þas potĜebný k pĜeteþení 
registru þasovaþe a pomocí pĜerušení reagovat. ýasovaþe i þítaþe bývají obvykle vybaveny 
tzv. pĜeddČliþkou signálu, která umožĖuje celoþíselnČ dČlit vstupní kmitoþet. 
 
Obr. 6  Blokové schéma þasovaþe. 
2.3.3 ADC/DAC 
V reálném prostĜedí mají fyzikální veliþiny vČtšinou spojitý charakter. Pro jejich mČĜení 
se používají analogovČ-digitální pĜevodníky (ADC – Analog-Digital Converter), které 
spojitou veliþinu pĜevedou do digitální podoby zpracovatelné mikroĜadiþem. Fungují 
nejþastČji na principu porovnávání mČĜeného napČtí s referenþní hodnotou, která je 
kvantována. Dalším zpĤsobem mČĜení spojitých veliþin je mČĜení pomocí RC þlánkĤ. MČĜí se 
doba nabíjení kondenzátoru na urþitou úroveĖ. Odpor nebo kapacita se pak mČní v závislosti 
na mČĜené veliþinČ, která se dopoþítává. 
DigitálnČ-analogový pĜevodník (ADC – Digital-Analog converter) pĜevádí digitální 
signál na analogovou veliþinu.  
2.3.4 SbČrnice 
SbČrnice slouží jako rozhraní pro pĜenos dat na základČ dodržovaných standardĤ. Podle 
šíĜky datové sbČrnice mĤže jít o sériový nebo paralelní pĜenos. U paralelního pĜenosu dat se 
SĜi každém taktu pĜenese více bitĤ najednou. Dosahuje teoreticky vČtších rychlostí pĜenosu, 
ale v praxi má nČkolik problémĤ (mnoho signálových spojĤ, které výraznČ zvyšují náklady 
a jejichž vzájemná kapacita a indukþnost mohou zpĤsobit chyby pĜenosu). 
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V souþasné dobČ se stále þastČji používá sériový pĜenos, který probíhá po jediném 
vodiþi. Nevýhodou jsou vysoké nároky na dodržování pĜenosového protokolu. Vzhledem 
k velmi þastému použití sériového pĜenosu vzniklo mnoho standardĤ. Pro pĜenos dat na delší 
vzdálenosti mezi rĤznými zaĜízeními se dĜíve používaly standardy RS232 nebo RS485, dnes 
je nejznámČjší sbČrnice USB (Universal Serial Bus), která je neustále vyvíjena. 
Pro komunikaci uvnitĜ zaĜízení a v prĤmyslu se využívají sériové sbČrnice CAN, I2C aj. 
2.4 Popis þinnosti CPU  
2.4.1 ýasování CPU 
Procesor potĜebuje pro svĤj chod zdroj taktovacích (hodinových) impulzĤ tzv. zdroj 
synchronizace. Ten vytváĜí þasovou základnu pro provádČní všech operací. MĤže být 
integrován pĜímo v procesoru, ale takový nemá dobrou stabilitu a nehodí se pro vykonávání 
operací, kde je dĤležité zajistit pĜesnou délku trvání jedné instrukce. ýastČji se využívá 
externích zdrojĤ synchronizace: 
x Krystal 
x Keramický rezonátor 
x LC obvod 
x RC obvod 
x Specializovaný oscilátor 
Krystaly a keramické rezonátory dosahují nejlepší stability, ale jsou velmi drahé. 
RC obvody jsou nejlevnČjší, ale také ménČ pĜesné a závislé na napájecím napČtí. LC obvody 
se používají tam, kde je nutné synchronizovat více zaĜízení. 
Frekvence hodinového signálu má výrazný vliv na spotĜebu zaĜízení. ýím je nižší, tím je 
menší spotĜeba. NČkteré moderní procesory obsahují zaĜízení, které umožĖuje mČnit kmitoþet 
hodinového signálu. Jedná se o smyþku fázového závČsu PLL, která dokáže celoþíselnČ dČlit 
kmitoþet oscilátoru a tím zmenšit proudový odbČr zaĜízení. Procesory mají obvykle nČkolik 
úsporných režimĤ V tČchto režimech se snižuje hodinový kmitoþet nebo se úplnČ zastaví. 
Z taktovacích impulzĤ je odvozena délka trvání strojového cyklu. 
Strana 26    
 
 
Obr. 7  3Ĝíklad þasových závislostí v poþítaþi. [8] 
2.4.2 %Čh programu 
Základní funkcí každého procesoru je schopnost vykonávat program. Ten je 
reprezentován posloupností instrukcí, zapsaných v pamČti. Pro úspČšné vykonání instrukce je 
zapotĜebí þtyĜ krokĤ: výbČr instrukce, dekódování instrukce, zpracování instrukce a zápis 
výsledku. 
3Ĝi spuštČní ukáže programový þítaþ (ukazuje vždy na aktuální pozici v programu) 
na první instrukci v programu a dojde k jejímu pĜHþtení. PĜi tom musí rychlý procesor pĜHþíst 
instrukci z pomalé pamČti. Z tohoto dĤvodu se v moderních procesorech þasto využívá 
vyrovnávací pamČti a zĜetČzeného zpracování instrukcí. Po pĜHþtení je instrukce dekódována 
v dekodéru instrukcí a rozdČlena na dĤležité þásti (operaþní kód a operandy). Operaþní kód 
definuje operaci a operandy slouží jako její parametry. Následuje vykonání instrukce, 
nastavení pĜíznakĤ, zápis výsledkĤ do registru nebo pamČti (s možností využití vyrovnávací 
pamČti) a inkrementace programového þítaþe. PĜHþte se nová instrukce z adresy, na kterou 
ukazuje programový þítaþ a vše se opakuje. [1] [15] 
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2.4.3 3Ĝerušovací systém 
3Ĝerušovací systém umožĖuje programu reagovat na asynchronní události pĜi bČhu 
programu. Asynchronní dČj je takový, který nebyl v daném okamžiku oþekáván (stisknutí 
tlaþítka, pĜíjem signálu po sériové lince). Používá se z dĤvodu ušetĜení strojového þasu, 
protože periodické testování všech periferií by procesor velmi zatČžovalo. DĜíve se objevily 
procesory  bez  pĜerušovacího  systému,  které  spoléhaly  na  svou  rychlost,  ale  velmi  rychle  se  
ale ukázala nesprávnost takového Ĝešení. 
3Ĝerušení znamená doþasné zastavení bČžícího programu, vykonání obslužného 
programu a pokraþování v zastaveném programu, pĜLþemž bČžící program se o pĜerušení 
YĤbec nedozví. PĜerušení mĤže být doplnČno systémem priorit, což umožĖuje rozhodovat, 
které pĜerušení bude zpracováno pĜednostnČ. PĜi zpracování pĜerušení mĤže dojít 
k tzv. vnoĜování (zpracování prioritního pĜerušení v dobČ, kdy probíhá pĜerušení). Jednodušší 
procesory vnoĜování nemusí vĤbec zvládnout, moderní mohou obsluhovat až desítky úrovní 
SĜerušení. 
'Ĥležitou vlastností pĜerušení je možnost jeho zakázání. Toho se využívá pĜedevším 
jako zábrana proti vnoĜování. V pĜípadČ, že je vnoĜování zakázáno, zaĜadí se ostatní pĜerušení 
do fronty podle jejich priority. [1] 
2.4.4 Reset 
Vzhledem k tomu, že je mikroprocesor sekvenþní logický obvod, závisí jeho chování 
nejen na strojových instrukcích a jejich argumentech, ale i na pĜedcházejících stavech. 
Pro správné spuštČní programu musí být pĜesnČ definován poþáteþní stav. Ten je výrobci 
oznaþován jako RESET. 
Pro správné provedení RESETu je zapotĜebí signál dostateþQČ dlouhý na to, 
aby procesor stihl vrátit všechny hodnoty registrĤ do poþáteþního stavu. VnČjší zdroje 
RESETu jsou obvykle tlaþítka s RC þlenem, vnitĜní zdroje jsou Ĝízeny vČtšinou nČkterým 
z monitorovacích systémĤ (monitorování poklesu napájecího napČtí, WATCHDOG).  RESET 
se používá nejen ke správnému spuštČní (pĜi spouštČní se musí ustálit napájecí napČtí 
a frekvence krystalu), ale také k odstranČní neurþitých stavĤ pĜi poklesu napájecího napČtí. [1] 
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3 Programování mikroĜadiþĤ v programovacích jazycích Asm a C 
Programování je proces vytváĜení strojového kódu pro procesor. Jelikož je psaní 
programu ve strojovém kódu velice obtížné, nepĜehledné a hledání chyb témČĜ nemožné, byly 
vytvoĜeny programovací jazyky, které se snažily tento proces zjednodušit. Podle míry 
nahrazení a zjednodušení strojového kódu dČlíme jazyky na nejnižší, nižší a vyšší. 
3.1 Jazyk symbolických adres 
PatĜí k nejnižším programovacím jazykĤm. Základem je nahrazení strojového kódu 
mnemotechnickými zkratkami, které vyjadĜují þinnost dané instrukce. Zkratky jsou 
definovány vývojáĜi architektury procesoru, a proto je kód velmi obtížnČ pĜenositelný na jiné 
architektury (tzv. strojovČ závislý). Pro jazyk symbolických adres se þasto používá oznaþení 
Assembler (JSA je anglicky assembly language). 
3Ĝekladaþe jazyka symbolických adres do strojového kódu obvykle obsahují pĜepínaþ, 
který ovládá citlivost na velikost písmen použitých v kódu. Tento pĜepínaþ je dĤležitý 
zejména v souþinnosti s pĜekladaþi jazyka C, které velikost písmen rozlišují vždy. 
3.2 Programovací jazyk C 
Programovací jazyk C patĜí k velmi rozšíĜeným programovacím jazykĤm, pro 
programování mikroĜadiþĤ je možno C oznaþit jako nejrozšíĜenČjší. Jedná se o jazyk nižší 
úrovnČ, který mĤže být libovolnČ doplĖován inline Assemblerem. Zdrojový kód je o poznání 
þitelnČjší a pĜenositelnČjší na jiné platformy (tzv. strojovČ nezávislý). PĜekladaþe C jsou 
citlivé na velikost písmen a dodržují standard ISO/IEC 9899:1990, který bývá také nazýván 
C90. V souþasné dobČ již existuje standard C99, který zatím není všemi pĜekladaþi plnČ 
podporován. [16] [17] 
3.3 Práce s promČnnými 
3.3.1 Základní datové typy 
Základní datové typy pĜedstavují reprezentaci dat pro procesor. Z pohledu použití je 
GČlíme na logické, celoþíselné a þíselné s plovoucí desetinou þárkou. Ostatní datové typy jsou 
poskládané z tČchto základních typĤ. Velmi záleží na architektuĜe procesoru, které datové typy 
podporuje. Nepodporované obvykle bývají emulovány softwarovČ. 
3.3.2 Logické datové typy 
OpČt záleží na architektuĜe procesoru, jestli jako logický datový typ používá nČkterý 
z celoþíselných, nebo má speciální datový typ. Logický datový typ je používán pro logické 
operace a je výsledkem porovnání. 
3.3.3 Celoþíselné datové typy 
Délka Oznaþení v Asm Oznaþení v C 
1B BYTE (DB) char 
2B WORD (DW) short; na 8bit a 16bit CPU také int 
4B DWORD (DD) long; na 32bit a 64bit CPUtaké  int 
8B QWORD (DQ) long long 
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3.3.4 Datové typy s plovoucí desetinou þárkou 
Datové typy s plovoucí desetinou þárkou jsou definovány standardem IEEE 754, 
který vČtšina výrobcĤ mikroprocesorĤ i pĜekladaþĤ dodržuje. 
Délka Oznaþení v Asm Oznaþení v C 
4B REAL4 nebo DD float 
8B REAL8 nebo DQ double 
3.3.5 Ukazatele 
Ukazatel pĜedstavuje promČnnou, uchovávající adresu v pamČti na konkrétní datový typ. 
Pro odlišení klasické promČnné od ukazatele slouží tzv. dereferenþní operátor. Pro získání 
adresy promČnné slouží tzv. referenþní operátor. Jednou z velmi užiteþných vlastností 
ukazatelĤ je, že umožĖují volání parametrĤ funkce odkazem. To znamená, že se funkci 
nepĜedává hodnota promČnné, ale její adresa. [18] 
3.3.6 Uživatelem definované typy 
Uživatelské datové typy jsou rozšíĜením základních datových typĤ. Jejich hlavní význam 
je podpora moderních stylĤ programování. [19] 
3.3.6.1 Výþty 
Výþty se používají pro nahrazení þíselných hodnot smysluplnČ pojmenovanými 
identifikátory a ke sdružení identifikátorĤ, které spolu souvisí, kdy se mĤžou navzájem 
vyluþovat nebo doplĖovat. Základní datový typ pro výþet je typ odpovídající šíĜce slova 
procesoru, ale lze vybrat libovolný celoþíselný datový typ podporovaný procesorem.  [20] 
Definice výþtu v C: 
enum jmeno_vyctu { 
prvni_prvek = hodnota_1, 
druha_prvek, 
treti_prvek  = hodnota_X 
}; 
3.3.6.2 Struktury 
Struktury slouží pro sdružování dat rĤzných typĤ do jednoho datového typu. Je vhodné, 
aby data ve struktuĜe spolu souvisela, tím je možné držet data, co k sobČ patĜí pohromadČ 
a snáze s nimi manipulovat. Vzniká tak „balík“ dat, se kterým lze ve vČtšinČ pĜípadĤ 
manipulovat jako s jednoduchou promČnou. Vhodné používání struktur vede na tzv. 
strukturované programování. 





   Strana 31 
 
Definice struktury v C: 
struct nazev_struktury { 
 datovy_typ nazev_polozky; 
}; 
3.3.7 Pole 
Pole je datová struktura, ve které jsou seĜazeny za sebou promČnné stejného typu. [20] 
Definice pole v Assembleru má syntaxi: 
nazev_pole datovy_typ pocet_prvku DUP(0) 
nazev_pole datovy_typ hodnota1, hodnota2, hodnota3 
V pĜípadČ vícerozmČrného pole je syntaxe následující: 
nazev_pole datovy_typ hodnota11, hodnota12, hodnota13 
   datovy_typ hodnota21, hodnota22, hodnota23 
   datovy_typ hodnota31, hodnota32, hodnota33 
Definice pole má v jazyce C syntaxi: 
datovy_typ jmeno_pole [velikost]; 
datovy_typ jmeno_pole [velikost] = {hodnoty}; 
Pole mohou být také vícerozmČrná. Deklarace a inicializace má pak syntaxi: 
datovy_typ jmeno_pole [vel1][vel2] = {{hodnoty},{hodnoty}}; 
3.3.8 PromČnné v Assembleru 
Základní syntaxe definice promČnné v Assembleru má tento tvar: 
nazev_promenne datovy_typ inicializace 
nazev_promenne je název promČnné, který splĖuje standardy pro tvorbu názvu, 
datovy_typ specifikuje datový typ deklarované promČnné. inicializace pĜedstavuje 
poþáteþní hodnotu promČnné. V pĜípadČ, kdy na poþáteþní hodnotČ nezáleží, lze použít 
operátor ?, který nechá promČnnou nezinicializovanou (bude obsahovat to, co bylo v pamČti 
SĜed jejím vytvoĜením). 
3Ĝi deklaraci promČnných v Assembleru je možné specifikovat oblast pamČti, ve které 
má být promČnná vytvoĜena, tj. pomocí direktivy SEGMENT lze specifikovat požadovaný 
segment pamČti, ve kterém má být promČnná alokována. Syntaxe pro použití direktivy 





Direktiva segment je velice užiteþná, neboĢ umožĖuje kontrolu nad využitím 
pamČĢového prostoru (ukládání promČnných do napČĢovČ nezávislé pamČti, vyþlenČní 
velkého bloku v pamČti atp.). [21] [22] 
9Čtšina instrukcí dokáže zpracovat data pouze z registrĤ. Proto se do nich pĜíslušné 
promČnné musí nejprve pĜesunout. K tomu slouží pĜíkaz MOV: 
 MOV registr, nazev_promenne 
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3Ĝíkaz mov nemĤže pĜenášet hodnotu z jedné do druhé promČnné, ale vždy z promČnné 
do registru nebo obrácenČ. Pokud je tĜeba pĜLĜadit jedné promČnné hodnotu druhé, musí se 
použít následující zápis: 
MOV ax, promenna2 ;pèesune hodnotu z promenna2 do registru 
MOV promenna1, ax ;pèesune hodnotu z registru do promenna1 
3.3.9 PromČnné v C 
Základní syntaxe pro definici promČnné je: 
datovy_typ nazev_promenne; 
Syntaxe pro definici pole je: 
datovy_typ nazev_pole[dimenze_pole]; 
Syntaxe pro definici promČnné s inicializací je: 
datovy_typ jmeno = hodnota; 
Pro pole a složené datové typy musí být hodnota uzavĜena ve složených závorkách 
a jednotlivé prvky musí být oddČleny þárkou. Použitím výrazu { 0 } dojde k vynulování celé 
promČnné bez ohledu na datový typ. [23] [24] [25] 
3.3.9.1 PamČĢové tĜídy 
Direktivy pamČĢových tĜíd urþují v jaké pamČti a jak dlouho bude promČnná uložena. 
[24] V jazyce C jsou rozlišeny tĜídy: 
x auto – definuje lokální promČnnou, která má být uložena do pamČti RAM. 
Existuje od vstupu do bloku a zaniká pĜi výstupu. PĜi vstupu navíc nabývá 
náhodné hodnoty. Výchozí tĜída pro lokální promČnné. 
x register – definuje lokální promČnnou, která má být uložena do registru. 
x extern – definuje globální promČnnou, která je viditelná pro všechny zdrojové 
soubory. Používá se pĜi oddČleném pĜekladu souborĤ. Výchozí tĜída 
pro globální promČnné. 
x static – definuje „lokální“ promČnnou, která existuje od vstupu do bloku 
a zaniká pĜi výstupu. Na rozdíl od tĜídy auto si promČnná udržuje hodnotu 
i mezi voláními funkce. PamČĢ je alokována po celou dobu bČhu programu a 
uvolnČna po skonþení. Mimo blok sice není viditelná, ale stále s ní lze 
manipulovat pomocí ukazatelĤ. 
3.3.9.2 Direktiva const 
Direktiva const upozorĖuje kompilátor, že v definovaném objektu nesmí být 
po inicializaci zmČQČna hodnota a mĤže být pouze þten. V pĜípadČ pokusu o zmČnu hodnoty 
kompilátor hlásí chybu. const se využívá zpravidla pĜi definici formálních parametrĤ funkce 
nebo jako zabezpeþení dĤležité hodnoty pĜed nechtČnou zmČnou. [18] 
const float pi = 3.1415; 
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3.3.9.3 Direktiva volatile 
%Čhem pĜekladu kódu obvykle dochází k jeho optimalizaci, která má za úkol zrychlit 
EČh programu a snížit objem generovaného kódu. Direktiva volatile slouží k informování 
SĜekladaþe, že nemá danou promČnnou optimalizovat, protože mĤže zmČnit hodnotu nezávisle 
na chodu programu (napĜíklad pĜi obsluze pĜerušení). [25] 
void fce (void) { 
volatile int var=0; 
while (var != 255); 
} 
 
void fce (void) { 
 while (1); 
} 
 
Nalevo je ukázka kódu po optimalizaci s direktivou volatile, napravo je ukázka kódu po 
optimalizaci bez direktivy volatile (promČnná var je pĜekladaþem eliminována). 
3.4 Funkce 
Funkce je þást kódu programu, kterou je možné opakovanČ používat. Obsahuje þást 
kódu, který mĤže mít parametry (argumenty) a který mĤže vracet výsledek. Funkce lze 
v kódu programu témČĜ libovolnČ používat (volat) a jejich poþet volání není omezený. 
UmožĖují tak zjednodušení programu i práce programátora tím, že je možné opakovanČ 
používaný kód (þinnost) pouze voláním funkce aĢ s parametry nebo bez. K dalším výhodám 
patĜí také lépe þitelný kód. Nevýhodou mĤže být zvýšená zátČž procesoru pĜi volání a návratu 
z obsluhy funkce. 
Funkci v základu tvoĜí prolog, tČlo funkce a epilog. V prologu je obvykle alokováno 
místo pro lokální promČnné a schovány hodnoty registrĤ, jejich obsah funkce bude mČnit. 
Epilog obvykle obsahuje ošetĜení návratové hodnoty, odstranČní lokálních promČnných, 
obnovení uschovaných registrĤ a instrukci pro návrat z podprogramu/funkce. Prolog a epilog 
je závislý na volacích konvencích a na architektuĜe procesoru. 
Volací konvence je zpĤsob, jakým jsou funkci pĜedávány parametry a navraceny 
hodnoty. Dále urþuje, jestli se o obnovení zásobníku postará funkce, nebo následující 
instrukce.[27] 
3.4.1 Definice funkcí v Assembleru 
V Assembleru je podpora pro definici funkce pomocí direktivy PROC: 
jmeno_funkce PROC parametr1 :datovy_typ, 




jmeno_funkce i datovy_typ se Ĝídí stejnými pravidly jako u promČnných. [28] 
3.4.2 Volání funkcí v Assembleru 
Pro volání funkcí, které nevrací hodnotu, se používá typicky instrukce CALL, její název 
se liší podle instrukþní sady 
CALL jmeno_funkce 
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Ta uloží do zásobníku návratovou adresu (adresa další instrukce za funkcí) a provede 
skok na adresu funkce. Pro návrat se obvykle používá instrukce RET, její název zase záleží na 
instrukþní sadČ procesoru. 
3Ĝi volání funkcí, které vrací hodnotu, je situace trochu složitČjší. Parametry se funkci 
mohou pĜedat buć v registrech, na zásobníku nebo jejich kombinací. Zde pak musí 
programátor zajistit buć naplnČní registrĤ požadovanými hodnotami, nebo uložení tČchto 
hodnot na zásobník. NČkteré pĜekladaþe assembleru podporují direktivu INVOKE, která je 
schopná zajistit podle volacích konvencí pĜedání parametrĤ funkci. Syntaxe je následující: 
INVOKE parametr1, parametr2 
Návratová hodnota funkce je vracena buć ve vybraných registrech, nebo pĜes zásobník. 
Direktiva INVOKE se postará i o „úklid“ po volání funkce, v pĜípadČ použití instrukce pro 
volání funkce/podprogramu se musí o „úklid“ dle volacích konvencí postarat programátor. 
3.4.3 Definice funkcí v C 
Syntaxe v C vypadá následovnČ: 




3Ĝed jménem funkce je tĜeba nejprve definovat, jakého datového typu bude její 
návratová hodnota (viz tabulka datových typĤ u promČnných v C). V pĜípadČ, že funkce 
hodnotu nevrací, napíše se místo datového typu klíþové slovo void. Za jménem funkce 
následuje v závorce výpis všech parametrĤ s datovým typem oddČlených þárkou.  ProvádČní 
funkce je ukonþeno, když kód dorazí k uzavírací složené závorce, nebo provedením pĜíkazu 
return. 
void nazev_funkce (int i) { 
 //t´lo funkce 
} 
V pĜípadČ, že funkce vrací návratovou hodnotu, musí obsahovat pĜíkaz return 
s návratovou hodnotou. [28] 
int nazev_funkce (int a, int b, int c) { 
//t´lo funkce 
return a + b + c; 
} 
KromČ definice funkce se možné deklarovat její prototyp. Tento pĜípad se používá, 
pokud je volaná funkce definována až za místem prvního volání, nebo je definována v jiném 
souboru. Syntaxe prototypu je následující: 
datovy_typ nazev_funkce (datove_typy_parametru); 
 Jde tedy o první Ĝádek definice funkce s tím rozdílem, že není povinné vypsat jména 
parametrĤ, ale staþí pouze datové typy. 
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3.4.4 Volání funkce v C 
Syntaxe volání funkce: 
nazev_funkce (parametry); 
3Ĝi volání funkce lze její návratovou hodnotu nechat zapsat do konkrétní promČnné: 
vysledek = nazev_funkce (param1, param2); 
3.4.4.1 Direktiva inline 
Pokud je tČlo funkce velmi krátké (režie volání je delší než tČlo funkce), je možné použít 
direktivu inline která pĜekladaþi sdČlí, aby nedefinoval funkci, ale pĜímo tČlo funkce vložil 
do místa volání. Syntaxe je následující: 
inline int nazev_funkce (int param) { 
//t´lo funkce 
} 
Použitím inline funkcí lze zrychlit bČh programu, velkým problémem je, že to jestli bude 
inline funkce Ĝešena vložením nebo voláním záleží vČtšinou na pĜekladaþi a jeho 
optimalizaþním nastavení. 
3.5 Obsluha pĜerušení 
Obsluhy pĜerušení jsou speciálním typem funkcí, které se od standardních funkcí liší tak, 
že jsou volány asynchronnČ Ĝadiþem pĜerušení, mívají pĜedepsány adresy, kde se musí 
nacházet, nemívají parametry, vČtšinou jsou provádČny na jiné úrovni než standardní funkce a 
ukonþují se instrukcí návratu z pĜerušení (obvykle IRET nebo RETI). 
Z pohledu programování v assembleru jsou to funkce, které jsou ukonþeny instrukcí 
návrat z pĜerušení a mívají pĜedepsanou adresu, na které se musí nacházet. 
V jazyce C je pro definici pĜerušení používáno klíþové slovo interrupt, které podle 
implementace mĤže obsahovat adresu nebo þíslo obsluhy pĜerušení. 
interrupt (1) void obsluha_preruseni (void) { 
  return; 
} 
V pĜípadČ pĜerušení dojde k uložení všech hodnot z registrĤ, které by mohly být použity 
obsluhou pĜerušení, do zásobníku. Po návratu z obsluhy pĜerušení jsou obnoveny pĤvodní 
hodnoty. U nČkterých procesorĤ lze nastavit obsluze pĜerušení novou banku registru 
direktivou _using (bank). Tím lze snížit odezvu pĜerušení, neboĢ není potĜeba obsloužit 
zápis a þtení dat ze zásobníku. PĜíklad syntaxe: 
interrupt (1) using (2) void obsluha_preruseni (void) {} 
3Ĝi volání jiné funkce z funkce obsluhy pĜerušení je potĜeba, aby využívala stejnou 
banku registru. PĜíklad syntaxe: 
using (2) int jina_funkce (void) {} 
Pro obsluhu pĜerušení jsou doporuþené pamČĢové modely small, large nebo aux. V pĜípadČ 
použití modelu reentrant mĤže dojít k problémĤm s pĜepínáním bank. Je proto lepší 
nevyužívat direktivy _using a nechat na pĜekladaþi jejich ukládání a pĜepínání. 
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3.6 3Ĝístup k pamČti 
 PĜed návrhem obslužného programu mikroprocesoru musí programátor nejprve 
dokonale zvládnout práci s jeho pamČtí. ŠpatnČ zvolený pamČĢový model nebo typ úložištČ 
PĤže mít za následek výrazné zpomalení nebo úplnou nefunkþnost programu. [15] [30] 
3.6.1 Typy úložišĢ 
Jednotlivé architektury mají více adresovacích zpĤsobĤ, které buć vedou na efektivnČjší 
(rychlejší) pĜístup k pamČĢové oblasti, nebo zpĜístupĖují pamČĢové oblasti jinak nedostupné. 
3Ĝekladaþ musí proto podporovat rozlišení tČchto adresovacích módĤ.  
Jako pĜíklad budou dále popsány direktivy adresních prostorĤ architektury MCS51, 
která která z tohoto pohledu patĜí mezi nejsložitČjší a nejkomplikovanČjší. MCS51 je 
postavena na Harvardské architektuĜe. Má definovaný adresní prostor pro kód „rom“ (64KiB), 
pro interní RAM (256B) a externí RAM (64KiB). Interní RAM je rozdČlena na oblasti „data“ 
adresy 0x00-0x7F, pouze nepĜímo adresovatelná data „idata“ adresy 0x80-0xFF, speciální 
funkþní registry „sfr“ adresy 0x80-0xFF pouze s pĜímým pĜístupem a bitovČ adresovatelnou 
oblast „bdata“ adresy 0x20-0x2F. K externí pamČti lze pĜistupovat jako k celku „xdata“, nebo 
po 256B stránkách „pdata“. 
Správné používání vhodných pamČtí vede na kratší a efektivnČjší, proto se v programu 
musí Ĝešit problematika adresních prostorĤ 
 
Obr. 8  Blokové schéma interní pamČti RAM architektury MCS51. 
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Programátor mĤže u promČnných Ĝídit umístnČní v adresním prostoru zvolením 
globálního pamČĢového modelu, lokálního pamČĢového modelu, nebo specifikací pomocí 
direktiv adresních prostorĤ (data, bdat, idat, pdat, xdat, rom).  
 
Typ pamČti Popis 
_data / data 3Ĝímo adresovatelná interní RAM 
_bdat 3Ĝímo adresovatelná interní RAM s pĜístupem k jednotlivým bitĤm 
_idat / idat NepĜímo adresovatelná interní RAM 
_pdat / pdat Externí RAM do 256B na jedné stranČ 
_xdat / xdat Externí RAM 
_rom / rom Interní / externí ROM 
3Ĝistupování k interní pamČti je výraznČ rychlejší než k externí. Proto je výhodné 
SĜLĜazovat nejþastČji využívané promČnné do interních a velké, málo používané promČnné 
do externích pamČtí. PĜíklady deklarací promČnných: 
_data  char c;   
_xdat int array[10][4]; 
_idat long l; 
3.6.2 PamČĢové modely 
 PamČĢové modely definují rĤzná výchozí úložištČ pro automatické promČnné, 












small _data _data 128B _data 
auxpage _pdat _pdat 256B _pdat 
large _xdat _xdat 64KB _xdat 
reentrant virtuální zásobník v _xdat _xdat 64KB _xdat 
 
Model small se nejvíce hodí pro aplikace, kde je kladen dĤraz na vysokou rychlost, 
kdežto model reentrant umožĖuje pĜedávání parametrĤ funkcí pĜes virtuální zásobník 
v externí RAM a hodí se spíše pro rozsáhlé a pomalejší aplikace. 
3.6.3 Smíšený pamČĢový model 
Vzhledem k tomu, že jednotlivé modely mají své výhody a nevýhody, lze je pro každou 
funkci specifikovat zvlášĢ. 
 
Klíþové slovo Výchozí model 
_small small model 
_aux auxpage model 
_large large model 
_reentrant reentrant model 
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3Ĝíklad: 
// Výchozí model je large 
int rozdil (int prvni, int druhy) {  // large model 
return prvni - druhy; 
}  
 
int _small soucet(int prvni,int druhy) { //small model 
return prvni + druhy;     
} 
3.6.4 Direktiva _at 
Direktiva _at slouží k umístČní promČnné na konkrétní adresu. Syntaxe pro definici 
promČnné Z v externí pamČti na adrese 0x2000: 
_xdat unsigned char Z _at(0x2000); 
3Ĝi umisĢování promČnných pomocí direktivy _at platí mnohá omezení a vzniká 
nebezpeþí vzájemného pĜekrytí více promČnných. Protože je v mnoha pĜípadech pĜekrytí 
žádoucí, nekontrolují pĜekladaþe tento stav. 
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4 Programování mikroĜadiþĤ pomocí nástrojĤ vyšší úrovnČ 
4.1 Microsoft .NET Micro Framework 
Microsoft .NET Micro Framework je výkonné a nenároþné .NET prostĜedí používané 
pro spuštČní Ĝízeného kódu na zaĜízeních s omezenými hardware prostĜedky (mikroĜadiþe 
atp.). UmožĖuje programování v jazycích vyšší úrovnČ, aktuálnČ je podporován jazyk C#. 
Dále je v prostĜedí MS Visual Studio podporováno použití emulátoru hardware pro rychlý 
návrh a odladČní kódu.  
MS .NET Micro Framework je vyvíjen cílenČ pro 32bitové mikroĜadiþe s vČtším 
množstvím pamČti RAM. Aktuální verze .NET Micro Framework 4.1 obsahuje základní 
EČhové prostĜedí Tiny Common Language Runtime Framework (Tiny CLR), které potĜebuje 
ke svému bČhu minimálnČ 300 KiB pamČti RAM. Proto lze prostĜedí .NET Micro Framework 
používat pouze na pomČrnČ výkonných a pamČĢovČ vybavených mikroĜadiþích. V souþasnosti 
je zatím podporována pouze architektura ARM, která se v poslední dobČ stává jednou 
z nejrozšíĜenČjších. 
Velkou výhodou .NET Micro Framework je jeho nezávislost na hardware. O kód, který 
je specifický pro hardware se stará tzv. Hardware Abstraction Layer (HAL) a Platform 
Abstraction  layer  (PAL).  Procesu  vytváĜení  HAL  a  PAL  se  Ĝíká  portování  a  stará  se  o  nČj  
nejþastČji výrobce hardware. Nevýhodou tohoto pĜístupu vyšší režie pĜístup k periferiím a tím 
k þásteþné ztrátČ výkonu aplikace. 
 
Obr. 9  Schéma architektury Microsoft .NET Micro Framework. 
Po napsání kódu dojde automaticky k jeho kompilaci a odeslání do mikroĜadiþe. Veškerý 
chod lze monitorovat a zobrazovat jak na PC, tak i na vývojové desce. Další významnou 
výhodou tohoto prostĜedí je použití moderního jazyka vyšší úrovnČ C#, který umožĖuje pĜi 
dodržení jednoduchých pravidel pomČrnČ dobrou pĜenositelnost zdrojových kódu mezi 
podporovanými mikroĜadiþi. [31]  [32] 
Strana 40    
 
4.2 LabVIEW 
LabVIEW je grafické programovací prostĜedí specializované pĜedevším na oblast mČĜení 
a Ĝízení (sbČr, analýza a prezentace dat, komunikace, Ĝízení), které slouží k vývoji systémĤ 
pomocí blokových diagramĤ za pomoci grafického programovacího jazyka G (Graphic 
Language). Takto naprogramované bloky jsou v pĜípadČ mikroĜadiþĤ pĜevedeny na zdrojové 
soubory jazyka C a tyto jsou následnČ s kódem knihoven kompilovány pĜekladaþem jazyka C 
do výsledné binární aplikace. Velkou výhodou LabVIEW je velmi dobrá podpora pro real-
time aplikace a kompatibilita na úrovni podporovaných knihoven. Dále je to podpora pro 
sdílení dat (promČnných) po síti – tzv. „sdílená síĢová promČnná“, která výraznČ zjednodušuje 
výmČnu dat mezi aplikacemi.  
Embedded Module for ARM Microcontrollers je modul, který pĜináší možnost 
grafického programování v prostĜedí LabVIEW i pro 32bitové mikroĜadiþe ARM. Pro 
maximálnČ snadný vývoj jsou k dispozici vývojové desky s integrovaným mikroĜadiþem 
ARM, ovládacími prvky, displejem a množstvím dalšího vybavení, které se liší v závislosti na 
typu desky. 
 
Obr. 10  Snímek pracovní plochy v Labview pĜi programování jednoduché aplikace, která 
s frekvencí 10Hz þte hodnotu z analogového vstupu, zobrazuje ji na displeji a odesílá ji pĜes 
ethernetové rozhraní. 
Na obr. 10 je pĜíklad jednoduché aplikace pro práci s displejem, analogovým vstupem a 
sdílenou síĢovou promČnnou, která zpĜístupĖuje zmČĜená data na síti. PĜi požadavku na 
spuštČní aplikace zajistí LabVIEW její pĜeklad, zavede kód aplikace do mikroĜadiþe a spustí 
ho. Veškerý chod aplikace lze monitorovat a zobrazovat jak na PC, tak i na vývojové desce. 
[33] [34] 
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5 Možnosti pĜenositelnosti kódu mezi rĤznými architekturami 
mikroĜadiþĤ 
U aplikací pro mikroĜadiþe je omezujícím faktorem pĜenositelnost kódu z jednoho typu 
mikroĜadiþe na jiný. K potĜebČ „portace“ kódu na jiný typ mikroĜadiþe vede nČkolik faktorĤ. 
Prvním z nich je ten, že výrobce pĜestane konkrétní typ mikroĜadiþe doþasnČ vyrábČt, nebo 
dokonce výrobce zastaví výrobu kompletnČ. Dalším faktorem je „rĤst“ aplikace, kdy se 
vývojáĜi dostanou mimo parametry mikroĜadiþe a musí dojít k pĜechodu na jiný typ nebo 
architekturu. 
Zde se zaþne projevovat nekompatibilita mikroĜadiþĤ nejen pĜi pĜechodu na jinou 
architekturu, ale i mezi jednotlivými typy. Naráží se zde na problém jiných typĤ periférií, 
odlišných zpĤsobĤ jejich ovládání atd. PĜechod obvykle bývá velmi drahý a problematický, 
a proto se rĤzní výrobci mikroĜadiþĤ i vývojových nástrojĤ snaží tento pĜechod usnadnit. 
3Ĝi programování v Assembleru má programátor na jednu stranu absolutní kontrolu 
nad programem, ale takový kód je velice strojovČ závislý a pĜenositelný v rámci jedné rodiny 
mikroĜadiþĤ (v nejlepším pĜípadČ vývojové vČtve). PĜi použití Assembleru musí programátor 
opakovanČĜešit stejné nebo podobné problémy a vývoj aplikací probíhá velmi pomalu. Jedná 
se i o tak jednoduché záležitosti, jako jsou matematické operace s reálnými þísly na procesoru 
bez koprocesoru, pĜedávání parametrĤ funkcím, složitČjší vČtvení programu a další. 
V neposlední ĜadČ musí být programátor dĤkladnČ seznámen se strukturou mikroĜadiþe 
a periférií. Za další nevýhody lze považovat horší þitelnost a orientaci ve zdrojových kódech 
tak náchylnost ke vzniku elementárních chyb v kódu. Jediným dĤvodem pro tvorbu þásti kódu 
v Assembleru jsou þasovČ kritické þásti, které nezvládne pĜekladaþ vyšších jazykĤ pĜeložit 
dostateþQČ efektivnČ. 
Programovací jazyk C patĜí do skupiny nižších programovacích jazykĤ. V pĜípadČ 
dodržení programátorských zásad je kód velice snadno þitelný a v pĜípadČ dĤsledného 
oddČlení kódu programu od ovladaþĤ je i dobĜe pĜenositelný. PĜenositelnost je také 
podmínČna existencí knihoven k cílové architektuĜe. Programátor má stále velmi dobrou 
kontrolu nad chodem programu s výhodou výraznČ vyšší rychlosti vývoje aplikací a kontrolou 
elementárních chyb pĜekladaþem. Z pohledu pĜenositelnosti je ale nutné oddČlit kód aplikace 
na kód na hardware závislý a nezávislý. Dále je nutné se vypoĜádat s nekompatibilitou 
jednotlivých pĜekladaþĤ jazyka C, jak na úrovni rozšíĜení odvozených od architektury 
(direktivy pro pamČĢové modely, pevné adresy a pĜerušení), nedodržením standardĤ jazyka C, 
tak absencí rĤzných knihoven funkcí a další problematiky.  
Využití vývojového prostĜedí Microsoft .NET Micro Framework pĜináší výhody spojené 
s programováním ve vyšším jazyce C#, který poskytuje vysokou míru abstrakce a je snadno 
þitelný. MS .NET Micro Framework poskytuje komunikaþní mezivrstvu mezi mikroĜadiþem 
a programem, která zajišĢuje dobrou pĜenositelnost mezi rĤznými mikroĜadiþi od rĤzných 
výrobcĤ (mikroĜadiþ musí být podporován), avšak za cenu zvýšených hardwarových nárokĤ. 
Grafické programovací prostĜedí LabVIEW  patĜí také mezi vyšší programovací jazyky 
s vysokou mírou abstrakce. PĜenositelnost mezi podporovanými mikroĜadiþi je témČĜ 
zaruþena. S použitím vývojových desek se jedná o ideální prostĜedí pro tvorbu mČĜících, 
komunikaþních a zobrazovacích zaĜízení. 
ObecnČ lze Ĝíci, že þím je vyšší míra abstrakce od strojového kódu, tím snadnČjší je 
SĜenos kódu mezi jednotlivými rodinami a architekturami mikroĜadiþĤ v pĜípadČ, že existují 
knihovny ovladaþĤ, které dané typy podporují. 
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6 ZávČr 
Cílem první þásti této bakaláĜské práce bylo popsat strukturu mikroĜadiþĤ a jejich 
jednotlivých þástí jako jsou registry, instrukþní sada, sbČrnice, adresní prostory, koprocesory, 
pamČti, cache, periférie a dále s pĜerušovacím systémem. Výsledkem je pĜehledné seznámení 
se strukturou a þinností mikroĜadiþĤ z pohledu programátora. 
Další þásti této práce jsou již vČnovány programování mikroĜadiþĤ a jeho zvláštnostem. 
Nejprve je uvedena problematika vytváĜení strojového kódu a seznámení s nižšími 
programovacími jazyky Assemblerem a C. Poté následuje seznámení s jejich základními 
a uživatelsky definovanými datovými typy, definicemi promČnných a funkcí, obsluhou 
SĜerušení a prací s pamČtí.  
Dále se v práci nachází þást o programování mikroĜadiþĤ ve vyšších programovacích 
jazycích,  konkrétnČ v  jazycích  C#  a  G  v  prostĜedích  Visual  Studio  a  LabVIEW.  Jedná  se  o  
jazyky s vysokou mírou abstrakce, které se velmi dobĜe hodí k vytváĜení dobĜe þitelného a 
SĜenositelného kódu, ale jsou velmi závislé na existenci knihoven pro podporované typy 
mikroĜadiþĤ. Zejména LabVIEW s ARM modulem se ukázalo jako velice výkonné a 
jednoduché prostĜedí pro programování pokroþilých mČĜících, Ĝídících a komunikaþních 
aplikací. 
Poslední þást se vČnuje problematice pĜenositelnosti kódu mezi rodinami a 
architekturami mikroĜadiþĤ, což je velice dĤležité zejména pĜi nutnosti „portovat“ kód aĢ už 
kvĤli „rĤstu“ programu nebo jiným dĤvodĤm. Dobré pĜenositelnosti lze dosáhnout v jazyce C 
v pĜípadČ peþlivého oddČlení kódu závislého a nezávislého na hardware. Výbornou 
SĜenositelnost pak nabízí programovací jazyky vyšší úrovnČ, ale pouze v rámci 
podporovaných zaĜízení. 
Psaní této bakaláĜské práce pro mČ bylo velice nároþné, protože jsem nemČl žádné 
SĜedchozí vzdČlání v oblasti mikroĜadiþĤ a programování. PĜesto jsem velice rád, že jsem si 
vybral právČ toto zadání a podaĜilo se mi ho dokonþit. V prĤEČhu psaní jsem se velice dobĜe 
seznámil s rĤznými architekturami mikroĜadiþĤ napĜ. ARM, MCS51… a získal základy 
programování v assembleru, jazyce C a všeobecný pĜehled o možnostech jejich programování 
v jazycích vyšší úrovnČ. Dále jsem mČl možnost být osobnČ pĜi vývoji nČkolika aplikací pro 
mikroĜadiþe, þímž se pro mČ tato rešeršní práce stala do urþité míry také prací praktickou. 
Tato práce mČ také natolik inspirovala, že jsem si v prĤEČhu psaní vymyslel námČt hned na 
QČkolik projektĤ s mikroĜadiþi, které bych chtČl do budoucna uskuteþnit.   
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