In this paper, we prove the conjecture for a > 0 in dimension N = 3, in the case of bounded solutions. Next, for the conjecture in the case a < 0, and for related estimates near isolated singularities and at infinity, we give new proofs -based in particular on doubling-rescaling arguments -and we provide some extensions of these estimates. These proofs are significantly simpler than the previously known ones. Finally, we clarify some of the previous results on a priori estimates for the related Dirichlet problem.
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Introduction
This article is devoted to the study of positive solutions of the following elliptic equation
where p > 1, a ∈ R and Ω is a domain of R N with N 2. (For the case N = 1, see Proposition A.1 and Remark A.2 in Appendix A.) Eq. (1) is traditionally called the Hénon (resp., Hardy, or Lane-Emden) equation for a > 0 (resp., a < 0, a = 0). Throughout this paper, unless otherwise specified, solutions are considered in the class (2) and are assumed to satisfy the equation pointwise, except at x = 0 if a < 0 and 0 ∈ Ω.
Our primary interest is in the Liouville property -i.e. the nonexistence of positive solution in the entire space Ω = R N -and on singularity and decay estimates of solutions. The case a = 0 has been widely studied by many authors. Here, the optimal Liouville-type result has been established by Gidas and Spruck in their celebrated article [15] . Namely, Eq. (1) has no positive solution if and only if
The case a = 0 is less completely understood. Let us first recall that if a −2, then (1) has no positive solution in any domain Ω containing the origin (cf. [15] , [1, Lemma 6 .2] and [13] ). We therefore restrict ourselves to the case a > −2 in the rest of this article. Let us introduce the Hardy-Sobolev
In the case of radial solutions, we have the following complete result (stated in [15] ; see [2] for a detailed proof). The Hardy-Sobolev exponent p S (a) thus plays a critical role in the radial case and this, in addition to the above mentioned result for a = 0, supports the following natural conjecture:
The condition p < p S (a) is the best possible due to Proposition A(ii). However, apart from the radial case, the best available nonexistence result up to now is the following. (ii) The conclusion of part (i) remains true if
Theorem C(i) was proved in [2, Theorem 1.7] . A more general class of elliptic systems was actually treated in [2] and the result was already contained in [3] , although not explicitly stated there. See Remark 1.1(c), (d) for a discussion of earlier results in this direction. As for Theorem C(ii), it can be found in e.g. [18, Example 3.2] (see also Remark A.1 below). The proof, based on the rescaled testfunction method, is relatively easier than that of part (i). We note that condition (4) in Theorem C(ii) becomes better than (3) when a 2.
Theorem C(i) in particular implies Conjecture B for a < 0, since p S (a) < p S in this case. However, the conjecture is still an open problem for a > 0. And indeed, the case a > 0 seems more difficult, since then p S (a) > p S and classical techniques from [15, 4] (Bochner formula combined with delicate nonlinear multiplier arguments) and from [12] (Kelvin transform combined with moving planes) fail for
The first aim of this paper is to give a contribution in this direction. Namely we shall prove Conjecture B for dimension N = 3 and a > 0 in the class of bounded solutions. [23] and further developed by the second author in [26] , which is based on a combination of Pohozaev identity, Sobolev inequality on S N−1 and a measure argument. By using additional interpolation and feedback arguments from [26] , one could extend the result to higher dimensions N 4, but at the expense of the further restriction p < (N − 1)/(N − 3) p S . Therefore, for N 4, these techniques do not seem to lead to any improvement of Theorem C(i).
(b) Theorem 1.1 is still true for polynomially bounded solutions, i.e. if u(x) C |x| q for x large, with some q > 0 (see after the end of the proof). We note that, although it would be desirable to show Theorem 1.1 without any growth restriction on the solutions, Liouville type theorems for bounded solutions are usually sufficient for applications such as a priori estimates and universal bounds, obtained by rescaling arguments (see [16, 20] ). On the other hand, the Liouville property is not true in general if the continuity assumption in (2) (at x = 0) is relaxed. For instance, (1) admits a distributional solution of the form u(x) = C |x| −α ,
) remains true for distributional supersolutions (see [18] and Remark A.1 below). (c) Prior to [2] , Theorem C(i) had been proved in the special case a 2 (with p < p S ) in [15, Theorem 4.1] . The restriction a 2 comes from the assumption that the x-depending coefficient be a C 2 function.
(d) It is claimed in [16] that the Liouville property is true for We now turn to the second topic of this paper, which concerns the closely connected subject of singularity and decay estimates. Namely, we will present a simpler proof, as well as an extension, of results from [15, 4] for p < p S . By the same token, we will obtain a new and much simpler proof of Theorem C(i), hence in particular of Conjecture B for a < 0. Concerning singularity and decay estimates, we have the following: 
(ii) Any nonnegative solution of Eq.
The first part of estimate (6) [3, Corollary 6.4] for the exterior domain case (ii)). In addition, we also estimate the gradient -a feature that will be used for our proof of Theorem C(i).
Our proof of Theorem 1.2 is based on the observation that estimates (6) and (7) for given p, a can be rather easily reduced to the Liouville property for the same p but with a replaced by 0.
1 This reduction relies on two ingredients:
(i) a change of variable, that allows to replace the coefficient |x| a with a smooth function which is bounded and bounded away from 0 in a suitable spatial domain; (ii) a generalization of a doubling-rescaling argument from [20] (see Lemma 2.1 below).
We can then obtain an easy derivation of Theorem C(i) from Theorem 1.2, by combining the Pohozaev identity with the decay estimate (7). We note that the gradient part of estimate (7) is crucial for the proof in order to estimate some of the terms appearing in the Pohozaev identity.
As the third topic of this paper, let us finally consider the associated boundary value problem:
Here we assume that Ω ⊂ R N is a smoothly bounded domain containing the origin (9) and that ϕ ∈ C (∂Ω) is a nonnegative function. It is well known that Liouville-type results enable one to derive a priori bounds for positive solutions of elliptic Dirichlet problems, via the blow-up method of [16] . In the case of (8) (5), positive C 2 solutions of (8) satisfy a uniform a priori bound. However, no such solutions obviously exist when a < 0, so that one probably has to interpret this as a statement about positive solutions in the natural class C
We thus provide the following corrected version of [16, Theorem 4.1] .
where the constant C > 0 depends only on Ω, a, p, M. 
In particular for a 0, it follows that the assumption p < p S (a) in assertion (i) is optimal.
We close this introduction by mentioning other work related to the boundary value problem (8) .
The existence and non-existence of positive solutions of (8), especially for the case ϕ = 0, have been studied (see for instance [14, 19, 22] , and the references therein). More precisely, if a < 0, one obtains the existence of a positive solution in
, by using variational methods and Caffarelli-Kohn-Nirenberg estimates (see [8] ); if p p S (a), one proves non-existence of nontrivial solutions in starshaped domains as a consequence of a generalized Pohozaev-type identity.
If a 0, one obtains the existence of a solution for 1 < p < p S by standard variational argument. On the other hand, if Ω is a ball, W.-M. Ni [19] proved the existence of a radial solution in a larger range, namely for 1 < p < p S (a), by using the Mountain Pass Lemma in a space of radial functions. Recently, the question of multiplicity and qualitative properties of solutions for the Hénon equation, such as the symmetry-breaking, have been widely studied. If Ω is a ball and a > 0, numerical computation (see [11] ) suggested that for some values of the parameter a > 0, the ground state solutions (i.e. solutions with minimal energy) are nonradial. It was then confirmed by Smets, Su and Willem (see [25] ) that, [5] [6] [7] 9, 10, 24] .
The rest of the paper is organized as follows. Section 2 is devoted to the proof of Theorem 1.2 by doubling-rescaling arguments. In Section 3 we provide a simple proof of Theorem C(i), based on the Pohozaev-type identity and on Theorem 1.2. Section 4 is devoted to the more delicate proof of Theorem 1.1. Finally, in Appendix A, we collect the proofs of some results which we use and are more or less known, but whose proofs we prefer to provide, either for completeness, or because we couldn't find a satisfactory proof in the literature. This includes a Pohozaev-type identity and an interpolation lemma. The proof of Theorem 1.3, along the lines of [16] , is also given there. 
. When no confusion is likely, we shall denote u k = u(r, ·) k .
Singularity and decay estimates
In this section, we give a relatively simple proof of Theorem 1.2. We need the following lemma, which is an extension of Theorem 6.1 in [20] . The main difference with that result is that the estimate is uniform with respect with the (Hölder bounded) coefficient c(x).
for some constants C 1 , C 2 > 0. There exists a constant C , depending only on α, C 1 , C 2 , p, N, such that, for any nonnegative classical solution u of
u satisfies u(x)
Proof. Arguing by contradiction, we suppose that there exist sequences c k , u k verifying (10), (11) and points y k , such that the functions
By the doubling lemma in [20, Lemma 5.1], there exists x k such that
We have
Next we let
due to (12) , and we see that v k satisfies
On the other hand, due to (10), we have C 2 c k C 1 and, for each R > 0 and k k 0 (R) large enough,
Therefore, by Ascoli's theorem, there existsc in C (R N ), withc C 2 such that, after extracting a subsequence,c k →c in C loc (R N ). Moreover, (16) and (13) imply that |c k (y) −c k (z)| → 0 as k → ∞, so that the functionc is actually a constant C > 0. Now, for each R > 0 and 1 < q < ∞, by (15) , (14) 
Then U is a solution of
Notice that |y +
which yields the desired conclusion. 
Therefore, the conclusion of Lemma 2.1 fails. In fact, we see that a λ (y) − a λ (0) = C > 0 for |y| = λ −1 ; consequently, the modulus of continuity of a λ near 0 is not uniform w.r.t. λ → ∞, and in particular assumption (10) of Lemma 2.1 is not satisfied.
A simple proof of Theorem C(i)
A basic ingredient to the proof of both Theorems C(i) and 1.1 is the following Pohozaev-type identity. It is more or less known, but we give a proof in Appendix A for completeness, especially since there is a slight technical difficulty when a < 0. 
Proof of Theorem C(i). Let u be a positive solution of (1) and define
By Rellich-Pohozaev identity, we have
where
and
Now, by (7) 
Therefore, u ≡ 0 by (19). 
Functional inequalities and basic estimates

Lemma 4.1 (Sobolev inequalities on S N−1 ). Let N 2, let j 1 be integer and
where C = C ( j, k, N) > 0 and
See e.g. [23] .
Lemma 4.2 (Elliptic L k -estimates on an annulus). Let N 2 and
with C = C (N, k) > 0. 
Lemma 4.3 (An interpolation inequality on an annulus
with C = C (N, p, a) > 0.
We now deduce the following lemma. 
Proof. Estimate (27) is just (24 
Proof of Theorem 1.1
The proof consists of 4 steps. Starting from the Pohozaev inequality, which yields formulas (18)- (21), we shall control the terms G 1 (R), G 2 (R) suitably for appropriate values of R. For sake of clarity, although here N = 3, we shall keep the letter N in the proof. We fix a number ε > 0, which will be ultimately chosen small. In what follows, C denotes any positive constant independent of R (but possibly depending on ε).
Step 1:
Therefore,
(29)
Step 2: Control of the averages. For any R > 1, we claim that 
Estimates (30)- (31) follow from (25)- (26) 
+aε .
Hence (32) holds.
Step 3: Measure argument. For a given K > 0, let us define the sets
By estimate (30), for R > 1, we have
Consequently, |Γ 1 | R/4 for K 4C . Similarly, from estimates (31) and (32), we obtain |Γ 2 |, |Γ 3 | R/4. Therefore, for each R 1, we can assert the existence of
Step 4: Conclusion. If follows from (28)-(29) in Step 1 and (33) in Step 3 that
where a 2 (0) ). Combining (34) and (35), we obtain
By straightforward computation, we see that
Finally we note that the above proof still works if, instead of assuming u bounded, one assumes that u(x) C |x| q for x large, with some q > 0. Indeed, estimate (32) above can be replaced with
and the rest of proof is similar.
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Moreover, u is a distributional solution of (1).
Proof. If a 0, the result is immediate, so we may assume a < 0. Recall that solutions are assumed to belong to the class (2). For 0 < ρ < R such that B R Ω, we have
On the other hand, we have (2), we infer the existence of a sequence ρ i → 0 + such that lim i→∞ ρ i f (ρ i ) = 0. Since N 2, passing to the limit in (A.3) with ρ = ρ i , we obtain (A.1), where the RHS is finite due to a > −2 −N and (2). Since
Let now ϕ ∈ C ∞ 0 (Ω) and denote Ω ε = Ω ∩ {|x| > ε} for ε > 0 small. From (1), using Green's formula, we obtain
We note that, by (A.2),
(A.5)
Passing to the limit in (A.4) with ε = ε i and using (A.5) and the continuity of u at 0, we obtain
so that u is a distributional solution of (1). 2
Proof of Lemma 3.1. Since u is a solution of (1) 
(A.7)
It follows that, for 0 < ε < R,
Letting ε = ε i → 0, where ε i is given by Lemma A.1, we obtain
From (A.6), (A.1) and (A.8) we deduce (17) . 2
Proof of Lemma 4.3. As mentioned before, it suffices to consider the case R = 1, and we can also assume that u is smooth. For r > 0, set A r := {r/4 < |x| < 3r/2} and let ν r and dS r respectively denote the outer unit normal and surface measure on ∂ A r . Next we denote by G r (x; y) the Green kernel of the − in with Dirichlet boundary conditions. By a simple rescaling argument, we see that G r (x; y) = r 2−N G 1 (r −1 x; r −1 y). Also, we shall denote byx,ỹ the variables for 
Integrating over r ∈ (1, 4/3), we obtain 
By Lemma A.1 in Appendix A, we know that u is a distributional solution. We thus have 
We may assume that P k → P ∈ Ω as k → ∞.
Case 1: P ∈ Ω \ {0} or P ∈ ∂Ω. We rescale the solution according to 
Then U k is a solution of
Moreover, it follows from estimate (6) in Theorem 1.2 that the sequence λ
We may thus assume that λ 
