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Abstract
The decision version of the forwarding index problem is, given a connected graphG and an integer , to ﬁnd away of connecting
each ordered pair of vertices by a path so that every vertex is an internal point of at most such paths. The optimization version of
the problem is to ﬁnd the smallest  for which a routing of this kind exists. Such a problem arises in the design of communication
networks and distributed architectures. A model of parallel computation is represented by a network of processors, or machines
processing and forwarding (synchronous) messages to each other, subject to physical constraints bearing on either the number
of messages that can be processed by a single machine or the number of messages that can be sent through a connection. It was
in this context that the problem was ﬁrst introduced by Chung et al. (IEEE Trans. Inform. Theory 33 (1987) 224). The aim of
this paper is to establish upper bounds for the optimal  as a function of the connectivity of the graph.
© 2004 Published by Elsevier B.V.
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1. Introduction
A routing R of a graph G of order n is a set of n(n − 1) elementary paths (referred to as routes) speciﬁed for all ordered
pairs of vertices of G. The load (or charge) of a vertex v for a given a routing R of G, denoted by (G,R, v), is the number of
paths p of R passing through v, such that v is not an end vertex of p. The congestion of an edge e of G, denoted by (G,R, e)
is deﬁned similarly as the number of routes of R that use the edge e. If the graph G is clear from the context, (G,R, v) will
be denoted, for short, by (R, v). The forwarding index of a network (G,R) is deﬁned as: (G,R) = maxv∈V (G)(G,R, v).
These deﬁnitions provide an appropriate theoretical framework to discuss “network problems”. Indeed, each vertex of G can
be thought of as an element processing and sending data or messages through paths of G to all other vertices. The aim in the
design of communication networks is then to minimize (G,R) so as to prevent overloading a vertex. The load of a vertex can
be viewed here as the size of a queue to be minimized. Vertices with a high load are bottlenecks to the system. The objective is
then to minimize, over all possible routings, the maximum load of any vertex. To reﬂect this objective, the forwarding index of
a graph G is deﬁned as:
(G)=minRmaxv(G,R, v).
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Alternatively, one might be interested in minimizing the maximum congestion of an edge in G. The edge-forwarding index of
a graph G is then deﬁned as: (G) = minRmaxe∈E(G)(G,R, e). Which of the two objectives is worth considering depends,
of course, on which of the two resources is critical. On the other hand, it is known that the decision version of the forwarding
index problem is NP-complete [6], which motivates our quest for upper bounds. As for the edge-forwarding index problem, to
the best of our knowledge, its complexity is unknown. However, in view of the similarity of the two problems, we expect both
to have the same complexity.
1.1. General upper bounds
In this section, we review some known upper bounds for the forwarding index and the edge-forwarding index of a graph.
Proposition 1 (Heydemann et al. [3]). Let T be a tree of order n. Then:⌊n
2
⌋ (⌈n
2
⌉
− 1
)
(T )(n− 1)(n− 2), (1)
2(n− 1)(T )n
2
2
. (2)
Moreover, both these bounds are attained either by the “stars” or the paths of order n.
Proposition 2 (Heydemann et al. [3]). For every connected graph G of order n and every routing of shortest paths Rm of G,
(i) (G,Rm)(n− 1)(n− 2);
(ii) (G,Rm)n
2
2 .
Thus, as far as the edge-forwarding index is concerned, the gain over the trivial upper bound n(n − 1) is substantial if the
routes are taken as shortest paths in G. This fact suggests the idea that shortest paths routings may be good at a local level. This
fact will be exploited later.
Proposition 3 (Fernandez de la Vega and Manoussakis [2]). For every vertex- k-connected graph G,
(G)(n− 1)
⌈
n− k
k
⌉
and
(G)n
⌈
n− k
k
⌉
.
1.2. Main results
In this section, some upper bounds on the forwarding indices of a graph are established. These bounds all pertain to the
vertex-connectivity of the graph.
Proposition 3 above, which was the starting point of our work, gives some support to the following conjecture, stated by
Fernandez de la Vega and Manoussakis.
Conjecture (Fernandez de la Vega and Manoussakis [2]). Let G be a vertex- k-connected graph or order n. Then
(G)
⌈
(n− k)(n− k − 1)
k
⌉
.
We recall that, if true, this bound would be the best possible, since it is attained by the complete bipartite graph Kk,n−k . For
k = 2, this conjecture is stated as a theorem in [4]. We are going to prove it (up to a constant additive term) for 3-connected
graphs. For the purpose of the proof, let us ﬁrst introduce some further deﬁnitions and notations. For a given routing R of a graph
G, a path in R is referred to as a route. A route associated to an ordered pair (x, y) is denoted by R(x, y). A routing R is said to
be symmetric if for every ordered pair (x, y), we have R(x, y) = R(y, x). For a given edge e, G/e denotes the graph obtained
from the contraction of e in G.
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Our inductive proof is based on the following characterization theorem due to Tutte and the ensuing lemma.
Characterization Theorem (Tutte [7]). If G is a minimal 3-connected graph of order n, then either G is isomorphic to the
wheelWn, or there exists an edge e of G, not belonging to an induced K3 of G, such that G/e is 3-connected.
In other words, every 3-connected graph G can be constructed from a wheel by repeated application of either of the two
operations:
• unfolding an existing edge in G;
• adding an edge to G.
Thus, wheels serve as building blocks for the construction of 3-connected graphs, and should therefore be dealt with in the ﬁrst
place in any inductive proof on 3-connected graphs. Hence the following Lemma.
Lemma 1. For all n, there exists a symmetric routing R ofWn such that
(Wn,R)=
⌈
(n+ 4)
4
⌉2
.
Proof. Let x0 be the centre of the wheelWn.
Partition the vertices ofWn − x0 into four induced paths of equal length (up a unit) denoted by I–IV, and suppose that, given
a planar representation ofWn, Path II is to the right of Path I and Path III is to the right of Path II, as shown in the ﬁgure below
(where the center of the wheel is omitted). We deﬁne a routing R ofWn as follows:
(1) For all pairs of vertices (x, y) belonging to non-contiguous paths from I, II, II and IV (i.e. (x, y) ∈ I × III ∪ II × IV, set
R(x, y)= xx0y and R(y, x)= yx0x.
(2) For all other pairs of verices (x, y), deﬁne R(x, y) as the shortest path from x to y on the cycleWn − x0, the routing being
symmetric.
Clearly, only the routes of (1) contribute a load on the center, and there are at most 4n4 	2 such routes. So, the load on x0 is
less than or equal to the bound of the lemma.
Let now x be any vertex on the cycleWn − x0, and suppose without loss of generality that x is located in Path II, as shown in
Fig. 1. Suppose there are k vertices of II to the left of x. Then three types of routes pass through vertex x:
(a) routes linking a vertex of I to a vertex of II and vice versa
(b) routes linking a vertex of II to a vertex of III and vice versa
(c) routes linking a vertex of II to a vertex of II.
From among the routes of type (a), only those linking a vertex of I to a vertex located to the right of x on II pass through x,
since our routes are shortest paths on the cycle of the wheel. Therefore, the total load induced on x by the routes of type (a) is
less than or equal to:
2
⌈n
4
⌉ (⌈n
4
⌉
− k
)
.
Similarly, (b) induces a total load less than or equal to:
2k
⌈n
4
⌉
, and (c) contributes a load of up to : 2k
(⌈n
4
⌉
− k
)
units on x.
Summing the loads resulting from (a)–(c), and maximizing over k, we get the bound of the lemma. 
Now we can state our theorem and its proof.
Theorem 1. Let G be a vertex-3-connected graph of order n. Then
(G)2
⌈
(n− 3)(n− 4)
6
⌉
+ 119.
Proof. Throughout the proof, a partial routing is any set of paths associated to a subset of ordered pairs of vertices of a graph.
Thus, any partial routing is a subset of a routing. Let x, y be two distinct vertices ofG. A partial routing R ofG is referred to as an
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x, y_partial routing if, for every vertex v ofG−{x, y}, there is a route in R from v to every other vertex ofG−{x, y}. For such
a partial routing, we denote by Vx(R) the set of vertices that have no route to x in R. Vy(R) is deﬁned similarly. We are going
to prove that for every 3-connected graph G of order n, there exists a symmetric routing R satisfying the bound of the theorem.
The proof is by induction on n. For reasons that will become clear later in this proof, the base of the induction is n= 46. Now,
the property is satisﬁed for any n46. To see this, label the vertices of G: 1, 2, . . . , n and for every in proceed in n steps as
follows:
Step i: Partition the vertices 1, 2, . . . , i − 1 into subsets S1, S2, . . . , S i−13 	 of cardinality 3 each (except possibly for the last
one), and for each such subset Sj consider a system of |Sj | internally vertex-disjoint paths to route vertex i to (and from) every
other vertex of Sj .
Such a system of routes is clearly possible since G is 3-connected. Since each Sj creates at most a load of 2 on a vertex of
G (for the routes to and from i), Step (i) of this procedure contributes a load of at most 2 i−13 	 on a any given vertex y of G.
Summing up over i, we get a total load on a any given vertex y not exceeding
n∑
i=1
⌈
i − 1
3
⌉

n∑
1
i − 1
3
+ f (i − 1),
where f (i)= 0 if i is a multiple of 3 and f (i)= 1 otherwise.
Hence, denoting by un the maximum load of any vertex y of G, we have
un
n(n− 1)
3
+ n− n
3
 (n− 3)(n− 4)
3
+ 119
(the last inequality holds true whenever n46), which settles the base of the induction.
Let now G be a 3-connected graph of order n> 46. As the removal of an edge of G can only increase the forwarding index,
we can suppose, in a worst-case approach, that G is a minimal 3-connected graph. Now, the case when G is a wheel is taken care
of by Lemma 1. Let us then suppose, by virtue of the Characterization Theorem above, that G contains an edge, say e = xy,
not belonging to an induced K3 of G such that G/e remains 3-connected. From the assumption of the induction, we have a
symmetric routing R such that
(G/e)2
⌈
(n− 4)(n− 5)
6
⌉
+ 119.
As every path of G/e is in fact a path of G, R may be viewed as an x, y_partial routing R′ of G. Let us ﬁrst see how many
missing routes there are in R′. More speciﬁcally, let X denote the “supervertex” of G/e obtained from the contraction of e. Let
v be any vertex in G− {x, y}. If vX is an edge in G/e, then either vx or vy is not an edge in G (because edge e does not belong
to an induced K3), and therefore either (v, x) or (v, y) is a missing route in R′. On the other hand, if vX is not an edge in G/e,
then the route (v,X) of R gives rise to a route linking v to either x or y but not both. Thus, every vertex v of G− {x, y} misses
one route to x or y in R′, and therefore |Vx(R′)| + |Vy(R′)| = n− 2. Recall that Vx(R′) is the set of all the missing routes to x.
All that remains to be seen is how to deﬁne those missing routes. Suppose that
|Vx |n− 22 and |Vy |
n− 2
2
.
We are going to extend R′ to a routing of G by exploiting the fact that y cannot be loaded “too much” by the missing routes to
be deﬁned, since it is the endpoint of “many” of them.
Before proceeding further with the proof, let us present some easily derived facts about R′, whereby, using local transforma-
tions, we put our partial routing into a form which is readily amenable to extension.
Assertion 1. There are three neighbors v1, v2, v3 of y and three vertices z1, z2, z3 of V (G)− (N(y)∪ {y}) (where N(y) is the
set of neighbors of y) such that the pairs (v1, z1), (v2, z2), (v3, z3) form a matching in G.
Proof of Assertion 1. Notice ﬁrst that there is no edge linking a vertex from Vy to y (since all the corresponding routes are
missing in our partial routing by deﬁnition of Vy ). As |Vy |(n− 2)/(2)3 for n46, there are at least three vertices t1, t2, t3 in
Vy . As G is 3-connected, there are three internally vertex-disjoint pathsQ1,Q2,Q3 from y to t1, t2, t3, respectively. We deﬁne
zi as the ﬁrst vertex of Qi which is not a neighbor of y and vi as its predecessor in Qi for every i ∈ {1, 2, 3}. It is readily seen
that our zi ’s and vi ’s satisfy the deﬁnition of our assertion. 
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Assertion 2. With x, y, z1, z2, z3 as above, there exists an x, y_partial routing R′′ of G such that:
(i) |Vx(R′′)| + |Vy(R′′)| = n− 4;
(ii) {z1, z2, z3} ⊆ Vy(R′′);
(iii) for every vertex v of V (G)− y, (R′′, v)2 (n−4)(n−5)6 	 + 119;
(iv) (R′′, y)2 (n−4)(n−5)6 	 + 129.
Proof of Assertion 2. Let R′ be the x, y_partial routing of G at hand. Let v1, v2, v3 be as in Assertion 1 and suppose w.l.o.g
that both v1 and v2 are different from x. For i ∈ {1, 2}, Deﬁne R′′(x, vi) and R′′(vi , x) as the paths xyvi and viyx, respectively.
For i ∈ {1, 2, 3}, if zi is not in Vy , the route of (y, zi) is in R′. Then deﬁne R′′(x, zi) as the path xR′(y, zi) and deﬁne R′′(zi , x)
by symmetry as R′(zi, y)x. For all other pairs (u, v), set R′′(u, v) = R′(u, v). Clearly, as compared with R′, the load on any
vertex v ∈ V (G) − y is unchanged (hence (iii)). As two more vertices (v1 and v2) are routed to x, |Vx(R′′)| = |Vx(R′)| − 2
(hence (i)) inducing an additional load of 4 units on y. Moreover, the routes R′′(x, zi) induce 6 more units of load on y. Which
proves (iv) and the assertion. 
Assertion 3. With x, y, z1, z2, z3 as above, there exists an x, y_partial routing R1 of G such that:
(a) |Vx(R1)| + |Vy(R1)| = n− 4;
(b) {z1, z2, z3} ⊆ Vy(R1);
(c) for every vertex v of V (G)− y, (R1, v)2 (n−4)(n−5)6 	 + 119;
(d) (R1, y)2 (n−4)(n−5)6 	 + 133;
(e) |Vx(R1)| is a multiple of 3.
Proof of Assertion 3. Let R′′ be the x, y_partial routing of Assertion 2. If Vx(R′′) is not a multiple of 3, consider r2 vertices
a1, ar of Vx(R′′) (any r of them) where r is the residue modulo 3 of |Vx(R′′)|. As aj ∈ Vx(R′′), the pair (y, aj ) is routed in
R′′. For all j ∈ {1, r}, let us deﬁne the route R1(x, aj ) as the path xR′′(y, aj ), and remove the routes R1(y, aj ) and R1(aj , y)
from our partial routing (that is, we set aj ∈ Vy(R1)). For all other pairs of vertices (u, v), set R1(u, v) = R′′(u, v). Clearly,
|Vx(R1)| is a multiple of 3 and the load of R1 on every vertex ofG− y is unchanged as compared with that of R′′. On the other
hand, y receives an additional load of at most 2r4 units, which proves our assertion.
Now, coming back to the proof of our theorem, we distinguish two cases depending on the value of n.
Case 1. n is not a multiple of 3.
Let then R1 be the x, y_partial routing of Assertion 3. Observe that n− 4 is congruent to 0 or 1 modulo 3, and so is |Vy(R1)|
(recall that |Vx(R1)| + |Vy(R1)| = n − 4). We extend R1 to a routing of G as follows: Partition Vy(R1) (resp. Vx(R1)) into
subsets S1, S2, . . . (resp. T1, T2, . . .) of cardinality 3 each, except possibly for T1, where S1 = {z1, z2, z3}. The routes from y to
S1 are : yv1z1, yv2z2, yv3z3. The routes from S1 to y are deﬁned likewise, by symmetry. Observe that the routes from y to S1
charge no other vertex than v1, v2 or v3.
The cardinality of T1 is either 1 or 3, depending upon the congruence of n−4 modulo 3. Now, for every other subset Sj (resp.
Tk), we take three (internally) vertex-disjoint paths to form our symmetric routes from y to Sj (resp. from x to Tk). However, if
T1 has cardinality 1, (say T1 = {v0}) as is the case when n− 4= 1 modulo 3, we take a shortest path from y to v0 to deﬁne our
route from y to T1. Observe that such a shortest path from v0 to y passes through at most one vertex from S1. This hypothetical
vertex from S1 will be denoted by u.
Let R2 be the routing obtained from this extension of R1 and let us count the charges of R2.
In all, there are |Vx |3 subsets of type Tj and 
Vy
3 	 subsets of type Si . Each of these subsets induces at most two loads on a
given vertex v. Adding the loads induced by R1 proper, we count the total load of R2 on v as follows:
• If v = y:
As no Ti loads y, we have
(G,R2, y)(G,R1, y)+ 2 |Vx |3
Substituting the bound on (G,R1, y) as given by Assertion 3, leads us to
(G,R2, y)2
(n− 4)(n− 5)
6
+ 2 |Vx |
3
+ 133.
As |Vx |n−42 and n47, we see that the load on y is in fact less than 2 (n−3)(n−4)6 	 + 119.
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This, in fact, is the only reason why the base of the induction is 46 and not less: we see, at this stage of the proof, that the
induction step (n − 1) ⇒ ℘(n) holds true only for n47, and, therefore the base of the induction is 46 as mentioned in the
foregoing.
• If v = y and v /∈ {v1, v2, v3}:
As S1 does not charge v, we have:
(G,R2, v)(G,R1, v)+ 2 |Vx |3 + 2
(⌈ |Vy |
3
⌉
− 1
)
Using the upper bound of (G,R1) and the equality |Vx | + |Vy | = n − 4 to carry out the sum of the right-hand side of the
inequality, we get
(G,R2, v)2
(n− 4)(n− 5)
6
+ 119+ 2
(⌈
n− 4
3
⌉
− 1
)
,
which is still less than 2 (n−3)(n−4)6 	 + 119.
• If v ∈ {v1, v2, v3} − {u}:
Recall, from our observations above, that T1 does not charge v. Hence
(G,R2, v)(G,R1, v)+ 2
( |Vx |
3
− 1
)
+ 2
⌈ |Vy |
3
⌉
which yields, just as in the previous case, a lesser charge on v than the bound of the theorem.
• If v = u:
Then all the Sis and Tj s may contribute a load on u. Therefore, we have
(G,R2, u)(G,R1, u)+ 2 |Vx |3 + 2
⌈ |Vy |
3
⌉
Again, combining the bound on R1 and the equality |Vx | + |Vy | = n− 4, we get
(G,R2, u)2
(n− 4)(n− 5)
6
+ 119+ 2
⌈
n− 4
3
⌉
,
which is less than or equal to the bound of the theorem.
In the ﬁnal analysis, we have a routing R2 which not only satisﬁes the bound of the theorem for all vertices v, but guarantees
that one vertex at most can each that bound. This fact is important and will be used in our study of the forthcoming case.
Case 2. n is a multiple of 3.
Then G/e falls in the preceding case. Let then R be a routing of G/e satisfying the bound of the theorem and let u be the
only vertex (if any) whose load by R attains that bound, as shown in the preceding case. Let R1 be the x, y-partial routing of G
associated to R as in Assertion 3. We extend R1 to a routing of G as follows:
Partition Vy(R1) (resp. Vx(R1)) into subsets S1, S2, . . . (resp. T1, T2, . . . ) such that S1 has cardinality 2 and u /∈ S1, all the
other vertices being of cardinality 3 and chosen arbitrarily. (Observe that it is always possible to choose u in the complement of
S1 because Vy contains at least three elements.) For every other subset Sj (with j > 1) and for every Tk , we take three internally
vertex-disjoint paths to form the corresponding routes from y to Sj (resp. x to Tk) and back. Next, if u = y, we choose inG− u
two internally vertex-disjoint paths from y to S1 to form the corresponding routes from y to S1. Otherwise (if u= y), we choose
in G two vertex-disjoint paths to form the corresponding routes from y to S1, which ends the description of our routing. Clearly,
the load induced by this routing on any vertex other than u is not more than:
2
⌊
(n− 4)(n− 5)
6
⌋
+ 119+ 2 |Vx |
3
+ 2
⌈ |Vy |
3
⌉
which does not exceed the bound of the theorem. As for vertex u, its load does not exceed:
2
⌈
(n− 4)(n− 5)
6
⌉
+ 119+ 2 |Vx |
3
+ 2
⌊ |Vy |
3
⌋
which is less than or equal to the bound of the theorem and concludes the proof. 
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In fact, the constant 119 involved in the theorem is only meant to ﬁt the base of the induction n = 46. Our theorem should
best be understood to imply that, if the bound 2 (n−3)(n−4)6 	 held true for the symmetric forwarding indices of all 3-connected
graphs of order less than or equal to 46, then it would hold for all ‘symmetric’ forwarding indices of 3-connected graphs of all
orders. If true, we think that the bound 2 (n−3)(n−4)6 	would be the best possible for the ‘symmetric’ forwarding index, whereas
the bound of Conjecture [2] is best possible for the forwarding index in general.
Now we turn to the other bound of Proposition 3. Based on an earlier remark that routings of shortest paths are “locally” good,
we prove the following theorem:
Theorem 2. Let G be a k-connected graph of order n. Then
(G)n2
(
1
k
− 1
2k2
)
+ n
(
1+ 2
k
)
+ 1
2
.
The proof is based on the following decomposition theorem due to L. Lovàsz.
Decomposition Theorem (Lovàsz [5]). Let G be k-connected graph of order n and S={a1, a2, . . . , ak} be any set of k integers
such that
∑k
i=1ai = n. Let X = {x1, x2, . . . , xk} be any subset of k vertices of G. Then there exists a partition of G into k
connected induced sub-graphs G1,G2, . . . ,Gk such that for every i, Gi has order ai and xi ∈ V (Gi).
Proof of Theorem 2. We know from the decomposition theorem that every k-connected graph G admits a partition into k-
connected induced sub-graphs of order less than or equal to n
k
	 each. LetG1,G2, . . . ,Gk be such a partition and consider the
following routing of G:
(1) For every i, the ordered pairs of vertices of Gi are routed inside Gi by any routing of shortest paths in Gi .
(2) For every i and every vertex x of Gi , partition the set of vertices of G − Gi into subsets S1, S2, . . . of cardinality k each
(except possibly for one of them with a cardinality less than k) and for every subset Sj , consider a system of k vertex-disjoint
paths in G from x to Sj as routes from x to Sj .
This completes the description of our routing.
From Proposition 2, we know that any routing of shortest paths of a graph H induces no more charge on an edge of H than
half the square of the number of vertices of H. Hence, the routes (1) induce no more charge on an edge of G than 12 (nk 	)2. On
the other hand, on any edge of G, the paths of (2) induce no more charge on any edge e of G than
n
⌈ n− n
k
	
k
⌉
which is less than or equal to
n
(
n− n
k
+ 1
k
+ 1
)
.
Hence, the overall charge of an edge of G does not exceed
1
2
(n
k
+ 1
)2 + n
(
n− n
k
+ 1
k
+ 1
)
.
Rearranging the terms of this latter sum, we obtain the bound of the theorem. 
2. Conclusion
This paper is about the forwarding index problem. This graph-theoretic problem arises in connection with interconnection
networks, and is known to be NP-complete. We have been able to improve signiﬁcantly some known upper bounds of the
forwarding indices of a general graph as a function of its connectivity. One of these upper bounds, which settles a conjecture of
Fernandez de laVega andManoussakis for the particular case when the connectivity of the graph is 3, is optimal, up to a constant
additive term. Although our proofs are graph-theoretic and combinatorial in nature, they have a clear algorithmic ﬂavor. This is
especially true for the proof of Theorem 1, which is constructive. However, the proof of Theorem 2 relies on a decomposition
theorem of Lovàsz, which is not constructive.
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