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Abstract
The long-term potentiation (LTP) represents a widely studied form of synaptic plasticity
related to learning and memory processes, which involves a long-lasting strengthening of synaptic
connections through changes of their transmission and cytoarchitecture. The induction of LTP is
classically achieved by tetanic stimulation of presynaptic components but it is also possible to in-
duce chemically a long-term potentiation of the synaptic efficacy, thus enhancing a larger number
of synapses compared to electrical stimulation and facilitating the biochemical and morphological
study. The first part of this thesis is a methodological study of glycine and tetraethylammonium
(TEA) induced chemical LTP (cLTP) in cultured hippocampal cells. Brief glycine (in Mg2+-free)
application activate NMDA receptors, whereas TEA blocks of K+ channels inducing a depolariza-
tion responsible for Ca2+ influx. Both drugs were briefly superfused and mEPSCs were monitored
for all the duration of the experiments ('60 min). This was considered as a necessary step to
detect later the role of the Brain Derived Neurophic Factor (BDNF) in cLTP. Healthy hippocampal
cells were dissected from rats of postnatal day 1-2. After a period of 10-12 days in vitro the
cells reached optimal density, a typical mature pyramidal neuron morphology, and an extended
dendritic arborization which facilitates synaptic contacts. At this stage patch-clamp technique in
the whole-cell configuration was used to study the electrophysiological properties of pyramidal
hippocampal neurons, able to produce spontaneous electrical activity. cLTP was tested recording
miniature excitatory postsynaptic currents (mEPSCs) in voltage-clamp mode focusing on changes
in their amplitude and frequency. A significant decrease in mEPSCs inter-event intervals was
observed after glycine and TEA application, without significant changes in aptitudes. Therefore
20 min after glycine application an increase (' 61.6 %) in mEPSCs frequency was observed. A
similar result was obtained also after TEA application (' 66 %). Following cLTP we observed also
morphological changes such as an increase in density and a remodeling of different classes of
dendritic spines.
The role of BDNF in this cLTP model was assessed testing by ELISA assay the total BDNF expres-
sion on cell lysate and by blocking Tropomyosin Receptor Kinase (Trk) with K252A. A significant
increase in BDNF levels (' 120 %) was observed 50 min after cLTP induction. A switch from cLTP
into cLTD was observed blocking Trk receptors. Moreover, confocal images collected before and
after chemical potentiation in the presence of K252A showed a significant reduction ('10%) in the
average spine density both at the proximal and distal level.
A significant reduction of the p-TrkB/TrkB ratio, after both gly- and TEA-LTP, was observed in distal
dendrites compared to the soma. This therefore suggests a translocation of the activated receptor
from periphery to the soma.
Keywords: Plasticity, BDNF, electrophysiology, dendritic spines
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To my family...
La memoria e` la sconfitta della morte...
Memory is death’s defeat...
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CHAPTER 1
Introduction
Figure 1.1: The Hippocampus & The
Brain. c© 1999 Scientific Learning Cor-
poration.
Memories are the processing result, by the brain, of the
many information coming from the outside world and
thus represent the core of our individuality. These infor-
mation can take many forms, each of us has surely expe-
rienced the memory of a smell, a face, a music or even
something abstract, such as a lived experience but also
the emotions felt during that experience. All this infor-
mation can be recalled individually but may also be asso-
ciated together to form a complex memory.
Not all the information we get in contact every day, of
course, are stored and then can have two fates: they can
be forgotten or, through the learning process, are firstly
captured and then stored, sometimes for a short period of time, sometimes for life. Quoting
Friedrich von Schiller:
“...a smile lasts just for a while, but in memory it can be eternal...”
Memories also have the characteristic of being subjective entities: what each of us remembers
is different from everyone else, even in the case of shared experiences. For these reasons, probably,
of the multiple and complex functions of the human brain the most fascinating and still full
of mystery is actually the memory. Conceptually, memory can be divided in two components:
short-term memory and long-term memory. Short-term memory can recall, actually for short
periods of time, limited amounts of information. It has also been termed “working memory”
since it represents the workspace for the long-term memory. In terms of information the content
of short-term memory may have two fates: it can be immediately forgotten or it can start the
long-term memory and then stored, if the stimulus is repeated several times or is prolonged.
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From an anatomical/functional point of view many areas of the brain contribute to the pro-
cesses of learning and memory, but it has been shown that the hippocampus is the cerebral area
that plays a key role in hosting the mechanisms related to memory. The observations of Scoville
and Milner in 1957 [Scoville and Milner, 1957], showing that bilateral hippocampal removal as
a treatment for epilepsy suffered by patient H.M., resulted in anterograde amnesia explicitly
identified the importance of the role of the hippocampus and temporal lobe structures in memory.
From neural circuits point of view, it is believed that long-term memory is based on the pro-
cess of synaptic transmission strengthening. Starting from this observation it was possible to study
and reproduce this mechanism in vitro: by delivering a stimulus of appropriate intensity and
duration to the hippocampal circuits related to memory, an increase in synaptic transmission, or
potentiation, is obtained and this potentiation has the property to persist even after the removal of
the initiating stimulus.
This form of synaptic plasticity has been called long term potentiation or LTP. By modifying,
in terms of duration and intensity, the stimulation pattern responsible for LTP, it was possible
to discover a second mechanism, the physiological counterpart of LTP, which has been called
long-term depression or LTD, a long-lasting decrease of synaptic transmission following an initial
stimulus.
Whereas LTP and LTD are traditionally induced by specific patterns of electric stimulation [Bliss
and Lømo, 1973], later work has also demonstrated that synaptic plasticity can also be induced
“chemically” by applying several compounds directly on brain slices or cell cultures. Such chem-
ically induced plasticity involves a large proportion of the available synapses and hence provides
an advantageous experimental model for detecting the chemical and/or structural changes
responsible for memory at the synaptic level.
1.1 Hippocampal circuits and memory
Hippocampus is thought to be the place where memories of experienced events are laid down. This
idea was prompted by the discovery that bilateral hippocampal lesions in a human patient severely
impaired memory for events occurring after the time of the lesion [Scoville and Milner, 1957]. The
hippocampus has widespread connections with other brain regions via the adjacent entorhinal
cortex and a nerve bundle called fimbria. A famous trisynaptic excitatory pathway within the hip-
pocampus has been commonly used for experimental studies of synaptic plasticity (Fig. 1.2). Other
6
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excitatory pathways are less well studied and little is known about plasticity in inhibitory circuits.
Figure 1.2: The hippocampus and trisynaptic circuit. A) The anatomical location of hippocampus in
rat brain. B) Simplified diagram describing the neuronal connections within hippocampus (modi-
fied drawing by Ramon y Cajal).
The trisynaptic circuit (Fig. 1.2) begins with the perforant pathway consisting of axons from the
enthorinal cortex contacting granule cells of the dentate gyrus. These cells give rise to axons that
in turn synapse with pyramidal neurons in the CA3 region, also called mossy fibers. Two branches
of axons extends from the CA3 region. A branch leaves the hippocampus via the fimbria and the
other, called Schaffer collateral pathway, form synapses with neurons of the CA1 region. The axons
of this pathway does not come exclusively from neurons of the CA3 region, but it is also constituted
by projections from CA3 neurons coming from the contralateral brain hemisphere. For this reason,
this pathway is also called commissural pathway. Finally, neurons in the CA1 region send their
axons to the entorhinal cortex and also to the subiculum forming, by this way, the main way out of
the hippocampus.
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1.2 Hippocampal cell culture
In culture, hippocampal neurons develop a polarized form, with a single axon and several den-
drites. Experimentally, axon transection of hippocampal neurons early in development can cause
an alteration of polarity: a neuronal process that would have become a dendrite becomes the axon
instead [Dotti and Banker, 1987]. The greater the distance of the transection from the soma, the
greater the probability for the original axon to regrowth. However, it was not the absolute length of
the axonal stump that determined the response to transection, but rather its length relative to the
lengths of processes belonging to other cells [Goslin and Banker, 1989].
It was observed that NMDA and AMPA receptors for glutamate can assemble into “clusters”
in different dendritic regions as a result of different stimuli and temporal sequences. NMDA recep-
tors are able to form clusters even in the absence of presynaptic input and anchoring proteins on
the postsynaptic membrane. The clustering of PSD-95, chapsyn, GKAP, and α-actinin at the level
of the synapse is not a sufficient event to induce clustering of NMDA receptor. Morover, α-actinin
is associated with clusters of NMDA receptor only at the level of dendritic spines [Rao et al., 1998].
The stages observed in the development of excitatory postsynaptic sites in cultured hippocampal
neurons are diagrammed in Fig. 1.3.
It has been suggested that glutamatergic synapses develop through a conversion from “silent
synapses” (containing only NMDA receptor) to “conducting synapses” containing both NMDA and
AMPA receptors [Durand and Konnerth, 1996]. The synaptic NMDA receptor clusters at distal den-
drite shafts do not colocalize with AMPA receptor clusters and may correspond to physiologically
silent synapses, which also were observed on dendrite shafts [Rao et al., 1998]. However, most of
the clusters of NMDA receptors present at dendritic spine level, later in development colocalize
with clusters of AMPA receptors and may therefore represent the fraction of conducting synapses.
It is important to note that the inability to identify a receptor immunocytochemically does not
necessarily mean the absence of functional proteins at these sites.
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Figure 1.3: Summary of the stages of development of excitatory postsynaptic sites on hippocampal
pyramidal neurons. The time line indicates the earliest time in culture at which each event was ob-
served; many of these events occurred over a span of days to weeks. A) NMDA receptors cluster from
the earliest stages in development at nonsynaptic sites in the soma and proximal dendrite shaft; some
clusters colocalize with PSD-95, GKAP, and chapsyn, and some do not. B) PSD-95, GKAP, and chap-
syn form clusters within the first week in culture at dendrite shaft synapses lacking clusters of either
NMDA or AMPA receptors. C) α-Actinin-2 form synaptic clusters in the second week in culture but
only at spine synapses colocalizing with AMPA receptor, but not NMDA receptor clusters. D) During
the second and third week in culture, NMDA receptor clusters are predominantly at fine terminal
branches of the dendritic tree, many of them colocalizing with PSD-95, GKAP, and chapsyn; some of
these were synaptic. E) Finally, only beginning at 3 weeks did NMDA receptor clusters become lo-
calized primarily at dendritic spines throughout the extent of the dendritic arborization, where they
often colocalize with AMPA receptor clusters and always with alpha-actinin-2, PSD-95, GKAP, and
chapsyn. [Rao et al., 1998]
1.2.1 The synapse: a key element of plasticity
The synapse (or synaptic junction) is a highly specialized structure that allows communication be-
tween the neurons themselves or with other cell types (muscle cells, sensory and endocrine glands).
A chemical synapse is composed by three main elements: the presynaptic terminal, or synaptic
bouton, the synaptic cleft (also called inter-synaptic gap of about 20-50 nm in thickness) and the
post-synaptic membrane (Fig. 1.4).
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The presynaptic terminal contains neurotransmitters packed in the synaptic vesicles and includes
the presynaptic membrane that controls the neurotransmitter release into the synaptic cleft. Here
the neurotransmitter contact the postsynaptic membrane where specific receptors or ion channels
are located.
The excess of neurotransmitter released is reabsorbed back into the presynaptic membrane
through re-uptake process, or is degraded by a specific enzyme.
Synaptic transmission begins when a nervous impulse reaches the presynaptic axon, leading to the
depolarization of the presynaptic membrane. The voltage gated Ca2+ channels open leading to
Ca2+ ions flowing into the axon terminal, which initiates a sequence of events that end with neuro-
transmitter vesicle release into the synaptic cleft. Then, the neurotransmitter binds to the receptors
at the postsynaptic membrane. The activation of receptors mediates the specific ion entry into the
postsynapse and generates the response, an excitatory postsynaptic potential (EPSP) or inhibitory
postsynaptic potential (IPSP).
Much of the basic knowledge about synaptic function was obtained from studies on neuromuscu-
lar junction, as well as other easily accessible synapses such as the calyx of Held and the squid giant
synapse. Most central synapses, for example within the hippocampus, operate in a similar manner
except that the amount of released transmitter at each synapse is usually quite small [Allen and
Stevens, 1994].
1.2.2 Glutamate receptors
Glutamate is a transmitter that controls the majority of excitatory neurotransmission in the mam-
malian central nervous system (CNS). It is considered crucial for normal brain function and plays a
key role in the phenomena related to synaptic plasticity. It also has a relevance to clinical neurology
as the increase in its concentration caused, for example, by brain damage is toxic to neurons.
At the hippocampal level, most of the neurons use glutamate as a synaptic transmitter. Glutamate
receptors are grouped into two main families: ionotropic and metabotropic receptors (mGluRs).
The ionotropic receptors have the characteristic to contain in one molecule both the ability to act
as a channel and to bind to the receptor. Once activated, they allow the rapid ions flow across the
neuronal membrane, and are therefore responsible for rapid synaptic transmission.
The metabotropic receptors do not possess the function of ion channel, but nonetheless are able
to activate other channels through one or more metabolic steps triggered by molecules called G-
proteins.
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Figure 1.4: The synapse - a schematic view. A) and B) illustration of the structure of a chemical
synapse in hippocampus. C) Electron micrography of a chemical synapse. Copyright c© 2009 Pearson
Education, Inc.
Both types of glutamate receptor have been reported to take part in synaptic plasticity processes,
either NMDA-dependent plasticity or NMDA-independent plasticity.
1.2.3 Functional properties of AMPA and NMDA receptors
Three types of ionotropic glutamate receptors have been characterized in the postsynaptic mem-
brane, called by their agonists, AMPA, kainate and NMDA receptors [Hollmann and Heinemann,
1994; Seeburg, 1993]. Most of the studies on synaptic transmission are focused on AMPA and
NMDA receptors. These two receptors with different physiological properties, often coexist in the
same synapses in the hippocampus (Fig. 1.5). The AMPA receptor is the most representative and
generates rapid postsynaptic electrical response. The NMDA receptor, normally contributes less to
the response, but rather acts as a release system for synaptic plasticity. Both receptors are perme-
able to Na+ and K+; NMDA receptors are also permeable to Ca2+ ions [Seeburg, 1993].
A weak electrical stimulation of presynaptic axons can promote the release of glutamate from
the presynaptic terminal and glutamate can bind to both AMPA and NMDA receptors. However,
under conditions of resting membrane potential, of about -75 mV, AMPA receptors are mainly in
11
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Figure 1.5: Glutamate receptors. A) Non-NMDA receptors are selectively agonized by AMPA, kainate
and quisqualate. The associated ion channels are more permeable to Na+, K+ and Ca2+ ions. B)
NMDA receptors are structurally complex, with separate binding sites for glutamate, glycine, Mg2+,
Zn2+ and polyamines. NMDA-gated channels are more permeable to Ca2+ than Na+ ions. (from
Kandel et al., 1991).
the open state. The movement of ions through the NMDA receptors is minimal even when the cell
becomes partially depolarized, to about -35 mV. The conductance is low because of the blockade of
the channel by Mg2+ ions. While the Mg2+ ion in the NMDA channel prevents ions from passing,
the AMPA channel permits ion flow and depolarizes the postsynaptic membrane.
But when there is a stimulus with appropriate magnitude or frequency, AMPA receptors are able
to depolarize the postsynaptic membrane beyond-35 mV, Mg2+ ions are expelled to the outside
of the NMDA receptors (Mg2+ block removal) and these are opened in response to glutamate, not
only mediating Na+ but passing a large amount of Ca2+ as well. The increase of post-synaptic in-
tracellular Ca2+ concentration via NMDA receptors has been thought to be the key that triggers
NMDA-dependent synaptic plasticity [Lynch and Larson, 1983; Malenka and Kauer, 1988]. More-
over, there is growing evidence for the existence of presynaptic glutamate receptors. So far, AMPA,
kainate, NMDA and mGluR have all been identified in hippocampus as presynaptic autoreceptors.
Those receptors can modulate the transmitter release in different ways and may also contribute to
lasting forms of synaptic plasticity [Breukel and Besselsen, 1998; Manahan-Vaughan and Herrero,
1999; Suarez and Solis, 2006].
Subunit composition of AMPA and NMDA receptors
AMPA receptors are assembled by 4 types of subunits, GluR1-4 [Boulter and Hollmann, 1990].
Various hetero-oligomeric combinations of these subunits contribute to the distinct properties
of different subtype receptors. GluR1 subunits have been suggested to undergo a redistribution
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during activity-dependent synaptic plasticity [Carroll and Beattie, 1999; Shi, 2001]. The presence
of GluR2 renders the AMPA receptor impermeable to Ca2+ and loss of this subunit leads to a
Ca2+-permeable receptor.
AMPA receptors in the hippocampus are composed mainly by the combination of subunits
GluR1 with GluR2 and GluR3 with GluR2. It has been reported that receptors composed with the
combination of GluR2-GluR3 are constitutively recycled at the synaptic level, while the delivery
of receptor composed by GluR1-GluR2 subunits is a highly regulated process, which in turn
modulates the strength of synaptic transmission [Passafaro and Piech, 2001].
AMPA subunits comprise a critical splicing exon, named flip/flop domain, which regulates the
recovery from and the rate of AMPA receptor desensitization [Johansen and Chaudhary, 1995;
Sommer and Keinanen, 1990]. By alternative splicing of this exon, two types of variant of each
AMPA subunit can be generated, flip and flop variant. Drugs that modulate AMPA receptor kinetics
seem to affect flip and flop type receptors differently.
NMDA receptors consist of NR1, NR2 (AD) and NR3A subunits. Functional NMDA receptors
are the result of a combination of NR1 subunit with at least two NR2 subunits. The NR1 subunits
are ubiquitously present in the brain and represent the channel itself and have also a binding site
for glycine. The NR2 subunit containing the binding site of glutamate, are present only in certain
brain areas, mainly in the cortex, hippocampus, and cerebellar granule cells.
It has been demonstrated that the receptor subunits in this family determine the physiological
function of NMDA receptors [Liu and Zhang, 2000]. In particular, NMDA receptors containing
NR2A and NR2B subunits are the predominant forms in the hippocampus. Moreover, it has been
shown that receptors containing NR2A are located at synapses, whereas those containing NR2B are
usually located extrasynaptically [Massey and Johnson, 2004; Rumbaugh and Vicini, 1999; Stocca
and Vicini, 1998; Tovar and Sprouffske, 2000].
Accordingly, it has been shown that LTP requires NR2A-containing NMDA receptors, while LTD
is dependent on NR2B-containing NMDA receptors [Liu and Wong, 2004; Massey and Johnson,
2004]. The composition of the NMDA receptor changes during development, where NR2B being
gradually replaced by NR2A.
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1.2.4 GABA and glycine receptors
Compared with glutamate, GABA plays an opposite role. It mediates most of the inhibitory neuro-
transmission in the brain. Ionotropic GABA receptors are chloride-selective ion channels and two
types have been identified, GABAa and GABAc. These receptors mediate fast synaptic inhibition
whereas the GABAb type receptor is of a metabotropic type and mediates slow inhibition [Johnston,
1996]. It has also been found that LTP and LTD can occur at GABAergic synapses in certain brain
areas. In addition, GABA receptors, via their effect on membrane potential, play essential roles in
controlling the induction conditions leading to LTP/LTD at glutamatergic synapses [Bernard and
Cossart, 2000; Jerusalinsky and Kornisiuk, 1997; Wigstro¨m and Gustafsson, 1983, 1985].
Glycine is another type of inhibitory neurotransmitter present in the CNS. Like GABA, it also acts
through chloride channels and exerts its inhibition by causing hyperpolarization [Torsney and
MacDermott, 2005]. As mentioned above, glycine also acts on the NMDA receptor, being necessary
as a cofactor for glutamatergic activation. Both GABA and glycine, acting at their “own” receptors,
may also have excitatory action at early developmental stages.
1.3 Long-term synaptic plasticity
1.3.1 Electrically induced LTP
Field potentials are extracellular potentials recorded from groups of nerve cells in response to
synaptic or antidromic stimulation. A field potential is generated by extracellular current flowing
across the tissue resistance between the recording electrode and, in general, the ground electrode
(Fig. 1.6). The main advantage of using field potentials is that an extracellular potential recording
may give an accurate index of synaptic activity with regard to amplitude, time, and polarity.
LTP and LTD are the two most important forms of long-term synaptic plasticity that are be-
lieved to underlie learning and memory. The classical way to induce LTP and LTD is by electrical
stimulation, recording field potentials in brain slices (Fig. 1.7).
LTP was first discovered in 1973 [Bliss and Gardner-Medwin, 1973; Bliss and Lømo, 1973]. A
few seconds of high-frequency electrical stimulation (referred to as a “tetanus” in the following) of
the perforant path in rabbit hippocampus was found to increase synaptic transmission between
the axons of granule cells stimulated and postsynaptic as revealed by an increase in the size of the
field EPSP recorded. This change in synaptic transmission persists for hours, and under certain
conditions, for days and weeks. For this reason, this phenomenon has been called LTP. With the
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Figure 1.6: Field potentials. A) Field potentials generated by dentate granule cells in response to
stimulation of the medial perforant path. Activated synapses are located in the middle third of the
dendritic tree (gray band in B). In this region the field potential (fEPSP) is negative, reversing to a
positive polarity near the cell body layer. The population spike (star) is negative in the cell body layer,
and positive in the dendritic region. (Source: Andersen et al., 1966a). C) The direction of intracellu-
lar, extracellular and transmembrane current flow generated by synaptic activation in an activated
neuron.
Figure 1.7: A typical LTP experiment in a slice obtained from an adult rat. The traces at the top of the
graph show the field excitatory postsynaptic potential (fEPSP) responses extracted from the plot at
the times indicated on the graph (1, 2). These responses are superimposed in the third trace. A single
tetanus (100 Hz, 1 sec, test intensity) was delivered at the time indicated by the arrow. Note that this
induced LTP showed no sign of abatement after >4 hr (modified from [Bortolotto et al., 2011]).
advancement of studies other stimulation protocols useful to evoke LTP were also identified. For
example, the coupling of low frequency presynaptic stimulation with postsynaptic depolarization
is one of effective methods to induce LTP that can last for several hours [Chen and Otmakhov, 1999;
Gustafsson and Wigstro¨m, 1986, 1987; Liao and Hessler, 1995; Wigstro¨m and Gustafsson, 1986]. In
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addition, the time interval elapses between the pre-and post-synaptic stimulus seems to have a
critical role. Intervals longer than about 50 ms are unable to generate a long-lasting LTP [Gustafs-
son and Wigstro¨m, 1986] but only a short-term potentiation (STP) [Colino and Huang, 1992]. Theta
burst stimulation as a method of LTP induction is the one that better resembles the physiological
events underlying the LTP, it in fact takes its name from the theta rhythm observed on electroen-
cephalogram (about 5 Hz) in normal brain. For instance, 10 trains consisting of 4 pulses at 100 Hz,
200 msec interval, effectively induces LTP in CA1 area of hippocampus, a result already shown in
the 1980’s [Larson and Wong, 1986; Staubli and Lynch, 1987]. However, the same stimulation at
higher intensity failed to induce either LTP or LTD; instead it induced depotentiation in a pathway
previously subjected to LTP [Barr and Lambert, 1995].
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Patch-clamp and long-term plasticity
Figure 1.8: Diagram showing the whole-
cell patch clamp technique. The elec-
trode is left in place on the cell, but more
suction is applied to rupture the mem-
brane patch, thus providing access to the
intracellular space of the cell.
The patch-clamp technique allows the study of electrical
properties of a single cell. The technique can be applied
to different cell types, but is particularly useful in the
study of excitable cells such as neurons, cardiomyocytes,
muscle fibers and pancreatic beta cells. The patch-
clamp technique was developed by Erwin Neher and Bert
Sakmann developed at the end of 1970 and early 1980
[Fenwick et al., 1982; Hamill et al., 1981]. This discov-
ery made it possible to record the currents of single ion
channels for the first time, proving their involvement in
fundamental cell processes such as action potential con-
duction. Neher and Sakmann received the Nobel Prize in
Physiology or Medicine in 1991 for this work.
Patch clamp recording is performed with borosilicate mi-
cropipettes with a tip diameter of about 1 micron, large
enough to enclose an area of the membrane or “patch”
that contains one or more ion channels. This differs from
the “sharp microelectrode” technique, which is instead used for conventional intracellular record-
ings, because the pipette tip is sealed on the surface of the cell membrane, instead of being inserted
through. When used with cultures of dissociated cells, the micropipette tip is pre-heated in a mi-
croforge to produce a smoothed surface (Fig. 1.9), an operation that helps to form a high resistance
seal with the cell membrane.
Figure 1.9: Scanning electron microscope image of patch pipette tip. N. Fertig
The interior of the pipette is then filled with a solution of a different composition depending on
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the type of patch mode: for example, the intra-pipette solution will be equal to the ionic compo-
sition of the bath solution in the case of cell-attached recordings or a ionic composition similar to
cytoplasm in the case of whole-cell recordings. A strand of silver chloride is brought into contact
with the intra-pipette solution and conducts electrical current to the amplifier. The micropipette
is then pressed against the cell membrane and suction is then applied to allow the formation of a
high resistance seal between the glass pipette and the cell membrane (a “gigohm seal” or “gigaseal”
since the electrical resistance of that seal is in excess of a gigohm). The high resistance of this seal
makes it possible to electronically isolate the currents measured across the membrane patch with
little noise, as well as providing some mechanical stability to the recording (Fig. 1.10).
Figure 1.10: Illustration of patch-clamp recording: seal formation and whole-cell recording. A) When
the patch pipet is brought into the bath solution, a square pulse of current can be generated in re-
sponse to a 5-mV positive-going rectangular pulse through the Axopatch 200B patch-clamp ampli-
fier in SEAL TEST mode. B) When the pipet touches the cell, a reduction in the size of current pulse
occurs because of increased resistance. C) By a gentle suction, a stable seal formation with resistance
>1 GΩ is obtained. The transient currents reflect the capacitance of the pipette and the solution on
the pipet wall. D) After a suitable adjustment of Pipette Capacitance Compensation as suggested by
the manufacturer of the amplifier, the transient capacitance currents can be canceled. A cell-attached
recording configuration is achieved. E) By a brief and strong suction the membrane can be ruptured
to obtain a whole-cell patch-clamp recording. The increases in transient capacitance currents result
from the capacitance of the cell membrane. F) When the Whole-cell Capacitance switch (supplied
with the amplifier) is turned on, the transient capacitance currents can be minimized by adjusting
the whole-cell Capacitance and Series Resistance simultaneously. [Shieh and Gopalakrishnan, 2003]
Unlike traditional two-electrode voltage clamp recordings, patch-clamp recording uses a single
electrode to record currents. This technique allows to keep the voltage constant while observing
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changes in current. Alternatively, the cell can be current clamped in whole-cell mode, keeping cur-
rent constant while observing changes in membrane voltage.
In some types of electrophysiological experiments you want to measure membrane potential caus-
ing, however, minimal effects on the ionic composition of the cytoplasm; in these cases the sharp
microelectrode technique is preferred. In a similar way to the patch-clamp also in this case the
capillaries are pulled, however the diameter of the tip will be much more narrow to minimize the
ionic exchange between the pipette solution and the cytoplasm. Consequently the resistance of the
pipette will be very high, of the order of 10-100 MΩ.
The advantage of whole-cell patch clamp recording over sharp microelectrode recording is that the
larger opening at the tip of the patch clamp electrode provides lower resistance and thus better
electrical access to the inside of the cell. A disadvantage of this technique is that the volume of the
electrode is larger than the cell, so the soluble contents of the cell’s interior will slowly be replaced
by the contents of the electrode. This is referred to as the electrode “dialyzing” the cell’s contents.
Thus, any properties of the cell that depend on soluble intracellular contents will be altered. The
pipette solution used usually approximates the high-potassium environment of the interior of the
cell.
1.3.2 NMDA-dependent synaptic plasticity
Most of LTP in hippocampal CA1 region and dentate gyrus of hippocampus require the activation
of postsynaptic NMDA receptors since in the presence of AP5, a specific antagonist of NMDA re-
ceptors, both LTP and LTD are prevented. However, there is a substantial difference in the mode
of activation of glutamate receptors. In fact, AMPA receptors are activated by binding of gluta-
mate alone, whereas NMDA receptors requires both a sufficient postsynaptic activity and also the
glycine-binding as a cofactor. In other words, the dependence on glutamate is the one that deter-
mines the specificity of input of the LTP/LTD, while the dependence on the postsynaptic depolar-
ization determines the cooperativity of LTP, namely that an appropriate level of activation of the
neuronal network is necessary. These two concepts explain the properties of induction of LTP to be
associative and to follow Hebb’s rule [Hebb, 1949; Wigstro¨m and Gustafsson, 1986]: “...cells that fire
together wire together...” (Fig. 1.11).
It has been shown that the opening of NMDA receptor channels results in an increase of Ca2+
concentration in the postsynaptic cell. Ca2+ acts as an important second messenger and plays an
essential role in inducing synaptic plasticity [Collingridge and Kehl, 1983; Lynch and Larson, 1983].
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Figure 1.11: Hebb’s rule for strengthening of synapses. A) If cell “A” and cell “B” fire together, the
connection between these two cells will be strengthened. B) Visualizing Hebb’s rule as a “learning
matrix”, in line with the arrangement of axons and dendrites in CA1 area.
A rise in Ca2+ within the dendritic spines can trigger synaptic plasticity in different directions de-
pendent on different induction conditions and experimental manipulations. It is commonly ac-
cepted that a large amount of increase of Ca2+ within a short period causes LTP and a moderate
elevation of Ca2+ with a longer duration leads to LTD. Many studies have provided evidence show-
ing the importance of intracellular Ca2+. For instance, pharmacologically buffering a rise in Ca2+
abolishes both types of plasticity [Bliss and Collingridge, 1993; Malenka and Nicoll, 1993; Mulkey
and Malenka, 1992].
Many protein enzymes have been considered as the targets of increased intracellular Ca2+ and their
activation is believed to trigger LTP/LTD. Among them, calcium/calmodulin-dependent protein ki-
nase II (CaMKII) is well known to mediate LTP [Lisman, 1994; Lisman and Schulman, 2002; Malenka
and Nicoll, 1999], and serine-threonine protein phosphatase is important for LTD. There are also
other enzymes worth mentioning. For example, activation of cAMP-dependent protein kinase
(PKA) [Yasuda and Barth, 2003], protein kinase C (PKC) [Bliss and Collingridge, 1993; Malenka and
Nicoll, 1999] and mitogen-activated protein kinase (MAPK) have been implicated in LTP [Sweatt,
2004]; the dephosphorylation of PKA and PKC substrates is suggested for LTD [Kameyama and Lee,
1998; Lee and Kameyama, 1998; van Dam and Ruiter, 2002]. PKA may be expecially important in
late (>3 h) phases of LTP, and might be a link to activation of protein synthesis via the CREB enzyme
[Abraham and Williams, 2003; Lynch, 2004].
Synthesis of new proteins is considered to be important for the long-term maintenance of LTP as
well as memory processes studied in intact animals. Additionally, an “odd form” of LTP has been
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reported as a presynaptic NMDA-dependent synaptic plasticity [Humeau and Shaban, 2003].
1.3.3 NMDA-independent synaptic plasticity
In addition to studies on NMDA-dependent forms of synaptic plasticity, there are also many works
on the NMDA-independent forms of LTP/LTD. The Ca2+ influx through the opening of VDCCs is
an important step that can induce synaptic plasticity. It was previously shown that HFS is able to
activate VDCCs and as a result leads to an NMDA-independent LTP even in the presence of NMDA
receptor antagonists. This form of LTP is instead prevented by nifedipine, blocker of L-type VDCCs
[Cavus and Teyler, 1996; Grover and Teyler, 1990, 1992, 1994, 1995].
It was also observed that the bioavailability of Ca2+ in the extracellular environment as well as the
release of Ca2+ from intracellular stores are both involved in NMDA-independent LTP [Bortolotto
and Nistico, 2005; Grover and Teyler, 1990]. Mossy fiber LTP that occurs at the synapse formed by
axons of granule cell in dentate gyrus and pyramidal cells in CA3 region has also been found to be
NMDA-independent [Harris and Cotman, 1986]. Different mechanisms have been proposed to ex-
plain this type of LTP. Certain studies suggest that mossy fiber LTP does not need any postsynaptic
activation but is triggered by an activity-dependent increase of Ca2+ in the presynaptic terminal,
and so does not obey Hebb’s rule [Katsuki and Kaneko, 1991; Maccaferri and Toth, 1998; Yeckel and
Kapur, 1999; Zalutsky and Nicoll, 1990].
In other studies it has been reported kainate receptor activation as a requirement for the LTP [Bor-
tolotto and Clarke, 1999; Bortolotto and Nistico, 2005]. Moreover, several forms of chemically in-
duced plasticity do not require the activation of NMDA receptors. For example, bath application of
TEA is able to induce VDCC- and mGluR-dependent LTP [Aniksztejn and Ben-Ari, 1991; Hanse and
Gustafsson, 1994; Huang and Malenka, 1993]. A transient application of a specific mGluR-agonist,
ACPD, in CA1 of rat hippocampus causes a form of LTP that can be prevented by mGluR antagonist
MCPG [Bortolotto and Collingridge, 1993].
Interestingly, while studying the frequency of different patterns of stimulation, Grover and Tyler
noted that at CA3-CA1 synapses, LTP induced by a 200-Hz tetanus was only partially blocked by the
administration of NMDAR antagonists [Grover and Teyler, 1990]. However, at the same synapses,
the LTP induced using a 25-Hz stimulation was completely blocked by NMDAR antagonists. This
study thus allowed to reveal the presence of two components of long-term potentiation at the same
synapses: NMDAR-dependent LTP (NMDAR-LTP) and NMDAR-independent LTP. Furthermore, it
was also observed that the removal of calcium through chelators was able to block both compo-
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nents [Grover and Teyler, 1990]. This finding suggested that Ca2+ influx into the postsynaptic cell
initiates the induction of both forms of LTP. However, the pathways of Ca2+ influx were different:
NMDAR-LTP uses the NMDAR pathway, and NMDAR-independent LTP uses the L-type voltage-
gated calcium channels (L-VGCCs) [Grover and Teyler, 1990], specifically CaV 1.2 L-type Ca2+ chan-
nel [Moosmang and Haider, 2005].
1.3.4 Expression mechanisms
Although the mechanisms of synaptic plasticity have been studied extensively for many years, var-
ious aspects of this process remain still controversial. Among the issues still unresolved, there is
for example the cellular localization of expression of long-term potentiation. However, advances
in the methods of investigation has allowed to study more in detail this aspect of LTP, favoring ei-
ther a presynaptic or postsynaptic origin. The study with the whole-cell technique and quantal
analysis have shown that presynaptic mechanisms predominate LTP. In addition, the development
of advanced imaging techniques and the ability to manipulate the genes of interest has helped
to support the theory of postsynaptic origin of LTP. For example, the combination of whole-cell
recordings from postsynaptic neurons with two-photon imaging of dendritic spines has shed light
on molecular events that occur in the postsynaptic terminals during LTP. In contrast, presynaptic
sites are located further away from the soma and are much more difficult to handle, so data on the
contribution of presynaptic LTP are substantially fewer.
Presynaptic mechanisms
Among the many circuits of synaptic plasticity, the most extensively studied is the Schaffer-
commissural pathway in the CA1 area of the hippocampus. At this level it has been observed that
induction of straightening of synaptic transmission requires activation of NMDA receptors [Bliss
and Collingridge, 1993].
The research on long-term synaptic strengthening has led to a long debate on the origin of potenti-
ation itself. The recurring question is: is LTP a consequence of pre- or postsynaptic changes? Once
that the answer is found we need to investigate to what could be the molecular substrates of these
changes.
Several distinct phases of LTP have been identified. The first stage consists of a strengthening of
synaptic transmission that follows the post-tetanic potentiation (PTP), but returns back to baseline.
This type of short-term potentiation (STP) is generally resistant to inhibitors of protein kinases. The
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second phase of LTP develops gradually in about the same time as for STP and is persistent for sev-
eral hours. This initial phase of LTP, often referred to as early-LTP (E-LTP), is sensitive to several
kinase inhibitors, but is resistant to inhibitors of protein synthesis. The third phase of LTP follows
the E-LTP and is characterized by its sensitivity to inhibitors of protein synthesis. This late phase of
LTP, called late-LTP (L-LTP) is prevented by inhibitors of translation but not transcription.
Two electrophysiological techniques can be used to investigate the contributions of presynaptic
transmission in LTP: quantal analysis and pair-pulse facilitation (PPF).
Quantal analysis was introduced to investigate presynaptic mechanisms in general ([Katz, 1971]).
Initial studies using either minimal stimulation of paired recordings from single CA3 or CA1 neu-
rons reported that the number of failures of the AMPA receptor (AMPAR)-mediated postsynaptic
response significantly decreased after LTP induction [Bekkers and Stevens, 1990; Bolshakov and
Siegelbaum, 1995; Malinow and Tsien, 1990]. According to the assumptions of quantal analysis,
this finding indicates an increase in the probability that a presynaptic action potential elicits the
release of quanta of neurotransmitter.
The PPF is obtained by giving two stimuli, in rapid succession (within 1 s), to the presynaptic ter-
minal. This type of stimulation is able to produce postsynaptic responses of different magnitudes,
where the second response is usually greater than the first. However, although the mechanisms un-
derlying PPF are technically measured at postsynaptic level, it was agreed that these mechanisms
are purely presynaptic [Foster and McNaughton, 1991; Schulz et al., 1994].
Postsynaptic mechanisms
It has already been observed that the number of NMDAR-mediated synaptic failures is lower than
that of AMPA-mediated responses, and that the LTP induction causes a slight decrease in the num-
ber of NMDAR-mediated synaptic failures [Malinow et al., 2000; Nicoll and Malenka, 1999], so the
results obtained through the quantal analysis on increase in the probability that a presynaptic ac-
tion potential triggers the release of quanta of neurotransmitter have been challenged. In addition,
LTP stimulus protocols induced the rapid appearance of synaptic responses that could be blocked
by AMPAR antagonists [Isaac et al., 1995; Liao and Hessler, 1995].
One possible explanation for these observations could come from the assumptions of the so-called
“silent synapse” hypothesis. This hypothesis postulates in fact that a considerable number of sites
of synaptic transmission is devoid of functional AMPA receptors, but contain functional NMDA
receptors. At the resting state, NMDA receptors are normally blocked by Mg2+ ions so that these
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transmission sites that lack the functional AMPA receptors are silent. The induction of LTP, how-
ever, is able to promote the exposure of new AMPA receptors on the membrane, with the conse-
quent effect of a substantial increase in the number of synapses containing AMPA receptors and
reduction in the number of silent synapses [Isaac et al., 1995; Liao and Hessler, 1995]. Based on the
assumption of silent synapses hypothesis LTP is therefore a purely postsynaptic phenomenon.
Also the assumption that the mechanisms of PPF are exclusively presynaptic has also been chal-
lenged.
Experiments with photolysis of caged glutamate have shown that PPF at CA3-CA1 synapses has
a strong postsynaptic component [Bagal et al., 2005] that presumably originates from relieving
the polyamine block of the AMPARs lacking the glutamate receptor GluR2 [Rozov and Burnashev,
1999].
Imaging methods
The advancement of imaging techniques has allowed more direct methods to analyze the func-
tion of individual synapses as well as to identify in detail the pre-and postsynaptic individual func-
tions. The use of fluorescent markers for example, allows to view a single presynaptic terminal or
even a single dendritic spine, and therefore represents a more specific technique than electrophys-
iological approaches. It must be said, however, that imaging of synapses in hippocampal slices
using single-photon microscopy, such as confocal microscopy, is a technique quite challenging.
The healthiest synapses are located at depths greater than 50 µm in the slice, where single-photon
imaging is ineffective. Thus, multi-photon laser scanning microscopy (MPLSM), which allows high-
resolution imaging several hundreds of microns into brain tissue, or stimulated emission depletion
microscopy (STED) which allows a resolution of up to 5.8 nm, has become the imaging methods of
choice [Denk et al., 1990; Rittweger et al., 2009].
1.3.5 Chemically induced LTP
Despite the great contribution that electrically-induced LTP has provided to the study of phenom-
ena related to synaptic plasticity, this method is applicable only to a fraction of the totality of the
available synapses in cultured neurons. For these reasons, other methods have been developed for
the induction of LTP to gain the advantage of involving a greater number of synapses. One of these
methods is precisely the strengthening of synaptic transmission through the use of chemicals that,
thanks to the chemical nature of the stimulus, allows both to activate many more synapses but also
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opens access to biochemical and morphological studies on synaptic plasticity. There have been
many ways to induce chemical plasticity, for instance, iontophoresis, direct delivery by a cannula,
pressure pulse ejection via a micropipette and bath application. Among them bath application has
become the favorable method because it is easy to manipulate and would efficiently affect all the
cells in the slice or culture.
Another technique for inducing long term synaptic straightening is via the delivery of drugs that
lead to an increased production of cAMP [Bolshakov et al., 1997; Brandon et al., 1995]. As a result it
has been observed a direct activation of transcription/translation processes that underlie the con-
solidation phase and long-term maintenance of LTP. In some works it has also been observed that
the increase of intracellular cAMP levels is itself sufficient to induce LTP, even without electrical
stimulation of the presynaptic terminal [Bolshakov et al., 1997] or NMDAR activation [Lu et al.,
1999].
On the other hand however, it was observed that activation of NMDA receptors is in fact neces-
sary. It has been reported that LTP induced by Sp-CAMPS is blocked by a combination of AMPA
and NMDA receptor antagonists [Bozdagi et al., 2000]. Moreover, in another study in which mice
mutant for CREB were used, this mutation was not in itself sufficient to induce L-LTP, but required
a NMDA receptor-dependent process (“synaptic tagging”) to occur [Barco et al., 2002].
Since the postsynaptic Ca2+ entry through NMDA receptors has been considered as the key point
in inducing synaptic plasticity [Collingridge and Herron, 1988; Collingridge and Kehl, 1983; Cum-
mings and Mulkey, 1996; Malenka and Kauer, 1989], the NMDA receptor has received much atten-
tion from neuroscience research. NMDA, as a specific agonist of NMDA receptors, has been widely
used to induce different forms of synaptic plasticity since long [Asztely and Hanse, 1991; Broutman
and Baudry, 2001; Collingridge and Kehl, 1983; Kamal and Ramakers, 1999; Kauer and Malenka,
1988; Lee and Kameyama, 1998; Li and Dozmorov, 2004; Thibault and Joly, 1989; van Dam and
Ruiter, 2002].
In addition to NMDA application, there are many other pharmacological methods to induce chem-
ical synaptic plasticity activating NMDA receptors. It has been reported that applications of the
NMDA receptor coagonist glycine can induce LTP in organotypic hippocampal slices [Musleh et al.,
1997].
This “Chem-LTP” likely involves stimulation of both extrasynaptic and synaptic NMDA receptors.
The influx of Ca2+ produced by the activation of NMDA receptors lead to an increase in intracel-
lular calcium levels, which spreads throughout the neuron and also in dendritic spines. This cal-
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cium wave can activate calcium-dependent kinases (i.e., CamKII and PKC) as well as phosphatases
(i.e., PP2B). The glycine-LTP in cultured hippocampal neurons has been shown to be prevented
by AP5 which also prevents the increase in intracellular calcium levels. Furthermore, the selective
blockade of the NMDA receptor with MK-801 prevents the LTP and further confirms the indis-
pensability of synaptic NMDA receptors. Consistent with these results in dissociated hippocampal
cultures, applications of high concentrations of glycine to organotypic hippocampal slices have
been reported to induce LTP as well as an increase in GluR1 immunoreactivity [Musleh et al., 1997].
This glycine-induced LTP occluded theta burst-induced LTP also, suggesting some commonality
of mechanism. These results strongly suggest that selective activation of synaptically accessible
NMDA receptors may be a critical molecular determinant for the production of NMDA receptor-
dependent hippocampal LTP in both cultures and slices of hippocampus.
In the early 1990’s, a form of cLTP was induced by application of TEA, an unselective K+ channel
blocker, in CA1 region of hippocampal slices [Aniksztejn and Ben-Ari, 1991; Ben-Ari and Represa,
1986]. This form of LTP is believed to be NMDA-independent but requires the activation of L-type
voltage dependent calcium channels (VDCCs) [Aniksztejn and Ben-Ari, 1991; Huang and Malenka,
1993]. However, other studies reported that TEA-induced potentiation involve the activation of
NMDA receptors as well as the activation of VDCCs [Hanse and Gustafsson, 1994; Huber and Mauk,
1995].
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Figure 1.12: cLTP model. A schematic view of the probable cLTP mechanism of action. A) Glycine, a
NMDA receptor coagonist, bind to NMDARs on the postsynaptic cell leading to Ca2+ entry into the
cell. In turn, Ca2+ activate CamKII cascades and lead to the production of unknown retrograde mes-
senger(s) that, acting on the presynaptic terminal, induces the release of neurotransmitter. Presynap-
tic NMDA receptors can also be activated favouring Ca2+ increase and release of neurotransmitter. B)
TEA, an unselective potassium channels blocker, block K+ -channels on the postsynaptic cell leading
to a depolarization both at presynaptic and postsynaptic level. This in turn, activate VDCCs leading
to Ca2+ influx and subsequent activation of PK cascades that at postsynaptic level lead to the pro-
duction of unknown retrograde messenger(s) that, similarly to glycine model, induce the release of
neurotransmitter.
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Dendritic spines
Figure 2.1: Vector reconstruction from
Cajal’s drawing illustrating types of
dendritic spines published in 1933.
Dendritic spines were discovered by Cajal in 1888
[Garcia-Lopez, 2007], who argued that they were essen-
tial structural elements in the nervous system and served
to connect axons and dendrites. After his early studies,
there were no outstanding contributions during the fol-
lowing five decades, until the introduction of electron mi-
croscopy confirmed that spines indeed were postsynap-
tic [Gray, EG, 1959]. Renewed interest in the study of
pyramidal dendritic spines occurred in the early 1970s,
principally as a result of observations indicating that
dendritic spines abnormalities were the most consistent
anatomo-pathological correlates of mental retardation
[Marin-Padilla, M, 1972; Purpura, 1974].
A big interest in dendritic spines’ research has recently
followed the introduction of live imaging techniques to
Neuroscience and, in particular, two-photon microscopy [Denk, 1994]. These studies have demon-
strated that spines compartmentalize Ca2+ [Yuste and Denk, 1995], are constantly moving and
changing shape [Bonhoeffer and Yuste, 2002; Fischer et al., 1998] and that spine formation, plas-
ticity and maintenance depend on synaptic activity and can be modulated by sensory experience
[Bonhoeffer and Yuste, 2001].
It is thought that changes in the morphology of dendritic spines are a form of synaptic plasticity
as result of synaptic activity. During cell culture development, changes in dendritic spine density
and morphology can be easily measured using microscopy techniques. In primary cultures of hip-
pocampal neurons, it was observed an increase in the density of dendritic spines from 1 to 4 weeks
of culture and a concomitant decrease in their length and an increase in spine’s head dimensions
[Papa et al., 1995]. The spine’s head enlargement of some dendritic spines is thought to be the result
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of changes in the actin cytoskeleton, which concomitantly expand the head and restrain the neck.
Despite these recent findings, the function of dendritic spines remains mysterious still today. Be-
cause excitatory inputs may occur at the level of dendritic shaft, spines must serve a specific func-
tion, and could therefore play key roles in mechanisms such as learning processes and reorganiza-
tion of the network connectivity [Shepherd, 1996; Yuste and Majewska, 2001].
The geometrical shape of dendritic spines is incredibly diverse. Even within the same cell, as well
as on the same dendritic tree, no two spines are alike. Also the structural changes of the spines
and variations in their density have a significant impact on several physiological processes, such
as neuronal development but also in pathological conditions such as mental retardation. Since
their discovery, the structure of dendritic spines has aroused considerable interest and has been
widely studied with techniques such as Golgi staining with the light microscopy and, later, with the
electronic microscopy. It is important to stress however that these techniques are, however, capa-
ble of providing only static images of dendritic spines and should therefore not provide a deeper
study of these elements characterized by a considerable motility. Recent advances in technologies
such as two-photon microscopy and the development of labeling techniques with GFP and other
molecular probes allow to investigate dendritic spines in action and allowed to review the dendritic
spines not only as structural elements but also as signaling compartments essential for neuronal
function.
With the progress on dendritic spines research has been just confirmed a clear relationship be-
tween morphology and function. For example, the volume of spines’ head has been seen to be di-
rectly proportional to the size of the postsynaptic density, to the number of postsynaptic receptors,
to the number of presynaptic vesicles anchored and to ready-releasable pool of neurotransmitter
[Harris and Stevens, 1989; Nusser et al., 1998; Schikorski and Stevens, 1999, 2001].
In addition, spines with a longer neck would seem to have slower calcium compartmental-
ization time constants when compared with time constants measured on spines with shorter
necks[Majewska et al., 2000a,b]. Once again, the spines’ morphology reveals as a crucial element of
direct involvement in function giving spines the role of biochemical compartmentalization. Most
studies on dendritic spines of pyramidal cells have been focused on their density and distribution
in specific cortical areas and species [Elston and DeFelipe, 2002]. However, there are not system-
atic studies regarding possible differences in the morphology of dendritic spines between different
species or different cortical areas.
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2.0.6 Dendritic spines classification
Dendritic spines generally consist of a head (up to a micron in length) attached to a dendrite via a
stalk or a neck. Within this general description, however, spines can develop various forms, ranging
from very simple spines with only a neck and a head to spines with highly structured geometry.
Traditionally, and based on ultrastructural analysis of the adult cerebral cortex, spines were divided
into different types such as stubby, thin and mushroom-shaped (Fig. 2.2).
Figure 2.2: The three main spine types. A) Schematic drawing showing a stubby spine (green) with a
head diameter equal to neck length, a thin spine (blue) with a neck length bigger than head diameter
and a mushroom spine (red) with a head diameter bigger than neck diameter. B, C and D) Confocal
microscope images of the three main spine types.
The site of contact between a spine and a presynaptic terminal is marked by the postsynap-
tic density (PSD), an electron dense thickening of the postsynaptic membrane. The PSD contains
the molecular machinery that links synaptic transmission to various signaling cascades and cy-
toskeletal components [Walikonis et al., 2000]. Unlike the dendritic shaft, the spine head is highly
enriched in actin filaments [Fifkova´ and Delay, 1982; Matus et al., 1982], which mediate spine shape
changes and motility [Fischer et al., 1998]. Some dendritic spines also contain smooth endoplasmic
reticulum, an internal store of calcium. Calcium transients can be restricted to single spines, thus
isolating the effect of activation of specific synapses [Sabatini, BL and Maravall, M and Svoboda, K,
2001].
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Dendritic spines formation
The process through which the formation of new dendritic spines occurs is called “spinogene-
sis”. Different models have been proposed to explain this mechanism and the most probable are:
1) a first model in which dendritic spines arise from dendritic filopodia that are predominant in
younger neurons once these filopodia establish synaptic contact [Marrs et al., 2001; Vaughn, 1989;
Ziv and Smith, 1996]; 2) a second model which postulates that dendritic spines arise from synapses
that initially form on the dendritic shaft [Harris, 1999; Miller and Peters, 1981]; 3) third model ar-
gues instead that spines can form without synaptic contact [Sotelo, 1990].
In most cells, dendritic spines are more prominent in older cells while dendritic filopodia are more
prominent on younger dendrites [Dailey and Smith, 1996]. Although dendritic filopodia have been
proposed to be precursors of dendritic spines [Fiala et al., 1998; Harris, 1999; Ziv and Smith, 1996],
direct emergence of new spines (with heads) has been observed [Engert and Bonhoeffer, 1999],
suggesting that spines do not have to transit through a filopodial stage. In addition, on some neu-
rons, dendritic filopodia seen in early stages do not transform into dendritic spines in the adult.
In general it has been observed that the development of dendritic spines occurs simultaneously
to the development of presynaptic elements, suggesting a key role of cell-cell interactions in the
induction of formation of new dendritic spines. The observations of Ziv have shown the ability of
dendritic spines and filopodia to actively contact afferents and subsequently induce the formation
of specialized compartments of the presynaptic membrane[Ziv and Garner, 2004; Ziv and Smith,
1996]; the converse, that ingrowing axons initiate the emergence of dendritic protrusion [Jontes
and Smith, 2000], also likely occur. However it has been observed, even in systems such as the
cerebellar Purkinje cell, in which the development of dendritic spines and axonal growth occur si-
multaneously, the formation of dendritic spines can even occur in the absence of afferents [Sotelo,
1990], suggesting thus the existence of an intrinsic process for the formation of dendritic spines.
Ultimately, both intrinsic and extrinsic factors may cooperate and/or coexist to regulate the forma-
tion of new dendritic spines [Yuste and Bonhoeffer, 2004].
2.0.7 Dendritic spines and Ca2+ dynamics
In many works, due to their highly specialized geometry, has been established the observation that
dendritic spines has a function of bioelectric and biochemical compartmentalization. Dendritic
spines are indeed able to limit the range of action of Ca2+ waves, concentrating them within indi-
vidual synapses [Hayashi, Y and Majewska, AK, 2005; Majewska et al., 2000a]. The Ca2+ ion plays
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a crucial role in synaptic plasticity because its characteristic of being able to act both as electric
charged element and modulator of multiple molecular cascades. Thanks to their morphology, den-
dritic spines are indeed able to convey the events related to synaptic plasticity at the level of single
synapses. However, due to spine’s small size and to the fact that indicators commonly used to
monitor Ca2+ activity can severely alter Ca2+ function, it has been difficult to elucidate the exact
relationship between spine geometry and spine Ca2+ dynamics.
In several works it was observed that during synaptic stimulation, the primary way of entry of cal-
cium is through NMDA channels [Sabatini, BL and Maravall, M and Svoboda, K, 2001; Yuste, R
and Majewska, A and Holthoff, K, 2000]. The stimulation of single dendritic spines by glutamate
uncaging experiments confirmed these observations by showing that currents produced by both
AMPA and NMDA receptors scales linearly with spine head size [Matsuzaki, M and Ellis-Davies,
G and Nemoto, T and Miyashita, Y and Iino, M and Kasai, H, 2001; Noguchi, J and Kasai, H,
2005]. Paradoxically it was observed that, although the NMDA currents increase proportionally
with spines’ volume, the intracellular increase of postsynaptic Ca2+ is however less in larger spines
[Nimchinsky, EA and Yasuda, R and Oertner, TG and Svoboda, K, 2004; Noguchi, J and Kasai, H,
2005].
Figure 2.3: Ca2+ Compartmentalization and dendritic spine geometry during synaptic activity.
Small dendritic spines (left) have relatively larger NMDA currents than AMPA currents, which may
be electrophysiologically recorded as “silent” synapses. Ca2+ efflux from the spine is accomplished
primarily through Ca2+ extrusion pumps (spine head conductance [gS]) located in the spine head.
These spines are predominantly “pumpers” as the spine neck is narrow and precludes Ca2+ diffusion
into the dendrite (spine neck conductance [gN] is low). This results in large, prolonged Ca2+ signals
in the spine and little Ca2+ increase in the dendritic shaft. Large dendritic spines (right), such as
those observed after potentiation, have proportionally larger AMPA currents than NMDA currents.
Ca2+ efflux from the spine head happens through two pathways: Ca2+ extrusion in the spine head
(gS) and, due to the large radius of the spine neck, through Ca2+ diffusion in the dendritic shaft (gN).
In these spines, Ca2+ increases are more moderate and transient, while dendritic Ca2+ concentrations
are observed to change at the spine base [Hayashi, Y and Majewska, AK, 2005].
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It is believed that Ca2+ clearance at the level of dendritic spines and the efflux of this ion are
processes linked to active diffusion of Ca2+ through the dendrite [Majewska et al., 2000a]. The rel-
ative contribution of these two pathways has been controversial. It was observed the presence of
multiple efflux pathways in dendritic spines of CA1 pyramidal neurons, where some spines are able
to empty their Ca2+ content by diffusion through the dendrite (“diffusers”), while others seems to
have stronger extrusion (“pumpers”) [Majewska et al., 2000a]. Using a low-affinity Ca2+ indica-
tors to minimize the impact on intrinsic Ca2+ dynamics, Noguchi et al. (2005) has confirmed that
heterogeneity exists among spines’ outflow pathway (Fig. 2.3). It has been found that pumpers are
mainly in small spines which tend to have small neck conductances, increasing their dependence
on Ca2+ pumps for the clearance of Ca2+ from the spine cytoplasm. Since the clearance is a slow
process, integrated Ca 2+ signals in these spines are large. On the other hand, the conductance of
spines with a wide neck makes them predominantly diffusers. Thanks to the combined action of
diffusion and extrusion processes, amplitudes of Ca2+ transients are lower in these spines, despite
the larger NMDA currents, suggesting that the specific geometry of the spine neck allows spines to
manage electrical and Ca2+ handling properties independently. Although more experiments are
needed to determine the relative contribution of Ca2+ pumps and spine geometry in terms of Ca2+
signaling, these experiments go a long way towards solving the ongoing controversy, showing that
different dendritic spines have different strategies for handling Ca2+ efflux from synapses.
2.0.8 Dendritic spines structural plasticity
If monitored in “live-mode” with time-lapse microscopy experiments, dendritic spines show the
characteristic of being elements in constant motion and rearrangement of their morphology. Is
therefore of great interest to understand in detail how the nature of dendritic spines to be highly dy-
namic is related to synaptic plasticity (Fig. 2.4). Previous studies have shown the formation of new
dendritic spines following local tetanic stimulation. A pioneering study by electron microscopy by
Fifkova and colleagues showed that following the HFS there is a swelling of the head of dendritic
spines and an elongation of the neck [Fifkova and Morales, 1992]. This view was further elaborated
by several recent imaging studies that have confirmed the rapid structural plasticity of dendritic
spines.
The main component of the cytoskeleton within dendritic spines is actin, which exists in two
forms in equilibrium: one form is filamentous (or (F)-actin) and the other is globular (or (G)-actin).
Okamoto et al. (2004) have developed the technique of fluorescence resonance energy transfer
33
Chapter 2. Dendritic spines
Figure 2.4: Rapid and bidirectional structural plasticity of the dendritic spine. A short burst of stim-
ulation, typically inducing LTP, shifts the equilibrium of F-actin/G-actin toward F-actin (right leg).
The increased amount of postsynaptic F-actin enlarges the postsynaptic spine and provides a binding
site for other proteins. For some proteins, this is sufficient as an activity-dependent delivery mech-
anism to the postsynapse. For other proteins, synergistic activation of other mechanisms, such as
phosphorylation or other post-translational modifications, are necessary for postsynaptic delivery.
In contrast, prolonged low-frequency stimulation, typically inducing LTD, shifts the F-actin/G-actin
equilibrium toward G-actin (left leg). This reduces postsynaptic F-actin and, hence, other F-actin
binding proteins, resulting in disassembly of the postsynaptic protein complex and a shrinkage of
the dendritic spine. This will eventually disrupt anchorage of surface glutamate receptors, leading
to loss of synaptic receptors. Other mechanisms, such as dephosphorylation or endocytosis, are likely
involved as well [Hayashi, Y and Majewska, AK, 2005].
(FRET), which allows to view F-actin/G-actin balance and have also shown that local tetanic stim-
ulation lead to a rapid shift of this equilibrium towards F-actin, which results in an expansion of
the head of dendritic spines.
Through time-lapse analysis performed in a more rapid time window it was also possible to identify
the sequence of events that follow tetanic stimulation: (1) in a first step it was observed a shift of
F-actin toward equilibrium, (2) then later actin tends to accumulate in the head of the spine, and
(3) on the final stage the expansion of dendritic spines occurs. This sequence of events indicate
that a shift of actin equilibrium triggers actin accumulation and subsequent expansion of dendritic
spines. Also thanks to the advantages of the FRET technique it was possible to reveal that LTD in-
duction leads to a persistent shift of balance toward the G-actin. This result is consistent with the
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finding of Zhou et al. (2004), showing that cofilin, an actin depolymerization factor, mediates the
decrease in spine size.
2.0.9 Functional significance of spine remodeling
It is still a matter of debate whether the structural plasticity of dendritic spines has actually func-
tional implications on synaptic plasticity. As a spine is potentiated, it is likely to hold stronger
electrical signaling and an increased complement of postsynaptic proteins, including synaptic glu-
tamate receptors [Hayashi et al., 2000]. It has also been shown that actin depolymerization lead
dendritic spines to collapse and to a concomitant reduction of synaptic transmission. Because
in such conditions both LTP and LTD are impaired, is thought that the functional actin balance
has crucial relevance for both types of synaptic plasticity. However, although actin-polymerizing
reagents can enlarge dendritic spines and even deliver some postsynaptic proteins to the spine
head [Okamoto et al., 2004], they cannot alone enhance synaptic transmission. Therefore, actin-
mediated expansion is not sufficient to induce LTP by itself. An increased amount of F-actin and
postsynaptic surface area may provide additional scaffolding capacity at the postsynapse, but in or-
der to potentiate synaptic transmission, other mechanisms, such as persistent activation of kinases
and delivery of receptor molecules, need to work together.
2.1 cLTP and dendritic spines
One of the fundamental mechanisms governing learning processes is the integration of synaptic
inputs at the level of cortical networks. It was observed that this type of synaptic information
processing is based on different mechanisms, such as the long-term potentiation of synaptic
transmission, the production of new dendritic spines or the remodeling of pre-existing spines,
or also the remodeling of synaptic networks themselves [Chklovskii et al., 2004; Cooke and Bliss,
2006; Whitlock et al., 2006; Yuste and Bonhoeffer, 2001].
However remains to be clarified in detail the precise contribution that functional remodeling of
neuronal structures has on neural networks. In vitro experiments have shown that the induction of
LTP has the morphological effect to promote the growth of newly formed dendritic spines [Engert
and Bonhoeffer, 1999; Maletic-Savatic et al., 1999; Nagerl et al., 2004; Toni et al., 1999] which
rapidly mature and reach full functionality (i.e. formation of new synaptic contacts) [Le Be´ and
Markram, 2006] and show all the characteristics of morphologically mature synapses in the course
35
2.1. cLTP and dendritic spines Chapter 2. Dendritic spines
of about 24 hours [Nagerl et al., 2007]. On the other hand, evenin vivo experiments have revealed
that dendritic spines are subject to a continuous turnover (even in basal conditions) and that this
turnover is modulated in intensity as a function of developmental stages [De Paola et al., 2006;
Grutzendler et al., 2002; Holtmaat et al., 2005; Trachtenberg et al., 2002; Zuo et al., 2005].
In other words, even stable synaptic contacts are actually subject to a dynamic process of de novo
removal and formation, finely adjusted by the experience, suggesting that synapses remodeling,
and neural networks remodeling in general, along with other forms of plasticity can contribute to
the processing of information coming from outside world in the context of learning [Chklovskii
et al., 2004; Mel, 2002].
Within minutes to hours, LTP induction also results in the growth of new filopodia and spines
[Engert and Bonhoeffer, 1999; Jourdain et al., 2003; Nagerl et al., 2004], which then eventually
become functional synapses [De Roo et al., 2008; Le Be´ and Markram, 2006; Nagerl et al., 2007;
Toni et al., 1999].
Other authors have also shown that BNDF is involved in the remodeling of dendritic spines.
Actually it has been shown that prolonged BDNF application promotes the formation of new
dendritic spines, having also a selective action by promoting the stubby-type spines in conditions
of both action potential-dependent and independent synaptic transmission. Moreover BDNF
also has effects on the spontaneous miniature synaptic activity, where it seems to have the effect
of defining precisely the dendritic structure of CA1 hippocampal pyramidal neurons [Tyler and
Pozzo-Miller, 2003].
It remains to be defined in detail what are the mechanisms that determine which synapses should
be removed and which should be generated. It should be noted in fact that both the number
and localization of dendritic spines exert a profound influence on the properties of integration of
synaptic responses by a neuron.
36
CHAPTER 3
BDNF
Figure 3.1: Molecular structure of Brain
Derived Neurotrophic Factor (source
The Protein Data Bank).
Neurotrophins are a family of small growth factors that
act primarily, but not exclusively, on nerve cells. In mam-
mals the family consists of four members: NGF (Nerve
Growth Factor), BDNF (Brain-derived neurotrophic fac-
tor), NT-3 (neurotrophin 3) and NT-4/5 (neurotrophin
4/5). NGF was the first growth factor described, iden-
tified in 1951 by Rita Levi Montalcini and Victor Ham-
burger. During neurodevelopment neurotrophins plays
three main roles: firstly they are trophic factors, which
allow target cells survival, a second function is a tropic
action, which determines the nerve fibers growth in the
direction of higher concentration of the growth factor it-
self, and the third role is the differentiation of imma-
ture cells modulating genes expression. In their active
form neurotrophins are small proteins (molecular weight
about 10 KDa), synthesized as inactive precursors or
“pro-neurotrophins”, that are processed later by prote-
olytic cleavage. This process is not perfectly efficient and both pro-NGF and pro-BDNF can be
released into the extracellular space.
Two types of receptors for the neurotrophins has been identified: p75NTR [Reichardt, 2006], which
belongs to the family TNF receptors (tumor necrosis factor) and binds indiscriminately all the neu-
rotrophins with low affinity, and Trk receptors, with tyrosine-kinase activity. The Trk receptors have
a higher affinity for the neurotrophins than p75NTR: Trk-A binds primarily the NGF and NT-3 with
lower affinity; Trk-B binds both BDNF and NT-4/5; TrK-C that specifically binds NT-3.
The mRNA for Trk receptors are processed by alternative splicing, thus there are variations in the
extracellular portion of receptors that lead to a different affinity for the neurotrophins. The binding
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of neurotrophins to Trk receptors induces the formation of dimers or multimers of the same recep-
tors and promotes the tyrosine-kinase activity. The phosphorylation of tyrosine residues in the cy-
toplasmic portion of the receptor, creates binding sites with high affinity for several molecules with
enzymatic activities or adapter proteins, which in turn recruit proteins capable of signal transduc-
tion.
In polarized cells and with complex morphology, such as neurons, the receptors may not be evenly
distributed on the cell surface, and thus the production of second messengers may be localized in
specific cell districts with important consequences on the cellular response.
Neurotrophins activity is not limited to the immature nervous system: in the adult organism, in
fact, they regulate the function of already formed synaptic circuits by modulating the response to
neurotransmitters. From this point of view the most studied is the neurotrophin BDNF, which also
regulates synaptic plasticity [Arancio and Chao, 2007; Lu et al., 2008].
The BDNF gene is composed of eight distinct promoters that initiate transcription of multiple dis-
tinct mRNA transcripts, each of which contains an alternative 5’ exon spliced to a common 3’
coding exon that contains the entire open reading frame for the BDNF protein [Aid et al., 2007].
Through alternative promoters, splicing and polyadenylation sites, at least 18 transcripts can be
produced, but remarkably, each encodes an identical initial BDNF protein product. Although the
significance of this complex transcriptional organization is still unknown, one hypothesis is that
it provides multiple layers of regulation, through alternative promoter usage, differential mRNA
stability, or differential subcellular localization of either BDNF mRNA or protein [Greenberg et al.,
2009].
One recent surprising discovery is that pro-neurotrophins are secreted and have a unique biolog-
ical function through the p75NTR/sortilin receptor complex [Lee et al., 2001; Nykjaer et al., 2004].
BDNF is widely expressed in both the developing and mature brain [Hofer et al., 1990; Maisonpierre
et al., 1990; Phillips et al., 1990]. In addition to its role in promoting the proliferation, differentia-
tion, and survival of neurons [Bothwell, 1995; Davies, 1994], BDNF has been shown to be crucial in
regulating synaptic activity and plasticity through both functional and structural changes in neu-
rons [Arancio and Chao, 2007; Lu et al., 2008].
3.1 BDNF and synaptic transmission
In addition to its trophic effects during brain development, BDNF has been shown to exert acute ef-
fects on synaptic transmission and plasticity [Bramham and Messaoudi, 2005; Lu, 2003; Poo, 2001;
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Figure 3.2: BrainExplorer 3D rendering of BDNF expression levels in mouse hippocampal formation.
A) coronal view, B) sagittal view, C) axial view and D) tilt view respectively. Allen Institute for Brain
Science c© 2012.
Waterhouse and Xu, 2009]. In particular, BDNF increases excitatory synaptic transmission in the
cerebral cortex and hippocampus through pre- and postsynaptic mechanisms [Minichiello, 2009;
Waterhouse and Xu, 2009]. These effects are mediated primarily by TrkB receptor signaling, local-
ized at the level of synaptic terminals and dendritic spines [Aoki et al., 2000; Cabelli et al., 1996;
Drake et al., 1999]. The binding of BDNF to its receptor TrkB results in the initiation of signaling
cascades that include activation of the voltage-gated sodium channels and potassium channels but
also of glutamate and GABA receptors [Blum et al., 2002; Cheng and Yeh, 2003; Kramar et al., 2004;
Levine et al., 1998; Lu, 2003].
Presynaptically, BDNF enhances glutamate release and increases the frequency of mEPSCs in hip-
pocampal neurons [Lessmann and Heumann, 1998; Takei et al., 1998; Waterhouse and Xu, 2009].
On the postsynaptic side, BDNF increases NMDA single-channel open probability [Levine et al.,
1998; Levine and Kolb, 2000] presumably through tyrosine phosphorylation of the NMDA receptor
subunits NR1 and NR2B [Lin et al., 1998; Suen et al., 1997]. In addition, BDNF was recently shown
to regulate the expression of NMDA receptor subunits in hippocampal neurons by transcription-
dependent mechanisms [Caldeira et al., 2007; Carvalho et al., 2008]. Together, these studies high-
light the cooperative actions of BDNF and glutamate in the regulation of excitatory synaptic trans-
mission.
It was also shown that BDNF plays a critical role in modulating activity-dependent synaptic
39
3.1. BDNF and synaptic transmission Chapter 3. BDNF
Figure 3.3: Schematic representation of the mechanisms underlying the effects of BDNF on dendritic
development of cortical neurons. (1-3) Binding of BDNF to its receptor TrkB activates MAPK sig-
nalling pathway, resulting in the increased phosphorylation of the MEK and ERK kinases and the
transcription factor CREB. However, phosphorylation of CREB is not sufficient for the regulation of
dendritic development by BDNF, which also requires the nuclear translocation of the CREB coacti-
vator CRTC1. (4-7) Nuclear translocation of CRTC1 is triggered by activation of NMDA receptors by
glutamate, resulting in stimulation of the Ca2+/calmodulin (CaM)-dependent protein phosphatase
calcineurin. Activation of calcineurin induces the dephosphorylation of CRTC1 and its translocation
from the cytoplasm to the nucleus of cortical neurons. (8) Both the stimulation of CREB phospho-
rylation by BDNF and the induction of CRTC1 nuclear translocation by glutamate are required to
increase cortical dendritic development [Martin and Finsterwald, 2011].
plasticity, since this neurotrophin modulates LTP [Figurov et al., 1996; Korte et al., 1996; Patterson
et al., 1996] and LTD [Huber et al., 1998]. These effects may underlie the proposed role for BDNF
in learning and memory [Bekinschtein et al., 2007].
However, despite these experiments shed light on the fine modulation operated by BDNF, it
remains unclear how effectively the signaling of BDNF exerts its action on plasticity. It was
observed that BDNF-TrkB signaling exert modulatory action on postsynaptic NMDA receptors
within the LTP scenario. In this case the delivery of exogenous BDNF is able to significantly
increase postsynaptic NMDA response [Kolb et al., 2005] and their open probability [Levine et al.,
1998; Levine and Kolb, 2000], while not having an effect on AMPA receptors [Crozier et al., 1999;
Levine et al., 1998]. The underlying signaling mechanism may involve BDNF enhancement of the
phosphorylation of NMDA receptor subunits associated with the postsynaptic density [Lin et al.,
1998; Suen et al., 1997]. These data suggest that NMDA receptors are a primary postsynaptic target
of the BDNF-TrkB receptor signaling cascade.
Looking at the presynaptic effects, it was observed that BDNF is able to increase the release of
glutamate in synaptosomes [Pascual et al., 2001] and the frequency of excitatory postsynaptic
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currents in miniature (mEPSCs) in brain slice preparations and culture [Carmignoto et al., 1997;
Lessmann and Heumann, 1998; Li et al., 1998; Schinder et al., 2000; Tyler and Pozzo-Miller, 2001].
Using electron microscopy techniques has also been possible to identify presynaptic NMDA
receptors localized on glutamatergic terminals in both cortical and hippocampal areas [Aoki et al.,
1997; Corlew et al., 2007; Jourdain et al., 2007]. In the cortex, NMDA receptor antagonists reduce
the mEPSCs frequency, suggesting that presynaptic NMDA receptors regulate the spontaneous
release of glutamate [Berretta and Jones, 1996; Brasier and Feldman, 2008; Jourdain et al., 2007;
Sjo¨stro¨m et al., 2003; Woodhall et al., 2001].
3.1.1 BDNF and LTP
Many studies have allowed to characterize in detail the molecular functions of BDNF, conferring
to this protein a key role in long-term potentiation of glutamatergic synaptic transmission as well
as in the consolidation and maintenance stages of LTP. As a result of its biological action, there is
an increase in the density of dendritic spines and synaptic miniature events that seem to converge
towards the formation of highly specialized dendritic spine morphologies that, as discussed above,
in turn play a crucial role in calcium handling and, more generally, in synaptic plasticity [Tyler and
Pozzo-Miller, 2003].
It has been shown that BDNF is released in an activity-dependent manner from both pre-and post-
synaptic terminals [Hartmann et al., 2001; Kohara et al., 2001; Kojima et al., 2001] and also its recep-
tor (TrkB) has been localized at these sites [Drake et al., 1999]. Other studies have shown an active
role of BDNF in the LTP phenomenon within the hippocampus, both in early and late phases [Fig-
urov et al., 1996; Kang et al., 1997; Korte et al., 1996; Pang et al., 2004; Patterson et al., 1996].
An interesting finding is that BDNF is able to regulate the early and late phases of LTP through dif-
ferential processes. In particular, it would seem that at the early phase of LTP BDNF act through the
presynaptic autocrine release from pre-existing pools and subsequently is able to modify both pre-
and postsynaptic proteins through TrkB receptor signaling [Ga¨rtner et al., 2006; Jovanovic et al.,
2000; Minichiello et al., 1999; Pozzo-Miller et al., 1999; Xu et al., 2000; Zakharenko et al., 2003]. On
the other hand, the induction of late-LTP, however, requires synthesis and release of pro-BDNF,
its subsequent extracellular processing in mature form [Pang et al., 2004], and de novo synthesis
(BNDF-mediated) of proteins [Kang and Schuman, 1996; Schratt et al., 2004; Yin et al., 2002]. In
addition, the tetanic stimulus necessary for LTP induction seems to promote the transcription of
new BDNF [Castre´n et al., 1993; Patterson et al., 1992].
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Further works showed that BDNF transcription should not be considered a static event, but a highly
dynamic process instead. In fact, BDNF transcripts are actively transported from the soma to the
dendritic regions in cultured hippocampal neurons following KCl-induced depolarization [Ton-
giorgi et al., 1997], but also in response to traumatic events such as the epileptogenic stimulation of
rat hippocampus [Chiaruttini et al., 2008; Simonato et al., 2002; Tongiorgi et al., 2004] and both in
the cortex and hippocampus of resting mice [An et al., 2008]. In addition, local translation of BDNF
mRNAs at the peripheral level may contribute to the BDNF pool availability, essential for late-LTP
expression. This hypothesis is indeed confirmed by the observation that the blockade of dendritic
BDNF synthesis prevents synaptic plasticity [Huber et al., 2000; Kang and Schuman, 1996; Martin
et al., 1997; Miller et al., 2002]. In addition, blocking the synthesis of dendritic BNDF prevents sub-
stantially the long-term feature of LTP at the Schaffer collateral-CA1 synapse following theta burst
stimulation [An et al., 2008].
3.2 BDNF and dendritic spines
As has been repeatedly confirmed the existence of an intimate relationship between the biological
action of BDNF and dendritic spines remodeling much of the literature includes works aimed to
understand in more detail the terms of this relationship. Some works with dissociated cells showed
that BDNF is able to directly handle the assembly/disassembly of actin filaments in the filopodia
during development. It is believed that, in this case, BDNF has Rho family GTPases as downstream
effectors, that promote the phosphorylation of actin depolymerization factors (ADFs)/cofilin [Fass
et al., 2004; Gehler et al., 2004]. Other experimental evidences show that BDNF modulates the
growth of neuronal cultures through Rac [Yuan et al., 2003], a protein also belonging to the Rho
family GTPases, that act through PAK and LIM (Lin-11/Isl-1/Mec-3) kinases to control cofilin activ-
ity [Carlisle and Kennedy, 2005].
Furthermore long-term (48-72h) application of BDNF to 11-12 days in vitro hippocampal slice cul-
tures increase the mean frequency of mEPSCs recorded from CA1 pyramidal neurons. In the same
cells imaged after whole-cell recording, BDNF increased the spine density. These results demon-
strate that BDNF both enhances quantal synaptic transmission as well as promotes dendritic spine
formation as well as the proportion of stubby spines [Tyler and Pozzo-Miller, 2003].
In addition to the mature form, BDNF plays key roles on neuronal function also in its immature
form. In particular, pro-BDNF can be secreted [Lee et al., 2001; Woo et al., 2005] although the
amount of secreted pro-BDNF remains controversial [Lee et al., 2001; Matsumoto et al., 2008; Woo
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et al., 2005]. It should be emphasized that most of the dendrites lack of Golgi-like organelles and
is therefore unable to process proteins secreted in their immature form [Horton et al., 2005]. For
this reason a considerable amount of dendritically translated BDNF may actually be secreted in its
pro- form and later processed into mature BDNF by extracellular proteases such as tPA [Pang et al.,
2004]. Since tPA is only secreted from stimulated spines [Lochner et al., 2006], the action of mature
BDNF is probably limited to the stimulated spines by activating TrkB in an autocrine manner.
In addition to the observations on the biological action of BDNF, it is possible that TrkB signaling
is able to promote the local synthesis of proteins that regulate the remodeling of dendritic spines
within the stimulated spine itself. Again these locally synthesized proteins may modulate the dy-
namic of actin equilibrium, as well as AMPA receptors trafficking in dendritic spines, leading ulti-
mately to a remodeling of the spines morphology and contributing to long-term stability of LTP. In
parallel, pro-BDNF diffused nearby could handle the pruning of spines that did not receive stimu-
lation, which also lack of tPA, by high affinity binding tothe sortilin/p75NTR receptor complex [Lee
et al., 2001].
Other features of the signal cascade promoted by BDNF/TrkB are to induce the synthesis of
several regulatory proteins such as Arc, CaMKIIα, Homer2, and LIMK1 [Kang and Schuman, 1996;
Schratt et al., 2004; Yin et al., 2002]. While CaMKIIα is a key regulator of AMPA receptor trafficking
at synapses [Derkach et al., 2007], the other three proteins promote actin polymerization required
for LTP consolidation [Bramham and Wells, 2007] and the maturation of dendritic spines [Meng
et al., 2002; Sala et al., 2001].
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Aims of the study
The present study uses the dissociated hippocampal cell cultures combined with whole-cell
patch-clamp electrophysiological recordings and pharmacological manipulation to investigate
the biological events involved in hippocampal synaptic and structural plasticity, associated to the
BDNF production.
Structural plasticity induced by chemically-induced LTP (cLTP) has been also investigated in
hippocampal cells in culture, in terms of dendritic spines remodeling, focusing on the three main
dendritic spine types: stubby, thin and mushroom. Nowadays it is widely accepted that BDNF
plays a key role in the maintenance phase of electrically induced synaptic plasticity, thus a possible
involvement of BDNF in the cLTP scenario have been investigated.
The general aim of this study was to increase the knowledge about the association between LTP,
believed to be particularly relevant for memory processes, and dendritic spines changes. Em-
phasis was put on the relationship between cLTP, structural plasticity and neurotrophin (BDNF)
involvement.
It is my belief that the electrophysiological techniques combined with confocal imaging and
molecular biology methods, employed in this work, allow a detailed exam of the changes induced
by cLTP, both from the synaptic transmission point of view and in morphological terms. Thanks
to the use of chemicals on cell cultures, which allow to impact a large number of synapses, it
could be possible to combine these approaches which allowed us to assess both the magnitude
and temporal properties of cLTP and its morphological/molecular effects on long-term synaptic
plasticity, but also conversely the role played by BNDF and its receptor in these phenomena.
Specific aims:
1. To investigate the effects of glycine- and TEA-induced LTP on amplitude and frequency of
spontaneous miniature excitatory synaptic currents (mEPSCs), recorded in whole-cell patch-
clamp configuration
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2. To explore the roles of this two different drugs on structural plasticity, particularly in terms of
density and geometry variations of dendritic spines
3. To explore the roles of BDNF in the induction and maintenance of cLTP
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Materials and Methods
5.1 Hippocampal cell culture
The experiments were performed in rat hippocampal neurons in culture [Banker and Cowan, 1977].
Cells were isolated from newborn animals of 1-2 days (P1-P2) of the type Wistar Han strain of albino
rat, following the method of Malgaroli and Tsien [Malgaroli and Tsien, 1992] with slight modifica-
tions (M. Sciancalepore, personal communication). For the purpose was used a stereomicroscope
was used to isolate the hippocampi from cerebral hemispheres and isolate the cells in dissection
medium with the following composition:
Dissection medium
Reagent Quantity (for 500 ml)
Hanks modified solution 4.76 g (Sigma)
NaHCO3 4.17 mM
HEPES 11.87 mM
Glucose 33.3 mM
Pen-Strep 1 units/100 ml (Sigma)
MgSO4·7H2O 1.48 g
Kynurenic Acid 200 µM
In particular, hippocampi were shredded and their fragments moved to a 15 ml tube (Falcon)
where they proceeded to enzymatic digestion, in a sterile environment under a laminar flow hood,
after washing with dissection medium.
Before the enzymatic dissociation 35 mm Petri dishes were prepared by placing 3 coverslips (∅12
mm) for each Petri dish, all treated with a drop of Matrigel (BD Biosciences, USA) removed few
minutes later. The thin film of Matrigel on coverslips acts as an extracellular matrix, promoting
hippocampal isolated cells adhesion. The Petri dishes with coverslips were then transferred in an
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incubator for at least 30 minutes to promote Matrigel polymerization.
After washing with dissection medium, the first step of enzymatic dissection was performed with
digestion medium supplemented with 15.000 units/ml trypsin (Sigma) and deoxyribonuclease
1560 units/ml (Sigma).
Digestion medium
Reagent Quantity (for 100 ml)
NaCl 137 mM
KCl 4.96 mM
Na2HPO4 6.97 mM
HEPES 25.18 mM
NaHCO3 4.17 mM
Kynurenic Acid 200 µM
After an initial manual heating to activate the enzyme cells were maintained five minutes at
room temperature with the tube sloped to improve the surface to volume ratio. The next step was
a wash with dissection medium supplemented with trypsin inhibitor (10.000 units/ml) at 4oC 10
minutes. The trypsin inactivation was followed by a series of washings with dissection medium,
added with DNase 1248 units/ml, a mechanical dissociation with the Gilson pipette until an ho-
mogeneous solution was achieved. Then a known volume was centrifuged (5 min, 500 rpm) at
room temperature.
After removing the supernatant, the pellet containing the cells was added with the incubation
medium with fetal bovine serum (FBS, PAA LaboratoriesGmb) 10%, and plated on coverslips at
a density of 2.2x106 cells/ml and then placed in an incubator at 37oC, 100% humidity , 95% O2, 5%
CO2.
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Incubation medium: DMEM added with
Reagent Quantity (for 200 ml)
L-glutamine 1 units/100 ml
Pen-Strep 1 units/100 ml (Sigma)
Biotin 0.1 mg/L
Vitamin B12 0.1 mg (Sigma)
Glucose 0.36 g
HEPES 0.72 g
Apotransferrin 1 units/100 ml (Sigma)
Insulin 1 units/100 ml (Sigma)
Two days after the plating the incubation medium (with 10%) FBS was replaced with the same
medium but containing 5% FBS adding cytosine arabinoside (Ara-C, 2.5 µM), an antimetabolite
that specifically inhibits the glial cells proliferation. Cultures were thus kept in incubator, chang-
ing the medium every two days. The replacement of the medium was done by removing 1 ml and
adding 1 ml of 5% FBS filtered medium to allow the culture to maintain the trophic factors secreted
during growth and reproduce an environment as similar as possible to the in vivo situation. Hip-
pocampal neurons were then used for experiments in a time window that ranged from 11 to 12 days
in culture.
5.2 Electrophysiology
The experimental set-up for patch-clamp recordings is organized as follows: a) an inverted micro-
scope, b) macromanipulators and micromanipulators, c) an amplifier, d) a holder, e) a headstage,
f) ground, g) an analog-digital converter, h) a Faraday cage, i) an anti-vibration table, l) a suction-
perfusion system.
• inverted microscope (Axiovert 100, Zeiss), with the objectives 10X, 20X and 40X, with mechan-
ical stage with space for 35 mm Petri dishes;
• mechanical macromanipulators and piezoelectric micromanipulators (Physic Instruments,
Germany);
• amplifier (Axopatch 200-B, MDS, USA) able to patch-clamp recordings, with switches for the
correction of transients and electrode resistance compensation;
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• holder (CV203BU, Axon Instruments - MDS, USA);
• headstage (CV203BU, Axon Instruments - MDS, USA);
• analog/digital digital/analog converter (Digidata 1231, Axon Instruments - MDS, USA);
• gravity perfusion system;
• suction system (peristaltic pump);
Single cells with a neuronal shape (large size, triangular shaped soma, single axon, large apical
dendrite, and multiple basal dendrites) were chosen to perform patch clamp experiments.
The following solutions (extracellular and pipette) were used for recordings:
Extracellular solution
Reagent Quantity
NaCl 145 mM
KCl 4 mM
Glucose 10 mM
CaCl2 2 mM
HEPES 10 mM
TEA solution
Reagent Quantity
NaCl 124 mM
KCl 5 mM
MgCl2 1 mM
CaCl2 2 mM
Glucose 10 mM
HEPES 10 mM
TEA 25 mM
Pipette solution
Reagent Quantity
K-Gluconate 135 mM
NaCl 10 mM
HEPES 10 mM
ATP-Mg 2 mM
GTP-Mg 0.3 MM
Depending on the experimental requests, the bath solution (control) was added with Mg2+
to prevent NMDA receptor activation, tetrodotoxin (TTX) in order to block the action-potential-
induced events; strychnine as antagonist of glycine receptor (GlyR), and SR-95531, a GABA receptor
antagonist.
For glycine-LTP experiments the potentiation solution consisted of a Mg2+-free solution added
with glycine 200 µM while, for TEA-LTP experiments, control solution was added with TEA 25 mM.
The patch-clamp recordings were conducted under continuous perfusion and consisted of:
• 10 min. recording in control condition
• 5 min. application of one of the two potentiating solutions
• 45 to 50 min. recording in control condition
Unfortunately, patch-clamp technique does not allow long recordings; experiments performed
for more than one hour are also sensitive to unwanted side-effects such as cytoplasm dialysis and
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membrane degradation that can alter measurements of cells electrical properties. For these rea-
sons our data refer to the potentiation of synaptic signals in a period of time of about 45-50 minutes
after the application of potentiation media.
5.3 Confocal microscopy
Confocal microscopy is an optical imaging technique used to increase optical resolution and con-
trast of a micrograph by using point illumination and a spatial pinhole to eliminate out-of-focus
light in specimens that are thicker than the focal plane [Pawley, 2006]. It also enables the recon-
struction of three-dimensional structures from the obtained images.
In a conventional (i.e., wide-field) fluorescence microscope, the entire specimen is flooded evenly
in light from a light source. All parts of the specimen in the optical path are excited at the same time
and the resulting fluorescence is detected by the microscope’s photodetector or camera including a
large unfocused background part. In contrast, a confocal microscope uses point illumination and a
pinhole in an optically conjugate plane in front of the detector to eliminate out-of-focus signal - the
name “confocal” stems from this configuration. As only light produced by fluorescence very close
to the focal plane can be detected, the image’s optical resolution, particularly in the sample depth
direction, is much better than that of wide-field microscopes. However, as much of the light from
sample fluorescence is blocked at the pinhole, this increased resolution is at the cost of decreased
signal intensity - so long exposures are often required.
5.3.1 DiO Labeling
After the cLTP induction, monitored via electrophysiological recordings, cells were transferred to
petri dishes and incubated for 30 min with the lipophilic carbocyanine dye DiO. After the incu-
bation the coverslips were washed from the excess of dye and then cells were fixed and stored at
-4◦C. The following day cells were ready for image acquisition; labeled neurons were identified and
imaged using a Nikon C1Si confocal microscope. Light was delivered to the sample with an 80/20
reflector and a 60XPlan Apo oil objective was used. The system was operated with a pinhole size of
one Airy disk. Electronic zoom was kept at minimum values for measurements to reduce potential
bleaching. The 488 nm laser line was used to visualize the cells stained with the DiO fluorophore.
In order to investigate spine remodeling possibly induced by cLTP a series of optical images at 0.15
µm increments along the “z” axis of the cells was acquired from proximal dendrites (in the range of
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35 µm from the soma) and distal dendrites (in the range of'70 µm from the soma).
All the images we collected had a horizontal width of 35 µm. We then focused on the analysis of
possible changes induced by cLTP in terms of density and length on the three main classes of den-
dritic spines: stubby, thin and mushroom. Images were processed for analysis by using ImageJ
(NIH, Bethesda,USA).
The DiO labeling suffers from some technical drawbacks including:
• cell-shock due to the insertion of the dye in the lipid bilayer
• diffuse fluorescence background due to the delivery method (extracellular medium)
Based on these observations, we chose GFP as dye for a more accurate study of the dendritic
spines.
5.3.2 GFP labeling
After 11-12 days in vitro, cells were transfected with lipofectamine (Lipofectamine 2000, Invitrogen)
carrying the gene for green fluorescent protein (GFP). One day after transfection, coverslips were
then transferred to petri dishes for the cLTP induction protocol described above. After one hour
wash out cells were fixed and stored at 4oC and the following day were then ready for image acqui-
sition. Labeled neurons were identified and imaged using a Nikon C1Si confocal microscope. Light
was delivered to the sample with an 80/20 reflector and a 60XPlan Apo oil objective was used. The
system was operated with a pinhole size of one Airy disk. Electronic zoom was kept at minimum
values for measurements to reduce potential bleaching. The 488 nm laser line was used to visualize
the cells stained with the GFP. In order to investigate spine remodeling, possibly induced by cLTP,
a series of optical images at 0.15 µm increments along the “z” axis of the cells was acquired from
proximal dendrites (in the range of 35 µm from the soma) and distal dendrites (in the range of'70
µm from the soma). All the images we collected had a horizontal width of 35 µm. We then focused
on the analysis of possible changes induced by cLTP in terms of density and length on the three
main classes of dendritic spines: stubby, thin and mushroom. Images were processed for analysis
by using ImageJ (NIH, Bethesda,USA).
5.4 Immunocytochemistry
In a set of experiments, after inducing cLTP, neurons were stained with anti-MAP-2 and anti-BDNF
simultaneously and fluorescent-labeled with secondary antibodies, respectively, fluorescein and
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rhodamine. Images were acquired by confocal microscopy, using the wavelengths of each of the
two fluorophores used (494 nm and 510 nm respectively). MAP-2 is a neuronal structural protein
and the fluorescence produced by its marking has two main functions: 1) allows us to identify
the soma and dendrites and 2) the ratio between the fluorescence produced from anti-BDNF and
by anti-MAP2 allows us to assess possible changes in subcellular BDNF expression levels in the
two (proximal and distal) districts of interest. The image analysis revealed a significant increase in
BDNF levels, only at the somatic district, due to the glycine- and TEA-induced potentiation of the
synaptic transmission.
5.5 ELISA Assay
Enzyme-linked immunoabsorbent assay (ELISA), also known as enzyme immunoassay (EIA), is a
biochemical technique used mainly in immunology to detect the presence of an antibody or an
antigen in a sample. In simple terms, in ELISA, an unknown amount of antigen is fixed to a sur-
face, and then a specific antibody is applied over the surface so that it can bind to the antigen. This
antibody is linked to an enzyme, and in the final step a substance is added so that the enzyme can
convert to some detectable signal, most commonly a color change in a chemical substrate.
To assess any possible change in the expression of BDNF protein levels, we performed ELISA tests
using the BDNF Emax Immunoassay Kit (Promega, Madison, WI), following the manufacturer’s
instructions. 8-well immunostrips were coated with 50 µl/well monoclonal anti-mouse-BDNF an-
tibody and incubated overnight at 4oC. Cells were maintained 10 minutes in control solution, 5
minutes in potentiation medium and fifty minutes in the washout solution. After these steps the
plates were then washed 3 times with wash buffer and the samples incubated in the coated wells
(100 µl each) for 2 h at room temperature with shaking. After additional washes, the antigen was in-
cubated with an anti-human BDNF antibody for 2 h at room temperature with shaking. The plates
were washed again with wash buffer and then incubated with an anti-IgY HRP for 1 h at room tem-
perature. After another wash the plates were incubated with a TMB substrate solution for 15 min
and nitric acid 1 M (100 µl/well) was added to the wells. The colorimetric reaction product was
measured at 450 nm using a microplate reader. BDNF concentrations were determined from the
regression line for the BDNF standard (ranging from 0 to 500 pg/ml-purified mouse BDNF) incu-
bated under similar conditions in each assay.
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5.6 K252A treatment
In order to delineate in detail the role of BDNF within the cLTP scenario we performed patch-clamp
experiments in whole-cell configuration in the presence of the TrkB receptor blocker K252A (Sigma-
Aldrich).
For this purpose cells were pre-incubated 30 min in the presence of K252A (4 µM) delivered in the
culture medium. Following this treatment electrophysiological recordings were performed in the
constant presence of K252A.
Similar treatment was carried out on hippocampal neurons stained with GFP to assess possible
effects of the K252A on dendritic spines.
5.7 Anti-TrkB immunolabeling
Cells were processed to simultaneously detect BDNF, MAP2, TrkB, phospho-TrkB (p-TrkB) recep-
tors. To this aim hippocampal neurons were incubated overnight with the (mouse) antibody
against BDNF (1:100, Sigma-Aldrich), (rabbit) MAP2 (1:100, Santa Cruz Biotechnology, Inc.), (rab-
bit) TrkB (1:100, Santa Cruz Biotechnology, Inc.), (rabbit) p-TrkB (1:100, Moses Chao gift) in 1%
BSA.
The appropriate secondary antibodies conjugated respectively with (Invitrogen) Alexa-fluor 488
(aBDNF and aMAP2), Alexa-fluor 647 (aTrkB) and Alexa-fluor 568 (ap-TrkB) were then added and
incubated for 2h.
Labeled neurons were identified and imaged using a Nikon C1Si confocal microscope. Light was
delivered to the sample with an 80/20 reflector and a 60XPlan Apo oil objective was used. Elec-
tronic zoom was kept at minimum values for measurements to reduce potential bleaching. A series
of optical images at 0.15 µm increments along the “z” axis of the cells was acquired from proximal
dendrites (in the range of 35 µm from the soma) and distal dendrites (in the range of'70 µm from
the soma) in “line λ mode”. All the images we collected had a horizontal width of 35 µm. Images
were processed for analysis by using ImageJ (NIH, Bethesda,USA).
5.8 Statistical analysis
All data were expressed as mean ± standard error of the mean (SEM), where “n” indicates the
number of investigated cells in electrophysiology or the number of experiments in molecular bi-
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ology/immunocytochemistry, unless otherwise specified. Statistical analysis was performed using
the Student’s t-test or the ANOVA test, when appropriate for parametric or non-parametric data
respectively, to examine the statistical significance of the differences between groups of data. A p
value≤ 0.05 was accepted as indicative of statistically significant difference.
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Results
All the experiments were carried out on cultured hippocampal neurons at 11-12 DIV. The cells
showed a morphological development paired with the progression of the DIV. In particular an in-
crease in the somata size and the simultaneous appearance of dendritic arborizations was easily
visible even with light microscope (Fig. 6.1). Since hippocampal cultures consisted of different
neuronal types, neuronal shape also assumed different and well defined geometrical characteris-
tics, thus making pyramidal neurons, having a triangular shape with an apical dendrite, easily dis-
tinguishable from (i.e.) bipolar neurons, having rounded somata and two emerging dendrites, and
glial multiradiated cells. An example of the multiple cellular composition of our neuronal cultures
is shown in Fig. 6.2. Furthermore, in parallel with morphological development it has been possi-
ble, hand in hand, to measure membrane electrical properties and spontaneous electrical activity
in single neurons.
Figure 6.1: Cultured hippocampal neurons at different DIV. Representative images obtained by light
miscrocopy, it could be appreciated the progressive morphological development of neurons in culture.
Neuron plasma membrane behaves as a capacitor. The passive electrical property derives from
the fact that lipid double layer is very thin in thickness and therefore an accumulation of charged
particles on one side of the bilayer gives rise to an electrical force that pulls oppositely-charged par-
ticles to the other side. Since capacity depends on the surface dimensions of the capacitor plates,
membrane capacity increases with the surface extension of the plasma membrane, therefore neu-
rons with a large size will have a membrane capacity greater than small-sized neurons. Using the
patch-clamp technique in whole-cell recording configuration, changes in membrane capacitance
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Figure 6.2: Cultured hippocampal neurons at 12 DIV. Representative confocal microscope image
showing multiple cell types present in our cultures, stained with GFP. A) The whole field show a pyra-
midal neuron (red arrow), a bipolar neuron (blue arrow) and a multi radiated cell (green arrow).
Insets shows higher magnification of B) a pyramidal neuron, C) a bipolar neuron and D) a multi
radiated cell respectively.
Table 6.1: Average membrane electrical properties during different DIV.
DIV Rest. Pot. (mV) Membr. Capac. (pF)
3 (n=6) -63.4± 2.68 15.7± 1.09
6 (n=4) -50.7± 1.49 33.8± 3.81
9 (n=6) -60.0± 2.40 70.1± 4.42
12 (n=4) -58.5± 1.50 73.6± 4.38
and resting potential due to the advancement of the days in culture could be monitored over time,
these membrane electrical properties are indeed an indication of the degree of cell maturation
(Tab. 6.1).
In addition to maturate this passive electrical properties, cultured hippocampal neurons, later
on development, also underwent a rather rapid development of functional connectivity. Few days
after been plated on a dish, most of the neurons shows a pattern of spontaneous activity typical
of mature cells (Fig. 6.3). It should be noted that the early stages in culture are critical for the
formation of synaptic connections and consequently for the development of a network electrical
activity; the synaptic transmission of these cells undergoes considerable changes during the first
two weeks of culture (Fig. 6.3), resulting rather heterogeneous in terms of magnitudes, coherence,
rate and time course of individual network bursts.
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Figure 6.3: Spontaneous activity of cultured hippocampal neurons at different DIV. Representa-
tive traces showing spontaneous electrical activity recorded on single hippocampal neurons through
whole-cell patch-clamp in voltage-clamp mode in different progressive days in vitro. Holding mem-
brane potential = -60 mV. Note that with the progression of cell maturation and network connectivity,
it can be observed a gradual increase of synaptic transmission and the appearance of bursts (see 12
DIV).
Miniature postsynaptic excitatory currents have been recorded, resulting from the quantal
release of neurotransmitters by the presynaptic terminal, measurable on postsynaptic cells in
voltage-clamp conditions. Since spontaneous electrical activity is a combination of different ex-
citatory and inhibitory synaptic inputs, in order to study mEPSCs and then to monitor selectively
the glutamatergic synaptic activity, we treated hippocampal cultured cells with different blockers of
non-glutamatergic transmission. In particular we used gabazine (SR-95531), an allosteric inhibitor
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of GABAA receptors that prevents channel opening. The net effect of gabazine was to reduce GABA-
mediated synaptic activity by inhibiting chloride flux across the cell membrane.
We also used tetrodotoxin (TTX) to block voltage-gated fast sodium channels, essentially prevent-
ing any affected cells from firing.
We initially recorded mEPSCs at 7, 9, 12 and 13 DIV in order to identify a time window in which
there was adequate and sufficient cell maturation and synaptic connectivity. The optimal condi-
tion for our study was 11-12 DIV, actually the traces obtained in this time window showed a sus-
tained spontaneous activity characterized also by the presence of bursts, suggesting a good degree
of cell maturation and neuronal connectivity (Fig. 6.3).
Representative amplitude and inter-event interval (IEI) distribution of mEPSCs at 12 DIV are shown
in Fig. 6.4. The mean amplitude of mEPSC, measured at the peak of the Gaussian was 25 ± 0.5 pA
(n = 10) and the mean IEI, following an exponential distribution typical of a random phenomenon,
was 763.4 ± 53 ms (n = 10), therefore a mean frequency of 1.31 ± 0.2 Hz. Variations in terms of
frequency of mEPSC are an index of presynaptic potentiation of synaptic transmission [Malgaroli
and Tsien, 1992].
Figure 6.4: Amplitude and frequency of mEPSCs. A) Representative histograms of amplitude and (B)
inter-event intervals of mEPSCs, measured in control conditions. While amplitude could be fitted by
a Gaussian (A in blue) with a left skewness, inter-event intervals distribution is exponential.
6.1 Glycine- and TEA-induced LTP
For the electrophysiological study of cLTP we chose single neurons with typical morphology of
pyramidal neurons (triangular shaped somata with an easily distinguishable apical dendrite (Fig.
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6.5).
Figure 6.5: Cultured hippocampal neurons at DIV12. Representative image obtained by light mi-
croscopy showing cultured hippocampal neurons at DIV 12. It could be appreciated the well defined
morphology of pyramidal neurons with a triangular shape and a easily visible apical dendrite.
On these cells, we conducted voltage-clamp recordings in whole-cell configuration. In order to
study glycine-induced LTP, mEPSCs were firstly recorded at holding potential of -60 mV, in control
conditions for 10 minutes. Brief bath application of glycine (200 µM for 5 min in Mg2+-free bath
solution) resulted in an increase of mEPSCs frequency (n = 10 Fig. 6.6). In particular in control
condition, in ten cells, followed for at least 1 hour of recording, the mean mEPSC frequency was 1.4
± 0.6 Hz, significantly increased to 1.93± 0.81 Hz 20 min (p=0.004) and to 2.1± 0.9 Hz 40 min after
glycine (p=0.044) respectively, without significant changes on the miniature current amplitudes.
Mean mEPSC amplitude was 31.0± 5.00 pA in control, 30.9± 5.32 pA 20 min and 32.0± 8.00 pA 40
min after glycine.
Figure 6.6: Glycine-induced LTP. Representative traces showing mEPSCs (downward deflections)
recorded in control conditions and 20’ after glycine delivery. Holding potential = -60 mV.
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Cumulative distribution of mEPSC amplitude and inter-event intervals were contructed from
the same cells from which long-lasting cLTP experiments were performed, using glycine (Fig. 6.7).
Comparing to the classical histograms, such representation is insensitive to the possible binning
size. The cumulative amplitude distribution (Fig. 6.7) of controls overlapped with those obtained
20 min after potentiation, whereas a clear decrease of mEPSC interevent intervals was significantly
observed 20 min after drug application. Kolmogorov-Smirnov test have been performed to validate
differences between the control and test conditions.
Figure 6.7: gly-LTP increases the frequency but not the amplitudes of AMPA mEPSCs. A) Cumulative
distribution of mEPSC amplitude in control (black lines) and 40 min after glycine application (blue
lines), (n = 10). B) Cumulative distribution of inter-event (mEPSC) intervals showing a significative
difference between the distributions (p<0.0001, n = 10).
To monitor amplitude and frequency of mEPSC during the time of the experiments, we per-
formed time-course recordings (Fig. 6.8) sampled each 6 min. A clear increase in frequency and
not amplitude of the mEPSC frequency can be observed starting 2 min after glycine addition.
Figure 6.8: Time course of glycine-LTP. (A) Mean amplitude and (B) mean frequency values of mEP-
SCs measured during cLTP protocol. Bath perfusion of glycine (200 µM, 5 min) induced a persistent
potentiation of mEPSCs frequency without affecting the amplitudes (n=10). Each point represent the
average of 6 min of recording and is normalized to the mean control values. Bar refers to the time of
glycine application.
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For TEA-induced LTP protocol, mEPSCs were recorded before and after brief bath application of
TEA (25 mM, 5 min) resulting in an increase of mEPSCs frequency (n=10, Fig. 6.9). In particular in
control condition, in ten cells, followed for at least 1 hour of recording, the mean mEPSC frequency
was 1.21± 0.53 Hz, significantly increased to 1.65± 0.74 Hz 20 min (p=0.014) and to 1.8± 0.8 Hz 40
min after TEA (p=0.047), without significant changes on the miniature currents amplitude. Mean
mEPSC amplitude was 22.5 ± 5.21 pA in control, 24.50 ± 5.10 pA 20 min (p=0.004) and 27.0 ± 3.00
pA 40 min after TEA, respectively.
Figure 6.9: TEA-induced LTP. Representative traces showing mEPSCs (downward deflections)
recorded in control conditions and 20’ after TEA delivery. Holding potential = -60 mV.
Cumulative distribution of mEPSC amplitude and inter-event intervals were constructed from
the same cells from which long-lasting cLTP experiments were performed using TEA (Fig. 6.10).
The amplitude distribution (Fig. 6.10) of controls almost overlapped those obtained 20 min after
potentiation, whereas a clear decrease of mEPSC inter-event intervals was observed 20 min after
drug application.
Figure 6.10: TEA-LTP increases the frequency but not the amplitude of AMPA mEPSCs. A) Cumulative
distribution of mEPSC amplitude in control (black lines) and 40 min after TEA application (blue
lines), (n=10). B) Cumulative distribution of inter-event (mEPSC) interval showing a significative
difference between distributions (p<0.0001, n=10).
Amplitude and frequency of mEPSC are represented during the time of the experiments in TEA
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(Fig. 6.11) sampled each 6 min. A clear increase in frequency and not amplitude of the mEPSC
frequency can be observed starting 2 min after TEA delivery.
Figure 6.11: Time course of TEA-LTP. (A) Mean amplitude and (B) mean frequency values of mEP-
SCs measured during cLTP protocol. Bath perfusion of TEA (25 mM, 5 min) induced a persistent
potentiation of mEPSCs frequency without affecting the amplitudes (n=10). Each point represent the
average of 6 min of recordings and is normalized to the mean of control values. Bar refers to the time
of TEA application.
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6.2 Dendritic spines remodeling
To investigate possible morphological changes induced by cLTP cells were transfected at 11-12 days
in vitro with a plasmid encoding the gene for GFP. Confocal images were then collected before and
after cLTP to test for possible changes in density and length of the three main types of dendritic
spines:stubby, thin and mushroom at the level of proximal dendrites (in the range of 35 µm from
the soma) and distal dendrites (over 35 µm from the soma). All the images had a horizontal width
of 35 µm.
Figure 6.12: Dendritic spines remodeling. A) and B) representative drawings showing the method
used for the collection and analysis of imaging data. C) simplified drawing of the three major types
of dendritic spines. D) three-dimensional reconstructions of proximal and distal dendritic segments
in control and after cLTP.
It was found that both gly- and TEA-induced LTP produced a 2-fold up significant increase of
the density of stubby spines at proximal (p<0.001 one way ANOVA) and distal (p<0.001 one way
ANOVA) dendrites (n=40), while only TEA-LTP seems to increase the density of mushroom spines
('10% p=0.023 one way ANOVA) only at proximal dendrites (n=40 Fig. 6.13).
However in both cases, gly- and TEA-LTP, it were not observed significant changes in spines’ lengths
(Fig. 6.14) or in the mushroom-type head diameters (Fig. 6.15).
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Figure 6.13: cLTP increase spine density. Histograms showing the density of the three subtypes of den-
dritic spines per 10 microns of dendritic segment. A significant increase (p<0.05) of stubby spines
density after glycine and TEA-LTP in both A) proximal and B) distal dendrites and a significant in-
crease of mushroom spines (only after TEA-LTP) in the basal dendrites of all neurons analyzed (n=40).
Figure 6.14: cLTP does not affect spines length. Histograms showing the length of the three subtypes
of dendritic spines. Measure were collected both on A) proximal and B) distal dendrites segments of
35 µm. No significant change was detected by these measurements after glycine and TEA-LTP on all
neurons analyzed (n=40).
Figure 6.15: cLTP does not affect heads diameter. Histograms relative to the head’s diameter of the
mushroom spines. Measure were collected both on A) proximal and B) distal dendrites segments of
35 µm. No significant change was detected by these measurements after glycine and TEA-LTP on all
neurons analyzed (n=40).
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6.3 Synaptic plasticity after TrkB receptor blockade
Classical electrical LTP induced by stimulus patterns such as theta-burst stimulation (TBS) or high
frequency (100 Hz) stimulation, trigger BDNF secretion up to 60-65% of the initial baseline level
[Ga¨rtner and Staiger, 2002; Hartmann et al., 2001] and BDNF expression [Castre´n et al., 1993; Hall
et al., 2000; Pang et al., 2004; Patterson et al., 1992].
In order to investigate if our cLTP-inducing protocols were also able to produce a similar effect,
total BDNF levels were measured by ELISA assays before and 50 min after cLTP, revealing that gly-
and TEA-LTP elicit a significant increase in the BDNF levels up to 120% and 130% (p<0.001 one
way ANOVA) of the baseline level respectively (Fig. 6.16).
Figure 6.16: cLTP promote BDNF expression. ELISA assays (n=4 cultures) shows a mean 120% in-
crease in total BDNF levels after cLTP (picograms of BDNF per ml normalized to control and ex-
pressed as percent).
The Trk receptor antagonist K252A has been shown to prevent the actin polymerization pro-
duced by theta stimulation [Knusel and Hefti, 1992; Rex et al., 2007].
To understand the role of BDNF in the gly- and TEA-induced LTP scenario, we performed whole-
cell patch-clamp recordings pre-incubating (30 min) hippocampal cultures with the TrkB receptor
blocker K252A (4µM) constantly present during recordings, examining mEPSC amplitude and fre-
quency, before and after cLTP (Fig. 6.17, n=5). It has been previously observed that K252A has no
effect (even at micromolar concentrations) on other tyrosine protein kinases [Tapley et al., 1992].
Firstly we tested if K252A had some effects on the frequency and amplitude of recorded mEPSCs
in control condition and 30min after the whole-cell condition was obtained (see Fig. 6.18). No sig-
nificant changes in amplitude and frequency of mEPSC were detected. Mean mEPSC amplitudes
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Figure 6.17: Time course for the cLTP conducted in the presence of TrkB receptor blocker K252A. No
significant effects was observed on the amplitude of mEPSCs (A and C) both after gly- (n=5) and
TEA-LTP (n=5). However continous bath application of K252A showed a significant and persistent
reduction in the frequency of mEPSCs (B and D) after application of potentiating solutions, leading
to a switch from cLTP to cLTD. Potentiating media were applied for 5 min (black lines).
were 21.5 ± 1.61 pA in control, 20 ± 0.02 pA 10 min and 18.1 ± 0.03 pA 30 min after. Mean mEPSC
frequencies were 1.5± 0.2 Hz in control, 1.48± 0.02 pA 10 min and 1.44± 0.12 pA 30 min after.
As expected, if chemical LTP was induced in the presence of K252A, no LTP could be de-
tected, meaning that functional TrkB receptor, and therefore BDNF, are necessary for the induc-
tion/maintenance phase of chemical-induced long-term potentiation of synaptic transmission.
Surprisingly, after potentiation media delivery we observed a significant decrease in the frequency
of mEPSCs up to 50% of the initial baseline level (Fig. 6.18), switching the cLTP into cLTD. In partic-
ular, gly-LTP in the presence of K252A (control 1.72± 0.09 Hz) shown a significant decrease to 1.03
± 0.16 Hz (p=0.0017) 20 min and to 0.92 ± 0.24 Hz (p=0.016) 40 min after glycine removal (n=5),
without significant changes on the miniature currents amplitude. Mean mEPSC amplitudes were
21.5± 1.61 pA in control, 22.50± 3 pA 20 min and 22± 4 pA 40 min after glycine.
For TEA-LTP in the presence of K252A (control 1.3 ± 0.52 Hz) we observed again a significant de-
crease to 0.5 ± 0.11 Hz (p=0.0063) 20 min and 0.6 ± 0.13 Hz (p=0.0104) 40 min after TEA removal
(n=5), without significant changes in the miniature currents amplitude. Mean mEPSC amplitudes
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were 20± 1.61 pA in control, 19.3± 1.13 pA 20 min and 17± 1.4 pA 40 min after TEA.
Figure 6.18: K252A blocks cLTP. Histogram representing mEPSCs frequencies measured at specific
time points in control and during cLTP, normalized to controls. The bars show no significant changes
in mEPSC frequency in cells incubated in K252A (4 µM) in the first 10 min of recording (K252A, green)
and after 30 min (K252A 30’, gray) comparing with controls (black). However, the application of
K252A during the experiments of chemical potentiation showed a significant reduction in the fre-
quency of mEPSCs both in gly- and TEA-LTP.
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Similarly, we wondered whether blocking the BDNF signaling through TrkB receptors with
K252A had an impact also on the morphology of neurons. Again we collected confocal images,
before and after chemical potentiation in the presence of K252A (4 µM), form GFP-transfected
neurons and measured the density and length of individual dendritic spines types. As expected,
we observed a significant decrease ('10%, n=10) in the average spine density both at the proximal
and distal level (p<0.001 one way ANOVA), as observed in Fig.6.19.
Figure 6.19: K252A decrease spine density. Histograms for the total density of dendritic spines after
cLTP in the presence of K252A (n=10). A) At the level of proximal dendrites a significant decrease in
spine density was observed after gly-LTP in the presence of K252A. B) On distal dendrites a similar
effect was observed only with TEA-LTP.
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6.4 TrkB receptor translocation
So far we have observed that upon chemical LTP induction there was a significant increase in BDNF
expression and that the block of Trk receptors prevent the induction and consolidation phases of
cLTP. The role of TrkB receptor was therefore evaluated and, more specifically, possible changes
in its activation level before and after cLTP induction. The staining was carried out also using anti-
bodies against MAP2 to visually identify neurons and analyze proximal and distal dendritic regions.
The signal obtained from pTrkB probes, precisely measured both at proximal and distal dendrites
as well as in the soma, was compared to the signal of TrkB in its inactivated state, while the MAP2
signal was used to obtain a volumetric measurement of the signal ratio (pTrkB/TrkB).
Figure 6.20: TrkB immunostaining. Representative fields acquired on confocal microscope show-
ing the method used for the collection and analysis of immunolabeling imaging data. On the first
column MAP2 staining and dendritic segments acquired. Second column and following: α-TrkB
staining, α-p-TrkB staining and merged α-TrkB and α-p-TrkB respectively.
Immunohistochemical data analysis performed on p-TrkB/TrkB ratio showed no significant
changes upon potentiation, in both proximal, distal dendrites and somata. However, comparing
the p-TrkB/TrkB ratio in proximal and distal dendrites, respect to the soma, we observed (Fig. 6.21)
a significant decrease of the p-TrkB/TrkB ratio only after cLTP, both gly-LTP (40%, p=0.0324, n=10)
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and TEA-LTP (40%, p=0.0043, n=10).
Figure 6.21: cLTP & TrkB translocation. Histograms for the signal ratio, measured before and after 50
min of cLTP, produced by non activated TrkB receptor and phosphorylated TrkB showing a significant
reduction in the amount of activated TrkB in the distal dendrites compared to soma suggesting a
translocation of the receptor on the somatic level.
This findings therefore suggests a translocation of the activated receptor, induced by cLTP, from
the periphery to the soma of neurons, a region in which p-TrkB is a promoter of various cellular
cascades responsible for the morphological changes and neuronal plasticity, as well as protein syn-
thesis and maintenance of long-term potentiation of synaptic transmission.
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CHAPTER 7
Discussion
7.1 Brain plasticity
Throughout our lives, our brain changes constantly thanks to “neuronal plasticity”. Synaptic activ-
ity among neurons may in fact be modified for several reasons: during development, learning or in
response to trauma. Synaptic plasticity is neurons feature to modify their ability to communicate
with each other, in other words to change the strength of synaptic transmission.
Synaptic transmission involves the release of a neurotransmitter by the presynaptic terminals and
electrophysiological recordings can give a measure of synaptic strength. Neuronal activity can vary,
increasing or decreasing, and such change may last a few seconds, but also several minutes, hours
or even days. The two main physiological mechanisms behind the changes in synaptic strength are
long-term potentiation (LTP), which actually increases synaptic strength, and long-term depres-
sion (LTD), which instead decreases it.
The importance of synaptic plasticity is that new connections are formed and others are eliminated
in response to external stimuli. Understanding in detail the mechanism of action of these processes
may be of critical importance not only for a detailed view of memory related processes but also in
the case of some diseases: being able to control synaptic plasticity may help to restore a functional
connectivity lost, for example, in the case of brain lesions.
In this work we induced chemically LTP in cultured hippocampal neurons with a brief delivering of
glycine or TEA. Both substances were found to be actually able to induce, as a result of a brief and
transient delivery, a long-lasting potentiation of glutamatergic synaptic transmission with compa-
rable timing and magnitude. A parallel change in morphology regarding arborization and spines
was observed after cLTP induction.
Among the multiple molecular effectors involved in the mechanisms of synaptic plasticity, neu-
rotrophins expression and in particular, BDNF is found to be of crucial importance. BNDF produc-
tion is in fact found to be strictly associated to the morphological and electrophysiological long-
term changes, generated after strengthening synaptic transmission and responsible for mainta-
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nence of potentiated synaptic transmission.
7.2 Chemical LTP in hippocampal cultures
Most of the studies on long-term synaptic plasticity have shown that by applying a precise pattern
of high electrical stimulation to hippocampal slices it is possible to experimentally induce the en-
hancement/depression of synaptic transmission [Bliss and Collingridge, 1993; Pockett et al., 1990],
but also the use of chemicals is able to produce in slices the same results [Grey and Burrell, 2008;
Jagodzinski and Hess, 2001; Otmakhov et al., 2004a,b; Park et al., 2004; Suzuki and Okada, 2007,
2009].
LTP, induced by electrical or chemical stimulation, share the same molecular pathways [Hanse and
Gustafsson, 1994; Huang and Malenka, 1993; Huber and Mauk, 1995], the difference between the
two methods has to be found in the proportion of synapses that are enhanced rather than in the
mechanism of induction per se.
On the other side, hippocampal slices as method for the study of synaptic plasticity has some ad-
vantages, in particular, the integrity of the hippocampal cytoarchitecture, reflecting in this way the
intact anatomy and functionality of neuronal networks as they are in vivo. However, dissociated
neurons in culture lend themselves well for this purpose due to their versatility. They ensure the
activation of a broad population of synapses available in the culture and lend themselves to molec-
ular biology approaches.
Based on these criteria, the first consideration was to identify possible differences in the electro-
physiological properties of cLTP mediated by glycine or TEA in the same hippocampal cultures
looking at amplitude and frequency of mEPSCs.
Glycine is in fact a NMDA receptors coagonist so, once delivered, it binds specifically to the NMDA
receptor, causing their opening and the subsequent Ca2+ entry into pre- and postsynaptic cells.
The intracellular Ca2+ increase following the opening of NMDA receptor could be responsible in
turn for the triggering of cellular cascades downstream of CaMKII, a protein responsible for actin
cytoskeleton remodeling. At postsynaptic level, the production of one or more retrograde messen-
ger(s) can promote the release of glutamate, acting in a paracrine manner at presynaptic level.
Recently, McGuinness and colleagues in rat hippocampus organotypic slices confirmed that NM-
DARs are present at both sides of these CA3-CA1 synapses through electron microscope imaging.
In this study they also used glutamate uncaging technique to show that presynaptic NMDARs are
able to produce inward currents visible back at the soma, and that these large calcium transients
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are more frequent after induction of LTP by theta-burst stimulation [McGuinness et al., 2010]. An
involvement of presynaptic NMDARs could not be excluded also in our experimental conditions.
On the other hand, TEA, the non-selective potassium channels blocker, induces at pre- and post-
synaptic level cell membrane depolarization, therefore voltage-gated Ca2+ channels (VDCCs) acti-
vation, with again the subsequent calcium entry into the cell. Despite through different processes,
the two mechanisms respectively mediated by glycine and TEA converge to a common result. For
LTP induction the postsynaptic increase in intracellular Ca2+ may be responsible for the produc-
tion of a retrograde messenger (or more messengers) that, by acting on the presynaptic terminal,
promotes the release of neurotransmitter. Further experiments could be addressed to detect details
on magnitude and duration of TEA- and glycine-induced Ca2+ increase. Indeed, TEA acting on VD-
CCs could produce, for example, a more sustained [Ca2+]i increase, compared to glycine-induced
NMDA activation and this would also explain the activation of different downstream molecular tar-
gets. A different calcium localization could derived from the two cLTP-inducing drugs used, possi-
bly leading to focal or widespread Ca2+diffusion throughout the dendritic shaft.
It is interesting to note that in both glycine and TEA-induced cLTP an increase of mEPSC frequency
and not amplitude was observed, comparable in timing and magnitude. It is a common idea that
a phenomenon which is related to change in miniature frequency and not amplitude indicates a
presynaptic action [Bekkers and Stevens, 1990; Malgaroli and Tsien, 1992].
While it is widely accepted that mechanisms of induction of LTP are postsynaptic, there is consid-
erable debate regards the locus of expression of such synaptic plasticity. In this regard there are
basically two main opposing hypotheses: one sees the mechanisms of expression of LTP resulting
from an increased neurotransmitter release from the presynaptic terminal (presynaptic hypothe-
sis) [Bekkers and Stevens, 1990; Malgaroli and Tsien, 1992]; the other hand argues that the expres-
sion of LTP result from an increase in the number of AMPA receptors exposed on the postsynaptic
membrane surface (postsynaptic hypothesis) [Malinow et al., 2000; Nicoll and Malenka, 1999].
Malgaroli and Tsien, looking at cLTP mediated by glutamate through NMDA receptor activation,
observed that LTP in hippocampal cells in culture was characterized by a large and enduring in-
crease in mEPSCs frequency and not amplitude [Malgaroli and Tsien, 1992].
Moreover, Isaac and colleagues shown that electrically-induced LTP and LTD in guinea-pig cultured
neurons also caused an increase and decrease, respectively, in the frequency of mEPSCs [Isaac et al.,
1996]. Other authors confirmed these findings [Fitzjohn et al., 2001] in cultured hippocampal neu-
rons showing LTP induced by high K+ stimulation resulted in an increase in frequency but not
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amplitude of mEPSCs.
Other authors [Sastry and Bhagavatula, 1996], iontophoretically applying Ca2+ and K+ on rat hip-
pocampal slices, also confirmed that AMPA receptor-mediated mEPSCs exhibit long-term potenti-
ation (LTP) associated with an increase in mEPSC frequency and not amplitude.
Experiments from Lu lab [Lu et al., 2001] in cultured hippocampal neurons detecting mEPSCs
showed that applications of glycine were associated with transiently larger and higher frequency of
AMPA-mediated mEPSCs and surprisingly also in their amplitude. Rarely (two cells) we observed
a transient increase in amplitude of mEPSC after the application of potentiating drugs, but this
is surely not the general trend in our experimental condition. Moreover, gly-LTP in cultured hip-
pocampal neurons was blocked by AP5 and prevented by high levels of intracellular Ca2+ buffering
[Lu et al., 2001] and it lasted up to at least 1 hr. Selective block of synaptic NMDA receptors and LTP
with MK-801 further demonstrated the absolute requirement for activation of synaptically located
NMDA receptors.
Post-synaptic changes can not be excluded. In acute slice preparations glycine-induced LTP was
associated with increased [3H]AMPA binding to membrane fractions, suggesting an increased ex-
posure of new AMPAR on the membrane [Shahi and Baudry, 1993].
Our data on TEA-induced LTP show also a significative increase in frequency and not amplitude
of mEPSC. Based on my knowledge, this is the first time that TEA-LTP is induced in hippocampal
culture and detected by recording mEPSC in patch-clamp whole-cell mode. TEA-LTP experiments
performed on mossy fibers/CA3 hippocampal slices, due to the changes observed with paired pulse
facilitation (index of the alteration of neurotransmitter release probability) suggested a presynaptic
effect of TEA citepSuzuki09.
Among the effects mediated by blocking K+ channels by TEA, metabotropic glutamate receptors
(mGluRs) were found to contribute to TEA-LTP in hippocampal slices [Platt et al., 1995] as well as
increase in phosphorylation of pre- and postsynaptic PKC substrates [Ramakers et al., 2000].
7.3 Morphological aspects of cLTP
It was previously shown that, in hippocampal slice cultures, following theta burst activity the basal
spines turnover rate is markedly increased and that the increase lasted for several days following a
brief stimulation episode [De Roo et al., 2008]. Furthermore, as mentioned before, the molecular
targets of both cLTPs are regulatory proteins of the actin cytoskeleton and as has been widely
demonstrated that dendritic spines’ remodeling is one of the key elements of synaptic plasticity, I
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wanted to study the morphological effects promoted by the two cLTP actually in terms of dendritic
spines remodeling.
More specifically, I focus my study on the three dendritic spines types: stubby, thin and mushroom
by measuring the changes of their density per dendritic segment, their length and in the case of
mushroom also the diameter of the head, both in proximal and distal dendrites. Changes of the
parameters just mentioned has already been demonstrated in works where LTP was electrically
induced [De Roo et al., 2008; Lang et al., 2004; Lushnikova et al., 2011; Muller et al., 2000; Sala,
2002], where it was shown that LTP is able to promote formation of new spines, but in my study
for the first time the measurements and analysis were conducted systematically on the 3 spines
subtypes.
The hypothesis was that, similarly to electrically induced LTP, cLTP was also able to promote an
increase spines density, but we also wanted to verify the presence of any differential effects by
spine type. Measurements of the spines total density following both cLTP protocols confirmed our
hypothesis showing precisely an increase in the total spines density per dendritic segment.
Looking in detail the spines subtypes we found a similar effects with both potentiating drug
used: both at proximal and distal level, glycine and TEA promotes the increase of stubby spines
density, a type of highly motile and plastic spine, however only TEA-LTP was able to modify the
mushroom spines density, causing their increase only on basal dendrites. Basically the common
effect of both types of cLTP is to promote the increase of highly dynamic spine types which are the
site of newly formed synaptic contacts, thus promoting neuronal plasticity.
With regard to changes in length of the spines and diameter of the head of mushroom as a result of
cLTP we did not find anything significant, so it would seem that the main effect of the two drugs
is to promote the formation of new spines rather than promote the remodeling of pre-existing
spines.
Another interesting observation came from Stewart and colleagues [Stewart et al., 2005] as they
shown that TEA-LTP increases the number of perforated and complex postsynaptic densities but
does not alter dendritic spine volume in CA1 of adult mouse hippocampal slices.
However, attention should be paid to the time window in which the measurements of both geo-
metric parameters and dendritic spines density were made: in fact all of the confocal microscope
images were collected at the end of the cLTP protocol, and then about 50 minutes after chemical
induction of LTP itself. This means that any of the changes in these parameters, if occurred in a
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time window smaller than 50 minutes, were not considered. Some authors [Fortin et al., 2010]
refer to a transient increase, following cLTP, in the head diameter of mushroom spines, however
the measurements were carried out in “live” or in time windows much shorter than ours, so it is
not to be excluded that the same transient effects may have occurred even during our protocols.
7.4 On the involvement of BDNF
It was previously shown that the neurotrophin BDNF is involved in synaptic plasticity phenomena
as playing a key role both in the long-term maintenance of LTP induced by electrical stimulation
[Abraham and Williams, 2008; Gomez and Escobar, 2008; Inagaki et al., 2008; Mei et al., 2011; Mes-
saoudi et al., 2002; Santi et al., 2006] and also in the mechanisms involved in the remodeling of
dendritic spines. Moreover it has been shown that electrical induction of LTP promotes increased
expression of BDNF [Aicardi et al., 2004; Patterson et al., 1992] and that this increase is related to
changes in synaptic transmission [Kang and Schuman, 1995; Li et al., 1998; Tyler and Pozzo-Miller,
2001] and morphology [Chen et al., 2007; Korte et al., 1998]. A decrease of endogenous BDNF se-
cretion in response to LTD-inducing stimulation in PRh cortex with LFS was also observed [Aicardi
et al., 2004].
Even in our experimental condition with cLTP induction, ELISA tests shown that both glycine and
TEA-induced LTP result into a significant increase ('120%) in the total BDNF production. And TrK
receptors blockade result in a failure to induce LTP. Even more, not only blocking the activity of
BDNF prevents the consolidation of long-term potentiation, but also causes a long-term reduction
in the frequency of mEPSCs or, in other words, a switching from cLTP to cLTD.
BDNF/TrkB signaling in apical dendritic spines also increased the number of docked vesicles at the
active zones of excitatory synapses in CA1 pyramidal neurons of hippocampal organotypic slice
cultures [Tyler and Pozzo-Miller, 2001]. Furthermore, BDNF overexpression in pyramidal neurons
from visual cortex slice cultures caused destabilization of dendritic spines, suggesting that BDNF
induces local dendritic instability, allowing activity-dependent morphological changes in dendritic
spines [Horch and Katz, 2002; Horch et al., 1999]. As a result of effects on synaptic transmission and
neuronal plasticity, BDNF similarly may regulate activity-dependent refinement of synaptic con-
nections in the hippocampus [Schinder et al., 2000], a brain region well-known for involvement in
learning and memory.
Furthermore, it was previously showed that BDNF converts immature excitatory synapses (silent
synapses), containing solely NMDA receptors (NMDAR), into AMPA receptor (AMPAR)-containing
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synapses in the developing mouse barrel cortex [Itami et al., 2003]. AMPAR C-termini (GluR1 and
GluR2) critical for their interaction with PDZ proteins were suggested to be important for the un-
masking of silent synapses. These results suggest BDNF regulates AMPAR trafficking to the post-
synaptic sites.
Some reports suggest that BDNF up-regulates surface AMPAR in cultured hippocampal and corti-
cal neurons [Jourdi, 2003; Narisawa-Saito et al., 2002]. It is uncertain whether BDNF up-regulates
AMPAR translocation to post-synaptic densities in an active spine. The dendritic spine is the site for
scaffolding synaptic proteins in most central excitatory synapses [Hering and Sheng, 2001]. An in-
crease in NMDAR-dependent Ca2+ signaling in spines distinct from dendritic shafts was proposed
as a mechanism of LTP induction [Bloodgood and Sabatini, 2005; Noguchi, J and Kasai, H, 2005].
Rapid delivery of AMPAR to spines upon synaptic NMDAR activation has been demonstrated in
hippocampal CA1 neurons [Shi et al., 1999]. This effect required calcium/calmodulin-dependent
protein kinase II and the PDZ binding domain of GluR1 [Hayashi et al., 2000]. In this trafficking pro-
cess, a subunit specific regulation of AMPAR delivery into the synapses was suggested [Kakegawa
et al., 2004; Passafaro and Piech, 2001; Shi et al., 2001].
7.5 LTP to LTD switching
Interestingly we found that a blockade of TrK receptors by K252A converted the gly- and TEA-LTP
into LTD, observed as a long-term decrease in mEPSCs frequency. Similarly to LTP, LTD induction is
thought to have postsynaptic origin and its expression is believed to be presynaptic, due to reduc-
tion of transmitter release probability [Bolshakov and Siegelbaum, 1994; Selig et al., 1995; Stevens
and Wang, 1994]. Transmitter release is a tightly regulated process. Arrival of a nerve impulse trig-
gers an abrupt influx of Ca2+, which in turn sharply increases the stochastic rate of synaptic vesicle
exocytosis over a brief time period [Barrett and Stevens, 1972; Katz and Miledi, 1965]; the quantity
of Ca2+ that enters the terminal determines the total release probability [Dodge and Rahamimoff,
1967; Heidelberger et al., 1994]. One possible mechanism for alterations of release probability that
could underlie LTD, then, involves the Ca2+-sensing steps.
Even if AMPA receptor desensitization was found to have a significant role in synaptic depression
during repetitive synaptic transmission [Wong et al., 2003] and the AMPA receptor desensitization
is enhanced in a Ca2+ concentration-dependent manner [Buldakova et al., 2000], we did not ob-
served any significant change in minis amplitude that could suggest a decrease in the number of
functional AMPA receptors.
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From our results we hypotize that, in cultured hippocampal neurons, endogenous basal BDNF is
not involved in basal synaptic transmission because a blockade of TrK receptors by K252A does not
affect the miniature amplitudes and frequencies. BDNF production, observed by ELISA tests 50
min after the induction of cLTP, has however an important role in maintenance, that is the reason
why the block of its receptor impairs LTP.
Interestingly, a suppressive effect of exogenously applied BDNF on LTD was observed in hip-
pocampal slices [Ikegaya et al., 2002], prevented by either the TrkB receptor inhibitor K252A or
the phospholipase-C inhibitor U73122 suggesting that TrkB receptor activation may attenuate LTD
through phospholipase C signalling pathway.
When LTD was induced in rat visual cortex slices the frequency of spontaneous EPSCs decreased,
but the amplitude did not change, suggesting that the site of LTD expression was presynaptic.
BDNF application (50 ng/ml) blocked the depression of evoked EPSCs and the decrease in the
frequency of spontaneous EPSCs, meaning that in developing visual cortex K252A antagonized
BDNF action, suggesting that BDNF prevents low-frequency inputs from inducing LTD of excita-
tory synaptic transmission through presynaptic mechanisms [Akaneya et al., 1996; Kumura et al.,
2000].
In conclusion to explain cLTP to cLTD switching, we can speculate that gly- and TEA-induced
cLTP involve in a first phase the release of BDNF from the pre-existing pool, than the expression
of new BDNF and that blocking TrkB receptors unmask the action of pro-BDNF on p75NTR re-
ceptors. p75NTR receptors are present in dendritic spines and afferent hippocampal terminal and
their activation by pro-BDNF was shown to enhance NMDA-dependent LTD [Woo et al., 2005]. A
bidirectional regulation of synaptic plasticity by pro-BDNF and BDNF could be hypotized.
7.6 cLTP-induced TrkB receptor translocation
Immunolabeling experiments with α-TrkB and α-p-TrkB showed a reduction in the p-TrkB/TrkB
ratio at the distal dendrite level compared to the soma. It would appear that the effect of cLTP is to
promote a translocation of the activated receptor from outlying districts to the soma.
LTP is associated with both rapid (minutes) and more delayed (hours or days) changes in gene
expression [Davis and Laroche, 1998]. Only the rapid mechanisms have been studied in any de-
tail. The early window of gene expression occurring during the first 60 min or so after HFS is as-
sociated with activation of several constitutively expressed transcription factors, including cyclic-
AMP/calcium responsive-element binding protein (CREB) and Elk-1, leading to enhanced tran-
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scription of a functionally diverse group of immediate early genes (IEGs). Numerous protein ki-
nases are involved in this transcriptional regulation. Critical roles of cyclic-AMP dependent pro-
tein kinase (PKA) and extracellular-signal regulated kinase (ERK) acting through phosphorylation
of CREB have been demonstrated [Abel et al., 1997; English and Sweatt, 1997; Impey et al., 1996;
Rosenblum et al., 2002].
Ligand binding to Trk leads to autophosphorylation of tyrosine residues within the intracellular do-
mains of the receptor, creating docking sites for second messengers. The adaptor proteins Shc and
FRS-2 bind to a common docking site coupling to activation of the Ras-Raf-ERK cascade and the
phosphatidylinositol-3-OH kinase (PI3K)/Akt pathway. Docking of phospholipase Cγ (PLCγ) to a
separate site leads to production of diacylglycerol, a transient activator of protein kinase C (PKC),
and inositol trisphosphate (IP3), which mobilizes intracellular calcium [Amaral and Pozzo-Miller,
2005; Malcangio and Lessmann, 2003]. Regulation of gene expression through these pathways un-
derlies the well established role of neurotrophins in neuronal differentiation, survival and synaptic
plasticity.
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