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Abstrakt
Hledání nejlepší cesty je všední problém každého z nás. Všudyprˇítomná navigacˇní za-
rˇízení nám znacˇneˇ ulehcˇují toto hledání. Nejlepší cestu nalezneme pouhým zadáním
pocˇátku a cíle naší cesty. Tato práce se zabývá smeˇrováním v silnicˇní síti a smeˇrova-
cími algoritmy, které vyhledávají cesty dle našich požadavku˚. Ukážeme ru˚zné varianty
Dijkstrova algoritmu a jejich možné optimalizace, popíšeme moderní smeˇrovací algo-
ritmus založený na metodeˇ oddeˇlovacˇu˚ a provedeme experimenty s teˇmito algoritmy.
Du˚raz je u smeˇrovacích algoritmu˚ kladen na rychlost a prˇesnost vyhledávání. Významná
cˇást této práce je zpracování mapových podkladu˚ do datových struktur, bez kterých by
smeˇrování nemohlo fungovat. Na základeˇ této práce vzniká mobilní aplikace pro výpocˇet
dopravní dostupnosti. Aplikace je prakticky využitelná naprˇíklad pro hasicˇe, pro které
byla pu˚vodneˇ i navržena.
Klícˇová slova: graf, smeˇrování, smeˇrovací algoritmus, nejkratší cesta, dostupnost
Abstract
Searching for the best path is a common problem of all of us. Ubiquitous navigation de-
vices are making this searching easier. Best path can be found by simply typing the start
and goal of our journey. This work is about routing in the road network and routing algo-
rithms that search paths according to our requirements. We will show different variations
of Dijkstra’s algorithm and their possible optimizations, we will describe advanced rout-
ing algorithm based on the separators and perform experiments with these algorithms.
Emphasis is put on the speed and accuracy of routing algorithms. Processing of spatial
information into our data structures is a significant portion of this work. There is a mobile
application based on this work, which is computing travel accessibility. The application
is practically used by firefighters, for which it was originally designed as well.
Keywords: graph, routing, routing algorithm, shortest path, accessibility
Seznam použitých zkratek a symbolu˚
GPS – Global Positioning System
LRO – Left-Right-Oscillate
OSM – OpenStreetMap
UML – Unified Modeling Language
WGS – World Geodetic System
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51 Úvod
Vyhledávání cesty je beˇžný úkon každé GPS navigace, a prˇesto veˇtšina navigací nalezne
lehce rozdílnou cestu, protože záleží na použitém smeˇrovacím algoritmu, použitých op-
timalizacích a mapových podkladech. V této práci se budeme zabývat smeˇrovacími al-
goritmy pro vyhledávání nejkratší cesty v silnicˇní síti. Podíváme se na teoretické základy
smeˇrování, zpracování mapových podkladu˚ a poté i na samotné smeˇrovací algoritmy
i s jejich optimalizacemi.
Tato diplomová práce je pokracˇování drˇíve napsané bakalárˇské [23] a diplomové [17]
práce a vzniká jako soucˇást veˇtšího projektu zameˇrˇeného na smeˇrování dopravních vo-
zidel. Projekt by meˇl dohromady poskytnout kompletní rˇešení pro smeˇrování a to od
pocˇátecˇního zpracování dat až po koncové aplikace na mobilních zarˇízeních a webových
stránkách. Hlavní cíl této konkrétní práce je vytvorˇit datové struktury pro smeˇrování
a naplnit je daty, vytvorˇit moderní smeˇrovací algoritmus a algoritmus pro výpocˇet do-
stupnosti a následneˇ vše otestovat.
První cˇást této práce je teoretický úvod ke smeˇrování. V sekci 2 jsou vysveˇtleny zá-
kladní pojmy a principy smeˇrování. Na teoretický úvod navazují smeˇrovací algoritmy
v sekci 4. Postupneˇ jsou popsány nejbeˇžneˇjší smeˇrovací algoritmy a jejich optimalizace,
dále se veˇnujeme naší implementaci moderního smeˇrovacího algoritmu a podíváme se
také na dynamické prvky smeˇrování, které se využijí prˇevážneˇ u výpocˇtu dopravní do-
stupnosti.
Popis datových struktur a zpracování dat v sekci 3 je další du˚ležitá cˇást této práce. Na
rozdíl od drˇíveˇjších prací, na které zde navazujeme, používáme mapové podklady Open-
StreetMap (dále jen OSM) [5], což sebou nese urcˇité výhody i nevýhody proti mapovým
podkladu˚m firmy Navteq.
Testy vyvinutých algoritmu˚ a datových struktur jsou v sekci 5. Testy nám pomohou
urcˇit správné nastavení algoritmu˚ a odhalit silné nebo slabé stránky datových struktur.
Standard DATEX je prˇedstaven v sekci 6. Pokusíme se navrhnout zpu˚sob pro prˇedá-
vání výstupu smeˇrovacích algoritmu˚ ve formátu DATEX a navrhneme model, který bude
schopný pojmout nejdu˚ležiteˇjší data.
62 Smeˇrování
Smeˇrování je proces vybírání vhodné trasy. Probíhá ve zjednodušeném modelu reálné
dopravní síteˇ - grafu. U smeˇrování vozidel používáme model silnicˇní síteˇ, obecneˇ však
mu˚žeme smeˇrovat v libovolné síti.
Graf [4] obsahuje množinu vrcholu˚ a hran, kde hrana spojuje dva vrcholy. Vrcholy
grafu znázornˇují objekty a hrany propojení mezi nimi. Grafy mu˚žeme rozdeˇlit na neo-
hodnocené a ohodnocené. U smeˇrování se budeme zabývat pouze ohodnocenými grafy,
jejichž vlastností je, že každá hrana má své cˇíselné ohodnocení. Ohodnocení prˇedstavuje
"délku"hrany a chápeme ho ve smyslu jak "teˇžké"je dostat se skrz danou hranu.
Smeˇrování [2] probíhá mezi dveˇma vrcholy, zdrojovým a cílovým, a výsledkem je
cesta mezi teˇmito vrcholy. Cestou nazýváme posloupnost vrcholu˚ grafu takovou, že mezi
každými dveˇma po sobeˇ jdoucími vrcholy je hrana, a dále platí, že žádné dva vrcholy se
neopakují.
Graf obsahuje mnoho cest, které vyhovují výše uvedené neformální definici. Abychom
odlišili jednotlivé cesty, budeme hodnotit jejich kvalitu. Každé cesteˇ prˇirˇadíme cenu (v li-
teraturˇe nazývané také váha), což je reálné cˇíslo urcˇující kvalitu dané cesty. Cenu cesty
definujeme jako soucˇet ohodnocení všech hran, které se na dané cesteˇ vyskytují.
Základní problém smeˇrování je hledání nejkratší cesty v grafu s jedním zdrojovým
a jedním cílovým vrcholem. Nejkratší cesta v grafu je ta, která má nejnižší cenu. Hledáme
tedy cestu s daným zdrojovým a cílovým vrcholem a s minimální cenou této cesty. Tento
problém rˇeší Dijkstru˚v algoritmus [10], popsaný dále v sekci 4.1.
Beˇžneˇ se jako ohodnocení hran používá vzdálenost mezi reálnými objekty reprezen-
tovanými vrcholy grafu. Nejkratší cesta je u takového ohodnocení ta s nejkratší celkovou
délkou. Jako ohodnocení hrany mu˚žeme použít ale naprˇíklad i cˇas, který trvá pru˚jezd
této hrany maximální povolenou rychlostí. Nejkratší cesta je v tomto prˇípadeˇ ta s mi-
nimálním cˇasem potrˇebným k jejímu projetí. V této práci budeme pojem nejkratší cesta
používat prˇevážneˇ ve spojení s cˇasem. Pokud nebude rˇecˇeno jinak, budeme vždy hovorˇit
o nejkratší cesteˇ dle cˇasu1.
2.1 Silnicˇní sít’
Silnicˇní sít’ je forma orientovaného ohodnoceného grafu, který navíc obsahuje informace
o geografickém umísteˇní vrcholu˚ a hran. Vrcholy prˇedstavují krˇižovatky, zatácˇky a jiné
du˚ležité objekty. Hrany jsou silnice nebo jen jejich cˇásti. Ohodnocení je nejcˇasteˇji tvorˇeno
vzdálenostmi mezi vrcholy a je vždy nezáporné. Ukázka cˇásti silnicˇní síteˇ je na obrázku 1.
Silnicˇní sít’ je ze své podstaty dynamická sít’. Celková struktura síteˇ se meˇní v cˇase
naprˇíklad du˚sledkem výstavby nových silnic nebo vzniklými dopravními uzavírkami.
Prˇi smeˇrování je však vhodné prˇistupovat k silnicˇní síti jako k síti statické. Prˇedpoklá-
dáme tedy, že se sít’ v cˇase nemeˇní. Tento prˇístup nese urcˇité výhody, jako trˇeba vyšší
rychlost smeˇrování a nižší nároky na implementaci algoritmu˚. Statické síteˇ mají ale sa-
mozrˇejmeˇ i velkou nevýhodu, jelikož neumožnˇují zachytit aktuální a stále se meˇnící stav
1Neoficiální název nejkratší cesty dle cˇasu je nejrychlejší cesta.
7Obrázek 1: Silnicˇní sít’ – vlevo mapa oblasti, uprostrˇed graf silnicˇní síteˇ (vrcholy modrˇe,
hrany cˇerveneˇ), vpravo spojení mapy a grafu.
silnicˇní síteˇ. Z pohledu aktuálnosti jsou tedy statické síteˇ horší, než síteˇ dynamické. Dále
v sekci 4.4 ukážeme zpu˚sob, pomocí kterého mu˚žeme alesponˇ cˇástecˇneˇ "meˇnit"statickou
sít’ a prˇidáme základní dynamické prvky.
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V této kapitole se podíváme blíže na datové struktury, se kterými pracují naše smeˇrovací
algoritmy a popíšeme postup vytvorˇení teˇchto datových struktur od pocˇátecˇního zpra-
cování mapových podkladu˚ až po uložení do našich souborových indexu˚. Tento proces
není jednoduchý, jak by se mohlo na první pohled zdát. Prˇi zpracování mapových pod-
kladu˚ musíme rˇešit mnoho dílcˇích problému˚ a chyba v tomto kroku znamená neprˇesné
nebo zcela chybné smeˇrování. Aktuálneˇ používáme volneˇ dostupné mapové podklady
OpenStreetMap, na které se podíváme podrobneˇ v sekci 3.3.
3.1 Datové struktury
Zde popíšeme zpu˚sob reprezentace našeho grafu, datové struktury a fyzické uložení sa-
motných dat. Nejdrˇíve se podíváme na logickou a fyzickou reprezentaci grafu, jelikož
tyto reprezentace jsou du˚ležité pro pochopení neˇkterých aspektu˚ smeˇrovacích algoritmu˚.
3.1.1 Reprezentace grafu
Graf prˇedstavující silnicˇní sít’ je rˇídký, neboli pocˇet jeho hran je relativneˇ malý vzhledem
k pocˇtu vrcholu˚, a proto reprezentujeme graf ve formeˇ seznamu sousedu˚ [6]. V této repre-
zentaci má každý vrchol odkaz na hrany, které s ním sousedí, a tyto hrany mají odkazy
na vrcholy, do kterých smeˇrˇují. Takové propojení je logické a je zrˇejmé, že umožnˇuje jed-
noduše urcˇit u libovolného vrcholu, do jakých prˇilehlých vrcholu˚ se z neˇj mu˚žeme dostat
a také jakou hranou. Zde musíme podotknout, že se jedná pouze o logickou reprezentaci
grafu, kterou pozdeˇji rozšírˇíme o metadata.
3.1.2 Logická reprezentace dat grafu
Logická reprezentace dat grafu je du˚ležitá pro pochopení celkové struktury. Odkazy rˇe-
šíme v naší reprezentaci jednoznacˇnými identifikacˇními cˇísly (dále jen ID) u vrcholu˚
a hran, prˇicˇemž cˇíslování je ru˚zné pro vrcholy i hrany. Jinak rˇecˇeno mu˚že existovat vr-
chol i hrana se stejným ID, dva vrcholy nebo dveˇ hrany se stejným ID však existovat
nesmí.
Hrany jsou v naší reprezentaci orientované, prˇicˇemž rozlišujeme jejich smeˇr násle-
dovneˇ:
• Vcházející (In) hrana je smeˇrována do aktuálního vrcholu.
• Vycházející (Out) hrana je smeˇrována od aktuálního vrcholu.
• Obousmeˇrná (Both) hrana je kombinace vcházející a vycházející hrany. Má smysl
prˇi úsporˇe místa. Beˇžneˇ bychom museli využít dveˇ hrany.
Ukázka jednoduchého grafu je pro ilustraci na obrázku 2. Smeˇry hran urcˇují šipky
a vrcholy i hrany jsou identifikovány pomocí znázorneˇných ID. Graf popíšeme z po-



































Obrázek 3: Logické usporˇádání ukázkového grafu z obr. 2. Cˇáry znázornˇují odkazy na
prˇilehlé hrany daného vrcholu. Direction urcˇuje smeˇr hrany popsaný výše. NodeID je
identifikacˇní cˇíslo cílového vrcholu, do kterého hrana smeˇruje.
do vrcholu s ID 2 a jednu obousmeˇrnou s ID 2, která mírˇí do vrcholu s ID 3. Logické
usporˇádání tohoto grafu je na obrázku 3. Na obrázku vidíme, že odkazy na hrany jsou
i u koncových vrcholu˚ výše rˇecˇených hran (ID 2 a 3), ale mají opacˇný smeˇr, pokud nejsou
obousmeˇrné, a také jiné ID cílového vrcholu. Naprˇíklad tedy vrchol s ID 2 má vcházející
hranu s ID 1, mírˇící do vrcholu s ID 1.
3.1.3 Metadata grafu
Reprezentace grafu popsaná výše byla navržena pro rychlý a jednoduchý prˇístup k da-
tu˚m a prˇímo souvisí s fyzickou reprezentací dále v sekci 3.1.4. Nevýhoda této reprezen-
tace je, že musíme mít každou hranu uloženu fyzicky zárovenˇ u dvojice vrcholu˚. Tuto
nevýhodu však prˇevažuje jedna velká výhoda, která je v možnosti prˇidat metadata k vr-
cholu˚m a hranám. Tyto metadata jsou uložena prˇímo u vrcholu˚ a hran, a jsou velice du˚le-
žitá pro správnou funkci smeˇrovacích algoritmu˚. Umožnˇují navíc vyhledávání cest podle
ru˚zných parametru˚.
Vrcholy obsahují v metadatech pouze informaci o zemeˇpisných sourˇadnicích daného
vrcholu ve formátu WGS 84. Metadata hran vychází z vlastností silnicˇních segmentu˚,
které reprezentují.
Metadata hran jsou:
• Délka segmentu silnice.
• Maximální povolená rychlost.
• Kategorie silnice.
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• Prˇístupnost vozidel, která urcˇuje, jaké typy vozidel mohou projet. Naprˇíklad osobní,
nákladní nebo autobus.
• Specifické informace o daném segmentu. Naprˇíklad placený úsek nebo hranicˇní
prˇejezd.
• Pocˇet jízdních pruhu˚.
3.1.4 Fyzická reprezentace dat grafu
Fyzická reprezentace urcˇuje, jak jsou data uložena na pevném disku. Reprezentace je
témeˇrˇ shodná s logickou reprezentací s prˇidanými metadaty. Navíc musíme zajistit efek-
tivní uložení odkazu˚ na hrany. Všechny zde popsané struktury mohou být používány
prˇímo z pevného disku nebo nacˇteny do pameˇti. V pameˇti je prˇístup k teˇmto strukturám
samozrˇejmeˇ rychlejší, a proto budeme prˇevážneˇ využívat tuto možnost.
Fyzické uložení dat
Fyzické uložení dat je realizováno grafovým souborem, což je námi definovaný binární
soubor. Tento soubor je navržen tak, aby obsahoval pouze urcˇitou cˇást grafu, a to z du˚-
vodu optimalizace. Spojením více grafových souboru˚ dohromady poté dostaneme pu˚-
vodní graf. Grafový soubor nemusí být reprezentován jedním souborem na pevném
disku, jak by se mohlo na první pohled zdát, viz dále sekce 3.2. Každý grafový sou-
bor má své cˇíslo, pomocí kterého se na neˇj odkazujeme. Cˇást uchovávaného grafu bývá
souvislá a veˇtšinou prˇedstavuje na neˇjaké úrovni logický celek. Grafový soubor mu˚že
být naprˇíklad vytvorˇen pro stát, kraj, meˇsto nebo cˇást meˇsta. Ve specifických prˇípadech
se mu˚že vyplatit vytvorˇit grafový soubor zcela jinak a to na základeˇ algoritmu˚, které deˇlí
graf na podgrafy, jako naprˇíklad Metis [18]. Více informací o rozdeˇlení grafu na podgrafy
uvedeme v sekci 4.3.1.
Obrázek 4 vyobrazuje jakým zpu˚sobem jsou uloženy vrcholy a hrany v grafovém sou-
boru, a také jak fungují odkazy. Horní velký obdélník je grafový soubor oznacˇený Graph-
File 0, spodní malý obdélník je ID mapa, která prˇevádí ID vrcholu˚ na pozice v grafovém
souboru, a o které bude ješteˇ rˇecˇ dále. Vrcholy i hrany mají konstantní velikost, a proto
si mu˚žeme dovolit uchovávat je v souboru za sebou ve formeˇ bloku˚ podobneˇ, jako na-
prˇíklad v poli v pameˇti. Na zacˇátku grafového souboru je uložen blok vrcholu˚ a za ním
následuje blok hran. Na obrázku jsou tyto bloky znázorneˇny i s indexy prvku˚, které jsou
velice du˚ležité pro urcˇení pozic prvku˚. Písmeno X znacˇí v obrázku aktuálneˇ nedu˚ležité
parametry a trˇi tecˇky naznacˇují, že pocˇet prvku˚ v blocích je veˇtší, než je skutecˇneˇ na-
kresleno. Odkazy na hrany rˇešíme prˇidáním dvou celocˇíselných hodnot k metadatu˚m
vrcholu. Konkrétneˇ se jedná o pozici hran (EdgesPosition) daného vrcholu v bloku hran
(Edges) a pocˇet teˇchto hran (EdgesCount). Na obrázku vidíme, že blok vrcholu˚ (Nodes)
má na indexu 0 uložen vrchol se dveˇma hranami, které jsou uloženy na indexu 0 v bloku
hran. První z teˇchto hran mírˇí do vrcholu s ID 2. V tuto chvíli musíme urcˇit, na které
pozici v bloku vrcholu˚ se vrchol s ID 2 nachází. Prˇesneˇ pro tento úcˇel máme prˇiprave-
nou strukturu nazývající se ID mapa. Popis ID mapy následuje níže. Zjednodušeneˇ zde
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rˇekneme, že se podíváme do ID mapy na pozici 2 a zjistíme, že daný vrchol se podle cˇísla
grafového souboru (Node File) nachází ve stejném grafovém souboru a je na pozici 4
v bloku vrcholu˚ (Node Index). Tímto zpu˚sobem jsme nalezli koncový vrchol první hrany
pu˚vodního vrcholu a mohli bychom pokracˇovat stejným zpu˚sobem dále.
Na záveˇr této cˇásti uvedeme ješteˇ doplnˇující poznámku. Drˇíve jsme uvedli, že graf
mu˚že být rozdeˇlen na více grafových souboru˚. Pokud je rozdeˇlen na více cˇástí, pak se
odkazujeme na jiné cˇásti cˇíslem v Node File v ID mapeˇ. ID mapa je z tohoto pohledu
globální struktura obsahující umísteˇní všech vrcholu˚ grafu.
ID mapa
ID mapa je slovníková struktura pro prˇevádeˇní cˇíselných ID na umísteˇní v souborech.
Existuje neˇkolik ru˚zných implementací, které se liší dle použití. Neˇkteré implementace
šetrˇí pameˇt’ a pracují prˇímo ze souboru na disku, jiné jsou kvu˚li rychlosti naopak v pa-
meˇti. V kombinaci s grafovým souborem obsahuje ID mapa ID vrcholu˚ a umísteˇní je
urcˇeno jako cˇíslo grafového souboru a index vrcholu v tomto grafovém souboru. Tím
však použití ID mapy nekoncˇí. Používá se naprˇíklad i pro prˇevádeˇní ID hran na umís-
teˇní v souboru se zkratkami, viz dále.
3.2 Typy indexu˚
Indexem chápeme v našem pojetí souhrn prvku˚, které dohromady reprezentují celý náš
graf. Jedná se o datovou strukturu vyšší úrovneˇ. Index je hlavní datová struktura umož-
nˇující prˇístup k datu˚m grafu. Naše smeˇrovací algoritmy jsou uzpu˚sobeny k používání
indexu˚ prˇi vyhledávání cest. Aktuálneˇ používáme dva typy indexu˚. Oba typy využívají
ID mapu a ru˚zneˇ uskupené grafové soubory.
Typy indexu˚:
• Rozdeˇlený index, u kterého je celý graf rozdeˇlen na více grafových souboru˚, prˇi-
cˇemž každému grafovému souboru odpovídá prˇesneˇ jeden soubor na pevném disku.
Tento typ indexu je výhodné použít prˇi rozdeˇlení grafu na menší pocˇet logicky
usporˇádaných celku˚, naprˇíklad u státu˚ Evropy.
• Spojený index, ve kterém je graf stejným zpu˚sobem rozdeˇlen na grafové soubory,
ale ty jsou poté spojeny sekvencˇneˇ za sebou do jednoho velkého souboru. Výhoda
je, že nezáleží na pocˇtu grafových souboru˚ a vždy vznikne pouze jeden soubor na
pevném disku.
Tyto dva typy indexu˚ definují pouze zpu˚sob uložení grafu na pevném disku, a acˇko-
liv mohou být indexy používány pro smeˇrování prˇímo z pevného disku, oba typy indexu˚
mají i své varianty, které nakopírují obsah z disku do pameˇti a fungují poté rychleji. Z hle-
diska rychlosti prˇístupu k datu˚m jsou obeˇ varianty v pameˇti srovnatelneˇ rychlé. Totéž ale
nemu˚žeme rˇíct o variantách fungujících prˇímo z pevného disku. Rozdeˇlený index zde
má nepatrnou výhodu, protože ho tvorˇí mnoho souboru˚ a operacˇní systém využívá pro
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Obrázek 4: Ukázka fyzické reprezentace grafu
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Zkratky
Zkratky jsou speciální datové struktury, které uchovávají data o "zkrácených"hranách.
Zkrácená hrana je hrana, která byla vytvorˇena, aby zkrátila cestu mezi svými prˇilehlými
vrcholy. Toho naprˇíklad docílíme spojením více na sebe navazujících hran do jedné je-
diné. Zkratky se vždy vážou k urcˇité hraneˇ.
V naší strukturˇe existují dva typy zkratek:
• Zkratky urcˇené geometriemi, prˇicˇemž jednotlivé zkratky prˇedstavují geometrie hran.
• Zkratky urcˇené posloupností silnicˇních segmentu˚, u kterých jednotlivé zkratky prˇed-
stavují posloupnosti silnicˇních segmentu˚ vztahujících se k hranám.
Zkratky se veˇtšinou využívají až po skoncˇení smeˇrování prˇi rekonstruování výsledné
cesty. Du˚vod pro použití této struktury bude osveˇtlen dále v sekcích 3.3.3 a 4.3.1. Za-
tím zde mu˚žeme pouze konstatovat, že zkratky snižují pocˇet hran, které musí smeˇrovací
algoritmus prˇi hledání cesty prohledat, a tím je tento algoritmus rychlejší.
3.3 Mapové podklady OpenStreetMap
OpenStreetMap je celosveˇtový projekt, který má za cíl vytvárˇet a distribuovat volneˇ do-
stupná geografická data. Projekt byl založen v roce 2004 a postupneˇ se stal velice popu-
lární díky otevrˇené licenci Open Database License. Hlavní koncept OSM spocˇívá ve sbeˇru
dat z volneˇ dostupných zdroju˚ s kompatibilní otevrˇenou licencí, jako jsou naprˇíklad zá-
znamy z GPS zarˇízení, letecké snímky a jiné digitalizované mapy.
Velká výhoda OSM je v otevrˇeném prˇístupu k upravování samotných map. Každý
mu˚že vkládat nová data nebo upravovat stávající. Celkoveˇ prˇispeˇlo do projektu svými
daty už více než milion uživatelu˚ a mapa je v soucˇasné dobeˇ na velice dobré úrovni. Svou
kvalitou však OSM zatím neprˇekoná komercˇní mapy, a to práveˇ díky své otevrˇenosti
a prakticky neexistujícím standardu˚m pro vkládání a znacˇení dat.
3.3.1 Formát OSM
Primární formát OSM prˇedstavuje XML obsahující vektorová data. Všechna data jsou
uložena v hlavním XML souboru s názvem Planet.osm umísteˇném na internetové stránce
projektu2. Tento soubor obsahuje geografická data celé zemeˇkoule a v soucˇasné dobeˇ je
jeho velikost veˇtší než 250 GB. Dobrovolníci z rˇad uživatelu˚ však nabízí i extrakt3 dat
na úrovni kontinentu, státu, kraje, meˇsta nebo dokonce jen cˇásti meˇst, což je pro nás
výhodné, protože nebudeme muset zpracovávat množství dat veˇtší, než je nutné.
Formát XML byl u OSM zvolen z du˚vodu cˇitelnosti dat. OSM obsahuje trˇi primitivní
datové typy, které spolecˇneˇ definují ru˚zné druhy geografických dat. Primitivní datové





Název v OSM Cˇeský název Popis
ID Identifikacˇní cˇíslo Identifikacˇní cˇíslo jedinecˇné v rámci celého
OSM. V prˇípadeˇ odstraneˇní se nikdy stejné ID
nevyužívá znovu.
User Jméno uživatele Jméno uživatele, který primitivní datový typ
prˇidal nebo naposledy upravil.
Uid ID uživatele Identifikacˇní cˇíslo uživatele jedinecˇné v rámci
OSM.
Visiible Viditelnost Vlastnost urcˇující zda je nebo není primitivní
typ viditelný.
Changeset Množina zmeˇn Uplatní se, pokud uživatel provede mnoho
zmeˇn za krátký cˇas.
Timestamp Cˇas Cˇas poslední zmeˇny.
Version Verze Urcˇuje verzi. Prˇi každé úpraveˇ se zvýší o jedna.
Tabulka 1: Spolecˇné atributy primitivních datových typu˚ OSM.
Primitivní datové typy jsou:
• Uzel (node) prˇedstavuje jeden bod v prostoru. Veˇtšinou se jedná o bod zájmu. Ob-
sahuje geografické sourˇadnice v sourˇadnicovém systému WGS 84 a volitelneˇ nad-
morˇskou výšku.
• Cesta (way) je setrˇídeˇný seznam 2 až 2000 uzlu˚4. Pokud je první a poslední uzel
stejný, pak se jedná o polygon vymezující plochu, v opacˇném prˇípadeˇ je to krˇivka.
Aby nedocházelo k nedorozumeˇním v názvosloví, budeme veˇtšinou používat pro
tento primitivní typ název OSM cesta.
• Relace (relation) se skládá ze setrˇídeˇného seznamu uzlu˚, cest a neˇkdy i jiných relací.
Urcˇuje logický nebo geografický vztah mezi teˇmito prvky.
Každý primitivní datový typ mu˚že obsahovat znacˇky (tagy). OSM využívá pro znacˇky
systém klícˇu˚ a hodnot. Jedná se o jednoduchý systém prˇidávání libovolných dat k primi-
tivním typu˚m. Z povahy XML jsou klícˇe i hodnoty textové rˇeteˇzce, které mu˚žou teo-
reticky obsahovat cokoliv. Prˇi smeˇrování nás budou prˇevážneˇ zajímat znacˇky s klícˇem
"highway", protože práveˇ ty tvorˇí silnicˇní sít’. Blíže se na znacˇky podíváme v sekci 3.3.2.
Struktura XML je ve zjednodušené formeˇ videˇt ve výpisu 1. Jedná se o ilustrativní
zkrácenou verzi, kde trˇi tecˇky na místeˇ atributu zastupují skupinu beˇžných spolecˇných
atributu˚ vypsaných výše. XML zacˇíná standardním popisem verze a použitého kódování.
Následuje korˇenový element osm a verze OSM api, která urcˇuje jaké prvky mohou být
použity. V tomto korˇenovém elementu jsou umísteˇny všechny ostatní prvky jako jeho
potomci, konkrétneˇ se jedná o blok uzlu˚, za ním následuje blok cest a nakonec blok relací.
OSM prˇedepisuje mnoho klícˇu˚ a jejich možných hodnot, nicméneˇ s vývojem OSM se
tyto klícˇe a hodnoty meˇní, vznikají nové znacˇky nebo zanikají staré a celý systém prˇináší
4Pocˇet je definován v OSM.
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mnoho problému˚ se zpracováním dat. Je také pouze na uživatelích, jestli budou dodr-
žovat prˇedpisy a vytvárˇet podle nich znacˇky. Je beˇžné, že data obsahují mnoho nespe-
cifikovaných znacˇek, které si vytvárˇejí uživatelé pouze pro svou potrˇebu, cˇímž mohou
zpu˚sobit problémy se zpracováním teˇchto dat ostatním uživatelu˚m OSM. Existuje pouze
prˇedpis pro povinné prvky (primitivní typy) a vše ostatní je na úrovni doporucˇení pro
uživatele, jak by meˇli data vytvárˇet. Neexistuje standard ani žádný jiný silneˇjší nástroj
pro validaci dat. XML schéma OSM je velice krátké a strucˇné a kontroluje pouze povinné
atributy primitivních datových typu˚.
<?xml version="1.0" encoding="UTF−8"?>
<osm version="0.6" generator="OpenStreetMap server">
<node id="5" lat="49.8329417" lon="18.1653737" .../>
<node id="9" lat="49.8297162" lon="18.1634586" .../>
...
<node id="2" lat="49.8352613" lon="18.1665825" .../>

















Výpis 1: Ukázka struktury OSM XML formátu
3.3.2 Zpracování OpenStreetMap
Cíl této sekce je zjednodušeným zpu˚sobem popsat zpracování OSM do našich indexu˚.
Samotné zpracování map se mu˚že jevit jako triviální záležitost, jelikož jde "pouze"o zpra-
cování XML souboru, ale není tomu tak. Problémy popsané v prˇedešlé sekci nás nutí rˇešit
mnoho dílcˇích úkolu˚ spojených s nekonzistencí OSM dat.
Hlavní myšlenka zpracování OSM je v pru˚chodu XML, beˇhem kterého dojde k zapa-
matování du˚ležitých prvku˚ tvorˇících graf a následné uložení teˇchto dat do indexu. OSM
uzly odpovídají vrcholu˚m naší datové struktury a jejich zpracování je bezproblémové.
Hrany, tak jak je máme definovány, bychom ale v OSM hledali marneˇ. Musíme proto
prˇi zpracování provést neˇkteré du˚ležité úpravy vstupních dat. Nejdu˚ležiteˇjší je rozdeˇlení
OSM cest na jednotlivé segmenty, ze kterých se tyto cesty skládají. OSM cesta se mu˚že
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skládat až z 2000 uzlu˚, z cˇehož jednoduchým výpocˇtem vyplývá, že z ní mu˚žeme vytvo-
rˇit až 1999 segmentu˚. Všechny segmenty jedné OSM cesty sdílí spolecˇné klícˇe a hodnoty.
U segmentu˚ si zapamatujeme pouze klícˇe a hodnoty, které nás zajímají pro smeˇrování
a po tomto kroku jsme teoreticky se zpracováním OSM hotovi. Segmenty totiž odpoví-
dají hranám v naší datové strukturˇe. Dále už zbývá jen vyladit neˇkteré neduhy OSM
a uložit výsledek do indexu.
Zpracování OSM cest vyžaduje prˇevedení mnoha klícˇu˚ a hodnot do formátu metadat
hran naší datové struktury. Tento úkol je obtížný, protože OSM nenutí uživatele ukládat
informace k OSM cestám jednotným zpu˚sobem. Klícˇe mívají cˇasto nesmyslné hodnoty
a kvalita OSM tímto znacˇneˇ trpí. Jako prˇíklad mu˚žeme uvést údaj o maximální rychlosti
cest. OSM má v doporucˇení mnoho zpu˚sobu˚, jak tento údaj uložit a uživatelé OSM ve
veˇtšineˇ prˇípadu˚ využívají tato doporucˇení, nicméneˇ u malého pocˇtu cest se vyskytují
hodnoty v naprosto jiném formátu nebo je rychlost nelogicky zapsána slovneˇ, prˇípadneˇ
obsahuje údaj slovní spojení, jako naprˇíklad "Rychlá cesta". Je jasné, že taková data se
špatneˇ zpracovávají, a i když se prˇizpu˚sobíme novým speciálním formátu˚m jednotlivých
uživatelu˚, tak nikdy nebudeme schopni zpracovat veškerá data. V každé noveˇjší verzi
OSM dat se navíc mu˚že objevit nový speciální formát neˇkterého klícˇe nebo hodnoty.
OSM obsahuje i jiné anomálie, než jen výše uvedené speciální formáty. Nicméneˇ tyto
anomálie jdou ve veˇtšineˇ prˇípadu˚ odstranit. Anomálie mu˚žeme rozdeˇlit do teˇchto dvou
skupin:
Dva uzly ve stejném umísteˇní: v datech se objevují dva i více uzlu˚ se stejnými GPS sou-
rˇadnicemi. Pravdeˇpodobneˇ se jedná o chybu vzniklou prˇi vkládání dat nebo chybu
ve formátu uložených desetinných cˇísel, kdy jsou dva uzly prˇíliš blízko u sebe
a v datech splynou. Tuto anomálii je velice snadné odstranit, jednoduše necháme
pouze jeden uzel.
Prˇekrývající se cesty: urcˇitá místa obsahují prˇekrývající se OSM cesty. Prˇekrytí vytvárˇí
více než jeden segment mezi dvojicí uzlu˚, prˇicˇemž každý segment mu˚že mít ru˚zné
vlastnosti. Anomálie je nejvíce patrná u velkých krˇižovatek, u kterých existuje trˇi
i více segmentu˚ mezi dvojicí uzlu˚. Odstraneˇní anomálie není jednoduché, jelikož
musíme urcˇitým zpu˚sobem spojit dílcˇí segmenty do jednoho a jejich vlastnosti ne-
musí být stejné.
Odstraneˇním anomálií jsme vyrˇešili zbylé problémy OSM. Výsledný index obsahuje
již data, se kterými lze provádeˇt smeˇrování. Nicméneˇ letmý pohled na výsledný graf
odhalí ješteˇ jeden zásadní nedostatek. Graf obsahuje velice vysoký pocˇet nadbytecˇných
hran, a proto musíme provést krok, který jsme nazvali minimalizace OSM grafu.
3.3.3 Minimalizace OSM grafu
Minimalizace OSM grafu je proces odstranˇující nadbytecˇné hrany. Nadbytecˇné hrany
vznikají prˇi zpracování OSM dat, jelikož prˇistupujeme ke každému segmentu stejným
zpu˚sobem a nerozlišujeme, jestli se jedná skutecˇneˇ o hranu nebo pouze o geometrii neˇ-
jaké jiné hrany. Geometrie je v našem pojetí tvar, který má hrana ve skutecˇnosti. Typický
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Obrázek 5: Ukázka základní myšlenky minimalizace grafu. Nahorˇe je ukázka cˇásti grafu
vhodného pro minimalizaci, dole je výsledek po provedení minimalizace.
prˇíklad jsou dálnice, u kterých je malý pocˇet nájezdu˚ a sjezdu˚. Graf silnicˇní síteˇ pro dál-
nice by meˇl v ideálním prˇípadeˇ obsahovat pouze vrcholy umísteˇné v teˇchto nájezdech
a sjezdech a mezi nimi malý pocˇet hran. OSM ale obsahuje mnoho silnicˇních segmentu˚
pro celou dálnici, cˇímž vznikne vysoký pocˇet nadbytecˇných hran a vrcholu˚ serˇazených
za sebou. Pro vyrˇešení tohoto problému jsme vytvorˇili algoritmus minimalizující graf.
Dále budeme používat názvy pu˚vodní graf a pu˚vodní index pro drˇíve vytvorˇený graf
a index a po minimalizaci vytvorˇený graf a index budeme nazývat minimalizovaný graf
a minimalizovaný index.
Algoritmus pro minimalizaci grafu
Algoritmus pro minimalizaci grafu funguje jednoduše, musíme ale urcˇit, kdy mu˚žeme
minimalizaci provést. Pokud jsou "za sebou"trˇi vrcholy propojené hranami a zárovenˇ
prostrˇední vrchol nemá jiné hrany, pak mu˚žeme uvažovat o odstraneˇní tohoto prostrˇed-
ního vrcholu, viz obrázek 5 nahorˇe. Prˇed samotným odstraneˇním vrcholu musíme ješteˇ
zkontrolovat, jestli je možné spojit dveˇ prˇilehlé hrany a vytvorˇit z nich novou hranu se
zkombinovanými vlastnostmi obou hran. Je zrˇejmé, že mu˚žeme spojovat pouze hrany,
jejichž smeˇr se shoduje, prˇípadneˇ pokud jsou obeˇ hrany obousmeˇrné. Dále nesmíme za
žádných okolností spojit hrany, které mají rozdílnou kategorii silnice, prˇístupnost vo-
zidel nebo specifické informace, protože bychom ztratili du˚ležitá data. Zbylé vlastnosti
hran mu˚žeme spojovat, a to jako pru˚meˇr naprˇíklad u maximální povolené rychlosti nebo
secˇíst naprˇíklad u délky hran.
Samotný algoritmus prochází postupneˇ vrcholy pu˚vodního grafu, zjišt’uje, zda mu˚že
aktuální vrchol odstranit a v prˇípadeˇ, že ano, odstraníme daný vrchol a vytvorˇíme novou
hranu mezi krajními vrcholy spojením pu˚vodních hran prˇilehlých vrcholu˚. Ukázka vý-
sledku na obrázku 5 dole. Prˇi smeˇrování nás ale zajímá kudy prˇesneˇ cesta vede, a proto
musíme zárovenˇ s odstranˇováním vrcholu˚ a hran ukládat i pu˚vodní geometrii. Geometrie
urcˇuje tvar hrany a u smeˇrování je velice du˚ležitá pro vizualizaci, protože díky ní neztra-
tíme informaci o tvaru silnice. Výsledek minimalizace je minimalizovaný graf, který se
stejneˇ jako pu˚vodní graf ukládá do indexu a také seznam geometrií, pomocí kterého mu˚-
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Obrázek 6: Problém trojúhelníku. Prˇi odstraneˇní kteréhokoliv vrcholu bychom spojením
hran museli vytvorˇit již druhou hranu mezi dvojicí zbylých vrcholu˚ a vznikl by multigraf.
Minimalizaci nelze provést.
žeme zpeˇtneˇ zrekonstruovat prˇesný tvar silnice. Seznam geometrií je uložen do datové
struktury zkratek urcˇených geometrií ze sekce 3.2.
Beˇhem minimalizace si musíme dát pozor na jeden speciální prˇípad, ve kterém ne-
smíme provést odstraneˇní vrcholu, i prˇesto, že ostatní prˇedpoklady pro odstraneˇní jsou
splneˇny. Jedná se o problém trojúhelníku ilustrovaný na obrázku 6. Problém trojúhelníku
by nastal, když by dva krajní vrcholy zbylé po minimalizaci již meˇly mezi sebou hranu5.
V takovém prˇípadeˇ nemu˚žeme vrchol odstranit, jelikož by spojením hran vznikla druhá
hrana mezi stejnou dvojicí vrcholu˚, neboli z našeho grafu by se stal multigraf. Smeˇrovací
algoritmy neumí pracovat s multigrafy, tudíž je tato situace neprˇípustná.
Pocˇet vrcholu˚ a hran grafu CˇR vytvorˇeného z OSM prˇed minimalizací a po ní je uve-
den v tabulce 2. Graf se zmenšil prˇibližneˇ na 30% své pu˚vodní velikosti. Pro srovnání
jsou v tabulce 3 uvedeny i velikosti indexu˚ pro OSM a pu˚vodní Navteq. Jedná se pouze
o orientacˇní porovnání, jelikož datum vytvorˇení indexu˚ a samotný typ indexu˚ je u OSM
i Navteq ru˚zný.
Pocˇet vrcholu˚ Pocˇet hran
Pu˚vodní graf 3 288 021 3 438 734
Minimalizovaný graf 970 666 1 124 244
Pomeˇr minimalizovanýpu˚vodní 0,295 0,327




OSM pu˚vodní graf 215,0 6 769
OSM minimalizovaný graf 64,0 2 015
Navteq 81,3 -
Tabulka 3: Velikosti indexu˚ pro OSM a Navteq.
5Tuto situaci si mu˚žeme prˇedstavit na grafu vypadajícím jako trojúhelník.
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4 Smeˇrovací algoritmy
Strucˇneˇ si prˇedstavíme nejbeˇžneˇjší smeˇrovací algoritmy, jejich optimalizované varianty
a také jeden moderní smeˇrovací algoritmus založený na metodeˇ oddeˇlovacˇu˚. Dále se
podíváme na možnost využití dynamických prvku˚ prˇi smeˇrování a výpocˇet dostupnosti.
4.1 Dijkstru˚v algoritmus
Dijkstru˚v algoritmus [10] je grafový algoritmus sloužící k nalezení nejkratší cesty s jed-
ním zdrojovým vrcholem. Algoritmus si pro každý vrchol v grafu pamatuje cestu, kterou
se do neˇj lze ze zdrojového vrcholu dostat a její cenu (délku). Algoritmus projde každý
vrchol maximálneˇ jednou a díky tomu je konecˇný. Pokud nás zajímá pouze cesta mezi
dveˇma vrcholy, mu˚žeme prohledávání grafu ukoncˇit, když narazíme na cílový vrchol.
Dijkstru˚v algoritmus hledání nejkratší cesty mu˚žeme popsat následujícími body:
1. Pocˇátecˇní vzdálenosti všech vrcholu˚ jsou rovny nekonecˇnu a vzdálenost zdrojo-
vého vrcholu (od sebe sama) je 0.
2. Oznacˇíme všechny vrcholy grafu jako nenavštívené a zdrojový vrchol jako aktuální.
3. Z aktuálního vrcholu grafu vypocˇítáme vzdálenosti do všech prˇilehlých vrcholu˚.
Pokud je takto vypocˇtená vzdálenost pro neˇkterý prˇilehlý vrchol menší než vzdá-
lenost, kterou si pro tento prˇilehlý vrchol algoritmus pamatuje, prˇepíšeme ji. Tímto
zpu˚sobem si algoritmus postupneˇ zaznamenává pro každý vrchol grafu aktuální
minimální vzdálenost od zdrojového vrcholu. Aktuální vzdálenost se v tomto kroku
meˇní a není tedy definitivní.
4. Aktuální vrchol oznacˇíme jako navštívený. Jeho vzdálenost od zdrojového vrcholu
je již definitivní, tento vrchol už nemusíme prˇíšteˇ kontrolovat.
5. Pokud jsme navštívili všechny vrcholy grafu, skoncˇíme. V opacˇném prˇípadeˇ vybe-
reme z nenavštívených vrcholu˚ ten s nejmenší aktuální vzdáleností, oznacˇíme ho
jako aktuální a pokracˇujeme od kroku 3.
Postup algoritmu ilustruje obrázek 7. Hledáme všechny nejkratší cesty z vrcholu s cˇís-
lem 1. Sveˇtle šedeˇ jsou znacˇeny nenavštívené vrcholy, tmaveˇ šedeˇ navštívené. Vrcholy,
které nejsou v jednotlivých fázích algoritmu zobrazeny nebyly ani navštíveny ani nepatrˇí
mezi prˇilehlé vrcholy k již navštíveným vrcholu˚m.
Dijkstru˚v algoritmus poskytuje pro úlohu nejkratší cesty v grafu optimální rˇešení. Pro
danou dvojici vrcholu˚ garantuje, že výsledná trasa je minimální a v grafu nenalezneme
kratší. Daní za optimalitu je nutnost projít velké množství vrcholu˚, a proto je hledání
velice neefektivní.
Efektivní implementace Dijkstrova algoritmu vyžaduje rychlou datovou strukturu
pro ukládání dosud nenavštívených vrcholu˚ grafu. Cˇasová složitost algoritmu je zá-
vislá na použité datové strukturˇe. Množinu dosud nenavštívených vrcholu˚ veˇtšinou re-
prezentujeme prioritní frontou [24]. V prˇípadeˇ nejjednodušší implementace použijeme
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Obrázek 7: Postup Dijkstrova algoritmu
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jako prioritní frontu pole. Složitost vyhledání vrcholu s nejmenší aktuální vzdáleností,
má v tomto prˇípadeˇ lineární cˇasovou složitost tj. pocˇet operací nutných pro nalezení
vhodného vrcholu je lineární funkcí pocˇtu vrcholu˚ v množineˇ nenavštívených vrcholu˚.
V tomto prˇípadeˇ je asymptotická cˇasová složitost O(|V |2 + |E|), kde |V | je pocˇet vrcholu˚
a |E| pocˇet hran prohledávaného grafu. Cˇasovou složitost je možné vylepšit použitím
efektivneˇjší prioritní fronty. Naše implementace využívá binární haldu [1], která snižuje
složitost na O((|V |+ |E|)log(|V |)).
4.2 Optimalizace smeˇrovacích algoritmu˚
Optimalizace smeˇrovacích algoritmu˚ zajišt’ují efektivneˇjší beˇh algoritmu˚ a rychlejší vý-
pocˇet nejkratší cesty. Rychlost algoritmu˚ je prˇímo závislá na pocˇtu prohledaných vrcholu˚.
Snížení pocˇtu prohledaných vrcholu˚ je proto hlavní zpu˚sob optimalizace smeˇrovacích al-
goritmu˚.
4.2.1 A* algoritmus
A* algoritmus [16] je vylepšená verze Dijkstrova algoritmu. Jedná se o heuristický smeˇ-
rovací algoritmus, který si pro každý vrchol grafu pamatuje nejen délku nejkratší cesty,
kterou se do neˇj lze ze zdrojového vrcholu dostat, ale i odhad zbývající cesty. Odhad je
nejcˇasteˇji tvorˇen vzdáleností k cílovému vrcholu vzdušnou cˇarou.
Pokud hledáme nejrychlejší cestu, to jest zajímá nás cesta s minimální jízdní dobou,
musíme urcˇit prˇedpokládanou cestovní rychlost, se kterou vydeˇlíme vzdálenost vzduš-
nou cˇarou a dostaneme tak odhad doby cesty k cíli. Zvolená rychlost nesmí být prˇíliš
malá, protože by nadhodnotila odhad a algoritmus by vynechal neˇkteré možné cesty.
Výbeˇr prˇíliš vysokého odhadu rychlosti by naopak podhodnotilo ohodnocení a prochá-
zelo by se zbytecˇneˇ mnoho nepravdeˇpodobných cest.
Správné urcˇení heuristické funkce má velký vliv na kvalitu nalezené cesty. Algorit-
mus nejdrˇíve prochází smeˇr, který nejpravdeˇpodobneˇji vede k cíli a zárovenˇ bere do
úvahy již uraženou vzdálenost. Optimálního výsledku [8] mu˚žeme docílit pouze pokud
použijeme prˇípustnou6 heuristickou funkci. Prˇípustná heuristická funkce nesmí nikdy
nadhodnotit ohodnocení cesty k cíli, neboli odhad ohodnocení musí být vždy nižší nebo
roven než je skutecˇné ohodnocení cesty k cíli. Pouze tímto zpu˚sobem máme zarucˇeno, že
nalezneme optimální rˇešení.
Množství prohledaných vrcholu˚ je proti Dijkstrovu algoritmu podstatneˇ menší. Proto
tento algoritmus vyniká vyšší rychlostí výpocˇtu prˇi prˇijatelné ztráteˇ prˇesnosti.
4.2.2 Obousmeˇrné vyhledávání
Obousmeˇrné vyhledávání [22] je nejbeˇžneˇjší optimalizacˇní metoda smeˇrovacích algo-
ritmu˚. Princip metody je v rozdeˇlení na dva samostatná hledání. Jedno postupuje smeˇ-
rem od pocˇátecˇního vrcholu k cílovému a nazývá se doprˇedné hledání a druhé postu-







Obrázek 8: Problém ukoncˇení obousmeˇrného hledání – hledáme nejkratší cestu obou-
smeˇrným Dijkstrovým algoritmem z vrcholu s oznacˇením u do w. Doprˇedné i zpeˇtné hle-
dání si v prvním kroku vyberou hrany s ohodnocením 9 a hledání se setkají ve vrcholu v.
Nalezená cesta u-v-w má cenu 18, existuje však cesta u-w s cenou pouze 10.
skoncˇí, když se oba dílcˇí hledání setkají prˇibližneˇ uprostrˇed. Zámeˇrneˇ jsme použili ter-
mín hledání, abychom poukázali na skutecˇnost, že je obousmeˇrné vyhledávání možné
využít s ru˚znými smeˇrovacími algoritmy. Nejcˇasteˇji používané varianty jsou obousmeˇrný
Dijkstru˚v algoritmus [15] a obousmeˇrný A* algoritmus [7]. Z názvu˚ obou variant je zrˇejmé,
jaký smeˇrovací algoritmus je u nich použit pro hledání.
Obousmeˇrné vyhledávání je možné využít dohromady s jinými optimalizacˇními me-
todami a docílit tak efektivneˇjšího vyhledávání. Témeˇrˇ všechny moderní smeˇrovací al-
goritmy využívají obousmeˇrné vyhledávání, protože zarucˇuje kratší cˇas beˇhu algoritmu.
Zrychlení algoritmu vychází z rozdeˇlení na dva samostatná hledání. Suma prohledaných
vrcholu˚ obou teˇchto hledání je menší, než kdyby probíhalo jedno hledání od pocˇátecˇního
vrcholu ke koncovému, jak jsme zvyklí.
Nalezená cesta nemusí být shodná s cestou, kterou bychom nalezli bez použití obou-
smeˇrného hledání. Ukázka takového prˇípadu je na obrázku 8, na kterém hledáme nej-
kratší cestu z vrcholu u do vrcholu w pomocí Dijkstrova algoritmu. V prvním kroku
prohledá doprˇedné hledání vrchol v, jelikož má aktuálneˇ nejnižší ohodnocení. Stejným
zpu˚sobem zpeˇtné hledání prohledá v prvním kroku vrchol v. Nalezená cesta u-v-w však
ocˇividneˇ není s cenou 18 minimální, protože existuje cesta u-w s cenou 10.
Prˇícˇina této neprˇesnosti je v porˇadí prohledávaných vrcholu˚. Vyhledávání nemu˚žeme
ukoncˇit ihned po nalezení prvního vrcholu náležícího doprˇednému i zpeˇtnému hledání,
protože takový vrchol nemusí ležet na nejkratší cesteˇ. Pro ukoncˇení vyhledávání musíme
využít silneˇjší podmínku [15]. Beˇhem hledání si budeme pamatovat délku µ aktuálneˇ
nejkratší nalezené cesty. Na zacˇátku je µ =∞. Když prohledáváme vrchol, který jsme již
jednou prohledali v opacˇném smeˇru, aktualizujeme µ, pokud je délka cesty vedoucí prˇes
prohledávaný vrchol menší, než µ. Oba smeˇry vyhledávání si beˇžneˇ uchovávají mno-
žinu nenavštívených vrcholu˚ a vzdálenosti do teˇchto vrcholu˚. Nazveˇme minD a minZ
minimální vzdálenosti z množiny nenavštívených vrcholu˚ v doprˇedném a zpeˇtném hle-
dání. Obousmeˇrné vyhledávání skoncˇí, pokud minD +minZ ≥ µ. Tento vztah je logický
a zjednodušeneˇ rˇíká, že hledání nesmíme ukoncˇit, dokud mu˚že existovat kratší cesta.
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4.2.3 Vyhledávání omezené silnicˇními kategoriemi
Pravdeˇpodobneˇ nejstarší heuristická metoda smeˇrování je vyhledávání omezené silnicˇ-
ními kategoriemi [20]. Silnicˇní kategorie jsou skupiny silnic rozdeˇlené podle své kvality7.
Smeˇrovací algoritmus používající omezení silnicˇními kategoriemi má jako vstup defino-
váno, na jaké nejméneˇ kvalitní silnicˇní kategorii smí prohledávat vrcholy a hrany. Smeˇ-
rovací algoritmus hledá cestu pouze v této kategorii nebo v kategorii vyšší kvality a vy-
nechává z hledání vrcholy a hrany ležící na silnicˇních kategoriích méneˇ kvalitních. Al-
goritmus musíme ješteˇ vylepšit, jinak bychom naprˇíklad nenalezli žádnou cestu, kdyby
byl pocˇátecˇní vrchol v kategorii menší kvality. Rozšírˇení se týká oblastí, ve kterých mu˚že
algoritmus vyhledávat bez omezení silnicˇními kategoriemi. Tyto oblasti vytvorˇíme do
urcˇité vzdálenosti kolem pocˇátecˇního a cílového vrcholu.
Rychlost této optimalizacˇní techniky je závislá na mapových podkladech. Pokud ka-
tegorie vyšší kvality obsahují méneˇ vrcholu˚ a hran než kategorie méneˇ kvalitní, pak se
vyhledávání cesty znatelneˇ urychlí. Samozrˇejmeˇ vynecháním urcˇité cˇásti grafu ztrácíme
prˇesnost vyhledané cesty a riskujeme, že prˇi špatném urcˇení vstupní silnicˇní kategorie
cestu ani nenalezneme.
4.2.4 Obousmeˇrné omezené vyhledávání
Obousmeˇrné omezené vyhledávání [12] funguje na podobném principu jako vyhledá-
vání omezené silnicˇními kategoriemi. Na rozdíl od neˇho pracuje algoritmus obousmeˇrneˇ
a tedy rozdeˇlí vyhledávání na dva samostatná hledání. Další du˚ležitá zmeˇna je, že na
vstupu není definována kvalita silnicˇní kategorie. Algoritmus prohledává beˇžným zpu˚-
sobem postupneˇ z obou stran vrcholy, prˇicˇemž hledání probíhá vždy pouze na hranách
silnicˇní kategorie stejné nebo lepší kvality, než je v aktuálním vrcholu. Pokud algoritmus
narazí na silnicˇní kategorii nižší kvality, prohledá urcˇité velice malé okolí tohoto místa.
Pokracˇuje v hledání, když v okolí najde opeˇt silnicˇní kategorii vyšší kvality, v opacˇném
prˇípadeˇ místo vynechá z hledání. Algoritmus prohledává bez omezení kategoriemi urcˇité
okolí od pocˇátecˇního a koncového vrcholu, aby se zvýšila šance nalezení cesty v prˇípadeˇ,
že bude tento pocˇátek nebo konec umísteˇn prˇímo v nejkvalitneˇjší silnicˇní kategorii.
Prˇesnost a rychlost algoritmu jsou závislé na nastavení. Okolí od pocˇátku a konce hle-
dání, které algoritmus prohledá bez ohledu na silnicˇní kategorie, zvolíme jako vzdálenost
lengthstart od pocˇátecˇního a koncového vrcholu. Dále zvolíme lengthmax jako maximální
vzdálenost, do které vyhledávání pokracˇuje prˇi nalezení silnicˇní kategorie horší, než je
soucˇasná silnicˇní kategorie. Abychom dosáhli tohoto cíle, musíme si také pamatovat ak-
tuálneˇ nejlepší silnicˇní kategorii a aktuální vzdálenost uraženou na horší silnicˇní kate-
gorii u všech prohledaných vrcholu˚. Aktuálneˇ nejlepší silnicˇní kategorie se aktualizuje
pouze prˇi prˇechodu na lepší silnicˇní kategorii. Vrcholy jsou prohledávány pouze pokud
je aktuální vzdálenost uražená na horší silnicˇní kategorii menší než lengthmax. Aktuální
vzdálenost se vynuluje, když nalezneme lepší silnicˇní kategorii.
7Základní rozdeˇlení v Cˇeské republice je naprˇíklad na dálnice, silnice, místní komunikace a úcˇelové ko-
munikace, serˇazeno podle kvality od nejvyšší k nejnižší. Tyto skupiny se pak dále ješteˇ mohou deˇlit.
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Obousmeˇrné omezené vyhledávání funguje dobrˇe s Dijkstrovým i A* algoritmem.
Správné nastavení algoritmu je zásadní. S prˇíliš malými hodnotami lengthmax a lengthstart
nemusíme nalézt žádnou cestu. S vysokými hodnotami bude algoritmus prohledávat vel-
kou cˇást grafu a vyhledávání bude pomalejší. Vliv nastavení parametru˚ na vyhledávání
je v sekci 5.2.
4.2.5 Obousmeˇrné hierarchické vyhledávání
Obousmeˇrné hierarchické vyhledávání [23] je námi již drˇíve vytvorˇený smeˇrovací algo-
ritmus. Algoritmus funguje ve dvou krocích. První krok je prˇedzpracování dat. V tomto
kroku algoritmus spojuje silnicˇní kategorie podle kvality do úrovní. Druhý krok je vy-
užití teˇchto úrovní prˇi smeˇrování. Vyhledávání zacˇíná z obou stran na úrovni nejnižší
kvality. V prˇípadeˇ, že nalezneme vrchol v úrovni lepší kvality, algoritmus prˇejde do této
úrovneˇ a nikdy se již nemu˚že vrátit do úrovneˇ horší. Vyhledávání skoncˇí, když se hledání
z obou stran setkají na nejkvalitneˇjší úrovni prˇibližneˇ uprostrˇed.
Algoritmus vyhledává cesty velice rychle a kvalita nalezených cest je ve veˇtšineˇ prˇí-
padu˚ velice dobrá. V malém procentu hledání je ale výsledná cesta neprˇesná, protože
algoritmus prˇejde do úrovneˇ vyšší kvality nesprávným vrcholem. Taková cesta se liší
prˇevážneˇ v místeˇ pocˇátku nebo konce hledání. Nejveˇtší problém tohoto algoritmu je tedy
jeho cˇástecˇná nespolehlivost, která je dána jeho návrhem.
4.3 Vyhledávání pomocí metody oddeˇlovacˇu˚
Moderní smeˇrovací algoritmus by meˇl být rychlý a prˇesný. Navíc by meˇl být i spolehlivý
z pohledu celkové kvality vyhledávaných cest, neboli jinak rˇecˇeno algoritmus by meˇl
vždy nalézt "dobrou"cestu. Tyto trˇi vlastnosti splnˇují dohromady veˇtšinou jen algoritmy,
které si prˇed smeˇrováním vytvorˇí pomocné datové struktury a fungují tedy ve dvou kro-
cích. První krok je prˇedzpracování dat a druhý krok samotné smeˇrování. Tuto myšlenku
využívá i metoda oddeˇlovacˇu˚ [19], kterou využijeme jako základ našeho smeˇrovacího
algoritmu.
Metoda oddeˇlovacˇu˚ je obecné oznacˇení pro algoritmy, které pro svou funkci využívají
graf rozdeˇlený na menší cˇásti. Oddeˇlovacˇ je chápán jako množina vrcholu˚ nebo hran,
jejichž odstraneˇním rozdeˇlíme graf na tyto cˇásti, neboli komponenty. Oddeˇlovacˇe jsou
z pohledu teorie grafu˚ grafové rˇezy.
Náš algoritmus potrˇebuje pro svou cˇinnost graf rozdeˇlený na urcˇitý pocˇet cˇástí a prˇe-
dem vytvorˇený hranicˇní graf [9], viz dále sekce 4.3.1 a 4.3.2. Samotný algoritmus vyhle-
dávání pomocí metody oddeˇlovacˇu˚ popíšeme v sekci 4.3.3.
4.3.1 Rozdeˇlení grafu
Rozdeˇlení grafu [3] je v teorii grafu˚ NP-úplný problém, který se zabývá tím, zda je možné
graf rozdeˇlit na menší komponenty. Prˇi rozdeˇlování chceme, aby jednotlivé komponenty
splnˇovaly urcˇité požadavky. Algoritmus rozdeˇlující graf musí pak tyto požadavky re-
spektovat a rˇídit se jimi.
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Nejbeˇžneˇjší požadavek je, aby byl graf rozdeˇlen na specifický pocˇet komponent. Další
beˇžné požadavky jsou alesponˇ prˇibližneˇ stejná velikost vytvárˇených komponent a mini-
mální pocˇet propojujících hran mezi komponentami. Prˇesneˇ tyto trˇi požadavky budeme
vyžadovat od rozdeˇlujícího algoritmu. Kvalitu rozdeˇlení budeme posuzovat podle teˇchto
parametru˚ a pozdeˇji uvidíme, procˇ jsou práveˇ tyto požadavky tak du˚ležité.
Rozdeˇlení grafu jsme rˇešili dveˇma zpu˚soby. První zpu˚sob je volneˇ dostupný software
Metis [18], který se specializuje na rozdeˇlování grafu˚ dle ru˚zných parametru˚. Druhý zpu˚-
sob je takzvaný "Left-Right-Oscillate"algoritmus [21] [11] (dále jen LRO), který byl již
drˇíve vytvorˇen na katedrˇe informatiky Vysoké školy bánˇské. Algoritmus LRO je inspiro-
ván hledáním komunit v sociálních sítích, prˇicˇemž se nesnaží rozdeˇlovat na stejneˇ velké
cˇásti. Nesplnˇuje tedy jednu naši podmínku, ale mu˚že se nám hodit pro porovnání.
Na obrázku 9 mu˚žeme vizuálneˇ porovnat oba algoritmy. Vybrané pocˇty komponent
byly urcˇeny algoritmem LRO. Každá komponenta má jinou barvu a barvy v jednotlivých
obrázcích spolu nijak nesouvisí. Prˇi rozdeˇlení na malý pocˇet cˇástí mu˚žeme pozorovat, že
LRO rozdeˇluje na pásy. U rozdeˇlení na veˇtší pocˇet komponent vypadají výsledky obou
algoritmu˚ již velice podobneˇ.
Vizuální porovnání obou zpu˚sobu˚ rozdeˇlení není pro naše úcˇely postacˇující, a proto
porovnáme výsledky obou zpu˚sobu˚ rozdeˇlení v cˇíselné podobeˇ. Pro další popis musíme
vysveˇtlit následující dva pojmy – hranicˇní vrchol a hranicˇní hrana. Hranicˇní vrchol je ta-
kový vrchol, který je soucˇástí urcˇité komponenty a z neˇhož vede alesponˇ jedna hrana do
vrcholu ležícího v jiné komponenteˇ. Jinak rˇecˇeno je to vrchol, který leží na hranici kom-
ponenty. Hrana propojující tyto dva hranicˇní vrcholy se nazývá hranicˇní hrana. Hranicˇní
hrana je tedy hrana ležící na rozhraní dvou komponent. Ukázka na obrázku 10. Na ob-
rázku jsou u cˇásti naznacˇených komponent zobrazeny hranicˇní vrcholy a hranicˇní hrany.
Komponenty samozrˇejmeˇ obsahují mnohem veˇtší pocˇet ne-hranicˇních vrcholu˚ a hran,
které však nejsou v ukázce zakresleny. Zámeˇrneˇ také nejsou naznacˇeny smeˇry hranicˇních
hran, na kterých v této ukázce nezáleží a mohou být libovolné.
Tabulka 4 ukazuje výsledky rozdeˇlení pro urcˇené pocˇty komponent. Metis 1 byl nasta-
ven pro rozdeˇlení s minimálním pocˇtem hranicˇních vrcholu˚ a Metis 2 pro rozdeˇlení s mi-
nimálním soucˇtem ohodnocení hranicˇních hran. Je du˚ležité, aby celkový pocˇet propojení
mezi komponentami, neboli pocˇet hranicˇních vrcholu˚ a hran, byl minimální. Záleží nám
ale také na rovnomeˇrném rozdeˇlení hranicˇních vrcholu˚ v komponentách, a proto jsme
provedli jednoduchou statistiku, na jejímž základu vyhodnotíme kvalitu rozdeˇlujících
algoritmu˚. Soucˇet ohodnocení je vypocˇítán jako cˇas potrˇebný pro pru˚chod všech hranicˇ-
ních hran a z našeho pohledu se jedná pouze o dodatecˇnou informaci o daném rozdeˇlení.
Z tabulky je zrˇejmé, že LRO není dobré pro rozdeˇlení na malý pocˇet komponent, viz pásy
na obrázku 9a. U rozdeˇlení na vyšší pocˇet komponent není kvalita LRO v pocˇtech hra-
nicˇních vrcholu˚ o mnoho horší, než Metis 1. Smeˇrodatná odchylka však odhalila, že LRO
má mnohem veˇtší rozmezí pocˇtu hranicˇních vrcholu˚ v komponentách, což je nežádoucí.
Stejneˇ je na tom i Metis 2, který vytvárˇí rozdeˇlení s prˇíliš vysokým pocˇtem hranicˇních vr-
cholu˚, a proto budeme dále používat pro rozdeˇlení grafu pouze Metis 1, neboli variantu
rozdeˇlující na minimální pocˇet hranicˇních vrcholu˚.
Pro zajímavost jsou na obrázcích 11a a 11b zobrazeny histogramy cˇetností hranicˇ-
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(a) LRO 19 komponent (b) Metis 19 komponent
(c) LRO 216 komponent (d) Metis 216 komponent
(e) LRO 1372 komponent (f) Metis 1372 komponent
Obrázek 9: Ukázka rozdeˇlení grafu pro urcˇené pocˇty komponent.
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Partition 1 Partition 2
Obrázek 10: Ukázka hranice, hranicˇních vrcholu˚ a hran. Hranice mezi naznacˇenými kom-
ponentami oznacˇenými cˇísly 1 a 2 je znázorneˇna cˇárkovaneˇ, kružnice prˇedstavují hranicˇní
vrcholy a úsecˇky jsou hranicˇní hrany.
(a) LRO - 216 komponent (b) Metis 1 - 216 komponent
Obrázek 11: Histogram cˇetností hranicˇních vrcholu˚ v komponentách. Na vodorovné ose
jsou pocˇty hranicˇních vrcholu˚ s šírˇkou intervalu 10 a na svislé ose jsou samotné cˇetnosti.
ních vrcholu˚ v komponentách pro LRO i Metis 1 prˇi rozdeˇlení na 216 komponent. His-
togram pro Metis 1 patrˇí normálnímu rozdeˇlení a cˇetnosti jsou rozmísteˇny rovnomeˇrneˇ.
Histogram pro LRO má však charakter hyperboly a s nejvyšší pravdeˇpodobností se jedná
o Power Law distribuci.
4.3.2 Vytvorˇení hranicˇního grafu
Hranicˇní graf [14] je, jak již název napovídá, graf vytvorˇený urcˇitým zpu˚sobem z hra-
nicˇních vrcholu˚ a hranicˇních hran. Základ hranicˇního grafu tvorˇí tedy hranicˇní vrcholy
a hranicˇní hrany. Navíc prˇidáme nejkratší cesty (prakticky se jedná o nejrychlejší cesty dle
cˇasového ohodnocení) vypocˇítané navzájem mezi všemi dvojicemi hranicˇních vrcholu˚
v každé komponenteˇ. Cˇást hranicˇního grafu znázornˇující jednu komponentu je na ob-
rázku 12.
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Hranicˇní vrcholy Hranicˇní hrany Soucˇet ohodnocení [s]
n x σ n
Metis 1 - 19 k. 1026 54,0 49,3 1 070 49 727
Metis 2 - 19 k. 1523 80,1 79,4 1 642 4 911
LRO - 19 k. 3101 163,2 143,4 3 488 223 377
Metis 1 - 216 k. 6048 28,0 13,8 6 206 265 052
Metis 2 - 216 k. 9630 44,6 23,8 9 866 27 667
LRO - 216 k. 6968 32,3 33,1 7 728 481 351
Metis 1 - 1372 k. 19858 14,5 6,3 20 444 706 482
Metis 2 - 1372 k. 28197 20,6 9,0 29 250 87 914
LRO - 1372 k. 20504 14,9 13,0 22 708 1 365 077
Tabulka 4: Prˇehled výsledných rozdeˇlení grafu pro vybrané pocˇty komponent. Celkový
pocˇet hranicˇních vrcholu˚ a hran ve všech komponentách znacˇí n, x je aritmetický pru˚meˇr
pocˇtu vrcholu˚ v komponentách a σ smeˇrodatná odchylka. Soucˇet ohodnocení je suma
cˇasu potrˇebného k prˇekonání všech hranicˇních hran. Metis 1 je nastaven pro rozdeˇlení
s minimálním pocˇtem hranicˇních hran, Metis 2 je pro minimální soucˇet ohodnocení hra-
nicˇních hran.
Obrázek 12: Ukázka cˇásti hranicˇního grafu. Znázorneˇna je jedna komponenta, kružnice
prˇedstavují hranicˇní vrcholy, úsecˇky kreslené plnou cˇarou jsou hranicˇní hrany a cˇárko-
vané úsecˇky prˇedstavují nejkratší cesty. Nejkratší cesty jsou vypocˇítány mezi všemi dvo-
jicemi hranicˇních vrcholu˚ dané komponenty.
29
Hranicˇní graf se tedy skládá z hranicˇních vrcholu˚, hranicˇních hran a nejkratších cest
mezi hranicˇními vrcholy v rámci každé komponenty. Je zrˇejmé, že musíme urcˇit parame-
try vyhledávání, se kterými se výpocˇet nejkratších cest provede. Tyto parametry jsou spo-
lecˇné pro výpocˇty všech nejkratších cest v daném hranicˇním grafu a vymezují hranicˇní
graf pro konkrétní použití. Parametry vychází prˇevážneˇ z informací uložených u hran
popsaných v sekci 3.1.3.
Nejbeˇžneˇjší parametry vyhledávání jsou:
• Povolení vyhledávání na placených úsecích.
• Hledání cesty pru˚jezdné pro urcˇitý typ vozidel.
Výpocˇet nejkratších cest je v tomto kroku realizován beˇžným Dijkstrovým algorit-
mem, jelikož ten zajišt’uje nalezení skutecˇneˇ nejkratší cesty. Všechny cesty musíme hledat
v obou smeˇrech, neboli doprˇedneˇ i zpeˇtneˇ. Doprˇedneˇ prohledáváme pouze hrany vychá-
zející a obousmeˇrné a obdobneˇ zpeˇtneˇ prohledáváme pouze hrany vcházející a obou-
smeˇrné. Tímto zpu˚sobem zajistíme, že nalezneme i jednosmeˇrné nejkratší cesty.
Du˚ležitá otázka je, zda mu˚žeme provést výpocˇet nejkratších cest mezi hranicˇními vr-
choly neˇkteré komponenty omezeneˇ – pouze v cˇásti grafu odpovídající této komponenteˇ.
Odpoveˇd’ je samozrˇejmeˇ ne. Prˇedstavme si, že naše komponenta je centrum meˇsta. Cen-
trum meˇsta je velice husté, co se týká pocˇtu vrcholu˚ a hran a má pouze neˇkolik prˇíjez-
dových cest, takže i pocˇet hranicˇních vrcholu˚ je malý. Je velice nepravdeˇpodobné, že
cesta skrz toto centrum bude kratší, než libovolný silnicˇní obchvat kolem centra. Takový
obchvat je ale soucˇástí jiné komponenty. Proto i výpocˇet všech nejkratších cest musíme
provést na veˇtší oblasti.
Pokud bychom chteˇli mít jistotu nalezení skutecˇných nejkratších cest, museli bychom
provést výpocˇet na celém vstupním grafu. Toto rˇešení je však cˇasoveˇ neefektivní. Když
by mezi dvojicí hranicˇních vrcholu˚ neexistovala cesta8, pak by se výpocˇet zastavil až po
prohledání celého grafu. Z podstaty silnicˇní síteˇ také neprˇedpokládáme, že by mohla
nejkratší cesta pro neˇkterou komponentu existovat ve vzdálenosti neˇkolika set kilometru˚
od této komponenty. Z toho du˚vodu je vhodné omezit oblast vyhledávání Dijkstrova
algoritmu na urcˇité okolí daných komponent. Test v sekci 5.4 ukazuje, jakým zpu˚sobem
ovlivnˇuje velikost tohoto okolí kvalitu hranicˇního grafu.
Zámeˇrneˇ jsme zatím neuvedli, jakým zpu˚sobem se ve výsledku uchovávají nejkratší
cesty mezi hranicˇními vrcholy. Pravdeˇpodobneˇ nejjednodušší zpu˚sob je prˇidat tyto nej-
kratší cesty do hranicˇního grafu. Cesty se ale mohou skládat z vysokého pocˇtu vrcholu˚
a hran, které by znacˇným zpu˚sobem zveˇtšily hranicˇní graf, a proto je výhodneˇjší použít
jiný zpu˚sob uchování nejkratších cest. Jelikož byly tyto cesty vyhledány se stejnými para-
metry, mu˚žeme si dovolit vytvorˇit z každé cesty jednu hranu, rˇíkejme ji zástupná hrana,
která bude mít zkombinované vlastnosti všech hran vyskytujících se na této cesteˇ. Touto
zástupnou hranou poté nahradíme v hranicˇním grafu pu˚vodní cestu. Princip je podobný
jako u minimalizace v sekci 3.3.3. Abychom neztratili informace o samotné cesteˇ, mu-
síme si samozrˇejmeˇ pamatovat i celou pu˚vodní cestu. Všechny nejkratší cesty si uložíme
8Tato situace nastává beˇžneˇ u jednosmeˇrných silnic. Jelikož provádíme výpocˇet v obou smeˇrech, nebude
logicky jedna cesta nalezena.
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do datové struktury zkratek urcˇených posloupností silnicˇních segmentu˚ a pamatujeme
si u nich, do jaké zástupné hrany jsme je zkombinovali. Nejsou tedy soucˇástí hranicˇního
grafu a mu˚žeme podle nich zpeˇtneˇ zrekonstruovat zástupnou hranu na pu˚vodní cestu.
Dané parametry jsou stejné v rámci jednoho hranicˇního grafu, a proto musíme pro
každou skupinu parametru˚ vytvorˇit nový hranicˇní graf. Toto je nevýhoda metody od-
deˇlovacˇu˚, protože pro každé specifické použití musíme vytvorˇit konkrétní hranicˇní graf.
Mu˚žeme si to však dovolit, protože hranicˇní graf je co do velikosti mnohem menší, než
graf pu˚vodní.
Pokud jedna komponenta pu˚vodního grafu obsahuje n hranicˇních vrcholu˚, pak cˇást
hranicˇního grafu pro tuto komponentu má n hranicˇních vrcholu˚ a maximálneˇ n2 − n zá-
stupných hran. Aby meˇlo smysl metodu oddeˇlovacˇu˚ použít, musí být pocˇet hranicˇních
vrcholu˚, zástupných hran a hranicˇních hran nižší, než je pocˇet vrcholu˚ a hran v pu˚vodním
grafu. Je zrˇejmé, že pocˇet zástupných hran je prˇímo závislý na pocˇtu hranicˇních vrcholu˚.
Proto snížením pocˇtu hranicˇních vrcholu˚ mu˚žeme snížit pocˇet zástupných hran. Pouhé
snížení celkového pocˇtu hranicˇních vrcholu˚ však nestacˇí. Druhá mocnina ve vzorci má
vliv na celkový pocˇet zkracujících hran. Pokud budou pocˇty hranicˇních vrcholu˚ ve všech
komponentách pru˚meˇrneˇ stejné, bude pocˇet zkracujících hran malý. Prˇi rozdílných po-
cˇtech hranicˇních vrcholu˚ v komponentách bude pocˇet zkracujících hran mnohem vyšší.
Hranicˇní graf se po vytvorˇení uloží do indexu popsaného v sekci 3.2.
4.3.3 Algoritmus vyhledávání pomocí metody oddeˇlovacˇu˚
Algoritmus vyhledávání pomocí metody oddeˇlovacˇu˚ [13] je založen na obousmeˇrném
vyhledávání s Dijkstrovým algoritmem a pracuje ve dvou fázích. Stejneˇ jako u obou-
smeˇrného vyhledávání se skládá z doprˇedného a zpeˇtného hledání. V první fázi algorit-
mus prohledává pouze komponenty, ve kterých se nalézá pocˇátecˇní a koncový vrchol.
Doprˇedné hledání prohledává postupneˇ celou komponentu, ve které je pocˇátecˇní vrchol
a zpeˇtné hledání prohledává celou komponentu, ve které je koncový vrchol. Oba hledání
si pamatují prohledané hranicˇní vrcholy. Jakmile jsou tyto dveˇ komponenty prohledány,
prˇejde se do druhé fáze. Oba hledání pokracˇují ve druhé fázi ze zapamatovaných hranicˇ-
ních vrcholu˚ a vyhledávají už jen na hranicˇním grafu. Cesta je nalezena, když se tyto dveˇ
hledání potkají.
Hranicˇní graf obsahuje pouze malé množství vrcholu˚ a hran v porovnání s grafem pu˚-
vodním, a proto je v neˇm vyhledávání velice rychlé. Vysoká rychlost algoritmu se projeví
prˇevážneˇ prˇi hledání cest na veˇtší vzdálenost. Jak jsme již zdu˚raznili drˇíve v sekci 4.3.1,
záleží na kvaliteˇ rozdeˇlení grafu. Cˇím kvalitneˇjší je rozdeˇlení grafu, tím méneˇ hranicˇních
vrcholu˚ hranicˇní graf obsahuje a tím rychlejší je samotné vyhledávání cesty.
Kvalita rozdeˇlení grafu je pro rychlost vyhledávání zásadní, ale není to jediný fak-
tor ovlivnˇující výsledky algoritmu. Velice du˚ležitý je i pocˇet komponent, na který graf
rozdeˇlíme. Rozdeˇlením na malý pocˇet komponent vytvorˇíme velké komponenty, tj. kom-
ponenty, které mají vysoký pocˇet vrcholu˚ a hran, a to bude mít za následek, že první
fáze vyhledávání bude pomalá a druhá fáze rychlá. Rozdeˇlení na velký pocˇet kompo-
nent bude mít na algoritmus prˇesneˇ opacˇný vliv. První fáze bude velice rychlá a druhá
bude pomalejší. Toto tvrzení bylo prakticky oveˇrˇeno testem v sekci 5.3.
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4.4 Dynamické prvky smeˇrování
Jedna z klícˇových soucˇástí dnešních smeˇrovacích algoritmu˚ je možnost využití dynamic-
kých prvku˚ prˇi smeˇrování. Beˇžneˇ prˇistupujeme k silnicˇní síti jako ke statickému grafu.
Nicméneˇ z povahy silnicˇní síteˇ je jasné, že takový prˇístup nemusí vždy fungovat. Pokud
se na libovolné silnici stane nehoda, meˇli bychom být schopni vyhledat cestu jinudy.
Nejcˇasteˇjší nestandardní události, které nastávají v silnicˇní síti, jsou uzavírky silnic
a dopravní nehody. Tyto události musíme neˇjakým zpu˚sobem zohlednit prˇi smeˇrování.
Du˚ležitou otázkou je, jak reprezentovat tyto události prˇi smeˇrování. Teoreticky nejjedno-
dušší zpu˚sob by byl postupneˇ meˇnit s každou nastalou událostí graf. Toto rˇešení je však
nepraktické, jelikož se zmeˇnou grafu musíme vygenerovat nový index pro tento graf.
Proto je vhodné tento zpu˚sob využít pouze pro dlouhotrvající zmeˇny silnicˇní síteˇ. Veˇt-
šina událostí však netrvá tak dlouho, a proto jsme smeˇrovací algoritmy rozšírˇili o systém
restrikcí.
Restrikce prˇedstavují dopravní omezení vztahující se k urcˇité oblasti. Mohou být ur-
cˇeny dveˇma zpu˚soby. První z nich je spjat prˇímo s grafem. Vytvorˇíme množinu vrcholu˚
a hran, které nejsou pru˚jezdné a v pru˚beˇhu hledání pouze kontrolujeme, aby aktuálneˇ
prohledávané vrcholy a hrany neprocházely nepatrˇily do této množiny. Druhý zpu˚sob
urcˇování restrikcí je podstatneˇ rozmaniteˇjší. Pro restrikci vytvorˇíme geograficky urcˇený
polygon, který vymezuje nepru˚jezdnou oblast v prostoru. Tímto zpu˚sobem mu˚žeme jed-
noduše odstranit z hledání celé oblasti, jako naprˇíklad zatopená místa prˇi povodních.
Každý polygon v sobeˇ mu˚že mít jednu nebo více deˇr, které jsou reprezentovány taky
polygony.
Implementace restrikcí urcˇených množinou vrcholu˚ a hran je velice jednoduchá. Je-
likož všechny drˇíve uvedené algoritmy vychází z Dijkstrova algoritmu, mu˚žeme si do-
volit popsat obecné rˇešení. Kontrola restrikcí probíhá ve 3 kroku Dijkstrova algoritmu
popsaného v sekci 4.1. U restrikcí urcˇených množinou vrcholu˚ a hran zkontrolujeme, zda
aktuální vrchol nebo prohledávané hrany patrˇí do této množiny. Pokud ano, vynecháme
je z hledání.
Restrikce urcˇené polygonem jsou o neˇco složiteˇjší. Musíme implementovat algorit-
mus detekce bodu v polygonu a také detekce protnutí úsecˇky a polygonu. Detekci bodu
v polygonu využijeme u vrcholu˚, a to tak, že vyzkoušíme, zda bod urcˇený sourˇadni-
cemi vrcholu leží v polygonu. Detekci protnutí úsecˇky a polygonu využijeme obdobneˇ
u hran. Z dvou vrcholu˚ tvorˇících hranu vytvorˇíme úsecˇku a zkontrolujeme, zda protíná
polygon. Pokud je bod v polygonu nebo úsecˇka protíná polygon, vynecháme prˇíslušný
vrchol nebo hranu z hledání.
Ukázka restrikce urcˇené polygonem je na obrázku 13. Dijkstrovým algoritmem vy-
hledáváme cestu mezi dveˇma vrcholy, prˇicˇemž tato cesta nesmí procházet skrz modrˇe
zaznacˇené polygony. V bodeˇ 13a je cˇerveneˇ znázorneˇna skutecˇná nejkratší cesta. V dal-




Obrázek 13: Ukázka dynamických prvku˚ smeˇrování. Modrˇe jsou naznacˇeny restrikce ur-
cˇené polygonem. Nejkratší cesty, zakresleny cˇerveneˇ, nesmí procházet teˇmito polygony.
Bod 13a znázornˇuje skutecˇnou nejkratší cestu.
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4.5 Dostupnost
Dostupnost je cˇasová dosažitelnost z urcˇitého místa nebo míst do okolí. Cˇasová dosaži-
telnost je podobneˇ jako u smeˇrovacích algoritmu˚ dojezdový cˇas, nicméneˇ tento cˇas vypo-
cˇítáváme pro mnohem veˇtší oblast, prˇicˇemž nás zajímá cˇas dojezdu ve všech bodech, do
kterých se mu˚žeme dopravit. Algoritmus pracuje, na rozdíl od beˇžných smeˇrovacích al-
goritmu˚, s množinou pocˇátecˇních vrcholu˚ a definovanou oblastí okolo teˇchto vrcholu˚. Pro
tento vstup vypocˇítáme výstup neboli dostupnost. Oblast okolo vrcholu˚ mu˚že být defino-
vána geograficky, jako maximální dojezdová doba nebo naprˇíklad maximální vzdálenost
od pocˇátecˇních vrcholu˚.
Výpocˇet dostupnosti probíhá s pomocí upraveného Dijkstrova algoritmu. Algorit-
mus najde pro každý pocˇátecˇní vrchol všechny nejkratší cesty do definovaného okolí,
a to pouze jedním výpocˇtem pro každý pocˇátecˇní vrchol. Je jasné, že pokud se defino-
vané okolí pocˇátecˇních vrcholu˚ prˇekrývají, budou se prˇekrývat i nalezené cesty. Výstup
dostupnosti je dále možné zpracovat. Nejbeˇžneˇjší úprava výstupu dostupnosti spocˇívá
v ponechání pouze cˇásti cest s nejnižšími dojezdovými cˇasy pro každý vrchol. V každém
vrcholu ponecháme tedy pouze nejnižší dojezdový cˇas, prˇicˇemž si samozrˇejmeˇ pamatu-
jeme i cestu nebo jenom cˇást cesty, kterou se zde dostaneme. Tato úprava je provedena
pouze pro "zmenšení"výstupu a je vhodné ji provést, pokud budeme data dále zpraco-
vávat.
4.5.1 Dostupnost hasicˇských stanic
Dostupnost hasicˇských stanic je jedna z realizovaných aplikací algoritmu. Aplikace byla
vytvorˇena speciálneˇ pro hasicˇe a umožnˇuje nalezení dostupnosti z hasicˇských stanic. Mu˚-
žeme tak optimalizovat cˇas prˇíjezdu hasicˇských vozidel k zásahu. Navíc je možné využít
dynamické prvky podobneˇ jako v sekci 4.4.
Dynamické prvky mohou simulovat krizové situace a prˇipravit nás na neˇ nebo s vy-
užitím aktuálních dopravních dat mu˚žeme beˇhem krizových situací vyhledávat nejlepší
cesty v reálném cˇase. Jako prˇíklad takové krizové situace mu˚žeme uvést povodneˇ. Pro
simulaci dostupnosti prˇi povodních jsme využili volneˇ dostupná data 9 reálných zápla-
vových území z prˇedešlých let. Záplavová území jsou v datech reprezentována ve formeˇ
multipolygonu˚. Každé záplavové území tvorˇí jeden vneˇjší polygon a mnoho vnitrˇních
polygonu˚ prˇedstavujících díry v tomto polygonu. Prˇevedení této struktury na polygony
bez deˇr je velice pracné, a proto je jednodušší rozšírˇit drˇíve popsaný zpu˚sob pro použití
dynamických prvku˚ prˇi smeˇrování o restrikce urcˇené multipolygonem. Jedná se o jedno-
duchou úpravu, jelikož vše potrˇebné je již definováno u restrikcí urcˇených polygonem.
Na obrázku 14 je znázorneˇna dostupnost hasicˇských stanic prˇi stoleté vodeˇ. V mís-
tech, kde je dostupnost z více pocˇátecˇních vrcholu˚ zárovenˇ, se vybere pouze ten s nejniž-
ším cˇasem. Mapa a k ní související data urcˇují, ze které hasicˇské stanice mu˚žeme v nej-
kratším cˇase provést výjezd do urcˇitého místa.
9Data jsou dostupná na adrese http://www.dibavod.cz/index.php?id=27, pod kategorií D – záplavová
území.
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(a) Dostupnost hasicˇských stanic prˇi peˇtileté vodeˇ
(b) Dostupnost hasicˇských stanic prˇi stoleté vodeˇ
Obrázek 14: Dostupnost hasicˇských stanic. Nezatopené hasicˇské stanice jsou znázorneˇny
fialoveˇ a záplavová území modrˇe. Dostupnost je vykreslena dle dojezdové doby – zeleneˇ
do 5 minut, žluteˇ do 10 minut a cˇerveneˇ do 15 minut. Tam, kde není žádná z uvedených
barev, je dostupnost nad 15 minut.
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5 Experimenty
Experimenty se zameˇrˇují na drˇíve popsané smeˇrovací algoritmy ze sekce 4. Prˇechod na
mapové podklady OSM má za následek snížení kvality dat a to prˇevážneˇ u usporˇádání
silnicˇních segmentu˚ dle kategorie. Drˇíve používané mapové podklady firmy Navteq do-
držovaly ve velké mírˇe schéma, ve kterém se prˇilehlé silnice nelišily o více než jednu
silnicˇní kategorii. OSM však žádné takové schéma nedodržuje, a proto není možné pro-
vádeˇt testy vyhledávání omezeného silnicˇními kategoriemi, jelikož s takovými daty ne-
funguje.
Experimenty probeˇhly na pocˇítacˇi s následující konfigurací – operacˇní systém Win-
dows 7 64 bitu˚, procesor Intel Core i5-750 taktovaný na 2,66 GHz a 4 GB operacˇní pameˇti.
5.1 Porovnání s pu˚vodní verzí
Celá tato práce je vytvorˇena jako pokracˇování drˇíve vytvorˇené bakalárˇské práce [23],
která navazovala na ješteˇ drˇíve vydanou diplomovou práci [17]. Obeˇ tyto práce obsaho-
valy urcˇité algoritmy a datové struktury, které se v mnohém podobají teˇm soucˇasným.
Proto je vhodné srovnat pu˚vodní verzi se soucˇasnou. Nové datové struktury a indexy
bohužel nejsou kompatibilní s teˇmi starými a není tedy možné provést srovnání teˇchto
dvou verzí spušteˇním vyhledávacího testu. Z toho du˚vodu provedeme porovnání jinak.
Z pu˚vodní bakalárˇské práce vybereme jeden test a zrekonstruujeme ho se soucˇasnou
verzí. Kvu˚li jednoduchosti vybereme pro porovnání test rychlosti Dijkstrova algoritmu.
Soucˇasným Dijkstrovým algoritmem vyhledáme cesty mezi stejnými místy, které byly
použity v pu˚vodní verzi a porovnáme cˇas vyhledávání.
Tabulka 5 porovnává výsledky obou verzí. Pu˚vodní cˇasy byly meˇrˇeny s indexem v pa-
meˇti, cˇas oznacˇený Soucˇasný 1 je zmeˇrˇen s indexem na pevném disku a Soucˇasný 2 je opeˇt
s indexem v pameˇti. Vidíme, že u soucˇasné verze s indexem v pameˇti došlo prˇibližneˇ k peˇ-
tinásobnému zrychlení prˇi vyhledávání Dijkstrovým algoritmem. Prˇícˇina tohoto zrych-
lení je v použití noveˇjších datových struktur a indexu˚ a lepší optimalizace Dijkstrova
algoritmu. Soucˇasný cˇas pro index na pevném disku se mu˚že zdát na první pohled vy-
soký, ale není tomu tak. Musíme si uveˇdomit, že Dijkstru˚v algoritmus prohledává obrov-
ské množství vrcholu˚ a pevný disk je omezen rychlostí operace seek. Prˇesnost výsledku˚
s indexem na pevném disku mohla být také ovlivneˇna vyrovnávací pameˇtí disku. Násle-
dující testy jsou provádeˇny už pouze s indexy v pameˇti.
5.2 Nastavení obousmeˇrného omezeného vyhledávání
Rychlost a prˇesnost obousmeˇrného omezeného vyhledávání ze sekce 4.2.4 je závislá na
nastavení parametru˚ lengthstart a lengthmax. Pro každé z vybraných hodnot lengthstart
a lengthmax bylo provedeno sto vyhledávacích testu˚ prˇedem vybraných dvojic vrcholu˚
pro variantu obousmeˇrného omezeného vyhledávání s Dijkstrovým algoritmem.
Tabulka 6 ukazuje prˇesnost obousmeˇrného obousmeˇrného Dijkstrova algoritmu. Ná-
zvy parametru˚ lengthstart a lengthmax jsou pro úcˇely této a následující tabulky 7 zkráceny
na ls a lm. Prodloužení cˇasu cesty je pru˚meˇr ze sta testovacích cest a je bráno ve vztahu
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Cˇas výpocˇtu [ms]
Trasa Pu˚vodní Soucˇasný 1 Soucˇasný 2 Pomeˇr Pu˚vodníSoucˇasný 2
Opava–Pardubice 13 034 15 053 2 559 5,1
Brˇeclav–Šluknov 12 963 14 712 2 591 5,0
Jihlava–Trˇebonˇ 6 713 7 244 1 372 4,9
Vysocˇany–Svitavy 8 265 8 898 1 683 4,9
Tabulka 5: Porovnání cˇasu výpocˇtu Dijkstrova algoritmu v pu˚vodní a soucˇasné verzi.
Pu˚vodní cˇasy byly meˇrˇeny s indexem v pameˇti, cˇas oznacˇený Soucˇasný 1 je zmeˇrˇen s in-
dexem na pevném disku a Soucˇasný 2 je s indexem v pameˇti.
Prodloužení cˇasu cesty [%] / Pocˇet nalezených cest
lm = 5 km lm = 10 km lm = 15 km lm = 20 km
ls = 10 km 3,1 / 12 2,6 / 22 2,9 / 32 2,6 / 45
ls = 20 km 2,6 / 29 2,6 / 41 2,4 / 54 2,1 / 63
ls = 30 km 1,3 / 47 1,0 / 58 1,0 / 63 0,9 / 74
ls = 40 km 0,8 / 60 1,0 / 70 1,1 / 73 0,8 / 85
ls = 50 km 0,8 / 72 0,9 / 81 0,8 / 86 0,6 / 94
Tabulka 6: Prˇesnost obousmeˇrného omezeného Dijkstrova algoritmu pro urcˇené parame-
try lengthstart a lengthmax. Hodnoty prodloužení cˇasu cesty a celkový pocˇet nalezených
cest jsou oddeˇleny znakem "/".
ke skutecˇné nejkratší cesteˇ vypocˇítané Dijkstrovým algoritmem. Pocˇet nalezených cest je
celkový pocˇet cest z testovací množiny sta cest, které algoritmus nalezl. Hodnoty jsou
kvu˚li úsporˇe místa oddeˇlovány znakem "/". Tabulka prozrazuje, že se zvyšujícími se pa-
rametry lengthstart a lengthmax se prodloužení cˇasu cest snižuje a zárovenˇ se zvyšuje po-
cˇet nalezených cest. Ani nejvyšší hodnoty parametru˚ však nezarucˇily nalezení všech sta
cest. Pro nalezení všech cest bylo nutné použít kombinaci parametru˚ lengthstart = 50 km
a lengthmax = 25 km. Algoritmus tedy nevyniká po stránce kvality vyhledávaných cest,
ve specifických prˇípadech je ale vhodné ho využít. Jeden takový prˇípad je, pokud poža-
dujeme, aby se kvalita silnicˇních kategorií z obou stran hledání zvyšovala, prˇicˇemž nej-
vyšší kvalita bude uprostrˇed cesty. Toto je beˇžné pro chování rˇidicˇe, který nejprve hledá
místní hlavní silnici, pak silnici první trˇídy, poté libovolnou rychlostní komunikaci a ná-
sledneˇ totéž v opacˇném porˇadí než dojede k cíli. V tabulce 7 jsou pro prˇedstavu uvedeny
ješteˇ cˇasy výpocˇtu algoritmu.
5.3 Rozdíl rychlosti dvou fází vyhledávání pomocí metody oddeˇlovacˇu˚
Vyhledávání pomocí metody oddeˇlovacˇu˚ popsané v sekci 4.3 je rozdeˇleno do dvou fází.
Tabulka 8 ukazuje vztah mezi pocˇtem komponent a cˇasy vyhledávání jednotlivých fází.
Pro každý pocˇet komponent bylo provedeno tisíc vyhledávání se stejnou množinou vy-
braných testovacích cest. Teˇchto tisíc výsledku˚ bylo zpru˚meˇrováno. V tabulce vidíme,
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Cˇas výpocˇtu [s]
lm = 5 km lm = 10 km lm = 15 km lm = 20 km
ls = 10 km 0,7 1,2 1,8 2,3
ls = 20 km 1,5 2,3 2,9 3,5
ls = 30 km 2,6 3,1 3,4 3,9
ls = 40 km 3,3 4,0 4,3 4,8
ls = 50 km 4,1 5,0 5,2 5,5
Tabulka 7: Rychlost výpocˇtu obousmeˇrného omezeného vyhledávání.
Cˇas výpocˇtu [ms]
Pocˇet komponent Fáze 1 Fáze 2 Celkem
50 191,1 46,2 237,3
100 84,6 63,6 148,2
200 36,5 78,3 114,8
300 21,6 90,5 111,1
400 15,0 94,5 109,5
500 10,4 103,1 113,5
1000 4,8 115,4 120,2
1500 3,1 121,7 124,8
Tabulka 8: Zmeˇrˇené cˇasy obou fází algoritmu vyhledávání pomocí metody oddeˇlovacˇu˚.
že pro malý pocˇet komponent je rychlejší druhá fáze vyhledávání a naopak pro velký
pocˇet komponent je rychlejší první fáze vyhledávání. Dle celkového cˇasu mu˚žeme usu-
zovat, že ideální pocˇet komponent je blízko u cˇísla 400. Tento výsledek musíme však brát
s rezervou, protože se vztahuje ke konkrétnímu grafu a jeho rozdeˇlení, které bylo prove-
deno urcˇitým algoritmem s urcˇitým nastavením. Obecneˇ mu˚žeme pouze rˇíct, že je lepší
rozdeˇlení na vyšší pocˇet komponent.
5.4 Oblast výpocˇtu hranicˇního grafu a vliv na vyhledávání
Algoritmus vyhledávání s metodou oddeˇlovacˇu˚ je závislý na prˇedem vytvorˇeném hra-
nicˇním grafu. Drˇíve jsme konstatovali, že musíme provést výpocˇet nejkratších cest hra-
nicˇního grafu ve veˇtších oblastech, než pouze v jednotlivých komponentách. Nejjedno-
dušší zpu˚sob takového omezení je vytvorˇit kolem komponent geografický ohranicˇující
obdélník10. Dijkstru˚v algoritmus bude vyhledávat nejkratší cesty pouze v tomto obdél-
níku. Urcˇíme cˇíslo x, kterým vynásobíme výšku a šírˇku obdélníku a o tuto vynásobenou
výšku, respektive šírˇku, zveˇtšíme obdélník do všech smeˇru˚. Cˇíslo x je spolecˇné pro vý-
pocˇet celého hranicˇního grafu. V tabulce 9 jsou uvedeny cˇasy výpocˇtu nejkratších cest
10Toto rˇešení nemusí být všude stejneˇ prˇesné, protože Zemeˇ je kulatá. Komponenty jsou ale velice malé a
mu˚žeme na neˇ tedy nahlížet jako na plošné útvary.
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x Pocˇet nalezených nejkratších cest Cˇas výpocˇtu [s]
0,00 180 384 44
0,25 207 795 143
0,50 209 521 216
1,00 209 946 339
2,00 210 024 530
Tabulka 9: Cˇas vytvárˇení hranicˇního grafu pro Cˇeskou republiku a pocˇet nalezených nej-
kratších cest.






Tabulka 10: Vliv oblasti výpocˇtu nejkratších cest hranicˇního grafu na vyhledávání.
hranicˇního grafu a pocˇty nalezených nejkratších cest v závislosti na x. Cˇím veˇtší je x, tím
více nejkratších cest nalezneme, ale také tím déle výpocˇet trvá.
Tabulka 10 ukazuje, jaký vliv má velikost ohranicˇujícího obdélníku na vyhledávání
s metodou oddeˇlovacˇu˚. Cˇíslo x jsme již popsali výše. U hodnoty 0 byl výpocˇet nejkrat-
ších cest hranicˇního grafu proveden pouze v rámci komponent. Hodnoty vyšší než 1
znacˇí, že byly použity ohranicˇující obdélníky veˇtší, než je velikost komponent. Bylo pro-
vedeno vyhledávání metodou oddeˇlovacˇu˚ se 100 prˇedem vybranými dvojicemi vrcholu˚.
Cˇas vyhledávání je zpru˚meˇrován ze všech výsledku˚. Prodloužení cˇasu cesty je také zpru˚-
meˇrováno a je bráno ve vztahu ke skutecˇné nejkratší cesteˇ vypocˇítané Dijkstrovým algo-
ritmem. Z tabulky je patrné, že jsou na sobeˇ jednotlivé hodnoty závislé. Vyšší x znamená,
že jsme prˇi vytvárˇení hranicˇního grafu nalezli více nejkratších cest, a tím se lehce zvýší
cˇas vyhledávání a sníží procentuální odchylka prˇesnosti od skutecˇné nejkratší cesty. Mu˚-
žeme rˇíct, že kdyby nebyla oblast výpocˇtu nejkratších cest hranicˇního grafu omezena,
nalezli bychom pravdeˇpodobneˇ skutecˇnou nejkratší cestu.
5.5 Srovnání smeˇrovacích algoritmu˚
V této sekci provedeme finální srovnání testovaných algoritmu˚. Seznam testovaných al-
goritmu˚ i s jejich zkráceným názvem je v tabulce 11.
Pro srovnání jsme museli urcˇit parametry testovaných algoritmu˚. Všechny testované
algoritmy založené na A* algoritmu (konkrétneˇ A*, OA* a OOA*) meˇly heuristický pa-
rametr, kterým je cestovní rychlost, nastaven na 130 kmh−1. Nastavením tohoto para-
metru na maximální povolenou rychlost v celé silnicˇní síti dosáhneme nejlepších vý-
sledku˚, viz poznámka o optimaliteˇ ze sekce 4.2.1. Algoritmus obousmeˇrného hierarchic-
39
Zkratka Popis algoritmu
DA beˇžný Dijkstru˚v algoritmus
ODA obousmeˇrný Dijkstru˚v algoritmus
A* A* algoritmus
OA* obousmeˇrný A* algoritmus
OHV obousmeˇrné hierarchické vyhledávání
OODA obousmeˇrný omezený Dijkstru˚v algoritmus
OOA* obousmeˇrný omezený A* algoritmus
VMO vyhledávání s metodou oddeˇlovacˇu˚
Tabulka 11: Popis testovaných algoritmu˚
Algoritmus Cˇas vyhledávání [ms] Prodloužení cˇasu cesty [%]
DA 10 244 0,000
ODA 6 869 0,000
A* 7 185 0,243
OA* 4 259 0,432
OHV 2 236 2,427
OOD 5 939 0,703
OOA* 2 882 1,159
VMO 197 0,696
Tabulka 12: Srovnání smeˇrovacích algoritmu˚.
kého vyhledávání meˇl rychlostní graf vypocˇítaný na velikost 15 km, což je mnohem více,
než jsme drˇíve používali, a to proto, že je tento algoritmus závislý na kvaliteˇ mapo-
vých podkladu˚ stejneˇ jako z testu˚ vyrˇazené vyhledávání omezené silnicˇními kategoriemi.
Obeˇ varianty obousmeˇrného omezeného vyhledávání (OODA a OOA*) meˇly parame-
try nastaveny tak, aby nalezly všechny hledané cesty, což znamená lengthstart = 50 km
a lengthmax = 25 km. U vyhledávání s metodou oddeˇlovacˇu˚ byl graf rozdeˇlen na 400
cˇástí a hranicˇní graf byl vytvorˇen s parametrem x = 2.
Tabulka 12 ukazuje finální srovnání testovaných algoritmu˚. Každý algoritmus pro-
vedl sto krát vyhledání cesty s prˇedem urcˇenou množinou testovacích dvojic vrcholu˚.
Výsledky algoritmu˚ jsou zpru˚meˇrovány ze všech vyhledávání. Prodloužení cˇasu cesty
je procentuální vyjádrˇení urcˇující zhoršení kvality nalezené cesty vzhledem k Dijkstrovu
algoritmu. Vyhledávání s metodou oddeˇlovacˇu˚ je dle cˇasu vyhledání zdaleka nejrych-
lejší algoritmus. Druhý nejrychlejší algoritmus, kterým je OHV, je v porovnání s VMO
více než deset krát pomalejší. Z hlediska prodloužení cˇasu cesty jsou všechny algoritmy
relativneˇ velice prˇesné. Nejhorší prˇesnost vyhledávaných cest má OHV, jelikož byl tento
algoritmus navržen s jinými, mnohem kvalitneˇjšími mapovými podklady. Náš moderní
smeˇrovací algoritmus, VMO, je v prˇesnosti vyhledávaných cest pru˚meˇrneˇ o 0,7% horší,
než DA. Kombinace rychlosti a prˇesnosti cˇiní z VMO pravdeˇpodobneˇ nejlepší algoritmus
tohoto testu. Prˇesnost by bylo možné ješteˇ dále zlepšovat zvýšením parametru x.
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6 DATEX
DATEX prˇedstavuje rozsáhlý standard pro výmeˇnu dat souvisejících s dopravou. DATEX
byl vyvinut pro výmeˇnu informací mezi centry rˇízení dopravního provozu, informacˇními
centry a poskytovateli služeb. Aktuální verze11 je DATEX II v2.1.
Hlavní cíl projektu je podpora mobility v Evropeˇ a rozvoj výmeˇny informací mezi
aktéry rˇízení silnicˇního provozu. Výmeˇna informací by meˇla zajistit zvýšení bezpecˇnosti
na silnicích, plynulejší provoz a v konecˇném du˚sledku i zlepšení životního prostrˇedí.
DATEX se stal základním kamenem pro všechny aplikace, které vyžadují prˇístup k dy-
namickým dopravním informacím v Evropeˇ.
DATEX využívá strukturovaný datový model, který je vytvorˇen v UML a je plat-
formneˇ nezávislý. Tento model mu˚že být implementován mnoha zpu˚soby. Prakticky se
však používá pouze jedna implementace, a to pomocí XML. DATEX nedefinuje zpu˚sob
prˇenosu dat, a proto si musí poskytovatelé a prˇíjemci urcˇit mezi sebou komunikacˇní ka-
nál. Nejcˇasteˇji se pro výmeˇnu dat používají webové služby, http push a pull.
Nejdu˚ležiteˇjší cˇást UML modelu DATEXu je abstraktní trˇída PayloadPublication. Tato
trˇída má aktuálneˇ deveˇt potomku˚, prˇicˇemž každý z nich je urcˇen pro reprezentaci jiného
typu dat.
Výstup smeˇrovacích algoritmu˚ je velice jednoduchý. Obsahuje pouze základní infor-
mace o cesteˇ a geometrii cesty ve formeˇ setrˇídeˇných GPS bodu˚. Pro reprezentaci tohoto
výstupu v DATEXu se musíme omezit pouze na cˇást UML modelu, která bude pokrývat
tyto data.
Hlavní prvek našeho modelu bude potomek abstraktní trˇídy PayloadPublication s ná-
zvem TrafficViewPublication. Na obrázku 15 je zjednodušený UML model použitelný pro
reprezentaci výstupu smeˇrovacích algoritmu˚. Model obsahuje pouze nutné minimum
a neobsahuje kvu˚li cˇitelnosti atributy. Násobnosti vazeb jsou prˇevážneˇ prˇevzaty z pu˚vod-
ního modelu a na neˇkolika místech jsou prˇidány povinnosti vztahu˚. Geometrie cesty je
uložena v podobeˇ setrˇídeˇných bodu˚ ve trˇídeˇ ItineraryByIndexedLocations. Jednotlivé body
jsou prˇedstavovány trˇídou PointCoordinates, která obsahuje zemeˇpisnou šírˇku a délku ve
formátu WGS 84. Základní informace o dojezdové dobeˇ je ve trˇídeˇ TravelTimeData.
Náš zjednodušený UML model bude validní dle DATEXu, jakmile do neˇj doplníme
všechny neuvedené povinné atributy. To zde ale již deˇlat nebudeme, protože je jich opravdu
velké množství.
V našem modelu jsme využili nejjednodušší zpu˚sob urcˇování polohy pomocí zemeˇ-
pisných sourˇadnic. Tento zpu˚sob je výhodné použít, pokud se nechceme vázat na prvky
silnicˇní síteˇ. Další možnosti urcˇování polohy jsou AlertC a TPEG. Tyto možnosti jsou však
svázány s použitím lokacˇních tabulek, a proto pro nás nejsou vhodné.
Hlavní nevýhoda DATEXu je v jeho rozsáhlosti a v nutnosti použít mnoho povinných
atributu˚ a trˇíd, které ve výsledku vu˚bec nevyužijeme. Výstup smeˇrovacího algoritmu
v DATEXu je, co se týká velikosti dat, mnohonásobneˇ veˇtší, než by tomu bylo bez použití
tohoto formátu.
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Obrázek 15: Zjednodušený minimální UML model použitelný pro výstup smeˇrování.
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7 Záveˇr
Hlavní cíl této práce byl ve vytvorˇení moderního smeˇrovacího algoritmu. Pro dosažení
tohoto cíle musely být zpracovány mapové podklady a navrženy nové datové struktury.
Mapové podklady OSM se ukázaly jako méneˇ kvalitní náhrada drˇíve používaných mapo-
vých podkladu˚ Navteq, a proto nyní nepracují neˇkteré smeˇrovací algoritmy stejneˇ dobrˇe,
jako drˇíve. Otestovali jsme nové datové struktury vzhledem ke starým, prˇicˇemž nové jsou
podstatneˇ rychlejší, než ty staré. Výsledný smeˇrovací algoritmus, pojmenovaný vyhledá-
vání s metodou oddeˇlovacˇu˚, se v testech ukázal jako nejrychlejší algoritmus. Prˇesnost je
v porovnání s ostatními algoritmy také dobrá a je možné ji dále zvyšovat zmeˇnou pa-
rametru x prˇi vytvárˇení hranicˇního grafu. Dále jsme ukázali, že prˇidáním dynamických
prvku˚ do smeˇrování mu˚žeme reagovat na urcˇité zmeˇny silnicˇní síteˇ. Prakticky jsme vy-
užili možnost smeˇrování s dynamickými prvky u výpocˇtu dostupnosti hasicˇských stanic
se simulovanými záplavami. V záveˇru této práce jsme navrhli XML model ve formátu
DATEX pro prˇedávání výstupu smeˇrovacích algoritmu˚.
Budoucí rozšírˇení této práce a hlavneˇ pak našeho moderního smeˇrovacího algoritmu
je možné provést neˇkolika zpu˚soby. Prˇi vytvárˇení hranicˇního grafu jsme zjistili, že pro
následné rychlé smeˇrování na tomto grafu je nejpodstatneˇjší snížit pocˇet hranicˇních vr-
cholu˚ na minimum. Toho docílíme pouze tím, že použijeme lepší algoritmus rozdeˇlující
grafy. Další pokracˇování této práce by se tedy mohlo ubírat smeˇrem implementace vlast-
ního rozdeˇlujícího algoritmu. Beˇhem testu dvou fází vyhledávání s metodou oddeˇlovacˇu˚
jsme si mohli všimnout, že rychlost obou fází je závislá na pocˇtu komponent, na které byl
graf rozdeˇlen. Malý pocˇet velkých komponent znacˇí, že je jedna fáze rychlejší a druhá
naopak pomalejší. U velkého pocˇtu malých komponent je tomu prˇesneˇ opacˇneˇ. Hodilo
by se tedy, kdyby bylo možné zkombinovat výhody malých i velkých komponent. Rˇe-
šení tohoto problému je jednoduché. Velké komponenty se mohou skládat z více malých
komponent. Mohli bychom tedy rozdeˇlit graf nejdrˇíve na malý pocˇet velkých komponent
a vytvorˇit s nimi hranicˇní graf. Následneˇ bychom rozdeˇlili velké komponenty na více
malých komponent a opeˇt bychom vytvorˇili hranicˇní graf. Dostali bychom dveˇ úrovneˇ
prˇekrývajících se hranicˇních grafu˚, se kterými bychom mohli provádeˇt smeˇrování mno-
hem rychleji, protože by bylo možné využít výhody malých i velkých komponent. Další
možný smeˇr rozšírˇení této práce je v použití dynamických dat prˇi smeˇrování. Mu˚žeme
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