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Prefacio
El objetivo de este trabajo es el desarrollo de te´cnicas de propagacio´n que
nos permitan simular el comportamiento de pulsos luminosos en fibras o´pti-
cas no lineales, con una reduccio´n importante del tiempo de ca´lculo. Como
aportacio´n principal se desarrolla una nueva te´cnica de resolucio´n que com-
bina el filtrado wavelet con la aplicacio´n de la transformada de Fourier para
muestras no equiespaciadas procediendo, a continuacio´n, a la implementacio´n
de dicha te´cnica en unidades de procesado gra´fico a traves de la plataforma
CUDA ( Common Unified Device Architecture). El resultado conduce a una
importante mejora del tiempo de co´mputo, lo que hace que esta nueva te´cnica
sea de especial interes en problemas donde una simulacio´n nume´rica intensiva
sea necesaria.
La ecuacio´n de propagacio´n en fibras o´pticas no lineales, tanto en el caso
escalar como vectorial, es el objetivo del Cap´ıtulo 1. Una vez desarrolladas
ambas ecuaciones, se discutira´, para el caso escalar, la solucio´n solito´n co-
rrespondiente cuyo ca´lculo se efectua en el primero de los Ape´ndices. Para el
caso vectorial se tratara el mo´delo de propagacio´n que da lugar al feno´meno
de atrapamiento solito´nico.
En el Cap´ıtulo 2 analizaremos las te´cnicas nume´ricas espectrales de reso-
lucio´n mas usuales. Se plantean los me´todos conocidos como de Split-step y
su generalizacio´n (modelo de operadores simple´cticos). Para finalizar propon-
dremos el modelo de transformacio´n total al dominio de la frecuencia, que
nos permite abordar situaciones mas generales como por ejemplo el procesos
de mezcla de cuatro ondas
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Uno de los componentes principales del nuevo me´todo propuesto, la teor´ıa
de wavelets, en sus aspectos mas esenciales, se tratara´ en el Cap´ıtulo 3. La
parte final se dedicara´ al planteamiento de la resolucio´n de la ecuacio´n de
propagacio´n mediante la aplicacio´n del formalismo de operadores wavelet.
El Cap´ıtulo 4 se dedica a la exposicio´n de una nueva te´cnica de reso-
lucio´n que combinando el filtrado wavelet con la transformada de Fourier
no equiespaciada (NFFT), nos permite abordar la resolucio´n de ecuacio´n de
propagacio´n en el caso de muestras inhomoge´neamente distribuidas, con un
importante ahorro de tiempo, en comparacio´n con los modelos anteriormente
descritos. Se presentan resultados para varios casos significativos.
El reciente desarrollo de las unidades de procesado gra´fico como elementos
de ca´lculo, se aborda en el Cap´ıtulo 5. La plataforma de programacio´n CU-
DA, desarrollada por la empresa nVIDIA, permitira´ de manera novedosa, la
resolucio´n de la ecuacio´n de Schrodinger no lineal (SNLE). La realizacio´n de
la computacio´n de forma paralela nos permite una aceleracio´n muy notable
de todo el proceso.
Finalmente en el Cap´ıtulo 6 la nueva te´cnica combinada de resolucio´n se
aplica a la ecuacio´n compleja de Ginzburg-Landau (CGLE) como generaliza-
cion de la SNLE, la resolucio´n de esta u´ltima se utilizara como prueba de la
validez de nuestro esquema. La CGLE es un modelo apropiado a nuestro es-
quema de resolucio´n puesto que al no presentar de manera general soluciones
anal´ıticas, un ca´lculo nume´rico intensivo es necesario a la hora de abordar su
estudio.
Por u´ltimo se incluyen tres Ape´ndices. El primero esta´ dedicado al plan-
temiento de la teor´ıa de scattering directo para la SNLE, donde se discutel
proceso perturbativo incluyendo el te´rmino de dispersio´n de tercer orden. El
segundo de los Ape´ndices se dedica al estudio de la estabilidad de las so-
luciones halladas para la CGLE , un caso particular conocido como solito´n
explosivo(erupting soliton) se tratara´ con mas detalle. En el Ape´ndice final
se presenta el co´digo de los programas desarrollados para la resolucio´n de los
objetivos planteados.
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Cap´ıtulo 1
Ecuacio´n de propagacio´n en
fibras o´pticas
1.1. Introduccio´n
En este primer cap´ıtulo vamos a presentar la ecuacio´n de Schro¨dinger no
lineal (SNLE) como mo´delo ba´sico de propagacio´n de pulsos en fibras o´pticas
no lineales [3] [22]. Se calcularan tanto el modelo escalar como el vectorial,
asociado a fibras birrefringentes.
La formacio´n de una solucio´n solito´n requiere el equilibrio entre los dos
efectos principales que se presentan en fibras no lineales, el efecto Kerr y los
dispersivos. Empezaremos por calcular la variacio´n producida en el ı´ndice
de refraccio´n asociada a efectos no lineales y posteriormente se trataran los
efectos dispersivos.
Una vez tenidos en cuenta ambos efectos obtendremos la SNLE, presen-
taremos las soluciones de solito´n correspondientes y veremos ejemplos de las
mismas en el caso escalar.
En la parte final del cap´ıtulo deduciremos el modelo escalar de propa-
gacio´n y nos centraremos en el caso de fibras altamente birefringentes que
pueden presentar efectos muy interesantes desde el punto de vista pra´ctico
como es el conocido por solito´n trapping o atrapamiento solito´nico [31].
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1.2. Efectos de polarizacio´n
Para comprender la naturaleza de los solitones o´pticos; vamos a considerar
la propagacio´n de una onda electromagne`tica en un medio diele´ctrico. Al
aplicar un campo ele´ctrico, el material se polariza y se induce una corriente
de polarizacio´n. Esta corriente es proporcional a la variacio´n temporal del
campo aplicado. El efecto de la polarizacio´n se expresa mediante el uso del
vector desplazamiento D, segu´n la ecuacio´n:
D¯ = 0E¯ + P¯ (1.1)
Donde 0 es la constante diele´ctrica del vacio y el vector P representa la
polarizacio´n del medio.
P¯ = −enξ(E¯) (1.2)
En esta expresio´n, n es la densidad de electrones que participan en la po-
larizacio´n, ξ representa el desplazamiento de la posicio´n del electro´n en la
mole´cula debido al campo ele´ctrico. El desplazamiento ξ se puede describir
segu´n la siguiente ecuacio´n:
d2ξ
dt2
+ ν
dξ
dt
=
e
m
(∇V − E¯ + dξ
dt
× B¯) (1.3)
Donde V representa el potencial del io´n molecular y ν es el coeficiente de
friccio´n efectivo para el electro´n. El potencial V puede ser aproximado de
forma unidimesional por la expresio´n:
V = V0 − aξ
2
2
+
bξ4
4
; a > b, b > 0. (1.4)
Normalmente el potencial V puede ser aproximado de forma parabo´lica, si
se incluye el efecto de los iones vecinos el tercer te´rmino de la parte derecha
de la ecuacio´n anterior debe ser an˜adido. El resultado es que la polarizacio´n
P viene dada, por una funcio´n no lineal del campo ele´ctrico.
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1.3. Ondas electromagne´ticas en medios ma-
teriales
Estudiemos ahora la propagacio´n de una onda electromagne´tica en un
diele´ctrico. Consideraremos la expresion de dicha onda en el espacio de Fuo-
rier referida al vector desplazamiento ξ
ξ =
1
2
[
ξ¯(ω)e−iωt + cc.
]
(1.5)
En la expresio´n cc. indica complejo conjugado y ξ¯ es la amplitud de Fou-
rier correspondiente a ξ, sustituyendo la ecuacio´n (1.5) la forma linealizada
de la ecuacio´n (1.3), obtenemos la respuesta lineal de ξ
ξ¯ =
−eE¯/m
ω20 − iνω − ω2
(1.6)
Aqu´ı ω0 represente la frecuencia de oscilacio´n caracter´ıstica de un electro´n
en un potencial parabo´lico, y viene dada por:
ω0 =
√
ae/m (1.7)
Obtenemos como resultado final para el vector desplazamiento en el espacio
de Fourier:
D¯ = 0
∗E¯ (1.8)
donde
∗ = 1 +
ω2p
ω20 − iνω − ω2
(1.9)
es la constante diele´ctrica relativa del material. Como vemos en la expresio´n,
la transformada de Fourier de la constante diele´ctrica es compleja y presenta
una resonancia cerca de ω0. Puesto que la energ´ıa de un electro´n es del orden
de un eV(∼= 1,6 × 10−19J),por lo tanto h¯ω0 = 1eV ,siendo h¯ la constante de
Planck, lo que nos da un valor para ω0 de aproximadamente 1,6× 1015/s. La
frecuencia del plasma de los electrones en un diele´ctrico viene dada por:
ωp =
√
e2n
0m
(1.10)
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el valor final aproximado es de 1015/s. A partir de estos ana´lisis, vemos que
el valor de ∗ viene dado aproximadamente por 1 + ω2p/ω
2
0
∼= 1,5. Usando los
vectores de desplazamiento ele´ctrico D¯y de la densidad de flujo magne´tico B¯,
las ecuaciones de Maxwell se pueden expresar como:
∇× E¯ = −∂B¯
∂t
(1.11)
∇× B¯ = µ0∂D¯
∂t
(1.12)
Si tomamos el rotacional para la ecuacio´n (1.11) y la sustituimos en (1.12)
el resultado es,tomando la amplitud de Fourier para el campo ele´ctrico.
∇2E¯−∇(∇ · E¯) + ω
2
c2d
E¯ = 0 (1.13)
Donde
cd =
c√
∗
=
1√
∗0µ0
(1.14)
es la velocidad de la luz en el diele´ctrico. Si consideramos la constante
diele´ctrica como uniforme:
∇ · E¯ = ∇ ·
(
D¯
0∗
)
(1.15)
Por tanto si tomamos la direccio´n de propagacio´n de la onda segu´n el eje z,
la componente y del campo ele´ctrico satisface,
d2φ
dz2
+
ω2
c2d
φ = 0 (1.16)
La resolucio´n de la ecuacio´n anterior puede ser expresada como:
φ = φ0cos
(
ωt− ω
cd
z + θ+0
)
+ φ0cos
(
ωt+
ω
cd
z + θ−0
)
(1.17)
Esta expresio´n es la de una onda que se propaga a la velocidad de fase dada
por cd. La constante de propagacio´n β sera´:
β =
ω
cd
= β (ω) (1.18)
y el ı´ndice de refraccio´n n0 viene dado por:
n0 =
cβ
ω
=
c
cd
=
√
∗ (1.19)
Ya que ∗ es funcio´n de la frecuencia, la velocidad de fase de la onda tambien
lo es y por lo tanto en este caso hablamos de medios dispersivos.
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1.4. Efecto Kerr y coeficiente Kerr
Para estudiar los solitones, es necesario tener en cuenta la respuesta no
lineal. El efecto no lineal que contribuye a la formacio´n de un soliton proviene
de la no linealidad cu´bica ξ3 de la ecuacio´n de movimiento(1.3). Teniendo en
cuente este te´rmino y volviendo a escribir dicha ecuacio´n :
d2ξ
dt2
+ ν
dξ
dt
− ω20ξ +
eb
m
ξ2ξ = − e
m
E¯ (1.20)
En la expresio´n anterior el cuarto te´rmino de la parte derecha representa
la respuesta no lineal. Su efecto se puede evaluar por medio de te´cnicas
perturbativas. considerando que la frecuencia ω es mucho menor que ω0,
podemos obtener la siguiente relacio´n.
ξ ∼= eE¯
mω20
(1.21)
Considerando un valor de E¯ de 1015V/m, ω0 es de 10
15/s, lo que nos da
un valor para ξ de 10−14m mucho menor que las distancias intera´tomicas
t´ıpicas que son del orden de 10−10m. Estos valores justifican la aproximacio´n
perturbat´ıva. Tomando el te´rmino en ξ3 obtenemos un valor final para ω0 de:
ω0s =
√√√√√ω20 − ebm
∣∣∣eE¯∣∣∣2
ω20
(1.22)
La reduccio´n de la frecuencia caracter´ıstica es denominada softening ; si tene-
mos en cuenta este efecto, el ı´ndice de refraccio´n n dependera´ del cuadrado
del campo ele´ctrico y lo podemos expresar por:
n = n0 + n2
∣∣∣E¯∣∣∣2 (1.23)
donde
n2 =
1
2
ω2p
ω2p + ω
2
0
3
4
e3b
m3
∣∣∣E¯∣∣∣2
ω60
(1.24)
Como resultado, el´ındice de refraccio´n varia ligeramente con la magnitud del
campo ele´ctrico. Los valores t´ıpicos para el cristal son de 10−22 (m/V )2.
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1.5. Ecuacio´n de Schro¨dinger no lineal (SN-
LE)
En esta seccio´n calcularemos la evolucio´n de la envolvente de las ondas
electromagne´ticas en los materiales diele´ctricos y discutiremos las propieda-
des de la solucio´n. Vamos a calcular la evolucio´n espacial de la envolvente
q(z, t) de una onda luminosa en fibras. Segu´n la ecuacio´n (1.23), el ı´ndice de
refraccio´n n(ω,
∣∣∣E¯2∣∣∣) puede ser expresado por:
n(ω,
∣∣∣E¯∣∣∣2) = n0(ω) + n2 ∣∣∣E¯∣∣∣2 (1.25)
Puesto que el efecto Kerr se debe a la respuesta electro´nica, la respuesta
no lineal debida a este efecto puede ser tratada como instantanea. En la
ecuacio´n anterior n0(ω) representa la respuesta lineal de la polarizacio´n y es
funcio´n de la frecuencia debido a la dispersio´n del material.
Por otra parte n2 es el coeficiente Kerr [46] y tiene un valor para estos
materiales de 1, 2 × 10−22(m2/V 2).
∣∣∣E¯∣∣∣ representa el valor absoluto de la
amplitud compleja de Fourier del campo ele´ctrico de la luz. Para una onda
plana, el campo ele´ctrico de la onda E¯(z, t) tiene solo componente transversa
y puede ser descrito por la funcio´n envolvente compleja q(z, t) como:
E¯(z, t) = Re
[
q(z, t)ei(β0z−ω0t)
]
yˆ (1.26)
En esta expresio´n, β0 y ω0 son respectivamente la constante de propa-
gacio´n y la frecuencia de la onda portadora y q(z, t) representa la amplitud
compleja que varia mucho mas lentamente que la fase (β0z−ω0t). Con la defi-
nicio´n de ı´ndice refraccio´n, la constante β y la frecuencia ω estan relacionadas
por:
β =
ω
c
n =
ω
c
n0(ω) +
ω
c
n2
∣∣∣E¯∣∣∣2 (1.27)
Para calcular la ecuacio´n de evolucio´n para q(z, t), vamos a desarrollar β
en el entorno del valor correspondiente a la portadora β0 hasta orden 2, los
efectos de orden superior los tendremos en cuenta mas adelante:
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(β − β0) = β1(ω − ω0) + β2 (ω − ω0)
2
2
+
iω0
c
n2
∣∣∣E¯∣∣∣2 + iγ (1.28)
En estas expresiones tenemos:
β1 =
∂β
∂ω ω=ω0
(1.29)
β2 =
∂2β
∂ω2 ω=ω0
(1.30)
y vienen dadas respectivamente por:
β1 =
n0(ω0)
c
+
ω
c
∂n0
∂ω0
∼= n0(ω0)
c
(1.31)
β2 =
2
c
∂n0
∂ω0
+
ω
c
∂2n0
∂2ω0
∼= 2
c
∂n0
∂ω0
(1.32)
el factor γ = ω0Im(n0)/c representa el te´rmino producido por las pe´rdidas
en el diele´ctrico.
Ahora expresamos la amplitud q por su amplitud de Fourier:
q(z, t) =
1
2pi2
∫ ∞
∞
∫ ∞
∞
q¯(B,Ω)ei(Bz−Ωt)dBdΩ (1.33)
desarrollando B y Ω centradas en los valores de la portadora, podemos escri-
bir:
∂q
∂z
= iBq = i(β − β0)q (1.34)
∂q
∂t
= −iΩq = i(ω − ω0)q (1.35)
Ahora reemplazamos los operadores (β − β0) → −i∂/∂z y (ω − ω0) →
i∂/∂t, con lo que la ecuacion (1.28) aplicada a la envolvente q nos queda:
i
(
∂q
∂z
+ β1
∂q
∂t
)
− β2
2
∂2q
∂2t
+
ω0n2
c
|q|2 q = −iγq (1.36)
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En esta expresio´n el te´rmino dentro del primer pare´ntesis muestra que el
paquete de ondas se mueve a la velocidad de grupo. Por lo tanto si introdu-
cimos una nueva coordenada temporal t la cual se desplaza a la velocidad de
grupo 1/β1 el primer pare´ntesis nos quedaria solo con la derivada espacial z
obtenemos:
i
∂q
∂z
− β2
2
∂2q
∂t2
+
ω0n2
c
|q|2 q = −iγq (1.37)
Hemos considerado el re´gimen en el cual el te´rmino β2 es negativo, lo que
se denomina habitualmente zona de dispersio´n anomala. Para fibras o´pticas
normales corresponde a longitudes de onda mayores que 1,3µm .
Si despue´s de esto normalizamos la amplitud q por el coeficiente Kerr:
Q =
√
ω0n2z0
c
q (1.38)
Por lo tanto la ecuacio´n (1.37) se reduce a:
i
∂Q
∂Z
+
1
2
∂2Q
∂T 2
+ |Q|2Q = −iΓQ (1.39)
Donde Γ es el te´rmino de perdidas a la distancia de dispersio´n:
Γ = γz0 (1.40)
La ecuacio´n (1.39) tomando Γ = 0 es llamada la ecuacio´n de Schrodinger
no lineal(SNLE).
Efectos perturbativos
Una vez calculada la expresio´n correspondiente a la SNLE podemos an˜adir
distintos te´rminos asociados efectos de orden mas alto a los calculados hasta
ahora [22].
En primer lugar consideramos el efecto de inclusio´n del te´rmino de tercer
orden en el desarrollo de la ecuacio´n [7] y apareceria como:
1
6
β3
∂3Q
∂T 3
(1.41)
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Figura 1.1: Evolucio´n del solito´n de orden dos sobre una distancia correspondiente al
periodo completo pi
2
este efecto es de relativa importancia en pulsos ultracortos y en situaciones
como las que veremos mas adelante, para zonas pro´ximas a β2 = 0.
iγTr
∂ |Q|2
∂T
Q (1.42)
Es el factor asociado al efecto Raman y es responsable del cambio en
frecuencia en el interior del pulso y puede dar lugar en solitones de orden
mayor que uno a la fisio´n del mismo en componentes [33].
El tercer y u´ltimo factor que consideraremos es proporcional a ω−10 y es
el resultado de incluir la primera derivada del factor asociado al efecto Kerr
[53].
γ
ω0
∂
∂T
(|Q|2Q) (1.43)
que es responsable de la formacio´n del self-steepening y efectos de shock.
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1.6. Solucio´n solito´n de la SNLE
Una vez se ha planteado la SNLE, la resolucio´n de la misma produce
soluciones que permanecen inalterables en propagacio´n lo que las hace de
innegable intere´s para su posible uso como elementos ba´sicos de sistemas de
comunicaciones o´pticas.
Historicamente, el te´rmino solito´n hace referencia a un tipo especial de
ondas que pueden viajar sin distorsio´n sobre largas distancias sin alterar su
perfil; de forma mas concreta a este caso particular lo denominamos solito´n
de primer orden para diferenciarlo de otros tipos de solito´n de orden mas
alto, como por ejemplo el que aparece en la Figura (1.1), que aunque varian
su perfil manifiestan un comportamiento periodico.
Para que se produzca el fenomeno de propagacio´n sin distorsio´n, debe
existir un equilibrio entre los efectos no-lineales y dispersivos como hemos
visto que aparecen en la SNLE. En el regimen ma´s usual este balance se
produce en la zona en la cua´l la fibra presenta una dispersio´n en la velocidad
de grupo de tipo ano´malo [34].
El desarrollo histo´rico de la solucio´n se baso´ en trabajos previos relativos
a ecuaciones no lineales de parecido tipo y en la teor´ıa de scattering inverso
y autovalores asociados que veremos de forma somera en un ape´ndice al final
del trabajo [61].
Basandose en el descubrimiento de la solucio´n de la KdV por Gardner et
al. establece la existencia de autovalores ζ que permanecen invariantes con
la distancia de propagacio´n Z incluso si lo hace Q.
Por tanto si el perfil de onda a la entrada es Q0(T ) = Q(Z = 0, T ), el
autovalor obtenido a partir de esta entrada es cte, si el proceso de evolucio´n
esta regido por la SNLE. Este autovalor es complejo y puede ser expresado
por:
ζ =
κn + iηn
2
(1.44)
Aqu´ı, κn y ηn estan relacionados con la velocidad y la amplitud solito´nicas
producidas por la amplitud inicial Q0(T ). En particular si solamente existe
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un autovalor, la solucio´n soliton viene dada por:
Q = ηsechη(T + κZ)exp
[
−iκT + i
2
(η2 − κ2)Z
]
(1.45)
Para poner de relieve los aspectos antes apuntados, vamos a mostrar la
propagacio´n de una solucio´n de este tipo, que corresponde a la solucio´n fun-
damental de tipo secante hiperbol´ıco de amplitud dos. Como se puede ver en
Figura (1.1)donde tenemos representados un periodo completo, se producen
fuertes variaciones del perfil del pulso que sin embargo no representan nin-
gun cambio en los autovalores. Esta propiedad segu´n algunos autores haria
posible un tipo de comunicacio´n basado en los niveles de dichos autovalores
como portadores de informacio´n.
Por otra parte mediante el me´todo del scattering directo es posible de-
terminar tanto la posicio´n como la evolucio´n de los autovalores, una repre-
sentacio´n del plano complejo donde observamos la presencia de los dos picos
correspondientes a los dos autovalores correspondientes al soliton de orden
dos puede apreciarse en la Figura (1.2), en un proceso de propagacio´n sin
efectos perturbativos esos valores permanecerian constantes. La evolucio´n de
los valores encontrados en presencia de te´rminos perturbativos se estudia en
el Ape´ndice A.
1.7. Modelo vectorial de propagacio´n. Birre-
fringencia
En los apartados anteriores, hemos visto el desarrollo de la SNLE en con-
diciones escalares, es decir, sin considerar los posibles efectos de la birrefrin-
gencia de la fibra, es de hacer notar que lejos de resultar un comportamiento
no deseado, esta situacio´n nos permite posibilidades mucho ma´s amplias que
el caso escalar.
Las ecuaciones acopladas no lineales de Schrodinger aparecen en gran
variedad de situaciones f´ısicas. En sistemas de comunicaciones gobiernan la
propagacio´n de pulsos en ejes ortogonales, tambien en sistemas multiplexados
11
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Figura 1.2: Representacio´n en el plano complejo de la situacio´n de los autovalores. Los
picos corresponden a la presencia de los correspondientes al solito´n de segundo orden, en
las posiciones ζ1 = 0 + 0,5j y ζ2 = 0 + 1,5j.
en longitud de onda, propagacion de ondas en cristales as´ı como interacciones
entre ondas de fluidos.
Centrandonos en la propagacio´n en fibras, el aspecto ma´s relevante quizas
sea el de cross-phase modulation (XPM); fenome´no de acoplo entre dos ondas
incidentes en la fibra, que se produce debido a la birrefringencia no lineal
o´ptica, inducida por el efecto Kerr.
Las posibilidades para esta situacio´n son de varios tipos: ondas de dis-
tintas frecuencias y la misma polarizacio´n, polarizaciones diferentes con la
misma frecuencia, etc. Nuestro estudio en particular se centrara´ en este u´lti-
mo caso, que nos proporcionara resultados del tipo conocido como soliton
trapping fundamentales en el desarrollo de dispositivos lo´gicos o´pticos [26].
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Polarizacio´n ortogonal. XPM
Debido a la relevancia de los feno´menos asociados, enunciados en el apar-
tado anterior, pasamos a ver el caso de una onda elipticamente polarizada,
considerando el efecto XPM , el valor del campo ele´ctrico en este caso sera´:
E¯(r, t) =
1
2
(xˆEx + yˆEy) exp (−iω0t) + c.c. (1.46)
en la expresio´n Ex y Ey son las amplitudes complejas de las dos componen-
tes de polarizacio´n de la onda a la frecuencia central de ω0. El te´rmino de
polarizacio´n no lineal considerando el medio como isotro´pico, toma la forma:
P¯nl(r, t) =
1
2
(xˆPx + yˆPy) exp (−iω0t) + c.c. (1.47)
Las componentes de Px y Py son:
Pi =
30
4
∑
j
[
χ(3)xxyyEiEjE
∗
j + χ
(3)
xyxyEjEiE
∗
j + χ
(3)
xyyxEjEjE
∗
i
]
(1.48)
donde i,j toman los valores x,y.
Las tres componentes independientes de χ(3) susceptibilidad de tercer
orden esta´n relacionadas con χ(3)xxxx por la ecuacio´n [8]:
χ(3)xxxx = χ
(3)
xxyy + χ
(3)
xyxy + χ
(3)
xyyx (1.49)
Los valores de cada una de las magnitudes de la componentes de χ(3)
para el caso de las fibras o´pticas consideradas son practicamente iguales, si
asumimos que todas ellas son iguales por simplicidad, las componentes de la
polarizacio´n toman la forma:
Px =
30
4
χ(3)xxxx
[(
|Ex|2 + 2
3
|Ey|2
)
Ex +
1
3
(E∗xEy)Ey
]
(1.50)
Py =
30
4
χ(3)xxxx
[(
|Ey|2 + 2
3
|Ex|2
)
Ey +
1
3
(
E∗yEx
)
Ex
]
(1.51)
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el u´ltimo te´rmino de la ecuacio´n es de caracter ana´logo al del proceso de
mezcla de cuatro ondas, pero en este caso contribuye a la misma frecuencia,
debido a que estamos considerando que las componentes son degeneradas en
frecuencia.
El resultado que buscamos es la contribucio´n del proceso de XPM a la
ecuacio´n de propagacio´n; en este caso tenemos que tener en cuenta la presen-
cia de dos componentes; el resultado en analog´ıa con lo obtenido para una
componente como se vio en el apartado escalar ser´ıa:
∂Ax
∂z
+ β1x
∂Ax
∂t
+
i
2
β2
∂2Ax
∂t2
= iγ
[
|Ax|2 + 2
3
|Ay|2
]
Ax +
iγ
3
A∗xA
2
yexp(2i∆βz)
(1.52)
∂Ay
∂z
+ β1y
∂Ay
∂t
+
i
2
β2
∂2Ay
∂t2
= iγ
[
|Ay|2 + 2
3
|Ax|2
]
Ay +
iγ
3
A∗yA
2
xexp(2i∆βz)
(1.53)
En el sistema de dos ecuaciones acopladas (1.52) y (1.53) aparecen los
factores β1x y β1y que generalmente son distintos. La expresio´n ∆β = β0x−β0y
nos da la diferencia debido a la birrefringencia lineal. Por contra los valores
de β2 y γ son iguales para ambas componentes.
La importancia relativa del u´ltimo factor esta´ relacionada con la diferencia
entre los valores de fase de las dos componentes ∆β, en nuestro caso trata-
remos con fibras o´pticas altamente birrefringentes y por tanto se podra´ des-
preciar dicho te´rmino al ser rapidamente oscilante y de valor promedio igual
a cero. Este te´rmino ha de ser incluido para fibras de baja birrefringencia.
Podemos decir, en particular, que el proceso de XPM crea un acopla-
miento nolineal entre las dos componentes tratadas que cambia el estado de
polarizacio´n de un haz de luz inicialmente con plarizacion eliptica. El resul-
tado es una rotacio´n en la elipse de polarizacio´n.
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1.8. Fibras de alta birrefringencia
En fibras fuertemente birrefringentes la diferencia entre las velocidades
de grupo entre las componentes del haz (β1x − β1y) no puede ser desprecia-
da. El efecto de esa diferencia en velocidades puede causar la ruptura del
pulso en dos componentes, ra´pida y lenta, sobre cada uno de los dos ejes de
polarizacio´n.
Una vez separadas el movimiento resultante de cada una de las partes
depende de las condiciones iniciales, angulo de polarizacio´n, as´ı como de los
valores de los para´metros del sistema.
Refiriendonos a las ecuaciones (1.52) y (1.53) asumiremos que nos en-
contramos en la zona de dispersio´n ano´mala es decir β2 < 0 y utilizaremos
valores normalizados por lo tanto el sistema del apartado anterior quedaria
como:
i
[
∂u
∂ξ
+ δ
∂u
∂τ
]
+
1
2
∂2u
∂τ 2
+
(
|u|2 + 2
3
|v|2
)
u = 0 (1.54)
i
[
∂v
∂ξ
− δ ∂v
∂τ
]
+
1
2
∂2v
∂τ 2
+
(
|v|2 + 2
3
|u|2
)
v = 0 (1.55)
los te´rminos u y v se refieren a las amplitudes normalizadas con respectoa a
los ejes x e y ye para´metro δ toma el valor:
δ = (β1x − β1y)T0/ (2|β2|) (1.56)
y nos da idea de la diferencia para la velocidad de grupo entre las dos com-
ponentes; se ha utilizado el hecho de que el valor del parametro de acoplo
en fibras linealmente birrefringentes es 2/3. Los valores de entrada para un
pulso con un a´ngulo de polarizacio´n a la entrada de θ serian:
u (0, τ) = Ncosθsech (τ) (1.57)
v (0, τ) = Nsenθsech (τ) (1.58)
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Figura 1.3: Evolucio´n sin atrapamiento debida a la fuerte birrefringencia de dos pulsos
solito´nicos iguales. Los datos correspondientes a la simulacio´n son u=v=0.5 y δ = 0,8.
El interes en el desarrollo del te´rmino de XPM radica en el cambio en el
comportamiento de las dos partes del pulso, que evolucionarian de manera
independiente de no existir el acoplo. Los resultados mas notables indican
que se pueden producir procesos en los que las dos componentes desarrollan
al propagarse una misma velocidad de grupo fenomeno conocido como soliton
trapping [31] y que resulta de vital importancia en procesos de conmutacio´n
o´ptica.
El caso de la Figura 1.3 nos muestra el proceso de separacio´n de dos pulsos
solito´nicos debido a la fuerte birrefringencia entre ambas polarizaciones. La
evolucin del conjunto como se observa, es sime´trica debido a que lo son las
condiciones iniciales.
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Cap´ıtulo 2
Te´cnicas nume´ricas de
resolucio´n
2.1. Introduccio´n
La ecuacio´n de Schrodinger no lineal (SNLE) no tiene generalmente so-
luciones anal´ıticas excepto para los casos espec´ıficos en los que se puede em-
plear el me´todo de scattering inverso. Por lo tanto un tratamiento nu´merico
es necesario para comprender los efectos no lineales en fibras.
Gran variedad de estos me´todos han sido empleados historicamente, los
cuales pueden ser clasificados en dos categor´ıas principales: los me´todos en
diferencias finitas y los me´todos pseudoespectrales [52].
De forma general podemos decir que los me´todos pseudoespectrales son
dos ordenes de magnitud mas ra´pidos para obtener el mismo grado de pre-
cisio´n. Dentro de esta categoria el mas usual de ellos es el llamado split-step
Fourier (SSF) [2].La rapidez de este me´todo comparado con otros me´todos en
diferencias finitas puede ser atribuida al uso del algoritmo de transformada
ra´pida de Fourier(FFT) [41].
Durante este cap´ıtulo empezaremos por introducir los fundamentos de la
transformada de Fourier y posteriormente describiremos las ideas ba´sicas co-
rrespondientes al algoritmo de transformada ra´pida de Fourier (FFT), que es
Te´cnicas nume´ricas de resolucio´n
fundamento de los me´todos pseudoespectrales que describiremos posterior-
mente.
El siguiente apartado lo dedicaremos al esquema nu´merico (SSF), en sus
dos versiones mas conocidas: la versio´n ba´sica del algoritmo y el esquema
sime´trico conocido como simmetrized split-step Fourier (SSSF), posterior-
mente dentro de esta misma seccio´n estudiaremos el desarrollo segu´n inte-
gradores simple´cticos [60] [14], que nos permite calcular con cualquier orden
de exactitud par requerido el problema de propagacio´n de pulsos en fibras,
simplemente aumentando el nu´mero de pasos en el esquema. Tambien se cal-
cularan ejemplos de propagacio´n sobre los diferentes esquemas propuestos.
Finalmente consideraremos el esquema conocido como transformacio´n to-
tal al dominio de la frecuencia que junto al conocido me´todo de Runge-Kutta
para ecuaciones diferenciales ordinarias [1] , nos permite abordar otro tipo
de situaciones en la SNLE como pueden ser los procesos de mezcla de cua-
tro ondas [10] y que en nuestro caso aplicaremos a la evolucio´n del pulso en
la zona denominada de longitud de onda correspondiente a cero dispersio´n
donde β2 es practicamente cero.
2.2. Transformada de Fourier
Un proceso f´ısico puede ser definido tanto en el dominio del tiempo por
los valores de una cierta cantidad h, es decir h(t), como por su representa-
cio´n en frecuencia donde se especifica una determinada cantidad H(f) que
generalmente es un nu´mero complejo.
Podemos pasar de una a otra representacio´n mediante las ecuaciones de
la transformada de Fourier:
H(f) =
∫ ∞
−∞
h(t)e2piiftdt (2.1)
h(t) =
∫ ∞
−∞
H(f)e−2piiftdf (2.2)
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Por lo general, tendremos muestras o valores de la funcio´n h(t) en inter-
valos regulares , denominamos por ∆, el intervalo de tiempo entre muestras
consecutivas.
Vamos ahora a estimar la transformada de Fourier de una funcio´n definida
a partir de un nu´mero finito de muestras. Suponemos que contamos con N
valores consecutivos:
hk = h(tk), tk = k∆, k = 0, 1, 2, ....., N − 1 (2.3)
Asociado al valor de ∆ definimos los valores de frecuencia en los que
calcularemos la transformada de Fourier H(f) segu´n la expresio´n:
fn =
n
N∆
, n = −N
2
, ...,
N
2
(2.4)
luego aproximamos la integral por:
H(fn) =
∫ ∞
−∞
h(t)e2piifntdt ≈
N−1∑
k=0
hke
2piifntk∆ = ∆
N−1∑
k=0
hke
2piik n
N (2.5)
El sumatorio final de la ecuacio´n anterior es conocido como la transfor-
mada discreta de Fourier:
Hn =
N−1∑
k=0
hke
2piik n
N (2.6)
La transformada de Fourier discreta convierte N nu´meros complejos, los
valores hk en otros N valores complejos, los Hn.
De la misma forma el valor de la transformada discreta inversa, que nos
permite calcular los valores hk en funcio´n de los Hn. viene dado por la ex-
presio´n:
hk =
1
N
N−1∑
n=0
Hne
−2piik n
N (2.7)
las dos u´nicas diferencias entre las dos ecuaciones anteriores son, el cambio
de signo en la exponencial y la division por N ; por lo tanto las rutinas para el
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ca´lculo de la transformada directa, con ligeras modificaciones, nos permiten
calcular la transformada inversa.
Tal y como esta´ definida, la transformada discreta de Fourier requiere
evidentemente la ejecucio´n de N2 multiplicaciones de nu´meros complejos,
por lo tanto es un proceso de orden N2.
Fast Fourier Transform
El algoritmo conocido como fast Fourier transform (FFT) nos permite
resolver la transformada discreta de Fourier con orden O(Nlog2N). La idea
ba´sica para conseguir este objetivo consiste en la propiedad de la transfor-
mada discreta de Fourier de un array de N datos de ser escrita como suma
de otras dos de longitud N/2. Esta propiedad es conocida como lema de
Danielson y Lanczos [11].
La propiedad anterior la podemos escribir como:
Fk =
N−1∑
j=0
fje
2piij k
N =
N/2−1∑
j=0
f2je
2piij 2j
N +
N/2−1∑
j=0
f2j+1e
2piij 2j+1
N (2.8)
donde el primer sumatorio lo realizamos sobre las componentes pares y el
segundo sobre las impares con lo que nos queda:
Fk = F
e
k +W
kF ok (2.9)
siendo W k el nu´mero complejo dado por la expresio´n:
W = e2pii/N (2.10)
Puesto que este proceso es recursivo podemos seguir empleandolo hasta
conseguir descomposiciones consistentes en una u´nica componente y estas
serian iguales al valor del dato de entrada fn:
F eeeooeeo...eook = fn (2.11)
Una vez llegados a este punto, el siguiente paso es comprobar como el
array de e’s y o’s corresponde a la posicio´n en binario del dato n, sin mas
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que darle la vuelta al patro´n y asignar los valores e = 0 y o = 1. Con este
resultado la resolucio´n de la transformada es ahora mucho mas simple.
Procederemos de la siguiente forma, en primer lugar colocaremos el vector
de datos en bit-reversal order y a continuacio´n se iran ejecutando las transfor-
madas por pares adyacentes y subiendo por los distintos niveles jera´rquicos
como se indica en la Figura 2.1.
Puesto que cada combinacio´n emplea N operaciones y como en total
tendremos log2N combinaciones o niveles el valor final de tiempo para el
algoritmo es O(N log2N).
     000
       f0
     001
       f1
     010
       f2
     011
       f3
     100
       f4
     101
       f5
     110
       f6
     111
       f7
     000
      F0
     100
      F4
     010
      F2
     110
      F6
     001
      F1
     101
      F5
     011
      F3
     111
      F7
Transformada
   2 puntos
Transformada
   2 puntos
Transformada
     2 puntos
Transformada
   4 puntos
Transformada
   4 puntos
Transformada
   8 puntos
Transformada
    2 puntos
Bit-reversal
         LogN Niveles
N operaciones por nivel
           O(NlogN)
Figura 2.1: Esquema de desarrollo del algoritmo FFT para un array de ocho datos. Los
valores en el array inferior (f ’s) representan los valores de la funcio´n en el dominio tem-
poral, el array superior (F’s) representan la transformacio´n en frecuencia de los mismos
segu´n el proceso de bit-reversal.
2.3. Me´todos espectrales
Vamos a escribir la SNLE segu´n la forma :
∂Q
∂z
= (Dˆ + Nˆ)Q (2.12)
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donde Dˆ es el operador diferencial para la dispersio´n y la absorcio´n en un
medio lineal y Nˆ es el operador no lineal que tiene en cuenta los efectos de
las no linealidades de la fibra en la propagacio´n.
Estos operadores vienen dados, como vimos en el primer cap´ıtulo al an˜adir
a la ecuacio´n ba´sica los efectos de orden mas alto por:
Dˆ = − i
2
β2
∂2
∂T 2
+
1
6
β3
∂3
∂T 3
− α
2
(2.13)
Nˆ = iγ
[
|Q|2 + 2i
ω0
∂
∂T
(|Q|2)− Tr ∂ |Q|
2
∂T
]
(2.14)
el significado f´ısico de cada uno de los cuales se comento´ en el anterior cap´ıtu-
lo.
En general dispersio´n y no linealidad actuan simultaneamente a lo largo
de la fibra. El me´todo del split-step Fourier obtiene una solucio´n aproximada
al problema de la propagacio´n asumiendo que sobre una distancia pequen˜a
h los efectos dispersivos y no lineales se pueden considerar por separado [3].
2.3.1. Me´todo Split-Step Fourier (SSF)
En esta primera aproximacio´n, la propagacio´n desde z a z+h se consigue
en dos pasos. En el primer paso, consideramos que la no linealidad actu´a sola
y por lo tanto Dˆ = 0. En el segundo paso, solamente actu´a el operador de
dispersio´n Nˆ = 0, por lo tanto:
Q(z + h, T ) = exp(hDˆ)exp(hNˆ)Q(z, t) (2.15)
La aplicacio´n del operador exponencial correspondiente a la parte lineal,
exp(hDˆ) se calcula en el espacio de Fourier utilizando la expresio´n:
exp(hDˆ)Q(z, T ) =
{
F−1exp
[
hDˆ(iω)
]
F
}
Q(z, T ) (2.16)
donde F es la operacio´n de transformada de Fourier, Dˆ(iω) se obtiene a
partir de la expresio´n del operador diferencial sustituyendo ∂
∂T
por iω, que
es la frecuencia en el espacio Fourier. Puesto que Dˆ(iω) es un nu´mero la
evaluacio´n de esta expresion es directa.
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El uso de la FFT hace que el ca´lculo de la expresio´n anterior sea relati-
vamente ra´pido, como vimos en la seccio´n anterior, por esta razo´n el SSF es
dos o´rdenes de magnitud mas ra´pido que los me´todos en diferencias finitas.
Me´todo Split-Step Fourier sime´trico (SSSF)
De las muchas formas en las que el me´todo SSF puede ser implementa-
do, una de las mas sencillas de implementar es la conocida como split-step
simetrizado (SSSF), esta aproximacio´n es exacta hasta el tercer orden en el
taman˜o del paso.
La propagacio´n del pulso comienza con la aplicacio´n del operador lineal
e(
h
2
Dˆ). Esta operacio´n viene dada por la ecuacio´n:
e(
h
2
Dˆ)Q =
{
F−1T e
(h
2
ˆD(iω))FT
}
Q (2.17)
donde FT representa la transformada de Fourier, Dˆ (iω) se obtiene rempla-
zando el operador diferencial ∂
∂t
por iω.En el espacio de Fourier el ca´lculo es
directo puesto que ˆD (iω) es un nu´mero.
El siguiente paso en la propagacio´n consiste en la evaluacio´n del te´rmino
no lineal con una amplitud correspondiente al paso completo h.
El tercer y u´ltimo paso es la propagacio´n del pulso por una distancia
igual al mitad del paso h
2
, por la accio´n exclusiva del operador lineal, de la
misma manera que se hizo en el primer paso. El diagrama correspondiente
lo podemos observar en la Figura 2.2.
2.3.2. Operadores simple´cticos
En este apartado explicaremos el uso de un esquema de propagacio´n basa-
do en la utilizacio´n de integradores simple´cticos, en particular expondremos
la posibilidad de implementar la propagacio´n del pulso con distintos o´rdenes
de precisio´n, de hecho es posible realizar cualquier aproximacio´n de orden
par simplemente incrementando el nu´mero de pasos en el esquema [60].
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 Entrada 
del pulso
     h/2
                 h
      h/2
  Salida  
del pulso
FFT
FFTI
FFT
FFTI
Figura 2.2: Esquema del proceso correspondiente al Split-step sime´trico.
El planteamiento del problema es el siguiente; para un entero positivo n
que llamaremos el orden del integrador, encontrar un conjunto de de numeros
reales (c1, c2, c3, ..., ck) y (d1, d2, d3, ..., dk), de tal forma que la diferencia entre
la funcio´n exponencial exp [τ (A+B)] y el producto de funciones exponencia-
les: exp (c1τA) exp (d1τB) exp (c2τA) exp (d2τB)×...×exp (ckτA) exp (dkτB)
es de orden τ k+1.
Es decir se verifica la ecuacio´n:
exp [τ (A+B)] =
k∏
i=1
exp (ciτA) exp (diτB) + o
(
τ k+1
)
(2.18)
Por ejemplo en el caso de n = 2 obtenemos los siguientes valores: c1 =
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c2 =
1
2
, d1 = 1, d2 = 0 y por lo tanto la igualdad:
exp [τ (A+B)] = exp
(
1
2
τA
)
exp (τB) exp
(
1
2
τA
)
+ o
(
τ 3
)
(2.19)
que como vemos es el resultado obtenido para el esquema del split-step si-
metrizado de la seccio´n anterior; identificando los operadores A y B con las
partes lineal y no lineal de la ecuacio´n respectivamente.
Para abordar el problema de forma general haremos lo siguiente, expan-
diremos en potencias de τ la parte izquierda de la ecuacio´n (2.18) y compa-
raremos los coeficientes con valores iguales de potencias de τ hasta el orden
τ k. De esta forma obtendremos un conjunto de ecuaciones para las incognitas
ci y di.
Por ejemplo para n = 1; obtenemos dos ecuaciones para los coeficientes
de A y B:
c1 + c2 + ...+ ck = 1, d1 + d2 + ...+ ck = 1 (2.20)
La solucio´n trivial corresponde a k = 1, los valores obtenidos serian c1 =
d1 = 1.Cuando sustituimos por el valor de k = 2 obtenemos los valores
c1 = c2 =
1
2
y d1 = 1; y volvemos a obtener elresultado correspondiente al
split-step.
De la misma forma se puede obtener, el integrador de cuarto orden con
k = 4
c1 = c4 =
1
2 (2− 21/3) , c2 = c3 =
1− 21/3
2 (2− 21/3) (2.21)
d1 = d3 =
1
(2− 21/3) , d2 =
21/3
(2− 21/3) , d4 = 0. (2.22)
Con este tipo de aproximacio´n y recordando la fo´rmula de Baker-Campbell-
Haussdorf para dos operadores no conmutativos, que en nuestro caso co-
rresponderian a la parte dispersiva y no-lineal del problema podemos seguir
obteniendo esquemas de integracio´n de orden par con cualquier tipo de apro-
ximacio´n.
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A modo de ejemplo, para el caso de integradores de sexto orden, una de
las posibles soluciones seria:
d1=d8 d2=d7 d3=d6 d4=d5
0,1961284026 0,2550217509 -0,2355266927 0,0343765841
c1=c7 c2=c6 c3=c5 c4
0,3922568052 0,1177866066 -0,5888399920 0,6575931608
Por lo tanto para el integrador de sexto orden tendremos ocho pasos en
la parte dispersiva y siete correspondientes a la parte no lineal.
2.3.3. Ejemplos me´todos de Split-Step
En este apartado, ilustraremos con dos ejemplos el comportamiento de
diferentes tipos de soluciones de la SNLE. El objetivo es doble; por una parte
examinaremos la fiabilidad de los distintos esquemas de integracio´n utilizados
hasta ahora y por otra parte las situaciones estudiadas nos introduciran en
otros aspectos de nuestro problema f´ısico.
En ambos casos el proceso de propagacio´n se efectuara segu´n la SNLE
normalizada tal y como se vio en el cap´ıtulo anterior.
Solito´n de tercer orden
En primer lugar trataremos la propagacio´n de un solito´n de tercer orden
U(t, z = 0) = 3./cosh(t), para una longitud igual al periodo del mismo, es
decir pi/2. En el ca´lculo emplearemos los dos u´ltimos esquemas de propa-
gacio´n del apartado anterior SSF sime´trico y el desarrollo en obtenido con
operadores simple´cticos de cuarto orden, con el propo´sito de comparar los
distintos niveles de exactitud de ambos.
Como observamos en la gra´fica correspondiente a la Figura 2.3,las osci-
laciones en la zona de la cola del pulso son mucho mas acusadas en el caso
del me´todo sime´trico que en el correspondiente me´todo simple´ctico. En am-
bas simulaciones el taman˜o del paso es ide´ntico y el nu´mero de pasos es de
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Figura 2.3: Propagacio´n de un solito´n de tercer orden utilizando el me´tode de Split-step
simetrizado,l´ınea discontinua, y el desarrollo por operadores simpe´cticos de cuarto orden,
l´ınea continua.
500, siendo los valores del error correspondiente a la norma L2 obtenidos, los
siguientes:
Me´todo Error norma L2
SSF Sime´trico 1,24 · 10−5
Simple´ctico 40 orden 1,27 · 10−7
Solito´n de quinto orden
En este ejemplo trataremos la resolucio´n de la propagacio´n del solito´n de
quinto orden,correspondiente a un valor inicial que nos vendra´ dada por la
ecuacio´n U(t, z = 0) = 5./cosh(t) y que corresponde como ya se cito´ en una
apartado anterior a la familia de soluciones de amplitud entera.
La simulacio´n se realizara mediante el uso de un esquema de integracion
de operadores simplecticos de 40 orden que nos permite la resolucio´n del
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Figura 2.4: Comportamiento del solito´n de quinto orden en un periodo completo.
problema para un periodo completo del solito´n equivalente a una distancia
de propagacio´n de pi/2 en unidades de distancia normalizadas. El hecho de
que el pulso se comporte de manera periodica nos permite evaluar el error
cometido en la simulacio´n mediante la evaluacio´n de los perfiles de entrada
y salida del problema, que dederian ser iguales como se ve en la Figura (2.4)
Cabe sen˜alar que el uso de este ejemplo, aparte de la utilidad desde el
punto de vista f´ısico, nos enfrenta desde el punto de vista nu´merico a un reto
importante puesto que en este caso al partir de valores elevados de amplitud,
la parte no-lineal del problema nos puede aportar elevados valores de error
si el problema no es tratado convenientemente.
2.4. Me´todo de Runge-Kutta. Aplicaciones
En las anteriores secciones hemos estudiado casos en los cuales es va´lida
la separacio´n de los operadores lineales y no-lineales dando lugar al plantea-
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miento que aparece en la ecuacio´n ( 2.12), donde ambos te´rminos aparecen
multiplicados por la expresio´n del pulso.
Puede ocurrir sin embargo, que no sea posible el anterior planteamiento
debido a la presencia de te´rminos que no son factorizables en funcio´n del
pulso puesto que este no aparece en la expresio´n de dicho efecto.
Un caso particular de este tipo de situacio´n es por ejemplo el proceso de
mezcla de cuatro ondas [10], donde una onda de bombeo de gran intensidad a
una determinada frecuencia ω1, que transmite energ´ıa a otras dos frecuencias
a ambos lados de la anterior separadas por una misma cantidad Ωs.
Por ejemplo para el canal A1 tendriamos la expresio´n:
dA1
dz
=
in2ω1
c
[(f11|A1|2+2
∑
k 6=1
f1k|Ak|2)A1+2f1234A∗2A3A4exp (i∆kz)] (2.23)
el u´ltimo de los te´rminos en la parte derecha de la ecuacio´n anterior no es
factorizable, como hemos hecho hasta ahora debido a que no aparece el factor
A1 correspondiente.
El problema de mezcla de cuatro ondas ya ha sido abordado en anteriores
trabajos de este grupo, en nuestro caso en particular aunque no es obligatorio
su uso, si que nos proporciona otra posibilidad a la hora del ca´lculo, que
nosotros aplicaremos al caso de pulsos vectoriales.
Pasamos ahora a describir someramente el me´todo a utilizar, que en nues-
tro caso sera´ el Runge-Kutta de cuarto orden;que nos permite resolver ecua-
ciones diferenciales ordinarias del tipo:
y´ = f (x, y) (2.24)
Para llevar a cabo el proceso de integracio´n, partimos desde unos deter-
minados valores iniciales (xi, yi) y efectuamos una evaluacio´n de la funcio´n
f (x, y) en distintos puntos. Con una ponderacio´n adecuada de los pesos asig-
nados a cada una de las evaluaciones, obtendremos una solucio´n aproximada
al valor de la funcio´n. El nu´mero de evaluaciones necesarias crece cuanto
mayor sea la precisio´n buscada.
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En nuestro caso el orden del integrador coincide con las evaluaciones a
realizar, es decir cuatro, el resultado final para el esquema de integracio´n
ser´ıa:
k1 = hf (xi, yi) (2.25)
k2 = hf
(
xi +
1
2
h, yi +
1
2
k1
)
(2.26)
k3 = hf
(
xi +
1
2
h, yi +
1
2
k2
)
(2.27)
k4 = hf (xi + h, yi + k3) (2.28)
yi+1 = y1 +
1
6
k1 +
1
3
k2 +
1
3
k3 +
1
6
k4 +O
(
h5
)
(2.29)
Para solitones vectoriales, la resolucio´n del problema nos planter´ıa un sis-
tema de ecuaciones, que encajaria de manera inmediata en el planteamiento
anterior sin ma´s que sustituir nuestra funcio´n y (x) por un vector de funciones
Y (X) = (y1 (x) , y2 (x)) .
Nos faltaria por transformar nuestro sistema de ecuaciones en derivadas
parciales a un sistema ordinario, para lo cual emplearemos la te´cnica conocida
como formulacio´n total del campo en el dominio de la frecuencia.
Recordando las fo´rmulas obtenidas en el primer cap´ıtulo:
i
∂u
∂ξ
= −iδ ∂u
∂τ
− 1
2
∂2u
∂τ 2
− Fnlu (2.30)
i
∂v
∂ξ
= +iδ
∂v
∂τ
− 1
2
∂2v
∂τ 2
− Fnlv (2.31)
las ecuaciones (2.30) y (2.31) serian nuestro punto de partida.
Por una parte tenemos los efectos dispersivos, que serian los dos primeros
te´rminos a la derecha de la igualdad en ambas ecuaciones y los efectos no
lineales agrupados en el ultimo te´rmino.
Explicitamente:
Fnlu = (|u|2 + 2
3
|v|2)u (2.32)
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Fnlv = (|v|2 + 2
3
|u|2)v (2.33)
transformando al espacio de frecuencias:
i
du˜
dξ
= −iδ (iωu˜) + 1
2
(
ω2
2
u˜
)
− F˜nlu (2.34)
i
dv˜
dξ
= +iδ (iωv˜) +
1
2
(
ω2
2
v˜
)
− F˜nlv (2.35)
el resultado final ya puede ser tratado como un sistema ordinario de ecuacio-
nes, y por lo tanto le podemos aplicar el metodo de R-K por transformacio´n
total al dominio de la frecuencia.
Atrapamiento solito´nico en la zona de cero dispersio´n
Un aspecto interesante aparece cuando propagamos pulsos cerca de la
regio´n de cero dispersion, zona en la que los valores de β2 son despreciables.
De relativa importancia f´ısica, solitones en esta zona requieren de menos
potencia que en el caso habitual de dispersio´n ano´mala.
La SNLE en estas condiciones toma la forma:
i
∂u
∂ξ
− i
6
∂3u
∂τ 3
+ |u|2 u = 0 (2.36)
podemos ilustrar el comportamiento de un pulso del tipo secante hiperbo´lico
en esta regimen de propagacio´n segu´n la Figura 2.5.
Se pueden resen˜ar dos efectos notables en el comportamiento en propaga-
cio´n; por una parte obtenemos un desplazamiento temporal del pulso debido
al efecto de dispersio´n negativa efectiva, creandose una zona principal donde
se conservaria aproximadamente la mitad de la energ´ıa del pulso y ademas
una estructura oscilatoria en el extremo de la ventana temporal que desapa-
rece con la propagacio´n.
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Figura 2.5: Secante hiperbo´lica antes y despues de propagarse en las condiciones corres-
pondientes al re´gimen de cero dispersio´n
Una vez visto el comportamiento obtenido para un pulso escalar, pasa-
mos a un modelo vectorial en las mismas condiciones, buscamos obtener el
conocido fenomeno de atrapamiento pero utilizando solamente te´rminos de
tercer orden en el operador lineal.
i
[
∂u
∂ξ
+ δ
∂u
∂τ
]
− i1
6
∂3u
∂τ 3
+
(
|u|2 + 2
3
|v|2
)
u = 0 (2.37)
i
[
∂v
∂ξ
− δ ∂v
∂τ
]
− i1
6
∂3v
∂τ 3
+
(
|v|2 + 2
3
|u|2
)
v = 0 (2.38)
la posibilidad de producir el trapping en estas condiciones, ausencia de dis-
persio´n de segundo orden, se compensa con lo que se conoce como dispersio´n
croma´tica de segundo orden efectiva asociada al factor en derivada tercera
que estamos estudiando[43].
Para nuestra simulacio´n utilizaremos las siguientes condiciones, el valor
de la amplitud N = 1,5, el a´ngulo de polarizacio´n sera´ θ = 30 y el valor
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Figura 2.6: Proceso de atrapamiento de solitones en las condiciones correspondientes al
regimen de cero dispersio´n.
del para´metro de birrefringencia δ = 0,15. el resultado lo tenemos en la
Figura(2.6)
Los resultados de la simulacio´n nos permiten apreciar que el atrapamiento
se produce incluso en ausencia del te´rmino asociado a la dispersio´n cromatica
o de segundo orden. Como ya sen˜alamos anteriormemente, el trapping de
solitones es considerado como una del as posibilidades de realizar procesos
de conmutacio´n o´ptica; los cuales son mucho ma´s ra´pidos que los electro´nicos
habituales [26]; a esta ventaja se an˜adiria el hecho de que si se realizan en
condiciones de cero dispersio´n la potencia o´ptica necesaria es mucho menor
que en el regimen usual de propagacio´n.
En este primer cap´ıtulo dedicado a la resolucio´n nu´merica de la SNLE
hemos comprobado la validez de los me´todos espectrales utilizados. En fun-
cio´n de su mayor o menor grado de exactitud sera´n empleadas en distintos
tipos de problemas.
La utilizacio´n del me´todo de transformacio´n completa al espacio de fre-
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cuencias, junto a la resolucio´n del mismo mediante el esquema de Runge-
Kutta para ecuaciones diferenciales ordinarias, nos permite abordar situa-
ciones que no podr´ıan ser tratadas mediante los distintos me´todos de tipo
split-step.
En nuestro caso particular se ha empleado este modelo a la hora de ca-
racterizar el atrapamiento solito´nico en condiciones cercanas al valor de cero
dispersio´n.
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Wavelets
3.1. Introduccio´n
Este cap´ıtulo lo dedicaremos al estudio de las wavelets, que posteriormen-
te utilizaremos como nucleo para el desarrollo de un nuevo esquema nu´merico.
Empezaremos con los aspectos ba´sicos de la teor´ıa de wavelets, describiremos
la familia denominada Haar wavelet, posteriormente veremos su uso como ba-
se de representacio´n de funciones y posteriormente las fo´rmulas generales que
las caracterizan.
Seguiremos con la descripcio´n de la familia de las Daubechies wavelets
[13], posiblemente la mas conocida y utilizada de todas ellas. El objetivo
de este apartado es caracterizarlas para su posterior uso como filtro de los
arrays de entrada que definen los pulsos, aspecto que veremos en un cap´ıtulo
posterior.
En la u´ltima parte y como analogia con el anterior cap´ıtulo, expondremos
el me´todo de resolucio´n de la ecuacio´n de propagacio´n mediante la represen-
tacio´n de operadores en el espacio wavelet.
Wavelets
Figura 3.1: Representacio´n de la funcio´n de escalado (izquierda) y de la wavelet de Haar
(derecha), es el ejemplo mas simple de familia de wavelets.
3.2. Aspectos generales de la teor´ıa de wave-
lets
En primer lugar vamos a describir las caracter´ısticas fundamentales que
definen una familia de wavelets, muchas de estas familias han sido estudiadas
en la literatura matema´tica [45].
Solo nos ocuparemos de aquellas wavelets con dominio compacto es decir
aquellas que son distintas de cero solo en un intervalo finito.Cada una de
estas familias esta´ caracterizada por dos funciones, la funcio´n de escalado φ
y la funcio´n wavelet ψ.
Empezaremos con al wavelet de Haar que es la familia mas simple de
wavelets para introducir los ba´sicos de dilatacio´n y traslacio´n; posteriormente
veremos la representacio´n de una funcio´n y por u´ltimo las fo´rmulas ba´sicas
que definen las wavelets ortogonales.
3.2.1. Wavelet de Haar
La wavelet de Haar [21] tal y como la vemos en la Figura 3.1 nos servira
como ejemplo para ilustrar los conceptos ba´sicos de las wavelets.
En primer lugar vamos a definir la notacio´n que vamos a utilizar durante
el resto del cap´ıtulo, empezando por la funcio´n de escalado:
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φki ∝ φ(2kx− i) (3.1)
el significado es el siguiente, el super´ındice indica el nivel de resolucio´n me-
diante el factor 2k, mientras que el sub´ındice nos informa sobre la traslacio´n
efectuada sobre la funcio´n de escalado.
Con este convenio de ı´ndices, mayor resolucio´n corresponde a valores mas
altos del super´ındice k. Puesto que funciones de escalado de mas alta reso-
lucio´n son mas estrechas, mas sub´ındices i correspondientes a traslacio´n son
necesarios para un determinado intervalo de longitud fija.
De la misma forma lo podemos escribir para la wavelet:
ψki ∝ ψ(2kx− i) (3.2)
3.2.2. Proceso de representacio´n de una funcio´n en el
formalismo wavelet
Una funcio´n puede ser representada en un determinado nivel de resolucio´n
mediante una combinacio´n de funciones de escalado, para un determinado
nivel de refinamiento k:
f =
2k−1∑
i=0
ski φ
k
i (x) (3.3)
donde si consideramos que la funcio´n representada esta´ definida en el inter-
valo [0, 1] sin pe´rdida de generalidad, el valor ski viene dado por la expresio´n:
ski = f(i/2
k) (3.4)
Otra posibilidad es representar dicha funcio´n con respecto a las funcio-
nes de escalado y a las wavelets, pero a un nivel de resolucio´n distinto, a
esta expansio´n la llamaremos representacio´n wavelet para distinguirla de la
representacio´n de escalado dada por la fo´rmula (3.3).
Una expansio´n wavelet es posible puesto que una representacio´n de es-
calado como (3.3) a un nivel k se puede describir como una combinacio´n de
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Figura 3.2: Proceso de refinado a un nivel mayor de detalle k mediante combinacio´n de
funciones de escalado y wavelets de un nivel mas basto k − 1.
funciones de escalado y wavelets a un nivel de refinamiento inferior k − 1,
segu´n la expresio´n:
f =
2k−1−1∑
i=0
sk−1i φ
k−1
i (x) +
2k−1−1∑
i=0
dk−1i ψ
k−1
i (x) (3.5)
es facil ver que al relacio´n entre coeficientes viene dada por:
sk−1i =
1
2
sk2i +
1
2
sk2i+1 ; d
k−1
i =
1
2
sk2i −
1
2
sk2i+1 (3.6)
un ejemplo del proceso lo vemos en la Figura 3.2.
Como vemos para calcular la expresio´n correspondiente a las funciones de
escalado efectuamos una suma sobre coeficientes y por tanto los denomina-
mos por s, con respecto a las wavelets el resultado se obtiene mediante una
diferencia y por tanto lo denominamos por d.
Con esta representacin´ la parte correspondiente a las wavelets contiene la
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informacio´n correspondiente a las partes altamente oscilatorias de la funcio´n,
mientras que la parte dada por los coeficientes s es mas suave.
3.2.3. Fo´rmulas ba´sicas para wavelets ortogonales
En esta seccio´n introduciremos las fo´rmulas ba´sicas que definen una fa-
milia de wavelets ortogonales [17], para lo cual partiremos de la definicio´n de
dos funciones: φ (x), la funcio´n de escalado y ψ (x) la wavelet. La funcio´n de
escalado es la solucio´n de la ecuacio´n:
φ (x) =
√
2
L−1∑
k=0
hkφ(2x− k) (3.7)
donde φ (x) esta normalizado
∫∞
−∞ φ (x) dx = 1. La wavelet esta definida
en te´rminos de la funcio´n de escalado:
ψ (x) =
√
2
L−1∑
k=0
gkφ(2x− k) (3.8)
Podemos construir una base ortonormal a partir de ψ (x) y de φ (x) me-
diante dilataciones y traslaciones para llegar a las siguientes funciones:
φjk = 2
−
j
2φ
(
2−jx− k
)
(3.9)
ψjk = 2
−
j
2ψ
(
2−jx− k
)
(3.10)
En donde j es el parametro de dilatacio´n y k es el correspondiente a la
traslacio´n.
Los coeficientes H = hk y G = gk esta´n relacionados por la expresio´n:
gk = (−1)k hL−k∀k = 0, ..., L− 1 (3.11)
Todas las propiedades de las wavelets esta´n especificadas a partir del
conjunto de para´metros H y G, generalizando diremos que las funciones de
escalado φ (x) y sus coeficientes H, detectan informacio´n sobre la posicio´n de
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componentes de baja frecuencia y son por lo tanto filtros de pasa-baja; mien-
tras que ψ (x) y sus coeficientes G lo hacen conrespecto a las altas frecuencias
y por lo tanto son filtros de pasa-alta.
Especificamente, H y G se escogen para que las dilataciones y traslaciones
de la wavelet ψjk (x) formen una base ortonormal de L
2 (R) por lo tanto debe
satisfacerse que:
δklδjm =
∫ ∞
−∞
ψjk (x)ψ
m
l (x) dx (3.12)
donde δkl es la funcio´n delta de Kronecker. La precisio´n se especifica requi-
riendo que ψ (x) = ψ00 (x) satisfaga:
∫ ∞
−∞
ψ (x)xmdx = 0 (3.13)
para m = 0, ...,M − 1. A partir de las ecuaciones anteriores, para cualquier
funcio´n f (x) ∈ L2 (R) existe un conjunto {djk} tal que:
f (x) =
∑
j∈Z
∑
k∈Z
djkψ
j
k (x) (3.14)
donde;
djk =
∫ ∞
−∞
f (x)ψjk (x) dx (3.15)
La expresio´n anterior nos representa la expansio´n de la funcio´n en estudio
en te´rminos de wavelets.
3.3. Daubechies wavelets
En esta seccio´n nos centraremos en mostrar el ca´lculo de la forma ma´s
comu´n de wavelets utilizadas las Daubechies wavelets [13]. Como hemos visto
un conjunto de wavelets se define por un determinado grupo de nu´meros, los
coeficientes de filtro;lo que denotamos por hk o´ gk en al seccio´n anterior. Nos
centraremos en el tipo mas localizado dentro de este grupo las DAUB4, que
tienen solamente 4 coeficientes: c0, ..., c3
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Como en el caso de de la FFT, la transformacio´n por wavelets es inverti-
ble y ortogonal, la inversa de la transformada es simplemente la traspuesta
cuando lo representamos en forma matricial.
Para nuestro caso particular con cuatro coeficientes la representacio´n ma-
tricial seria:
DAUB4 =


c0 c1 c2 c3
c3 −c2 c1 −c0
c0 c1 c2 c3
c3 −c2 c1 −c0
...
...
. . .
c0 c1 c2 c3
c3 −c2 c1 −c0
c2 c3 c0 c1
c1 −c0 c3 −c2


las entradas en blanco representan ceros. Analizando la estructura de la ma-
triz, vemos que la primera fila representa los coeficientes asociados al filtro
que suavizaria la salida, puesto que representa una especie de promedio mo-
vil a cuatro puntos. Este es el que llamamos filtro de pasa-baja en secciones
anteriores H.
Por otra parte las filas pares presentan una combinacio´n distinta de las
coeficientes, segu´n la fo´rmula (3.11), la presencia de los signos negativos hace
que no sea un filtro que suavice la salida, de hecho la combinacio´n asociada
a estas filas proporciona una salida nula si la entrada es lo bastante suave,
por lo tanto representaria lo que denominamos filtro de pasa-alta G.
Para determinar los valores de los cuatro coeficientes utilizaremos, en
primer lugar la propiedad de ortogonalidad de la matriz de transformacio´n y
por lo tanto obtendremos:
c20 + c
2
1 + c
2
3 + c
2
4 = 1 (3.16)
c2c0 + c3c1 = 0 (3.17)
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Figura 3.3: Transformada wavelet inversa del vector unitario.
adema´s si consideramos una aproximacio´n de orden 2, obtendremos dos ecua-
ciones mas:
c3 − c2 + c1 − c0 = 0 (3.18)
c3 − c2 + 2c1 − 3c0 = 0 (3.19)
El conjunto de cuatro ecuaciones con cuatro incognitas fue descubierto en
primer lugar por Daubechies, de ah´ı que lleve su nombre. El resultado final
para los coeficientes DAUB4 es:
c0=0,48296913
c1=0,83651630
c2=0,22414386
c3=-0,1294095
Antes de seguir, describiremos el funcionamiento de la transformada wa-
velet que nos permite el ca´lculo de los coeficientes que utilizaremos ma´s
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adelante; basicamente el funcionamiento consiste en aplicar la matriz de coe-
ficientes DAUB4 de forma jera´rquica, es decir: primero lo aplicamos al vector
completo de datos de longitud N , a continuacio´n al vector suavizado de lon-
gitud N/2 y as´ı sucesivamente hasta alcanzar un vector final de longitud final
dos.
La salida de la transformada wavelet coincide en esas componentes sua-
vizadas finales y todas las componentes detalladas que han ido calculandose
durante la aplicacio´n del algoritmo.
Empezando con los datos originales:
s30 s
3
1 s
3
2 s
3
3 s
3
4 s
3
5 s
3
6 s
3
7 = S
3 (3.20)
despue´s de la primera aplicacio´n:
s20 s
2
1 s
2
2 s
2
3 d
2
0 d
2
1 d
2
2 d
2
3 = S
2, D2 (3.21)
en la segunda aplicacio´n:
s10 s
1
1 d
1
0 d
1
1 d
2
0 d
2
1 d
2
2 d
2
3 = S
1, D1, D2 (3.22)
los valores finales serian:
s00 d
0
0 d
1
0 d
1
1 d
2
0 d
2
1 d
2
2 d
2
3 = S
0, D0, D1, D2 (3.23)
Un ejemplo de aplicacio´n del anterior supuesto, nos permite la represen-
tacio´n de la wavelet DAUB4 mediante la aplicacio´n al vector unitario como
u´nica entrada del array como vemos en la Figura 3.3.
3.4. Aplicacio´n al problema de propagacio´n
En sus primeras etapas, las aplicaciones de wavelets fueron orientadas
hacia el el campo de procesamiento de la sen˜al [29],pero tambien han tenido
un gran impacto en el desarrollo de me´todos para la resolucio´n de ecuaciones
en derivadas parciales [32] (PDE).
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La caracter´ıstica que hace apropiadas las wavelets para el tratamiento
de PDE es que especialmente en el caso de ecuaciones no lineales, cuando
se producen fenomenos de tipo localizado (p.ej:ondas de choque) o bien in-
teracciones a distintas escalas (p.ej:turbulencia), este tipo de procesos son
facilmente representables en una base de wavelets.
Por otra parte tambien es posible emplear las propiedades de las wavelets
para optimizar la generacio´n del mallado espacio-temporal que utilizaremos
en la simulacio´n de distintos problemas [27]. Adaptandose a los diferentes
comportamientos que se producen durante la evolucio´n y a geometrias que
pueden presentar algu´n tipo de irregularidad.
Propagacio´n en formalismo de operadores wavelet
Existen varias aproximaciones al problema que se basan en en aprovechar
la propiedad de circulante de la matriz resultante en la representacio´n del
operador diferencial [35].
La primera de ellas consiste en efectuar todas las operaciones en el es-
pacio de las wavelets, este esquema es especialmente va´lido para el caso de
operadores no lineales.
En otra aproximacio´n los operadores no lineales son tratados en el espacio
f´ısico mientras que los operadores lineales como por ejemplo la diferenciacio´n
son representados en el espacio wavelet, este es con diferencia el esquema
ma´s utilizado y el que nosotros seguiremos durante el resto del apartado.
Para ilustrar el procedimiento volveremos al problema ba´sico de la pro-
pagacio´n de un pulso gaussiano, que al proporcionarnos soluciones bien co-
nocidas nos sirve para verificar la validez del me´todo empleado.
Dentro del problema a tratar hay que empezar por advertir que durante
todo el desarrollo de este apartado, la representacio´n de los operadoradores
dispersivo y no-lineal son ambos de tipo matricial. En el caso del operador
no-lineal que representamos en el espacio f´ısico, es de caracter diagonal si,
como es nuestro caso solo consideramos el ejemplo mas simple de SNLE.
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Transformada directa 
del vector de datos.
Operador diferencial 
en el espacio wavelet.
Multiplicamos en el espacio wavelet.
Datos espacio físico. Matriz coef. conexión.
Transformada inversa 
espacio físico.
Figura 3.4: Esquema de obtencio´n del resultado, utilizando el formalismo de operadores
en el espacio wavelet.
i
∂Q
∂Z
+
1
2
∂2Q
∂T 2
+ |Q|2Q = 0. (3.24)
El proceso tal y como se aprecia en la figura 3.4, au´n para el caso ma´s
simple resulta ciertamente complejo, teniendo en cuenta adema´s, que en el
caso que nos ocupa, para la resolucio´n de la SNLE es necesario realizar un
proceso de exponenciacio´n sobre la matriz que representa el operador de la
derivada segunda.
Puesto que la representacio´n del operador en este caso corresponde a una
matriz circulante, durante el proceso de exponenciacio´n debemos utilizar la
transformada de Fourier de dicha matriz como forma de ahorrar tiempo de
ca´lculo segu´n el siguiente proceso.
Ya que para una matriz circulante A se verifica:
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A = F−1ΛaF (3.25)
siendo F y F−1 las matrices correspondientes a la transformada de Fourier
directa e inversa y Λa = diag(aˆ) con aˆ = Fa; siendo a, la primera columna
de A.
Por lo tanto el proceso completo de exponenciacio´n de la matriz quedaria:
E = exp(A) = F−1exp(FAF−1)F = F−1exp(Λa)F (3.26)
y como la matriz exp(Λa) es diagonal la complejidad es del orden de Nlog2N
asociado a la tranformada de Fourier, en lugar de N3 que ser´ıa lo habitual
para la multiplicacio´n de matrices.
En nuestro caso particular A representa a la matriz asociada al te´rmino
dispersivo que viene dada por la expresio´n:
A =
∆t
2
L (3.27)
siendo L el operador asociado a la derivada segunda D:
− i
2
β2D (3.28)
Una vez realizado el proceso de exponenciacio´n ya solo nos quedaria volver
a realizar la transformada inversa del resultado con lo que terminariamos la
parte dispersiva, tratando la parte no-lineal del problema en el espacio f´ısico
completando un esquema cla´sico de split-step como ya se vio en el primer
cap´ıtulo.
Como ejemplo dentro de este apartado vemos el resultado de la propa-
gacio´n en regimen puramente dispersivo, puesto que es para dicho operador
donde unicamente vamos a aplicar el formalismo de wavelets [59] [39]. Utili-
zamos un pulso de tipo gaussiano donde observamos el ensanchamiento t´ıpico
que el proceso de dispersio´n produce.
Los resultados que observamos en la figura 3.5 se ajustan de manera casi
perfecta a los valores teo´ricos, aunque como conclusio´n hemos de sen˜alar que
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Figura 3.5: Ensanchamiento para z = 4Ld en un pulso gaussiano, para un regimen
puramente dispersivo.
el proceso es extremadamente tedioso, cuando como en este caso se aplica al
ca´lculo y resolucio´n de operadores diferenciales.
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Cap´ıtulo 4
Desarrollo de una te´cnica
nu´merica combinada basada en
la implementacio´n del filtrado
wavelet en los esquemas de
resolucio´n de la ecuacio´n de
propagacio´n
4.1. Introduccio´n
En este cap´ıtulo trataremos la posibilidad de un nuevo me´todo de propa-
gacio´n de pulsos en fibras o´pticas. La esencia de este me´todo se basa en al
utilizacio´n del filtrado wavelet para la sen˜al entrante, de manera que los pun-
tos que obtenemos de dicha operacio´n representan las zonas mas relevantes
del perfil del pulso [27].
Una vez filtrado, el pulso contiene muchos menos puntos que el array
original, por contra los valores seleccionados ya no resultan equiespaciados
y por tanto no podemos aplicar la FFT. La utilizacio´n del algoritmo Non-
Desarrollo de una te´cnica nu´merica combinada basada en la implementacio´n del
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equispaced Fast Fourier Transform (NFFT) nos permite solucionar el pro-
blema y reducir el tiempo de co´mputo significativamente [28].
Para nuestra aplicacio´n particular veremos el filtrado wavelet y finalmente
la aplicacion junto a la NFFT para completar el esquema de propagacio´n que
aplicaremos a distintos valores de pulsos de entrada. Los resultados obtenidos
junto con las conclusiones finalizan el cap´ıtulo.
4.2. Wavelets y generacio´n de grids
Es posible modificar el intervalo entre muestras utilizando las wavelets
como un filtro [27]. Los para´metros principales del proceso son el nu´mero de
puntos N en la rejilla inicial equiespaciada, el nu´mero de descomposiciones
realizadas nd y el valor del para´metro umbral th.
El filtrado wavelet es un proceso iterativo: comienza con la eleccio´n del
valor nd que nos da el nu´mero de puntos y la separacio´n en la rejilla de base.
Esta´ estara´ formada por N/2nd puntos equiespaciados cuya separacio´n es 2nd
veces la separacio´n en la rejilla de base.
El ajuste de la rejilla de base se realiza utilizando los coeficientes obteni-
dos con la aplicacio´n del filtro wavelet. Las regiones con coeficientes wavelet
mayores que el valor umbral th escogido se utilizaran para refinar la rejilla.
Este proceso se realiza an˜adiendo, para esas regiones, los puntos necesarios
para formar una rejilla equiespaciada con separacio´n entre ellos que sera´ la
mitad de la que tenian previamente.
Repetiremos el procedimiento nd veces, de esta manera la rejilla final
esta formada por zonas con diferente densidad de puntos, siendo mayor en
aquellas areas donde el valor umbral se ha sobrepasado mas veces, mientras
que en las zonas de comportamiento mas suave de la funcio´n, la rejilla final
estara´ formada solamente por la rejilla de base.
Como ejemplo de lo anterior efectuaremos la descomposicio´n de una en-
trada habitual de los procesos de propagacio´n en fibras, como es la secante
hiperbo´lica en la que partiremos inicialmente de un muestreo de 1024.
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Figura 4.1: Valores elegidos despues del filtrado wavelet para la representacio´n de un
pulso solito´nico.
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Figura 4.2: Propagacio´n de un pulso solito´nico con los valores obtenidos en la descom-
posicio´n anterior.
El resultado obtenido se representa en la figura anterior 4.1 para un pulso
de tipo secante hiperbo´lica. Observamos que la distibucio´n del espaciado de
la rejilla var´ıa dependiendo de los cambios en el perfil del pulso.
Las zonas con mayor espaciado corresponden logicamente a las colas,
localizadas en los extremos de la ventana temporal, que en este caso se ha
supuesto especialmente amplia para poner de manifiesto esta situacio´n.
Por otra parte, las zonas de arranque del pulso y por supuesto en la
regio´n del ve´rtice del mismo, donde se producen los cambios ma´s acusados
la densidad de puntos es mayor.
Las ventajas de la aplicacio´n de esta te´cnica residen en el menor nu´mero
de puntos utilizado para representar el pulso, lo que reduce el tiempo de
ca´lculo en el proceso de propagacio´n. La figura 4.2 representa un ejemplo de
propagacio´n del solito´n de orden uno para un periodo completo utilizando la
descomposicio´n anteriormente obtenida.
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4.3. Non-equispaced Fast Fourier Transform
(NFFT)
Como vimos en un cap´ıtulo anterior, la FFT requiere que el espaciado
entre puntos sea constante; y por lo tanto, a la rejilla de puntos obtenida
anteriormente con espaciado irregular no podemos aplicarle dicho algoritmo.
Diferentes rutinas para la transformada ra´pida de Fourier no-equiespaciada
han sido desarrolladas recientemente [28], [20].
Las librerias utilizadas en nuestro trabajo son las de la universidad de
Chemnitz. Su uso nos permite el paso entre la representacio´n temporas del
pulso y el espacio de Fourier con el fin de poder aplicar los operadores de
propagacio´n descritos anteriormente.
Esta generalizacio´n de la FFT es un algoritmo de naturaleza aproximativa
y tiene una complejidad computacional de orden O(NlogN + log(1/)M)
donde N es el nu´mero de puntos en la rejilla temporal, M es la cantidad de
puntos en el espacio de frecuencias y  la exactitud buscada.
La esencia de la transformada directa es utilizar FFT usuales y una fun-
cio´n de ventana, que este bien localizada en el dominio del tiempo y de la
frecuencia.
Un primer paso es la convolucio´n en el espacio de Fourier con la fun-
cio´n ventana, despue´s hacemos una transformacio´n al espacio de tiempo y
fialmente deconvolucionamos utilizando la representacio´n en el tiempo de la
funcio´n ventana.
La transformada inversa se ejecuta basicamente en funcio´n de una trans-
formada directa, seleccionando los valores iniciales para la frecuencia. Una
primera transformada calcula los residuales de acuerdo a los valores de tiem-
po y via un metodo de gradiente conjugado, los minimizamos. Este proceso
se repite hasta que el usuario lo decida.El diagrama correspondiente a este
proceso es el de la Figura(4.3)
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    Iniciamos la transformada de Fourier
      Iniciamos la transformada inversa
          Calculamos los residuales
           Calculamos una iteración
Parada?
     Finalizamos la transformada inversa
Finalizamos la transformada de Fourier
NO
SI
Figura 4.3: Esquema del proceso correspondiente a la transformada NFFT inversa.
4.4. Resultados
Organizaremos los resultados de acuerdo a los esquemas de propagacio´n
utilizados. En todos los casos simulados el comportamiento del perfil del pulso
es periodico y la propagacio´n ocupara un periodo completo en cada seccio´n.
Esta seleccio´n se realiza con el fin de tener referencias va´lidas a la hora
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de calcular los errores, puesto que el resultado final debe ser lo mas similar
posible al valor inicial.
En las tablas presentadas, las referencias para las columnas son las si-
guientes:CPU time, indica el resultado obtenido utilizando el proceso usual
con puntos equiespaciados; WF es el tiempo resultante al aplicar el esquema
utilizado en este ca´pitulo con filtrado wavelet y puntos no equiespaciados.
En todos las situaciones simuladas, el resultado final en tiempo de ejecu-
cio´n es siempre menor para el caso de filtrado wavelet.
4.4.1. Split-Step Fourier sime´trico
En primer lugar, simularemos un solito´n de primer orden, este ejemplo
se toma como referencia, puesto que al ser un perfil constante nos permite
calcular facilmente el valor del error.
La propagacio´n se ha ejecutado con un nu´mero total de pasos de 5000 y un
taman˜o de paso de 0, 001.Los resultados obtenidos nos proporcionan valores
bajos de error y tiempos de ejecucio´n siempre menores que los obtenidos en
el proceso con puntos equiespaciados. Los resultados se muestran en la Tabla
4.1.
n CPU Time L2 norm WF L2 norm
(ms) (speedup)
4096 4305 3.1×10−6 4.8x 7.2 ×10−3
8912 9004 4.4×10−6 5.7x 6.6 ×10−4
16384 10090 5.6×10−6 7.4x 7.4 ×10−4
Tabla 4.1: Resultados para la propagacio´n de un solito´n de orden uno en un periodo
completo mediante el esquema sime´trico: el nu´mero de pasos es 5000 y el tamn˜o del paso
0.001. Speedup mx significa el nu´mero de veces que el co´digo con filtrado wavelet es mas
rapido que el me´todo usual denominado por CPU.
El nivel de error obtenido es dos ordenes de magnitud mas alto que en el
proceso habitual. Esta situacio´n se justifica debido a que la transformacio´n
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NFFT es un proceso iterativo de busqueda de soluciones, mientras que la
FFT es un proceso exacto a nivel de precisio´n. En cualquier caso, los valores
obtenidos se corresponden bien con los valores teo´ricos como podemos ver en
la figura 4.2.
4.4.2. Metodo simple´ctico
En este segundo esquema de propagacio´n vamos a simular dos ejemplos
distintos: en primer lugar simularemos un solito´n de segundo orden y poste-
riormente una pareja de solitones con una cierta separacio´n entre ellos.
En ambos casos se producen fuertes variaciones en la forma de los pulsos.
Esas variaciones se pueden tratar con este segundo esquema puesto que es
mas exacto que el anterior.
Como en la seccio´n anterior ambos ejemplos tienen un comportamiento
periodico que nos permite calcular el error por comparacio´n entre los perfiles
a la entrada y a la salida.
Soliton de segundo orden
Todos los pulsos solito´nicos de la forma:
ψ (0, t) = Nsech(t) (4.1)
muestran un comportamiento periodico de longitud igual a pi
2
.
n CPU Time L2 norm WF L2 norm
(ms) (speedup)
4096 19405 2.4×10−7 3.5x 1.3 ×10−1
8912 39790 3.5×10−7 4.6x 2.5 ×10−2
16384 84529 4.9×10−7 5.7x 2.2 ×10−2
Tabla 4.2: Resultados para la propagacio´n de un solito´n de orden dos en un periodo
completo mediante el esquema simple´ctico: el nu´mero de pasos es 10000. Speedup mx tiene
el mismo significado que en la tabla anterior.
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Utilizamos esta propiedad con el solito´n con N = 2. Las fuertes variacio-
nes en el perfil del pulso son el aspecto mas interesante durante la propaga-
cio´n. El nu´mero depasos utilizado es de 104. El resultado se muestra en la
Tabla 4.2.
Pareja de solitones
Hemos simulado tambien la propagacio´n de una parja de pulsos solitoni-
cos, como ejemplo ba´sico de transmisio´n de trenes de pulsos en fibras o´pticas.
Este caso tambien presenta un comportamiento periodico de longitud dada
por la expresio´n:
Lp =
pi
2
eq0 (4.2)
En nuestro caso particular usamos un valor de separacio´n q0 = 3,5, lo cual
nos da un valor para el periodo de 52,01763... donde volvemos a encontrar el
pulso original.
El nu´mero de pasos es el mismo que en el apartado anterior 104 obtenemos
el taman˜o del paso de la misma forma. El nivel de error esta´ justificado, como
en el ejemplo anterior por la propia naturaleza del proceso NFFT, tal y como
explicamos anteriormente y se muestra en la Tabla 4.3.
n CPU Time L2 norm WF L2 norm
(ms) (speedup)
4096 19369 2.3×10−5 2.4x 7.9×10−2
8192 39926 3.4×10−5 4.3x 6.9×10−2
16384 84409 4.7×10−5 5.6x 2.5×10−2
Tabla 4.3: Resultados para la propagacio´n de un par de solitones durante un periodo
completo mediante el esquema simple´ctico, como en el caso anterior el nu´mero de pasos
es 10000, el taman˜o del paso es la longitud del periodo dividido entre 10000. El significado
del te´rmino de speedup es igual a los casos anteriores.
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4.5. Resumen
Varios casos de propagacio´n de pulsos han sido simulados utilizando el
filtrado wavelet. En todos los caso se ha establecido una comparacio´n de este
me´todo con el usual de puntos equiespaciados. Nuestros resultados muestran
una considerable ventaja en tiempo de ca´lculo que se situ´a entre seis y doce
veces mas ra´pido que el me´todo convencional.
El filtrado wavelet nos permite reducir el nu´mero de puntos utilizados en
la representacio´n del pulso. Estos perfiles estan constituidos por puntos no
equiespaciados, por lo tanto es obligatorio utilizar la NFFT al implementar
nuestro esquema de propagacio´n.
Finalmente, este nuevo me´todo puede ser utilizado en otras areas donde
se deban utilizar a la vez puntos no equiespaciados y me´todos espectrales
para reducir el tiempo de ca´lculo.
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Cap´ıtulo 5
Computacio´n en paralelo y
CUDA
5.1. Introducc´ıon
El ra´pido desarrollo de sistemas mono y multiprocesador y su uso para
el procesado de datos, ha tenido un enorme impacto en amplios campos de
la ciencia y la ingenieria. La utilizacio´n del ma´s potente de los sistemas con
un solo procesador es generalmente la primera opcio´n a la hora de tratar un
determinado problema, es lo que conocemos como computacio´n secuencial,
donde un solo procesador realiza una sola operacio´n a la vez.
Sin embargo puede suceder que dicho sistema no alcance los requisitos
exigidos en la resolucio´n de la tarea. Para solucionar este tipo de situaciones,
as´ı como para disminuir el tiempo de ca´lculo es por lo que utilizamos la
computacio´n en paralelo [19]. En este caso, varios procesadores cooperan a
la hora de resolver el problema, lo cual reduce el tiempo empleado puesto
que se pueden realizar varias operaciones de forma simulta´nea.
Un creciente nu´mero de aplicaciones en diversos campos de la ciencia,
la medicina o la ingenieria requieren velocidades de ca´lculo que dificilmente
pueden ser alcanzadas por los ordenadores convencionales. Estas aplicaciones
se centran, por lo general, en el tratamiento de grandes cantidades de datos
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o bien en la realizacio´n de multitud de iteraciones.
En nuestro caso en particular, la resolucio´n de la propagacio´n en fibras
segu´n la SNLE, es un proceso genuinamente iterativo y que por tanto se
ajusta al plantaemiento anteriormente expuesto.
El procesado en paralelo implica una serie de factores como son, arqui-
tecturas en paralelo, algoritmos y lenguajes de programacio´n en paralelo y
ana´lisis de resultados, los cuales esta´n fuertemente interrelacionados. Nos
centraremos en el estudio de la plataforma de programacio´n desarrollada
por NVIDIA [12] as´ı como en los dispositivos f´ısicos empleados en la compu-
tacio´n, los procesadores gra´ficos, graphic processor units (GPU), de la misma
compan˜ia.
5.2. Arquitectura en paralelo GPU
Recientemente una nueva herramienta para el ca´lculo cient´ıfico [37] ha
sido desarrollada basandose en la potencia de ca´lculo de los procesadores
gra´ficos, estas herramientas han evolucionado para convertirse en muy efi-
cientes computadores orientados hacia el ca´lculo paralelo. Una caracter´ıstica
muy importante es su alta intensidad aritme´tica definida como el cociente
entre el las operaciones aritme´ticas y las llamadas a memoria realizadas.
Diversas compan˜ias han desarrollado distintas arquitecturas para aprove-
char estas cualidades; American Micro Devices Inc (AMD) con su tecnolog´ıa
ATI Stream [24] para las tarjetas gra´ficas ATI y particularmente (NV IDIA)
[12] con su Common Unified Device Architecture (CUDA).
La arquitectura de estos procesadores es denominada SIMT (single ins-
truction, multiple thread) por analogia con la conocida configuracio´n SIMD
(single instruction, multiple data stream)como vemos en la Figura 5.1; una de
las diferencias principales reside en la posibilidad en el caso de la configura-
cio´n SIMT de programar a nivel de hilo de forma independiente o coordinada
segu´n las necesidades de la tarea.
Una unidad t´ıpica GPU que soporte CUDA esta´ organizada en un array de
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Unidad de Control
Elemento1 . . . Elementok . . . Elementon
Sen˜ales de Control Sen˜ales de Control
Figura 5.1: Diagrama correspondiente a un modelo SIMD de arquitectura en paralelo.
streaming multiprocessors (SMs). Cada SM consiste en ocho scalar processor
(SP) nucle´os que comparten la lo´gica de control y la cache´ de instrucciones.En
su funcionamiento el multiprocesador asigna cada hilo a un SP y cada uno
de estos se ejecuta de forma independiente. Recientemente se han llevado a
cabo simulaciones sobre esta plataforma en distintos campos [44], [40].
La programacio´n en paralelo en CUDA esta´ basada en esta arquitectura
y tiene sus principales ventajas son dos; escalabilidad y facilidad de uso.
La escalabilidad significa que un programa compilado en CUDA puede
ejecutarse en cualquier nu´mero de procesadores, sin ser necesario por parte
del programador un conocimiento espec´ıfico de la caracter´ısticas f´ısicas del
mismo.
La facilidad de uso esta´ representada por el uso de kernels. Kernels son
funciones en C con las extensiones propias de CUDA, que permite una pro-
gramacio´n estructurada.
En el siguiente apartado describiremos los aspectos relacionados con los
algoritmos y lenguaje de programacio´n propios de la plataforma CUDA.
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5.3. Caracter´ısticas del CUDA
Expondremos de manera sucinta los conceptos claves asociados al es-
quema de programacio´n asociado a CUDA, definendo sus rasgos principales
propios de la programacio´n en paralelo.
a) Kernels: CUDA amplia el concepto de funciones de C con al utilizacio´n
de los kernels, que al ser invocados por el programa se ejecutan N veces
en paralelo por N hilos distintos , al contrario que las funciones en C que
solo se ejecutan una sola vez, un ejemplo lo tenemos en la Figura 5.2.
b) Hilos: Una vez que se invoca un kernel en CUDA se crea un mallado de
hilos que ejecuta la funcio´n de dicho kernel. Es decir, el kernel especifica
que acciones son ejecutadas por cada uno de los hilos individualmente, por
lo tanto los hilos podemos definirlos como la unidad ba´sica de la ejecucio´n
en paralelo
Hay que resaltar que existe una jerarqu´ıa dentro de los hilos que establece
la porcio´n de datos que procesa cada uno de ellos, la identidad de cada uno
de ellos se establece mediante un sistema de organizacio´n de dos niveles,
un nivel superior dentro del grid formado por los bloques y el nivel mas
fino dentor del bloque formado por los propios hilos.
c) Host and device: Una u´ltima caracter´ıstica importante de la programcio´n
en CUDA, es la separacio´n que se establece entre el dispositivo donde se
lleva a cabo la ejecucio´n de los kernels, mediante los hilos, conocido como
device, la tarjeta gra´fica y el host donde se ejecuta el resto del programa
en C, la CPU.
5.4. Planteamiento general del problema
En nuestro caso en particular para comprobar la validez y las posibles
mejoras del me´todo con respecto a utilizar la resolucio´n de tipo CPU, nos
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void propagate ( )
{
for (unsigned int m=0 ; m<=2; ++m){
cuf ftExecZ2Z ( plan , ( cufftDoubleComplex ∗) d data ,
( cufftDoubleComplex ∗) d data , CUFFTFORWARD) ;
// Kernel to l i n e a r par t o f propagat ion
propagateData<<<NBLOCK,NTHREAD>>>(d data , 2∗N SIZE , d D11 , h c [m] ) ;
cuf ftExecZ2Z ( plan , ( cufftDoubleComplex ∗) d data ,
( cufftDoubleComplex ∗) d data , CUFFT INVERSE) ;
// Kernel to non l inear par t o f propagat ion
propagateDataNL<<<NBLOCK,NTHREAD>>>(d data ,2∗N SIZE , h d [m] ) ;
}
cuf ftExecZ2Z ( plan , ( cufftDoubleComplex ∗) d data ,
( cufftDoubleComplex ∗) d data , CUFFTFORWARD) ;
// Kernel to l i n e a r par t o f propagat ion
propagateData<<<NBLOCK,NTHREAD>>>(d data , 2∗N SIZE , d D11 , h c [ 3 ] ) ;
cuf ftExecZ2Z ( plan , ( cufftDoubleComplex ∗) d data ,
( cufftDoubleComplex ∗) d data , CUFFT INVERSE) ;
}
}
Figura 5.2: Ejemplo kernels: propagateData y propagateDataNL
centraremos en una comparativa del comportamiento de dos distintos esque-
mas de resolucio´n ya empleados a lo largo de nuestro trabajo como son el de
los operadores simple´cticos [60] y el me´todo Runge-Kutta.
En ambos casos compararemos versiones en serie de dichos programas
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         ENTRADA DEL PULSO
     CUFFT FORWARD FUNCTION
         ESPACIO DE FOURIER
            OPERADOR LINEAL
                USANDO UNA
        GPU FUNCTION (KERNEL)
VUELTA AL ESPACIO DE TIEMPOS
                  UTILIZANDO
   CUFFT BACKWARD FUNCTION
           OPERADOR NO-LINEAL
                USANDO UNA 
        GPU FUNCTION (KERNEL)
           SALIDA DEL PULSO
REPETIR HASTA ALCANZAR
             EL VALOR DE 
LONGITUD DE PROPAGACIÓN
Figura 5.3: Esquema de propagacio´n utilizado en este cap´ıtulo.
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con sus homo´logos en paralelo y estudiaremos su comportamiento tanto en
velocidad de ca´lculo como en la exactitud del mismo medido mediante una
norma L2.
Tanto en el me´todo Split-Step como el Runge-Kutta son facilmente im-
plementables en CUDA mediante el uso de kernels que son el ana´logo de
funciones en la programacio´n en paralelo.
Puesto que en ambos casos trataremos el problema de la propagacio´n
en fibras, deberemos utilizar la transformada de Fourier que en el caso del
CUDA corresponde a la librer´ıa CUFFT, de la que hablaremos mas adelante.
Si no tenemos en cuenta las transformadas de Fourier, la propagacio´n de
un punto implica unicamente el valor del pulso en dicho punto. Este hecho
permite un alto nivel de paralelismo ya que diferentes hilos pueden utilizarse
para calcular la propagacio´n de distintos puntos al mismo punto. CUDA
permite una facil implementacio´n de esta tarea mediante el uso de kernels.
El proceso se realiza segu´n la Figura 5.3 . Una vez que se ha reservado
espacio de memoria tanto en la CPU como en la GPU, definimos el array de
datos en la CPU y pasamos una copia de estos datos a la GPU para poder
utilizar las capacidades de este dispositivo.
Los datos en la GPU son transformados al espacio de Fourier utilizando
la libreria CUFFT [36]. La parte lineal de la propagacio´n se realiza mediante
un kernel en la GPU. El siguiente paso es el retorno al espacio de los tiempos
mediante las funciones CUFFT inversas.
La propagacio´n de la parte no lineal se realiza tambien mediante otro
kernel en GPU. Estos pasos se repiten tantas veces como sean necesarios en el
esquema de propagacio´n elegido. Finalmente una copia de los datos se pasa de
desde la tarjeta gra´fica al procesador utilizando las funcio´n CudaMemCopy.
Libreria CUFFT
Una de las razones mas importantes para utilizar el me´todo de split-step
es la disponibilidad de mu´ltiples implementaciones de la transformada de
Fourier, la mayor´ıa de las cuales basadas en el algoritmo de Cooley-Tukey.
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Entre las mas populares esta´n la FFTW (Fast Fourier Transform in the
West) [15] y la implementacio´n realizada por Intel, la Intel’s Math Kernel
Library(IMKL) [25].
Se han realizado muchas de estas aplicaciones de FFT para GPU [57],
[18]. La CUFFT esta´ basada en la FFTW pero hasta su versio´n 2. 3 solamen-
te trabajaba en simple precisio´n la cual como vemos resultaba insuficiente
para nuestros propo´sitos como se aprecia en la Figura 5.4. Es importante re-
cordar que estamos programando procesos iterativos y que requieren de gran
exactitud si no queremos que se produzcan crecimientos descontrolados del
error.
Afortunadamente a partir de la version 2. 3 CUDA soporta doble preci-
sio´n, lo que permite que los niveles de precisio´n sean similares para CPU y
GPU, como veremos mas adelante.
En nuestras simulaciones hemos utilizado como tarjeta gra´fica una NVI-
DIA GTX260 con 896 MB . Este, de hecho es el modelo mas bajo de la gama
que soporta doble precisio´n. Para comparar los resultados el procesamiento
en serie se ha realizado utilizando un procesador Intel Pentium 4 con 2GB
de RAM
5.5. Aplicaciones
Una vez comprobada la validez de las rutinas de la librer´ıa utilizada
CUFFT, as´ı como la idoneidad del computo en paralelo para tratar el pro-
blema de la propagacio´n en fibras o´pticas no lineales; pasamos a resolver
algunos ejemplos pra´cticos que nos permitan determinar cuantitativamente
el grado de mejora con respecto al modelo secuencial t´ıpico.
5.5.1. Split-Step simetrizado
Como punto de partida a nuestro trabajo hemos estudiado la propagacio´n
de un solito´n de primer orden, utilizando el esquema de Split-Step simetrizado
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Figura 5.4: Comparativa en escala logar´ıtmica de las salidas correspondientes a la si-
mulacion con CPU (izqda.) y GPU (dcha.) para un solito´n de orden 1 con una longitud
de propagacio´n L = 5, se observa como la simulacio´n en simple precisio´n no proporciona
resultados correctos.
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Figura 5.5: Comparativa en escala logar´ıtmica de las salidas correspondientes a la simu-
lacion con CPU (arriba) y GPU (abajo) con un solito´n de primer orden con una longitud
de propagacio´n L = 5, utilizando el esquema SSSF. En doble precisio´n ambos resultados
son casi ide´nticos.
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(SSSF ) en ambas plataformas GPU y CPU, el resultado puede verse en la
Figura 5.5.
Los valores de los para´metros de simulacio´n son los siguientes:
a) Distancia de propagacio´n: L = 5.
b) Taman˜o del paso: 10−3.
c) Nu´mero total de FFTs´ utilizadas: 2× 104.
d) Valores del nu´mero de puntos entre: 2048 y 16384.
Puesto que el perfil del solito´n no deberia var´ıar a lo largo de la propaga-
cio´n podemos comparar los perfiles de entrada y de salida que deberian ser
iguales mediante el uso una norma L2, para comprobar la exactitud de los
resultados.
Los valores de aceleracio´n obtenidos demuestran nuestra suposicio´n sobre
el ahorro en tiempo de ca´lculo mediante la computacio´n en paralelo con
respecto al modelo secuencial.La aceleracio´n conseguida en la ejecucio´n del
proceso, como vemos en la Tabla 5.1 aumenta conforme aumenta el taman˜o
del array
Los resultados obtenidos son bastante similares en cuanto al nivel de error
para todos los valores del nu´mero de puntos utilizados.
n GPU Tiempo L2 norma CPU Tiempo L2 norma Speedup
(ms) (ms)
2048 1819.37 9.16×10−5 11568.72 9.23×10−5 6.3x
4096 2474.08 1.31×10−4 23177.45 1.32×10−4 9.3x
8192 3344.81 1.86×10−4 47118.95 1.88×10−4 14.1x
16384 5626.73 2.65×10−4 99610.23 2.67×10−4 17.7x
Tabla 5.1: Resultados de la propagacio´n para el solito´n de primer orden.
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5.5.2. Me´todo simple´ctico
De la misma forma que el apartado anterior, ahora comprobamos el fun-
cionamiento del esquema de propagacio´n simple´ctico para el solito´n de primer
orden
Hemos empleado un me´todo de 4 orden y por tanto como ya vimos el
nu´mero total de transformadas de Fourier a realizar es de 8 por paso. Como
en el apartado anterior vamos a indicar los valores de los para´metros de
simulacio´n:
a) Distancia de propagacio´n: L = 10.
b) Taman˜o del paso: 10−3.
c) Nu´mero total de FFTs´ utilizadas: 8× 104.
d) Valores del nu´mero de puntos entre: 2048 y 16384.
En este apartado hemos utilizado dos implementaciones de la transfor-
mada de Fourier la Intel MKL 8,0 y la FFTW 2,3. Los resultados para ambas
son bastante similares siendo la MKL del orden de un 4 y 8 por ciento mas
ra´pida que la FFTW, en la Tabla 5.2 solo referenciamos los valores obtenidos
con la primera de ellas.
El resultado mas notable es que para todos los taman˜os de puntos la
programacio´n en paralelo mediante CUDA consigue resultados en aceleracio´n
del orden de 3,5 a 16 veces.
Igual que en el apartado anterior, la aceleracio´n se calcula como el coc-
ciente entre los tiempos empleados por las implementaciones en CPU y el
correspondiente a la implementacion en GPU.
5.5.3. Me´todo de Runge-Kutta
Como comparativa con los casos anteriores vamos a realizar la propaga-
cio´n de un solito´n de primer orden pero en este caso utilizaremos el me´todo
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de Runge-Kutta ya descrito en un cap´ıtulo anterior en cuanto a su aplicacio´n
a la resolucio´n de la propagacio´n en fibras.
En este caso en particular para conseguir la convergencia del programa es
necesario disminuir el taman˜o del paso as´ı como ampliar la ventana temporal
de la simulacio´n.
En cualquiera de los casos de este apartado realizaremos un total de 5000
pasos de propagacio´n lo que nos da un total de 10000 FFT’s, pero para los
arrays de 2048 y 4096 puntos el taman˜o del paso es de 0, 001; mientras que
para los dos mayores es de un orden de magnitud mas pequen˜o 0, 0001.
Como en los casos anteriores, el procesado en paralelo es mas ra´pido que
el procesado en serie en las mismas circunstancias, adema´s la mejoria es
mas notable para taman˜os mayores del array; siendo los datos de precisio´n
similares en ambos casos.
Los tiempos de ejecucio´n en GPU para este caso son un orden de magnitud
menores que los correspondientes al caso de los operadores simple´cticos. La
razo´n principal es que el nu´mero de transformadas a realizar en el me´todo de
Runge-Kutta es cuatro veces menor. Hay que tener en cuenta, sin embargo,
que para taman˜os de array de 8192 puntos y superiores la disminucio´n del
paso hace que para igual distancia de propagacio´n los tiempos sean similares.
La mayor exactitud en los resultados correspondientes a los valores de
mayor nu´mero de puntos se justifican por el hecho de tener un taman˜o de
Taman˜o GPU Tiempo L2 norma CPU Tiempo L2 norma Speedup
(ms) (ms)
2048 6255.83 3.4503×10−4 23061.44 3.4550×10−4 3.7x
4096 7701.20 4.9010×10−4 47010.93 4.9076×10−4 6.1x
8192 8824.99 6.9462×10−4 93413.83 6.9555×10−4 10.6x
16384 13126.47 9.8342×10−4 210941.18 9.8474×10−4 16.1x
Tabla 5.2: Resultados para la propagacio´n de un soliton de primer orden mediante el
me´todo simplectico de cuarto orden.
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paso un orden de magnitud menor como vemos en la Tabla (5.3).
5.5.4. Atrapamiento solito´nico
Para finalizar estudiaremos el caso del atrapamiento de solitones[31], en
el cua´l utilizaremos como modelo las dos siguientes ecuaciones ya vistas en
un cap´ıtulo anterior:
i
[
∂u
∂ξ
+ δ
∂u
∂τ
]
+
1
2
∂2u
∂τ 2
+
(
|u|2 + 2
3
|v|2
)
u = 0 (5.1)
i
[
∂v
∂ξ
− δ ∂v
∂τ
]
+
1
2
∂2v
∂τ 2
+
(
|v|2 + 2
3
|u|2
)
v = 0 (5.2)
Los valores tomados para la simulacio´n son N = 1,1 y δ = 0,5 de tal
forma que los valores a la entrada vienen dados por:
u(0, τ) = Ncosθsech(τ); v(0, τ) = Nsenθsech(τ) (5.3)
La finalidad de la prueba es comprobar si es posible realizar el procesa-
miento en paralelo con GPU para problemas en dos dimensiones, donde la
transferencia de datos entre distintas partes de la simulacio´n es un factor
cr´ıtico.
Para este ejemplo tenemos dos arrays conteniendo los pulsos que copiamos
en la memoria de la tarjeta gra´fica y como me´todo de propagacio´n utilizare-
Taman˜o GPU Tiempo L2 norma CPU Tiempo L2 norma Speedup
(ms) (ms)
2048 721.96 1.6219×10−4 5188.33 1.6224×10−4 7.2x
4096 848.87 1.6221×10−4 10456.65 1.6226×10−4 12.3x
8192 894.14 3.8468×10−6 21317.33 3.8479×10−6 23.8x
16384 1240.53 5.4404×10−6 45210.82 5.4419×10−6 36.4x
Tabla 5.3: Resultados para la propagacio´n de un solito´n de primer orden mediante
elme´todo de Runge-Kutta de cuarto orden.
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Figura 5.6: Comparativa de las salidas correspondientes a la simulacion con CPU (izqda.)
y GPU (dcha.) para un proceso de soliton trapping una longitud de propagacio´n L = 5pi.
Los resultados son practicamente identicos por ambos medios.
Taman˜o GPU Tiempo CPU Tiempo Speedup
(ms) (ms)
1024 5940.71 23949.49 4.0x
2048 7123.79 48403.02 6.8x
4096 8615.45 97542.10 11.3x
8192 9334.14 196696.29 21.1x
Tabla 5.4: Resultados del me´todo de Runge-Kutta de cuarto orden para el soliton trap-
ping.
mos el de Runge-Kutta, tal y como se vio en el capt´ulo 2. Los para´metros de
la simulacio´n son los siguientes, tomaremos un taman˜o de paso de pi
5000
, para
un total de 5pi de longitud de propagacio´n.
Como vemos en la Tabla 5.4 la propagacio´n en paralelo consigue acelera-
ciones que van desde 4 a 21, que son bastante similares a los obtenidos para
un pulso en solitario.
Los resultados obtenidos nos muestran que ambos me´todos consiguen
resultados similares, segu´n se aprecia en la Figura 5.6, con una muy pequen˜a
diferencia para los valores de los picos mas altos y que ajustan perfectamente
con los resultados previos.
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5.6. Resumen
Hemos simulado varios casos de propagacio´n de pulsos en fibras o´pticas
mediante el uso de tarjetas gra´ficas para la programacio´n en paralelo, en todos
los casos los resultados obtenidos se produce una sensible mejora en cuanto
a tiempo con respecto a los resultados obtenidos con CPU. Las aceleraciones
obtenidas varian entre los valores de 4 y 36, para los diferentes me´todos
empleados.
Para obtener la precisio´n necesaria para estos ca´lculos es obligatorio uti-
lizar tarjetas que soporten doble precisio´n, puesto que como hemos visto en
simple precisio´n se producen resultados poco satisfactorios.
Como hemos demostrado nuestras simulaciones producen mejores resulta-
dos en aceleracio´n para taman˜os de pulsos mayores, mientras que las precisio-
nes obtenidas son similares a las que conseguimos mediante la programacio´n
en serie con CPU’s.
Por lo tanto podemos concluir que las unidades de procesamiento gra´fico
son una buena herramienta para mejorar el rendimiento en las simulacio´n de
problemas de propagacio´n de pulsos o´pticos en fibras no-lineales.
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Cap´ıtulo 6
Implementacio´n de la te´cnica
combinada de resolucio´n (TCR)
en arquitecturas en paralelo
GPU
6.1. Introduccio´n
En este u´ltimo cap´ıtulo trataremos la implementacio´n de un me´todo que
une las dos aproximaciones vistas en los dos capitulos anteriores; el filtrado
wavelet y la utilizacio´n de la programacio´n en CUDA.
La combinacio´n de ambos nos reportara´ una disminucio´n en el tiempo de
ca´lculo con respecto a la resolucio´n usual en CPU. Por otra parte el ajuste
del mallado mediante el me´todo wavelet nos permite una adaptacio´n del
problema a geometrias menos regulares.
Para demostrar la generalidad de nuestro me´todo, an˜adiremos a las situa-
ciones anteriormente vistas (solitones de distinto orden), la resolucio´n de la
ecuacio´n compleja de Ginzburg-Landau (CGLE), que surge como ampliacio´n
natural de la ecuacio´n de Schrodinger no lineal y que ya fue objeto de nuestro
estudio [42]. Sus soluciones ser´ıan solitones disipativos que se presentan en
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distintas situaciones f´ısicas [47].
En el caso de la CGLE no existen soluciones anal´ıticas que nos den el perfil
de los pulsos que vamos a utilizar y por tanto los calcularemos mediante el
conocido como me´todo de disparo [5] que expondremos de manera sucinta.
Como ejemplo en la resolucio´n, tomaremos en primer lugar entradas de
tipo solito´n de primer y segundo orden,posteriormente pulsos de comporta-
miento explosivo [50] para ecuacio´n de Ginzburg-Landau compleja (CGLE),
que nos permitiran como en apartados anteriores verificar la exactitud del
me´todo en condiciones mas generales. En un ape´ndice posterior se discuten
las condiciones de estabilidad de las soluciones a la CGLE.
De especial interes son sus aplicaciones para el estudio de lineas de trans-
misio´n o´pticas y existencia de soluciones de tipo perio´dico y en algunos casos
comportamientos de tipo cao´tico [56].
Finalizaremos con el estudio de nuevas soluciones obtenidas para la CGLE
mediante la simulacio´n para distintas combinaciones de los para´metros que
la definen.
6.2. Ecuacio´n de Ginzburg-Landau compleja
(CGLE)
Dentro de cada caso particular tendremos un significado para cada uno
de los para´metros; pero utilizaremos la expresio´n usual de o´ptica no lineal
que para la ecuacio´n de Ginzburg-Landau compleja (CGLE) es [55]:
iψξ +
D
2
ψττ + |ψ|2 ψ = iδψ + i |ψ|2 ψ + iβψττ + iµ |ψ|4 ψ − ν |ψ|4 ψ (6.1)
donde τ es el tiempo en el sistema de referencia en movimiento con el
pulso, ξ es la distancia de propagacio´n normalizada. El resto de pa´rametros
son cantidades reales, no necesariamente pequen˜as puesto que no se haran
consideraciones de tipo perturbativo.
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En el caso o´ptico tenemos: ψ es la envolvente compleja del campo ele´ctri-
co, δ es la ganancia lineal para la frecuencia portadora, β es el filtrado espec-
tral,  tiene en cuenta los procesos de absorcio´n o de ganancia, µ representa
una correcio´n de orden superior para los procesos anteriores y finalmente ν
es una correcco´n al te´rmino correspondiente al indice de refraccio´n no-lineal.
Como es habitual D determina el signo de la dispersio´n.
Cabe resen˜ar que estamos trabajando con sistemas disipativos, en los cua-
les se establecen intercambios de energia con el exterior, por lo tanto aparte
del usual balance entre los efectos de tipo dispersivo y no lineal que se dan
en la SNLE, que como vimos en el cap´ıtulo 1 es una ecuacio´n que correspon-
de a un sistema integrable, tendremos que tener en cuenta la aparicio´n de
te´rminos correspondientes a pe´rdidas y ganancias que tambien tendra´n que
estar equilibrados.
Para hacer ma´s evidente esta situacio´n en la ecuacio´n (6.1), los te´rminos
en la parte derecha corresponden a los factores antes mencionados, mientras
que la parte izquierda de dicha ecuacio´n ser´ıa la usual SNLE.
Como ya hemos dicho anteriormente la principal caracter´ıstica de los
sistemas disipativos es el intercambio de energ´ıa con fuentes externas. En
ausencia de estos te´rminos las soluciones viene dadas por el equilibrio entre
los te´rminos asociados a la dispersio´n y los corfrespondientes a los efectos
no-lineales.
Para sistemas con pe´rdidas y ganancias, es necesario el equilibrio entre
estas dos acciones si queremos obtener soluciones estacionarias. En este caso
los resultados obtenidos presentaran valores de amplitud, anchura y forma
fijas; todas ellas en funcio´n de los para´metros del sistema.
Es importante sen˜alar el hecho de que en las soluciones antes menciona-
das, de tipo estacionario, vamos a observar regiones donde el solito´n extrae
energ´ıa del exterior y zonas donde e´sta es disipada hacia el exterior. Por lo
tanto podemos considerar que la solucio´n solito´nica para este tipo de sistemas
disipativos se encuentra en un estado de equilibrio dina´mico.
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6.2.1. Me´todo de disparo
Por lo general, no existen en el caso de la CGLE perfiles estables de
propagacio´n que puedan ser calculados de forma anal´ıtica, por lo que para
conseguirlos es necesario utilizar algu´n me´todo nume´rico en nuestro caso el
conocido como me´todo de disparo [41].
Este me´todo en particular pertenece a un campo ma´s amplio, como es el
de la resolucio´n de problemas con valores fijos en las fronteras. El caso mas
comu´n es el de suponer que estas condiciones se satisfacen en dos puntos,
que generalmente coinciden con los extremos de la integracio´n.
Por lo general en este tipo de problemas la solucio´n es obtenida median-
te un proceso de iteracio´n para encontrar una solucio´n global. Existen dos
me´todos fundamentales en estos casos como son el me´todo de disparo y el
me´todo de relajacio´n.
Para poder calcular los perfiles correspondientes a las soluciones estacio-
narias vamos a utilizar el me´todo de disparo, que consiste basicamente en la
reduccio´n de la ecuacio´n (6.1) a un conjunto de ecuaciones diferenciales ordi-
narias; ejemplos de este planteamiento se encuentran en numerosos trabajos
de distintos autores[51].
Empezamos por escoger valores para todas las variables dependientes en
un extremo. Esos valores deben ser compatibles con cualquiera de las condi-
ciones impuestas en esa frontera, pero adema´s son escogidos para depender
de para´metros arbitrarios cuyos valores inicialmente escogemos al azar.
El siguiente paso es integrar el sistema de ecuaciones diferenciales me-
diante alguno de los esquemas usuales para problemas de valores iniciales (
Runge-Kutta, Bulirsch-Stoer, etc.)con lo cual llegamos al otro extremo [1].
Lo usual es encontrar discrepancias con los valores correctos en ese extremo.
Llegados a este punto estariamos ante un problema de busqueda de raices
multidimensional; encontrar el ajuste de los para´metros en el punto inicial
que nos permita anular las discrepancias en el extremo opuesto. Para este
apartado de la tarea utilizaremos el me´todo de Newton-Raphson para un
sistema de ecuaciones no-lineales.
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Cabe resen˜ar el hecho de que al estar tratando con un sistema no-lineal,
la obtencio´n de las raices es mucho mas complicada que en el caso lineal
por.cual utilizaremos me´todos globalmente convergentes de tipo iterativo.
Como hemos visto al inicio del apartado debemos reducir la ecuacio´n 6.1a
un conjunto de ecuaciones diferenciales ordinarias, para lo cual utilizaremos
un ansatz del tipo:
ψ = a (t) exp [iφ (t)− iωξ] (6.2)
donde a y φ son funciones reales det = τ − vξ donde v es la velocidad
de fase y ω es la constante de propagacio´n. Sustituyendo (6.2) en (6.1),
obtenemos una ecuacio´n para las dos funciones acopladas a y φ. Separando
en partes real e imaginaria obtenemos; el siguiente conjunto de ecuaciones
diferenciales acopladas:
[
ω − 1
2
Dφ′2 + βφ′′ + vφ′
]
a+ 2βφ′a′ +
1
2
Da′′ + a3 + νa5 = 0 (6.3)
[
−δ + βφ′2 + 1
2
Dφ′′
]
a+ (Dφ′ − v) a′ − βa′′ − a3 − µa5 = 0 (6.4)
este sistema se puede transformar mediante el cambio M = a2φ′.
ωa+ v
M
a
− 1
2
DM2/a3 + βM ′/a+
1
2
Da′′ + a3 + νa5 = 0 (6.5)
−δa− va′ + βM2/a3 + 1
2
DM ′/a− βa′′ − a3 − µa5 = 0 (6.6)
donde M = a2φ
Vamos a restringir las soluciones a aquellas en las que v = 0; las ecuaciones
(6.5) y (6.6) se simplifican:
M ′ =
2 (Dδ − 2βω)
1 + 4β2
a2 +
2 (D− 2β)
1 + 4β2
a4 +
2 (Dµ− 2βν)
1 + 4β2
a6 (6.7)
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y′ =
M2
a3
− 2 (Dω + 2βδ)
1 + 4β2
a− 2 (D + 2β)
1 + 4β2
a3 − 2 (Dν + 2βµ)
1 + 4β2
a5 (6.8)
a′ = y (6.9)
A partir de este conjunto de ecuaciones podemos aplicar el me´todo de
disparo para construir el perfil de los distintos pulsos estacionarios en funcio´n
de los para´metros de la ecuacio´n 6.1.
Suponemos que para pequen˜os valores de a, su comportamiento viene
dado por la expresio´n:
a = a0exp (gτ) (6.10)
M =
Dδ − 2βω
g (1 + 4β2)
a20exp (2gτ) (6.11)
por lo tanto podemos suponer que el valor de g se puede calcular segu´n
la expresio´n:
g2 +
2 (Dω + 2βδ)
1 + 4β2
g2 − (Dδ − 2βω)
2
(1 + 4β2)2
= 0 (6.12)
g2 = ±
√
ω2 + δ2
1 + 4β2
− 2 (Dω + 2βδ)
1 + 4β2
(6.13)
Ajustados segu´n la aproximacio´n exponencial antes descrita, los valores
de g y el valor correspondiente a la amplitud inicial en el extremo del intervalo
a0, podemos reconstruir el pulso imponiendo condiciones de extremo para las
funciones M y a en el punto central de la ventana temporal.
Son muchas las posibles soluciones a la ecuacio´n de Ginzburg-Landau;como
veremos ma´s adelante, a modo de ejemplo tenemos dos de ellas para el mismo
juego de para´metros en la Figura 6.1.
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Figura 6.1: Dos ejemplos de posibles soluciones obtenidas para los mismos valores de
para´metros ν = −0,6; µ = −0,1;δ = −0,1; β = 0,18 y  = 1, 2 .
6.2.2. Tipos de soluciones
El consenso general de los autores asigna para las soluciones obtenidas
segu´n este me´todo, la siguiente nomenclatura; en primer lugar la solucio´n
correspondiente al perfil plano se denomina SP, el primer valor con un perfil
en el que aparece un pico central y dos auxiliares sime´tricos se denomina CP,
cuando aparte de lo anterior aparecen dos ma´ximos auxiliares a cada lado
se denomina por NCP, el siguiente ser´ıa NNCP y as´ı sucesivamente como se
aprecia en la Figura 6.2.
Aparte de los resultados usuales correspondientes a pulsos como los que
hemos obtenido segu´n el me´todo de disparo, hemos de tener en cuenta que
tambien existen posibles soluciones de tipo frente que resultan de la propa-
gacio´n de condiciones iniciales lo suficientemente anchas,por ejemplo pulsos
de tipo rectangular au´n con el mismo grupo de para´metros que los utilizados
para el otro tipo de solucio´n.
Tal y como vimos en el apartado anterior ma´s de una solucio´n es posible
con el mismo juego de para´metros [48]; por lo general estos valores atienden
a la siguiente distribucio´n en cuanto a signo. Los coeficientes δ y µ por lo
general son negativos, mientras que β y  son positivos, por u´ltimo el valor
de ν puede ser tanto positivo como negativo.
81
Implementacio´n de la te´cnica combinada de resolucio´n (TCR) en arquitecturas
en paralelo GPU
-8 -4 0 4 8
0,0
0,5
1,0
1,5
2,0
2,5
Am
pl
itu
d(U
.
A.
)
Tiempo(τ)
 SP
 CP
 NCP
Figura 6.2: Distintos valores de perfiles estacionarios.
Al escoger este tipo de condiciones aseguramos que solo uno de los te´rmi-
nos, el asociado al coeficiente  nos proporciona ganancia a la posible solucio´n
mientras que el resto de los te´rminos producen pe´rdidas.
En este apartado lo que pretendemos es poner de manifiesto la gran can-
tidad de posibles soluciones que podemos obtener a partir de un juego de
valores fijos en los para´metros.
Gran cantidad de autores [54] han dado cuenta ya de la existencia multi-
ples soluciones para uno mismos para´metros, la manera en la que podemos
encontrar dichas soluciones es mediante la utilizacio´n del me´todo de disparo,
aprovechando las condiciones de extremo de la funciones M y a.
Para poder calcular los distintos tipos de solucio´n ajustamos los valores
de los dos para´metros arbitrarios con los que contamos ω y a0 las distintas
soluciones se diferenciaran en el perfil de amplitud, as´ı como en el aspecto
de la funcio´n M que utilizamos como ajuste en el me´todo de disparo y que
observamos en la Figura 6.3.
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Figura 6.3: Representacio´n de las funciones M correspondientes a distintas soluciones
de la ec. de Ginzburg-Landau, para el mismo conjunto de para´metros de la figura 4.1.
Soluciones periodicas
Como ejemplo particular mostramos la existencia de perfiles de pulsos que
experimentan un comportamiento periodico durante su propagacio´n, segu´n
se ve en la Figura6.4.
Este aspecto es tambien observable en mediciones sobre la energ´ıa, donde
dicho para´metro se repite a intervalos regulares en consonancia con las fluc-
tuaciones en amplitud del pulso, como veremos mas adelante en el caso de
los soitones explosivos.
6.3. Resultados
En este apartado plantearemos un nuevo me´todo de resolucio´n que con-
juga las dos aproximaciones vistas en cap´ıtulos anteriores, por una parte uti-
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Figura 6.4: Ejemplo de solucio´n con comportamiento periodico para la ecuacio´n de
Ginzburg-Landau.
lizaremos el filtrado wavelet junto con la NFFT y ademas implementaremos
los operadores de propagacio´n en CUDA.
Como comentamos anteriormente el filtrado wavelet nos reducira nota-
blemente el numero de puntos que conforman el array que define el pulso a su
entrada, por contra la distribucio´n de dichos puntos deja de ser homogenea
por lo que se hace necesario el uso de la NFFT.
La programacio´n en CUDA de los operadores de propagacio´n tanto li-
neales como no lineales supone un ahorro en tiempo de ca´lculo debido a la
paralelizacio´n del proceso con respecto al procesamiento usual en serie.El
esquema de propagacio´n utilizado en este cap´ıtulo se muestra en la Figura
6.5.
Empezaremos por plantear los resultados obtenidos mediante la aplica-
cio´n de este me´todo en el caso de la propagacio´n correspondiente a solitones
de primer y segundo orden con el que comprobaremos la validez del me´todo
antes de aplicarlo a la propagacio´n de la CGLE en pulsos de comportamiento
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Figura 6.5: Esquema del proceso de propagacio´n planteado en este cap´ıtulo.
explosivo por ser este tipo de soluciones las que representan un mayor desafio
a la hora de comprobar la validez de nuestro me´todo.
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Figura 6.6: Propagacio´n soliton de orden uno mediante el esquema propuesto en este
cap´ıtulo.
6.3.1. Pulsos solito´nicos en la SNLE
Soliton de primer orden
En primer lugar trataremos el caso del solito´n de primer orden que pro-
pagaremos en las mismas condiciones del capt´ulo 3 es decir me´todo split-step
sime´trico con 5000 pasos y un taman˜o de paso de una milesima. En la tabla
mostramos la comparacio´n con el me´todo de filtrado wavelet donde no se
utiliza la programacio´n en CUDA.
Los resultados confirman la validez de la aplicacio´n en el ca´lculo de la
propagacio´n del pulso con este esquema, los niveles de error son parecidos en
ambos casos donde se aplica la transformada NFFT aunque resultan conte-
nidos como vemos en la Figura 6.6.
Con respecto a los tiempos de ca´lculo observamos que para las dos pri-
meras entradas de la tabla 6.1, los factores de ahorro en tiempo son practi-
camente iguales debido a que el me´todo con CUDA debe realizar el trasvase
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n CPU Time L2 norm WF L2 norm GPU + WF L2 norm
(ms) (speedup) (speedup)
4096 4305 3.1×10−6 4.8x 7.2×10−3 4.3x 7.0×10−3
8192 9004 4.4×10−6 5.7x 6.6×10−4 6.0x 7.8 ×10−4
16384 19090 5.6×10−6 7.4x 3.6×10−4 11.7x 2.8 ×10−4
Tabla 6.1: Resultados para la propagacio´n de un solito´n de primer orden, mediante el
me´todo SSSF. El nu´mero de pasos es de 5000, y el taman˜o de paso de 0.001. El factor mx
indica el ahorro en tiempo con respecto a la programacio´n usual en CPU.
de datos entre el procesador y la tarjeta gra´fica cada vez que se aplica alguno
de los operadores y en sentido contrario para el ca´lculo de la NFFT en el
procesador, lo que anula la ventaja con respecto al esquema anterior que se
ejecuta completamente en el procesador.
En la u´ltima entrada de la Tabla 6.1, el nu´mero de puntos seleccionado
es lo suficientemente grande como para que este u´ltimo me´todo sea mucho
mas ra´pido que el anteriormente propuesto y mas de un orden de magnitud
superior al cla´sico en el que no se utiliza el filtrado wavelet.
Solito´n de segundo orden
En este apartado cambiamos el me´todo de propagacio´n y utilizaremos el
esquema simple´ctico de cuarto orden para abordar el problema de la evolucio´n
del solito´n de segundo orden, puesto que como vimos en el cap´ıtulo 1 las
fuertes fluctuaciones en el perfil del pulso hacen que sea necesario tratarlo
con un esquema que nos de mayor exactitud.
Los resultados que presentamos en la Tabla 6.2 nos indican que las mejo-
ras en tiempo de ca´lculo se producen a partir de taman˜os de array alto donde
la paralelizacio´n debida a la GPU supera el costo del trasvase de datos y la
realizacio´n en serie del ca´lculo de operadores en la CPU.
Debido a que en este esquema de propagacio´n el nu´mero de transforma-
das por paso es mayor al caso del spli-step sime´trico, la utilizacio´n de la
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n CPU Time L2 norm WF L2 norm GPU + WF L2 norm
(ms) (speedup) (speedup)
4096 19405 2.4×10−7 3.5x 1.3 ×10−1 2.9x 1.3 ×10−1
8912 39790 3.5×10−7 4.6x 2.5 ×10−2 4.2x 2.5 ×10−2
16384 84529 4.9×10−7 5.7x 2.2 ×10−2 6.6x 2.3 ×10−2
Tabla 6.2: Resultados obtenidos para la propagacio´n del solito´n de orden dos mediante el
me´todo simple´ctico de cuarto orden, el nu´mero de pasos es de 10000 y el taman˜o del paso
se calcula dividiendo el periodo entre el nu´mero de pasos. El factor mx indica el ahorro en
tiempo con respecto a la programacio´n usual en CPU.
NFFT penaliza el tiempo de proceso y hace que las mejoras sean ligeramente
menores que en el caso anterior.
6.3.2. Solitones explosivos (erupting solitons) en la CGLE
Algunos autores han encontrado, mediante busqueda intensiva en el con-
junto de para´metros que definen la ecuacio´n comportamientos de todo tipo
[49]. En particular estudiaremos el caso de los denominados solitones explosi-
vos, que en su evolucio´n desarrollan fortisimos cambios en su perfil, volviendo
de manera periodica a su perfil original, aspecto que tambien se refleja en la
evolucio´n de la energ´ıa asociada como se refleja en la Figura 6.7. El estudio
correspondiente a la estabilidad de este tipo de pulsos lo llevaremos a cabo
en el Ape´ndice B.
Se ha elegido este tipo de comportamiento entre los ya vistos anterior-
mente: pulsos estacionarios,propagacio´n perio´dica, etc; puesto que este caso
particular representa un mayor desafio a la te´cnica empleada.
Aparte del comportamiento periodico, se produce una descomposicio´n
practicamente completa del perfil del pulso y una fuerte variacio´n en la
energ´ıa asociada, como vemos en la Figura 6.8. La recomposicio´n posterior
no seria posible si la propagacio´n no se hiciera con el suficiente grado de
exactitud.
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Figura 6.7: Gra´fica correspondiente a la energ´ıa en solitones explosivos, mostrando su
evolucio´n extrema y su cara´cter periodico.
En otras palabras, debido al alto nu´mero de para´metros empleados, la
fuerte no linealidad del problema y la pe´rdida completa del perfil inicial;
consideramos que pocos problemas en el campo de la propagacio´n en fibras
o´pticas pueden resultar mas complejos en su resolucio´n que el que aqu´ı se
aborda.
Los valores manejados en la computacio´n son los siguientes:
a) Taman˜o del array:8192
b) Paso:5× 10−3
c) Nu´mero de pasos:105
Una vez realizado el filtrado el nu´mero de puntos es 513, consiguiendose
valores de salida totalmente ana´logos a los obtenidos mediante el procesado
usual en CPU.
Como vemos en la Tabla 6.3 incluso en estos casos donde se producen
variaciones extremas del perfil del pulso, la te´cnica combinada de resolu-
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Esquema utilizado N o puntos Tiempo(s) Speedup
CPU 8192 672,2 –
WF 513 170,4 3.94
WF+GPU 513 155,6 4,32
Tabla 6.3: Resultados correspondientes a la propagacio´n de un solito´n explosivo, los
valores obtenidos suponen mejoras muy relevantes con respecto al me´todo usual (CPU).
cio´n nos permite obtener una resolucio´n correcta del proceso de propagacio´n
consiguiendo ademas un importante ahorro en tiempo.
6.4. Nuevas soluciones para la CGLE
Una vez comprobada la validez de la nueva te´cnica empleada en cuanto
a exactitud y ahorro de tiempo, pasaremos a emplearla en un caso concreto
que requiere del estudio intensivo de los diferentes para´metros que definen la
CGLE.
Expondremos los resultados obtenidos en la propagacio´n de distintos per-
files iniciales para la ecuacio´n de Ginzburg-Landau. La novedad con respecto
a resultados anteriores consiste en la aparicio´n de nuevos pulsos que consi-
deraremos auxiliares o escoltas del pulso principal como vemos en la Figura
6.9.
En primer lugar empezaremos por analizar el me´todo de obtencio´n de
distintas soluciones. Por lo general los resultados obtenidos varian entre el
pulso plano, los distintos tipos de solito´n compuesto o bien como caso final la
creacio´n de un frente.Es comu´n variar el para´metro  de forma que pasamos
de un perfil a otro [51].
En nuestro caso partiremos de las condiciones de para´metros correspon-
dientes a la aparicio´n de pulsos periodicos [47] en la zona en al cual se pueden
90
6.4 Nuevas soluciones para la CGLE
-10
-5
 0
 5
 10
 0  10  20  30  40  50
t
z
"salida1.dat"
 0
 2
 4
 6
 8
 10
 12
 14
Figura 6.8: Gra´fica correspondiente a la evolucio´n de un solito´n explosivo mostrando su
caracter periodico.Los valores de los para´metros correspondientes para obtener el resultado
que se muestra en la figura son los siguientes: β = 0,18, µ = −0,1, ν = −0,6, δ = −0,1, ε =
1,2.
ir produciendo duplicaciones de periodo como vimos en la seccio´n anterior.
Cualquier pulso de entrada lo suficientemente ancho da lugar al nuevo tipo
de soluciones con picos auxiliares.
Para poder evaluar los resultados es necesario estudiar el comportamiento
de esta nueva clase de soluciones para un amplio rango de valores de los
para´metros. En esta situacio´n el uso de la te´cnica combinada de resolucio´n
nos permite un ahorro considerable de tiempo como vimos en el apartado
anterior.
El rango de variacio´n de  ira´ de 0,73 a 0,760 y el resto de los valores
sera´n:δ = −0,1, β = 0,08, µ = −0,1 y ν = −0,07. Para obtener las distintas
soluciones tomamos como pulso de entrada la expresio´n 3./cosh(t(i)σ) que
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Figura 6.9: Nuevas soluciones obtenidas en la zona de comportamiento periodico con
presencia de pulsos auxiliares.
nos representa una secante hiperbo´lica de diferentes anchuras en funcio´n del
valor de σ.
El resultado general de aparicio´n de picos auxiliares en los extremos del
pulso principal, se produce a partir de un determinado valor del para´metro
de ensanchamiento σ en el entorno de 0,30, para entradas del tipo secante
hiperbo´lica como la referida anteriormente.
El ana´lisis de resultados lo centraremos en el comportamiento de dos
valores caracter´ısticos´ para la configuracio´n obtenida; como son la distancia
entre el ma´ximo central y la posicio´n del ma´ximo de cualquiera de los pulsos
auxiliares y la anchura a mitad de altura de estos picos auxiliares.
Empezaremos por el resultado correspondiente al valor resultante para la
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Figura 6.10: Evolucio´n de la anchura de los pulsos auxiliares en funcio´n de la ganancia
 (izqda). Posicio´n relativa de dichos pulsos (dcha). Resto de para´metros ν = −0,07;
µ = −0,1; δ = −0,1; β = 0,08. Las distintas ramas corresponden a distintos valores del
factor de ensanchamiento σ.
anchura de los picos auxiliares, nos centraremos en el valor del para´metro
de ensanchamiento σ = 0,30, valor que elegimos porque representa de forma
clara el comportamiento del resto de valores utilizados.
En general la anchura de los picos auxiliares muestra un comportamiento
creciente con el valor de , pasando por dos fases; en la primera para valores
en el rango inferior de ganancia, la anchura aumenta de forma lenta, mientras
que una vez superado el valor de ganancia 0,745, el ensanchamiento del pulso
se efectua de forma mucho mas ra´pida. Este aspecto general de las curvas de
anchura se repite de forma parecida para el intervalo de σ utilizado, segu´n
podemos observar en la parte izquierda de la Figura 6.10.
Con respecto a la posicio´n del pico auxiliar con respecto al central, las
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Figura 6.11: Perfil del pulso 3sech(t(i) ∗ 0,2) utilizado en el estudio de generacio´n de
ma´ximos auxiliares(linea gruesa) y generacio´n de energ´ıa asociada (linea fina), las zonas
con valor positivo corresponden a ganancia de energ´ıa y las negativas a pe´rdidas.
distintas ramas obtenidas para los distintos valores del ensanchamiento pre-
sentan un comportamiento similar, un aumento de la separacio´n proporcional
al aumento del valor de ,dicho resultado lo podemos apreciar en la Figura
6.10 derecha.
Para analizar estos dos comportamientos utilizaremos las ecuaciones co-
rrespondientes a los flujos de energ´ıa en el interior del pulso. Una de las
principales caracter´ısticas que presentan los solitones asociados a la ecuacio´n
de Ginzburg-Landau es su comportamiento disipativo, por lo tanto para es-
tos solitones existiran partes en las cuales se genera energ´ıa y partes en las
cuales se disipa un ejemplo lo tenemos en la Figura 6.11. Para estudiar estos
aspectos partiremos de la ecuacio´n de continuidad correspondiente al sistema
[5]:
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Figura 6.12: Representacio´n de la evolucio´n de la generacio´n de energ´ıa con la distancia
de propagacio´n. Los para´metros de la simulacio´n son los mismos de la figura anterior.
∂ρ
∂z
+
∂j
∂t
= P (6.14)
los te´rminos de la ecuacio´n son: ρ que representa la densidad de energ´ıa,
el flujo correspondiente j ser´ıa:
j =
i
2
(ψψ∗t − ψtψ∗) (6.15)
y la densidad de generacio´n de la energ´ıa P:
P = 2δ |ψ|2 + 2 |ψ|4 + 2µ |ψ|6 − 2β |ψt|2 + β
(
|ψ|2
)
tt
(6.16)
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El u´ltimo te´rmino P , distingue los sistemas conservativos de los que no
lo son, puesto que en sistemas conservativos dicho factor es igual a cero.
En la gra´fica 6.11 se aprecia como existen zonas donde la generacio´n de
energi´ıa es positiva, se produce ganancia y zonas de valor negativo done por
lo tanto se produciran pe´rdidas. Puesto que vamos aumentando la anchura
del pulso se produce un proceso de transmisio´n de energ´ıa hacia zonas mas
alejadas de la posicio´n del ma´ximo central.
Para determinados valores de los para´metros de propagacio´n se puede
producir en esas zonas mas alejadas el proceso de formacio´n del pulso que a
a partir de ese momento evoluciona de forma aislada con respecto al valor
central.
Es de destacar que todo este proceso se produce en zonas de coexistencia
de solitones de tipo pulsante con otros de tipo estable, y que de hecho en estas
formaciones de tres pulsos los pulsos auxilares corresponden a los valores de
pulso estable de tipo SP para el juego de para´metros utilizado.
Como vemos en la gra´fica de generacio´n de la energ´ıa 6.12 a partir de
un cierto valor de la distancia de propagacio´n se produce la aparicio´n de
los ma´ximos auxiliares por transferencia de energ´ıa, que una vez formados
observamos que quedan aislados del ma´ximo central.
6.5. Resumen
A lo largo del cap´ıtulo se ha probado la validez de nuestro planteamiento,
que consiste en utilizar de manera conjunta la descomposicio´n de los perfi-
les de los pulsos de entrada segu´n el filtrado wavelet y las posibilidades de
computacio´n en paralelo que nos ofrece la plataforma CUDA.
Este nuevo esquema nos proporciona dos ventajas fundamentales, por una
parte nos permite adaptarnos a situaciones en las que el espaciado entre los
puntos de la muestra a simular no es constante y por otra parte la para-
lelizacio´n de parte del proceso nos permite un fuerte ahorro en tiempo de
ca´lculo.
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En nuestro caso en particular hemos aplicado este me´todo al estudio de
la ecuacio´n compleja de Ginzburg-Landau, encontrando mediante simulacio´n
intensiva en el conjunto de para´metros, un nuevo tipo de soluciones, con
formacio´n de ma´ximos auxiliares, cuyas propiedades han sido estudiadas en
distintas situaciones.
Las ventajas de esta nuevo planteamiento no solo son propias del estudio
de la propagacio´n de pulsos, por contra pueden ser aplicadas a resoluciones
de nu´mericas de tipo general donde se utilicen me´todos espectrales que se
aplican a muestras que no esten homogeneamente espaciadas o a regiones del
espacio que planteen geometrias de tipo irregular.
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Conclusiones
A continuacio´n resumimos de forma esquema´tica los aspectos mas nove-
dosos de nuestro trabajo, as´ı como las posibles lineas futuras de desarrollo
del mismo.
En cuanto a los aspectos mas relevantes aportados:
Como resultado mas destacado del trabajo de investigacio´n que con-
forma la presente memoria, concluiriamos que se ha desarrollado una
te´cnica combinada de resolucio´n que nos permite utilizar muestras no
homogeneas a la hora de calcular los resultados tanto en la ecuacio´n
de Schrodinger no Lineal (SNLE) como en la ecuacio´n compleja de
Ginzburg-Landau (CGLE). Este muestreo no uniforme y la consiguien-
te reduccio´n en el nu´mero de puntos utilizados se consigue mediante
el proceso de filtrado wavelet. La no uniformidad de la muestra nos
impone la utilizacio´n de la Transformada de Fourier no equiespacia-
da (NFFT). El resultado final conduce adema´s a una reduccio´n muy
importante el tiempo de ca´lculo.
Se ha implementado en programacio´n paralela, mediante la plataforma
conocida como CUDA (Common Unified Device Architecture), la men-
cionada te´cnica, utilizando dispositivos de procesamiento gra´fico GPU.
El resultado obtenido supone una aceleracio´n adicional en el proceso
de ca´lculo. Se han llegado a obtener valores de aceleracio´n del orden de
treinta veces superiores a los obtenidos mediante el uso de programa-
cio´n en CPU.
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Una vez puesta a punto dicha te´cnica, se ha aplicado a la resolucio´n
y ana´lisis de soluciones de las ecuaciones SNLE y CGLE, analizan-
do distintas situaciones de intere´s: atrapamiento de pulsos solito´nicos,
propagacio´n de solitones de orden superior, evolucio´n de solitones ex-
plosivos (erupting solitons), obtencio´n de nuevos tipos de soluciones de
la ecuacio´n de Ginzburg-Landau, entre otros.
Demostrada la validez del me´todo propuesto, el desarrollo futuro del mis-
mo podr´ıa encaminarse a su aplicacio´n a otro tipo de problemas que utilicen
las te´cnicas espectrales, no necesariamente en el campo de la o´ptica, donde no
sea posible realizar una distribucio´n regular de los puntos del muestreo. De
la misma manera se utilizaria en sistemas de geometria irregular susceptibles
de ser tratados mediante representacio´n en frecuencias.
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Ape´ndice A
Teor´ıa de scattering directo
para la SNLE
A.1. Introduccio´n
El me´todo utilizado para resolver la SNLE, conocido como scattering
inverso es una te´cnica desarrollada por Gardner, Kruskal y Miura en 1967
en relacio´n con la ecuacio´n de Korteweg-de Vries [16], la cua´l describe la
propagacio´n de ondas en aguas someras.
En lo que corresponde a la NLSE, la ide´a es relacionar la solucio´n de la
ecuacio´n no lineal con un problema diferente, en este caso la resolucio´n de
un par de ecuaciones. La primera de las ecuaciones es lineal, representando
el problema de scattering, definido simplemente en la coordenada temporal.
La segunda de las ecuaciones esta´ definida en las dos coordenadas; espacial y
temporal y nos proporciona la evolucio´n de los datos obtenidos en el problema
de scattering. Este planteamiento es conocido como par de Lax [30].
En el problema de dispersio´n, una sen˜al A(0, T1) lanzada en la fibra es
tratada como el potencial de scattering. Generalmente esta sen˜al es un pulso
o´ptico, pero el tratamiento es tambien va´lido para un tren de pulsos.
En este problema una onda de entrada Ψ(T ) incidente desde T → +∞ es
dispersada por nuestro pulso o´ptico originando los coeficientes de transmisio´n
Teor´ıa de scattering directo para la SNLE
y reflexio´n en T → ±∞.
Si el problema esta´ correctamente formulado, los coeficientes obtenidos,
correspondientes a la sen˜al en una posicio´n A(z, T1) difieren de los datos
originales solo en un factor exponencial.
El proceso de encontrar los coeficientes de scattering debidos a la sen˜al
inicial A(0, T1) es el problema de scattering directo(DST), mientras que el
proceso de reconstruir la sen˜al A(z, T1), en una posicio´n mas adelantada en
la fibra a partir de los datos obtenidos en el primer proceso es el problema
de scattering inverso(IST).
En este ape´ndice nos ocuparemos en el problema directo, al ser el pro-
blema de scattering inverso muy costoso en tiempo a la hora de plantearlo
como posibilidad de esquema para la propagaci´ıon.
Nos centraremos en el calculo de autovalores y en su evolucio´n en situacio-
nes de perturbacio´n de la SNLE. Empezaremos resumiendo las caracter´ısticas
principales del problema, posteriormente veremos el apartado nume´rico y fi-
nalmente lo aplicaremos a un caso pra´ctico.
A.2. Par de Lax
Para resolver la SNLE primero debemos construir un problema de scat-
tering en la coordenada temporal, en forma de una ecuacio´n de autovalores.
LΨ = ζΨ (A.1)
Donde L es un operador matricial diferencial que contiene el potencial de
scattering q(T ), Ψ es la autofuncio´n y ζ el autovalor.
Ahora supondremos que la SNLE puede ser escrita en la forma
∂L
∂Z
= [A,L] (A.2)
Aqu´ı A es otro operador matricial que sera´ usado para calcular la evo-
lucio´n en la fibra del pulso. Derivando la ecuacio´n (A.1) con respecto a Z y
sustituyendo en (A.2) obtenemos:
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(L− ζ)
(
∂Ψ
∂Z
−AΨ
)
=
∂ζ
∂Z
Ψ (A.3)
Comparando (A.3) y (A.2) si escogemos que:
∂ζ
∂Z
= 0 (A.4)
es decir, que los autovalores no varian durante la propagacio´n, entonces
(∂Ψ/∂Z −AΨ) es tambien una autofuncio´n de L.
Ahora que sabemos por (A.1) que Ψ es una autofuncio´n de L y puesto
que las autofunciones esta´n definidas a falta de una constante multiplicativa,
tendremos:
∂Ψ
∂Z
− AΨ ∝ Ψ (A.5)
Si definimos la constante de proporcionalidad como d , obtenemos las
relaciones:
LΨ = ζΨ (A.6)
∂Ψ
∂Z
= MΨ (A.7)
donde M = A − dI. Por lo tanto si resolvemos el problema de scattering
(A.1) para encontrar las autofunciones Ψ y puesto que sus correspondientes
autovalores ζ, no varian con la distancia podemos utilizar (A.2) para calcular
la evolucio´n de las autofunciones.
Tenemos que tener en cuenta que au´n no hemos definido de manera ex-
plicita la expresio´n de los operadores L y A y que dependeran del tipo de
problema-ecuacio´n con el que se trabaje, en nuestro caso la SNLE.
La rela cio´n (A.2) y todo el resto de propiedades asociadas fueron descu-
biertas por Lax [30] y los operadores A y L son denominados par de Lax.
Para la SNLE, la forma de los operadores del par de Lax fue encontrada
por Zakharov y Sabat [61].
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L =

 0 ∂q∂Z
−∂q∗
∂Z
0

 (A.8)
A =

 0 i2 ∂2q∂T 2 + i |q|2 q
i
2
∂2q∗
∂T 2
+ i |q2| q∗ 0

 (A.9)
A.3. Scattering directo
La resolucio´n del sistema de ecuaciones anterior proporciona los datos
correspondientes a lo que llamamos scattering directo. El ca´lculo de los au-
tovalores de las ecuaciones:
i
∂Ψ1
∂T
+ qΨ2 = ζΨ1 (A.10)
i
∂Ψ2
∂T
+ q∗Ψ1 = −ζΨ2 (A.11)
donde Ψ es un vector Ψ = Ψ (Ψ1,Ψ2).
El teorema de Lax nos asegura que el autovalor complejo ζ permanece
inalterado si q evoluciona segu´n la ecuacio´n de Schrodinger no lineal.
Las soluciones ma´s comunes para la expresio´n de la funcio´n q son los ya
conocidos pulsos del tipo:
q (T, 0) = Asech (T ) (A.12)
denominados solitones.
Para estos valores de entrada el resultado del proceso de scattering directo
nos da los siguientes autovalores:
ζn = i
(
A− n+ 1
2
)
≡ iηn
2
(A.13)
con:
A− 1
2
< N ≤ A+ 1
2
(A.14)
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donde N es el nu´mero de autovalores. En particular; A = 1 corresponde
con la solucio´n de un solo solito´n predicha por Hasegawa y Tappert [23]
Por lo general los autovalores ζn calculados tienen tanto parte real como
imaginaria, ajustandose la forma general de la solucio´n a la expresio´n.
q (Z, T ) = ηsech (ηT − σ (Z)) exp [−iκT − iθ (Z)] (A.15)
los valores de κ y η se asocian a la velocidad y a la amplitud respectivamente.
Las expresiones para los para´metros σ y θ son:
σ (Z) = −κηZ (A.16)
θ (Z) = −
(
κ2 − η2
)
Z/2 (A.17)
Resuelto el problema del ca´lculo de autovalores y la expresion final del
pulso en lo que podriamos llamar componentes solito´nicas; el resto del ana´lisis
se basaria en el proceso de evolucio´n de dichas componentes y la reconstruc-
cio´n del pulso en una posicio´n posterior en la fibra; el conjunto de operaciones
constituyen el proceso de scattering inverso.
A.4. Me´todo nume´rico
Como ya se trato´ en el primer cap´ıtulo el me´todo mas usual para la pro-
pagacio´n en fibras es el conocido como split-step; resultando el procedimiento
de scattering (directo e inverso) mucho ma´s costoso que el anterior sobre todo
en el proceso de reconstruccio´n de pulso.
Por lo general la mayoria de los autores [38] emplean solo la primera
parte de la te´cnica descrita, scattering directo, sobre los perfiles del pulso ya
evolucionados segu´n la te´cnica del split-step para calcular las componentes
solito´nicas. Como ya planteamos al principio, en ausencia de perturbaciones,
los valores obtenidos para dichas componentes se mantendrian inalterados
durante toda la propagacio´n.
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Lo que intentaremos sera´ ver las variaciones en los autovalores producidas
por los te´rminos perturbativos en la SNLE y como el estudio de estos nos
proporciona informa cio´n sobre los procesos f´ısicos que tienen lugar.
Ahora desarrollaremos un algoritmo nume´rico discretizando la envolvente
de onda compleja q (t, 0) en pasos de valor constante ∆t = L/M donde 2L es
la anchura de la ventana temporal y donde por lo tanto tomaremos 2M + 1
pasos; supuesta centrada la envolvente en t = 0.
Plantearemos el proceso de ca´lculo segu´n el esquema de Burtsev [9].
T (qn, ζ) = exp [−∆tU (qn, ζ)] = exp

∆t

 −iζ qn
−q∗n iζ



 (A.18)
T (qn, ζ) =

 cosh (κ∆t)− iζκ−1sinh (κ∆t) qnκ−1sinh (κ∆t)
−q∗nκ−1sinh (κ∆t) cosh (κ∆t) + iζκ−1sinh (κ∆t)


(A.19)
El para´metro κ , viene dado por la relacio´n κ2 = |qn|2− ζ2 y es constante
dentro de cada intervalo ∆t. Para resolver el problema de scattering tenemos
que propagar la solucio´n usando la matriz T (qn, ζ) desde -L a L. El resultado
final es :
Φ (L−∆t/2, ζ) = ΠΦ (−L−∆t/2, ζ) (A.20)
donde:
Π (ζ) =
2M∏
n=1
T (qn, ζ) (A.21)
que se obtiene por multiplicacio´n ordenada de todas las matrices de pro-
pagacio´n. Por lo tanto los coeficientes espectrales a (ζ) y b (ζ) pueden ser
expresados en funcio´n de:
a (ζ) = Π11 (ζ) e
2iζL (A.22)
b (ζ) = Π21 (ζ) e
2iζ∆t (A.23)
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Una vez resuelto el sistema de ecuaciones para el parametro espectral ζ,
pasaremos a buscar los autovalores que definen el objetivo del cap´ıtulo. Lo
haremos a partir del ca´lculo del factor de reflexio´n r (ζ) = a (ζ) /b (ζ).
Puesto que lo que buscamos es la nulidad del factor de reflexio´n [6] , la
busqueda se centrara´ en los posibles ceros del coeficiente espectral a (ζ) para
lo cual emplearemos un proceso de busqueda mediante la discretizacio´n del
plano complejo.
Utilizando un me´todo de Newton nos aproximaremos a los valores bus-
cados; el nu´mero total de ceros puede computarse calculando el cambio
de fase total en a (ζ) desde la izquierda al extremo derecho del eje real:
N = arg (a (ζ))∞−∞ / (2ipi).
El conocimiento del nu´mero total de autovalores, nos indica si en primera
instancia hemos encontrado todos los posibles, de no ser as´ı el proceso se
repetiria en un mallado ma´s fino.
A.5. Evolucio´n de autovalores con te´rminos
de tercer orden
Una vez visto el comportamiento ideal del solito´n de segundo orden, po-
demos introducir perturbaciones dentro de la SNLE, de tal forma que su
presencia alterar´ıa el espectro de autovalores. De manera inversa el estudio
de la evolucio´n de dichos autovalores nos revelara de forma cuantitativa como
afecta la presencia de las perturbaciones al problema de la propagacio´n en
fibras.
Hemos escogido como ejemplo de perturbacio´n en la SNLE, la presencia
de efectos de dispersio´n de tercer orden β3, que son especialmente notables
en dos regimenes de especial intere´s, como son la propagacio´n en la zona de
β2 aproximadamente igual a cero que ya consideramos anteriormente y para
el estudio de pulsos ultracortos de notable importancia para poder aumentar
la velocidad de transmisio´n en un determinado canal.
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Figura A.1: Comportamiento de los autovalores del solito´n de segundo orden, as´ı como
su perfil en amplitud para valores del parametro de dispersio´n por debajo del l´ımite de
ruptura del pulso.
En particular realizaremos un conjunto de simulaciones en las que iremos
aumentando el valor del para´metro β3 de tal forma que observaremos los
cambios en el perfil del pulso e incluso su ruptura en partes que incluso se
propagan separandose mutuamente, aspecto que se refleja particularmente
bien mediante el estudio de las partes imaginarias de los autovalores como
ya hemos comentado.
La ruptura del pulso solito´nico se produce para valores umbral de β3 =
0,022 segu´n referencia [58], por lo que escogemos un valor superior y otro in-
ferior a dicho l´ımite para valorar el comportamiento de los pulsos en amplitud
y su reflejo en los cambios observados en los autovalores.
En primer lugar vemos como para valores inferiores al umbral de ruptura
el pulso en su evolucio´n presenta la aparicio´n de un lo´bulo que aparece de
forma alternativa a ambos lados del pulso principal, sin llegar a la ruptura
completa del pulso como vemos en la Figura A.1. En el diagrama de auto-
valores vemos que dichas oscilaciones se corresponden con las fluctuaciones
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Figura A.2: Comportamiento de los autovalores del solito´n de segundo orden, as´ı como
su perfil en amplitud para valores del parametro de dispersio´n β3 = 0,04, superior al valor
umbral.
en torno al valor de equilibrio de las componentes asociadas a la faseκ1, κ2, y
que en dichos puntos es donde se observan las variaciones mas significativas
en los te´rminos de amplitud η1, η2.
En el segundo caso al aumentar el valor de la perturbacio´n por encima
del umbral el resultado es completamente diferente, puesto que se aprecia
la ruptura del pulso en la zona donde se separan las componentes de la
fase y que continua propagandose de manera auto´noma una vez producida
la separacio´n el resultado se presenta en la Figura A.2. La representacio´n
de los autovalores nos muestra como lejos de observarse el comportamiento
periodico de la figura anterior, las componentes de la fase una vez separadas
se mantienen en valores constantes a lo largo del tiempo.
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Ape´ndice B
Ana´lisis de estabilidad en la
CGLE
B.1. Ana´lisis de estabilidad
Dedicaremos este ape´ndice al estudio de la estabilidad de la s olucio-
nes obtenidas mediante el me´todo de disparo. Tenemos que recordar que las
soluciones obtenidas son de tipo estacionario, por lo tanto una vez calcu-
ladas, pasaremos a estudiar su comportamiento en propagacio´n.El me´todo
de propagacio´n, como en capitulos anteriores sera´ el basado en operadores
simplecticos, le cual nos asegura diferentes ordenes de error segu´n el esque-
ma utilizado en cada caso. En particular utilizaremos una aproximacio´n de
cuarto orden para el error, que nos garantiza un mejor nivel de exactitud que
el esquema sime´trico sin utilizar demasiados recursos computacionales.
Para empezar el ana´lisis de estabilidad, supondremos que la expresio´n
correspondiente a la solucio´n obtenida es del tipo:
ψ = ψ0 (t) e
iωz (B.1)
en la expresio´n ψ0 (t) es el perfil obtenido para la amplitud por el me´todo
de disparo y ω es el valor de la constante de propagacio´n no lineal, que
obtenemos una vez que el calculo del perfil converge a su valor estacionario.
Ana´lisis de estabilidad en la CGLE
Para empezar el ana´lisis consideraremos que la expresio´n correspondiente
a la solucio´n en la proximidad del estado estacionario viene dada por :
ψ (z, t) =
[
ψ0 (t) + f (t) e
λz + g (t) eλ
∗z
]
eiωz (B.2)
en esta expresio´n f (t) y g (t) son perturbaciones pequen˜as, y λ es la razo´n
de crecimiento de la perturbacio´n. En general los valores de λ son nu´meros
complejos y las funciones f y g tambien son complejas [4]. Sustituyendo B.1
en B.2:
(iλ− iδ − q) feλz + (iλ∗ − iδ − q) geλ∗z +
(
D
2
− iβ
)
ftte
λz +
(
D
2
− iβ
)
gtte
λ∗z +
3 (ν − iµ) |ψ0|4
(
feλz + geλ
∗z
)
+ 2 (ν − iµ) |ψ0|2 ψ20
(
f ∗eλ
∗z + g∗eλz
)
+
2 (1− i) |ψ0|2
(
feλz + geλ
∗z
)
+ (1− i) |ψ0|2 ψ20
(
f ∗eλ
∗z + g∗eλz
)
= 0.(B.3)
Separando te´rminos que tienen diferente dependencia funcional en z, ob-
tenemos dos ecuaciones diferenciales acopladas:
Af +Bftt + Cg
∗ = λf
A∗g∗ +B∗g∗tt + C
∗f = λg∗ (B.4)
los te´rminos de la ecuacio´n son:
A = δ − iq + 2 (+ i) |ψ0|2 + 3 (µ+ iν) |ψ0|4
B = β + i
D
2
C =
[
+ i+ 2 (µ+ iν) |ψ0|2
]
ψ20 (B.5)
al ordenar los distintos te´rminos en forma matricial tenemos:

 A+B ∂2∂t2 C
C∗ A∗ +B∗ ∂
2
∂t2



 f
g∗

 = λ

 f
g

 (B.6)
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Figura B.1: Espectro de autovalores en el plano complejo.
A partir de la formulacio´n matricial podemos abordar el ca´lculo de los
autovalores de la ecuacio´n que nos proporcionara la razo´n del crecimiento de
las perturbaciones [50]. Como ejemplo tenemos los resultados obtenidos para
los siguientes valores de para´metros: β = 0,18, δ = −0,1, µ = −0,1, ν = −0,6
como se ve en la Figura(B.1)
Estos resultados han sido calculados discretizando el intervalo temporal
del pulso, resultando en el consiguiente nu´mero de autovalores, podemos
dividir el plano complejo en dos zonas claramente diferenciadas; aquellos
autovalores de parte real negativa que corresponderan a autofunciones cuya
contribucio´n se torna despreciable conforme el pulso evoluciona en z.
Mucho ma´s interesantes resultan los valores obtenidos con parte real po-
sitiva puesto que contribuyen decisivamente al desarrollo de perturbaciones
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que al crecer en el tiempo provocan el comportamiento explosivo del pulso.
Con respecto a estos autovalores hacer notar el hecho de que son doblemente
degenerados apareciendo por parejas de complejos conjugados como se obser-
va en la figura. El autovalor situado en el centro del plano complejo siempre
aparece pero su presencia no afecta en nada a la dina´mica del pulso.
B.2. Solitones explosivos
En este apartado vamos a estudiar los diferentes tipos de comportamien-
tos que podemos obtener en funcio´n de los resultados de secciones anteriores,
en particular veremos como la presencia de partes reales positivas en los au-
tovalores obtenidos en el ana´lisis de estabilidad, hace que en propagacio´n,
desarrolle un comportamiento bastante peculiar que denominaremos explo-
sivo.
Para ilustrar el comportamiento de este tipo de soluciones ejecutaremos
la propagagacio´n de un soliton de tipo explosivo; en concreto los valores de
los para´metros son los mismos utilizados en la Figura B.1 solo que hemos
utilizado un valor del para´metro  = 1,2 , que presenta un periodo mas corto
entre explosiones, lo que significa un ahorro de tiempo en el proceso global
el resultado lo observamos en la Figura B.2.
Supondremos inicialmente que partimos de la solucio´n estacionaria tal y
como la obtenemos por el me´todo de disparo; debido a la presencia de las
partes reales positivas de los autovalores que hemos calculado por el ana´li-
sis de estabilidad, las autofunciones asociadas a dichos autovalores tratadas
ahora como perturbaciones creceran lentamente, este aspecto se manifestara
en los extremos del pulso quedando el centro en esta etapa inalterado.
Una vez que se ha producido el crecimiento de la perturbacio´n hasta
que su amplitud resulta comparable con la del propio pulso, la dina´mica se
hace cada vez mas compleja y la forma del pulso en esta etapa resulta casi
completamene caotica.
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Figura B.2: Comportamiento en amplitud del solito´n explosivo.
La eleccio´n de los para´metros hace que la amplitud del pulso au´n creciendo
con respecto a su valor inicial quede limitada por el valor negativo de µ que
representa al ser negativo la saturacio´n de la ganancia no-lineal; por otra
parte el espectro de frecuencia tambien queda limitado por el valor de β en
su anchura espectral, lo que nos asegura que el pulso retornara a su estado
original una vez que desaparezcan las perturbaciones debido a la accio´n de
filtrado antes mencionada.
B.3. Conclusiones
En este ape´ndice hemos ilustrado el comportamiento de solitones explo-
sivos en la ecuacio´n compleja de Ginzburg-Landau.
Empezamos calculando los perfiles correspondientes a las soluciones es-
tacionarias mediante el me´todo de disparo.
Posteriormente se han realizado los ca´lculos asociados a la estabilidad de
dichas soluciones mediante la resolucio´n de de matrices de autovalores para
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las cuales obtenemos adema´s las autofunciones asociadas, lo que nos permite
describir al menos de forma cualitativa aspectos tan interesantes de estos
sistemas como son los solitones explosivos.
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Programas desarrollados
C.1. Filtrado wavelet
Se adjunta el programa newgrid.f90 junto con el mo´dulo jameson.f90 para
la realizacio´n del filtrado wavelet y la seleccio´n de los puntos no equiespacia-
dos a propagar.
program newgrid
use MKL DFTI
use jameson
parameter (Nmax=2052 , Lmax=8, Ndmax=8, N=2048)
real ∗8 x i (Nmax) , f i (Nmax) , xo (Nmax) , t0 , t (N) , th
real ∗8 fo (Nmax) , w(N) , wo(Nmax) , pi , c g l e (2048)
complex∗16 , allocatable : : f f ( : ) , f f t ( : ) , U11a ( : ) , D11 ( : )
Programas desarrollados
real ∗8 , allocatable : : x f ( : ) , wf ( : )
real ∗8 HPass (Nmax/2+Lmax ,Ndmax) , datos (Nmax)
integer Nd, i g r i d , No
TYPE(DFTI DESCRIPTOR) , POINTER : : transformada
INTEGER : : status
REAL∗8 beta , D, eps i l on , mu, nu , d e l t a
! b e ta y D son l o s parametros de l a der ivada segunda temporal
! e p s i l o n es e l parametro de l a c o r r e c c i n no l i n e a l .
! (mu +j c nu)
! cons tan t e s
j c =(0 , 1 . )
open (70 , f i l e=’ da t a t e s i s . dat ’ )
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do i =1, 2047
read (70 ,∗ ) c g l e ( i )
enddo
close (70)
c g l e (2048)= cg l e (2047)
! La primera par te , es l a u t i l i z a c i n de l o s
! da tos ob t en ido s en e l proceso de f i l t r a d o , que se acumulan en
! l o s arrays datos (1−d ) y Hpass(2−d ) . En e l array HPass e l primer
! n d i c e es para e l pto . ca l cu l ado y e l segundo para l a d e s c omp o s i c i n
! en l a que se c a l c u l a .
Nd=6
th=.009
t0=−20.
p i =3.14159265
do i =1, N
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t ( i )= −t0 +(1.∗ t0 ∗( i −1))/(N−1)
x i ( i )= t ( i )
datos ( i )=1./ cosh ( t ( i ) )
f i ( i )= cg l e ( i ) ! da tos ( i )
enddo
do idecomp= 1 , Nd
ca l l j a im i t o ( datos , Hpass )
enddo
i g r i d=0
do ipnt=1, N
i f (mod( ipnt −1 ,2∗∗(Nd ) ) .EQ. 0 ) then
i g r i d=i g r i d+1
xo ( i g r i d )=x i ( ipnt )
f o ( i g r i d )= f i ( ipnt )
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wo( i g r i d )=w( ipnt )
endif
do idecomp=1, Nd
n1= abs ( ipnt −2∗∗( idecomp−1)−1)
n2= 2∗∗( idecomp )
i f ( abs (mod(n1 , n2 ) ) .LT. . 0 0 5 ) then
index1=1+nint ( real ( n1 )/ real ( n2 ) )
i f l a g p o i n t= 0
do iwiden = −1, 1
i i ndex=index1+iwiden
i f ( i i ndex .LE . 1 .OR. i i ndex .GE.N/(2∗∗ ( idecomp ) ) ) then
i i ndex=index1
endif
i f ( abs (HPass ( i index , idecomp ) ) .GT. th ) then
i f l a g p o i n t=i f l a g p o i n t+1
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endif
enddo
i f ( i f l a g p o i n t .GE. 2 ) then
i g r i d=i g r i d+1
xo ( i g r i d )=x i ( ipnt )
f o ( i g r i d )= f i ( ipnt )
wo( i g r i d )=w( ipnt )
endif
endif
enddo
enddo
xo ( i g r i d+1)=x i (N+1)
fo ( i g r i d+1)= f i (N+1)
wo( i g r i d+1)=w(N+1)
No=i g r i d+1
allocate ( f f ( 1 : (No−1)))
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allocate ( f f t ( 1 : (No−1)))
allocate (U11a ( 1 : (No−1)))
allocate (D11 ( 1 : (No−1)))
allocate ( x f ( 1 : (No−1)))
allocate (wf ( 1 : (No−1)))
f f= fo
x f= xo
wf= wo
open (1 , f i l e = ’216384. dat ’ )
x f (No)=t0
do i =1, No
write (1 , 10 ) ( x f ( i ) )
10 format (E14 . 4 )
end do
close (1 )
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open (40 , f i l e=’ s a l i d a c g l e . dat ’ )
do i =1, No−1
write (40 ,40) x f ( i ) , abs ( f f ( i ) )
end do
open (12 , f i l e=’ cg l e . dat ’ )
do i =1 ,2048
write (12 ,10) c g l e ( i )
end do
close (12)
! Formatos de s a l i d a
30 format ( ”0” , I7 , E16 . 4 )
40 format (E16 . 4 , E16 . 4 )
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end program
}
module jameson
! use msimsl
contains
subroutine j a im i t o ( datos , high )
parameter ( l =4, idecomp=6)
parameter (Nmax=2052 ,Lmax=8)
real ∗8 h( l ) , g ( l ) , datos (2048)
real ∗8 low (Nmax/2+Lmax) , high (Nmax/2+Lmax , idecomp )
real ∗8 Extdata (Nmax+Lmax)
integer Ni
Ni= 2048 !
! D e f i n i c i n de l o s c o e f i c i e n t e s D4.
h(1)= .482962913145
h(2)= .836516303738
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h(3)= .224143868042
h(4)=− .129409522551
h( i )= h( i )/ sq r t ( 2 . )
do i =1, 4
g ( i )= (−1)∗∗( i −1)∗h(5− i )
enddo
! E x t e n s i n de datos Extdata .
do k=1, idecomp ! Bucle descomposic iones
do i =1, Ni
Extdata ( i+1)=datos ( i )
enddo
Extdata (1)= datos (1 )
do i =1, 3
Extdata (Ni+i+1)= datos (Ni )
enddo
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! A p l i c a c i n d e l f i l t r o .
do i =1, Nmax/2+Lmax
low ( i )=0.0
high ( i , k )=0.0
enddo
do i= 1 , Ni/2+( l −2)/2
do j =1, l
i j =2∗( i−1)+j−( l −2)
low ( i )=low ( i )+h( j )∗Extdata ( i j +2)
high ( i , k)= high ( i , k)+g ( j )∗Extdata ( i j +2)
enddo
enddo
do i =1, Ni/2+( l −2)/2
datos ( i )=low ( i )
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enddo
Ni=Ni/2
enddo ! Cierre descomposic iones
open (1 , f i l e=’low . dat ’ )
write (1 , 10 ) high
10 format (1X, E14 . 4 )
close (1 )
end subroutine
end module
C.2. Te´cnica combinada de resolucio´n (TCR)
Una vez determinados los valores a propagar efectuamos la simulacio´n
segu´n la te´cnica combinada de resolucio´n mediante el programa propaga.c
#include <s t d i o . h>
#include <math . h>
#include <s t r i n g . h>
#include <s t d l i b . h>
#include <complex . h>
#include <time . h>
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//#inc l ude <cuComplex . h>
//#inc l ude <c u f f t . h>
//#inc lude<c u t i l i n l i n e . h>
/∗∗ L i b r e r i a s d e l n n f f t ∗/
#include ” n f f t 3 u t i l . h”
#include ” n f f t 3 . h”
/∗ Primero vamos a probar con una de f r e cuenc i a s a tiempo ∗/
int main (void )
{
/∗ Declarac ion de v a r i a b l e s asoc iadas a l a l e c t u r a de datos ∗∗/
c l o c k t t s t a r t , tend ;
double cpu t ime used ;
int k , i , l ;
int M,N;
f loat ∗y=NULL;
int numelements=0;
int nptos ;
f loat w[ 1 2 3 ] ;
f loat value ;
f loat a0 , LD;
f loat c1 , c2 , c3 , c4 ;
f loat d1 , d2 , d3 ;
f loat e r r o r ;
f loat r e s u l t ;
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n f f t p l a n p ;
so l v e r p l an comp l ex ip ;
a0=30. ;
LD=PI /20000;
nptos=10000;
//∗∗ Coe f i c i e n t e s Yoshida ∗∗//
d1=1.351207191;
d3=d1 ;
d2=−1.702414384;
c1=(d1 / 2 . ) ;
c4=(d1 / 2 . ) ;
c3=0.5∗( d1+d2 ) ;
c2=c3 ;
/∗∗Primero l a l e c t u r a de datos ∗/
i =0;
FILE ∗ fp1 ;
fp1=fopen ( ”nd6t015 . dat” , ” r ” ) ;
while ( ( ! f e o f ( fp1 ) ) ){
f s c a n f ( fp1 , ” %f ” , &value ) ;
y=( f loat ∗) r e a l l o c (y , ( numelements+1)∗ s izeof ( f loat ∗ ) ) ;
y [ numelements++]=value ;
i=i +1;
}
p r i n t f ( ”numero t o t a l=%d\n” , i ) ;
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f c l o s e ( fp1 ) ;
M=i ;
N=i ;
/∗∗ I n i c i a l i z a e l p lan d i r e c t o ∗/
n f f t i n i t 1 d (&p , N, M) ;
/∗∗ I n i c i a l i z a e l p lan inve r so ∗/
s o l v e r i n i t c omp l e x (&ip , ( mv plan complex ∗)(&p ) ) ;
/∗∗ C r e a c i n de l pu l so ∗/
for ( k=0; k<M; k++){
p . x [ k]=−y [ k ] / a0 ;
}
for ( k=0;k<M; k++){
ip . y [ k ]=1./ cosh (p . x [ k ]∗ a0 ) ;
}
/∗∗ Pintamos l a entrada ∗/
FILE ∗ fp2 ;
fp2=fopen ( ” entrada . dat” , ”w” ) ;
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for ( k=0;k<M; k++){
f p r i n t f ( fp2 , ” %f %f \n” ,p . x [ k ]∗ a0 , cabs ( ip . y [ k ] ) ∗ cabs ( ip . y [ k ] ) ) ;
}
f c l o s e ( fp2 ) ;
/∗∗ E l e c c i n de ventana ( Tu tor i a l ) ∗/
i f (p . n f f t f l a g s & PRE ONE PSI)
n f f t p r e compute one p s i (&p ) ;
/∗∗ Valores i n i c i a l e s de l a f r e cuenc i a i g u a l e s a cero ∗/
for ( k=0;k<N; k++){
ip . f h a t i t e r [ k ]=0;
}
/∗∗Ejecuto l a primera transformada ∗/
NFFT SWAP complex( ip . f h a t i t e r , p . f h a t ) ;
n f f t t r a f o (&p ) ;
NFFT SWAP complex( ip . f h a t i t e r , p . f h a t ) ;
s o l v e r b e f o r e l o op comp l ex (&ip ) ;
/∗Resto de i t e r a c i o n e s dentro d e l primer c i c l o ∗/
for ( l =0; l <20; l++){
p r i n t f ( ”\n I t e r a c i n l=%d\n” , l ) ;
s o l v e r l o op one s t ep comp l ex (&ip ) ;
NFFT SWAP complex( ip . f h a t i t e r , p . f h a t ) ;
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n f f t t r a f o (&p ) ;
NFFT SWAP complex( ip . f h a t i t e r , p . f h a t ) ;
}
p r i n t f ( ”\n El r e s i d u a l es r=%e\n” , ip . d o t r i t e r ) ;
/∗∗ D e f i n i c i n d e l e spac io de f r e cuenc i a s ∗/
for ( k=0;k<N; k++)
w[ k]=(−N/2+k)∗2∗PI /( a0 ) ;
/∗∗ Bucle de p r o p a g a c i n ∗/
t s t a r t=c lo ck ( ) ;
for ( l =0; l<nptos ; l++){
/∗∗Apl icac ion de l operador de d i s p e r s i on ∗/
for ( k=0;k<M; k++){
ip . f h a t i t e r [ k]= ip . f h a t i t e r [ k ]∗ cexp(− I ∗w[ k ]∗w[ k ]∗0 . 5∗LD∗ c1 ) ;
}
/∗∗ Transformada inve r sa ∗/
NFFT SWAP complex( ip . f h a t i t e r , p . f h a t ) ;
135
Programas desarrollados
n f f t t r a f o (&p ) ;
NFFT SWAP complex( ip . f h a t i t e r , p . f h a t ) ;
/∗∗ Operador no− l i n e a l 1∗/
for ( k=0;k<M; k++)
p . f [ k]=p . f [ k ]∗ cexp ( I ∗ cabs (p . f [ k ] ) ∗ cabs (p . f [ k ] ) ∗LD∗d1 ) ;
for ( k=0;k<M; k++){
ip . y [ k]=p . f [ k ] ;
}
/∗Volvemos a l e spac io de l a s f r e cu enc i a s 2∗/
s o l v e r b e f o r e l o op comp l ex (&ip ) ;
for ( k=0;k<6;k++){
s o l v e r l o op one s t ep comp l ex (& ip ) ;
NFFT SWAP complex( ip . f h a t i t e r , p . f h a t ) ;
n f f t t r a f o (&p ) ;
NFFT SWAP complex( ip . f h a t i t e r , p . f h a t ) ;
}
/∗∗ A p l i c a c i n d e l operador de d i s p e r s i on 2 ∗/
for ( k=0;k<N; k++)
ip . f h a t i t e r [ k]= ip . f h a t i t e r [ k ]∗ cexp(− I ∗w[ k ]∗w[ k ]∗0 . 5∗LD∗ c2 ) ;
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/∗∗ Transformada inve r sa 2∗/
NFFT SWAP complex( ip . f h a t i t e r , p . f h a t ) ;
n f f t t r a f o (&p ) ;
NFFT SWAP complex( ip . f h a t i t e r , p . f h a t ) ;
/∗∗ Operador no− l i n e a l 2∗/
for ( k=0;k<M; k++)
p . f [ k]=p . f [ k ]∗ cexp ( I ∗ cabs (p . f [ k ] ) ∗ cabs (p . f [ k ] ) ∗LD∗d2 ) ;
for ( k=0;k<M; k++){
ip . y [ k]=p . f [ k ] ;
}
/∗Volvemos a l e spac io de l a s f r e cu enc i a s 3∗/
s o l v e r b e f o r e l o op comp l ex (&ip ) ;
for ( k=0;k<3;k++){
s o l v e r l o op one s t ep comp l ex (&ip ) ;
NFFT SWAP complex( ip . f h a t i t e r , p . f h a t ) ;
n f f t t r a f o (&p ) ;
NFFT SWAP complex( ip . f h a t i t e r , p . f h a t ) ;
}
/∗∗ A p l i c a c i n d e l operador de d i s p e r s i on 3∗/
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for ( k=0;k<N; k++)
ip . f h a t i t e r [ k]= ip . f h a t i t e r [ k ]∗ cexp(− I ∗w[ k ]∗w[ k ]∗0 . 5∗LD∗ c3 ) ;
/∗∗ Transformada inve r sa ∗/
NFFT SWAP complex( ip . f h a t i t e r , p . f h a t ) ;
n f f t t r a f o (&p ) ;
NFFT SWAP complex( ip . f h a t i t e r , p . f h a t ) ;
/∗∗ Operador no− l i n e a l 3∗/
for ( k=0;k<M; k++)
p . f [ k]=p . f [ k ]∗ cexp ( I ∗ cabs (p . f [ k ] ) ∗ cabs (p . f [ k ] ) ∗LD∗d3 ) ;
for ( k=0;k<M; k++){
ip . y [ k]=p . f [ k ] ;
}
/∗Volvemos a l e spac io de l a s f r e cu enc i a s 4∗/
s o l v e r b e f o r e l o op comp l ex (&ip ) ;
for ( k=0;k<3;k++){
s o l v e r l o op one s t ep comp l ex (&ip ) ;
NFFT SWAP complex( ip . f h a t i t e r , p . f h a t ) ;
n f f t t r a f o (&p ) ;
NFFT SWAP complex( ip . f h a t i t e r , p . f h a t ) ;
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}
/∗∗ A p l i c a c i n d e l operador de d i s p e r s i on 4 ∗/
for ( k=0;k<N; k++)
ip . f h a t i t e r [ k]= ip . f h a t i t e r [ k ]∗ cexp(− I ∗w[ k ]∗w[ k ]∗0 . 5∗LD∗ c4 ) ;
}
tend=c lock ( ) ;
cpu t ime used=((double ) ( tend−t s t a r t ) )/CLOCKS PER SEC;
p r i n t f ( ”Tiempo=%f \n” , cpu t ime used ) ;
p r i n t f ( ”\ n I t e r a c i on=%d\n” , l ) ;
/∗∗ Sa l i da en in t en s i dad ∗/
FILE ∗ fp ;
fp= fopen ( ” in t ens idad1 . dat” , ”w” ) ;
for ( k=0;k<M; k++){
f p r i n t f ( fp , ” %f %f \n” , p . x [ k ]∗ a0 , cabs (p . f [ k ] ) ∗ cabs (p . f [ k ] ) ) ;
}
f c l o s e ( fp ) ;
/∗∗ C l c u l o d e l e r ror ∗/
for ( k=0;k<M; k++){
ip . y [ k ]=1./ cosh (p . x [ k ]∗ a0 ) ;
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}
e r r o r =0;
r e s u l t =0;
for ( k=0;k<M; k++){
e r r o r= e r r o r +(( cabs (p . f [ k])− cabs ( ip . y [ k ] ) ) ∗ ∗ 2 ) ) ;
}
for ( k=0;k<M; k++){
r e s u l t= r e s u l t +(( cabs ( ip . y [ k ] ) ) ∗ ( cabs ( ip . y [ k ] ) ) ) ;
}
p r i n t f ( ”\n El e r r o r L2=%e\n” , s q r t ( e r r o r / r e s u l t ) ) ; //
/∗∗ Cierre de l a s macros∗/
s o l v e r f i n a l i z e c omp l e x (&ip ) ;
n f f t f i n a l i z e (&p ) ;
return 1 ;
}
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C.3. Runge-Kutta en el dominio de la fre-
cuencia
An˜adimos el me´todo de resolucio´n por paso al dominio de la frecuencia y
su integracio´n posterior por medio del esquema de Runge-Kutta. Se adjunta
el cuerpo principal del programa y los mo´dulos correspondientes.
program rkprop
use msimsl
use rk1mod
use rk2mod
use rk3mod
use rk4mod
parameter ( n s i z e =1024)
real ∗8 t ( n s i z e ) , t0
complex∗16 entrada ( n s i z e ) , f ent rada ( n s i z e )
complex∗16 k1 ( n s i z e ) , k2 ( n s i z e ) , k3 ( n s i z e )
complex∗16 f i n t e 2 ( n s i z e ) , f i n t e 3 ( n s i z e ) , f i n t e 4 ( n s i z e )
complex∗16 nl2 ( n s i z e ) , n l3 ( n s i z e )
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complex∗16 nl4 ( n s i z e ) , s a l i d a ( n s i z e )
! D e f i n i c i n de l a f u n c i n de entrada .
t0=5.
do i =1, n s i z e
t ( i )=−t0 +(2.∗ t0 ∗( i −1))/( ns i ze −1)
enddo
do i =1, n s i z e
entrada= 5 ./ cosh ( t )
enddo
open (2 , f i l e=’ in . dat ’ )
write (2 , 20) ( cdabs ( entrada ) )∗∗ 2 .
20 format (1X, E14 . 4 )
close (2 )
! c a l l d f f t c f ( ns i ze , entrada , f en t rada )
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do i 1 =1 ,200000
! p r i n t ∗ , i 1
! c a l l d f f t c f ( ns i ze , entrada , f en t rada )
ca l l rk1sub ( entrada , fentrada , k1 , f i n t e 2 , n l2 )
ca l l rk2sub ( fentrada , f i n t e 2 , nl2 , k2 , f i n t e 3 , n l3 )
ca l l rk3sub ( fentrada , f i n t e 3 , nl3 , k3 , f i n t e 4 , n l4 )
ca l l rk4sub ( fentrada , k1 , k2 , k3 , f i n t e 4 , nl4 , s a l i d a )
entrada=s a l i d a
! enddo
i f (mod( i1 , 1 0 0 0 ) . eq . 0 ) then
print ∗ , i 1
open (1 , f i l e=’ s a l i d a . dat ’ )
write (1 , 10) ( ( ( cdabs ( entrada ) ) ∗ ∗ 2 . ) / 2 5 . )
10 format (1X, E14 . 4 )
write ( 1 ,∗ ) ’ a ’
endif
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enddo
close (1 )
end program
module rk1mod
use msimsl
contains
subroutine rk1sub ( entrada , fentrada , k1 , f i n t e 2 , n l2 )
parameter ( n s i z e =1024)
real ∗8 pi , w( n s i z e ) , paso , t0
complex∗16 entrada ( n s i z e ) , f ent rada ( n s i z e )
complex∗16 k1 ( n s i z e ) , f i n t e 2 ( n s i z e ) , n l2 ( n s i z e ) , j
complex∗16 nl1 ( n s i z e ) , f n l 1 ( n s i z e )
! D e f i n i c i n de c t e s .
t0=5.
p i =3.141592653589
j =(0 . , 1 . )
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paso=pi /400000.
! Esca la de f r e cuenc i a s .
do i =1, n s i z e /2
w( i )=( p i ∗( i −1)∗( ns i ze −1))/( t0 ∗ n s i z e )
enddo
w( n s i z e /2+1)=( p i ∗( ns i ze −1))/(2∗ t0 )
do i =2, n s i z e /2
w( n s i z e /2+ i )=−w( n s i z e /2−( i −2))
enddo
! Comienzan l o s c l c u l o s .
ca l l d f f t c f ( ns i z e , entrada , f ent rada )
nl1= ( ( cdabs ( entrada ) )∗∗2)∗ entrada
ca l l d f f t c f ( ns i z e , nl1 , f n l 1 )
do i =1, n s i z e
k1 ( i )= paso ∗ ( ( j ∗(−w( i )∗∗2) )∗ f en t rada ( i )∗0.5+( j ∗ f n l 1 ( i ) ) )
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enddo
f i n t e 2= fent rada+(k1 /2 . )
ca l l d f f t c b ( ns i ze , f i n t e 2 , n l2 )
n l2=nl2 / n s i z e
end subroutine
end module
module rk2mod
use msimsl
contains
subroutine rk2sub ( fentrada , f i n t e 2 , nl2 , k2 , f i n t e 3 , n l3 )
parameter ( n s i z e =1024)
real ∗8 pi , w( n s i z e ) , paso , t0
complex∗16 f ent rada ( n s i z e ) , n l2 ( n s i z e )
complex∗16 k2 ( n s i z e ) , f i n t e 2 ( n s i z e ) , n l3 ( n s i z e ) , j
complex∗16 f n l 2 ( n s i z e ) , f i n t e 3 ( n s i z e )
! D e f i n i c i n de c t e s .
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t0=5.
p i =3.141592653589
j =(0 . , 1 . )
paso=pi /400000.
! Esca la de f r e cuenc i a s .
do i =1, n s i z e /2
w( i )=( p i ∗( i −1)∗( ns i ze −1))/( t0 ∗ n s i z e )
enddo
w( n s i z e /2+1)=( p i ∗( ns i ze −1))/(2∗ t0 )
do i =2, n s i z e /2
w( n s i z e /2+ i )=−w( n s i z e /2−( i −2))
enddo
! Comienzan l o s c l c u l o s .
nl2= ( ( cdabs ( n l2 ) )∗∗2)∗ nl2
ca l l d f f t c f ( ns i z e , nl2 , f n l 2 )
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do i =1, n s i z e
k2 ( i )= paso ∗ ( ( j ∗(−w( i )∗∗2 ) )∗0 . 5∗ f i n t e 2 ( i )+( j ∗ f n l 2 ( i ) ) )
enddo
f i n t e 3= fent rada+(k2 /2 . )
ca l l d f f t c b ( ns i ze , f i n t e 3 , n l3 )
n l3=nl3 / n s i z e
end subroutine
end module
module rk3mod
use msimsl
contains
subroutine rk3sub ( fentrada , f i n t e 3 , nl3 , k3 , f i n t e 4 , n l4 )
parameter ( n s i z e =1024)
real ∗8 pi , w( n s i z e ) , paso , t0
complex∗16 f ent rada ( n s i z e ) , n l3 ( n s i z e )
complex∗16 k3 ( n s i z e ) , f i n t e 3 ( n s i z e ) , n l4 ( n s i z e ) , j
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complex∗16 f n l 3 ( n s i z e ) , f i n t e 4 ( n s i z e )
! D e f i n i c i n de c t e s .
t0=5.
p i =3.141592653589
j =(0 . , 1 . )
paso=pi /400000.
! Esca la de f r e cuenc i a s .
do i =1, n s i z e /2
w( i )=( p i ∗( i −1)∗( ns i ze −1))/( t0 ∗ n s i z e )
enddo
w( n s i z e /2+1)=( p i ∗( ns i ze −1))/(2∗ t0 )
do i =2, n s i z e /2
w( n s i z e /2+ i )=−w( n s i z e /2−( i −2))
enddo
! Comienzan l o s c l c u l o s .
nl3= ( ( cdabs ( n l3 ) )∗∗2)∗ nl3
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ca l l d f f t c f ( ns i z e , nl3 , f n l 3 )
do i =1, n s i z e
k3 ( i )= paso ∗ ( ( j ∗(−w( i )∗∗2 ) )∗0 . 5∗ f i n t e 3 ( i )+( j ∗ f n l 3 ( i ) ) )
enddo
f i n t e 4= fent rada+(k3 )
ca l l d f f t c b ( ns i ze , f i n t e 4 , n l4 )
n l4=nl4 / n s i z e
end subroutine
end module
module rk4mod
use msimsl
contains
subroutine rk4sub ( fentrada , k1 , k2 , k3 , f i n t e 4 , nl4 , s a l i d a )
parameter ( n s i z e =1024)
real ∗8 pi , w( n s i z e ) , paso , t0
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complex∗16 f ent rada ( n s i z e ) , k1 ( n s i z e ) , k2 ( n s i z e ) , k3 ( n s i z e )
complex∗16 k4 ( n s i z e ) , n l4 ( n s i z e ) , j , f n l 4 ( n s i z e )
complex∗16 f i n t e 4 ( n s i z e ) , s a l i d a ( n s i z e )
! D e f i n i c i n de c t e s .
t0=5.
p i =3.141592653589
j =(0 . , 1 . )
paso=pi /400000.
! Esca la de f r e cuenc i a s .
do i =1, n s i z e /2
w( i )=( p i ∗( i −1)∗( ns i ze −1))/( t0 ∗ n s i z e )
enddo
w( n s i z e /2+1)=( p i ∗( ns i ze −1))/(2∗ t0 )
do i =2, n s i z e /2
w( n s i z e /2+ i )=−w( n s i z e /2−( i −2))
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enddo
! Comienzan l o s c l c u l o s .
nl4= ( ( cdabs ( n l4 ) )∗∗2)∗ nl4
ca l l d f f t c f ( ns i z e , nl4 , f n l 4 )
do i =1, n s i z e
k4 ( i )= paso ∗ ( ( j ∗(−w( i )∗∗2 ) )∗0 . 5∗ f i n t e 4 ( i )+( j ∗ f n l 4 ( i ) ) )
enddo
f en t rada= fent rada+(k1 /6.)+( k2 /3.)+( k3 /3.)+( k4 /6 . )
ca l l d f f t c b ( ns i ze , fentrada , s a l i d a )
s a l i d a=s a l i d a / n s i z e
end subroutine
end module
C.4. Resolucio´n en paralelo CUDA
El me´todo de resolucio´n en paralelo se an˜ade como ejemplo del uso de
procesadores gra´ficos para la resolucio´n de la SNLE.
#include <s t d l i b . h>
#include <s t d i o . h>
#include <s t r i n g . h>
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#include <math . h>
#include <param . h>
#include <complex . h>
// CUDA inc l ud e s
#include <math constants . h>
#include <cuComplex . h>
#include <c u f f t . uh>
#include <cuda runtime . h>
#include <c u t i l i n l i n e . h>
stat ic void i n i t i a l i z e ( int , double , int argc , char∗∗ argv ) ;
stat ic void propagate sn l e ( ) ;
stat ic void propagate ( ) ;
stat ic void propagateData ( cuDoubleComplex ∗ , int , cuDoubleComplex ∗ , doub
stat ic void propagateDataNL ( cuDoubleComplex ∗ , int , double ) ;
stat ic d e v i c e i n l i n e cuDoubleComplex propagateL inea l ( cuDoubleComplex ,
stat ic d e v i c e i n l i n e cuDoubleComplex propagateNoLineal ( cuDoubleComplex
/∗
Comienza l a d e f i n i c i o n de l o s parametros y de l o s arrays
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∗/
cuDoubleComplex∗ h data ;
double∗ t data ;
double∗ w data ;
cuDoubleComplex∗ h D11 ;
double∗ h c ;
double∗ h d ;
double∗ h out ;
double∗ h in ;
double∗ h amu ;
double∗ h fa s eu ;
cuDoubleComplex ∗d data ;
cuDoubleComplex ∗d D11 ;
cu f f tHand le plan ;
cudaEvent t startEvent , stopEvent ;
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double t0 =20. ;
double paso =0.001;
double D=1. ;
int nptos =150000;
double nguarda=nptos ;
/∗
Funcion main
∗/
int main ( int argc , char∗∗ argv )
{
i n i t i a l i z e (N SIZE , t0 , argc , argv ) ;
p ropagatecg l e ( ) ;
c u t i l E x i t ( argc , argv ) ;
}
/∗
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Funcion i n i t i a l i z e
∗/
void i n i t i a l i z e ( int NSIZE , double t0 , int argc , char∗∗ argv )
{
cudaSetDevice (0 ) ;
cudaEventCreate(&startEvent ) ;
cudaEventCreate(&stopEvent ) ;
/∗
I n i c i a l i z a c i o n de l o s arrays
∗/
h data = ( cuDoubleComplex ∗) mal loc (2∗ s izeof ( cuDoubleComplex )∗N SIZE )
t data =(double∗) mal loc (2∗ s izeof (double )∗N SIZE ) ;
w data =(double∗) mal loc (2∗ s izeof (double )∗N SIZE ) ;
h D11 = ( cuDoubleComplex ∗) mal loc (2∗ s izeof ( cuDoubleComplex )∗N SIZE ) ;
h c = (double∗) mal loc (4∗ s izeof (double ) ) ;
h d = (double∗) mal loc (3∗ s izeof (double ) ) ;
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h out = (double∗) mal loc (2∗ s izeof (double )∗N SIZE ) ;
h in = (double∗) mal loc (2∗ s izeof (double )∗N SIZE ) ;
for (unsigned int i= 1 ; i <= 2∗N SIZE ; ++i ) {
t data [ i−1]=−t0 +(2.∗ t0 ∗( i −1))/(2∗N SIZE−1);
}
for (unsigned int i=1 ; i<= N SIZE ; ++i ) {
w data [ i −1]=(PI ∗( i −1)∗(2∗N SIZE−1))/( t0 ∗2∗N SIZE ) ;
}
w data [ N SIZE]=(PI ∗(2∗N SIZE−1))/(2∗ t0 ) ;
for (unsigned int i=2 ; i<= N SIZE ; ++i ) {
w data [ N SIZE+i−1]=−w data [ N SIZE−( i −1) ] ;
}
for (unsigned int i=1 ; i<=2∗N SIZE ; ++i ){
h D11 [ i −1]=(−(w data [ i −1]∗w data [ i −1 ] ) / 2 . ) ;
}
// Valores de l o s c o e f i c i e n t e s de cuar to orden
157
Programas desarrollados
h c [0 ]=0 .675603596 ;
h c [3 ]=0 .675603596 ;
h c [1]=−0.175603596;
h c [2]=−0.175603596;
h d [0 ]=1 .351207192 ;
h d [1]=−1.702414384;
h d [2 ]=1 .351207192 ;
// Pulso de entrada
for (unsigned int i = 0 ; i <= N SIZE−1 ; ++i ) {
h data [ i ]=1./ cosh ( t data [ i ] ) ;
}
cudaMalloc ( ( void∗∗)&d data , memsize ) ;
cudaMemcpy( d data , h data , memsize , cudaMemcpyHostToDevice ) ;
cudaMalloc ( ( void∗∗)&d D11 , memsize ) ;
cudaMemcpy(d D11 , h D11 , memsize , cudaMemcpyHostToDevice ) ;
cu f f tP lan1d (&plan , 2∗N SIZE , CUFFT Z2Z , 1 ) ;
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}
/∗
Funcion propagate
∗/
void propagate ( )
{
for (unsigned int m=0 ; m<=3; ++m){
cuf ftExecZ2Z ( plan , ( cuDoubleComplex ∗) d data , ( cuDoubleComplex ∗) d data ,CUFFT
propagateData<<<NBLOCK,NHILOS>>>(d data , 2∗N SIZE , d D11 , h c [m] ) ;
cuf ftExecZ2Z ( plan , ( cuDoubleComplex ∗) d data , ( cuDoubleComplex ∗) d data ,CUFFT
propagateDataNL<<<NBLOCK,NHILOS>>>(d data ,2∗N SIZE , h d [m] ) ;
}
}
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/∗
Funcion propaga t e sn l e
∗/
void propagate sn l e ( )
{
cudaEventRecord ( startEvent , 0 ) ;
cuDoubleComplex∗ h da t a f i n a l=(cuDoubleComplex ∗) mal loc (2∗ s izeof ( cuDo
FILE ∗ fp1 ;
fp1=fopen ( ” . / data/ sp s a l i d a2 . dat” , ”w” ) ;
for (unsigned int k=1 ; k<=nptos ; ++k){
propagate ( ) ;
}
cudaEventRecord ( stopEvent , 0 ) ;
cudaEventSynchronize ( stopEvent ) ;
f loat mi l l i s e c ond s = 0 ;
cudaEventElapsedTime(&mi l l i s e c ond s , startEvent , stopEvent ) ;
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p r i n t f ( ” t : %f ms\n” , m i l l i s e c ond s ) ;
f c l o s e ( fp1 ) ;
cu f f tDe s t r oy ( plan ) ;
f r e e ( h data ) ;
f r e e ( h da t a f i n a l ) ;
f r e e (h amu ) ;
f r e e ( h f a s eu ) ;
f r e e ( h out ) ;
f r e e ( h D11 ) ;
f r e e ( h c ) ;
f r e e ( h d ) ;
cudaFree ( d data ) ;
cudaFree ( w data ) ;
cudaFree ( d D11 ) ;
cudaThreadExit ( ) ;
cudaDeviceReset ( ) ;
}
// Funciones
stat ic d e v i c e h o s t i n l i n e cuDoubleComplex propagateL inea l ( cuDoub
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{
cuDoubleComplex h ;
h= a∗ cexpf (−1.∗D11∗paso∗ I ) ;
return h ;
}
stat ic d e v i c e h o s t i n l i n e cuDoubleComplex propagateNoLineal (
{
cuDoubleComplex c ;
double a2=a . x∗a . x+a . y∗a . y ;
c=a∗ cexpf ( a2∗paso∗d d ) ;
return c ;
}
stat ic g l o b a l void propagateData ( cuDoubleComplex∗ a , int s i z e , c
{
double norm=1./(double ) s i z e ;
double paso =0.001; // 0.001 f ;
const int numThreads = blockDim . x ∗ gridDim . x ;
const int threadID = blockIdx . x ∗ blockDim . x + threadIdx . x ;
for ( int i = threadID ; i < s i z e ; i += numThreads ){
a [ i ]= propagateL inea l ( a [ i ] , D11 [ i ] , paso , d c , norm ) ;
}
}
stat ic g l o b a l void propagateDataNL ( cuDoubleComplex∗ a , int s i z e
{
double paso =0.001; // 0.002 f ;
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const int numThreads = blockDim . x ∗ gridDim . x ;
const int threadID = blockIdx . x ∗ blockDim . x + threadIdx . x ;
for ( int i = threadID ; i < s i z e ; i += numThreads ){
a [ i ]=propagateNoLineal ( a [ i ] , paso , d d ) ;
}
}
C.5. Ca´lculo autovalores en la SNLE
Para finalizar presentamos el programa que nos permite calcular los au-
tovalores asociados a la SNLE segu´n la teor´ıa de scattering directo.
program j u l i a
use msimsl
parameter ( n s i z e =4096)
real ∗8 p i
complex∗16 j
complex∗16 im , r1 ( 2 , 2 ) , r2 ( 2 , 2 ) , r3 ( 2 , 2 ) , c1 , c2 , c3
complex∗16 input ( n s i z e ) , iden (2 , 2 ) , f1 , f2 , f 3
complex∗16 t1 ( 2 , 2 ) , t2 ( 2 , 2 ) , t3 (2 , 2 )
real ∗8 t ( n s i z e ) , k1 ( n s i z e ) , k2 ( n s i z e ) , k3 ( n s i z e )
real c on t r o l
im = (0 . 0 , 1 . 0 )
j =(0 . , 1 . )
p i= 3.141592653589793
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t0= 5 .
! Esca la de t iempos (Ojo con l a d e f i n i c i o n )
do i =1, n s i z e
t ( i )=−t0+(2∗ t0 ∗( i −1)/( ns i ze −1))
enddo
c1 = (0 . 0 1 , 1 . 8 )
c2 = (0 . 0 1 , 1 . 05 )
! Pulsos de entrada
! do i1=1, 101
! p r i n t ∗ , i 1
do i =1, n s i z e
input ( i )= 2 ./ cosh ( ( t ( i )+0 . ) )
enddo
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! Cte . de s e p a r a c i n
d = abs ( t (3333) − t (3334) )
! De f in i c i on de l a matr iz i d en t i dad
iden (1 , 1 ) = 1
iden (1 , 2 ) = 0
iden (2 , 1 ) = 0
iden (2 , 2 ) = 1
! D e f i n i c i n d e l p a r m e t r o k1 ( Origen de coordenadas )
f 3 = ( 1 . , 0 . )
c on t r o l = 0.00000000001
do while ( abs ( f 3 ) . gt . c on t r o l )
do l =1, n s i z e
k1 ( l )= cdsqr t (−( cdabs ( input ( l ) ) )∗∗2 − ( c1 ∗∗2) )
enddo
! Ca lcu lo de l a imagen para e l or i gen c1
do l =1, n s i z e
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i f ( l . eq . 1 ) then
t1= iden
endif
r1 (1 , 1 ) = ( cosh ( k1 ( l )∗d ) ) − ( ( im∗ c1 )/ k1 ( l ) )∗ s inh ( k1 ( l )∗d)
r1 (1 , 2 ) = ( input ( l )/ k1 ( l ) )∗ s inh ( k1 ( l )∗d)
r1 (2 , 1 ) = (−conjg ( input ( l ) )/ k1 ( l ) )∗ s inh ( k1 ( l )∗d)
r1 (2 , 2 ) = ( cosh ( k1 ( l )∗d ) ) + ( ( im∗ c1 )/ k1 ( l ) )∗ s inh ( k1 ( l )∗d)
t1 = matmul ( t1 , r1 )
enddo
f 1 = t1 (1 ,1 )∗ exp ( 2 .∗ im∗ c1∗ t0 )
! De f in i c i on de l a imagen de l segundo punto .
do l =1, n s i z e
k2 ( l )= cdsqr t (−( cdabs ( input ( l ) ) )∗∗2 − ( c2 ∗∗2) )
enddo
do l =1, n s i z e
i f ( l . eq . 1 ) then
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t2= iden
endif
r2 (1 , 1 ) = ( cosh ( k2 ( l )∗d ) ) − ( ( im∗ c2 )/ k2 ( l ) )∗ s inh ( k2 ( l )∗d)
r2 (1 , 2 ) = ( input ( l )/ k2 ( l ) )∗ s inh ( k2 ( l )∗d)
r2 (2 , 1 ) = (−conjg ( input ( l ) )/ k2 ( l ) )∗ s inh ( k2 ( l )∗d)
r2 (2 , 2 ) = ( cosh ( k2 ( l )∗d ) ) + ( ( im∗ c2 )/ k2 ( l ) )∗ s inh ( k2 ( l )∗d)
t2 = matmul ( t2 , r2 )
enddo
f 2 = t2 (1 ,1 )∗ exp ( 2 .∗ im∗ c2∗ t0 )
! Ca lcu lo de l a r a i z metodo de Newton
c3 = c1 − ( ( f 1 ∗( c2−c1 ) ) / ( f2−f 1 ) )
c1 = c2
c2 = c3
do l =1, n s i z e
k3 ( l )= cdsqr t (−( cdabs ( input ( l ) ) )∗∗2 − ( c3 ∗∗2) )
enddo
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do l =1, n s i z e
i f ( l . eq . 1 ) then
t3= iden
endif
r3 (1 , 1 ) = ( cosh ( k3 ( l )∗d ) ) − ( ( im∗ c3 )/ k3 ( l ) )∗ s inh ( k3 ( l )∗d)
r3 (1 , 2 ) = ( input ( l )/ k3 ( l ) )∗ s inh ( k3 ( l )∗d)
r3 (2 , 1 ) = (−conjg ( input ( l ) )/ k3 ( l ) )∗ s inh ( k3 ( l )∗d)
r3 (2 , 2 ) = ( cosh ( k3 ( l )∗d ) ) + ( ( im∗ c3 )/ k3 ( l ) )∗ s inh ( k3 ( l )∗d)
t3 = matmul ( t3 , r3 )
enddo
f 3 = t3 (1 ,1 )∗ exp (2∗ im∗ c3∗ t0 )
! Almacenamiento de datos
! open (3 , f i l e =’ r a i z r . dat ’ )
open (4 , f i l e =’ r a i z i 5 . dat ’ )
enddo ! e s t e corresponde a l buc l e do−whi l e
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! wr i t e (3 ,∗) −2.∗ d r ea l ( c3 )
write ( 4 ,∗ ) dimag ( c3 )
print ∗ , dimag ( c3 )
! enddo ! Este corresponde a l a generacion de pu l s o s .
end program
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