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ON THE STRUCTURE OF SPACES OF VECTOR-VALUED
LIPSCHITZ FUNCTIONS
LUIS GARCI´A-LIROLA, COLIN PETITJEAN, AND ABRAHAM RUEDA ZOCA
Abstract. We analyse the strong connections between spaces of vector-
valued Lipschitz functions and spaces of linear continuous operators. We
apply these links to study duality, Schur properties and norm attainment
in the former class of spaces as well as in their canonical preduals.
1. Introduction
The problem of whether Lipschitz-free Banach spaces (F(M)), which are
canonical preduals of spaces of Lipschitz functions (Lip(M)), are themselves
dual ones has been studied for a long time (see e.g. [5, 6, 16, 26]). For in-
stance, given a compact (respectively proper) metric space M , it is known
that F(M) is the dual of lip(M) (respectively S(M)) under some addi-
tional assumptions on M (see formal definitions below). The vector-valued
version of previous spaces F(M,X) has been recently introduced in [3] as
a predual of the space of vector-valued Lipschitz functions Lip(M,X∗) in
the spirit of the scalar version. Moreover, in [3, Proposition 1.1], it is
proved that F(M,X) is linearly isometrically isomorphic to F(M)⊗̂πX.
So, basic tensor product theory yields a canonical predual of vector-valued
Lipschitz-free Banach spaces, namely the injective tensor product of the
predual of each factor, whenever they exist and verify some natural condi-
tions. On the other hand, natural vector-valued extensions of the preduals
of F(M), namely lip(M,X) and S(M,X), have been recently considered in
[11, 14] and identified with a suitable subspace of compact operators from
X∗ to Lip(M). Consequently, in order to generalise the preduality results
to the vector-valued setting, it is a natural question whether the equality
S(M,X) = S(M)⊗̂εX holds. We will show that it is the case under suitable
assumptions on M and X.
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The identification of vector-valued Lipschitz-free Banach spaces with a
projective tensor product not only motivates the problem of analysing du-
ality but also other properties. Some of them have been even analysed in
the scalar version such as approximation properties or Schur property. As
approximation properties are preserved by injective as well as by projective
tensor products [13], it is straightforward that such properties on F(M,X)
actually rely on the scalar case F(M). Nevertheless, it is an open problem
if the Schur property is preserved by projective tensor product [8, Remark
6], so it is natural to wonder which conditions on M and X guarantee that
F(M,X) enjoys the Schur property, a problem which has been previously
considered in the scalar framework [12, 16].
Finally, it is a natural question how different notions of norm-attainment
in Lip(M,X) are related. On the one hand, in this space there is a clear
notion of norm-attainment for a Lipschitz function. On the other hand,
the equality Lip(M,X) = L(F(M),X) yields the classical notion of norm-
attainment considered in spaces of linear and continuous operators. So we
can wonder when the previous concepts agree and, in such a case, anal-
yse when the class of Lipschitz functions which attain its norm is dense in
Lip(M,X), a problem motivated by the celebrated Bishop-Phelps theorem
and recently studied in [10] and [15].
The paper is organised as follows. In Section 2 we will explore the dual-
ity problem and get the two main results of the section. On the one hand,
in Theorem 2.4 we get that S(M,X)∗ = F(M,X∗) whenever M is proper
satisfying S(M)∗ = F(M) and either X∗ or F(M) has the approximation
property. On the other hand, we prove in Theorem 2.9 that lipτ (M,X)
∗ =
F(M,X∗) whenever either F(M) or X∗ has the approximation property and
(M, τ) satisfies the assumptions under which F(M) = lipτ (M)
∗ in [16, The-
orem 6.2]. So, previous results are vector-valued extensions of the preduality
results in the real case given in [6] and [16]. In Section 3 we take advantage
of the theory of tensor products to study the (hereditary) Dunford-Pettis
property on S(M,X) and the (strong) Schur property on F(M,X). More
precisely, we prove that S(M,X) has the hereditary Dunford-Pettis property
and does not contain any isomorphic copy of ℓ1 whenever X satisfies those
two conditions and M is a proper metric space such that S(M)∗ = F(M)
(Theorem 3.2). As a direct corollary, we obtain under the same assump-
tions that F(M,X∗) has the strong Schur property. We end this section by
extending a result of Kalton to the vector-valued setting by proving that if
M is uniformly discrete and X has the Schur property, then F(M,X) has
the Schur property (Proposition 3.4). This last result provides examples
of Banach spaces with the Schur property such that their projective tensor
product also enjoys this property. Furthermore, in Section 4, we will deal
with the problem of norm-attainment, proving in Proposition 4.4 denseness
of NA(F(M),X∗∗) in L(F(M),X∗∗) whenever M is a proper metric space
satisfying S(M)∗ = F(M) and either F(M) or X∗ has the approximation
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property. Finally, in Section 5 we will pose some open problems and make
some related comments.
Notation. Given a metric space M , B(x, r) (respectively B(x, r)) de-
notes the open (respectively closed) ball in M centered at x ∈ M with
radius r. According to [16], by a gauge we will mean a continuous, subad-
ditive and increasing function ω : R+0 −→ R
+
0 verifying that ω(0) = 0 and
that ω(t) ≥ t for every t ∈ [0, 1]. We will say that a gauge ω is non-trivial
whenever lim
t→0
ω(t)
t
= ∞. Throughout the paper we will only consider real
Banach spaces. Given a Banach space X, we will denote by BX (respec-
tively SX) the closed unit ball (respectively the unit sphere) of X. We will
also denote by X∗ the topological dual of X. We will denote by X⊗̂πY
(respectively X⊗̂εY ) the projective (respectively injective) tensor product
of Banach spaces. For a detailed treatment and applications of tensor prod-
ucts, we refer the reader to [23]. In addition, L(X,Y ) (respectivelyK(X,Y ))
will denote the space of continuous (respectively compact) operators from
X to Y . Moreover, given topologies τ1 on X and τ2 on Y , we will denote by
Lτ1,τ2(X,Y ) and Kτ1,τ2(X,Y ) the respective subspaces of τ1-τ2 continuous
operators. According to [23, Proposition 4.1], a Banach space X is said to
have the approximation property (AP) whenever given a compact subset K
of X and a positive ε there exists a finite rank operator S ∈ L(X,X) such
that ‖x−S(x)‖ < ε for all x ∈ K. Note that this property obviously passes
through to preduals.
Given a metric space M with a designated origin 0 and a Banach space
X, we will denote by Lip(M,X) the Banach space of all X-valued Lipschitz
functions on M which vanish at 0 under the standard Lipschitz norm
‖f‖ := sup
{
‖f(x)− f(y)‖
d(x, y)
: x, y ∈M,x 6= y
}
.
First of all, note that we can consider any point of M as an origin with
no loss of generality, because the resulting Banach spaces turn out to be
isometrically isomorphic. Moreover, it is known that Lip(M,X∗) is a dual
Banach space, with a canonical predual given by
F(M,X) := span{δm,x : m ∈M,x ∈ X} ⊆ Lip(M,X
∗)∗,
where δm,x(f) := f(m)(x) for every m ∈ M,x ∈ X and f ∈ Lip(M,X
∗)
(see [3]). Furthermore, it is known that, for every metric space M and every
Banach space X, Lip(M,X) = L(F(M),X) (e.g. [14]) and that F(M,X) =
F(M)⊗̂πX (see [3, Proposition 1.1]).
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We will also consider the following spaces of vector-valued Lipschitz func-
tions.
lip(M,X) :=
{
f ∈ Lip(M,X) : ∃ lim
ε→0
sup
0<d(x,y)<ε
‖f(x)− f(y)‖
d(x, y)
= 0
}
,
S(M,X) :=
f ∈ lip(M,X) : ∃ limr→∞ supx or y/∈B(0,r)
x 6=y
‖f(x)− f(y)‖
d(x, y)
= 0
 .
We will avoid the reference to the Banach space when it is R in the above
definitions. Finally, we will say that a subspace S ⊂ Lip(M) separates points
uniformly if there exists a constant c ≥ 1 such that for every x, y ∈M there
is f ∈ S satisfying ||f || ≤ c and f(x) − f(y) = d(x, y). Recall that if M is
a proper metric space then S(M) separates points uniformly if, and only if,
it is a predual of F(M) [6].
2. Duality results on vector-valued Lipschitz-free Banach
spaces
Let (M,d) be a metric space, X be a Banach space and assume that
there exists a subspace S of Lip0(M) such that S
∗ = F(M). Note that
basic tensor theory yields the following identification:
F(M,X∗) = F(M)⊗̂πX
∗ = (S⊗̂εX)
∗
whenever either F(M) or X∗ has (AP) and either F(M) or X∗ has the
Radon-Nikody´m property (RNP)(see [23, Theorem 5.33]) However, the nat-
ural question here is when we can give a representation of a predual of
F(M,X) as a subspace of Lip(M,X∗).
It has been recently proved in [11, Theorem 5.2] that S(M,X) is iso-
metrically isomorphic to Kw∗,w(X
∗, S(M)) whenever M is proper. Conse-
quently, in order to prove that S(M,X)∗ = F(M,X∗) = F(M)⊗̂πX
∗ under
natural assumptions on M , we shall begin by analysing when the equal-
ity Kw∗,w(X
∗, Y ) = X⊗̂εY holds. In order to do that, we shall need to
introduce two results.
Lemma 2.1. Let X,Y be Banach spaces. Then T 7→ T ∗ defines an isometry
from Kw∗,w(X
∗, Y ) onto Kw∗,w(Y
∗,X).
Proof. Let T ∈ K(X∗, Y ) ∩ Lw∗,w(X
∗, Y ). Then T ∗ ∈ K(Y ∗,X∗∗). More-
over, given y∗ ∈ Y ∗, we have that T ∗(y∗) = y∗ ◦ T : X∗ → R is weak-star
continuous and thus T ∗(y∗) ∈ X. Therefore T ∗ ∈ K(Y ∗,X). Since T ∗ is
σ(Y ∗, Y ) − σ(X∗∗,X∗)-continuous, we get T ∗ ∈ Lw∗,w(Y
∗,X). Conversely,
if R ∈ K(Y ∗,X) ∩ Lw∗,w(Y
∗,X) then R∗ ∈ K(X∗, Y ) ∩ Lw∗,w(X
∗, Y ) and
R∗∗ = R.
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Next proposition is well-known (see Remark 1.2 in [22]), although we
have not found any proof in the literature. We include it here for the sake
of completeness.
Proposition 2.2. Let X and Y be Banach spaces and assume that either
X or Y has (AP). Then Kw∗,w(X
∗, Y ) = X⊗̂εY .
Proof. By the above lemma we may assume that Y has the (AP). Clearly
the inclusion ⊇ holds, so let us prove the reverse one. To this aim pick
T : X∗ −→ Y a compact operator which is w∗ − w continuous. We will
approximate T in norm by a finite-rank operator following word by word the
proof of [23, Proposition 4.12]. As Y has the (AP) we can find R : Y −→ Y
a finite-rank operator such that ‖x−R(x)‖ < ε for every x ∈ T (BX∗), and
define S := R ◦T . S is clearly a finite-rank operator such that ‖S −T‖ < ε.
As S is a finite rank operator, then S =
∑n
i=1 x
∗∗
i ⊗ yi for suitable n ∈
N, x∗∗i ∈ X
∗∗ and yi ∈ Y . Moreover S is w
∗ − w continuous. Indeed, the
fact that S is w∗ − w continuous means that, for every y∗ ∈ Y ∗, one has
y∗ ◦ S =
n∑
i=1
y∗(yi)x
∗∗
i : X
∗ −→ R
is a weak-star continuous functional, so
∑n
i=1 y
∗(yi)x
∗∗
i ∈ X for each y
∗ ∈
Y ∗. Note that an easy argument of bilinearity allows us to assume that
{y1, . . . , yn} are linearly independent. Now, a straightforward application
of Hahn-Banach theorem yields that, for every i ∈ {1, . . . , n}, there exists
y∗i ∈ Y
∗ such that y∗j (yi) = δij . Therefore, for every j ∈ {1, . . . , n}, one has
X ∋ y∗j ◦ S =
n∑
i=1
y∗j (yi)x
∗∗
i =
n∑
i=1
δijx
∗∗
i = x
∗∗
j .
Consequently we get that S ∈ X ⊗ Y . Summarising, we have proved that
each element of Kw∗,w(X
∗, Y ) can be approximated in norm by an element
of X ⊗ Y , so
Kw∗,w(X
∗, Y ) = X⊗̂εY
and we are done.
As a consequence of Proposition 2.2 and [11, Theorem 5.2] we get the
following.
Corollary 2.3. Let M be a proper pointed metric space. If either S(M) or
X has (AP), then S(M,X) is linearly isometrically isomorphic to S(M)⊗̂εX.
Above corollary as well as basic theory of tensor product spaces give us
the key for proving our first duality result in the vector-valued setting.
Theorem 2.4. Let M be a proper pointed metric space and let X be a
Banach one. Assume that S(M) separates points uniformly. If either F(M)
or X∗ has (AP), then
S(M,X)∗ = F(M,X∗).
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Proof. As S(M) separates points uniformly, S(M)∗ = F(M) [6]. Thus
S(M) is an Asplund space. Consequently, we get from above corollary and
from [23, Theorem 5.33] that
S(M,X)∗ = (S(M)⊗̂εX)
∗ = F(M)⊗̂πX
∗ = F(M,X∗),
so we are done.
Next proposition enlarges the class of metric spaces in which above the-
orem applies.
Proposition 2.5. Let M be a proper metric space. If (M,ω ◦d) is a proper
Ho¨lder metric space where ω is a non trivial gauge, then S(M) separates
points uniformly.
Proof. We will adapt the technique done in [16, Proposition 3.5] for the
compact case. We will show that, for every x 6= y ∈ M and every ε > 0,
there exists f ∈ lip(M,dω) such that |f(x) − f(y)| ≥ dω(x, y) − ε and
‖f‖Lipω ≤ 1 (where dω denotes ω ◦ d). Fix ε > 0 and let x 6= y ∈ M . We
denote a = dω(x, y) and define ϕ: [0,+∞[→ [0,+∞[ by the equation:
ϕ(t) =

t if 0 ≤ t < a− ε,
a− ε if a− ε ≤ t < a+ ε,
−t+ 2a if a+ ε ≤ t < 2a,
0 if 2a ≤ t.
Notice that ‖ϕ‖Lip ≤ 1. For every n ∈ N we define a new gauge
ωn(t) = inf{ω(s) + n(t− s) ; 0 ≤ s ≤ t}.
Note that, for every t ∈ [0,+∞[, one has that ωn(t) −→
n→+∞
ω(t). Finally, for
n ∈ N, we consider hn defined on M by hn(z) = ϕ(dωn(z, y))−ϕ(dωn(0, y)).
It is straightforward to check that, for n large enough, |hn(x) − hn(y)| =
a− ε = dω(x, y) − ε. Moreover, given z and z
′ in M , straightforward com-
putations yields the following
|hn(z)− hn(z
′)| = |ϕ(dωn(z, y))− ϕ(dωn(z
′, y))|
≤ ‖ϕ‖Lip|dωn(z, y)− dωn(z
′, y)|
≤ dωn(z, z
′).
Furthermore, from the definition of ωn, it follows
dωn(z, z
′) ≤ dω(z, z
′) and dωn(z, z
′) ≤ nd(z, z′).
Now the first of above inequalities shows that ‖hn‖Lip ≤ 1 while the second
one proves that hn ∈ Lip(M,d) ⊂ lip(M,dω). It remains to prove that
hn ∈ S(M). To this aim, fix η > 0, and pick r > 2a + dω(0, y) such that
a
r − 2a− dω(0, y)
≤ η. Now let z and z′ be inM , and let us discuss by cases:
• If z and z′ are not in B(0, r), then |hn(z)− hn(z
′)| = 0 < η.
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• Now suppose that z 6∈ B(0, r) and z′ ∈ B(0, r). Now we can still
distinguish two more cases:
– First assume that dω(z
′, y) ≥ 2a. Then hn(z) = hn(z
′) = 0 and
so |hn(z)− hn(z
′)| < η again trivially holds.
– On the other hand, if dω(z
′, y) < 2a, then |hn(z
′)| ≤ a and so
|hn(z)− hn(z
′)|
dω(z, z′)
≤
a
dω(z, 0) − dω(z′, y)− dω(0, y)
≤
a
r − 2a− dω(0, y)
≤ η.
This proves that hn ∈ S(M) and concludes the proof.
Now we will exhibit some examples of metric and Banach spaces in which
Theorem 2.4 applies.
Corollary 2.6. Let M be a proper metric space and X be a Banach space.
Then S(M,X)∗ = F(M,X∗) whenever M and X satisfy one of the following
assumptions:
(1) M is countable.
(2) M is ultrametric.
(3) (M,ω ◦ d) is a Ho¨lder metric space where ω is a non trivial gauge,
and either F(M) or X∗ has (AP).
(4) M is the middle third Cantor set.
Proof. IfM satisfies either (1) or (2), then S(M) separates points uniformly
and F(M) has the approximation property [6]. Thus Theorem 2.4 applies.
Moreover, ifM satisfies (3) then Proposition 2.5 does the work. Finally, [26,
Proposition 3.2.2] yields (4).
Throughout the rest of the section we will consider a bounded metric
space (M,d) and a topology τ on M such that (M, τ) is compact and d is
τ -lower semicontinuous. We will consider
lipτ (M) = lip(M) ∩ C(M, τ),
the space of little-Lipschitz functions which are τ -continuous onM . SinceM
is bounded, lipτ (M) is a closed subspace of lip(M) and thus it is a Banach
space. Moreover, Kalton proved in [16, Theorem 6.2] that lipτ (M)
∗ = F(M)
whenever M is separable and complete and the following condition holds:
(P) ∀x, y ∈M ∀ε > 0 ∃f ∈ Blipτ (M) : |f(x)− f(y)| ≥ d(x, y) − ε.
Recall that above condition holds if, and only if, lipτ (M) is 1-norming for
F(M) [16, Proposition 3.4].
Now we can wonder whether there is a natural extension of this result to
the vector-valued case. We will prove, following similar ideas to the ones of
[11, Section 5], that under suitable assumptions the space
lipτ (M,X) := lip(M,X) ∩ {f : M → X : f is τ − || · || continuous}
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is a predual of F(M,X∗).
For this, we shall begin by characterising relative compactness in lipτ (M).
Lemma 2.7. Let (M,d) be a metric space of radius R and τ a topology on
M such that (M, τ) is compact and d is τ -lower semicontinuous. Let F be
a subset of lipτ (M). Then F is relatively compact in lipτ (M) if, and only
if, the following three conditions hold:
(1) F is bounded.
(2) F satisfies the following uniform little-Lipschitz condition: for every
ε > 0 there exists a positive δ > 0 such that
sup
0<d(x,y)<δ
|f(x)− f(y)|
d(x, y)
< ε
for every f ∈ F .
(3) F is equicontinuous in C((M, τ)), i.e. for every x ∈ M and every
ε > 0 there exists U a τ -neighbourhood of x such that y ∈ U implies
sup
f∈F
|f(x)− f(y)| < ε.
Proof. In [16, Theorem 6.2] it is proved that lipτ (M) is isometrically iso-
morphic to a subspace of a space of continuous functions on a compact
set. Indeed, let K := {(x, y, t) ∈ (M, τ) × (M, τ) × [0, 2R] : d(x, y) ≤ t}.
Then K is compact by τ -lower semicontinuity of d. Moreover, the map
Φ: lipτ (M)→ C(K) defined by
Φ(f)(x, y, t) :=
{
f(x)−f(y)
t
t 6= 0,
0 otherwise.
is a linear isometry. Therefore, we have that F is relatively compact if, and
only if, Φ(F) is relatively compact. By Ascoli-Arzela` theorem we get that
F is relatively compact if, and only if, Φ(F) is bounded and equicontinuous
in C(K). We will first assume that conditions (1), (2) and (3) hold. It is
clear that Φ(F) is bounded, so let us prove equicontinuity of Φ(F). To this
aim pick (x, y, t) ∈ K. Now we have two possibilities:
(i) If t 6= 0 we can find positive number η < t such that t′ ∈]t− η, t+ η[
implies
∣∣1
t
− 1
t′
∣∣ < ε4Rα , where α = supf∈F ||f ||. Now, as x and y
are two points of M and F verifies condition (3), we conclude the
existence of U a τ -neighbourhood of x and V a τ -neighbourhood of y
in M verifying x′ ∈ U, y′ ∈ V implies |f(x)−f(x′)|+ |f(y)−f(y′)| <
εt
2 for every f ∈ F . Now, given (x
′, y′, t′) ∈ (U×V×]t−η, t+η[)∩K,
one has
|Φf(x, y, t)− Φf(x′, y′, t′)| =
∣∣∣∣f(x)− f(y)t − f(x′)− f(y′)t′
∣∣∣∣ ≤∣∣∣∣1t − 1t′
∣∣∣∣ |f(x′)− f(y′)|+ 1t |f(x)− f(x′) + f(y)− f(y′)|
≤
ε
4Rα
||f ||d(x′, y′) +
εt
2t
≤
ε
2
+
ε
2
= ε
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for every f ∈ F , which proves equicontinuity of Φ(f) at (x, y, t).
(ii) If t = 0 then x = y. Pick an arbitrary ε > 0. By (2) we get a positive
δ such that 0 < d(x, y) < δ implies |f(x)−f(y)|
d(x,y) < ε for every f ∈ F .
Now, given (x′, y′, t) ∈ (M×M× [0, δ[)∩K we have d(x′, y′) ≤ t < δ
and so, given f ∈ F , it follows
|Φf(x′, y′, t)| ≤
|f(x′)− f(y′)|
t
< ε
d(x′, y′)
t
≤ ε,
which proves equicontinuity at (x, x, 0).
Both previous cases prove that Φ(F) is equicontinuous whenever conditions
(1), (2) and (3) are satisfied.
Conversely, assume that Φ(F) is equicontinuous in C(K). It is clear that
F is bounded, so let us prove that conditions (2) and (3) are satisfied. We
shall begin by proving (3), for which we fix x ∈ M and ε > 0. Given
t ∈ [0, 2R], by equicontinuity of Φ(F) at the point (x, x, t), we can find Ut
a τ -neighbourhood of x and ηt > 0 such that x
′ ∈ Ut and t
′ ∈]t− ηt, t+ ηt[
implies |Φf(x, x′, t′)| < ε2R for every f ∈ F . Then [0, 2R] ⊂
⋃
t]t− ηt, t+ ηt[
and thus there exist t1, . . . , tn such that [0, 2R] ⊂
⋃n
i=1]ti−ηti , ti+ηti [. Now
take U =
⋂n
i=1 Uti . We will show that U is the desired τ -neighbourhood of
x. Pick x′ ∈ U . Then there exists ti such that d(x, x
′) ∈]ti − ηti , ti + ηti [.
Since x′ ∈ Uti we get
|Φf(x, x′, d(x, x′))| =
∣∣∣∣f(x)− f(x′)d(x, x′)
∣∣∣∣ < ε2R
and thus |f(x)− f(x′)| < ε for every x′ ∈ U and f ∈ F . This proves that F
is equicontinuous at every x ∈M .
Finally, let us prove condition (2). To this aim pick a positive ε. For
every x ∈M we have, from equicontinuity of Φ(F) at (x, x, 0), the existence
of Ux a τ - open neighbourhood of x in M and a positive δx > 0 such that
x′, y′ ∈ Ux and 0 < t < δx implies |Φf(x
′, y′, t)| < ε for every f ∈ F .
As M × M =
⋃
x∈M
Ux × Ux, we get by compactness the existence of
x1, . . . , xn ∈M such that M ×M ⊆
n⋃
i=1
Uxi ×Uxi . Pick δ := min
1≤i≤n
δxi . Now,
if x, y ∈M verifies that 0 < d(x, y) < δ then there exists i ∈ {1, . . . , n} such
that x, y ∈ Uxi . As d(x, y) < δ ≤ δxi we get
|f(x)− f(y)|
d(x, y)
= |Φf(x, y, d(x, y))| < ε
for every f ∈ F , which proves (2) and finishes the proof.
Previous lemma allows us to identity lipτ (M,X) as a space of compact
operators from X∗ to lipτ (M).
Theorem 2.8. Let M be a pointed metric space and let τ be a topology
on M such that (M, τ) is compact and d is τ -lower semicontinuous. Then
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lipτ (M,X) is isometrically isomorphic to Kw∗,w(X
∗, lipτ (M)). Moreover, if
either lipτ (M) or X has (AP), then lipτ (M,X) is isometrically isomorphic
to lipτ (M)⊗̂εX.
Proof. It is shown in [14] that f 7→ f t defines an isometry from Lip(M,X)
onto Lw∗,w∗(X
∗, Lip(M))), where f t(x∗) = x∗ ◦ f . Let f be in lipτ (M,X)
and let us prove that f t ∈ Kw∗,w(X
∗, lipτ (M)). Notice that x
∗ ◦ f is τ -
continuous for every x∗ ∈ X∗. Moreover, for every x 6= y ∈ M and every
x∗ ∈ X∗, we have
(2.1)
|x∗ ◦ f(x)− x∗ ◦ f(y)|
d(x, y)
≤ ||x∗||
‖f(x)− f(y)‖
d(x, y)
thus x∗ ◦ f ∈ lip(M). Therefore f t(X∗) ⊂ lipτ (M). We claim that f
t(BX∗)
is relatively compact in lipτ (M). In order to show that, we need to check
the conditions in Lemma 2.7. First, it is clear that f t(BX∗) is bounded.
Moreover, it follows from (2.1) that the functions in f t(BX∗) satisfy the
uniform little-Lipschitz condition. Finally, f t(BX∗) is equicontinuous in the
sense of Lemma 2.7. Indeed, given x ∈ M and ε > 0, there exists a τ -
neighbourhood U of x such that ||f(x)− f(y)|| < ε whenever y ∈M . That
is,
sup
x∗∈BX∗
|x∗ ◦ f(x)− x∗ ◦ f(y)| < ε
whenever y ∈ U , as we wanted. Now, Lemma 2.7 implies that f t(BX∗)
is a relatively compact subset of lipτ (M) and thus f
t ∈ K(X∗, lipτ (M)) ∩
Lw∗,w∗(X
∗, Lip(M)). Finally, the set f t(BX∗) is norm-compact and thus
every coarser Hausdorff topology agrees on it with the norm topology. In
particular, the weak topology of lipτ (M) agrees on f
t(BX∗) with the inher-
ited weak-star topology of Lip(M). Thus f t|BX∗ : BX∗ → lipτ (M) is w
∗−w
continuous. By [17, Proposition 3.1] we have that f t ∈ Kw∗,w(X
∗, lipτ (M)).
It only remains to prove that the isometry is onto. For this take T ∈
Kw∗,w(X
∗, lipτ (M)). We claim that T is w
∗ − w∗ continuous from X∗ to
Lip(M). Indeed, assume that {x∗α} is a net in X
∗ weak-star convergent to
some x∗ ∈ X∗. Since every γ ∈ F(M) is also an element in lipτ (M)
∗, we get
that 〈γ, Tx∗α〉 converges to 〈γ, Tx
∗〉. Thus, T ∈ Lw∗,w∗(X
∗, Lip(M))). By
the isometry described above, there exists f ∈ Lip(M,X) such that T = f t.
Let us prove that f actually belongs to lipτ (M,X). As f
t(BX∗) is relatively
compact, then by Lemma 2.7 we have that for every ε > 0 there exists and
δ > 0 such that
sup
0<d(x,y)<δ
|x∗ ◦ f(x)− x∗ ◦ f(y)|
d(x, y)
< ε
for each x∗ ∈ BX∗ . By taking supremum with x
∗ ∈ BX∗ we get that
sup
0<d(x,y)<δ
‖f(x)− f(y)‖
d(x, y)
≤ ε,
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so f ∈ lip(M,X). We will prove, to finish the proof, that f is τ − || · ||
continuous. To this aim pick y ∈M and ε > 0. By equicontinuity of f t(BX∗)
we can find U a τ -neighbourhood of y such that |x∗ ◦ f(y′)− x∗ ◦ f(y)| < ε
for every x∗ ∈ BX∗ and y
′ ∈ U . Now,
||f(y′)− f(y)|| = sup
x∗∈BX∗
|x∗(f(y′)− f(y))| ≤ ε
for every y′ ∈ U . Consequently, f is τ −|| · || continuous. So f ∈ lipτ (M,X),
as desired.
Finally, if either lipτ (M) or X has the approximation property, then
Proposition 2.2 yields the equality Kw∗,w(X
∗, lipτ (M)) = lipτ (M)⊗̂εX.
Now we get our second duality result for vector-valued Lipschitz-free Ba-
nach spaces, which extends [16, Theorem 6.2].
Theorem 2.9. Let M be a separable complete bounded pointed metric space.
Suppose that τ is a metrizable topology on M so that (M, τ) is compact satis-
fying the property (P). If either F(M) or X∗ has (AP), then lipτ (M,X)
∗ =
F(M,X∗).
Proof. By [16, Theorem 6.2] we have that lipτ (M) is a predual of F(M).
Consequently, F(M) has (RNP). Therefore, we get from Theorem 2.8 and
from [23, Theorem 5.33] that
lipτ (M,X)
∗ = (lipτ (M)⊗̂εX)
∗ = F(M)⊗̂πX
∗ = F(M,X∗),
which finishes the proof.
Last result applies to the following particular case (see Proposition 6.3 in
[16]). Given two Banach spaces X,Y , and ω a non trivial gauge, we will
denote lipω,∗(BX∗ , Y ) := lipw∗((BX∗ , ω ◦ || · ||), Y ).
Corollary 2.10. Let X and Y be Banach spaces, and let ω be a non trivial
gauge. Assume that X∗ is separable and that either F(BX∗ , ω ◦ || · ||) or
Y ∗ has (AP). Then lipω,∗(BX∗ , Y ) is linearly isometrically isomorphic to
lipω,∗(BX∗)⊗̂εY and lipω,∗(BX∗ , Y )
∗ = F((BX∗ , ω ◦ || · ||), Y
∗).
Finally, we will take advantage of the notion of unconditional almost
squareness, introduced in [11], in order to prove non duality of the space
lipω,∗(BX∗ , Y ) under above hypotheses. According to [11], a Banach space
X is said to be unconditionally almost square (UASQ) if, for each ε > 0,
there exists a subset {xγ}γ∈Γ ⊆ SX such that
(1) For each {y1, . . . , yk} ⊆ SX and δ > 0 the set
{γ ∈ Γ : ‖yi ± xγ‖ ≤ 1 + δ ∀i ∈ {1, . . . , k}}
is non-empty.
(2) For every F finite subset of Γ and every choice of signs ξγ ∈ {−1, 1},
γ ∈ F , it follows ‖
∑
γ∈F ξγxγ‖ ≤ 1 + ε.
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It is known that there is not any dual UASQ Banach space [11, Theorem
2.5].
Proposition 2.11. Let X and Y be Banach spaces, and let ω be a non
trivial gauge. Assume that X∗ is separable. Then lipω,∗(BX∗ , Y ) is UASQ.
In particular, it is not isometric to any dual Banach space.
Proof. First we prove that lipω,∗(BX∗) is UASQ. By [11, Proposition 3.3],
it suffices to show that there exists a point x∗0 ∈ BX∗ and sequences rn
of positive numbers and fn ∈ lipω,∗(BX∗) such that fn 6= 0, fn(x
∗
0) = 0
and fn vanishes out of B(x
∗
0, rn). Let x
∗
0 ∈ SX∗ be a continuity point
of the identity I : (BX∗ , w
∗) → (BX∗ , ‖ · ‖), that is, x
∗
0 has relative weak-
star neighbourhoods of arbitrarily small diameter. Take a sequence {Wn}
of relative weak-star neighbourhoods of x∗0 and a sequence rn → 0 such
that 0 /∈ Wn ⊂ B(x
∗
0, rn) ⊂ Wn−1. For each n choose x
∗
n ∈ Wn \ {x
∗
0}
and define An = {x
∗
0, x
∗
n} ∪ (BX∗ \Wn). Consider fn : An → R given by
fn(x
∗
n) = 1 and fn(x) = 0 otherwise. Then An is weak-star closed and
fn ∈ Lip(An, ‖ · ‖) ∩ C(An, w
∗). By [20, Corollary 2.5], there exists gn ∈
Lip(BX∗ , ‖ · ‖) ∩ C(BX∗ , w
∗) extending fn. Then gn is a non zero Lipschitz
function which is weak-star continuous and vanishes on BX∗ \ B(x
∗
0, rn).
Finally notice that Lip(BX∗ , ‖ · ‖) ⊂ lipω(BX∗). Thus {gn} ⊂ lipω,∗(BX∗)
and so lipω,∗(BX∗) is UASQ.
Now, by Theorem 2.8, we have that lipω,∗(BX∗ , Y ) is a subspace of
K(Y ∗, lipω,∗(BX∗)) which clearly contains lipω,∗(BX∗)⊗ Y . Proposition 2.7
in [11] provides unconditional almost squareness of lipω,∗(BX∗ , Y ). Finally,
the non-duality of this space follows from Theorem 2.5 in [11].
Remark 2.12. (1) Notice that previous result can be strengthened in
case of being Y a separable space with (AP). In fact, in that case
lipω,∗(BX∗ , Y ) = lipω,∗(BX∗)⊗̂εY is a separable Banach space which
contains an isomorphic copy of c0 [1, Lemma 2.6], so it can not be
even isomorphic to any dual Banach space. Moreover, up the best
of our knowledge, the fact that lipω,∗(BX∗ , Y ) is not a dual Banach
space was not known even in real case.
(2) Previous result has an immediate consequence in terms of octahe-
drality in Lipschitz-free Banach spaces. Recall that a Banach space
X is said to have an octahedral norm if for every finite-dimensional
subspace Y and for every ε > 0 there exists x ∈ SX verifying that
‖y+λx‖ > (1−ε)(‖y‖+ |λ|) for every y ∈ Y and λ ∈ R. Notice that,
given Banach spaces X and Y under the assumption of Proposition
2.11, it follows that F((BX∗ , ω ◦‖ ·‖), Y
∗) = F((BX∗ , ω ◦‖ ·‖))⊗̂πY
∗
has an octahedral norm because of [19, Corollary 2.9]. Notice that
this gives a partially positive answer to [3, Question 2], where it is
wondered whether octahedrality in vector-valued Lipschitz-free Ba-
nach spaces actually relies on the scalar case.
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3. Schur property on vector-valued Lipschitz-free spaces
According to [9], a Banach space X is said to have the Schur property
whenever every weakly null sequence is actually a norm null sequence, andX
is said to have the Dunford-Pettis property whenever every weakly compact
operator from X into a Banach space Y is completely continuous, i.e. carries
weakly compact sets into norm compact sets.
It is known that a dual Banach space X∗ has the Schur property if, and
only if, X has the Dunford-Pettis property and does not contain any isomor-
phic copy of ℓ1 [9, Theorem 5.2]. So, in order to analyse the Schur property
in F(M,X∗), it can be useful analysing the Dunford-Pettis property in the
predual in case such a predual exists. For this, in proper case, we can go
much further.
Theorem 3.1. Let M be a proper metric space such that S(M) separates
points uniformly. Then S(M) does not contain any isomorphic copy of ℓ1
and has the hereditary Dunford-Pettis property, i.e. every closed subspace
of S(M) has the Dunford-Pettis property.
Proof. By [6] we get that S(M) is (1+ε) isometric to a subspace of c0, which
is known to have the hereditary Dunford-Pettis (see e.g. [4]). Consequently,
S(M) has the hereditary Dunford-Pettis property. Obviously, previous con-
dition also implies that S(M) does not contain any isomorphic copy of ℓ1.
Above theorem not only applies in the scalar valued version of S(M) but
also in the vector valued one. Indeed, we get the following result.
Theorem 3.2. Let M be a proper metric space such that S(M) separates
points uniformly. Assume that X is a Banach space which the hereditary
Dunford-Pettis property and that X does not contain any isomorphic copy
of ℓ1. If either X or S(M) has (AP), then S(M,X) does not contain any
isomorphic copy of ℓ1 and has the hereditary Dunford-Pettis property.
Proof. As S(M)⊗̂εX = S(M,X) holds because of Theorem 2.4, then it does
not contain any isomorphic copy of ℓ1 [24, Corollary 4]. Moreover, as S(M) is
isomorphic to a subspace of c0, then S(M,X) = S(M)⊗̂εX is isomorphic to
a subspace of c0⊗̂εX = c0(X). As c0(X) has the hereditary Dunford-Pettis
property whenever X has the hereditary Dunford-Pettis property [18, The-
orem 3.1] we get that S(M,X) has the hereditary Dunford-Pettis property,
so we are done.
We say that a Banach space X has the strong Schur property if there
exists a constant K > 0 such that, given δ > 0 and a sequence (xn)n∈N
in the unit ball of X verifying ‖xn − xm‖ ≥ δ for all n 6= m, then {xn}
contains a subsequence that is K
δ
-equivalent to the unit vector basis of
ℓ1. As it is known that a dual Banach space X
∗ has the strong Schur
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property whenever X does not contain any isomorphic copy of ℓ1 and has the
hereditary Dunford-Pettis property [18, Theorem 4.1], we get the following
Corollary.
Corollary 3.3. Let M be a proper metric space such that S(M) separates
points uniformly. Assume that X is a Banach space with the hereditary
Dunford-Pettis property and that X does not contain any isomorphic copy
of ℓ1. If either X
∗ or F(M) has (AP), then F(M,X∗) has the strong Schur
property.
Remark 3.4. Above corollary should be compared with [21, Proposition 2.11]
in real case.
Bearing in mind the identification F(M,X) = F(M)⊗̂πX, philosophi-
cally we can say that we have obtained a result about Schur property in
F(M,X) from tensor product theory. Now we are going to state a result in
the reverse direction, i.e. we find conditions which guarantee that F(M,X)
has the Schur property and, as a consequence, we get examples of Banach
spaces with Schur property whose projective tensor product still has the
Schur property. Note that such examples are interesting because, up the
best of our knowledge, it is an open problem how projective tensor product
preserves previous property [8, Remark 6].
For this, we will analyse the uniformly discrete case, for which Kalton
proved in [16] that the scalar valued Lipschitz-free Banach space has the
Schur property. Here we extend this result to a vector-valued setting.
Proposition 3.5. Let (M,d) be an uniformly discrete metric space, that is,
assume that θ = infm1 6=m2 d(m1,m2) > 0, and let X be a Banach space with
the Schur property. Then F(M,X) has the Schur property.
Proof. For this purpose we will need Kalton’s decomposition (see Lemma 4.2
in [16]). That is, there exist a constant C > 0 and a sequence of operators
Tk : F(M)→ F(Mk), where k ∈ Z and Mk denotes the closed ball B(0, 2
k),
satisfying
γ =
∑
k∈Z
Tkγ unconditionally and
∑
k∈Z
‖Tkγ‖ ≤ C‖γ‖
for every γ ∈ F(M). Now, using this decomposition, we can consider
S : F(M) → (
∑
F(Mk))ℓ1 defined by Sγ = (Tkγ)k. So S defines an iso-
morphism between F(M) and a closed subspace of (
∑
F(Mk))ℓ1 .
We will show that the image of F(M) is complemented in (
∑
F(Mk))ℓ1 .
To achieve this we define P : (
∑
F(Mk))ℓ1 → S(F(M)) by P ((γk)k) = (Tkγ)k,
where γ =
∑
k γk. Then P is a well defined projection. Indeed, if
(γk)k ∈ (
∑
F(Mk))ℓ1 then P (P ((γk)k)) = P ((Tkγ)k). Now, if we define
γ :=
∑
k∈Z Tkγ, it follows that P ((Tkγ)k) = (Tkγ)k, which proves that
P ◦ P = P . Notice that P is continuous since, given (γk) ∈ (
∑
F(Mk))ℓ1 ,
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if we define γ :=
∑
k∈Z γk, we have the following chain of inequalities
‖P ((γk))‖ =
∥∥∥∥∥∑
k∈Z
Tkγ
∥∥∥∥∥ ≤∑
k∈Z
‖Tkγ‖ ≤ C‖γ‖ = C
∥∥∥∥∥∑
k∈Z
γk
∥∥∥∥∥ ≤ C∑
k∈Z
‖γk‖.
Thus F(M)⊗̂πX is isomorphic to a subspace of (
∑
F(Mk))ℓ1⊗̂πX [23,
Proposition 2.4]. It is not difficult to prove that (
∑
F(Mk))ℓ1⊗̂πX is iso-
metrically isomorphic to (
∑
F(Mk)⊗̂πX)ℓ1 . Consequently, we have that
F(M,X) is isomorphic to a subspace of (
∑
F(Mk,X))ℓ1 .
In order to finish the proof, we will prove that F(Mk,X) has the Schur
property for every k, which will be enough since the Schur property is stable
under ℓ1 sums [25] and by passing to subspaces. To do that, we will show that
F(Mk,X) is isomorphic to ℓ1(Mk,X) (the space of all absolutely summable
families in X indexed by Mk), which enjoys the Schur property since X
has it. Consider F a finite set, (ai)i∈F a finite sequence of scalars and
γ =
∑
i∈F aiδmi,yi ∈ F(Mk,X). Using the triangle inequality we have ‖γ‖ ≤∑
i∈F |ai|‖δmi‖‖yi‖ ≤ 2
k
∑
i∈F |ai|‖yi‖. Moreover, for each i ∈ F , pick
x∗i ∈ X
∗ such that x∗i (yi) = sign(ai)‖xi‖ and define f : Mk → X
∗ by the
equation
f(m) :=
{
x∗i if m = mi for some i ∈ F,
0 otherwise.
Since 2−k‖f‖∞ ≤ ‖f‖Lip ≤ 2θ
−1‖f‖∞, we get that ‖f‖Lip ≤ 2θ
−1. Thus
‖γ‖ ≥ 〈θ2f, γ〉 =
θ
2
∑
i∈F |ai|‖xi‖. This proves that the linear operator
T : F(Mk,X)→ ℓ1(Mk,X) defined by T (
∑
i∈F aiδmi,xi) = (zm)m∈Mk , where
zmi = aixi and zm = 0 otherwise, is an isomorphism.
Remark 3.6. Since F(Mk,X
∗) is isomorphic to ℓ1(X
∗), we get that F(M,X∗)
has the strong Schur whenever X∗ has it in the above proposition. Indeed,
this follows from the two next propositions.
Proposition 3.7. Let (Xk)
N
k=1 be a finite family of Banach spaces. Assume
that each Xk has the strong Schur property with the same constant K in the
definition of this property. Then X = (
∑N
k=1Xk)ℓ1 has the strong Schur
property with constant K + ε for every ε > 0.
Proof. Fix δ > 0 and let (xn)n be a δ-separated sequence in the unit ball of
X. We denote (x′n)n ≺ (xn)n to mean that (x
′
n)n is a subsequence of (xn)n.
We consider the following quantity:
∆ = sup
{
N∑
k=1
δk : ∃(x
′
n)n ≺ (xn)n,∀k = 1 · · ·N, (x
′
n(k))n is δk − separated
}
We will show that ∆ ≥ δ. Let ε > 0 arbitrary, and assume that ∆ < δ − ε.
Then there exist (x′n)n a subsequence of (xn)n and (δ1, · · · , δN ) ∈ [0, 2]
N
such that, for every k, (x′n(k))n is δk-separated and
∑N
k=1 δk > ∆ − ε. By
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definition of ∆, there only exists a finite number of couples (n,m) ∈ N2 with
n 6= m satisfying
‖x′n(k)− x
′
m(k)‖ > δk +
ε
N
for every k ∈ N.
By passing to a further subsequence we can assume that, for every n 6= m
and every k, ‖xn(k) − xm(k)‖ ≤ δk + ε/N . Thus
∑N
k=1 ‖xn(k) − xm(k)‖ ≤∑N
k=1 δk+ε < δ, which contradicts the δ-separation of the original sequence.
Consequently ∆ ≥ δ − ε. Since ε was arbitrary, we get that ∆ ≥ δ.
We now consider (x′n)n a subsequence of (xn)n such that, for every k,
(x′n(k))n is δk-separated and
∑N
k=1 δk ≥ δ − ε. Since each Xk has the
strong Schur property, for every k with δk > 0, there exists a subsequence
of (x′n(k))n, still denoted by (x
′
n(k))n for convenience, such that (x
′
n(k))n
is (K/δk)-equivalent to the ℓ1-basis. Next, by a diagonal argument, there
exists (x′′n)n a subsequence of (x
′
n)n such that, for every k with δk > 0,
(x′′n(k))n is (K/δk)-equivalent to the ℓ1-basis. Then a simple computation
shows that, for every (ai)
m
i=1 ∈ R
m, it follows∥∥∥∥∥
m∑
i=1
aix
′′
i
∥∥∥∥∥ =
N∑
k=1
∥∥∥∥∥
m∑
i=1
aix
′′
i (k)
∥∥∥∥∥
≥
N∑
k=1
δk
K
m∑
i=1
|ai|
≥
δ − ε
K
m∑
i=1
|ai|.
This proves that (x′′n)n is
K
δ−ε -equivalent to the ℓ1-basis.
Now extend the previous result to infinite ℓ1-sums. To achieve this we
need to assume that the spaces Xk are dual ones.
Proposition 3.8. Let (Xk)k∈N be a family of Banach spaces. Assume that
each X∗k has the strong Schur property with the same constant K in the
definition of this property. We consider X = (
∑
k∈NXk)c0 and its dual
space X∗ = (
∑
k∈NX
∗
k)ℓ1 . Then X
∗ has the strong Schur property with
constant max{2K + ε, 4 + ε} for every ε > 0.
Proof. For N ∈ N, we denote PN : X
∗ → (
∑N
k=1X
∗
k)ℓ1 the norm-one pro-
jection on the N first coordinates. Fix δ > 0 and let (xn)n be a δ-separated
sequence in the unit ball of X∗. Fix also ε > 0. Now two cases may occur.
First case. There exist N ∈ N such that there is (x′n)n a subsequence of
(xn)n satisfying d(x
′
n,
∑N
k=1X
∗
k) ≤ δ/4. Then a straightforward computa-
tion using the triangle inequality shows that (PN (x
′
n))n is (δ/2)-separated.
Thus, according to Proposition 3.7, (PN (x
′
n))n admit a subsequence (
2K+ε
δ
)-
equivalent to the ℓ1-basis. For convenience we still denote the same way the
ON THE STRUCTURE OF SPACES OF VECTOR-VALUED LIPSCHITZ FUNCTIONS17
subsequence considered. Now consider (ai)
m
i=1 ∈ R
m, and let us estimate
the following norm
∥∥∥∥∥
m∑
i=1
aix
′
i
∥∥∥∥∥ ≥
∥∥∥∥∥
m∑
i=1
aiPN (x
′
i)
∥∥∥∥∥ ≥ δ2K + ε
m∑
i=1
|ai|.
This ends the first case.
Second case. For every N ∈ N and every subsequence (x′n)n, there
exist n such that d(x′n,
∑N
k=1X
∗
k) >
δ
4 . Passing to a subsequence and using
[21, Lemma 2.13] we can assume that (xn)n is w
∗ convergent to 0 and
that ‖xn‖ ≥
δ
2 for every n. We will construct by induction a subsequence
with the desired property. To achieve this, fix (εi)i a sequence of positives
real numbers smaller than δ4 such that
∏+∞
i=1 (1− εi) ≥ 1− ε and take C :=
4
∑+∞
k=1
εk
δ
< ε. We begin with the construction of a sequence inX very close
to (xn)n which is equivalent to the ℓ1-basis, and after this we will deduce
what we want from the principle of small perturbations (see for example [2,
Theorem 1.3.9]). More precisely we will construct a sequence (PKi(xni))i
which is 4
δ(1−ε) -equivalent to the ℓ1-basis and such that ‖PKi(xni)−xni‖ ≤ εi.
First of all, we set n1 = 1 and N1 ∈ N such that ‖PN1xn1‖ ≥ ‖xn1‖ − ε1.
Construction of n2 > n1. Since PN1 is w
∗-continuous, (PN1(xn))n is w
∗-
null. We apply [2, Lemma 1.5.1], so there exists m > n1 such that for all
n ≥ m and for all (λ1, λ2) ∈ R
2,
‖λ1PN1(xn1) + λ2PN1(xn)‖ ≥ (1− ε2)‖λ1PN1(xn1)‖.
Now, using the assumption of the second case, there exist n2 ≥ m such that
‖xn2 − PK1(xn2)‖ >
δ
4 . We then pick N2 > N1 such that
‖PN2(xn2)− PN1(xn2)‖ >
δ
4 and ‖PN2(xn2)− xn2‖ < ε2. Next the following
inequalities hold:
‖λ1PN1(xn1) + λ2PN2(xn2)‖ = ‖λ1PN1(xn1) + λ2PN1(xn2)‖
+ ‖λ2[PN2 − PN1 ](xn2)‖
> (1− ε2)‖λ1PN1(xn1)‖+ |λ2|
δ
4
> (1− ε1)(1− ε2)
δ
4
|λ1|+ |λ2|
δ
4
> (1− ε1)(1− ε2)
δ
4
(|λ1|+ |λ2|).
We continue this construction by induction to get a sequence (PNi(xni))i
which is 4
δ(1−ε) -equivalent to the ℓ1-basis and verifying ‖PNi(xni)−xni‖ ≤ εi.
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By choice we have C < ε. Thus we can apply the principle of small pertur-
bations which gives the following inequalities∥∥∥∥∥
m∑
i=1
aixni
∥∥∥∥∥ ≥ 1− C1 + C
∥∥∥∥∥
m∑
i=1
aiPNi(xni)
∥∥∥∥∥
≥
1− ε
1 + ε
(1− ε)
δ
4
m∑
i=1
|ai|
≥
δ
4
(1− ε)2
1 + ε
m∑
i=1
|ai|,
for every (ai)
m
i=1 ∈ R
m. This ends the second case and finishes the proof.
4. Norm attainment
Given a metric space M and a Banach space X, notice that the equal-
ity Lip(M,X) = L(F(M),X) yields two natural definition of norm at-
tainment for a function f ∈ Lip(M,X). On the one hand, if we see f
as a linear operator, we can consider the classical definition of norm at-
tainment. On the other hand, considering f ∈ Lip(M,X), we say that f
strongly attains its norm if there are two different points x, y ∈M such that
‖f(x) − f(y)‖ = ‖f‖d(x, y). A natural question here is wondering when
both concepts of norm-attainment agree and, connected with this, wonder-
ing about denseness of the class of Lipschitz functions which strongly attain
their norm in Lip(M,X).
We will mean by LipSNA(M,X) (respectively NA(F(M),X)) to the class
of all functions in Lip(M,X) which strongly attain its norm (respectively
which attain its norm as a linear and continuous operator from F(M) to
X). Nice results have been recently appeared in this line. On the one hand,
negative results can be found in [15], where it is proved that LipSNA(X)
is not dense in Lip(X) whenever X is a Banach space [15, Theorem 2.3].
On the other hand, positive results in this line appear in [10], where it is
proved that ifM is a compact metric space such that lip(M) separates points
uniformly and if E is finite dimensional, then LipSNA(M,E) is norm-dense
in Lip(M,E). In the following we will use tensor product theory in order to
generalise previous result by considering proper metric spaces as well as by
considering more general target spaces.
We shall begin by stating the scalar case of previous result. This can
be seen as a generalisation of [10, Proposition 5.3], though we will actually
follow the same ideas.
Proposition 4.1. Let M be a proper metric space such that S(M) separates
points uniformly. Then every f ∈ Lip(M) which attains its norm on F(M)
also strongly attains it. In other words, the following equality holds:
NA(F(M),R) = LipSNA(M,R).
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Therefore, LipSNA(M,R)
‖ · ‖
= Lip0(M).
Proof. Notice that the inclusion LipSNA(M,R) ⊆ NA(F(M),R) always
holds, so we are just going to prove the reverse one. For this, pick f ∈
Lip(M) a Lipschitz function which attains its norm as an element of L(F(M),R).
By [6, Lemma 3.9] we get that, for every ε > 0, S(M) is (1 + ε)-isomorphic
to a subspace of c0. Therefore, since the property of being an M-ideal in
its bidual is invariant under almost isometric isomorphism and by taking
subspaces (see Theorem 3.1.6 and Remark 1.7 in [27]), the space S(M) is
an M-ideal in its bidual.
Consequently, by [10, Lemma 5.2] we get that f attains its norm on some
γ ∈ F(M) ∩ Ext(Lip0(M)
∗). But [26, Corollary 2.5.4] implies that γ is of
the form γ = λ δ(x)−δ(y)
d(x,y) where x 6= y ∈ M and λ ∈ R is such that |λ| = 1,
from where it is clear that f strongly attain its norm. The final assertion is
a consequence of Bishop-Phelps theorem.
We now turn to the study of vector-valued Lipschitz functions. Next result
proves that, under assumptions of having a proper metric space M , both
concepts of norm attainment in Lip(M,X) actually are the same whenever
S(M) is a predual of F(M).
Proposition 4.2. Let M be a proper metric space such that S(M) sepa-
rates points uniformly, and let X be a Banach space. Then, for a Lipschitz
function f : M → X, the following are equivalent:
(1) f strongly attains its norm.
(2) f : F(M)→ X attains its operator norm.
Thus the following equality holds: NA(F(M),X) = LipSNA(M,X)
Proof. We just have to prove (2)⇒ (1) since the other way is always true and
trivial. Assume that γ ∈ F(M) is such that ‖γ‖ ≤ 1 and ‖f(γ)‖ = ‖f‖Lip.
Then, by Hahn-Banach theorem, there exists x∗ ∈ SX∗ verifying 〈x
∗, f(γ)〉 =
‖f(γ)‖. But x∗ ◦f : M → R is a real-valued Lipschitz function which attains
its operator norm on γ. Thus Proposition 4.1 gives the conclusion.
Since Bishop-Phelps theorem fails in the vector-valued case, we can not
deduce directly the same density result as in Proposition 4.1. However we
can state such a density result for a quite big class of Banach spaces using
tensor product theory and considering natural assumptions in this frame.
First of all we prove the following lemma, which will be useful to get the
desired density result for vector-valued Lipschitz functions.
Lemma 4.3. Let X and Y be Banach spaces such that either X∗ or Y ∗ has
(AP) and that X∗ and Y ∗ have both (RNP). If an operator T in
L(X∗, Y ∗∗) = (X∗⊗ˆπY
∗)∗ attains its norm as linear form on X∗⊗ˆπY
∗,
then it also attains its norm as an operator on X∗. The converse is true
when Y is reflexive.
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Proof. Assume that T attains its norm as linear form on X∗⊗ˆπY
∗. Since
X∗⊗ˆπY
∗ has (RNP) [7, Theorem VIII.4.7], T attains its norm at some ex-
treme point of the unit ball of this space . Bearing in mind that Ext(BX∗⊗̂piY ∗)
= Ext(BX∗) ⊗ Ext(BY ∗) [22] we get the existence of x
∗ ∈ Ext(BX∗) and
y∗ ∈ Ext(BY ∗) such that
〈y∗, T (x∗)〉 = 〈T, x∗ ⊗ y∗〉 = ‖T‖(X∗⊗ˆpiY ∗)∗ = ‖T‖L(X∗,Y ∗∗),
and obviously ‖T (x∗)‖Y = ‖T‖L(X∗,Y ∗∗).
Conversely we assume that Y is reflexive, so L(X∗, Y ∗∗) = L(X∗, Y ).
Then, if T attains its norm as an operator on X∗, there exists x∗ ∈ SX∗
such that ‖T (x∗)‖Y = ‖T‖L(X∗ ,Y ). Now, by Hahn-Banach theorem, there
exists y∗ ∈ BY ∗ such that 〈y
∗, T (x∗)〉 = ‖T (x∗)‖Y . Therefore T attains its
norm on x∗ ⊗ y∗ ∈ X∗⊗ˆπY
∗.
We now state and prove our desired density result for vector-valued Lip-
schitz functions.
Theorem 4.4. Let (M,d) be a proper metric space such that S(M) separates
points uniformly. Let X be a Banach space such that X∗ has (RNP). Assume
that either F(M) or X∗ has (AP). Then
NA(F(M),X∗∗)
‖ · ‖
= L(F(M),X∗∗).
Equivalently, LipSNA(M,X∗∗)
‖ · ‖
= Lip(M,X∗∗).
Proof. Bishop-Phelps theorem applied to (F(M)⊗ˆπX
∗)∗ = L(F(M)⊗ˆπX
∗,R)
provides the norm-denseness of the set of those linear forms which attain
their norm. But according to Lemma 4.3, if f attains its norm as linear
form on F(M)⊗ˆπX
∗, then f also attains its norm as an operator defined
on F(M). This provides the result. Finally, last assertion follows from
Proposition 4.2.
5. Some remarks and open questions
Note that in [6] it is proved that, given a proper metric space M , then
S(M) is (1+ε)-isometric to a subspace of c0 for every ε > 0. So, we wonder.
Question 5.1. Let M and τ be under the hypothesis of Theorem 2.9. Is
lipτ (M) (1 + ε)-isometric to a subspace of c0 for every ε > 0?
Note that an affirmative answer to above question would imply that
lipτ (M) would be an M -embedded space. This would have two implica-
tions. On the one hand, given a Banach space X such that F(M) or X∗
has (AP), lipτ (M,X) = lipτ (M)⊗̂εX would be an unconditionally almost
square Banach space [11] and, consequently, it would not be a dual Banach
space, extending Proposition 2.11. On the other hand, such a metric space
M would satisfy the thesis of Proposition 4.1.
Another question from Section 3 is the following.
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Question 5.2. Let M be a metric space and let X be a Banach one. If
both F(M) and X have the Schur property, can we deduce that F(M,X)
has the Schur property?
Note that an affirmative answer holds for X = ℓ1(I), for any arbitrary
set I, since
F(M, ℓ1(I)) = F(M)⊗̂πℓ1(I) = ℓ1(I,F(M))
has the Schur property if, and only if, F(M) has the Schur property [25,
Proposition, Section 2]. The same conclusion holds whenever M is a proper
ultrametric space because in this case F(M) is isomorphic to ℓ1 [6]
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