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A NOTE ON DYNAMICAL MODELS ON RANDOM GRAPHS AND
FOKKER-PLANCK EQUATIONS
SYLVAIN DELATTRE, GIAMBATTISTA GIACOMIN, AND ERIC LUC¸ON
Abstract. We address the issue of the proximity of interacting diffusion models on
large graphs with a uniform degree property and a corresponding mean field model, i.e.
a model on the complete graph with a suitably renormalized interaction parameter. Ex-
amples include Erdo˝s-Re´nyi graphs with edge probability pn, n is the number of vertices,
such that limn→∞ pnn = ∞. The purpose of this note is twofold: (1) to establish this
proximity on finite time horizon, by exploiting the fact that both systems are accurately
described by a Fokker-Planck PDE (or, equivalently, by a nonlinear diffusion process) in
the n =∞ limit; (2) to remark that in reality this result is unsatisfactory when it comes
to applying it to systems with n large but finite, for example the values of n that can be
reached in simulations or that correspond to the typical number of interacting units in
a biological system.
2010 Mathematics Subject Classification: 82C20, 60K35
Keywords: interacting diffusions on graphs, mean field, nonlinear diffusion, Fokker-
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1. Introduction, results, discussion
1.1. The model. For n = 2, 3, . . ., choose an adjacency matrix ξ = {ξ(n)i,j }(i,j)∈{1,...,n}2 ,
that is ξ
(n)
i,j ∈ {0, 1}. Consider the graph G(n) = (V (n), E(n)) associated with this sequence,
namely V (n) := {1, . . . , n} and E(n) = {(i, j) ∈ V (n) × V (n) : ξ(n)i,j = 1}. For i ∈ V (n),
define also the degree of the vertex i as d
(n)
i :=
∑n
j=1 ξ
(n)
i,j . Consider the n-dimensional
diffusion
dθi,t = F (θi,t, ωi) dt+
αn
n
n∑
j=1
ξ
(n)
i,j Γ (θi,t, ωi, θj,t, ωj) dt+ σ dBi,t , (1.1)
where {Bi,·}i=1,...,n is a sequence of standard IID Brownian motions with respect to a
given filtration {Ft}t≥0, {ωi}i=1,...,n is a sequence of elements of a (complete and separable)
metric space (seen as a disorder), αn ≥ 1 is a positive number that we introduce to properly
normalize the interaction, as it will be clear from the examples. In (1.1), σ ≥ 0 (for σ = 0,
the diffusion is degenerate and (1.1) is a n-dimensional deterministic dynamical system).
We assume also that:
• F : R2 → R is bounded and F (·, ω) is Lipschitz uniformly in ω.
• Γ : R4 → R is bounded and Γ(·, ω, ·, ω′) is Lipschitz uniformly in ω and ω′.
These conditions are sufficient to ensure uniqueness of a strong solution once we have
fixed the initial conditions {θi,0}i=1,...,n that are n square integrable and F0-measurable
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random variables. We denote by E[ · ] the expectation with respect to the Brownian mo-
tions {Bi,·}i=1,2,.... We will choose {(θj,0, ωj)}j=1,2,... to be (the realization of) a sequence
of IID random vectors with common law denoted by ν0 and we denote by E [·] the expec-
tation w.r.t. to these variables. Finally, also the graph itself will be random at times and
Eξ (·) is the corresponding expectation: the graph is independent of all other randomness
in the system, that is disorder ω, initial condition and Brownians. A last remark is that
the results are easily generalized to triangular arrays, that is assuming independence for
{(θj,0, ωj}j=1,...,n with common law that may depend on n and converges (weakly) to ν0
for n→∞: we will not do this to keep things simpler.
1.2. A class of examples: Kuramoto model and variants. The well known Ku-
ramoto model [17], even in various generalized versions, falls into the framework of (1.1).
The original formulation is with G(n) the complete graph and αn = 1 for every n. Said
otherwise, the original, or basic, Kuramoto model is just a mean field model. Of course
a more general choice of G(n) has an obvious meaning (and modeling relevance! In the
Kuramoto context this issue has been considered from a numerical viewpoint in [25], see
also [1, Sec. IV.B] and [29] for other types of graph disorder) and it is the point of this
note, but let us stick to the classical framework for now:
• If ω is a real number, F (θ, ω) = ω and Γ(θ, ω, θ′, ω′) = −K sin(θ − θ′), K ≥ 0,
then we are dealing with the standard (stochastic) Kuramoto model [17, 1]. In
this case we can view the variables {θi}i=1,...,n as phases, that is we can map them
to S := R/(2πZ), and the process becomes a system of coupled diffusions on Sn.
Since we require F to be bounded, our results apply only to the case of bounded
random variables ωi.
• F (θ, ω) = 1 − a sin(θ), a ∈ R, and Γ(θ, ω, θ′, ω′) = −K sin(θ − θ′), K ≥ 0 is the
active rotator model [18, 26]. Note that in this case ω does not enter, but one
can choose a dependent on ω and one would be dealing with a family of very
inhomogeneous interacting diffusion [15].
• The generalization of the Kuramoto model presented for example in [29] fits inside
this framework with the choice
F (θ, ω) = η and Γ(θ, ω, θ′, ω′) = −AA′K sin(θ − α− θ′ + α′ − δ) , (1.2)
where ω = (η,A, α) ∈ R2 × S, and δ ∈ R. This a priori rather involved choice
has the peculiarity that it retains the solvable character of the original Kuramoto
model, if suitable independence hypotheses are made among the components of the
random vector ω. Again, to satisfy the boundedness assumptions, we restrict to
the case in which the law of the first three component of ω has bounded support.
1.3. The nonlinear diffusion and the Fokker-Planck equation. We introduce also
the nonlinear diffusion (degenerate, if σ = 0) {θ¯ωt }t≥0 that solves
dθ¯ωt = F
(
θ¯ωt , ω
)
dt+ p
∫
Γ
(
θ¯ωt , ω, θ˜, ω˜
)
νt( dθ˜, dω˜) dt+ σ dBt , (1.3)
with initial condition which is a square integrable random variable. Moreover, in (1.3),
p ∈ (0, 1] is a parameter to be chosen appropriately (see Theorem 1.1 below) and ω is
a random variable also, with (θ¯ω0 , ω) that is distributed like the (θj,0,ωj) variables of the
main model – hence the law of this couple is ν0 – and (θ¯
ω
0 , ω) is independent of B·. For
t > 0, νt is the law of (θ¯
ω
t , ω). Existence and uniqueness for this problem are treated in
[20] (see also [14, 19, 28]).
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The link between (1.1) and (1.3) is made by considering {θ¯ωii,t}t≥0 for i = 1, . . . , n defined
by setting θ¯ωii,t equal to θ¯
ωi
t that solves (1.3) with the same initial condition θi,0 as for (1.1).
Note that {θ¯ωii,·}i=1,...,n is a sequence of independent processes with identical distribution.
We will see that, under suitable conditions, {θi,·}i=1,...,n and {θ¯ωii,·}i=1,...,n stay close for
arbitrarily large positive times, for n→∞.
It is well known [9, 20, 14, 28] that νt solves (the weak form of) a Fokker-Planck (F-P)
PDE. It is definitely more transparent to write this evolution when the solution is classical,
so let us assume that νt( dθ, dω) can be written as qt(θ, ω) dθνdis( dω) where νdis is the
common distribution of the ωj variables: of course, since there is no dynamics in the
ω variables, the marginal law
∫
R
νt( dθ, ·) is independent of t and it coincides with νdis.
When σ > 0, the parabolic character of the problem does ensure existence and regularity
of qt(θ, ω) solution to the F-P PDE (1.4) for positive times:
∂tqt(θ, ω) =
σ2
2
∂2θqt(θ, ω)− ∂θ [qt(θ, ω)F (θ, ω)]− ∂θ
[
qt(θ, ω)
∫
pΓ(θ, ω, θ′, ω′)qt(θ
′, ω′) dθ′νdis( dω
′)
]
.
(1.4)
The same expression remains valid when σ = 0 if one chooses a sufficiently regular initial
condition for (1.4).
1.4. The main result. In our main result ξ is not random. We couple the two processes
θi,· and θ¯
ωi
i,· by using the same Brownian motion and we recall that we have chosen θ¯
ωi
i,0 = θi,0
for every i and that {(θi,0, ωi)}i=1,2,... is IID. For conciseness we write θ¯i,t for θ¯ωii,t .
Theorem 1.1. Suppose that there exists p ∈ (0, 1] such that
bn = bn(ξ) := sup
i∈{1,...,n}
∣∣∣∣∣αnn
n∑
k=1
(
ξ
(n)
i,k −
p
αn
)∣∣∣∣∣ = supi∈{1,...,n}
∣∣∣∣∣αn d
(n)
i
n
− p
∣∣∣∣∣ n→∞−→ 0 . (1.5)
Then there exist C = C(F,Γ) > 0 and n0 ∈ N (explicit, and depending only on {bn}n=2,...
and p) such that for every n > n0 and every t ≥ 0
sup
i∈{1,...,n}
EE
[
sup
s∈[0,t]
∣∣θi,s − θ¯i,s∣∣2
]
6
(αn
n
+ b2n
)
(exp (Ct)− 1) . (1.6)
This result is saying that, under the condition (1.5) and under the assumptions we have
made on the initial conditions, each component of the n dimensional diffusion (1.1) is very
close to the nonlinear diffusion process (1.3) uniformly up to times that can even diverge
(slowly) with n. In order to understand the role of αn let us stress from now that we
naturally distinguish two cases among the graphs we consider:
(1) The case of a graph G(n) with positive edge density: by this we mean that
sup
i=1,...,n
∣∣∣∣∣d
(n)
i
n
− p
∣∣∣∣∣ n→∞−→ 0 , (1.7)
for some p ∈ (0, 1]. In this case, we just set αn = 1 for every n. The case of the
complete graph fits into this framework for p = 1.
4 SYLVAIN DELATTRE, GIAMBATTISTA GIACOMIN, AND ERIC LUC¸ON
(2) The case of a graph G(n) with vanishing edge density, that is d
(n)
i /n
n→∞−→ 0. In
this case, we require that for a suitable choice of the sequence {αn}n=2,3,... we have
that, for some p > 0,
sup
i=1,...,n
∣∣∣∣∣αnd
(n)
i
n
− p
∣∣∣∣∣ n→∞−→ 0 . (1.8)
It is therefore clear that in this case the value of p is completely conventional and
we can and will choose it equal to 1 in all vanishing edge density cases. Obviously,
the only graphs G(n) for which (1.6) is meaningful are such that αnn → 0, as n→∞
(that is d
(i)
n →∞, uniformly in i).
Therefore we can apply Theorem 1.1 to the case of complete graphs, so bn = 0 and
αn = 1 for every n, and the left-hand side in (1.6) tends to zero when t 6 c log n, for every
choice of c < 1/C. As we will see in the next section, this is true, with a suitable choice
of c and in an almost sure sense, for positive edge density Erdo˝s-Re´nyi graphs and even
for most of the vanishing edge density Erdo˝s-Re´nyi graphs.
Theorem 1.1 directly implies some estimates on the empirical measure of the system.
The empirical measure is
µn,t( dθ, dω) :=
1
n
n∑
i=1
δθi,t,ωi( dθ, dω) . (1.9)
It is straightforward to see that Theorem 1.1 implies the convergence in law of µn,· to ν·
(that solves (1.4)), when µn,· and ν· are seen as (random) continuous functions from [0, T ]
(any T > 0) to the set of probability measures. But we state more precisely a result that
is more in the spirit of this note. Consider the bounded Lipschitz distance between two
probability measures defined on the same space metric space (M,d)
dbL(µ, ν) := sup
H∈L
∣∣∣∣
∫
H dµ−
∫
H dν
∣∣∣∣ , (1.10)
where L is the set of H :M → [0, 1] such that |H(x)−H(y)| 6 d(x, y).
Corollary 1.2. Under the same assumptions of Theorem 1.1 and with the same C as in
that statement, if {tn}n=2,3,... is such that ((αn/n) + b2n) exp(Ctn) = o(1) we have
lim
n→∞
EE sup
t∈[0,tn]
dbL(µn,t, νt) = 0 . (1.11)
To resume, the content of Theorem 1.1 and Corollary 1.2 can be viewed as twofold:
under degree conditions on G(n)
(1) dynamical models on G(n) are faithfully described for n → ∞ by nonlinear diffu-
sions or, equivalently, by F-P PDEs;
(2) dynamical models on G(n) have a behavior that is close to the one of the same
models on complete graphs, up to suitable rescaling of the interaction term.
1.5. Examples I: mean field Fokker-Planck PDEs faithfully describe n → ∞
systems.
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A family of graphs that includes Erdo˝s-Re´nyi graphs. Suppose here that, under Pξ, for
every vertex i = 1, . . . , n, the vector (ξ
(n)
i,1 , . . . , ξ
(n)
i,n ) is made of independent Bernoulli
random variables with parameter qn ∈ [0, 1].
Proposition 1.3. Under the above assumptions, limn→∞ bn(ξ) = 0 for Pξ-almost every
realizations of the graph G(n)
(1) in the positive density case, that is when qn
n→∞−→ p ∈ (0, 1].
(2) in the zero density case, that is when qn
n→∞−→ 0 and αn := 1/qn, under the as-
sumption that
αn = o
(
n
log(n)
)
, as n→∞. (1.12)
Proof of Proposition 1.3. Under the assumptions of Proposition 1.3, the degree di = d
(n)
i ∼
Bin(n, qn). Let us just recall the standard bound that follows from the Markov inequality:
if Xn is a binomial random variable of parameters q and n we have that for every ε ≥ 0
such that q + ε < 1
P (Xn > (q + ε)n) 6 exp (−nD(q + ε‖q)) , (1.13)
where
D(x‖y) := x ln
(
x
y
)
+ (1− x) ln
(
1− x
1− y
)
, (1.14)
for x, y ∈ (0, 1). Moreover (1.13) holds also for ε 6 0 if we reverse the inequality in Xn >
(q + ε)n. By using the fact that the second derivative with respect to ε of D((1 + ε)q‖q),
with q ∈ (0, 1) and ε such that (1 + ε)q ∈ (0, 1), is q/((1 + ε)(1 − q(1 + ε))), we see that
D((1 + ε)q‖q) ≥ cqε2 with cq > 0 which depends continuously on q. We are dealing also
with cases in which q ց 0: cq can be chosen so that cq ≥ q/4 for q 6 1/2 and ε ∈ [−1, 1].
From this we readily obtain that in the positive density case (qn → p ∈ (0, 1))
Pξ
(
|d(n)j − nqn| ≥ εn
)
6 2 exp(−ncqnε2) , (1.15)
and by choosing for example ε = εn = n
−c, c ∈ (0, 1/2), a union bound shows that
limn bn(ξ) = 0, Pξ( dξ)-a.s.. In the zero density case instead (qn → 0, αn = 1/qn and
p = 1) we have
Pξ
(
|αnd(n)j − n| ≥ εn
)
= Pξ
(
|d(n)j − nqn| ≥ εnqn
)
6 2 exp(−ncqnε2) , (1.16)
and we see that if
∑
n n exp(−nqnε2n/4) < ∞ then Pξ( dξ)-a.s. there exists n0(ξ) < ∞
such that bn(ξ) 6 εn for n larger than n0(ξ). In particular 1/qn = o(n/ log n) ensures that
we can find εn = o(1) such that bn(ξ) 6 εn a.s. for n sufficiently large. In fact if we set
ε2n = 4c
log n
nqn
= o(1) for a c > 2, we have exp(−nqnε2n/4) = exp(−c log(n)) = n−c, so that∑
n n exp(−nqnε2n/4) <∞. 
Note that the assumptions of Proposition 1.3 do not require any independence between
the vectors (ξ
(n)
i,1 , . . . , ξ
(n)
i,n ) for different i. If we assume this extra independence we are
dealing with Erdo˝s-Re´nyi multi-graphs: all the edges are independent, but ξ may have
ones on the diagonal, so there are self loops. However it is straightforward to see that
if bn(ξ) → 0 in the case we just dealt with, the same is true if we erase the self loops.
Moreover the analysis we have presented covers only the case of asymmetric Erdo˝s-Re´nyi
graphs, but the analysis of the symmetric case is almost identical.
6 SYLVAIN DELATTRE, GIAMBATTISTA GIACOMIN, AND ERIC LUC¸ON
Random regular graphs. One can build a graph in which every vertex has degree d = d(n)
provided 3 6 d < n and dn even [4, Sec. 2.4] and our results apply to these sequences
provided that limn→∞ d(n) =∞: in the vanishing density case we can choose αn = n/d(n),
so bn = 0 for every n (cf. (1.5)), and d(n) must tend to infinity, i.e. limn αn/n = 0, for
(1.6) to bear relevant information. For a performing algorithm choosing one of this regular
graphs at random see e.g. [10, 23, 5] and references therein.
1.6. Examples II: Fokker-Planck PDEs may not faithfully reproduce the n large
(but finite) system on graphs. We now argue that, in spite of being appealing on a
first look, our main results have strong limitations when we consider them from a practical
viewpoint, that is for n large but on a reasonable scale (e.g., the ones of simulations or
of the true systems to which we would like to apply them, like for families of interacting
cells). The problem is already present at a conceptual level: Theorem 1.1 does not require
the graph to be connected. We develop in some detail a specific case with two connected
components, but it will be clear to the reader that several generalizations are possible.
Consider the easiest set up, that is non disordered Kuramoto model (i.e., the dynamical
version of the mean field plane rotator model): F ≡ 0 and Γ(θ, ω, θ′, ω′) = −K sin(θ − θ′)
for every θ, θ′, ω and ω′. Let us assume for simplicity that σ = 1. We choose n = 2N and
ξ
(n)
i,j = 1 if and only if both i and j are in {1, . . . , N} or both are in {N + 1, . . . , 2N}. So
G(n) has two connected components and both components are completely connected. G(n)
satisfies (1.5) with p = 1/2 (more: b2N (ξ) = 0 for every N). This fact is of course rather
trivial and it follows by analyzing two independent N dimensional mean field systems.
The F-P PDE (1.4) in this case just reads
∂tqt(θ) =
1
2
∂2θqt(θ)− ∂θ [qt(θ)J ∗ qt(θ)] , (1.17)
where J(·) = −K sin(·)/2. This equation is studied in detail in the literature - see in partic-
ular [16] and references therein - but the important point for us is that all stationary solu-
tions of (1.17) that are probability densities can be written as θ 7→ 1ZK exp(KrK cos(θ−ψ),
where ψ is an arbitrary phase, ZK an appropriate normalization constant and rK ∈ [0, 1)
is any solution of a suitable one dimensional map (e.g. [27, 2]). This fixed point problem
admits 0 as a solution, this corresponds to the uniform probability density 1/(2π), but for
K > Kc = 2 it admits also a positive solution, which we just call rK and corresponds to
a nontrivial probability density, corresponding to (partial) synchronization in the system.
For K > 2 one can show [2] suitable stability properties for the family of non trivial sta-
tionary solutions and it is straightforward to see that the uniform probability density is
unstable. In fact if we rewrite (1.17) in terms of the Fourier coefficients
ck(t) :=
∫
qt(θ) cos(kθ) dθ and sk(t) :=
∫
qt(θ) sin(kθ) dθ, k > 1 , (1.18)
one verifies that at a linear level all modes decouple and they solve the equation x˙ =
λkx, with λk = −k2/2 for every mode k ≥ 2 and λ1 = (K − 2)/4 (hence these are the
two unstable modes, the zero mode is conserved). A more refined analysis, using the
N dimensional diffusion with initial condition given by IID random variables uniformly
distributed on the circle, shows that a good approximation for the large N evolution of
the empirical mean c1,N (t) :=
1
N
∑N
j=1 cos(θj(t)) is the linear SDE
dx(t) =
(K − 2)
4
x(t) dt+
1√
2N
dBt , (1.19)
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with initial condition N (0, 1/(2N)), independent of the (standard) Brownian motion B·.
We present (1.19) only in an informal way and a full treatment requires the fluctuation
analysis of the system on times scales of order log n: see e.g. [9, 20] for fluctuation analysis
on time scale of order one in the Kuramoto set-up and [7] for a longer time analysis of the
Kuramoto case, but not related to the question we are addressing here (for a full analysis
of a case that is close in spirit to the one we are discussing – in the context of reaction-
diffusion particle systems – see [11]). The same is true for the sine mode – call s1,N (t)
the corresponding empirical mean – with new (independent) Brownian motion and initial
condition. These equations can be solved and the solution is a centered Gaussian process.
Of particular interest is the synchronization degree rN (t) =
√
(c1,N (t))2 + (s1,N (t))2 for
which one computes (using the approximate evolution (1.19))
E
[
(rN (t))
2
] ≈ 1
N
exp(2λ1t)
(
1 +
1
2λ1
(1− exp(−2λ1t))
)
, (1.20)
for N large and as far as the linear approximation is reliable. Again a full theory of the
phenomenon we are describing is beyond the scope of this note, but, in analogy with [11],
the fluctuations lead to the escape from the flat state at a time a logN , a := (2λ1)
−1 in the
sense that for t 6 c logN , any c ∈ (0, a), the empirical measure of the system converges
for N →∞ to the uniform probability, but for t = c logN , any c > a, it converges to one
of the synchronized solutions (see Fig. 1 and its caption).
This calls for several considerations:
(1) Theorem 1.1 and Corollary 1.2 cannot be substantially improved and, in general,
there will be a breakdown on the time-scale log n of the information that it carries.
This is particularly troublesome for the applications because times of the order
log n are essentially finite times from a numerical viewpoint, but also for many,
possibly most of, real life systems.
(2) Our result, as pointed out in the two item list at the end of Section 1.4, is twofold:
let us reconsider these two items. For the first item, we have seen that we can
have the breakdown of the reduction to F-P evolution, but this is not surprising
because it already happens on the complete graph. However the second item is
more troublesome. In fact, the example we presented shows that on logarithmic
time scale the evolution on general graphs may have little to do with the complete
graph counterpart, see Fig. 1 and its caption: the flat profile escapes to a bimodal
distribution in the two component case we have studied, while on the complete
graph the distribution becomes unimodal.
(3) In spite of the breakdown of the proximity between the n-dimensional diffusion and
the F-P limit, in various instances the analysis has been pushed well beyond finite
or logarithmic times even in presence of phase transitions, that is many stationary
states for the limit F-P PDE: it is difficult to account for such a large literature,
see e.g. [24] for the case of multiple isolated and stable F-P stationary solutions in
which stochastic deviations from F-P behavior happen on exponentially long times,
see e.g. [3, 21] (to limit ourselves to the Kuramoto context that we consider) for
cases in which multiple stable stationary solutions are not isolated and stochastic
effects happen on much shorter time scales (power law in n), and of course in
presence of unstable states the deviations are observed on the log n scale. The
example we have developed shows that going to longer time scales cannot be done
in our context without stronger hypotheses on the graph than just the degree
condition (1.5). So the issue is: how should one complement the uniform degree
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Figure 1. A numerical realization of the complete graph N dimensional diffusion with
N = 1000, K = 4 (so λ1 = 1/2) and interaction potential J(·) = −(K/2) sin(·) to fit in
the framework (1.17)-(1.20), up to time 20. This simulation deals therefore with only
half of the system: the histogram is the empirical measure limited to one complete graph
and it is taken at time t = 20, but the empirical measure is just about the same starting
from t ≈ 7, as suggested by the plot of the synchronization degree rN(t). It is curious to
note that the right-hand side of (1.20) becomes equal to one at t = logN/(2λ1) ≈ 6.9.
Moreover, if it is evident that for t ≥ 7 the system is very far from the initial stationary
profile 1/(2pi), the deviation is already clear much earlier. Another crucial point that
one easily guesses and verifies with the simulations is that the center of synchronization,
see for example [2] for a precise definition, is uniformly distributed on the unit circle: in
the realization we present the center is at about one radiant. When the whole system is
composed by two independent and identically distributed N dimensional diffusions, the
flat initial condition will generate on the time scale logN an empirical measure that is
the superposition of two empirical measures like the one in the figure, but with different
centers (hence a bimodal distribution!). On the much longer time scale t ∝ N one can
appreciate a random motion of the two synchronization centers [3, 8].
condition in order to push the proximity of the graph case and the corresponding
renormalized complete graph case to longer times? It is worth underlying that one
of the obstacles to apply the iterative method used for example in [3, 21] is the
fact that on a graph that is not complete the empirical measure (1.9) does not
carry all the information about the system.
(4) Of course the previous question could be asked also in cases in which one expects
results that are uniform in time (for example in the sense of [6, Sec. 3.2], see [6]
also for more references on this issue). In these cases it is not unreasonable to
expect that our uniform degree condition could allow obtaining results that are
uniform in time.
Remark 1.4. In the example we have developed it is completely clear that the two-fold
graph structure becomes apparent only on a long time scale because the initial condition
we have chosen is IID and does not depend on the graph. This observation is elementary,
but it reveals the fundamental difficulty in going beyond the results we have presented: the
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evolution does depend on the graph and so the state of the system at positive times depends
on the graph. Dealing with this dependence is the challenge.
Even if this note raises questions more than it gives answers we want to conclude
this section by pointing out one more open issue: the case of sparse graphs, that is
graphs with bounded degree. For the graphs we consider in this work each degree d
(n)
i
diverges as n→∞ and our results do include almost all Erdo˝s-Re´nyi graphs in this class,
leaving out the open issue of the regime where d
(n)
i = o(log(n)) (recall (1.12)). The issue
becomes particularly intriguing in the sparse case, say Erdo˝s-Re´nyi, that is qn ∼ c/n and
E(d
(n)
i ) ∼ c, when there is an infinite component (so c > 1). The case of sparse graphs has
been treated in details in equilibrium statistical mechanics [22, 12], but, to our knowledge,
mostly for discrete spin models.
2. Proofs
Proof of Theorem 1.1. For every s > 0
∣∣θi,s − θ¯i,s∣∣2 = 2
∫ s
0
(
θi,u − θ¯i,u
) (
F (θi,u, ωi)− F (θ¯i,u, ωi)
)
du
+2
∫ s
0
(
θi,u − θ¯i,u
)(αn
n
n∑
k=1
ξ
(n)
i,k Γ(θi,u, ωi, θk,u, ωk)− p
∫
Γ(θ¯i,u, ωi, θ˜, ω˜)νu( dθ˜, dω˜)
)
du .
(2.1)
Using the Lipschitz-continuity of F , LF is the Lipschitz constant, we have∣∣θi,s − θ¯i,s∣∣2 6 (2LF + 1)
∫ s
0
∣∣θi,u − θ¯i,u∣∣2 du
+
∫ s
0
∣∣∣∣∣αnn
n∑
k=1
ξ
(n)
i,k Γ(θi,u, ωi, θk,u, ωk)− p
∫
Γ(θ¯i,u, ωi, θ˜, ω˜)νu( dθ˜, dω˜)
∣∣∣∣∣
2
du .
(2.2)
Taking the supremum in s ∈ [0, t] and the expectation E[·] w.r.t. the Brownian motions
E
[
sup
s∈[0,t]
∣∣θi,s − θ¯i,s∣∣2
]
6 (2LF + 1)
∫ t
0
E
[∣∣θi,u − θ¯i,u∣∣2] du
+
∫ t
0
E


∣∣∣∣∣αnn
n∑
k=1
ξ
(n)
i,k Γ(θi,u, ωi, θk,u, ωk)− p
∫
Γ(θ¯i,u, ωi, θ˜, ω˜)νu( dθ˜, dω˜)
∣∣∣∣∣
2

 du , (2.3)
so that
E
[
sup
s∈[0,t]
∣∣θi,s − θ¯i,s∣∣2
]
6 (2LF + 1)
∫ t
0
E
[
sup
v∈[0,u]
∣∣θi,v − θ¯i,v∣∣2
]
du
+
∫ t
0
E


∣∣∣∣∣αnn
n∑
k=1
ξ
(n)
i,k Γ(θi,u, ωi, θk,u, ωk)− p
∫
Γ(θ¯i,u, ωi, θ˜, ω˜)νu( dθ˜, dω˜)
∣∣∣∣∣
2

 du . (2.4)
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The last term in (2.4) can be bounded above by 4
∫ t
0
(∑4
k=1B
(k)
n,i,s
)
ds, where
B
(1)
n,i,s = E
∣∣∣∣∣αnn
n∑
k=1
ξ
(n)
i,k
(
Γ(θi,s, ωi, θk,s, ωk)− Γ(θ¯i,s, ωi, θk,s, ωk)
)∣∣∣∣∣
2
,
B
(2)
n,i,s = E
∣∣∣∣∣αnn
n∑
k=1
ξ
(n)
i,k
(
Γ(θ¯i,s, ωi, θk,s, ωk)− Γ(θ¯i,s, ωi, θ¯k,s, ωk)
)∣∣∣∣∣
2
,
B
(3)
n,i,s = E
∣∣∣∣∣αnn
n∑
k=1
ξ
(n)
i,k
(
Γ(θ¯i,s, ωi, θ¯k,s, ωk)−
∫
Γ(θ¯i,s, ωi, θ˜, ω)νs( dθ˜, dω)
)∣∣∣∣∣
2
,
B
(4)
n,i,s =
(
αn
n
n∑
k=1
(
ξ
(n)
i,k −
p
αn
))2
E
∣∣∣∣
∫
Γ(θ¯i,s, ωi, θ˜, ω)νs( dθ˜, dω)
∣∣∣∣
2
.
(2.5)
For what concerns B(1) we have (with LΓ for the Lipschitz constant of Γ)
E
(
B
(1)
n,i,s
)
6 L2Γ
(
αn
n
n∑
k=1
ξ
(n)
i,k
)2
sup
r∈{1,...,n}
EE
[
sup
u∈[0,s]
∣∣θr,u − θ¯r,u∣∣2
]
. (2.6)
Concerning B(2)
E
(
B
(2)
n,i,s
)
6 L2ΓEE


(
αn
n
n∑
k=1
ξ
(n)
i,k
∣∣θk,s − θ¯k,s∣∣
)2
= L2Γ
(αn
n
)2 n∑
k,l=1
ξ
(n)
i,k ξ
(n)
i,l EE
[∣∣θk,s − θ¯k,s∣∣ ∣∣θl,s − θ¯l,s∣∣]
6 L2Γ
(αn
n
)2 n∑
k,l=1
ξ
(n)
i,k ξ
(n)
i,l
1
2
EE
[∣∣θk,s − θ¯k,s∣∣2 + ∣∣θl,s − θ¯l,s∣∣2]
6 L2Γ
(
αn
n
n∑
k=1
ξ
(n)
i,k
)2
sup
r∈{1,...,n}
EE
[
sup
u∈[0,s]
∣∣θr,u − θ¯r,u∣∣2
]
.
(2.7)
Concerning B(3), first denote by
Γ¯θ,ωs (θ
′, ω′) = Γ(θ, ω, θ′, ω′)−
∫
Γ(θ, ω, θ˜, ω˜)νs( dθ˜, dω˜) , (2.8)
so that
B
(3)
n,i,s =
α2n
n2
n∑
k,l=1
ξ
(n)
i,k ξ
(n)
i,l E
[
Γ¯
θ¯i,s,ωi
s (θ¯k,s, ωk)Γ¯
θ¯i,s,ωi
s (θ¯l,s, ωl)
]
. (2.9)
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This gives
E
(
B
(3)
n,i,s
)
=
α2n
n2
n∑
k,l=1
ξ
(n)
i,k ξ
(n)
i,l EE
[
Γ¯
θ¯i,s,ωi
s (θ¯k,s, ωk)Γ¯
θ¯i,s,ωi
s (θ¯l,s, ωl)
]
=
α2n
n2
n∑
k=1
(
ξ
(n)
i,k
)2
EE
[
Γ¯
θ¯i,s,ωi
s (θ¯k,s, ωk)
2
]
+
α2n
n2
∑
k,l∈{1,...,n}:
k 6=l
ξ
(n)
i,k ξ
(n)
i,l EE
[
Γ¯
θ¯i,s,ωi
s (θ¯k,s, ωk)Γ¯
θ¯i,s,ωi
s (θ¯l,s, ωl)
]
.
(2.10)
By construction of Γ¯, we see that the term in the last line of (2.10) is zero: just take the
expectation with respect to (θ¯k,s, ωk) if k 6= i, otherwise do the same but with respect to
(θ¯l,s, ωl). Therefore
sup
i∈{1,...n}
E
(
B
(3)
n,i,s
)
6 4 ‖Γ‖2∞
(
α2n
n2
n∑
k=1
ξ
(n)
i,k
)
. (2.11)
Concerning B(4), one has obviously
E
(
B
(4)
n,i,s
)
6 ‖Γ‖2∞
(
αn
n
n∑
k=1
(
ξ
(n)
i,k −
p
αn
))2
. (2.12)
Taking the expectation E and the supremum over i ∈ {1, . . . , n} in (2.4), we obtain
ut 6 c
∫ t
0
(
1 + a2n
)
us ds+ ct
(αn
n
an + b
2
n
)
, (2.13)
where we used the notation ut for the left-hand side in (1.6), c = max(2LF+1, 2L
2
Γ, 4‖Γ‖2∞),
bn is defined in (1.5) and
an = an(ξ) := sup
i∈{1,...n}
(
αn
n
n∑
k=1
ξ
(n)
i,k
)
. (2.14)
Note that (1.5) implies that limn→∞ an = p. Inequality (2.13) gives
ut 6
( αn
n an + b
2
n
1 + a2n
)(
exp
(
c(1 + a2n)t
)− 1) , (2.15)
and since an 6 2p for n sufficiently large (how large depends only on how fast bn tends to
zero), we readily see that (1.6) holds with C = 3c and the proof is complete. 
Proof of Corollary 1.2. We start by observing that (see [13, proof of Theorem 11.3.3]) for
every ε > 0 there exists a finite set Lε ⊂ L such that for every µ and ν
dbL(µ, ν) 6 ε+ max
H∈Lε
∣∣∣∣
∫
H dµ−
∫
H dν
∣∣∣∣ . (2.16)
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So it suffices to show that EE supt∈[0,tn] |
∫
H dµn,t −
∫
H dνt| vanishes as n → ∞ for an
arbitrary choice of H ∈ L. For this we remark that∣∣∣∣
∫
H dµn,t −
∫
H dνt
∣∣∣∣ =∣∣∣∣∣ 1n
n∑
i=1
[
H(θi,t, ωi)−H(θ¯i,t, ωi)
]
+
1
n
n∑
i=1
[
H(θ¯i,t, ωi)− EEH(θ¯i,t, ωi)
]∣∣∣∣∣
≤ 1
n
n∑
i=1
∣∣θi,t − θ¯i,t∣∣+
∣∣∣∣∣ 1n
n∑
i=1
Xi,t
∣∣∣∣∣ =: A(1)n,t +A(2)n,t , (2.17)
and we have introduced Xi,t := H(θ¯i,t, ωi)− EEH(θ¯i,t, ωi). Since
EE sup
t≤tn
A
(1)
n,t ≤ sup
i∈{1,...,n}
EE
[
sup
t∈[0,tn]
∣∣θi,t − θ¯i,t∣∣2
]1/2
, (2.18)
this term vanishes for n→∞ by (1.6) of Theorem 1.1.
We are left with controlling the term containing A
(2)
n,t. For this note that {Xi,t}i=1,...,n
are IID random variables that are bounded uniformly in t (they are in fact bounded by
one, since H(·) ∈ [0, 1]). Therefore supt≤tn EEA(2)n,t ≤ 1/
√
n and we are left with switching
the supremum with the expectations. For this we introduce a time discretization of step
n−1/4, i.e. s0 = 0 and sj+1 − sj = n−1/4, and ℓn := sup{j = 0, 1, . . . : sj ≤ tn}. Observe
that since αn ≥ 1 eventually tn ≤ C−1 log n, so ℓn ≤ cn1/4 log n for any c > 1/C. We have
EE sup
t≤tn
A
(2)
n,t ≤ EE sup
j=0,...,ℓn
A(2)n,sj + EE sup
j=0,...,ℓn
sup
s∈[0,n−1/4]
∣∣∣A(2)n,sj+s −A(2)n,sj
∣∣∣
≤ ℓn + 1
n1/2
+ EE sup
j=0,...,ℓn
sup
s∈[0,n−1/4]
∣∣∣A(2)n,sj+s −A(2)n,sj
∣∣∣ , (2.19)
and we are left with showing that the rightmost addend vanishes too. For this we recall
that the random variables |A(2)n,sj+s −A
(2)
n,sj | are uniformly bounded (they are bounded by
two, because |Xi,t| ≤ 1). The L1 estimate can therefore be replaced by an estimate in
probability: it suffices to show that for every δ > 0 we have
lim
n→∞
EP
(
sup
j=0,...,ℓn
sup
s∈[0,n−1/4]
∣∣∣A(2)n,sj+s −A(2)n,sj
∣∣∣ > δ
)
= 0 , (2.20)
and, in turn, this is implied by
sup
j=0,...,ℓn
EP
(
sup
s∈[0,n−1/4]
∣∣∣A(2)n,sj+s −A(2)n,sj
∣∣∣ > δ
)
= o (1/ℓn) . (2.21)
For this we observe that sups∈[0,n−1/4] |Xi,sj+s −Xi,sj | is
sup
s∈[0,n−1/4]
∣∣H(θ¯i,sj+s, ωi)−H(θ¯i,sj , ωi)− EE [H(θ¯i,sj+s, ωi)−H(θ¯i,sj , ωi)]∣∣ (2.22)
and that |H(θ¯i,sj+s, ωi)−H(θ¯i,sj , ωi)| is bounded by |θ¯i,sj+s−θ¯i,sj |, which, by using (1.3), is
bounded by CF,Γn
−1/4+σ|Bi,sj+s−Bi,sj |, with CF,Γ equal to max(‖F‖∞, ‖Γ‖∞). Therefore
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the expectation of the expression in (2.22) is bounded by
2CF,Γn
−1/4 + 2E
(
sup
s∈[0,n−1/4]
|Bs|
)
≤ CF,Γ,σn−1/8 , (2.23)
with a suitable choice of the positive constant CF,Γ,σ. At this point we conclude with
a Gaussian Large Deviation bound: we are going the exponential Chebychev inequality
to the family of IID random variables {sups∈[0,n−1/4] ∈ |Bi,sj+s − Bi,sj+s|}i=1,...,n whose
law coincides with the law of n−1/8 supt∈[0,1] |Bt|. Doob’s submartingale inequality implies
that E exp(a supt∈[0,1] |Bt|) ≤ 2e exp(a2/2) for every a ≥ 0 and therefore we have
sup
j=0,...,ℓn
EP
(
1
n
n∑
i=1
sup
s∈[0,n−1/4]
∣∣Xi,sj+s −Xi,sj ∣∣ > δ
)
≤ exp
(
−cδ2n1/4
)
= o (1/ℓn) ,
(2.24)
for some c > 0. But the left-hand side of (2.24) is just a rewriting of the left-hand side of
(2.21), so we are done.

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