A new color filter array (CFA) interpolation technique for single-sensor digital cameras is introduced. The proposed method utilizes an edge-sensing interpolation mechanism in conjunction with color-difference model based correction steps performed for each color channel. Thus, the proposed computationally efficient interpolation scheme is able to overcome the limitations of existing CFA based image acquisition solutions and restore color images without introducing false colors, edge blurring or visual artifacts. This produces excellent results in terms of subjective and objective image quality measures, while outperforming widely used CFA interpolation methods.
INTRODUCTION
The advances in color image processing [12] have allowed capturing and reproducing of real scenes in color as never before. Digital cameras for still images are among the most popular acquisition devices, whose commercial proliferation has a significant impact on the research in this area.
Digital color cameras acquire color information [8] by transmitting the image through Red (R), Green (G) and Blue (B) color filters having different spectral transmittances and then sampling the resulted images using three electronic sensors, usually charge coupled devices (CCD) and complementary metal oxide semiconductor (CMOS) sensors. To reduce cost and complexity, digital camera manufacturers use a single CCD/CMOS sensor with a color filter array (CFA) to capture all the three primary colors (R,G,B) at the same time. The Bayer pattern (Fig.1) [2] , a widely used CFA, provides the array or mosaic of the RGB colors so that only one color element is available in each pixel. Two missing colors must be estimated from the adjacent pixels; this process refers to CFA interpolation, or demosaicing [4] , [9] .
PROBLEM FORMULATION
Let us consider, a K 1 × K 2 gray-scale image z : Z 2 → Z representing a two-dimensional matrix of integer samples. In the Bayer CFA pattern, half of the pixels z i ∈ Z 2 , for i = 1, 2, ..., K 1 K 2 , correspond to the G channel, whereas R,B channels are assigned the other half of the pixels. Assuming that p = 1, 2, ..., K 1 and q = 1, 2, ..., K 2 denote the spatial position of the pixels in vertical (image rows) and horizontal (image columns) directions, gray-scale pixels z i can be transformed into the RGB vectors 
This transformation forms a K 1 ×K 2 RGB image x : Z 2 → Z 3 representing a two-dimensional matrix of three-component samples [8] . Note that the color vectors x i relate to one true component varying in k from position to position, whereas other two components of x i are set to zero. Therefore, it is desirable to estimate the missing color components of x and constitute the interpolated RGB image y : Z 2 → Z 3 to be as close to the desired RGB image o : Z 2 → Z 3 as possible. This problem can be expressed through the minimization of the expected value of mean square error as follows [13] :
where E{·} indicates statistical expectation guaranteing the minimum average loss or risk.
To estimate the missing color components of x, a sliding supporting window W = {x i ∈ Z 2 ; i = 0, 1, ..., N − 1} of finite size N is considered with the sample under consideration, sample x 0 , placed in the center of the window ( at a time. The rationale of this approach is to minimize the local distortion and ensure the stationarity of the processes generating the image [8] .
PROPOSED METHOD
To follow structural information and interpolate missing image components in sharp shapes, efficient interpolation algorithms incorporate edge information into the interpolation process. The proposed method utilizes the edge-sensing mechanism of the C2D2 scheme [7] :
where w 1 and w 2 denote weights in north-west and north directions and z 0 , z 1 , ..., z 24 are original gray-scale values of z (Fig.2b) . Coefficients w 3 , w 5 , w 7 and w 4 , w 6 , w 8 are calculated applying appropriately the concept of (3) and (4), respectively. Using 8 weighting coefficients, the G channel is interpolated as follows:
where N = 9 relates to a 3 × 3 sliding window, z 0 is the acquired pixel before the transformation (1) in the same spatial position as the color (RGB) vector x i , operator ∼ = denotes a one to one relationship and
j=1 w j is the normalized weighting coefficient corresponding to predetermined G values x i2 . For illustration purposes, quantities x (1)2 and x (2)2 are given by:
Using the difference plane model [1] and the G values obtained in (5), the R,B channels are estimated as follows:
where k = 1 and k = 3 characterize the R and B channels, respectively;
and It has been observed [9] that introducing a correction mechanism into the interpolation process improves contrast and accuracy of the initially interpolated G channel. Since the difference plane model of (8) is simple and efficient, it is also perfectly suited to a correction stage. Thus, G values are corrected as follows [10] :
where
is defined using the weighting coefficients w i of (8) .
Considering the corrected G values of (9) the R,B update is completed using the proposed approach as follows: (10) where
2 ) are defined using the weighting coefficients of (8), [10] .
EXPERIMENTAL RESULTS
To examine the performance of the proposed framework and facilitate comparisons with the state of-the-art CFA interpolation schemes, some widely used natural test color images shown in Fig.3 are utilized. All test images have been normalized to a standard size of 512 × 512 pixels with a 8-bit per channel RGB representation.
The proposed method is compared with other CFA interpolation methods listed in Table 1 . To measure similarity between the original, full RGB, image o and interpolated image y, a number of different objective measures, based on the difference in the statistical distributions of the pixel values, can be utilized [12] . In this paper, the mean square [3] error (MSE) and the normalized color difference (NCD) are used to measure objectively the quality of the restored RGB image. Tables 2-4 summarize results corresponding to the restoration of test images shown in Fig.3 . Using natural test images we are able to compare performance of the methods in realistic applications, since in these images the correlation between the color channels vary significantly. It can be seen that the flexible design characteristics of the proposed method result in excellent performance as the reported error values indicate.
Figs.4-6 present zoomed parts of the restored images. These images allow for the comparison of the results corresponding to the fundamental BI and currently used API technique with those obtained through the proposed method in terms of a subjective (user-centered) evaluation. It is evident that the BI scheme fails near edges and produces color artifacts. The API scheme produces more quality results. However, the proposed method is capable of restoring the color images with the highest visual quality among the tested schemes and avoids color shifts and visual artifacts. This results in impressive visual quality of the restored images.
CONCLUSIONS
A new CFA interpolation approach for single-sensor digital cameras was provided. The proposed edge-sensing method utilizes interpolation and correction steps based on a refined 
