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Abstract
Let G be a graph on n vertices and λ1 ≥ λ2 ≥ . . . ≥ λn its eigenvalues. The
Estrada index of G is defined as EE(G) =
∑n
i=1 e
λi . In this work, we use an
increasing sequence converging to the λ1 to obtain an increasing sequence of
lower bounds for EE(G). In addition, we generalize this succession for the
Estrada index of an arbitrary symmetric nonnegative matrix.
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1. Introduction
In this paper, we consider undirected simple graphs G with edge set
denoted by E(G) and its vertex set V (G) = {1, . . . , n} with cardinality m
and n, respectively. If e ∈ E(G) has end vertices i and j, then we say that
i and j are adjacent and this edge is denoted by ij. For a finite set U , |U |
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denotes its cardinality. Let Kn be the complete graph with n vertices and
Kn its complement. A graph G is bipartite if there exists a partitioning of
V (G) into disjoint, nonempty sets V1 and V2 such that the end vertices of
each edge in G are in distinct sets V1, V2. A graph G is a complete bipartite
graph if G is bipartite and each vertex in V1 is connected to all the vertices
in V2. If |V1| = p and |V2| = q, the complete bipartite graph is denoted by
Kp,q. For more properties of bipartite graphs, see [19].
If i ∈ V (G), then NG(i) denoted the set of neighbors of the vertex i in
G, that is, NG(i) = {j ∈ V (G) : ij ∈ E(G)}. For the i-th vertex of G, the
cardinality of NG(i) is called the degree of i and it is denoted by d(i).
The number of walks of length k of G starting at i is denoted by dk(i), is
also called k-degree of the vertex i. Clearly, we define d0(i) = 1, d1(i) = d(i)
and for k ≥ 1
dk+1(i) =
∑
j∈NG(i)
dk(j).
A graph G is called r-regular if d(i) = r, for all i ∈ V (G). Further, a
graph G is called (a, b)-semiregular if {d(i), d(j)} = {a, b} holds for all edges
ij ∈ E(G). A semiregular graph that is not regular will henceforth be called
strictly semiregular. Clearly, a connected strictly semiregular graph must be
bipartite. A graph G is called harmonic [11] (in [29] is called pseudoregular)
if there exist a constant µ such that d2(i) = µd(i) holds for all i ∈ V (G); in
which case G is also called µ-pseudoregular. A graph G is called semipseu-
doregular [29], if there exist a constant µ such that d3(i) = µd(i) holds for
all i ∈ V (G); in which case G is also called µ-semiharmonic. Thus every µ-
pseudoregular graph is µ2-semipseudoregular. Also every (a, b)-semiregular
graph is ab-semipseudoregular. A semipseudoregular graph that is not pseu-
doregular will henceforth be called strictly semipseudoregular.
Finally, a graph G is called (a, b)-pseudosemiregular if
{
d2(i)
d(i)
,
d2(j)
d(j)
}
=
{a, b} holds for all edges ij ∈ E(G). A pseudosemiregular graph that is not
pseudoregular will henceforth be called strictly pseudosemiregular. Clearly,
a connected strictly pseudosemiregular graph must be bipartite.
The adjacency matrix A(G) of the graph G is a symmetric matrix of
order n with entries aij , such that aij = 1 if ij ∈ E(G) and aij = 0 otherwise.
Denoted by λ1 ≥ . . . ≥ λn to the eigenvalues of A(G), see [2, 3].
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The Estrada index of the graph G is defined as
EE(G) =
n∑
i=1
eλi .
This spectral quantity is put forward by E. Estrada [6] in the year 2000.
There have been found a lot of chemical and physical applications, including
quantifying the degree of folding of long-chain proteins, [6, 7, 8, 14, 15, 18],
complex networks and evolving graphs [9, 10, 23, 24, 25, 26, 28]. Mathemati-
cal properties of this invariant can be found in e.g. [12, 13, 16, 20, 27, 30, 31].
Denote by Mk =Mk(G) to the k-th spectral moment of the graph G, i.e.,
Mk = 4
n∑
i=1
(λi)
k.
In [2], for a graph G with n vertices and m edges, the authors proved that
M0 = n, M1 = 0, M2 = 2m, M3 = 6t, (1)
where t is the number of triangles in G. Thereby we can write the Estrada
index as
EE(G) =
∞∑
k=0
Mk
k!
.
2. Preliminaries
Let R be a symmetric matrix of order ℓ with eigenvalues ρ1, ρ2, . . . , ρℓ.
The Estrada index of R is denoted and defined as
EE(R) =
ℓ∑
i=1
eρi. (2)
For more details on the theory of the Estrada index see the papers [1, 5, 22]
and the references cited therein.
Among the results obtained for the Estrada index of symmetric matrices,
we outline the following lower bound obtained in [1]
EE(R) ≥ eρ1 + (ℓ− 1) + Tr(R)− ρ1. (3)
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For the other hand, considering R as the adjacency matrix of a graph G, in
the same paper, the authors obtain the following lower bound for the Estrada
index of a graph G
EE(G) ≥ e( 2mn ) + n− 1− 2m
n
. (4)
The equality holds in (4) if and only if G is isomorphic to Kn. To obtain the
last lower bound, at first, the authors showed that the following relationship
holds:
EE(G) ≥ eλ1 + n− 1− λ1. (5)
In [2], the authors obtain a sequence of lower bounds for Estrada index
of graphs. For this, we need the following results.
Theorem 1. [2] Let G be a connected graph. Then
λ1 ≥
√√√√√
∑
i∈V (G)
d2(i)
n
(6)
with equality if and only if G is regular or a semiregular.
Theorem 2. [29] Let G be a connected graph. Then
λ1 ≥
√√√√√√√√
∑
i∈V (G)
d22(i)
∑
i∈V (G)
d2(i)
(7)
with equality if and only if G is a pseudo-regular graph or a strictly pseudo-
semiregular graph.
Furthermore, we have to√√√√√√√√
∑
i∈V (G)
d22(i)
∑
i∈V (G)
d2(i)
≥
√√√√√
∑
i∈V (G)
d2(i)
n
.
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In [17], the authors generalized these results and built an increasing sequence
of lower bounds for λ1, as follows:
γ(0) =
√√√√√
∑
i∈V (G)
d2(i)
n
γ(1) =
√√√√√√√
∑
i∈V (G)
d22(i)∑
i∈V (G)
d2(i)
...
γ(k) =
√√√√√√√
∑
i∈V (G)
d2k+1(i)∑
i∈V (G)
d2k(i)
.
(8)
Thereby, they obtain the following results.
Theorem 3. [17] Let G be a connected graph and k ≥ 1. Then
λ1 ≥ γ(k)
with equality if and only if G is pseudoregular or strictly pseudosemiregular.
Theorem 4. [17] Let G be a graph, then {γ(k)}k≥0 is an increasing sequence
and
lim
k→∞
γ(k) = λ1.
In this work, following the ideas of [2, 4], we will use the increasing
sequence of lower bounds for λ1 given in [17] to obtain an increasing sequence
of lower bounds for the Estrada index of graphs, which converges to the
lower bound (5). Moreover, applying this technique, we obtain an increasing
sequence of lower bounds for the Estrada index of a symmetric matrix R,
which converges to the lower bound (3).
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3. Main Results
Consider the following function
f(x) = (x− 1)− ln(x), x > 0. (9)
Clearly the function f is decreasing in (0, 1] and increasing in [1,+∞) Con-
sequently, f(x) ≥ f(1) = 0, implying that
x ≥ 1 + ln x, x > 0, (10)
the equality holds if and only if x = 1. Let G be a graph of order n, using
(1) and (10), we get:
EE(G) ≥ eλ1 + (n− 1) +
n∑
k=2
ln eλk
= eλ1 + (n− 1) +
n∑
k=2
λk
= eλ1 + (n− 1) +M1 − λ1
= eλ1 + (n− 1)− λ1.
(11)
Define the function
φ(x) = ex + (n− 1)− x, x > 0. (12)
Note that, this is an increasing function on Dφ = [0,+∞).
Therefore, we proved the following result.
Theorem 5. Let G a connected graph of order n and the sequence {γ(k)}∞k=0
as in (8). Then the sequence {φ(γ(k))}∞k=0 is increasing and converges to
φ(λ1), moreover for all k ≥ 0
EE(G) > e(γ
(k)) + n− 1− γ(k). (13)
Proof. First, we observe that γ(k) ∈ Dφ, for all k ≥ 0. This is an immediate
consequence of Theorem 4 and that γ(0) =
√∑
i∈V (G) d
2(i)
n
≥
√
2m
n
≥ 1.
Since {γ(k)}∞k=0 is an increasing sequence and by Theorem 4 converges to λ1.
Then, by the continuity of φ, we have to
lim
k→∞
φ(γ(k)) = φ
(
lim
k→∞
γ(k)
)
= φ(λ1).
This allows us to prove the first statement.
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Remark 6. Suppose that the equality holds in (13). Then all the inequalities
in (11) must be considered as equalities. From the equality (10), we get
eλ2 = . . . = eλn = 1, then λ2 = . . . = λn = 0 implying that λ1 = γ
(k) = 0.
Thus G is isomorphic to the Kn.
The following result, a sharp increasing sequence of lower bounds for the
Estrada index of a bipartite graph is obtained.
Considering (1) and (10), we obtain
EE(G) = eλ1 + e−λ1 +
n−1∑
k=2
eλk
≥ 2 coshλ1 + (n− 2) +
n−1∑
k=2
λk
= 2 coshλ1 + (n− 2) +M1 + λ1 − λ1
= 2 coshλ1 + n− 2.
(14)
Define the function, Φ(x) = 2 coshx+ n− 2. Note that, this is an increasing
function on DΦ = [0,+∞).
Theorem 7. Let G be a bipartite connected graph of order n with n > 2.
Considering the sequence {γ(k)}∞k=0 as in (8). Then
EE(G) ≥ 2 cosh (γ(k))+ n− 2. (15)
Equality holds if and only if G is isomorphic to the complete bipartite graph.
Proof.
Analogous to the proof of Theorem 5, γ(k) ∈ DΦ. Since {γ(k)}∞k=0 is an
increasing sequence and by Theorem 4 converges to λ1. Then the continuity
of φ allows us to prove the first statement.
Moreover, we get
EE(G) ≥ 2 cosh (γ(k))+ n− 2.
Suppose now that the equality holds in (15). Then all the inequalities in (14)
must be considered as equalities. From the equality (10), we get eλ2 = . . . =
eλn−1 = 1, then λ2 = . . . = λn−1 = 0 and λ1 = −λn = γ(k), which implies
that G is a bipartite complete graph, Kp,q such that p + q = n
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For the other hand, recall that a Hermitian complex ℓ×ℓmatrix R = (rij),
rij ∈ C, is such that R = R∗ where R∗ denotes the conjugate transpose of
R. For x, y ∈ Cℓ, we denote by < x, y >= x∗y, the inner product in Cℓ, the
norm, ‖x‖ = √< x, x > and |R| =√trace(R∗R) the Frobenius norm of R.
For symmetric matrices it is possible find an orthonormal basis of Cℓ,
x1, x2, . . . , xℓ, of eigenvectors associated to ρ1, ρ2, . . . , ρℓ the eigenvalues of R
where Rxi = ρixi, for i = 1, 2, . . . ℓ. The spectral radius of a square matrix
R is the largest absolute value of its eigenvalues, it is denoted by |ρ1| =
max{|ρ| : ρi ∈ σ(R)}. Let f ∈ Cℓ such that < f, xi > 6= 0 for i = 1, . . . , ℓ.
We define the vector sequence
r(0) = f
r(1) = Rr(0) = Rf
...
r(k) = Rr(k−1) = R(k)f
(16)
In view of the fact that for k = 0, 1, . . . , R(k)f 6= 0, in [4] the following
numerical sequence was defined
ξ(0) =
‖r(1)‖
‖r(0)‖ =
‖Rr(0)‖
‖f‖
ξ(1) =
‖r(2)‖
‖r(1)‖ =
‖Rr(1)‖
‖Rr(0)‖
...
ξ(k) =
‖r(k+1)‖
‖r(k‖ =
‖Rr(k)‖
‖Rr(k−1)‖ .
(17)
Thereby, the authors in [4], we obtain the following result.
Lemma 8. [4] Let {ξ(k)}k≥0 be the sequence defined in (17), then {ξ(k)}k≥0
is an increasing sequence. Furthermore
lim
k→∞
ξ(k) = |ρ1|.
If the matrix R is an irreducible nonnegative matrix, then its spectral
radius is simple with a positive eigenvector x1, see [21]. Let e be the n-
dimensional all-one vector e = (1, . . . , 1)T . Evidently, < e, x1 > 6= 0.
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Considering the argument used in (11) and the inequality (10), we have
that
EE(R) ≥ eρ1 + ℓ− 1 + Tr(R)− ρ1. (18)
The equality holds if only if ρ2 = ρ3 = . . . = ρℓ = 0.
Let
ϕ(x) = ex + ℓ− 1 + Tr(R)− x. (19)
an increasing function on Dϕ = [0,+∞). Then, the following result is ob-
tained.
Theorem 9. Let R be a nonnegative symmetric ℓ × ℓ matrix with spectral
radius ρ1. Define the sequence {ξ(k)}k≥0 as in (17) with f replaced by e.
Then ξ(k) ∈ Dϕ, for all k = 0, 1, 2, ...ℓ, where ϕ is defined in (19).
Proof. Before starting the proof, it is worth noting that
ρ1 ≤
√
ρ21 + ρ
2
2 + ...+ ρ
2
ℓ = |R|.
For the Rayleigh quotient, we have that 0 < ξ(k) ≤ |ρ1| for all k ≥ 0, then
0 < ξ(k) ≤ |R|. Since R is a symmetric nonnegative matrix,
trace(R∗R) = trace(R2) ≤ e∗R2e,
implying that |R| ≤ ‖Re‖. Consequently,
0 ≤ |R|√
ℓ
≤ ‖Re‖√
ℓ
= ξ(0). (20)
where
√
(ℓ) is the norm of vector e, which is considered in (17) for obtain
the sequence of vectors ξ(i). Finally, by Lemma 8, the result follows.
The following result is a generalize the Theorem 5.
Theorem 10. Let R be a nonnegative symmetric ℓ× ℓ matrix with spectral
radius ρ1. Define the sequence {ξ(k)}k≥0 as in (17) with f replaced by e. Then
the sequence {ϕ(ξ(k))}∞k=0 is increasing and converges to ϕ(ρ1), moreover for
all k ≥ 0
EE(R) ≥ eξ(k) + ℓ− 1 + Tr(R)− ξ(k). (21)
Equality holds in (21) if and only if ρ2 = ρ3 = . . . = ρℓ = 0.
Proof. Since ξ(k) ∈ Dϕ, for all k ≥ 0, see Theorem 9. Since {ξ(k)}∞k=0 is an
increasing sequence and converges to ρ1, by Lemma 8. Then the continuity
of ϕ allows us to prove the statement.
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4. Comparing bounds and final remarks
In this section, we show some examples of the results obtained in the
previous sections for several graphs, see Figure 4. We compare the estimates
obtained in Theorem 5 and Theorem 7 with the exact value of the Estrada
Indice.
Consider the complete graph K4, with eigenvalues {3,−1[3]}. Then
EE(K4) = e
3 + 3e−1 = 21. 189.
For the other hand, we have:
d(1) = d(2) = d(3) = d(4) = 3
d2(1) = d2(2) = d2(3) = d2(4) = 3
2;
d3(1) = d3(2) = d3(3) = d3(4) = 3
3;
d4(1) = d4(2) = d4(3) = d4(4) = 3
4
So, we can observe that
dk(1) = dk(2) = dk(3) = dk(4) = 3
k
Thereby, we obtain:
γ(0) = γ(1) = γ(k) = γ(∞) = λ1 = 3
Therefore, applying the Theorem 5
EE(G) > Jk = e(γ
(k)) + n− 1− γ(k),
we have
J0 = J1 = · · · = Jk = J∞ ≈ 20. 086 < EE(K4) = 21. 189
Consider the graph P4, with eigenvalues {1.62, 0.62,−0.62,−1.62}. Then
EE(P4) = 2 cosh(1.62) + 2 cosh(0.62) = 7. 647 9.
Note that, for P4 we have
d(1) = 1 = d(4); d(2) = 2 = d(3);
d2(1) = 2 = d2(4); d2(2) = 3 = d2(3).
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Figure 1: Graphs K4, P4 and K2,3.
So, we can observe that
dk(1) = dk(4) = dk−1(2) = dk−1(3) y dk(2) = dk(3) = dk−1(1) + dk−1(3).
Thereby, we obtain
γ(0) =
√
10
4
≈ 1.5811 < γ(1) =
√
26
10
≈ 1.6125 < · · · < γ(k) < · · · < γ(∞) = λ1 ≈ 1.62
Therefore, applying the Theorem 7
EE(G) > Ck = 2 cosh
(
γ(k)
)
+ n− 2
we have
C0 ≈ 6. 279 2 < C1 ≈ 6. 402 8 < · · · < C∞ ≈ 6. 433 1 < EE(P4) = 7. 647 9
Now, consider the complete bipartite graphK2,3 with eigenvalues {
√
6, 0[3],−√6}.
Then
EE(K2,3) = 2 cosh(
√
6) + 3 = 14. 669.
Note that, for K2,3 we have
d(1) = d(2) = 3 ;d(3) = d(4) = d(5) = 2
d2(1) = d2(2) = 3 · 2; d2(3) = d2(4) = d2(4) = 2 · 3
...
d2k(1) = d2k(2) = 2
k3k, d2k(3) = d2k(4) = d2k(5) = 2
k3k
d2k+1(1) = d2k+1(2) = 2
k3k+1 , d2k+1(3) = d2k+1(4) = d2k+1(5) = 2
k+13k
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So, we can observe that
γ(0) =
√
30
5
=
√
6 = γ(1) =
√
180
30
=
√
6 = ... = γ(k) =
√
6 = λ1
Therefore, applying the Theorem 7
EE(G) > Ck = 2 cosh
(
γ(k)
)
+ n− 2
we obtain
C0 = C1 = Ck = C∞ ≈ 14. 669 = EE(K2,3) = 14. 669
Analyzing the above examples, we observe the following:
• The results obtained for symmetric matrices, in particular Theorems
5 and Theorem 7 for graphs, the examples show that the increasing
succession of lower bounds obtained for the Estrada index approximate
in an optimal way and in the pertinent cases equality is reached.
• For future work, considering the technique exhibited demonstration,
obtain a succession of upper bounds that delimit index of Estrada.
• Extend the results to other matrices associated with a graph, such as:
Laplacian and signless Laplacian Matrix, among others.
• Study the Estrada index in relation to the evolving graph. Consider
other possible combinatorial relationships to limit the Estrada index
by other spectral parameters. (See [28])
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