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ENTROPY OF SEMICLASSICAL MEASURES IN DIMENSION 2
GABRIEL RIVIÈRE
Abstrat. We study the asymptoti properties of eigenfuntions of the Laplaian in the ase
of a ompat Riemannian surfae of Anosov type. We show that the Kolmogorov-Sinai entropy
of a semilassial measure µ for the geodesi ow gt is bounded from below by half of the Ruelle
upper bound, i.e.
hKS(µ, g) ≥
1
2
Z
S∗M
χ+(ρ)dµ(ρ).
1. Introdution
In quantum mehanis, the semilassial priniple asserts that in the high energy limit, one
should observe lassial phenomena. Our main onern will be the study of this property when
the lassial system is said to be haoti.
Let M be a ompat C∞ Riemannian surfae. For all x ∈M , T ∗xM is endowed with a norm ‖.‖x
given by the metri over M . The geodesi ow gt over T ∗M is dened as the Hamiltonian ow
orresponding to the Hamiltonian H(x, ξ) :=
‖ξ‖2x
2 . This last quantity orresponds to the lassial
kineti energy in the ase of the absene of potential. As any observable, this quantity an be
quantized via pseudodierential alulus and the quantum operator orresponding to H is −~
2∆
2
where ~ is proportional to the Plank onstant and ∆ is the Laplae Beltrami operator ating on
L2(M).
Our main result onerns the inuene of the lassial Hamiltonian behavior on the spetral as-
ymptoti properties of ∆. More preisely, our main interest is the study of the measure |ψ~(x)|2dx
where ψ~ is an eigenfuntion of −
~
2∆
2 assoiated to the eigenvalue
1
2 , i.e.
−~2∆ψ~ = ψ~.
This is equivalent to the study of large eigenvalues of ∆. AsM is a ompat Riemannian manifold,
the family −~−2 forms a disrete subsequene that tends to innity. One natural question is to
study the (weak) limits of the probability measure |ψ~(x)|2dx as ~ tends to 0. This means studying
the asymptoti behavior of the probability to nd a partile in x when the system is in the state ψ~.
In order to study the inuene of the Hamiltonian ow, we rst need to lift this measure to the
otangent bundle. This an be ahieved thanks to pseudodierential alulus. In fat there exists
a proedure of quantization that gives us an operator Op~(a) on the phase spae L
2(M) for any
observable a(x, ξ) in a ertain lass of symbols. Then a natural way to lift the previous measure
is to dene the following quantity:
µ~(a) =
∫
T∗M
a(x, ξ)dµ~(x, ξ) := 〈ψ~,Op~(a)ψ~〉L2(M).
This formula gives a distribution µ~ on the spae T
∗M and desribes now the distribution in
position and veloity.
Let (ψ~k) be a sequene of orthonormal eigenfuntions of the Laplaian orresponding to the
eigenvalues −~−2k suh that the orresponding sequene of distributions µk on T
∗M onverges as
k tends to innity to a limit µ. Suh a limit is alled a semilassial measure. Using standard
fats of pseudodierential alulus, it an be shown that µ is a probability measure that does not
depend on the hoie of the quantization Op
~
and that is arried on the unit energy layer
S∗M :=
{
(x, ξ) : H(x, ξ) =
1
2
}
.
1
2 G. RIVIÈRE
Moreover, another result from semilassial analysis, known as the Egorov property, states that
for any xed t,
(1) ∀a ∈ C∞c (T
∗M), U−tOp~(a)U
t = Op~(a ◦ g
t) +Ot(~),
where U t denotes the quantum propagator e
ıt~∆
2
. Preisely, it says that for xed times, the
quantum evolution is related to the lassial evolution under the geodesi ow. From this, it
an be dedued that µ is invariant under the geodesi ow. One natural question to ask is what
measures supported on S∗M are in fat semilassial measures. The orresponding question in
quantum haos is: when the lassial behavior is said to be haoti, what is the set of semilassial
measures? A rst result in this diretion has been found by Shnirelman [33℄, Zeldith [36℄, Colin
de Verdière [11℄:
Theorem 1.1. Let (ψk) be an orthonormal basis of L
2(M) omposed of eigenfuntions of the
Laplaian. Moreover, suppose the geodesi ow on S∗M is ergodi with respet to Liouville mea-
sure. Then, there exists a subsequene (µkp)p of density one that onverges to the Liouville measure
on S∗M as p tends to innity.
By 'density one', we mean that
1
n ♯{p : 1 ≤ kp ≤ n} tends to one as n tends to innity. This
theorem states that, in the ase of an ergodi geodesi ow, almost all eigenfuntions onentrate
on the Liouville measure in the high energy limit. This phenomenon is alled quantum ergodiity
and has many extensions. The Quantum Unique Ergodiity Conjeture states that the set of
semilassial measures should be redued to the Liouville measure in the ase of Anosov geodesi
ow [30℄. This question still remains widely open. In fat, in the ase of negative urvature, there
are many measures invariant under the geodesi ow: for example, there exists an innity of losed
geodesis (eah of them arrying naturally an invariant measure). In reent papers, Lindenstrauss
proved a partiular form of the onjeture, the Arithmeti Quantum Unique Ergodiity [27℄.
Preisely, he proved that for a sequene of Heke eigenfuntions of the Laplaian on an arithmeti
surfae, |ψ|2dx onverges to the Lebesgue measure on the surfae. This result is atually the
best-known positive result towards the onjeture.
In order to understand the phenomenon of quantum haos, many people started to study toy
models as the at map (a typial hyperboli automorphism of T2). These dynamial systems
provide systems with similar dynamial properties to the geodesi ow on a manifold of negative
urvature. Moreover, they an be quantized using Weyl formalism and the question of Quantum
Ergodiity naturally arises. For example, Bouzouina and de Bièvre proved the Quantum Ergodiity
property for the quantized at map [8℄. However, de Bièvre, Faure and Nonnenmaher proved
that in this ase, the Quantum Unique Ergodiity is too optimisti [18℄. In fat, they onstruted
a sequene of eigenfuntions that onverges to
1
2 (δ0 + Leb), where δ0 is the Dira measure on
0 and Leb is the Lebesgue measure on T2. Faure and Nonnenmaher also proved that if we
split the semilassial measure into its pure point, Lebesgue and singular ontinuous omponents,
µ = µ
pp
+µ
Leb
+µ
s
, then µ
pp
(T2) ≤ µ
Leb
(T2) and in partiular µ
pp
(T2) ≤ 1/2 [19℄. As in the ase
of geodesi ow, there is an arithmeti point of view on this problem. Reently, Kelmer proved
that in the ase of T2d (d ≥ 2, for a generi family of sympleti matries), either there exists
isotropi submanifold invariant under the 2d at map or one has Arithmeti Quantum Unique
Ergodiity [25℄. Moreover, in the rst ase, he showed that we an onstrut semilassial measure
equal to Lebesgue on the isotropi submanifold.
1.1. Statement of the main result. In reent papers [2℄, [5℄, Anantharaman and Nonnenmaher
got onerned with the study of the loalization of eigenfuntions on M as in the ase of the toy
models. They tried to understand it via the Kolmogorov-Sinai entropy. This paper is in the same
spirit and our main result gives an information on the set of semilassial measures in the ase
of a surfae M of Anosov type. More preisely, we give an information on the loalization (or
omplexity) of a semilassial measure:
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Theorem 1.2. Let M be a C∞ Riemannian surfae and µ a semilassial measure. Suppose the
geodesi ow (gt)t has the Anosov property. Then,
(2) hKS(µ, g) ≥
1
2
∣∣∣∣
∫
S∗M
log Ju(ρ)dµ(ρ)
∣∣∣∣ ,
where Ju(ρ) is the unstable Jaobian at the point ρ.
We reall that the lower bound an be expressed in term of the Lyapunov exponent [7℄ as
(3) hKS(µ, g) ≥
1
2
∫
S∗M
χ+(ρ)dµ(ρ),
where χ+(ρ) is the upper Lyapunov exponent at the point ρ [7℄. In order to omment this result, let
us reall a few fats about the Kolmogorov-Sinai (also alled metri) entropy. It is a nonnegative
number assoiated to a ow g and a g-invariant measure µ, that estimates the omplexity of µ
with respet to this ow. For example, a measure arried by a losed geodesi will have entropy
zero. In partiular, this theorem shows that the support of a semilassial measure annot be
redued to a losed geodesi. Moreover, this lower bound seems to be the optimal result we an
prove using this method and only the dynamial properties of M . In fat, in the ase of the toy
models some of the ounterexamples that have been onstruted (see [18℄, [25℄, [22℄) have entropy
equal to
1
2
∫
S∗M
χ+(ρ)dµ(ρ). Reall also that a standard theorem of dynamial systems due to
Ruelle [31℄ asserts that, for any invariant measure µ under the geodesi ow,
(4) hKS(µ, g) ≤
∫
S∗M
χ+(ρ)dµ(ρ)
with equality if and only if µ is the Liouville measure in the ase of an Anosov ow [26℄.
The lower bound of theorem 1.2 was onjetured to hold for any semilassial measure for an
Anosov manifold in any dimension by Anantharaman [2℄. In fat, Anantharaman proved that
in any dimension, the entropy of a semilassial measure should be bounded from below by a
(not really expliit) positive onstant [2℄. Then, Anantharaman and Nonnenmaher showed that
inequality (3) holds in the ase of the Walsh Baker's map [4℄ and in the ase of onstant negative
urvature in all dimension [5℄. In the general ase of an Anosov ow on a manifold of dimension
d, Anantharaman, Koh and Nonnenmaher [3℄ proved a lower bound using the same method:
hKS(µ, g) ≥
∫
S∗M
d−1∑
j=1
χ+j (ρ)dµ(ρ) −
(d− 1)λmax
2
.
where λmax := limt→±∞
1
t log supρ∈S∗M |dρg
t| is the maximal expansion rate of the geodesi ow
and the χ+j 's are the positive Lyapunov exponents [7℄. In partiular if λmax is very large, the
previous inequality an be trivial. However, they onjetured inequality (3) should hold in the
general ase of manifolds of Anosov type by replaing χ+ by the sum of nonnegative Lyapunov
exponents [5℄, [3℄. Our main result answers this onjeture in the partiular ase of surfaes of
Anosov type and our proof is really spei to the ase of dimension 2. Now let us disuss briey
the main ideas of our proof of theorem 1.2.
1.2. Heuristi of the proof. The proedure developed in [3℄ uses a result known as the entropi
unertainty priniple [28℄. To use this priniple in the semilassial limit, we need to understand
the preise link between the lassial evolution and the quantum one for large times. Typially,
we have to understand Egorov theorem (1) for large range of times of order t ∼ | log ~| (i.e.
have a uniform remainder term of (1) for a large range of times). For a general symbol a in
C∞c (T
∗M), we an only expet to have a uniform Egorov property for times t in the range of times
[− 12 | log ~|/λmax,
1
2 | log ~|/λmax] [9℄. However, if we only onsider this range of times, we do not
take into aount that the unstable jaobian an be very dierent between two points of S∗M .
In this paper, we would like to say that the range of times for whih the Egorov property holds
depends also on the support of the symbol a(x, ξ) we onsider. For partiular families of symbol
of small support (that depends on ~), we show that we have a 'loal' Egorov theorem with an
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allowed range of times that depends on our symbol (see (65) for example). To make this heuristi
idea work, we rst try to reparametrize the ow [12℄ in order to have a uniform expansion rate on
the manifold. We dene gτ (ρ) := gt(ρ) where
(5) τ := −
∫ t
0
log Ju(gsρ)ds.
This new ow g has the same trajetories as g. However, the 'veloity of motion' along the
trajetory at ρ is | log Ju(ρ)|-greater for g than for g. We underline here that the unstable diretion
is of dimension 1 (asM is a surfae) and it is ruial beause it implies that log Ju exatly measures
the expansion rate in the unstable diretion at eah point
1
. As a onsequene, this new ow g has
a uniform expansion rate. One this reparametrization is done, we use the following formula to
reover t knowing τ :
(6) tτ (ρ) = inf
{
s > 0 : −
∫ s
0
log Ju(gs
′
ρ)ds′ ≥ τ
}
.
The number tτ (ρ) an be thought of as a stopping time orresponding to ρ. We onsider now
τ = 12 | log ~|. For a given symbol a(x, ξ) loalized near a point ρ, t 12 | log ~|(ρ) is exatly the range of
times for whih we an expet Egorov to hold. This new ow seems in a way more adapted to our
problem. Moreover, we an dene a g-invariant measure µ orresponding to µ [12℄. The measure
µ is absolutely ontinuous with respet to µ and veries dµdµ (ρ) = log J
u(ρ)/
∫
S∗M
log Ju(ρ)dµ(ρ).
We an apply the lassial result of Abramov
hKS(µ, g) =
∣∣∣∣
∫
S∗M
log Ju(ρ)dµ(ρ)
∣∣∣∣ hKS(µ, g).
To prove theorem 1.2, we would have to show that hKS(µ, g) ≥ 1/2. However, the ow g has no
reason to be a Hamiltonian ow to whih orresponds a quantum propagator U . As a onsequene,
there is no partiular reason that this inequality should be a onsequene of [5℄. In the quantum
ase, there is also no obvious reparametrization we an make as in the lassial ase. However,
we will reparametrize the quantum propagator starting from a disrete reparametrization of the
geodesi ow and by introduing a small parameter of time η. To have an artiial disrete
reparametrization of the geodesi ow, we will introdue a suspension set [12℄. Then, in this
setting, we will dene disrete analogues of the previous quantities (5) and (6) that will be preised
in the paper. It will allow us to prove a lower bound on the entropy of a ertain reparametrized
ow and then using Abramov theorem [1℄ dedue the expeted lower bound on the entropy of a
semilassial measure.
Finally, we would like to underline that in a reent paper [22℄, Gutkin also used a version of the
Abramov theorem to prove an analogue of theorem 1.2 in the ase of toy models with an unstable
diretion of dimension 1.
1.3. Extension of theorem 1.2. Finally, we would like to disuss other lasses of dynamial
systems for whih it ould be interesting to get an analogue of theorem 1.2. For instane, regarding
the ounterexamples in [23℄, it would be important to derive an extension of theorem 1.2 to ergodi
billiards. A rst step in this diretion should be to study the ase of surfaes of nonpositive
urvature. For the sake of simpliity, we will not disuss the details of this extension in this artile
and refer the reader to [29℄ for a more detailled disussion. However, we would like to point out
that surfaes of nonpositive urvature share enough properties with Anosov manifolds so that this
extension should not be so surprising. First, one an introdue a new quantity that replaes the
unstable Jaobian in our proof. This quantity omes from the study of Jaobi elds and is alled
1
In fat, for the Anosov ase, the ruial point is that at eah point ρ of S∗M , the expansion rate is the same
in any diretion, i.e. dg−1
|Eu(g1ρ)
is of the form Ju(ρ)
1
d−1 vρ where d is the dimension of the manifold M and vρ
is an isometry. The proof of theorem 1.2 an be immediately adapted to Anosov manifolds of higher dimensions
satisfying this isotropi expansion property (for example manifolds of onstant negative urvature).
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the unstable Riati solution Uu(ρ) [32℄, [16℄. In this setting, it has been shown that the Ruelle
inequality an be rewritten as follows [20℄:
hKS(µ, g) ≤
∫
S∗M
Uu(ρ)dµ(ρ).
So, a natural extension of theorem 1.2 would be to prove that, for a smooth Riemannian surfae
M of nonpositive setional urvature and a semilassial measure µ,
(7) hKS(µ, g) ≥
1
2
∫
S∗M
Uu(ρ)dµ(ρ).
In partiular, this result would show that the support of a semilassial measure annot be re-
dued to a losed unstable geodesi. We underline that this inequality is also oherent with the
quasimodes onstruted by Donnelly [14℄. In fat, his quasimodes are supported on losed stable
geodesis (inluded in at parts of a surfae of nonpositive urvature) and have zero entropy. We
an make a last observation on the assumptions on the manifold: it is not known whether the
geodesi ow is ergodi or not for the Liouville measure on a surfae of nonpositive urvature. The
best result in this diretion is that there exists an open invariant subset U of positive Liouville
measure suh that the restrition g|U is ergodi with respet to Liouville [7℄. So, the entropi
properties of semilassial measures still seem to hold for weakly haoti systems.
We would like to highlight what are the spei properties of surfaes of nonpositive urvature
that an be exploited to get inequality (7). A ruial property that is used in the proof of the-
orem 1.2 is that there exist ontinuous stable and unstable foliations. This property was already
at the heart of [2℄, [5℄ and [3℄. Another property that is ruially used is the fat that Anosov
manifolds have no onjugate points. A nie fat about manifolds of nonpositive urvature is that
these two properties remain true with the notable dierene that the stable and unstable manifolds
are not anymore uniformly transverse. Our main armation is that these two properties are the
ruial dynamial properties that make the dierent proofs from [5℄, [3℄ and this artile work. In
partiular, one an use results about uniform divergene of vanishing Jaobi elds [32℄ to derive
the main inequality from [5℄ (setion 3 of this referene). We do not give the points that need to
be modied and refer the reader to [29℄ for a more detailed disussion. Another notable dierene
with the present artile relies on the introdution of a thermodynamial setting at the quantum
level as in [5℄ and [3℄ to get optimal estimates with the unertainty priniple [29℄.
Remark. One ould also ask whether it would be possible to extend this result to surfaes without
onjugate points. In fat, these surfaes also have a stable and unstable foliations (and of ourse
no onjugate points). Moreover, aording to Green [21℄ and Eberlein [15℄, the Jaobi elds also
satisfy a property of uniform divergene (at least in dimension 2). The main diulty is that the
ontinuity of the stable and unstable foliations is not true anymore [6℄ and at this point, we do
not see any way of esaping this diulty.
1.4. Organization of the paper. In setion 2, we briey reall properties we will need about
entropy in the lassial and quantum settings. In partiular, we reall the version of Abramov
theorem we will need. In setion 3, we desribe the assumptions we make on the manifold M and
introdue some notations. In setion 4, we draw a preise outline of the proof of theorem 1.2 and
state some results that we will prove in the following setions. Setions 5 and 6 are devoted to the
detailed proofs of the results we admitted in setion 4. Setions 7 and appendix A are devoted to
results of semilassial analysis that are quite tehnial and that we will use at dierent points of
the paper (in partiular in setion 6).
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2. Classial and quantum entropy
2.1. Kolmogorov-Sinai entropy. Let us reall a few fats about Kolmogorov-Sinai (or metri)
entropy that an be found for example in [35℄. Let (X,B, µ) be a measurable probability spae, I a
nite set and P := (Pα)α∈I a nite measurable partition of X , i.e. a nite olletion of measurable
subsets that forms a partition. Eah Pα is alled an atom of the partition. Assuming 0 log 0 = 0,
one denes the entropy of the partition as
(8) H(µ, P ) := −
∑
α∈I
µ(Pα) logµ(Pα) ≥ 0.
Given two measurable partitions P := (Pα)α∈I and Q := (Qβ)β∈K , one says that P is a renement
of Q if every element of Q an be written as the union of elements of P and it an be shown that
H(µ,Q) ≤ H(µ, P ). Otherwise, one denotes P ∨Q := (Pα ∩Qβ)α∈I,β∈K their join (whih is still
a partition) and one has H(µ, P ∨Q) ≤ H(µ, P ) +H(µ,Q) (subadditivity property). Let T be a
measure preserving transformation of X . The n-rened partition ∨n−1i=0 T
−iP of P with respet to
T is then the partition made of the atoms (Pα0 ∩ · · · ∩T
−(n−1)Pαn−1)α∈In . We dene the entropy
with respet to this rened partition
(9) Hn(µ, T, P ) = −
∑
|α|=n
µ(Pα0 ∩ · · · ∩ T
−(n−1)Pαn−1) log µ(Pα0 ∩ · · · ∩ T
−(n−1)Pαn−1).
Using the subadditivity property of entropy, we have for any integers n and m,
(10) Hn+m(µ, T, P ) ≤ Hn(µ, T, P ) +Hm(T
n♯µ, T, P ) = Hn(µ, T, P ) +Hm(µ, T, P ).
For the last equality, it is important to underline that we really use the T -invariane of the measure
µ. A lassial argument for subadditive sequenes allows us to dene the following quantity:
(11) hKS(µ, T, P ) := lim
n→∞
Hn (µ, T, P )
n
.
It is alled the Kolmogorov Sinai entropy of (T, µ) with respet to the partition P . The Kol-
mogorov Sinai entropy hKS(µ, T ) of (µ, T ) is then dened as the supremum of hKS(µ, T, P ) over
all partitions P of X . Finally, it should be noted that this quantity an be innite (not in our
ase thanks to Ruelle inequality (4) for instane). Note also that if, for all index (α0, · · · , αn−1),
µ(Pα0 ∩ · · · ∩ T
−(n−1)Pαn−1) ≤ Ce
−βn
with C positive onstant, then hKS(µ, T ) ≥ β: the metri
entropy measures the exponential derease of the atoms of the rened partition.
2.2. Quantum entropy. One an dened a quantum ounterpart to the metri entropy. Let
H be an Hilbert spae. We all a partition of identity (τα)α∈I a nite family of operators that
satises the following relation:
(12)
∑
α∈I
τ∗ατα = IdH.
Then, one denes the quantum entropy of a normalized vetor ψ as
(13) hτ (ψ) := −
∑
α∈I
‖ταψ‖
2 log ‖ταψ‖
2.
Finally, one has the following generalization of a theorem from [5℄ (the proof immediately gener-
alizes to this ase), known as the entropi unertainty priniple [28℄:
Theorem 2.1. Let Oβ be a family of bounded operators and U a unitary operator of an Hilbert
spae (H, ‖.‖). Let δ′ be a positive number. Given (τα)α∈I and (πβ)β∈K two partitions of identity
and ψ a vetor in H of norm 1 suh that
‖(Id−Oβ)πβψ‖ ≤ δ
′.
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Suppose both partitions are of ardinal less than N , then
hτ (Uψ) + hπ(ψ) ≥ −2 log (cO(U) +N δ
′) ,
where cO(U) = max
α∈I,β∈K
(
‖ταUπ
∗
βOβ‖
)
, with ‖ταUπ
∗
βOβ‖ the operator norm in H.
2.3. Entropy of a speial ow. In the previous papers of Anantharaman, Koh and Nonnen-
maher (see [3℄ for example), the main diulty that was faed to prove main inequality (2) was
that the value of log Ju(ρ) ould hange a lot depending on the point of the energy layer they
looked at. As was mentioned (see setion 1.2), we will try to adapt their proof and take into
aount the hanges of the value of log Ju(ρ). To do this, we will, in a ertain way, reparametrize
the geodesi ow. Before explaining preisely this strategy, let us reall a lassial fat of dynam-
ial system for reparametrization of measure preserving transformations known as the Abramov
theorem.
First, let us dene a speial ow (see [1℄, [12℄). Let (X,B, µ) be a probability spae, T an auto-
morphism of X and f a measurable funtion suh that f(x) > a > 0 for all x in X . The funtion
f is alled a roof funtion. We are interested in the set
(14) X := {(x, s) : x ∈ X, 0 ≤ s < f (x)}.
X is equipped with the σ-algebra by restrition of the σ-algebra on the artesian produt X ×R.
For A measurable, one denes µ(A) := 1R
X
fdµ
∫ ∫
A dµ(x)ds and µ(X) = 1.
Denition 2.2. The speial ow under the automorphism T , onstruted by the funtion f is
the ow (T
t
) that ats on X in the following way, for t ≥ 0,
(15) T
t
(x, s) :=
(
T nx, s+ t−
n−1∑
k=0
f
(
T kx
))
,
where n is the only integer suh that
n−1∑
k=0
f
(
T kx
)
≤ s+ t <
n∑
k=0
f
(
T kx
)
.
For t < 0, one puts, if s+ t > 0,
T
t
(x, s) := (x, s+ t) ,
and otherwise,
T
t
(x, s) :=
(
T−nx, s+ t+
−1∑
k=−n
f
(
T kx
))
,
where n is the only integer suh that −
−1∑
k=−n
f
(
T kx
)
≤ s+ t < −
−1∑
k=−n+1
f
(
T kx
)
.
Remark. A suspension semi-ow an also be dened from an endomorphism.
It an be shown that this speial ow preserves the measure µ if T preserves µ [12℄. Finally,
we an state Abramov theorem for speial ows [1℄:
Theorem 2.3. With the previous notations, one has, for all t ∈ R:
(16) hKS
(
T
t
, µ
)
=
|t|∫
X fdµ
hKS (T, µ) .
3. Classial setting of the paper
Before starting the main lines of the proof, we want to desribe the lassial setting for our
surfae M and introdue notations that will be useful in the paper. We suppose the geodesi
ow over T ∗M to have the Anosov property for the rst part of the paper. This means that for
any λ > 0, the geodesi ow gt is Anosov on the energy layer E(λ) := H−1(λ) ⊂ T ∗M and in
partiular, the following deomposition holds for all ρ ∈ E(λ):
TρE(λ) = E
u(ρ)⊕ Es(ρ)⊕ RXH(ρ),
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where XH is the Hamiltonian vetor eld assoiated to H , E
u
the unstable spae and Es the
stable spae [10℄. It an be denoted that in the setting of this artile, they are all one dimensional
spaes. The unstable Jaobian Ju(ρ) at the point ρ is dened as the Jaobian of the restrition
of g−1 to the unstable subspae Eu(g1ρ):
Ju(ρ) := det
(
dg−1|Eu(g1ρ)
)
.
For θ small positive number (θ will be xed all along the paper), one denes
Eθ := H−1(]1/2− θ, 1/2 + θ[).
As the geodesi ow is Anosov, we an suppose there exist 0 < a0 < b0 suh that
∀ρ ∈ Eθ, a0 ≤ − logJ
u(ρ) ≤ b0.
Remark. In fat, in the general setting of an Anosov ow, we an only suppose that there exists
k0 ∈ N suh that det
(
dg−k0
|Eu(gk0ρ)
)
< 1 for all ρ ∈ Eθ. So, to be in the orret setting, we should
take gk0 instead of g in the paper. In fat, as hKS(µ, g
k0) = k0hKS(µ, g) and
−
∫
S∗M
log det
(
dg−k0
|Eu(gk0ρ)
)
dµ(ρ) = −k0
∫
S∗M
log det
(
dg−1|Eu(g1ρ)
)
dµ(ρ),
theorem 1.2 follows for k0 = 1 from the ase k0 large. However, in order to avoid too many
notations, we will suppose k0 = 1.
We also x ǫ and η two small positive onstants lower than the injetivity radius of the manifold.
We hoose η small enough to have (2 + b0a0 )b0η ≤
ǫ
2 (this property will only be used in the proof
of lemma 4.1). We underline that there exists ε > 0 suh that if
∀ (ρ, ρ′) ∈ Eθ × Eθ, d(ρ, ρ′) ≤ ε⇒ | log Ju(ρ)− log Ju(ρ′)| ≤ a0ǫ.
Disretization of the unstable Jaobian. As was already mentioned, our strategy to prove
theorem 1.2 will be introdue a disrete reparametrization of the geodesi ow. Regarding this
goal, we ut the manifold M and preisely, we onsider a partition M =
⊔K
i=1Oi of diameter
smaller than some positive δ. Let (Ωi)
K
i=1 be a nite open over of M suh that for all 1 ≤ i ≤ K,
Oi ( Ωi. For γ ∈ {1, · · · ,K}2, dene an open subset of T ∗M :
Uγ := (T
∗Ωγ0 ∩ g
−ηT ∗Ωγ1) ∩ E
θ.
We hoose the partition (Oi)
K
i=1 and the open over (Ωi)
K
i=1 of M suh that (Uγ)γ∈{1,··· ,K}2 is a
nite open over of diameter smaller
2
than ε of Eθ. Then, we dene the following quantity, alled
the disrete Jaobian in time η:
(17) Juη (γ) := sup {J
u(ρ) : ρ ∈ Uγ} ,
if the previous set is non empty, e−b0 otherwise. Outline that Juη (γ) depends on η as Uγ depends
on η. The denition an seem quite asymmetri as we onsider the supremum of Ju(ρ) and not
of Juη (ρ). However, this hoie makes things easier for our analysis.
Finally, let α = (α0, α1, · · · ) be a sequene (nite or innite) of elements of {1, · · · ,K} whose
length is larger than 1 and dene
(18) f+(α) := −η log J
u
η (α0, α1) ≤ ηb0 ≤
ǫ
2
,
where the upper bound follows from the previous hypothesis. We underline that, for γ = (γ0, γ1),
we have
(19) ∀ ρ ∈ Uγ , |f+(γ) + η log J
u(ρ)| ≤ a0ηǫ.
Remark. This last inequality shows that even if our hoie for Juη (γ) seems quite asymmetri, it
allows to have an expliit bound in η for quantity (19) and it will be quite useful. With a more
symmetri hoie, we would not have been able to get an expliit bound in η for (19).
2
In partiular, the diameter of the partition δ depends on θ and ǫ.
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In the following, we will also have to onsider negative times. To do this, we dene the analogous
funtions, for β := (· · · , β−1, β0) of nite (or innite) length,
f−(β) := f(β−1, β0).
Remark. Let α and β be as previously (nite or innite). For the sake of simpliity, we will use
the notation
β.α := (· · · , β−1, β0, α0, α1, · · · ).
The same obviously works for any sequenes of the form (· · · , βp−1, βp) and (αq, αq+1, · · · ).
4. Outline of the proof
Let (ψ~k) be a sequene of orthonormal eigenfuntions of the Laplaian orresponding to the
eigenvalues −1/~−2k suh that the orresponding sequene of distributions µk on T
∗M onverges as
k tends to innity to the semilassial measure µ. For simpliity of notations and to t semilassial
analysis notations, we will denote ~ tends to 0 the fat that k tends to innity and ψ~ and ~
−2
the orresponding eigenvetor and eigenvalue. To prove theorem 1.2, we will in partiular give a
symboli interpretation of a semilassial measure and apply the previous results on speial ows
to this measure.
Let ǫ′ > 4ǫ be a positive number, where ǫ was dened in setion 3. The link between the two
quantities ǫ and ǫ′ will only be used in setion 7 to dene ν. In the following of the paper, the
Ehrenfest time nE(~) will be the quantity
(20) nE(~) := [(1 − ǫ
′)| log ~|].
We underline that it is an integer time and that, ompared with usual denitions of the Ehrenfest
time, there is no dependene on the Lyapunov exponent. We also onsider a smaller non integer
time
(21) TE(~) := (1− ǫ)nE(~).
4.1. Quantum partitions of identity. In order to nd a lower bound on the metri entropy of
the semilassial measure µ, we would like to apply the entropi unertainty priniple (theorem 2.1)
and see what informations it will give (when ~ tends to 0) on the metri entropy of the semilassial
measure µ. To do this, we dene quantum partitions of identity orresponding to a given partition
of the manifold.
4.1.1. Partitions of identity. In setion 3, we onsidered a partition of small diameter (Oi)
K
i=1
of M . We also dened (Ωi)
K
i=1 a orresponding nite open over of small diameter of M . By
onvolution of the harateristi funtions 1Oi , we obtain P = (Pi)i=1,..K a smooth partition of
unity on M i.e. for all x ∈M ,
K∑
i=1
P 2i (x) = 1.
We assume that for all 1 ≤ i ≤ K, Pi is an element of C
∞
c (Ωi). To this lassial partition
orresponds a quantum partition of identity of L2(M). In fat, if Pi denotes the multipliation
operator by Pi(x) on L
2(M), then one has
(22)
K∑
i=1
P ∗i Pi = IdL2(M).
4.1.2. Renement of the quantum partition under the Shrödinger ow. Like in the lassial setting
of entropy (9), we would like to make a renement of the quantum partition. To do this renement,
we use the Shrödinger propagation operator U t = e
ıt~∆
2
. We dene A(t) := U−tAU t, where A is
an operator on L2(M). To t as muh as possible with the metri entropy (see denition (9) and
Egorov property (1)), we dene the following operators:
(23) τα = Pαk(kη) · · ·Pα1(η)Pα0
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and
(24) πβ = Pβ−k(−kη) · · ·Pβ−2(−2η)Pβ0Pβ−1(−η),
where α = (α0, · · · , αk) and β = (β−k, · · · , β0) are nite sequenes of symbols suh that αj ∈ [1,K]
and β−j ∈ [1,K]. We an remark that the denition of πβ is the analogue for negative times of
the denition of τα. The only dierene is that we swith the two rst terms β0 and β−1. The
reason of this hoie will appear later in the appliation of the quantum unertainty priniple (see
equality (41) in setion 5.3). One an see that for xed k, using the Egorov property (1),
(25) ‖Pαk(kη) · · ·Pα1(η)Pα0ψ~‖
2 → µ(P 2αk ◦ g
kη × · · ·P 2α1 ◦ g
η × P 2α0) as ~ tends to 0.
This last quantity is the one used to ompute hKS(µ, g
η) (with the notable dierene that the Pj
are here smooth funtions instead of harateristi funtions: see (9)). As was disussed in the
heuristi of the proof 1.2, we will have to understand for whih range of times kη, the Egorov
property an be be applied. In partiular, we will study for whih range of times, the operator τα
is a pseudodierential operator of symbol Pαk ◦ g
kη × · · ·Pα1 ◦ g
η × Pα0 (see (25)). In [5℄ and [3℄,
they only onsidered kη ≤ | log ~|/λmax where λmax := limt→±∞
1
t log supρ∈S∗M |dρg
t|. This hoie
was not optimal and in the following, we try to dene sequenes α for whih we an say that τα
is a pseudodierential operator.
4.1.3. Index family adapted to the variation of the unstable Jaobian. Let α = (α0, α1, · · · ) be a
sequene (nite or innite) of elements of {1, · · · ,K} whose length is larger than 1. We dene a
natural shift on these sequenes
σ+((α0, α1, · · · )) := (α1, · · · ).
For negative times and for β := (· · · , β−1, β0), we dene the bakward shift
σ−((· · · , β−1, β0)) := (· · · , β−1).
In the paper, we will mostly use the symbol x for innite sequenes and reserve α and β for nite
ones. Then, using notations of setion 3 and as desribed in setion 5, index families depending
on the value of the unstable Jaobian an be dened as follows:
(26) Iη(~) := Iη(TE(~)) =
{
(α0, · · · , αk) : k ≥ 3,
k−2∑
i=1
f+
(
σi+α
)
≤ TE(~) <
k−1∑
i=1
f+
(
σi+α
)}
,
(27) Kη(~) := Kη(TE(~)) =
{
(β−k, · · · , β0) : k ≥ 3,
k−2∑
i=1
f−
(
σi−β
)
≤ TE(~) <
k−1∑
i=1
f−
(
σi−β
)}
.
We underline that we will onsider any sequene of the previous type and not only sequenes for
whih Uα is not empty. These sets dene the maximal sequenes for whih we an expet to have
Egorov property for the orresponding τα. The sums used to dene these sets are in a way a
disrete analogue of the integral in the inversion formula (6) dened in the introdution
3
. The
sums used to dene the allowed sequenes are in fat Riemann sums (with small parameter η)
orresponding to the integral (5). We an think of the time |α|η as a stopping time for whih
property (25) will hold (for a symbol τα orresponding to α).
A good way of thinking of these families of words is by introduing the sets
Σ+ := {1, · · · ,K}
N
and Σ− := {1, · · · ,K}
−N.
We will see that the sets Iη(~) (resp. Kη(~)) lead to natural partitions of Σ (resp. Σ−). In the
following, it an be helpful to keep in mind piture 1. On this gure, we draw the ase K = 4. The
biggest square has sides of length 1. Eah square represents an element of Iη(~) and eah square
with sides of length 1/2k represents a sequene of length k + 1 (for k ≥ 0). If we denote C(α)
the square that represents α, then we an represent the sequenes α.γ for eah γ in {1, · · · , 4}
by subdividing the square C(α) in 4 squares of same size. Finally, by denition of Iη(~), we an
remark that if α.γ is represented in the subdivision (for γ in {1, · · · , 4}), then α.γ′ is represented
3
In the higher dimension ase mentioned in the footnote of setion 1.2, we should take (d− 1)TE(~) (where d is
the dimension of M) instead of TE(~) in the denition of I
η(~) and Kη(~).
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in the subdivision for eah γ′ in {1, · · · , 4}. Families of operators an be assoiated to these
C(11) C(12)
C(31) C(421)
Figure 1. Renement of variable size
families of index: (τα)α∈Iη(~) and (πβ)β∈Kη(~). One an show that these partitions form quantum
partitions of identity (see setion 5), i.e.∑
α∈Iη(~)
τ∗ατα = IdL2(M) and
∑
β∈Kη(~)
π∗βπβ = IdL2(M).
4.2. Symboli interpretation of semilassial measures. Now that we have dened these
partitions of variable size, we want to show that they are adapted to ompute the entropy of a
ertain measure with respet to some reparametrized ow assoiated to the geodesi ow. To do
this, we start by giving a symboli interpretation of the quantum partitions. Reall that we have
denoted Σ+ := {1, · · · ,K}N. We will also denote Ci the subset of sequenes (xn)n∈N suh that
x0 = i. Dene also
[α0, · · · , αk] := Cα0 ∩ · · · ∩ σ
−k
+ Cαk ,
where σ+ is the shift σ+((xn)n∈N) = (xn+1)n∈N (it ts the notations of the previous setion). The
set Σ+ is then endowed with the probability measure (not neessarily σ-invariant):
µ
Σ+
~
([α0, · · · , αk]) = µ
Σ+
~
(
Cα0 ∩ · · · ∩ σ
−k
+ Cαk
)
= ‖Pαk(kη) · · ·Pα0ψ~‖
2.
Using the property (12), it is lear that this denition assures the ompatibility onditions to
dene a probability measure∑
αk+1
µ
Σ+
~
([α0, · · · , αk+1]) = µ
Σ+
~
([α0, · · · , αk]) .
Then, we an dene the suspension ow, in the sense of Abramov (setion 2.3), assoiated to this
probability measure. To do this, the suspension set (14) is dened as
(28) Σ+ := {(x, s) ∈ Σ+ × R+ : 0 ≤ s < f+ (x)}.
Reall that the roof funtion f+ is dened as f+(x) := f+(x0, x1).We dene a probability measure
µ
Σ+
~
on Σ+:
(29) µ
Σ+
~
= µ
Σ+
~
×
dt∑
α∈{1,··· ,K}2 f+(α)‖Pαψ~‖
2
= µ
Σ+
~
×
dt∑
α∈{1,··· ,K}2 f+(α)µ
Σ+
~
([α])
.
The semi-ow (15) assoiated to σ+ is for time s:
(30) σs+ (x, t) :=

σn−1+ (x), s+ t−
n−2∑
j=0
f+
(
σj+x
) ,
where n is the only integer suh that
n−2∑
j=0
f+
(
σj+x
)
≤ s+ t <
n−1∑
j=0
f+
(
σj+x
)
. In the following, we
will only onsider time 1 of the ow and its iterates and we will denote σ+ := σ
1
+.
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Remark. It an be underlined that the same proedure holds for the partition (πβ). The only
dierenes are that we have to onsider Σ− := {1, · · · ,K}−N, σ−((xn)n≤0) = (xn−1)n≤0 and that
the orresponding measure is, for k ≥ 1,
µ
Σ−
~
([β−k, · · · , β0]) = µ
Σ−
~
(
σ−k− Cβ−k ∩ · · · ∩ Cβ0
)
= ‖Pβ−k(−kη) · · ·Pβ0Pβ−1(−η)ψ~‖
2.
For k = 0, one should take the only possibility to assure the ompatibility ondition
µ
Σ−
~
([β0]) =
K∑
j=1
µ
Σ−
~
([β−j , β0]) .
The denition is quite dierent from the positive ase but in the semilassial limit, it will not
hange anything as Pβ0 and Pβ−1(−η) ommute. Finally, the `past' suspension set an be dened
as
Σ− := {(x, s) ∈ Σ− × R+ : 0 ≤ s < f−(x)}.
Now let α be an element of Iη(~). Dene:
(31) C˜α := Cα0 ∩ · · · ∩ σ
−k
+ Cαk .
This new family of subsets forms a partition of Σ+ (see piture 1). Then, a partition C
+
~ of Σ+
an be dened starting from the partition C˜ and [0, f+(α)[. An atom of this suspension partition
is an element of the form Cα = C˜α × [0, f+(α)[ (see gure (a) of 2). For Σ
−
(the suspension set
orresponding to Σ−), we dene an analogous partition C
−
~ = ([β] × [0, f−(β)[)β∈Kη(~). Finally,
with this interpretation, equality (40) from setion 5.3 (whih is just a areful adaptation of the
unertainty priniple) an be read as follows:
(32) H
(
µ
Σ+
~
, C
+
~
)
+H
(
µ
Σ−
~
, C
−
~
)
≥ ((1− ǫ′)(1 − ǫ)− cδ0) | log ~|+ C,
where H is dened by (8) and δ0 is some small xed parameter. To t as muh as possible with the
setting of the lassial metri entropy, we would like C
+
~
to be the renement (under the speial
ow) of an ~-independent partition. It is not exatly the ase but we an prove the following
lemma (see setion 5.2 and gure 2):
Lemma 4.1. There exists an expliit partition C+ of Σ+, independent of ~ suh that ∨
nE(~)−1
i=0 σ
−i
+ C+
is a renement of the partition C
+
~
. Moreover, let n be a xed positive integer. Then, an atom of
the rened partition ∨n−1i=0 σ
−i
+ C+ is of the form [α]×B(α), where α = (α0, · · · , αk) is a k+1-uple
suh that (α0, · · · , αk) veries n(1 − ǫ) ≤
k−1∑
j=0
f+
(
σj+α
)
≤ n(1 + ǫ) and B(α) is a subinterval of
[0, f+(α)[.
This lemma is ruial as it allows to interpret an inequality on the quantum entropy as an
inequality on lassial entropy. In fat, applying basi properties of H between two partitions (see
setion 2.1 and gure 2), one nds that
(33) H
(
µ
Σ+
~
, C
+
~
)
≤ H
(
µ
Σ+
~
,∨
nE(~)−1
i=0 σ
−i
+ C+
)
= HnE(~)
(
µ
Σ+
~
, σ+, C+
)
.
One an obtain the same lemma for the `past' shift and in partiular, it gives an ~-independent
partition C−. To onlude this symboli interpretation of quantum entropy, with natural notations,
inequality (32) together with (33) gives the following proposition
Proposition 4.2. With the previous notations, one has the following inequality:
(34)
1
nE(~)
(
HnE(~)
(
µ
Σ+
~
, σ+, C+
)
+HnE(~)
(
µ
Σ−
~
, σ−, C−
))
≥ (1− ǫ− cδ0) +
C
nE(~)
.
The quantum entropi unertainty priniple gives an information on the entropy of a speial
ow. Now, we would like to let ~ tends to 0 to nd a lower on the metri entropy of a limit
measure (that we will preise in setion 4.3) with respet to σ+. However, both nE(~) and µ~
depend on ~ and we have to be areful before passing to the semilassial limit.
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(a)
Σ := {0, 1}N
R
(b)
Σ := {0, 1}N
R
Figure 2. The basis of eah tower orresponds to the set of sequenes starting
with the letters (α0, α1), where α0 and α1 are in {0, 1} and eah tower orresponds
to the set Cα0,α1 × [0, f+(α0, α1)). The set Σ+ admits several partitions. The
gure on the left orresponds to the partition C
+
~
of Σ+. The gure on the right
orresponds to the renement of the xed partition C+ under σ+, i.e.
∨
nE(~)−1
i=0 σ
−i
+ C+.
4.3. Subadditivity of the entropy. The Egorov property (1) implies that µ
Σ+
~
tends to a
measure µΣ+ on Σ+ (as ~ tends to 0) dened as follows:
(35) µΣ+ ([α0, · · · , αk]) = µ
(
P 2αk ◦ g
kη × · · · × P 2α0
)
,
where k is a xed integer. Using the property of partition, this denes a probability measure on
Σ+. To this probability measure orresponds a probability measure µ
Σ+
on the suspension set
Σ+. It is an immediate orollary that µ
Σ+
is the limit of the probability measure µ
Σ+
~
. Moreover,
using Egorov one more time, one an hek that the measure µΣ+ is σ+-invariant and using results
about speial ows [12℄, µΣ+ is σ+-invariant. The same works for µ
Σ−
~
and µ
Σ−
~
.
Remark. In the following, we will often prove properties in the ase of Σ+. The proofs are the
same in the ase of Σ−.
As nE(~) and µ~ depend both on ~, we annot let ~ tend to 0 if we want to keep an information
about the metri entropy. In fat, the left quantity in (34) does not tend a priori to the Kolmogorov-
Sinai entropy. We want to proeed as in the lassial ase (see (10)) and prove a subadditivity
property. This will allow to replae nE(~) by a xed n0 (see below) in the left hand side of (34).
This is done with the following theorem that will be proved in setion 6:
Theorem 4.3. Let C be the partition of lemma (4.1). There exists a funtion R(n0, ~) on N×(0, 1]
suh that
∀n0 ∈ N, lim
~→0
|R(n0, ~)| = 0.
Moreover, for any ~ ∈ (0, 1] and any n0,m ∈ N suh that n0 +m ≤ nE(~), one has
Hn0+m
(
µ
Σ+
~
, σ+, C+
)
≤ Hn0
(
µ
Σ+
~
, σ+, C+
)
+Hm
(
µ
Σ+
~
, σ+, C+
)
+R(n0, ~).
The same holds for Σ−.
This theorem says that the entropy satises almost the subadditivity property (see (10)) for
time lower than the Ehrenfest time. It is an analogue of a theorem from [5℄ (proposition 2.8)
exept that we have taken into aount the fat that the unstable jaobian varies on the surfae
and that we an make our semilassial analysis for larger time than in [5℄. The proof of this
theorem is the objet of setion 6 and 7 (where semilassial analysis for 'loal Ehrenfest time' is
performed). Then, one an apply the standard argument for subadditive sequenes. Let n0 be a
xed integer in N and write the eulidian division nE(~) = qn0 + r with r < n0. The previous
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theorem then implies
HnE(~)
(
µ
Σ+
~
, σ+, C+
)
nE(~)
≤
Hn0
(
µ
Σ+
~
, σ+, C+
)
n0
+
Hr
(
µ
Σ+
~
, σ+, C+
)
nE(~)
+
R(n0, ~)
n0
.
As r stays uniformly bounded in n0, the inequality (34) beomes
(36)
1
n0
(
Hn0
(
µ
Σ+
~
, σ+, C+
)
+Hn0
(
µ
Σ−
~
, σ−, C−
))
≥ (1− ǫ− cδ0) +
C(n0)
nE(~)
− 2
R(n0, ~)
n0
.
4.4. Appliation of the Abramov theorem. Using inequality (36), we an onlude using
Abramov theorem (16). Making ~ tend to 0, one nds that (as was mentioned at the beginning
of 4.3)
1
n0
(
Hn0
(
µΣ+ , σ+, C+
)
+Hn0
(
µΣ− , σ−, C−
))
≥ (1− ǫ− cδ0) .
The Abramov theorem holds for automorphisms so one an look at the natural extension of
(Σ+, σ+) and (Σ−, σ−). To do this, we introdue Σ
′ = {1, · · · ,K}Z and σ′((xn)n∈Z) := (xn+1)n∈Z.
With these notations, the natural extension of (Σ+, σ+) is (Σ
′, σ′) and the one of (Σ−, σ−) is
(Σ′, σ′−1). We dene then two assoiated suspension sets
Σ
′
+ := {(x, s) ∈ Σ× R+ : 0 ≤ s < f(x0, x1)} and Σ
′
− := {(x, s) ∈ Σ× R+ : 0 ≤ s < f(x−1, x0)}.
We also denote σ′+ (resp. σ
′
−) the suspension ow on Σ
′
+ (resp. Σ
′
−) assoiated to the automor-
phism σ′ (resp. σ′−1). Finally, we underline that C+ (resp. C−) an be viewed as partitions of the
set Σ
′
+ (resp. Σ
′
−). This disussion allows us to derive that
(37)
1
n0
(
Hn0
(
µΣ
′
+ , σ′+, C+
)
+Hn0
(
µΣ
′
− , σ′−, C−
))
≥ (1− ǫ− cδ0) .
In view of setion 5, we have an exat expression for C in terms of the funtions (Pi)i (see proof of
lemma 4.1). The measure µΣ
′
+
(resp. µΣ
′
−
) is σ′+-invariant (resp. σ
′
−-invariant) as µ
Σ
is σ-invariant
(resp. σ−1-invariant) [12℄. In the previous inequality, there is still one notable dierene with the
metri entropy: we onsider smooth partitions of identity (Pi)i (as it was neessary to make the
semilassial analysis). To return to the lassial ase, the proedure of [5℄ an be adapted using
the exat form of the partition C (see lemma 4.1). Reall that eah Pi is an element of C∞c (Ωi) and
that we onsidered a partitionM =
⊔
iOi of small diameter δ, where eah Oi ( Ωi (see setion 3).
One an slightly move the boundaries of the Oi suh that they are not harged by µ (see appendix
of [2℄). By onvolution of the 1Oi , we obtained the smooth partition (Pi)i of identity of diameter
smaller than 2δ. The previous inequality does not depend on the derivatives of the Pi. Regarding
also the form of the partition C (see lemma 4.1), we an replae the smooth funtions Pi by the
harateristi funtions 1Oi in inequality (37). One an let n0 tend to innity and nd
hKS
(
µΣ
′
+ , σ′+
)
+ hKS
(
µΣ
′
− , σ′−
)
≥ hKS
(
µΣ
′
+ , σ′+, C+
)
+ hKS
(
µΣ
′
− , σ′−, C−
)
≥ (1− ǫ− cδ0) .
Then, using Abramov theorem (16), the previous inequality implies that
hKS(µ, g
η)+hKS(µ, g
−η) ≥ hKS
(
µΣ
′
+ , σ′+
)
+hKS
(
µΣ
′
− , σ′−
)
≥ (1− ǫ− cδ0)
∑
γ∈{1,··· ,K}2
f (γ)µΣ
′
([γ]) .
After division by η and letting the diameter of the partition δ tends to 0, then ǫ tends to 0 and
nally δ0 to 0, one gets
hKS(µ, g) ≥
1
2
∣∣∣∣
∫
S∗M
log Ju(ρ)dµ(ρ)
∣∣∣∣ .
Notations. In the following, we have to prove the various results for both Σ+ and Σ−. We will
always treat the ase of Σ+ and the ase of Σ− an always be dedued using the same methods.
For the sake of simpliity, we will forget the notation + for (Σ+, σ+, f+) when there will be no
ambiguity and we will use the notation (Σ, σ, f).
ENTROPY OF SEMICLASSICAL MEASURES IN DIMENSION 2 15
5. Partitions of variable size
In this setion, we dene preisely the index families Iη and Kη depending on the unstable
jaobian used in setion 4. These families are used to onstrut quantum partitions of identity
and partitions adapted to the speial ow (see setion 5.2). In the last setion, we apply the
unertainty priniple to eigenfuntions of the Laplaian for these quantum partitions of variable
size.
5.1. Stopping time. Let t be a real positive number that will be greater than 2b0η. Dene index
families as follows (see setion 4.1.3 for denitions of f+, σ+, f− and σ−):
Iη(t) :=
{
α = (α0, · · · , αk) : k ≥ 3,
k−2∑
i=1
f+
(
σi+α
)
≤ t <
k−1∑
i=1
f+
(
σi+α
)}
,
Kη(t) :=
{
β = (β−k, · · · , β0) : k ≥ 3,
k−2∑
i=1
f−
(
σi−β
)
≤ t <
k−1∑
i=1
f−
(
σi−β
)}
.
Let x be an element of {1, · · · ,K}N. We denote kt(x) the unique integer k suh that
k−2∑
i=1
f+
(
σi+x
)
≤ t <
k−1∑
i=1
f+
(
σi+x
)
.
In the probability language, kt is a stopping time in the sense that the property {kt(x) ≤ k}
depends only on the k + 1 rst letters of x. For a nite word α = (α0, · · · , αk), we say that
k = kt(α) if α satises the previous inequality. With these notations, I
η(t) := {α : |α| = kt(α)+1}.
The same holds for Kη(t).
Remark. This stopping time kt(α) for t ∼
nE(~)
2 will be the time for whih we will later try to
make the Egorov property work. Preisely, we will prove an Egorov property for some symbols
orresponding to the sequene α (see (65) for example).
Remark. We underline that our hoie of dening the sets Iη and Kη with sums starting at i = 1
(and not 0) will simplify our onstrution in paragraph 5.2.2.
5.2. Partitions assoiated.
5.2.1. Partitions of identity. Let α = (α0, · · · , αk) be a nite sequene. Reall that we denoted
τα := Pαk(kη) · · ·Pα0 , where A(s) := U
−sAUs. In [5℄ and [3℄, they used quantum partitions of
identity by onsidering (τα)|α|=k. In our paper, we onsider a slightly dierent partition that is
more adapted to the variations of the unstable jaobian:
Lemma 5.1. Let t be in [2b0η,+∞[. The family (τα)α∈Iη(t) is a partition of identity:∑
α∈Iη(t)
τ∗ατα = IdL2(M).
Proof. We dene, for eah 1 ≤ l ≤ N (where N + 1 is the size of the longest word of Iη(t)),
Iηl (t) := {α = (α0, · · · , αl) : ∃γ = (γl+1, · · · , γk), N ≥ k > l s.t. α.γ ∈ I
η(t)} .
We reall that we dened α.γ := (α0, · · · , αl, γl+1, · · · , γk)). For l = N , this set is empty. We
want to to show that for eah 2 ≤ l ≤ N , we have:
(38)
∑
α∈Iη(t),|α|=l+1
τ∗ατα +
∑
α∈Iη
l
(t)
τ∗ατα =
∑
α∈Iη
l−1(t)
τ∗ατα.
To prove this equality we use the fat that
∑K
γ=1 Pγ(l)
∗Pγ(l) = IdL2(M) to write:
(39)
∑
α∈Iη
l−1(t)
τ∗ατα =
K∑
γ=1
∑
α∈Iη
l−1(t)
τ∗α.γτα.γ .
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We split then this sum in two parts to nd equality (38). To onlude the proof, we write
∑
α∈Iη(t)
τ∗ατα =
N∑
k=2
∑
α∈Iη(t),|α|=k+1
τ∗ατα
As t > 2b0η ≥ maxγ f(γ), the set I
η
1 (t) is equal to {1, · · · ,K}
2
. By indution from N to 1 using
equality (38) at eah step, we nd then:∑
α∈Iη(t)
τ∗ατα = IdL2(M).

Remark. A step of the indution an be easily understood by looking at gure 3 where eah square
represents an index over whih the sum is made (as it was explained for gure 1). In fat, at eah
step of the indution l, we onsider the smallest squares (whih orrespond to the longest words of
length l+1) and use the property of partition of identity to redue them to a larger square of size
2−l (i.e. a word of smaller length l). Doing this exatly orresponds to step (39) of the indution.
Following the same proedure, we denote πβ = Pβ−k(−kη) · · ·Pβ0Pβ−1(−η) for β in K
η(t).
These operators follow the relation:
∑
β∈Kη(t)
π∗βπβ = IdL2(M). As was mentioned in setion 4.1.2,
beause of a tehnial reason that will appear in the appliation of the entropi unertainty prin-
iple (see (41)), the two denitions are slightly dierent.
(a) (b)
Figure 3. A step of the indution
5.2.2. Partitions of {1, · · · ,K}N assoiated to Iη(1). In this setion, we would like to onsider
some partitions of Σ := {1, · · · ,K}N and of Σ (see (28)) assoiated to the family Iη(1). Preisely,
we will onstrut an expliit partition C of Σ suh that its renement at time n under Σ is linked
with the partitions ([α]× [0, f(α)[)α∈Iη(n) (see lemma 4.1).
In this paragraph, we give an expliit expression for C and in the next one, we prove lemma 4.1
that gives a link between the partition ∨n−1i=0 σ
−iC and ([α]× [0, f(α)[)α∈Iη(n). Reall that
Iη(1) :=
{
α = (α0, · · · , αk) : k ≥ 3,
k−2∑
i=1
f
(
σiα
)
≤ 1 <
k−1∑
i=1
f
(
σiα
)}
.
For α ∈ Iη(1), it an be easily remarked that
k−1∑
j=0
f
(
σjα
)
> 1. It means that there exists a unique
integer k′ ≤ k suh that
k′−2∑
j=0
f
(
σjα
)
≤ 1 <
k′−1∑
j=0
f
(
σjα
)
.
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In the following, k and k′ will be often denoted k(α) = k1(α) and k
′(α) to remember the depen-
dene in α. The following lemma an be easily shown:
Lemma 5.2. Let α ∈ Iη(1). One has |k(α) − k′(α)| ≤ b0a0 + 1.
Proof. Suppose k′ + 1 < k (otherwise it is trivial). Write:
k−2∑
j=1
f
(
σjα
)
−
k′−1∑
j=0
f
(
σjα
)
≤ 1− 1 implies
k−2∑
j=k′
f
(
σjα
)
≤ f (α) .
And nally, one nds (k − 2− k′ + 1)a0η ≤ b0η. 
Let α be an element of Iη(1). We make a partition of the interval [0, f(α)[ under a form that
will be useful (as it is adapted to the dynamis of the speial ow). Motivated by the denition
of a speial ow, let us divide it as follows for k = k(α) and k′ = k′(α):
Ik′−2(α) = [0,
k′−1∑
j=0
f
(
σjα
)
− 1[, · · · Ip−2(α) = [
p−2∑
j=0
f
(
σjα
)
− 1,
p−1∑
j=0
f
(
σjα
)
− 1[, · · ·
Ik−2(α) = [
k−2∑
j=0
f
(
σjα
)
− 1, f (α) [,
where k′(α) ≤ p ≤ k(α). If k(α) = k′(α), one puts Ik′−2(α) = Ik−2(α) = [0, f(α)[.
A partition C˜ of Σ an be dened. It is omposed of the following atoms:
C˜γ := Cγ0 ∩ · · · ∩ σ
−kCγk ,
where γ be an element of Iη(1). A partition C of Σ an be onstruted starting from the partition
C˜ and the partition of [0, f(γ)[. An atom of this partition C is dened as
C :=
{
Cγ,p = C˜γ × Ip−2(γ) : γ ∈ I
η(1), and k′(γ) ≤ p ≤ k(γ)
}
.
We will verify in next paragraph that this partition satises the properties of lemma 4.1. The
hoie of these spei intervals an seem quite artiial but it allows to know the exat ation of
σ on eah atom of the partition
∀(x, t) ∈ Cγ,p, σ(x, t) = (σ
p−1(x), 1 + t−
p−2∑
j=0
f(σjx)).
If we had only onsidered the partition made of the atoms C˜γ × [0, f(γ)[, we would not have a
preise denition for σ(x, t).
5.2.3. Proof of the ruial lemma 4.1. In this paragraph, lemma 4.1 is shown and proves in par-
tiular that the previous partition C is well adapted to the speial ow on Σ. Let (γi, pi)0≤i≤n−1
be a family of ouples suh that γi ∈ Iη(1) and k′(γi) ≤ pi ≤ k(γi). Suppose the onsidered atom
is a non empty atom of ∨n−1i=0 σ
−iC (otherwise the result is trivial by taking B(α) empty).
We begin by proving the seond part of lemma 4.1. Let (x, t) be an element of Cγ0,p0 ∩ · · · ∩
σ−(n−1)Cγn−1,pn−1 . We denote kj = k(γj). The sequene x is of the form (γ
0
0 , · · · , γ
k0
0 , x
′) and t
belongs to Ip0−2(γ0). We reall that for (x, t) ∈ Cγ0,p0 :
σ(x, t) =

σp0−1(x), 1 + t− p0−2∑
j=0
f
(
σjx
) .
Neessarily, one has γ1 = (γ
p0−1
0 , · · · , γ
k0
0 , γ
k0−p0+2
1 , · · · , γ
k1
1 ). Proeeding by indution, one nds
that x = (γ00 , · · · , γ
k0
0 , γ
k0−p0+2
1 , · · · , γ
kn−1
n−1 , x”). Dene then α = (γ
0
0 , · · · , γ
k0
0 , γ
k0−p0+2
1 , · · · , γ
kn−1
n−1 )
and
B(γ) :=
{
t ∈ [0, f(γ0)[: ∃x st (x, t) ∈ Cγ0,p0 ∩ · · · ∩ σ
−(n−1)Cγn−1,pn−1
}
.
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The rst inlusion Cγ0,p0 ∩ · · · ∩ σ
−(n−1)Cγn−1,pn−1 ⊂ C˜α ×B(γ) is lear.
Now we will prove the onverse inlusion. Consider (x, t) an element of Cγ0,p0∩· · ·σ
−(n−1)Cγn−1,pn−1 .
The only thing to prove is that (X, t) = ((γ00 , · · · , γ
k0
0 , γ
k0−p0+2
1 , · · · , γ
kn−1
n−1 , x
′), t) is still an ele-
ment of Cγ0,p0 ∩ · · ·σ
−(n−1)Cγn−1,pn−1 , for every x
′
in {1, · · · ,K}N. We proeed by indution and
suppose (X, t) belongs to Cγ0,p0 ∩ · · ·σ
−(j−1)Cγj−1,pj−1 for some j < n. We have to verify that
σj(X, t) belongs to Cγj ,pj . As (X, t) belongs to Cγ0,p0 ∩ · · ·σ
−(j−1)Cγj−1,pj−1 , we have
σj(X, t) =

σp0+···+pj−1−j(X), j + t− p0+···+pj−1−j−1∑
i=0
f(σiX)

 .
It has already been mentioned that for all i, (γ0i , · · · , γ
ki−pi+1
i ) = (γ
pi−1−1
i−1 , · · · , γ
ki
i−1) (as the
onsidered atom is not empty). It follows that σp0+···+pj−1−j(X) belongs to C˜γj . We know that
σj(x, t) is an element of Cγj ,pj and as a onsequene,
j + t−
p0+···+pj−1−j−1∑
i=0
f(σiX) = j + t−
p0+···+pj−1−j−1∑
i=0
f(σix) ∈ Ipj−2(γj).
By indution, we nd that Cγ0,p0 ∩ · · · ∩ σ
−(n−1)Cγn−1,pn−1 = C˜α ×B(γ). For eah 0 ≤ j ≤ n− 1,
t belongs to B(γ) implies that:
t ∈ Ipj−2(γj)− j +
p0+···+pj−1−j−1∑
i=0
f(σiα).
The set B(γ) is then dened as the intersetion of n subintervals of [0, f(γ0)[ and is in fat a
subinterval of [0, f(γ0)[.
It remains now to prove upper and lower bounds on
k−1∑
j=0
f
(
σjα
)
. Reall that:
α = (γ00 , · · · , γ
k0
0 , γ
k0−p0+2
1 , · · · , γ
k1
1 , · · · , γ
kn−1
n−1 ).
As 0 ≤ f(γ) ≤ ǫ2 for all γ (nite or innite subsequene: see inequality (18)), we have then
k−1∑
j=0
f
(
σjα
)
≤
n−2∑
l=0
kl−2∑
j=0
f
(
σjγl
)
+
kn−1−1∑
j=0
f
(
σjγn−1
)
≤ n(1 + ǫ).
For the lower bound, the same kind of proedure works with a little more are. For γ0,
k0−1∑
j=1
f(σjα) =
k0−1∑
j=1
f(σjγ0) > 1 > 1− ǫ.
and for 1 ≤ l ≤ n− 1, one has, using lemma 5.2,
kl−1∑
j=kl−1−pl−1+1
f(σjγl) > 1− (kl−1 − pl−1 + 1)b0η > 1− (2 +
b0
a0
)b0η > 1− ǫ,
where the relations between ǫ, η, a0 and b0 are dened in setion 3. A lower bound on
k−1∑
j=1
f(σjα)
is n(1 − ǫ). This ahieved the proof of the seond part of lemma 4.1.
Reall that we have dened
Iη(n(1 − ǫ)) :=

(α′0, · · · , α′k) : k ≥ 2,
k−2∑
j=1
f
(
σjα′
)
≤ n(1− ǫ) <
k−1∑
j=1
f
(
σjα′
) .
So we have also proved that there exists α′ in Iη(n(1 − ǫ)) suh that
Cγ0,p0 ∩ · · · ∩ σ
−(n−1)Cγn−1,pn−1 ⊂ C˜α′ × [0, f(γ0)[.
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In other words, ∨n−1i=0 σ
−iC is a renement of the partition
(
C˜α′ × [0, f(α
′)[
)
α′∈Iη(n(1−ǫ))
for any
integer n. It is slightly stronger than the rst part of lemma 4.1 and it onludes the proof of
lemma 4.1.
Remark. As a nal omment on this setion, we underline again that all the proofs have been
written in the ase of {1, · · · ,K}N but an be adapted to the ase of {1, · · · ,K}−N.
5.3. Unertainty priniple for eigenfuntions of the Laplaian. In the previous setion 5.2,
we have seen that the partitions of variable size are well adapted to the reparametrized ow (used
in the Abramov theorem). Moreover, we have given a proof of lemma 4.1 that gives a link
between the dierent partitions introdued. In this setion, we will use the entropi unertainty
priniple (theorem 2.1) to derive a lower bound on the lassial entropy of µΣ
~
with respet to the
partition C~ := ([α] × [0, f(α)[)α∈Iη(~). Preisely, we will prove:
Proposition 5.3. With the notations of setion 4, one has:
(40) H
(
µ
Σ+
~
, C
+
~
)
+H
(
µ
Σ−
~
, C
−
~
)
≥ (1− ǫ′)(1 − ǫ)| log ~| − cδ0| log ~|+ C,
where H is dened by (8) and where C, c ∈ R does not depend on ~.
To prove this result, we will proeed in three steps. First, we will introdue an energy uto in
order to get the sharpest bound as possible in the entropi unertainty priniple. Then, we will
apply the entropi unertainty priniple and derive a lower bound on H
(
µ
Σ+
~
, C
+
~
)
+H
(
µ
Σ−
~
, C
−
~
)
.
Finally, we will use sharp estimates from [3℄ to onlude.
5.3.1. Energy uto. Before applying the unertainty priniple, we proeed to sharp energy utos
so as to get preise lower bounds on the quantum entropy (as it was done in [2℄, [5℄ and [3℄). These
utos are made in our miroloal analysis in order to get as good exponential derease as possible
of the norm of the rened quantum partition. This uto in energy is possible beause even if the
distributions µ~ are dened on T
∗M , they onentrate on the energy layer S∗M . The following
energy loalization is made in a way to ompatify the phase spae and in order to preserve the
semilassial measure.
Let δ0 be a positive number less than 1 and χδ0(t) in C
∞(R, [0, 1]). Moreover, χδ0(t) = 1 for
|t| ≤ e−δ0/2 and χδ0(t) = 0 for |t| ≥ 1. As in [5℄, the sharp ~-dependent utos are then dened
in the following way:
∀~ ∈ (0, 1), ∀n ∈ N, ∀ρ ∈ T ∗M, χ(n)(ρ, ~) := χδ0(e
−nδ0~−1+δ0(H(ρ)− 1/2)).
For n xed, the uto χ(n) is loalized in an energy interval of length 2enδ0~1−δ0 entered around
the energy layer E . In this paper, indies n will satisfy 2enδ0~1−δ0 << 1. It implies that the widest
uto is supported in an energy interval of mirosopi length and that n ≤ Kδ0 | log ~|, where
Kδ0 ≤ δ
−1
0 . Using then a non standard pseudodierential alulus (see [5℄ for a brief reminder of
the proedure from [34℄), one an quantize these utos into pseudodierential operators. We will
denote Op(χ(n)) the quantization of χ(n). The main properties of this quantization are realled
in setion A.2. In partiular, the quantization of these utos preserves the eigenfuntions of the
Laplaian, i.e.
‖ψ~ −Op(χ
(n))ψ~‖ = O(~
∞)‖ψ~‖.
5.3.2. Applying the entropi unertainty priniple. Let ‖ψ~‖ = 1 be a xed element of the sequene
of eigenfuntions of the Laplaian dened earlier, assoiated to the eigenvalue − 1
~2
.
To get bound on the entropy of the suspension measure, the entropi unertainty priniple should
not be applied to the eigenvetors ψ~ diretly but it will be applied several times. Preisely, we
will apply it to eah Pγψ~ := Pγ1Pγ0(−η)ψ~ where γ = (γ0, γ1) varies in {1, · · · ,K}
2
. In order to
apply the entropi unertainty priniple to Pγψ~, we introdue new families of quantum partitions
orresponding to eah γ.
Let γ = (γ0, γ1) be an element of {1, · · · ,K}
2
. Introdue the following families of indies:
I~(γ) := {(α
′) : γ.α′ ∈ Iη(~)} ,
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K~(γ) := {(β
′) : β′.γ ∈ Kη(~)} .
Reall that we have dened γ.α′ = (γ0, γ1, α
′) in setion 3. We underline that eah sequene
α of Iη(~) an be written under the form γ.α′ where α′ ∈ I~(γ). The same works for Kη(~).
The following partitions of identity an be assoiated to these new families, for α′ ∈ I~(γ) and
β′ ∈ K~(γ),
τ˜α′ = Pα′n(nη) · · ·Pα′2(2η),
π˜β′ = Pβ′−n(−nη) · · ·Pβ′−2(−2η).
For analogous reasons as the ase of Iη(~), the families (τ˜α′ )α′∈I~(γ) and (π˜β′)β′∈I~(γ) form quan-
tum partitions of identity.
Given these new quantum partitions of identity, the entropi priniple should be applied for given
initial onditions γ = (γ0, γ1) in times 0 and 1. We underline that for α
′ ∈ I~(γ) and β′ ∈ K~(γ),
(41) τ˜α′U
−ηPγ = τγ.α′U
−η
and π˜β′Pγ = πβ′.γ ,
where γ.α′ ∈ Iη(~) and β′.γ ∈ Kη(~) by denition. In equality (41) appears the fat that the
denitions of τ and π are slightly dierent (see (23) and (24)). It is due to the fat that we want
to ompose τ˜ and π˜ with the same operator Pγ .
Suppose now that ‖Pγψ~‖ is not equal to 0. We apply the quantum unertainty priniple (2.1)
using that
• (τ˜α′)α′∈I~(γ) and (π˜β′)β′∈K~(γ) are partitions of identity;
• the ardinal of I~(γ) and K~(γ) is bounded by N ≃ ~−K0 where K0 is some xed positive
number (depending on the ardinality of the partition K, on a0, on b0 and η);
• Op(χ(k
′)) is a family of bounded bounded operators Oβ′ (where k
′
is the length of β′);
• the parameter δ′ an be taken equal to ‖Pγψ~‖−1~L where L is suh that ~L−K0 ≪
~1/2(1−ǫ
′)(1−ǫ)−cδ0
for a given onstant c (see orollary A.2);
• U−η is an isometry;
• ψ˜~ :=
Pγψ~
‖Pγψ~‖
is a normalized vetor.
Applying the entropi unertainty priniple (2.1), one gets:
Corollary 5.4. Suppose that ‖Pγψ~‖ is not equal to 0. Then, one has
hτ˜ (U
−ηψ˜~) + hπ˜(ψ˜~) ≥ −2 log
(
cγχ(U
−η) + ~L−K0‖Pγψ~‖
−1
)
,
where cγχ(U
−η) = max
α′∈I~(γ),β′∈K~(γ)
(
‖τ˜α′U
−ηπ˜∗β′Op(χ
(k′))‖
)
.
Under this form, the quantity ‖Pγψ~‖−1 appears several times and we would like to get rid of
it. First, remark that the quantity cγχ(U
−η) an be easily replaed by
(42) cχ(U
−η) := max
γ∈{1,··· ,K}2
max
α′∈I~(γ),β′∈K~(γ)
(
‖τ˜α′U
−ηπ˜∗β′Op(χ
(k′))‖
)
,
whih is independent of γ. Then, one has the following lower bound:
(43) − 2 log
(
cγχ(U
−η) + ~L−K0‖Pγψ~‖
−1
)
≥ −2 log
(
cχ(U
−η) + ~L−K0
)
+ 2 log ‖Pγψ~‖
2.
as ‖Pγψ~‖ ≤ 1. Now that we have given an alternative lower bound, we rewrite hτ˜ (U−ηψ˜~) as
follows:
hτ˜ (U
−ηψ˜~) = −
∑
α′∈I~(γ)
‖τ˜α′U
−ηψ˜~‖
2 log ‖τ˜α′U
−ηPγψ~‖
2 +
∑
α′∈I~(γ)
‖τ˜α′U
−ηψ˜~‖
2 log ‖Pγψ~‖
2.
Using the fat that ψ~ is an eigenvetor of U
η
and that (τ˜α′)α′∈I~(γ) is a partition of identity, one
has
hτ˜ (U
−ηψ˜~) = −
1
‖Pγψ~‖2
∑
α′∈I~(γ)
‖τγ.α′ψ~‖
2 log ‖τγ.α′ψ~‖
2 + log ‖Pγψ~‖
2.
The same holds for hπ˜(ψ˜~) (using here equality (41)):
hπ˜(ψ˜~) = −
1
‖Pγψ~‖2
∑
β′∈K~(γ)
‖πβ′.γψ~‖
2 log ‖πβ′.γψ~‖
2 + log ‖Pγψ~‖
2.
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Combining these last two equalities with (43), we nd that
(44)
−
∑
α′∈I~(γ)
‖τγ.α′ψ~‖
2 log ‖τγ.α′ψ~‖
2−
∑
β′∈K~(γ)
‖πβ′.γψ~‖
2 log ‖πβ′.γψ~‖
2 ≥ −2‖Pγψ~‖
2 log
(
cχ(U
−η) + ~L−K0
)
.
We underline that this lower bound is trivial in the ase where ‖Pγψ~‖ is equal to 0. Using the
following numbers:
(45) cγ.α′ = cβ′.γ = cγ =
f(γ)∑
γ′∈{1,··· ,K}2 f(γ
′)‖Pγ′ψ~‖2
,
one easily heks that
∑
γ∈{1,··· ,K}2
cγ‖Pγψ~‖
2 = 1. If we multiply (44) by cγ and make the sum
over all γ in {1, · · · ,K}2, we nd
−
∑
α∈Iη(~)
cα‖ταψ~‖
2 log ‖ταψ~‖
2 −
∑
β∈Kη(~)
cβ‖πβψ~‖
2 log ‖πβψ~‖
2 ≥ −2 log
(
cχ(U
−η) + ~L−K0
)
.
Finally, we use that
∑
α∈Iη(~)
cα‖ταψ~‖
2 = 1 and
∑
β∈Kη(~)
cβ‖πβψ~‖
2 = 1 and derive the following
property:
Corollary 5.5. One has:
(46) H
(
µ
Σ+
~
, C
+
~
)
+H
(
µ
Σ−
~
, C
−
~
)
≥ −2 log
(
cχ(U
−η) + ~L−K0
)
− log
(
max
γ
cγ
)
.
As expeted, by a areful use of the entropi unertainty priniple, we have been able to obtain
a lower bound on the entropy of the measures µ
Σ+
~
and µ
Σ−
~
.
5.3.3. Exponential derease of the atoms of the quantum partition. Now that we have obtained the
lower bound (46), we give an estimate on the exponential derease of the atoms of the quantum
partition. As in [2℄, [5℄, [3℄, one has
4
:
Theorem 5.6. [2℄ [5℄ [3℄ For every K > 0 (K ≤ Kδ0), there exists ~K and CK suh that uniformly
for all ~ ≤ ~K, for all k + k′ ≤ K| log ~|,
‖PαkU
ηPαk−1 · · ·U
ηPα0U
3ηPα′
k
Uη · · ·Pα′0Op(χ
(k′))‖L2(M)
(47) ≤ CK~
− 12−cδ0 exp

−1
2

k−1∑
j=0
f(σjα) +
k′−1∑
j=0
f(σjα′)



 ,
where c depends only on the riemannian manifold M .
Outline that the ruial role of the sharp energy uto appears in partiular to prove this
theorem. In fat, without the uto, the previous norm operator ould have only be bounded by
1 and the entropi unertainty priniple would have been empty. The previous inequality (47)
allows to give an estimate on the quantity (42) (as it allows us to bound cχ(U
−η)). In fat, one
has, for eah γ ∈ {1, · · · ,K}2:
‖τ˜αU
−ηπ˜∗βOp(χ
(k′))‖ = ‖PαkU
ηPαk−1 · · ·U
ηPα2U
3ηPβ−2U
η · · ·Pβ−k′Op(χ
(k′))‖,
where (α2, · · · , αk) ∈ I~(γ) and (β−k′ , · · · , β−2) ∈ K~(γ). Using the denition of the sets
Iη(~) (26) and Kη(~) (27), one has k + k′ ≤ 2a0η | log ~|. Using theorem (5.6) with K =
2
a0η
,
one has:
‖τ˜αU
−ηπ˜∗βOp(χ
(k′))‖ ≤ CK~
− 12−cδ0 exp

−1
2

k−1∑
j=2
f+(σ
j
+α) +
k′−1∑
j=2
f−(σ
j
−β)



 ,
4
In the higher dimension ase mentioned in the footnote of setion 1.2, we should replae ~
− 1
2
(where d is the
dimension of M) by ~−
d−1
2
in inequality (47).
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where CK does not depend on ~ and c is some universal onstant. Using again the denition of
the sets Iη(~) (26) and Kη(~) (27), one has
cχ(U
−η) = max
γ∈{1,··· ,K}2
max
α∈I~(γ),β∈K~(γ)
(
‖τ˜αU
−ηπ˜∗βOp(χ
(k′))‖
)
≤ C˜K~
1
2 (1−ǫ
′)(1−ǫ)~−cδ0 ,
where C˜K does not depend on ~. The main inequality (46) for the quantum entropy an be
rewritten using this last bound and it onludes the proof of proposition 5.3.
6. Subadditivity of the quantum entropy
As was mentioned in setion 4 and proved in setion 5, the unertainty priniple gives an expliit
lower bound on
1
nE(~)
(
HnE(~)
(
µ
Σ+
~
, σ+, C+
)
+HnE(~)
(
µ
Σ−
~
, σ−, C−
))
.
To prove our main theorem 1.2, we need to show that this lower bound holds also for a xed n0
on the quantity
1
n0
(
Hn0
(
µ
Σ+
~
, σ+, C+
)
+Hn0
(
µ
Σ−
~
, σ−, C−
))
.
(as we need to let ~ tend to 0 independently of n to reover the semilassial measure µΣ: see
setion 4.3). To do this we want to reprodue the lassial argument for the existene of the
metri entropy (see (10)), i.e. we need to prove a subadditivity property for logarithmi time as
was given by theorem 4.3. A key point to prove the subadditivity property in the ase of the metri
entropy is that the measure is invariant under the dynamis (see (10)). In our ase, invariane of
the semilassial measure under the geodesi ow is a onsequene of the Egorov property (1): to
prove that subadditivity almost holds (in the sense of the previous theorem), we will have to prove
an Egorov property for logarithmi times. We will see that with our hoie of 'loal' Ehrenfest
time, this will be possible and the theorem 4.3 will then hold.
The proof of theorem 4.3 is the subjet of this setion (and it also uses results from setion 7).
Remark. In this setion, only the ase of {1, · · · ,K}N is treated. As was mentioned, the proof of
the bakward ase {1, · · · ,K}−N works in the same way.
Let n0 and m be two positive integers suh that que m+ n0 ≤ TE(~). One has
H
(
∨n+n0−1i=0 σ
−iC, µΣ
~
)
= H
(
∨n−1i=0 σ
−iC ∨ ∨n0+n−1i=n σ
−iC, µΣ
~
)
.
Using lassial properties of the metri entropy, one has (see setion 2.1)
Hn+n0
(
σ, µΣ
~
, C
)
≤ Hn
(
σ, µΣ
~
, C
)
+Hn0
(
σ, σn♯µΣ
~
, C
)
.
Using proposition 6.1 and the ontinuity of the funtion x log x on [0, 1], there exists a funtion
R(n0, ~) with the properties of theorem 4.3 suh that Hn0
(
σ, σn♯µΣ
~
, C
)
= Hn0
(
σ, µΣ
~
, C
)
+
R(n0, ~) and thus:
(48) Hn+n0
(
σ, µΣ~ , C
)
≤ Hn
(
σ, µΣ~ , C
)
+Hn0
(
σ, µΣ~ , C
)
+R(n0, ~).
So the ruial point to prove this theorem is to show that the measure of the atoms of the rened
partition is almost invariant under σ (proposition 6.1). In the following of this setion, A is dened
as:
A = Cγ0,p0 ∩ · · · ∩ σ
−(n0−1)Cγn0−1,pn0−1 .
ENTROPY OF SEMICLASSICAL MEASURES IN DIMENSION 2 23
6.1. Pseudo-invariane of the measure of the atoms of the partitions. From this point,
our main goal is to show the pseudo invariane of the atoms of the rened partition. More preisely:
Proposition 6.1. Let m,n0 be two positive integers suh that m+n0 ≤ TE(~). Consider an atom
of the rened partition A = Cγ0,p0 ∩ · · · ∩ σ
−(n0−1)Cγn0−1,pn0−1 . One has
µΣ
~
(
σ−mA
)
= µΣ
~
(A) +O(~(1−2ν)/6),
with a uniform onstant in n0 and m in the allowed interval. The onstant ν < 1/2 is the one
dened by theorem 7.1.
This result says that the measure µΣ
~
is almost σ invariant for logarithmi times. As a onse-
quene, the lassial argument (see (10)) for subadditivity of the entropy an be applied as long
as we onsider times where the pseudo invariane holds (see (48)).
Let A be as in the proposition. From lemma 4.1, there exists (α0, · · · , αk) and B(γ) suh that
A =
(
Cα0 ∩ · · ·σ
−kCαk
)
×B(γ).
Still from lemma 4.1, one knows that B(γ) is a subinterval of [0, f(γ0)[. Moreover, from the proof
of lemma 4.1, the following property on α holds:
(49) n0(1− ǫ) ≤
k−1∑
j=0
f(σjα) ≤ n0(1 + ǫ).
The plan of the proof of proposition 6.1 is the following. First, we will give an exat expression in
terms of α and B(γ) of µΣ
~
(
σ−mA
)
. Then, we will see how to prove the proposition making the
simplifying assumption that all operators (Pi(kη))i,k ommute. Finally, we will estimate the error
term due to the fat that operators do not exatly ommute.
6.1.1. Computation of µΣ
~
(σ−mA). We hoose a positive integer m. As a rst step of the proof,
we want to give a preise formula for the measure of σ−mA. To do this, we have to determine the
shape of the set σ−mA. Let us then dene:
Σ
m
p :=

(x, t) ∈ Σ :
p−2∑
j=0
f(σjx) ≤ m+ t <
p−1∑
j=0
f(σjx)

 .
We underline that beause m ≥ 1, we have that Σ
m
p is empty for p ≤ 3. One has then Σ =
⊔
p≥3
Σ
m
p
and as a onsequene
σ−mA =
⊔
p≥3
(
Σ
m
p ∩ σ
−mA
)
=
⊔
p≥3

(x, t) ∈ Σmp : m+ t−
p−2∑
j=0
f(σjx) ∈ B(γ), (xp−1, · · · , xp+k−1) = α

 .
Note that t ∈ B(γ) − m +
∑p−2
j=0 f(σ
jx) together with (xp−1, · · · , xp+k−1) = α imply that∑p−2
j=0 f(σ
jx) ≤ m+ t <
∑p−1
j=0 f(σ
jx). It allows to rewrite
σ−mA =
⊔
p≥3

(x, t) ∈ Σ× R+ : 0 ≤ t < f(x), t ∈ B(γ)−m+
p−2∑
j=0
f(σjx), (xp−1, · · · , xp+k−1) = α

 .
Finally, one an write the measure of this suspension set
µΣ~
(
σ−mA
)
=
∑
p≥1
∑
|β| = p + k
(βp−1, · · · , βp+k−1) = α
cβ,α(m)‖Pβk+p−1((k+p−1)η)Pβk+p−2((k+p−2)η) · · ·Pβ0ψ~‖
2,
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where
cβ,α(m) = Leb

B(γ) ∩ [m− p−2∑
j=0
f(σjβ),m−
p−2∑
j=1
f(σjβ)[

 /

 ∑
γ′∈{1,··· ,K}2
f(γ′)µΣ~ ([γ
′])

 .
For the sake of simpliity, we will denote λ the normalization onstant of the measure, i.e.
λ−1 :=
∑
γ′∈{1,··· ,K}2
f(γ′)µΣ~ ([γ
′]).
Outline that the previous sum runs a nite number of p with at most 2b0/a0 non zeros terms in
eah string β (as c•,α(m) is zero exept a nite number of times). For simpliity of the following
of the proof, we reindex the previous expressions
(50)
µΣ
~
(
σ−mA
)
=
∑
p≥3
∑
|β| = p + k
(β0, · · · , βk) = α
cβ,α(m)‖Pβk((k + p− 1)η)Pβk−1((k + p− 2)η) · · ·Pβ−p+1ψ~‖
2,
where cβ,α(m) = λ Leb
(
B(γ) ∩ [m−
∑p−2
j=0 f(σ
jβ),m−
∑p−2
j=1 f(σ
jβ)[
)
with λ dened as previ-
ously. Then, to prove proposition 6.1, we have to show that the previous quantity (50) is equal
to
λ Leb (B(γ)) ‖Pαk(kη) · · ·Pα0ψ~‖
2
L2 +OL2(~
(1−2ν)/6).
6.1.2. If everything would ommute... We will now use our expliit expression for µΣ
~
(
σ−mA
)
(see (50)) and verify it is equal to µΣ
~
(A) under the simplifying assumption that all the involved
pseudodierential operators ommute. In the next setion, we will then give an estimate of the
error term due to the fat that the operators do not exatly ommute. In order to prove the
pseudo invariane, denote
Km(α) := {β = (β−p+1, · · · , βk) : (β0, · · · , βk) = α, cβ,α(m) 6= 0}
and
K(q)m (α) := {(β−q+1, · · · , βk) : ∃γ = (γ−p+1, · · · , γ−q) s.t. q < p, γ.β ∈ Km(α)} .
With these notations, we an write (50) as follows:
(51) µΣ~
(
σ−mA
)
=
∑
β∈Km(α)
cβ,α(m)‖τβψ~‖
2 =
N∑
p=3
∑
β∈Km(α):|β|=k+p
cβ,α(m)‖τβψ~‖
2.
Reall that by denition (see (23)) τβ := Pβk((k + p − 1)η)Pβk−1((k + p − 2)η) · · ·Pβ−p+1 . For
simpliity of notations, let us denote B(γ) = [a, b[ (where a and b obviously depend on γ). A last
notation we dene is for β suh that |β| = k + q and σq−1β = α:
(52) cβ,α(m) := λ Leb

[a, b[∩[a,m− q−2∑
j=1
f(σjβ)[

 ,
where λ is the normalization onstant of the measure previously dened. We underline that the
interval B(γ) = [a, b[ an be divided in smaller intervals (see the denition of cβ,α(m)). The
number cβ,α(m) orresponds to the length of one of this subinterval (weighted by λ) and cβ,α(m)
orresponds to the sum of the lengths of the rst intervals. Suppose now that all the operators
(Pi(kη))i,k ommute. We have the following lemma:
Lemma 6.2. If all the operators (Pi(kη))i,k ommute, then one has, for 2 ≤ q ≤ N :∑
β∈Km(α):|β|=k+q
cβ,α(m)‖τβψ~‖
2 +
∑
β∈K
(q)
m (α)
cβ,α(m)‖τβψ~‖
2 =
∑
β∈K
(q−1)
m (α)
cβ,α(m)‖τβψ~‖
2.
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Proof. Let 2 ≤ q ≤ N . Consider β an element of K
(q−1)
m (α). Using the property of partition of
identity, we have
∑
β∈K
(q−1)
m (α)
cβ,α(m)‖τβψ~‖
2 =
K∑
j=1
∑
β∈K
(q−1)
m (α)
cβ,α(m)‖Pj(−η)τβψ~‖
2.
For eah 1 ≤ j ≤ K, we have the following property for cj.β,α(m) (as f ≥ 0):
cβ,α(m) = cj.β,α(m) + cj.β,α(m).
We an write then∑
β∈K
(q−1)
m (α)
cβ,α(m)‖τβψ~‖
2 =
K∑
j=1
∑
β∈K
(q−1)
m (α)
(cj.β,α(m) + cj.β,α(m))‖Pj(−η)τβψ~‖
2.
Notie that, as we have assumed the operators ommute, we have
(53) Pj(−η)Pβk((k + q − 2)η) · · ·Pβ−q+2ψ~ = Pβk((k + q − 1)η) · · ·Pβ−q+2Pj(−η)ψ~.
As a onsequene, we have
∑
β∈K
(q−1)
m (α)
cβ,α(m)‖τβψ~‖
2 =
K∑
j=1
∑
β∈K
(q−1)
m (α)
(cj.β,α(m) + cj.β,α(m))‖τβPj(−η)ψ~‖
2.
By denition of the dierent sets Km and as ψ~ is an eigenfuntion of the Laplaian, this last
equality allows to onlude the proof of the lemma. 
Proeeding then by indution from N to 1 (see equality (51)) and using the previous lemma at
eah step, we an onlude that if all the operators ommute,
µΣ~
(
σ−mA
)
= µΣ~ (A) .
6.1.3. Estimates of the error terms. Regarding to the previous setion, we have to see what is
exatly the error term we forgot at eah step of the reurrene and we have to verify that it is
bounded by some positive power of ~. Preisely, we have to understand what is the error term in
equation (53) if we do not suppose anymore that all the operators ommute. Preisely, the error
term we have to take into aount in (53) is
Rβ,γ,~ =
k∑
j=−q+2
Pβk((k + q − 2)η) · · ·Pβj+1((j + q − 1)η)R
j(β, γ)Pβj−1 ((j + q − 3)η) · · ·Pβ−q+2ψ~,
where Rj(β, γ) = [Pγ(−η), Pβj ((j+q−2)η)] is the braket of the two operators. We denote R
j
β,γ,~
eah term of the previous sum. The error term we forgot at eah step q of the indution in the
previous setion is then
(54) E(~, q) :=
K∑
γ=1
∑
β∈K
(q−1)
m (α)
(〈Rβ,γ,~, Pγ(−η)τβψ~〉+ 〈τβPγ(−η)ψ~, Rβ,γ,~〉) .
So, for eah step q of the indution, if we want to prove the pseudo invariane of the measure, a
rst error term we have to estimate is of the form
(55)
k∑
j=−q+2
K∑
γ=1
∑
β∈K
(q−1)
m (α)
cβ,α(m)
〈
Rjβ,γ,~, Pγ(−η)τβψ~
〉
.
Using Cauhy Shwarz inequality twie and the fat that 0 ≤ cβ,α(m) ≤ λLeb(B(γ)) ≤ λb0η, this
last quantity is bounded by
(56) λb0η

 k∑
j=−q+2
K∑
γ=1
∑
β∈K
(q−1)
m (α)
‖Rjβ,γ,~‖
2


1
2

 k∑
j=−q+2
K∑
γ=1
∑
β∈K
(q−1)
m (α)
‖Pγ(−η)τβψ~‖
2


1
2
.
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The last term of the produt is bounded as
k∑
j=−q+2
K∑
γ=1
∑
β∈K
(q−1)
m (α)
‖Pγ(−η)τβψ~‖
2 ≤ (k + q)K
∑
|β|=k+q−1
‖τβψ~‖
2 = (k + q)K = O(| log ~|).
We also underline that λb0η is bounded by b0/a0. As a onsequene, the error term (56) is bounded
by
C| log ~|

 k∑
j=−q+2
K∑
γ=1
∑
β∈K
(q−1)
m (α)
‖Rjβ,γ,~‖
2


1
2
,
where C is some positive uniform onstant (depending only on the partition and on η). We extend
now the denition of Rj(β, γ) (previously dened as [Pγ(−η), Pβj ((j+q−2)η)] for β in K
(q−1)
m (α))
to any word β of length k + q − 1. If j + q − 1 letters of β are also the j + q − 1 rst letters
of a word β′ in K
(q−1)
m (α), we take Rj(β, γ) := [Pγ(−η), Pβj ((j + q − 2)η)]. Otherwise, we take
Rj(β, γ) := ~ IdL2(M). We dene then for any sequene of length k + q − 1
Rjβ,γ,~ = Pβk((k + q − 2)η) · · ·Pβj+1((j + q − 1)η)R
j(β, γ)Pβj−1((j + q − 3)η) · · ·Pβ−q+2ψ~.
In theorem 6.3 from the setion 6.2, we will prove in partiular that for every β of size q + k − 1
and for eah −q + 2 ≤ j ≤ k,
(57)
‖Rj(β, γ)Pβj−1 ((j+q−3)η) · · ·Pβ−q+2ψ~‖L2(M) ≤ C~
1−2ν‖Pβj−1((j+q−3)η) · · ·Pβ−q+2ψ~‖L2(M),
where C is a uniform onstant for n0 and m positive integers suh that n0 + m ≤ TE(~) and
ν < 1/2 (dened in setion 7). We underline that the braket Rj(β, γ) of the two operators an
ommute (modulo ~1−2ν) beause we have made a phase spae loalization thanks to the operator
Pβj−1((j+ q− 3)η) · · ·Pβ−q+2 . Theorem 6.3 an be applied as
∑k+q−2
j=0 f(σ
jβ) ≤ (n0+m)(1+ ǫ) ≤
nE(~) (see (49) and (52)). Using bound (57) and the property of partition of identity, we have∑
|β|=k+q−1
‖Rjβ,γ,~‖
2 = O(~2(1−2ν)).
The error term (56) (and as a onsequene (55)) is then bounded by
C˜| log ~|

 k∑
j=−q+2
K∑
γ=1
∑
|β|=k+q−1
‖Rjβ,γ,~‖
2


1
2
= O(~
1−2ν
4 ).
Looking at equation (54), we see that the other error term for the step q of the indution an
be estimated with the same method and is also a O(~
1−2ν
4 ). As the number N of steps in the
indution is a O(| log ~|), the error term we forgot in the previous setion (due to the fat that the
operators do not ommute) is a O(~
1−2ν
6 ). This onludes the proof of proposition 6.1.
6.2. Commutation of pseudodierential operators. In order to omplete the proof of the
pseudo invariane of the measure (proposition 6.1), we need to prove inequality (57). It will be a
onsequene of (59) below. One we have proved this inequality, the subadditivity property will
be ompletely proved. The exat property we need is stated by the following theorem:
Theorem 6.3. Let (γ0, · · · , γk) be suh that
(58)
k−1∑
j=0
f(σjγ) ≤ nE(~).
One has:
(59)∥∥[Pγk(kη), Pγ0 ]Pγk−1((k − 1)η) · · ·Pγ1(η)ψ~∥∥L2 ≤ C~1−2ν ∥∥Pγk−1((k − 1)η) · · ·Pγ1(η)ψ~∥∥L2 ,
where ν < 1/2 is dened in setion 7, C is a onstant depending on the partition and uniform in
all γ satisfying (58).
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In this theorem, we underline that there are no partiular reasons for the braket [Pγk(kη), Pγ0 ]
to be small: it will be in fat small thanks to the phase spae loalization indued by the operator
Pγk−1((k − 1)η) · · ·Pγ1(η).
Let γ be a nite sequene as in the previous theorem. Denote t(γ) =
k(γ)−1∑
j=0
f(σjγ). This quantity
is less than nE(~) in the setting of theorem 6.3. There exists a unique integer l(γ) < k(γ) suh
that:
l(γ)−2∑
j=0
f(σjγ) ≤
t(γ)
2
<
l(γ)−1∑
j=0
f(σjγ).
In the following, the dependene of l and k in γ will be often omitted for simpliity of notations
and will be realled only when it is neessary. This denition allows to write the quantity we want
to bound ∥∥[Pγk(kη), Pγ0 ]Pγk−1((k − 1)η) · · ·Pγ1(η)ψ~∥∥L2
in the following way:
(60)∥∥[Pγk((k − l + 1)η), Pγ0((−l + 1)η)]Pγk−1((k − l)η) · · ·Pγl(η)Pγl−1 · · ·Pγ1((−l + 2)η)ψ~∥∥L2 .
The reason why we hoose to write the quantity we want to bound in (59) in the previous form
instead of its original form is to have a more symmetri situation for our semilassial analysis.
To prove the bound in theorem 6.3, a lass of symbols taken from [13℄ will be used (see (77) for
a denition) and results about them are realled in appendix A. Before starting the proof, using
proposition A.3, we an restrit ourselves to observables arried on a thin energy strip around the
energy layer Eθ. It means that the quantity we want to bound is the following norm:
(61)∥∥∥[Pˆγk((k − l + 1)η), Pˆγ0((−l + 1)η)] Pˆγk−1((k − l)η) · · · Pˆγl(η)Pˆγl−1 · · · Pˆγk−1((−l + 2)η)ψ~∥∥∥
L2
,
where Pˆi is now equal to Op~(P
f
i ), where P
f
i is ompatly supported in T
∗Ωi ∩ Eθ (see proposi-
tion A.3).
6.2.1. Dening utos. If we onsider quantity (61), we an see that beause we onsider large
times kη, we an not estimate diretly the norm of the braket
[
Pˆγk((k − l + 1)η), Pˆγ0((−l + 1)η)
]
as there is no partiular reason for Pˆγk((k − l + 1)η) and Pˆγ0((−l + 1)η) to be pseudodieren-
tial operators to whih we an apply the lassial rules from semilassial analysis. However,
the quantity we are really interested in is the norm of this braket on the image of Pˆγk−1((k −
l)η) · · · Pˆγl(η)Pˆγl−1 · · · Pˆγk−1((−l+2)η). So we will introdue some uto operators to loalize the
braket we want to estimate on the image of Pˆγk−1((k − l)η) · · · Pˆγl(η)Pˆγl−1 · · · Pˆγk−1((−l + 2)η).
Then, as was disussed in setion 1.2, we will have to verify that it denes a partiular family of
operators for whih the Egorov theorem an be applied for large times.
First, we introdue a new family of funtions (Qi)
K
i=1 suh that suh that for eah 1 ≤ i ≤ K,
Qi belongs to C∞(T ∗Ωi ∩ Eθ), 0 ≤ Qi ≤ 1 and Qi ≡ 1 on suppP
f
i . We then dene two utos
assoiated to the strings (γ1, · · · , γl−1) and (γl, · · · , γk−1):
(62) Qγk−1,··· ,γl := Qγl ◦ g
−(k−l)η · · ·Qγk−1 ◦ g
−η
and
(63) Q˜γl−1,··· ,γ1 := Qγ1 ◦ g
η · · ·Qγl−1 ◦ g
(l−1)η.
The rst point of our disussion will be to prove that Egorov theorem an be applied for large
times to the pseudodierential operators orresponding to these two symbols.
We prove the Egorov property for Qγk−1,··· ,γl for example (the proof works in the same way for
the other one). Reall that one has the exat equality, for a symbol a:
(64) U−tOp
~
(a)U t −Op
~
(a(t)) =
∫ t
0
U−s(Diat−s)Usds,
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where a(t) := a ◦ gt and Diat := ı
~
[−~
2∆
2 ,Op~(a(t))] − Op~({H, a(t)}). Here, we will onsider
a := Qγk−1,··· ,γl . One has, for 0 ≤ t ≤ (k − l + 1)η:
Qγk−1,··· ,γl(t) := Qγk−1,··· ,γl ◦ g
t = Qγl ◦ g
−(k−l)η+t · · ·Qγk−1 ◦ g
−η+t.
There exists a unique integer 1 ≤ j ≤ (k − l) suh that t − jη is negative and t − (j − 1)η is
nonnegative. This allows us to rewrite:
Qγk−1,··· ,γl(t) =
(
Qγl ◦ g
−(k−l−j)η · · ·Qγk−j
)
◦ g−jη+t
(
Qγk−j+1 · · ·Qγk−1 ◦ g
(j−2)η
)
◦ g−(j−1)η+t.
Using the last part of theorem 7.1 and its subsequent remark, we know that Qγl ◦g
−(k−l−j)η · · ·Qγj
and Qγj−1 · · ·Qγk−1 ◦ g
(j−2)η
are symbols of the lass S−∞,0ν (see the appendix for a denition
of this lass of symbols), where ν := 1−ǫ
′+4ǫ
2 . Moreover the onstants in the bounds of the
derivatives are uniform for the words γ in the allowed set (see theorem 7.1 and proposition 7.3).
As −η ≤ t− jη < 0 ≤ t− (j − 1)η ≤ η and as the lass S−∞,0ν is stable by produt, we have then
that Qγ1,··· ,γk−l(t) is in the lass S
−∞,0
ν , for 0 ≤ t ≤ (k − l + 1)η, with uniform bounds in t and
γ in the allowed set. As, in [5℄, we an verify that DiQtγk−1,··· ,γl is in Ψ
−∞,2ν−1
ν and then apply
the Calderón-Vaillanourt theorem for Ψ−∞,2ν−1ν . As a onsequene, there exists a onstant C
depending only on the family Qi and on the derivatives of g
s
(for −η ≤ s ≤ η) suh that
(65) ∀0 ≤ t ≤ (k − l + 1)η, ‖Op~(Qγk−1,··· ,γl)(t)−Op~(Qγk−1,··· ,γl(t))‖L(L2(M)) ≤ C~
1−2ν .
As we mentioned it in the heuristi of the proof (setion 1.2), taking into aount the support
of the symbol, we have proved a 'loal' Egorov property for a range of time that depends on the
support of our symbol. Preisely, we have shown that the Egorov property holds until the stopping
time dened in setion 5.1.
6.2.2. Proof of theorem 6.3. Before proving theorem 6.3, we dene (in order to have simpler
expressions):
ψγ
~
:= Pˆγk−1((k − l)η) · · · Pˆγ1((−l + 2)η)ψ~.
To prove theorem 6.3, we need to bound quantity (61) and preisely to estimate (61), we have to
estimate:
(66) (61) =
∥∥∥[Pˆγ0((−l + 1)η), Pˆγk((k − l + 1)η)]ψγ~∥∥∥
L2(M)
.
Now we want to introdue our uto operators Op~(Q•) in the previous expression:
Pˆγ0((−l + 1)η)Pˆγk(k − l + 1)η) = Pˆγ0((−l + 1)η)
(
Id−
(
PˆγkOp~(Qγk−1,··· ,γl)
)
((k − l + 1)η)
)
+
(
PˆγkOp~(Qγk−1,··· ,γl)
)
((k − l+ 1)η) .
We will rst estimate the norm∥∥∥Pˆγ0((−l + 1)η)(Id− (PˆγkOp~(Qγk−1,··· ,γl)) ((k − l+ 1)η))ψγ~∥∥∥
L2(M)
.
To do this, we rst outline that Pˆγk is in Ψ
−∞,0(M) and Op~(Qγk−1,··· ,γl) is in Ψ
−∞,0
ν (M). Using
the standard rules for a produt, we know that the previous expression an be transformed as
follows: ∥∥∥Pˆγ0((−l + 1)η) (Id−Op~(P fγkQγk−1,··· ,γl)((k − l + 1)η))ψγ~
∥∥∥
L2(M)
+R1γ(~),
where ‖R1γ(~)‖L2 ≤ C~
1−2ν‖ψγ
~
‖L2 (where C is independent of k − l as the bounds implied in
the derivatives in theorem 7.1 are uniform for words γ in the allowed set: see proposition 7.3).
We an apply the strategy of the previous setion to prove an Egorov property for the operator
Op~(P
f
γk
Qγk−1,··· ,γl). So, up to a OL2(~
1−2ν), Op~(P
f
γk
Qγk−1,··· ,γl)((k − l + 1)η) is equal to the
pseudodierential operator in Ψ−∞,0ν
Op~
(
(P fγkQγk−1,··· ,γl) ◦ g
(k−l+1)η
)
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supported in g−ηT ∗Ωγl ∩· · · ∩g
−(k−l+1)ηT ∗Ωγk ∩E
θ
. Using then theorem 7.1, the following holds:(
Id−Op
~
(
(P fγkQγk−1,··· ,γl) ◦ g
(k−l+1)η
))
Pˆγk−1((k − l)η) · · · Pˆγ1((−l + 2)η)ψ~ = OL2(~
∞).
Even if the proof of this fat is rather tehnial, it is intuitively quite lear. In fat, if we suppose
that the standard pseudodierential rules (Egorov, omposition) apply, Pˆγk−1((k−l)η) · · · Pˆγ1((−l+
2)η) is a pseudodierential operator ompatly supported in g(l−2)ηT ∗Ωγ1 ∩· · ·∩g
(l−k)ηT ∗Ωγk−1 ∩
Eθ. On this set, by denition of the uto operators (Qi ≡ 1 on supp(Pi)), (1− (P fγkQγk−1,··· ,γl) ◦
g(k−l+1)η) is equal to 0. As a onsequene, we onsider the produt of two pseudodierential
operators of disjoint supports: it is OL2(~
∞). The statement of theorem 7.1 makes this argument
work. To onlude the previous lines of the proof, we have
(67)∥∥∥Pˆγ0((−l + 1)η)(Id− (PˆγkOp~(Qγk−1,··· ,γl)) ((k − l + 1)η))ψγ~∥∥∥
L2(M)
≤ C˜~1−2ν‖ψγ
~
‖L2(M).
Performing this proedure for the other operators, we nally obtain that the only quantity we
need to bound to prove theorem 6.3 is the following quantity:
(68)
∥∥∥[(PˆγkOp~(Qγk−1,··· ,γl))((k − l + 1)η), (Pˆγ0Op~(Q˜γl−1,··· ,γ1))((−l + 1)η)]∥∥∥
L(L2(M))
.
Using the property of the produt on Ψ−∞,0ν , we know that, up to a OL2(~
1−2ν), the previous
quantity is equal to∥∥∥[Op~(P fγkQγk−1,··· ,γl)((k − l + 1)η),Op~(P fγ0Q˜γl−1,··· ,γ1)((−l + 1)η)]
∥∥∥
L(L2(M))
.
Using the same method that in the previous setion (whih uses theorem 7.1), we an prove an
Egorov property for the two pseudodierential operators that are in the previous braket and show
that, up to a OL2(~
1−2ν), the quantity (68) is equal to∥∥∥[Op~((P fγkQγk−1,··· ,γl) ◦ g(k−l+1)η),Op~((P fγ0Q˜γl−1,··· ,γ1) ◦ g(−l+1)η)]
∥∥∥
L(L2(M))
.
Using the pseudodierential rules in Ψ−∞,0ν (M) (proeeding as in the previous setion, the two
symbols stay in the good lass of symbol using theorem 7.1), we know that the previous braket is in
Ψ−∞,2ν−1ν . Using the Calderón-Vaillanourt theorem, we know that quantity (68) is a OL2(~
1−2ν),
where the onstant depends only on the partition. This onludes the proof of theorem 6.3.
7. Produts of many evolved pseudodifferential operators
The goal of this setion is to prove a property used in the proof of theorem 6.3. Preisely,
the following theorem states that the produt of a large number of evolved pseudodierential
operators remains in a good lass of pseudodierential operators provided the range of times is
smaller than the `loal' Ehrenfest time. First, reall that using proposition A.3, we an restrit
ourselves to observables arried on a thin energy strip around the energy layer Eθ. We underline
that we do not suppose anymore that this thin energy strip is of size ~1−δ: we only need to have a
small marosopi neighborhood of the unit energy layer. Moreover, the lass of symbols we will
onsider will be the lass S−∞,0ν (see (77) for a preise denition) with ν :=
1−ǫ′+4ǫ
2 (< 1/2, see
setion 4).
Theorem 7.1. Let (Qi)
K
i=1 be a family of smooth funtions on T
∗M suh that for eah 1 ≤ i ≤ K,
Qi belongs to C∞(T ∗Ωi ∩ Eθ) and 0 ≤ Qi ≤ 1. Consider a family of indies (γ1, · · · , γl) suh that
l−1∑
j=1
f(γj+1, γj) ≤
nE(~)
2
.
Then, for any 1 ≤ j ≤ l, one has
Op~(Qγ1)Op~(Qγ2)(−η) · · ·Op~(Qγj )(−(j − 1)η) = Op~ (A
γ1,··· ,γj ) (−jη) +OL2(~
∞),
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where Aγ1,··· ,γj is in the lass S−∞,0ν . Preisely, one has the following asymptoti expansion:
Aγ1,··· ,γj ∼
∑
p≥0
~pAγ1,··· ,γjp ,
where A
γ1,··· ,γj
p is in the lass S−∞,2pνν (with the symbols semi norm uniform for γ in the allowed
set of sequenes and 1 ≤ j ≤ l: see proposition 7.3) and ompatly supported in g−ηT ∗Ωγj ∩
· · · g−jηT ∗Ωγ1 ∩ E
θ
. Finally the prinipal symbol A
γ1,··· ,γj
0 is given by the following formula:
A
γ1,··· ,γj
0 = Qγj ◦ g
η · · ·Qγ2 ◦ g
(j−1)ηQγ1 ◦ g
jη.
Remark. We underline that the asymptoti expansion (exept for the order 0 term) is not in-
trinsially dened as it depends on the hoie of oordinates on M . We also remark that this
theorem holds in partiular for the smooth partition of identity we onsidered previously on the
paper. Note also that the the result an be rephrased by saying that Op~(Qγ1)(jη)Op~(Qγ2)((j−
1)η) · · ·Op~(Qγj )(η) is, up to a OL2(~
∞), a pseudodierential operator of the lass Ψ−∞,0ν and
of well determined support. As we also have to onsider `past' evolution, we mention that we
an also suppose
∑l−1
j=1 f(γj , γj+1) ≤
nE(~)
2 . Under this assumption, we would have proved that
Op~(Qγ1)(−jη)Op~(Qγ2)(−(j − 1)η) · · ·Op~(Qγj )(−η) is, up to a OL2(~
∞), a pseudodierential
operator of the lass Ψ−∞,0ν and of well determined support. These are exatly the properties we
used in setion 6.2.
The plan of the proof is the following. First, we will onstrut formally Aγ1,··· ,γj and its
asymptoti expansion in powers of ~. Then, we will hek that these dierent symbols are in a
good lass. Finally, we will hek that these operators approximate the produt we onsidered.
For simpliity of notations, we will forget (for a time) the dependene on γ and denote the previous
symbol Aj for l ≥ j ≥ 1.
7.1. Denition of Aγ1,··· ,γl. In this setion, we onstrut formally the symbol Aj . The way to
do it is by indution on j. First, we will see how to dene formally Aj from Aj−1. Then, using the
formulas of the previous setion, we will onstrut the formal order N expansion assoiated to this
Aj . We only onstrut what the order N expansion should be regarding to the formal formulas.
7.1.1. Denition at eah step. To onstrut Aj , we proeed by indution and at the rst step, we
onsider Op~(Qγ1) and we write it into the form Op~(A
1)(−η). This means that we have dened
formally for 0 ≤ t ≤ η:
Op~(A
1(t)) := U−tOp~(Qγ1)U
t.
Using Egorov theorem for xed time η and the orresponding asymptoti expansion (see se-
tion A.3.2 for expliit formulas of the asymptoti expansion), we prove that, up to a OL2(~
∞),
Op
~
(Qγ1) is equal to Op~(A
1(η))(−η), where A1(η) is in S−∞,0, given by the asymptoti expan-
sion of the Egorov theorem and supported in g−ηT ∗Ωγ1 ∩ E
θ
. We an ontinue this proedure
formally. At the seond step, we have
Op~(Qγ1)Op~(Qγ2)(−η) = U
η
Op~(A
1(η))Op~(Qγ2)U
−η.
We want this quantity to be of the form Op~(A
2(η))(−2η). This means that we have dened
formally for 0 ≤ t ≤ η:
Op~(A
2(t)) := U−tOp~(A
1(η))Op~(Qγ2)U
t.
Using rules of pseudodierential operators (see setion A.3.1 and A.3.2), we an obtain a formal
asymptoti expansion for A2(η) (see next setion) starting from the expansion of A1(η). One an
easily hek that this formal expansion is supported in g−ηT ∗Ωγ2 ∩ g
−2ηT ∗Ωγ1 ∩ E
θ
. Following
the previous method, we will onstrut a formal expansion of Aj(t) (for 0 ≤ t ≤ η) starting from
the expansion of Aj−1(η) (see next setion). To do this, we will write at eah step 1 ≤ j ≤ l,
(69) Op~(A
j(t)) := U−tOp~(A
j−1(η))Op~(Qγj )U
t.
We also introdue the intermediate operator
(70) Op~(A
j
) := Op~(A
j−1(η))Op~(Qγj ).
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With this denition, we will have
Op~(A
j(η))(−jη) :=
(
Op~(A
j−1(η))Op~(Qγj )
)
(−(j − 1)η) .
Using again rules of pseudodierential alulus (see setion A.3.1 and A.3.2), we an obtain a
formal asymptoti expansion for Aj(t) (see next setion) starting from the expansion of Aj−1(η).
One an easily hek that this formal expansion is supported in g−t
(
T ∗Ωγj ∩ · · · ∩ g
−jηT ∗Ωγ1
)
∩Eθ .
In the next setion, we will use the indution formula (69) to dedue the ~-expansion of Aj(t)
from the expansion for the omposition of Op
~
(Aj−1(η)) and Op
~
(Qγj ) and from the expansion
for the Egorov theorem for times 0 ≤ t ≤ η. At eah step 1 ≤ j ≤ l of the indution, we will have
to prove that Aj stays in a good lass of symbols to be able to ontinue the indution.
7.1.2. Denition of the order N expansion. We x a large integer N (to be determined). We study
the previous onstrution by indution up to O(~N ). From this point, we trunate Aj(t) at the
order N of its expansion. First, we see how we onstrut the symbols Aj(t) by indution. To do
this, we use the formulas for the asymptoti expansions for the omposition of pseudodierential
operators and for the Egorov theorem (see setion A.3.1 and A.3.2). Suppose that
Aj−1(η) =
N∑
p=0
~pAj−1p (η)
is well dened, we have to dene the expansion of Aj(t) from the asymptoti expansion of Aj−1(η),
for 0 ≤ t ≤ η. First, we dene:
(71) A
j
:=
N∑
p=0
~pA
j
p, where A
j
p :=
p∑
r=0
(
Aj−1p−r(η)♯MQγj
)
r
.
The symbol ♯M represents an analogue on a manifold of the Moyal produt (see appendix A.3.1):
(a♯M b)p is the order p term in the expansion of the symbol of Op~(a)Op~(b). Reall from the
appendix that (Aj−1p−q♯MQγj)q is a linear ombination (that depends on the loal oordinates
and on the (Qi)i) of the derivatives of order less than q of A
j−1
p−q(η). Using proposition A.4 in
appendix A.3.2, one has the following order N − p expansion, for the symbol of the operator
U−tOp~(A
j
p)U
t
,
A
j
p :=
N−p∑
k=0
~kA
j
p,k(t),
where A
j
p,0 = A
j
p ◦ g
t
and A
j
p,k(t) :=
∑k−1
l=0
∫ t
0
{
H,A
j
p,l(t− s)
}(k,l)
M
(gs(ρ)) ds. Then, we an dene
Aj(t) using these dierent expansions. Preisley, we dene
Aj(t) :=
N∑
p=0
~pAjp(t) where, for 0 ≤ p ≤ N, A
j
p(t) :=
p∑
q=0
A
j
p−q,q(t).
This onstrution is the preise way we want to dene the asymptoti expansion of the symbol
Aj(t) in theorem 7.1. If we want the theorem to be valid, we have to hek now that the remainders
we forget at eah step are negligible (with an arbitrary high order in ~). To do this, we will rst
have to ontrol at eah step j the derivatives of Aj(t) (see next setion).
Remark. The support of Ajp(t) is inluded in g
−t
(
T ∗Ωγj ∩ · · · ∩ g
−(j−1)ηT ∗Ωγ1
)
∩Eθ as the support
of every A
j
p,k(t) is.
Finally, we underline that, aording to our onstrution, Ajp(t) an be written as follows:
(72)
Ajp(t) :=
(
Aj−1p (η)Qγj
)
◦ gt+
p∑
r=1
(Aj−1p−r♯MQγj)r ◦ g
t+
p∑
q=1
q−1∑
l=0
∫ t
0
{
H,A
j
p−q,l(t− s)
}(q,l)
M
(gs(ρ)) ds.
32 G. RIVIÈRE
For the following, we need to know preisely on how many derivatives of Aj−1 depends Aj . We
analyse the three terms of the previous sum separately:
• the rst term is expliit and it depends linearly on Aj−1p ;
• aording to appendix A.3.1, the seond term depends linearly on (∂αAj−1p−r)1≤r≤p,|α|≤r;
• aording to orollary A.5, the third term depends linearly on (∂αA
j
p−q)1≤q≤p,|α|≤2q and
onsequently, aording to appendix A.3.1, it depends linearly on (∂αAj−1p−r)1≤r≤p,|α|≤2r.
7.2. Estimates of the derivatives. The goal of the rst part of this setion is to prove the
following lemma.
Lemma 7.2. Let N be a xed integer. Fix also two integers 0 ≤ p ≤ N and m ≤ 2(N −
p + 1). Then, there exists a onstant C(m, p) suh that for all j ≥ 1 and for all ρ in the set
g−t
(
T ∗Ωγj ∩ · · · ∩ g
−(j−1)ηT ∗Ωγ1
)
∩ Eθ,
∀0 ≤ t ≤ η, |dmAjp(t, ρ)| ≤ C(m, p)j
m+2p2+1|dρg
t+(j−1)η|m+2p.
If ρ is not in this set, the bound is trivially 0 by onstrution. Here the onstant C(m, p) depends
only on m, p, the atlas we hose for the manifold and the size of the (Ωγ)γ .
One this lemma will be proved, we will hek that it also tells us that the Ajp's are in a nie
lass of symbols.
7.2.1. Proof of lemma 7.2. To make all the previous pseudodierential arguments work, we will
have to obtain estimates on the m-dierential forms dmAjp, for eah m ≤ 2(N +1− p). If we have
estimates on these derivatives, we will then hek that all the asymptoti expansions given by the
pseudodierential theory are valid. To do these estimates, we will have to understand the number
of derivatives that appear when we repeat the indution formula (69). The spirit of this proof is
the same as in [5℄ (setion 3.4) when they iterate the WKB expansion K| log ~| times. We dene
a vetor A
j
with entries A
j
(p,m)(t, ρ) := d
m
ρ A
j
p(t) (where 0 ≤ p ≤ N and 0 ≤ m ≤ 2(N − p+ 1)).
Preisely, we order it by the following way, for 0 ≤ t ≤ η and ρ ∈ T ∗M ,
A
j = Aj(t, ρ) :=


(Aj0, dA
j
0, · · · , d
2(N+1)Aj0,
Aj1, dA
j
1, · · · , d
2NAj1,
· · · ,
AjN , dA
j
N , d
2AjN ).
The indution formula (72) of the previous setion an be rewritten under the following form
(73) Ajp(t, ρ) =
(
Aj−1p (η)Qγj
)
◦ gt(ρ) + Lj(t)(Aj−1(η))(ρ),
where Lj(t) ats linearly on Aj−1(p−q,m)(η), where q ≥ 1 and m ≤ 2q. We underline that this linear
appliation depends on derivatives of gs for 0 ≤ s ≤ η, on the hoie of the oordinates and on
the maps Qj . We would also like to have an expression for d
m
ρ A
j
p(t) for m ≤ 2(N + 1− p). To do
this, we start by writing that for an observable a, one has
dmρ (a ◦ g
t) :=
∑
l≤m
dlgtρa.θm,l(t, ρ),
where θm,l(t, ρ) sends (TρT
∗M)m on (TgtρT
∗M)l. We an write the expliit form of θm,m:
θm,m(t, ρ) :=
(
dρg
t
)⊗m
.
Using these relations, we an rewrite the indution formula (73) as follows:
A
j(t) = (Mj0(t) +M
j
1(t) +M
j
2(t))A
j−1(η),
where an exat expression of M
j
0 is given by(
M
j
0A
j−1
)
(p,m)
(t, ρ) := Qγj (g
tρ)×Aj−1(p,m)(η, g
tρ).θm,m(t, ρ).
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In partiular, M
j
0 is a diagonal matrix. We will not give expliit expression for the two other
matries. We only need to know that the matrix M
j
1(t) relates A
j
p,m(t) to (A
j−1
p,l (η))l<m and that
the matrix M
j
2(t) relates A
j
p(t) to (A
j−1
q (η))q<p. Iterating the indution formula, one then has:
A
j(t) :=
2∑
ǫ2,··· ,ǫj=0
M
j
ǫj (t)M
j−1
ǫj−1(η) · · ·M
2
ǫ2(η)A
1(η).
From this expression, one an estimate how many terms ontributes to the denition of A
j
(p,m).
For instane, suppose that |{j′ : ǫj′ = 2}| > p, the ontribution of suh a string of matries to
A
j
(p,m) is 0 (using the nilpotene property). We an also give an upper bound on the number
of terms of type M
∗
1 in string of matries that ontributes to A
j
(p,m). To do this, we underline
that the ation of a matrix of the type M
∗
1 add a blok equal to 0 at the begining of every A
∗
p
(as it is nilpotent). In partiular, onsider a given blok A
∗
p of the form (0, · · · , 0, ∗) (where the
(l0 − 2p′p) rst terms are equal to 0). After the ation of a series of M∗1 (say l1) and of M
∗
0
(in any order), we get a p-blok of the form (0, · · · , 0, ∗), where the (l0 + l1 − 2p′p) rst terms
are equal to 0. On the other hand, we know that, if Aj := Mj2(η)A
j−1
, then the term of order
(p,m) depends only on (Aj−1q,r )q≤p−1,r≤2(p−q)+m. So after the ation of a matrix M
∗
2, the p-blok
is still of the form (0, · · · , 0, ∗), where now only the (l0 + l1 − 2(p′ + 1)p) rst terms are equal to
0. By an immediate indution, we nd that the ontribution of a string of matries to Ajp,m is 0
if |{j′ : ǫj′ = 1}| − 2p |{j
′ : ǫj′ = 2}| > m.
As a onlusion, the produt of matries that ontributes to the expression of A
j
(p,m) an only
be non zero if |{j′ : ǫj′ = 2}| ≤ p and |{j
′ : ǫj′ = 1}| ≤ m + 2p |{j
′ : ǫj′ = 2}|. As a onsequene,
for large j, to be non zero, a string of matries need to be made of at most (N + 1)2 matries
of the form M
j
ǫ (for ǫ ∈ {1, 2}). Finally, we need to ompute the number of string of matries
that ontributes to a given A
j
(p,m). To do this, we onsider the set of symbols {(ǫ1, · · · , ǫk) : k ≤
m + 2p2, ǫj ∈ {1, 2}}. For a given (ǫ1, · · · , ǫk) in this set, the number of ways of putting these
symbols in a string of length j is bounded by jk. Moreover, we know that there are at most
2k sequenes of length k. These two remarks implies that the number of string of matries that
ontributes to a given A
j
(p,m) is bounded by
∑m+2p2
k=0 (2j)
k
, whih is a O((2j)m+2p
2+1).
Then, to estimate the norm of the derivatives of Aj , we should look how the dierent matries at.
First we study the ation of the diagonal matrix. As 0 ≤ Qγj ≤ 1, one has that, for 0 ≤ t ≤ η and
for any ρ ∈ g−t
(
T ∗Ωγj ∩ · · · ∩ g
−(j−1)ηT ∗Ωγ1
)
∩ Eθ (otherwise the following quantity is learly
equal to 0),
|Mj0A
j−1
(p,m)(t, ρ)| ≤ |dρg
t|m|Aj−1(p,m)(η, g
t(ρ))|.
We note that we an iterate this bound and nd, for any j and j′ in N, we have, for any 0 ≤ t ≤ η,
|Mj+j
′
0 · · ·M
j
0A
j−1
(p,m)(t, ρ)| ≤ |dρg
t+j′η|m|Aj−1(p,m)(η, g
t+j′η(ρ))|.
Now, using the fat that for every iteration, we onsider a xed interval of time [0, η] and the fat
that the set of observables (Ql)
K
l=1 is xed, we get that there exists a onstant C(m, p) suh that,
for ǫ ∈ {1, 2},
sup
0≤t≤η
‖MjǫA
j−1
(p,m)(t)‖L∞ ≤ C(m, p) maxm′≤m
max
q≤p
‖Aj−1(q,m′)‖L∞ .
The only thing we need to know is that the onstant depends only on m, p, the manifold, η, the
oordinate maps and the partition. The dierene with the ation of the diagonal matrix is that
we have onstant prefator that an aumulate and beome large (without any preise ontrol on
it).
These dierent observations allow us to prove lemma 7.2. In fat, by onstrution, the total
number of derivatives of gt that appears in the denition of Aj(p,m)(t) is bounded by m + 2p.
Moreover, a given string M
j
ǫj (t)M
j−1
ǫj−1(η) · · ·M
2
ǫ2(η) is made of long string only made of matri-
es of the form M
∗
0(η) and of short strings of matries of the form M
∗
ǫ (η) (where ǫ ∈ {1, 2}).
We know that only the long strings made of M
∗
0(η) will ontribute to a given A
j
(p,m)(t) and
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as we know that the number of derivatives involved is bounded by m + 2p, we have, for any
ρ ∈ g−t
(
T ∗Ωγj ∩ · · · ∩ g
−(j−1)ηT ∗Ωγ1
)
∩ Eθ,∣∣∣∣(Mjǫj(t)Mj−1ǫj−1(η) · · ·M2ǫ2(η)A1(η))(p,m) (ρ)
∣∣∣∣ ≤ C′(p,m)|dρgt+(j−1)η|m+2p‖A1(η)‖.
Finally, the number of matries that ontributes to the (p,m)-term of the vetor Aj is bounded
by O((2j)m+2p
2+1). It gives that, for any ρ ∈ g−t
(
T ∗Ωγj ∩ · · · ∩ g
−(j−1)ηT ∗Ωγ1
)
∩ Eθ,
|Aj(p,m)(t, ρ)| ≤ C˜(p,m)j
m+2p2+1|dρg
t+(j−1)η|m+2p‖A1(η)‖.
7.2.2. Class of symbol of eah term of the expansion. Using the previous lemma, we want to show
that Ajp(t) is an element of S
−∞,2pν
ν . Let ρ be an element of g
−t
(
T ∗Ωγj ∩ · · · ∩ g
−(j−1)ηT ∗Ωγ1
)
∩
Eθ. Using the fat that Eu is of dimension 1, we get that for any positive t, |dρgt| ≤ Ju,t(ρ)−1,
where Ju,t(ρ) := det
(
dg−t|Eu(gtρ)
)
. Then we an write the multipliativity of the determinant and
get
Ju,t+(j−1)η(ρ) = Ju,t(ρ)Ju,η(gtρ)Ju,η(gt+ηρ) · · ·Ju,η(gt+(j−2)ηρ).
Remark. Before ontinuing the estimate, let us underline some property of the Jaobian. Suppose
S is a positive integer and 1/η also (large enough to be in our setting). We have, for all 0 ≤ k ≤
1/η − 1,
Ju(gkηρ)Ju(g1+kηρ) · · · Ju(gS−1+kηρ) = Ju,η(gkηρ)Ju,η(g(k+1)ηρ) · · · Ju,η(gS+(k−1)ηρ),
where Ju(ρ) is the unstable Jaobian in time 1 that appears in the main theorem 1.2. We make
the produt over k of all these equalities and we get
Ju(ρ)ηJu(gηρ)η · · · Ju(gS−ηρ)η ≤ C(η)Ju,η(gρ)Ju,η(g1+ηρ) · · · Ju,η(gS−ηρ),
where C(η) only depends on η and does not depend on S.
Finally, using previous remark and inequality (19), the following estimate holds, for ρ in
g−t
(
T ∗Ωγj ∩ · · · ∩ g
−(j−1)ηT ∗Ωγ1
)
∩ Eθ:
|dρg
t+(j−1)η| ≤ C(η)ejǫηa0Juη (γj , γj−1)
−ηJuη (γj−1, γj−2)
−η · · ·Juη (γ2, γ1)
−η
with C(η) independent of j. Then, one has
|dρg
t+(j−1)η| ≤ C(η)el(γ)ǫηa0et(γ),
where t(γ) =
∑l−1
j=0 f(γj+1, γj). As t(γ) ≤ nE(~)/2, this last quantity is bounded by ~
ǫ′−1
2 −ǫ
(as
l(γ)a0η ≤ nE(~)/2). Using lemma 7.2, we want to estimate the m derivatives of the symbol Ajp.
Aording to the previous paragraph, they an be estimated up to order 2(N + 1 − p). To get a
ontrol on an arbitrary order m, we an x a large N˜ suh that m ≤ 2(N˜ −N) and use the result
of the previous setion for this N˜ . Finally, we have, for p < N , m ∈ N and 0 ≤ t ≤ η,
(74) |dmAjp(t, x)| ≤ C˜(m, p)~
(m+2p)( ǫ
′−1
2 −2ǫ).
Here appears the fat that we only apply the bakward quantum evolution for times l (we also
used the fat that j = O(| log ~|)). In fat, as we want our symbols to be in the lass S−∞,.ν ,
we need derivatives to lose at most a fator ~−1/2 (this would have not been the ase if we had
onsidered times of size nE(~) instead of size nE(~)/2). The previous estimate (74) is uniform for
all the γ in the allowed set of theorem 7.1.
Finally, to summarize this setion, we an write the following proposition:
Proposition 7.3. Let p and m be elements of N. There exists C(m, p, (Qi)i, η) (depending on m,
p, η, (Qi)
K
i=1 and the oordinate harts) suh that for all γ = (γ0, · · · , γl) suh that
l−1∑
j=0
f(γj+1, γj) ≤
nE(~)
2
,
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for all 0 ≤ j ≤ l and for all 0 ≤ t ≤ η,
|dmAγ1,··· ,γjp (t, x)| ≤ C(m, p, (Qi)i, η)~
(m+2p)( ǫ
′−1
2 −2ǫ).
Then, as the Ajp are ompatly supported, A
j
p is in lass S
−∞,2pν
ν , where ν =
1−ǫ′+4ǫ
2 .
So, our formal onstrution allows us to dene a family of symbol Ajp and eah of them belongs to
S−∞,pǫν . Moreover the onstants implied in the bounds of the derivatives are uniform with respet
to the allowed sequenes. We underline that the same proof would show that the intermediate
symbols A
j
p (71) are also in the same lass of symbols.
7.3. Estimate of the remainder terms. We are now able to onlude the proof of theorem 7.1
starting from the family we have just onstruted. We have to verify that the remainder is of
small order in ~. Fix a large integer N and denote Aj(η) :=
N∑
p=0
~pAjp(η). We want to estimate
RjN = ‖Op~(Qγ1) · · ·Op~(Qγj )(−(j − 1)η)−Op~(A
j(η))(−jη)‖L(L2(M)).
Using the indution formula (69), we write
RjN ≤ ‖U
−η
Op~(A
j−1(η))Op~(Qγj )U
η −Op~(A
j(η))‖L(L2(M)) +R
j−1
N ,
where Rj−1N = ‖Op~(Qγ1) · · ·Op~(Qγj−1)(−(j−2)η)−Op~(A
j−1(η))‖L(L2(M)). We start by giving
an estimate on the rst term of the previous upper bound. To do this, we rst give a bound on
Romp,jN := ‖Op~(A
j−1(η))Op~(Qγj )−Op~(A
j
)‖L(L2(M)).
Using the expansion of Aj−1(η) and A
j
, this an rewritten
Romp,jN ≤
N∑
p=0
~p
∥∥∥∥∥Op~(Aj−1p (η))Op~(Qγj )−
N−p∑
r=0
~rOp~((A
j−1
p ♯MQγj )r)
∥∥∥∥∥
L(L2(M))
.
Then, we an use setion A.3.1 and the estimates (79), to bound eah term of the previous sum
as follows:∥∥∥∥∥Op~(Aj−1p (η))Op~(Qγj )−
N−p∑
r=0
~rOp
~
((Aj−1p ♯MQγj )r)
∥∥∥∥∥
L(L2(M))
≤ CN,p~
(N+1−p)(1−ν)−2pν−(C+C′)ν .
In partiular, we nd that Romp,jN = ON (~
(N+1)(1−2ν)−(C+C′)ν) (as ν < 1/2). We have now to
give a bound on REgorov,jN := ‖Op~(A
j(η))−U−ηOp
~
(A
j
)Uη‖L(L2(M)). We will now use results on
Egorov theorem from setion A.3.2 to get this bound. First, we write the expansion of A
j
to get
REgorov,jN ≤
N∑
p=0
~p
∥∥∥∥∥U−ηOp~(Ajp)Uη −
N−p∑
r=0
~rOp~(A
j
p,r(η))
∥∥∥∥∥
L(L2(M))
.
Aording to the rules for Egorov expansion from setion A.3.2 (see estimates (82)) and as we
know the lass A
j
p from the last remark of the previous setion, we nd that eah term of the
previous sum an be bounded as follows:∥∥∥∥∥U−ηOp~(Ajp)Uη −
N−p∑
r=0
~rOp
~
(A
j
p,r(η))
∥∥∥∥∥
L(L2(M))
≤ CN,p~
(N+1)(1−ν)−3pν−Dν .
This implies that REgorov,jN = ON (~
(N+1)(1−2ν)−Dν) (as ν < 1/2). Finally, it tells us that RjN =
Rj−1N +ON (~
(N+1)(1−2ν)−D′ν), for some xed integer D′. By indution on j, we nd that∥∥
Op~(Qγ1) · · ·Op~(Qγj )(−(j − 1)η)−Op~(A
j(η))(−jη)
∥∥
L(L2(M))
= ON (j~
(N+1)(1−2ν)−D′ν).
As j = O(| log ~|) and as ν < 1/2, we nd that, for large N , the remainder tends to 0 as ~ tends
to 0. This onludes the proof of theorem 7.1.
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Appendix A. Pseudodifferential alulus on a manifold
In this appendix, a few fats about pseudodierential alulus on a manifold and the sharp
energy uto used in this paper are realled. Even if most of this setting an be found in [5℄, it is
realled beause it is extensively used in setion 6.2 and 7. The results from the two rst setions
of this appendix an be found in more details in [34℄ or [5℄. The results of the last setion of this
appendix are the extension to the ase of a manifold of standard results from semilassial analysis
that an be found either in [9℄, [13℄ or [17℄.
A.1. Pseudodierential alulus on a manifold. We start this appendix by realling some
fats of ~-pseudodierential alulus that an be found in [13℄ (or in [17℄). Reall that we dene
on R2d the following lass of symbols:
Sm,k(R2d) :=
{
a~(x, ξ) ∈ C
∞(R2d × (0, 1]) : |∂αx ∂
β
ξ a~| ≤ Cα,β~
−k〈ξ〉m−|β|
}
.
Let M be a smooth Riemannian d-manifold without boundary. Consider a smooth atlas (fl, Vl)
of M , where eah fl is a smooth dieomorphism from Vl ⊂ M to a bounded open set Wl ⊂ Rd.
To eah fl orrespond a pull bak f
∗
l : C
∞(Wl) → C
∞(Vl) and a anonial map f˜l from T
∗Vl to
T ∗Wl:
f˜l : (x, ξ) 7→
(
fl(x), (Dfl(x)
−1)T ξ
)
.
Consider now a smooth loally nite partition of identity (φl) adapted to the previous atlas (fl, Vl).
That means
∑
l φl = 1 and φl ∈ C
∞(Vl). Then, any observable a in C
∞(T ∗M) an be deomposed
as follows: a =
∑
l al, where al = aφl. Eah al belongs to C
∞(T ∗Vl) and an be pushed to a
funtion a˜l = (f˜
−1
l )
∗al ∈ C∞(T ∗Wl). As in [13℄, dene the lass of symbols of order m and index
k
(75) Sm,k(T ∗M) :=
{
a~ ∈ C
∞(T ∗M × (0, 1]) : |∂αx ∂
β
ξ a~| ≤ Cα,β~
−k〈ξ〉m−|β|
}
.
Then, for a ∈ Sm,k(T ∗M) and for eah l, one an assoiate to the symbol a˜l ∈ Sm,k(R2d) the
standard Weyl quantization
Op
w
~ (a˜l)u(x) :=
1
(2π~)d
∫
R2d
e
ı
~
〈x−y,ξ〉a˜l
(
x+ y
2
, ξ; ~
)
u(y)dydξ,
where u ∈ S(Rd), the Shwartz lass. Consider now a smooth uto ψl ∈ C∞c (Vl) suh that ψl = 1
lose to the support of φl. A quantization of a ∈ Sm,k is then dened in the following way:
(76) Op~(a)(u) :=
∑
l
ψl ×
(
f∗l Op
w
~ (a˜l)(f
−1
l )
∗
)
(ψl × u) ,
where u ∈ C∞(M). This quantization proedure Op~ sends (modulo O(~
∞)) Sm,k(T ∗M) onto the
spae of pseudodierential operators of order m and of index k, denoted Ψm,k(M) [13℄. It an be
shown that the dependene in the utos φl and ψl only appears at order 2 in ~ (using for instane
theorem 18.1.17 in [24℄) and the prinipal symbol map σ0 : Ψ
m,k(M) → Sm,k/Sm,k−1(T ∗M)
is then intrinsially dened. Most of the rules (for example the omposition of operators, the
Egorov and Calderón-Vaillanourt theorems) that holds in the ase of R2d still holds in the ase
of Ψm,k(M). Beause our study onerns behavior of quantum evolution for logarithmi times in
~, a larger lass of symbols should be introdued as in [13℄, for 0 ≤ ν < 1/2,
(77) Sm,kν (T
∗M) :=
{
a~ ∈ C
∞(T ∗M × (0, 1]) : |∂αx ∂
β
ξ a~| ≤ Cα,β~
−k−ν|α+β|〈ξ〉m−|β|
}
.
Results of [13℄ an be applied to this new lass of symbols. For example, a symbol of S0,0ν gives a
bounded operator on L2(M) (with norm uniformly bounded with respet to ~).
As was explained, one needs to quantize the sharp energy uto χ(.) (see setion 5.3.1) to get sharp
bounds in 5.6. As χ(0) loalize in a strip of size ~1−δ0 with δ0 lose to 0, the m-th derivatives
transversally to E grows like ~m(δ0−1). As δ0 is lose to 0, χ(0) does not belongs to the previous
lass of symbols that allows ν < 1/2. However, as the variations only appears in one diretion,
it is possible to dene a new pseudodierential alulus for these symbols. The proedure taken
from [34℄ is briey realled in [5℄ (setion 5) and introdues a lass of anisotropi symbols S−∞,0E,ν′
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(where E := S∗M and ν′ < 1) for whih a quantization proedure OpE,ν′ an be dened. In the
next setion, we reall briey a few results about the quantization OpE,ν′(χ
(n)) of the symbol χ(.).
A.2. Energy uto. Let χ(.) be as in setion 5.3.1. Consider δ0 > 0 and Kδ0 assoiated to it
(see setion 5.3.1). Taking ν′ = 1 − δ0, it an be heked that the utos dened in setion 5.3.1
belongs to the lass S−∞,0E,ν′ dened in [5℄. A pseudodierential operator orresponding to it an
be dened following the nonstandard proedure mentioned above. Using results from [5℄ (setion
5), one has ‖OpE,ν′(χ
(n))‖ = 1 + O(~ν
′/2) for all n ≤ Kδ0 | log ~|. For simpliity of notations, in
the paper Op(χ(n)) := OpE,ν′(χ
(n)). In [5℄, it is also proved that
Proposition A.1. [5℄ For ~ small enough and any n ∈ N suh that 0 ≤ n ≤ Kδ0 | log ~| and for
any ψ~ = −~2∆ψ~ eigenstate, one has
‖ψ~ −Op(χ
(n))ψ~‖ = O(~
∞)‖ψ~‖.
Moreover for any sequene α and β of length n less than Kδ0 | log ~|, one has∥∥∥(1−Op(χ(n))) ταOp(χ(0))∥∥∥ = O(~∞) ∥∥∥(1−Op(χ(n)))πβOp(χ(0))∥∥∥ = O(~∞)
where τ and π are given by (23) and (24).
This proposition tells that the quantization of this energy uto exatly have the expeted
property, meaning that it preserves the eigenfuntion of the Laplaian. So, in the paper, introdu-
ing the energy uto Op(χ(n)) does not hange the semilassial limit. Moreover this proposition
implies the following orollary that allows to apply theorem 2.1 in setion 5.3.2:
Corollary A.2. [5℄ For any xed L > 0, there exists ~L suh that for any ~ ≤ ~L, any n ≤
Kδ0 | log ~| and any sequene β of length n, the Laplaian eigenstate verify∥∥∥(1−Op(χ(n))) πβψ~∥∥∥ ≤ ~L‖ψ~‖.
A last property of the quantization of this uto that we an quote from [5℄ (remark 2.4)
is that we an restrit ourselves to study observables arried in a thin neighborhood around
S∗M = H−1(1/2):
Proposition A.3. [5℄ For ~ small enough and any n ∈ N suh that 0 ≤ n ≤ Kδ0 | log ~|/2, one
has:
∀|γ| = n, ‖τγOp(χ
(n))− τfγOp(χ
(n))‖ = O(~∞),
where P fγj = Op~(Pγjf), f is a smooth ompatly supported funtion in a thin neighborhood of E
and τfγ = P
f
γn−1((n− 1)η) · · ·P
f
γ0 .
A.3. ~-expansion for pseudodierential operators on a manifold. The goal of this last
setion is to explain how the usual ~-expansion of order N for omposition of pseudodierential
operators and Egorov theorem an be extended in the ase of pseudodierential alulus on a
manifold. The ~-expansion will depend on the partition of identity in setion A.1. In fat, on a
manifold, the formulas for the terms of order larger than 1 on the ~-expansion will depend on the
loal oordinates. For simpliity and as it is the ase of all the symbols we onsider (thanks to the
energy uto: for example, see proposition A.3), we now restrit ourselves to symbols supported
in Eθ = H−1([1/2− θ, 1/2 + θ]). The symbols are now elements of S−∞,0ν (T
∗M).
A.3.1. Composition of pseudodierential operators on a manifold. First, reall that the usual semi-
lassial theory on Rd (see [13℄ or appendix of [9℄) tells that the omposition of two elements Opw~ (a)
and Op
w
~
(b) in Ψ−∞,kν (R
d) is still in Ψ−∞,kν (R
d) and that the essential support of its symbol is
inluded in supp(a) ∩ supp(b). More preisely, it says that Opw~ (a) ◦ Op
w
~ (b) = Op
w
~ (a♯b), where
a♯b is in S−∞,kν and its asymptoti expansion in power of ~ is given by the Moyal produt
(78) a♯b(x, ξ) ∼
∑
k
1
k!
(
ı~
2
ω(Dx, Dξ, Dy, Dη)
)k
a(x, ξ)b(y, η)|x=y,ξ=η,
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where ω is the standard sympleti form. Outline that it is lear that eah element of the sum is
supported in supp(a)∩supp(b). As quantization on a manifold is onstruted from quantization on
R2d (see denition (76)), one an prove an analogue of this asymptoti expansion in the ase of a
manifold M (exept that it will not be intrinsially dened). Preisely, let a and b be two symbols
in S−∞,0ν (T
∗M). For a hoie of quantization Op~ (that depends on the oordinates maps), one
has Op~(a) ◦ Op~(b) is a pseudodierential operator in Ψ
−∞,0
ν (M). Its symbol (mod O(~
∞)) is
denoted a♯Mb and its asymptoti expansion is of the following form:
a♯M b ∼
∑
p≥0
~p(a♯M b)p.
In the previous asymptoti expansion, (a♯M b)p is a linear ombination (that depends on the
utos and the loal oordinates) of elements of the form ∂γa∂γ
′
b with |γ| ≤ p and |γ′| ≤ p. As a
onsequene, (a♯M b)p is an element of S
−∞,2pν
ν (T
∗M).
Remark. We know that we have an asymptoti expansion so by denition and using Calderón-
Vaillanourt theorem, we know that eah remainder is bounded in norm by a onstant whih is
a small power of ~ (in fat C~(N+1)(1−2ν) for the remainder of order N). In our analysis, we
need to know preisely how these bounds depend on a and b as we have to make large produt
of pseudodierential operators (see setion 7) and to use the omposition formula to get Egorov
theorem (see next setion). The following lines explain how the remainder in the asymptoti
expansion in powers of ~ is bounded by the derivatives of a and b.
In the appendix of [9℄, they dened the remainder of the order N expansion, in the ase of R2d,
~N+1RN+1(a, b, ~) := a♯b−
N∑
p=0
~p(a♯b)p
and, using a stationary phase argument, they get the following estimates on the remainder, for all
γ and all N ,
|∂γzRN+1(a, b, z, ~)| ≤ ρdK
N+|γ|
d (N !)
−1 sup
(∗)
|∂(α,β)+µu a(u+ z)||∂
(β,α)+ν
v b(v + z)|,
where (∗) means
u, v ∈ R2d × R2d, |µ|+ |ν| ≤ 4d+ |γ|, |(α, β)| = N + 1, α, β ∈ Nd.
Applying Calderón-Vailanourt theorem (see [13℄-theorem 7.11), one knows that there exist a
onstant C and a onstant D (depending only on d), suh that for a symbol a in S0,0
R2d
(1):
‖Opw~ (a)‖L2 ≤ C sup
|α|≤D
~
|α|
2 ‖∂αa‖∞.
Combining this result with the previous estimates on the R(N+1), one nds that
(79) ‖Opw
~
(RN+1(a, b, z, ~))‖L2 ≤ C(d,N) sup
(∗)
~
|α|
2 ‖∂β+β
′
a‖∞‖∂
γ+γ′b‖∞,
where (∗) means
|α| ≤ C′, |β| ≤ N + 1, |γ| ≤ N + 1 and |β′|+ |γ′| ≤ C + |α|.
The onstants C and C′ depend only on the dimension d. The same kind of estimates holds on the
remainder in the asymptoti expansion for hange of variables. As the asymptoti expansion for
omposition of pseudodierential operators is obtained from the omposition and variable hange
rules on R2d [24℄ (theorem 18.1.17; see also [17℄-hapter 8), the previous estimates (79) hold for
semilassial analysis on a manifold.
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A.3.2. Egorov expansion on a manifold. In this setion, we want to reall how we prove an Egorov
property with an expansion of any order. We follow the proof from [9℄. First, for the order 0 term,
we write the following exat expression for a symbol a in S−∞,0ν (T
∗M),
(80) U−tOp~(a)U
t −Op~(a(t)) = ~
∫ t
0
U−s(R(1)(t− s))Usds,
where a(t) := a ◦ gt, H(ρ) =
‖ξ‖2x
2 is the Hamiltonian and
R(1)(t− s) :=
1
~
(
ı
~
[
−
~2∆
2
,Op~(a(t))
]
−Op~({H, a(t)})
)
.
Aording to the rules of pseudodierential alulus desribed in the previous setion, we know
that there exists some onstants suh that
‖R(1)(t− s)‖L(L2(M)) ≤ C(M, 1) sup
0≤s≤t,|α|≤D,|β|≤1+D+|α|
~
|α|
2 ‖∂β(a(s))‖∞,
where D depends only on the dimension of the manifold and C(M, 1) depnds on the hoie of
oordinates on the manifold. We proeed then by indution to reover the terms of higher order.
For these higher order terms, we will see terms depending on the loal oordinates appear in the
expansion and we will obtain expressions as in [9℄ for the higher order terms of the expansion that
will be dierent from the ase of Rd [9℄. However, we do not need to have an exat expression
for eah term of the expansion: we only need to know on how many derivatives the order p term
depends and how the remainder an be bounded at eah step. To obtain, the ~ formal term
of the Egorov expansion, we rst outline that R(1)(t − s) is a pseudodierential operator whose
asymptoti expansion is given by the omposition rules on a manifold (see previous setion). One
an ompute its prinipal symbol and verify that it is a linear ombination (depending on the
manifold and on the hoie of oordinates) of derivatives of a ◦ gt−s := a0(t− s) of order at most
2. We denote {H, a0(t− s)}
(1,0)
M its prinipal symbol. Then, we an apply the same proedure as
in equation (80) to get the exat expression
Op~(a)(t) = Op~(a
(1)(t)) + ~2
∫ t
0
U−sR(2)(t− s)Usds.
where
a(1)(t) := a ◦ gt + ~
∫ t
0
({H, a0(t− s)}
(1,0)
M ) ◦ g
sds.
We denote the previous formula in a more ompat way
a(1)(t) := a0(t) + ~a1(t),
where a1(t, ρ) :=
∫ t
0
{H, a0(t− s)}
(1,0)
M (g
s(ρ)) ds. As was mentioned, this generalized `braket' is
a linear ombination depending on the devivatives of order at most 2 of at−s (it also depends on
H , M and the hoie of the quantization proedure). The operator norm of the remainder R(2)
is, one more, ontrolled by the derivatives of a0(t) and a1(t). Preisely, one has
‖R(2)(t)‖L(L2(M)) ≤ C(M, 2) sup
(∗)
~
|α|
2 ‖∂β (aj(s)) ‖∞,
where C(M, 2) depends on the manifold M (and on the hoie of the quantization proedure) and
(∗) means
j ≤ 1, 0 ≤ s ≤ t, |α| ≤ D, |β| ≤ 2− j +D + |α|.
Suppose the terms of order less than p, i.e. a0(t), ..., ap−1(t), are onstruted. Then, we want to
onstrut the term of order p. There will be several ontributions. First, we write that the symbol
(up to O(~∞) of R(1)(t− s) has an asymptoti expansion where the term of order p− 1 depends
on at most p+1 derivatives of a0(t− s). We an apply (80) to this term of order p− 1 and it will
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provide a symbol in S
−∞,−p+(p+1)ν
ν (T ∗M) that we denote ~p{H, a0(t − s)}(p,0). Using the same
proedure for every aj (where j ≤ p− 1), we an show nally that for any order N ,
Op~(a)(t) = Op~(a
(N)(t)) + ~N+1
∫ t
0
U−sR(N+1)(t− s)Usds.
In the previous formula, a(N)(t) is dened as follows:
a(N)(t) :=
N∑
p=0
~pap(t) where a0(t) := a ◦ g
t
and for 1 ≤ p ≤ N ,
ap(t, ρ) :=
p−1∑
j=0
∫ t
0
{H, aj(t− s)}
(p,j)
M (g
s(ρ)) ds,
where {., .}
(p,j)
M is a generalized 'braket' of order (p, j) depending on the loal oordinates on the
manifold (it is the analogue of formula given by theorem 1.2 in [9℄). We do not need to have an
exat expression for these brakets: we only need to know on how many derivatives it depends.
From the previous setion, we know how the order p term in the expansion of a♯M b depends
linearly on produts of the p derivatives of a and b. The term {H, a0(t− s)}(p,0) omes from the
order p− 1 term of the asymptoti expansion of the symbol of R(1)(t− s). Aording to the rules
of omposition of pseudodierential operators on a manifold, it is a linear ombination (depending
on H and the hoie of oordinates) of derivatives of a of order at most p + 1. More generally,
{H, aj(t− s)}
(p,j)
M is a linear ombination of derivatives of aj(t) of order at most p+1− j. For the
remainder term R(N+1)(s) of order N , using the formulas for the omposition of pseudodierential
operators, one an ontrol it by the derivatives of the lower terms of the expansion. The previous
disussion an be summarized in the following proposition:
Proposition A.4 (Egorov expansion on a manifold). Let a be a symbol in S−∞,0ν (T
∗M). One
has the exat expression for every N ≥ 0,
(81) Op~(a)(t) = Op~(a
(N)(t)) + ~N+1
∫ t
0
U−sR(N+1)(t− s)Usds.
In the previous formula, one has
a(N)(t) :=
N∑
p=0
~pap(t) where a0(t) := a ◦ g
t
and for 1 ≤ p ≤ N ,
ap(t, ρ) :=
p−1∑
j=0
∫ t
0
{H, aj(t− s)}
(p,j)
M (g
s(ρ)) ds.
For eah 0 ≤ j ≤ p − 1, {H, aj(t − s)}
(p,j)
M is a linear ombination of derivatives of aj(t − s) of
order at most p + 1 − j that depends on the hoie of oordinates on the manifold. Finally, the
norm of R(N+1)(t) satises the following bound:
(82) ‖R(N+1)(t))‖L2 ≤ C(M,N) sup
(∗)
~
|α|
2 ‖∂β (ap(s)) ‖∞,
where C(M,N) depends on N and on the manifold M (also on the hoie of oordinates) and
where (∗) means:
p ≤ N, 0 ≤ s ≤ t, |α| ≤ D, |β| ≤ N + 1− p+D + |α|.
The onstant D depends only on the dimension of the manifold.
Remark. Theorem 1.2 in [9℄ gives an exat expression of eah term of this exat expansion in
the ase of R2d. We also mention that if a is in the lass S−∞,0ν (T
∗M), then eah term of the
expansion ap is in the lass S
−∞,2pν
ν .
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Finally, we underline that, by an indution argument, one an derive the following orollary:
Corollary A.5. Using the notations of proposition A.4, one has that every ap(t) depends linearly
on the derivatives of order at most 2p of a.
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