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Automates cellulaires probabilistes et
processus ite´re´s ad libitum
Re´sume´ : La premie`re partie de cette the`se porte sur les automates cellulaires proba-
bilistes (ACP) sur la ligne et a` deux voisins. Pour un ACP donne´, nous cherchons l’ensemble
de ces lois invariantes. Pour des raisons explique´es en de´tail dans la the`se, ceci est a` l’heure
actuelle inenvisageable de toutes les obtenir et nous nous concentrons, dans cette the`se, sur
les lois invariantes markoviennes. Nous e´tablissons, tout d’abord, un the´ore`me de nature
alge´brique qui donne des conditions ne´cessaires et suffisantes pour qu’un ACP admette une
ou plusieurs lois invariantes markoviennes dans le cas ou` l’alphabet E est fini. Par la suite,
nous ge´ne´ralisons ce re´sultat au cas d’un alphabet E polonais apre`s avoir clarifie´ les diffi-
culte´s topologiques rencontre´es. Enfin, nous calculons la fonction de corre´lation du mode`le
a` 8 sommets pour certaines valeurs des parame`tres du mode`le en utilisant une partie des
re´sultats pre´ce´dents.
La seconde partie de cette the`se est consacre´e a` l’ite´ration a` l’infini de processus
ale´atoires. Nous e´tablissons la convergence ou non des lois finies-dimensionnelles des proces-
sus α-stables ite´re´s n fois, quand n tend vers l’infini, en fonction du parame`tre de stabilite´ α
et du drift r. Puis, nous de´crivons les lois limites ainsi obtenues. Dans le cas du mouvement
brownien ite´re´ a` l’infini, nous relions les lois limites obtenues avec des lois invariantes de
syste`mes de fonctions ite´re´es.
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Probabilistic cellular automata and
processes iterated ad libitum
Abstract : The first part of this thesis is about probabilistic cellular automata (PCA)
on the line and with two neighbors. For a given PCA, we look for the set of its invariant
distributions. Due to reasons explained in detail in this thesis, it is nowadays unthinkable to
get all of them and we concentrate our reflections on the invariant Markovian distributions.
We establish, first, an algebraic theorem that gives a necessary and sufficient condition for a
PCA to have one or more invariant Markovian distributions when the alphabet E is finite.
Then, we generalize this result to the case of a polish alphabet E once we have clarified the
encountered topological difficulties. Finally, we calculate the 8-vertex model’s correlation
function for some parameters’ values using previous results.
The second part of this thesis is about infinite iterations of stochastic processes. We
establish the convergence of the finite dimensional distributions of the α-stable processes
iterated n times, when n goes to infinite, according to parameter of stability α and to drift
r. Then, we describe the limit distributions. In the iterated Brownian motion case, we show
that the limit distributions are linked with iterated functions system.
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Introduction
Cette the`se est forme´e de deux parties inde´pendantes. La premie`re partie porte
sur les automates cellulaires probabilistes. La seconde sur les processus ale´atoires
ite´re´s a` l’infini. Le de´nominateur commun de ces deux sujets sont les chaˆınes de
Markov.
Les chaˆınes de Markov ont e´te´ introduites en 1906 par Andre¨ı Andre¨ıevitch Mar-
kov afin de ge´ne´raliser la loi des grands nombres a` des variables de´pendantes [Mar10].
Depuis, elles sont devenues un outil classique pour mode´liser et e´tudier de nombreux
phe´nome`nes dans divers domaines, citons peˆle-meˆle la the´orie des files d’attentes,
l’e´volution de populations, la me´te´orologie, les marches ale´atoires sur des graphes,
la physique statistique, et bien d’autres. Nous utiliserons comme re´fe´rence sur les
chaˆınes de Markov le livre de Meyn et Tweedie [MT09].
Partie I : Automates cellulaires probabilistes
De´finition et exemples
Commenc¸ons avec un exemple simple d’automate cellulaire probabiliste.
Exemple 1. Prenons initialement (au temps t = 0) un coloriage S0 = (S0(i) : i ∈ N)
par des 0 et des 1 de la demi-droite discre`te N. A` partir de ce coloriage, on construit
un nouveau coloriage S1 (au temps t = 1) de N de la manie`re suivante : pour tout
i ∈ N, pour tout a, b, c ∈ {0, 1},
P (S1(i) = c|S0(i) = a, S0(i+ 1) = b) = T ((a, b); c)
avec
T ((0, 0); 0) = 1 ; T ((0, 0); 1) = 0 ; T ((0, 1); 0) = 1/5 ; T ((0, 1); 1) = 4/5 ; (1)
T ((1, 0); 0) = 4/7 ; T ((1, 0); 1) = 3/7 ; T ((1, 1); 0) = 1/3 ; T ((1, 1); 1) = 2/3. (2)
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0 1 2 3 4
t = 0
t = 1
t = 2
t = 3
0 1 0 1 1
0 0 1 0 1
0 1 0 0 1
1 1 0 1 1
Figure 1 – Les 3 premie`res ite´rations de l’ACP de l’Exemple 1.
Les transitions se font de manie`re inde´pendantes : conditionnellement a` (S0(i) : i ∈
N), les (S1(i) : i ∈ N) sont inde´pendants. Par la suite, on construit St+1 a` partir de
St de la meˆme fac¸on et on engendre ainsi une suite de coloriage (St : t ≥ 0). Un
exemple du re´sultat obtenu est visible sur la Figure 1.
Maintenant, de´finissons de manie`re formelle ce qu’est un ACP dans un cas ge´ne´ral.
Un automate cellulaire probabiliste A est la donne´e d’un quadruplet (E,L, N, T ) ou` :
— E est un espace fini ;
— L est un re´seau ;
— N est une fonction de voisinage, i.e. il existe un sous-ensemble fini I de L tel
que, pour tout i ∈ L, N(i) = (i+ j : j ∈ I), on note |N | le cardinal de I ;
— T est une matrice de transition de E|N | dans E, i.e. pour tout x ∈ E|N |, pour
tout y ∈ E, T (x; y) ≥ 0 et ∑y′∈E T (x; y′) = 1.
A` partir de ce quadruplet (E,L, N, T ), on peut de´finir une chaˆıne de Markov
(St : t ≥ t0) a` temps discret a` valeurs dans EL, c’est-a`-dire, pour tout t, St = (St(i) :
i ∈ L) est une coloration de L. Tout d’abord, on munit EL de la tribu produit
usuelle. Au temps t0, on part d’un e´tat St0 arbitraire. Ensuite, si au temps t ≥ t0,
notre chaˆıne de Markov St est dans l’e´tat (ai : i ∈ L) alors, au temps t+1, pour tout
sous-ensemble fini C ⊂ L, pour tout (bi : i ∈ C) ∈ EC ,
P ((St+1(i) = bi : i ∈ C) |St = (ai : i ∈ L)) =
∏
j∈N(C)
T ((aj : j ∈ N(i)) ; bi)
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ou` N(C) =
⋃
i∈C
N(i). La loi du processus St+1 est bien de´finie car de´finie de manie`re
compatible sur tous les cylindres de EL. L’ensemble (St : t ≥ t0) est appele´ dia-
gramme espace-temps.
Une autre fac¸on de voir les ACP et de les voir comme agissant de manie`re
de´terministe sur les mesures de probabilite´s M (EL) de EL. Soit un ACP A =
(E,L, N, T ). Soit µ ∈ M (EL) et St0 ∈ EL distribue´ suivant µ. Notons ν la loi de
St0+1, l’image de St0 par le PCA A. Pour tout sous-ensemble fini C ⊂ L et pour tout
(bi : i ∈ C) ∈ EC ,
ν ((bi : i ∈ C)) =
∑
(aj :j∈N(C))∈EN(C)
µ ((aj : j ∈ N(C)))
∏
i∈C
T ((aj : j ∈ N(i)) ; bi) . (3)
L’e´quation 3 de´finit ν de manie`re unique car elle la de´finit sur tous les cylindres finis
de EL. On note TrA la fonction de M
(
EL
)
dans M (EL) qui envoie toute mesure
de probabilite´ µ ∈ M (EL) sur l’unique mesure de probabilite´ ν de´finie par 3. On
dit que µ est une probabilite´ invariante pour A si µ = TrA(µ). Par la suite, quand le
contexte est clair, on note Tr plutoˆt que TrA.
Avec ces notations, l’ACP A1 de l’Exemple 1 est l’ACP avec
(E = {0, 1},L = N, N(i) = (i, i+ 1), T )
avec T de´finie par les e´quations (1) et (2). La Figure 1 est une re´alisation de son dia-
gramme espace-temps de t = 0 a` t = 3. L’ACP A1 posse`de au moins une probabilite´
invariante : la mesure de Dirac en (0, 0, . . . ), δ0N . Il en existe possiblement d’autres
moins triviales pour A1.
De part la simplicite´ des re`gles de mise a` jour (qui sont locales, synchrones et
identiques pour toutes les cellules du re´seau) et par les comportements complexes
qu’ils engendrent (transition de phase, ergodicite´ ou non, etc.), les ACP sont de bons
candidats pour simuler de nombreux syste`mes complexes intervenant en biologie,
en chimie, en physique ou en informatique. Ils ont e´galement fait leur preuve en
mathe´matiques ou` ils permettent de re´soudre des questions dans d’autres domaines
notamment en probabilite´ et en physique statistique. Une de ces questions a e´te´ le
de´nombrement des animaux dirige´s comme nous allons le voir maintenant.
Les ACP et l’e´nume´ration des animaux dirige´s
Un animal dirige´ est un sous-ensemble A de N2 de sorte que tout point (i, j) ∈
A soit relie´ a` l’origine (0, 0) par un chemin compose´ de pas Est et Nord dans A
(un chemin dans A est un chemin dont tous les points sont dans A). a Un exemple
a. Dans le cas d’un animal dirige´ non vide, (0, 0) fait donc partie de l’animal dirige´.
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Figure 2 – Un animal dirige´
d’animal dirige´ est pre´sente´ en Figure 2.
Une des premie`res questions est alors d’e´nume´rer le nombre ak d’animaux di-
rige´s A compose´s de |A| = k points. Pour k petit, l’e´nume´ration peut se faire fa-
cilement “a` la main” : pour k = 0, a0 = 1 (l’animal vide) ; pour k = 1, a1 = 1
(A = {(0, 0)}) ; pour k = 2, a2 = 2 ({(0, 0); (0, 1)} et {(0, 0); (1, 0)}) ; pour k = 3,
a3 = 5... Mais, l’e´nume´ration manuelle devient vite fastidieuse a` mesure que k croˆıt.
Une solution classique de la combinatoire e´nume´rative est alors d’e´tudier la se´rie
ge´ne´ratrice SAD(z) =
∑
k≥0 akz
k.
En 1982, Dhar [Dha82] a montre´ que cette se´rie ge´ne´ratrice e´tait calculable en
utilisant des me´thodes issues de la physique statistique et notamment les gaz a` par-
ticules dures. Nous pre´sentons ici une preuve de l’e´nume´ration dans l’esprit de celle
de Dhar, mais en se servant d’ACP. Soit l’ACP Ad = ({0, 1},Z, N(i) = (i, i+ 1), T ),
qui mode´lise un gaz a` particules dures, ou` T ve´rifie :
T ((0, 0); 1) = p ; T ((0, 1); 1) = 0 ; T ((1, 0); 1) = 0 ; T ((1, 1); 1) = 0.
On peut montrer que cet ACP admet une probabilite´ invariante µ avec µ(1) =
−SAD(−p). De plus, le calcul de cette probabilite´ invariante µ permet de prouver
que SAD(z) =
1
2
(√
1 + z
1− 3z − 1
)
. L’e´tude des animaux dirige´s a` l’aide d’ACP a a
e´galement permis le de´nombrement des animaux dirige´s par d’autres statistiques
que la taille [BM98]. Plus re´cemment, Holroyd, Marcovici et Martin ont montre´
l’ergodicite´ de l’ACP Ad qui mode´lise un gaz a` particules dures [HMM15].
a. Principalement sous le nom de mode`les de gaz combinatoires
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Comme nous venons de le voir, la connaissance des lois invariantes des ACP
permet d’e´nume´rer les animaux dirige´s. Ceci est un exemple parmi d’autres de la
ne´cessite´ d’e´tudier la dynamique (ergodicite´ et lois invariantes) des ACP. La section
suivante pre´sente cet aspect des ACP.
Ergodicite´, lois invariantes et description du Chapitre 1 : automates cel-
lulaires probabilistes a` lois invariantes markoviennes
Un automate cellulaire probabiliste est ergodique si, pour toute loi initiale S0 ∼
µ0, la suite des (µt : t ∈ N) converge quand t → ∞ vers une limite µ∞ et qu’en
plus cette limite µ∞ ne de´pend pas de µ0. Cela implique entre autre l’existence et
l’unicite´ d’une loi invariante pour cet ACP, mais ce n’est pas e´quivalent [CM11].
L’existence d’au moins une loi invariante pour un ACP sur un espace E fini est
assure´e par un argument de point fixe (voir [TVS+90, Proposition 2.5]). Par contre
savoir si un ACP quelconque est ergodique est un proble`me hors d’atteinte pour
l’instant. D’ailleurs, un des proble`mes ouverts les plus fameux sur les ACP est le
suivant : est-ce que tous les ACP (E = {0, 1},Z, N(i) = (i, i + 1), T ) ou` T ve´rifie
T ((a, b); c) > 0 pour tout a, b, c ∈ E sont ergodiques ? La communaute´ des ACP
pense que la re´ponse a` cette question est “oui” (mais sans preuve comple`te pour
l’instant). En revanche, il a e´te´ montre´ par Ga´cs en 2001, dans un article parfois
soumis a` controverse [Ga´01], que la re´ponse a` cette question est “non” si on prend
E d’une taille suffisamment grande.
Un autre point crucial, une fois l’existence d’au moins une loi invariante e´tablie,
est de de´terminer et caracte´riser cette ou ces lois invariantes. Calculer de manie`re
ge´ne´rique les lois finies dimensionnelles des lois invariantes d’un ACP en fonction de
la matrice de transition T de l’ACP est totalement hors d’atteinte pour l’instant. A`
l’heure actuelle, on cherche sous quelles conditions les ACP posse`dent des lois inva-
riantes simples : des lois de types markoviennes ou des lois produits. Cette de´marche
peut paraˆıtre vaine, mais elle est pourtant fondamentale et classique dans de nom-
breux domaines, entre autres la combinatoire et la physique statistique. Elle per-
met de comprendre et d’identifier, dans l’espace des parame`tres de´finissant les ACP,
la structure alge´brique ne´cessaire pour obtenir des lois invariantes simples. Cette
de´marche et notre manie`re de proce´der sont de meˆme nature que celles de la phy-
sique statistique qui cherchent a` identifier les “mode`les inte´grables” [Bax82] ou des
combinatoristes qui cherchent a` de´composer leurs objets afin de les de´nombrer [FS09].
Avant de donner les re´sultats de´ja` connus sur les mesures invariantes des ACP,
pre´cisons ce que l’on entend par loi markovienne et loi invariante markovienne. Soit
(Xk : k ≥ 0) une chaˆıne de Markov a` valeurs dans un espace E fini de noyau de
transition M et de loi initiale ρ. On dit que ρ est invariante si ρ = ρM . Pour des
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raisons qui apparaˆıtront plus tard quand on rentrera dans les de´tails, nous sommes
inte´resse´s uniquement par les chaˆınes de Markov dont la loi initiale ρ est invariante
car nous verrons que seules les chaˆınes de Markov sous une de leurs lois invariantes
peuvent eˆtre invariantes par un ACP. Sous cette condition, X peut eˆtre de´finie sur
tout Z et sa loi µ satisfait : pour tout k ∈ N, pour tout (ai : −k ≤ i ≤ k) ∈ Ek+1,
µ((ai : −k ≤ i ≤ k)) = ρ(a−k)
k−1∏
j=−k
M (aj; aj+1) .
On dit alors que µ est une loi markovienne sur Z. On dit que µ est une loi invariante
markovienne pour un ACP A si µ est une loi markovienne et µ = TrA(µ). Il ne faut
pas confondre cette proprie´te´ spatiale ((St(i) : i ∈ Z) est une CM sous une de ses
lois invariantes) avec le fait que (St : t ≥ 0) est une CM (proprie´te´ temporelle). La
proprie´te´ temporelle est vraie pour tout ACP, alors que celle spatiale ne l’est que
sous certaines conditions que l’on cherche justement a` de´terminer.
Pour les ACP sur des re´seaux de type Zd, les premiers re´sultats obtenus l’ont e´te´
par Vasilyev [Vas78] en 1978. Il donne une condition ne´cessaire et suffisante pour
qu’un ACP posse`de une mesure de type Gibbs comme loi invariante (la condition
porte sur l’ACP et sur la mesure de Gibbs). Dai-Pra, Louis et Roelly [DP92, DPLR02,
Lou02] ont, pour les ACP a` taux positifs sur les re´seaux Zd, montre´ de nombreuses
proprie´te´s qui e´tablissent des liens entre les mesures de Gibbs sur Zd, les mesures
de Gibbs invariantes par translation sur Zd et les mesures invariantes pour un ACP
sur le re´seau Zd. Par exemple, une de ces proprie´te´s est le fait que si un ACP A
posse`de dans l’ensemble de ses lois invariantes une mesure de Gibbs invariante par
translation, alors l’ensemble des lois invariantes de A qui sont de plus invariantes
par translation sont des mesures de Gibbs.
Pour les ACP sur les re´seaux N, Z ou Z/nZ, les premiers re´sultats datent de 1969.
Belyaev & al. ont donne´ une condition ne´cessaire et suffisante simple sur la matrice
de transition T des ACP ({0, 1},Z, N(i) = (i, i+1), T ) afin que ces ACP aient une loi
invariante markovienne sur la ligne [BGM69]. En 1998, Bousquet-Me´lou a montre´ un
re´sultat similaire a` celui de Belyaev mais pour le re´seau L = Z/nZ [BM98]. En 1990,
Toom & al. ont donne´ une condition suffisante pour qu’un ACP avec un nombre fini
quelconque de couleurs posse`de une loi invariante markovienne µ [TVS+90, Lemme
16.2], la condition porte a` la fois sur la matrice de transition T de l’ACP et sur
le noyau M de la loi µ. En 2014, Mairesse et Marcovici ont donne´ une condi-
tion suffisante pour qu’un ACP a` plusieurs couleurs posse`de une loi produit inva-
riante [MM14b].
Pour plus de de´tails sur les ACP, je renvoie au tre`s bon article de survol de
Mairesse et Marcovici [MM14a].
Contribution
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ai−1 ai ai+1 ai+2
bi−1 bi bi+1 bi+2
D(ai; bi)
U(bi; ai+1)
Figure 3 – Une HZMC avec ses deux noyaux de transition D et U
Les contributions pre´sente´es ci-apre`s font l’objet d’une publication avec Jean-
Franc¸ois Marckert dans “Stochastic Processes and their Applications” [CM15a].
Tout d’abord, signalons que, jusqu’ici, nous avons conside´re´ que les ACP agis-
saient sur la ligne colore´e St en la transformant en St+1. Sans perte de ge´ne´ralite´, nous
pouvons les conside´rer comme agissant sur les couples de lignes colore´es (St, St+1)
les transformant en (St+1, St+2). Il se trouve qu’il est plus facile, pour des raisons
explique´es dans cette the`se, de trouver des lois invariantes aux ACP vus de cette
manie`re.
Nous avons cherche´ a` trouver une condition ne´cessaire et suffisante sur le noyau
de transition T pour qu’un ACP (E,Z, N(i) = (i, i+ 1), T ), avec E espace fini quel-
conque et T tel que T ((a, b); c) > 0 pour tout a, b, c ∈ E, admette une loi invariante
markovienne µ et, dans ce cas, caracte´riser le noyau M de la loi µ. Nous avons ob-
tenu un tel re´sultat pour les ACP qui admettent une loi invariante de type chaˆıne de
Markov horizontal zigzag (HZMC a), un sous-ensemble des lois markoviennes. Une
loi µ ∈ M (EN × EN) est dite de type HZMC s’il existe ρ0 ∈ M (E) et un couple
(D,U) de matrices de transition de E dans E tel que
— pour tout k ∈ N, pour tout (ai : 0 ≤ i ≤ k) ∈ Ek+1, (bi : 0 ≤ i ≤ k − 1) ∈ Ek,
µ ((ai : 0 ≤ i ≤ k), (bi : 0 ≤ i ≤ k − 1)) = ρ0(a0)
k−1∏
j=0
D(ai; bi)U(bi; ai+1).
Les HZMC sont des lois sur les couples de lignes colore´es ((a0, a1, . . . ), (b0, b1, . . . ))
parcourues en zigzag (voir Figure 3). Si µ est de type HZMC avec noyaux (D,U),
alors, la mesure de probabilite´ µ(., EN) (resp. µ(EN, .)) sur EN est la loi de la chaˆıne
de Markov de loi initiale ρ0 (resp. Dρ0) et de noyau de transition DU (resp. UD).
Ces lois HZMC correspondent aux mesures de Gibbs sur 2 lignes [Vas78].
Le principal re´sultat du Chapitre 1 est le the´ore`me suivant :
a. Pour Horizontal Zigzag Markov Chain.
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The´ore`me 2. Soit un ACP (E,Z, N(i) = (i, i + 1), T ) ou` E = {0, . . . , κ} est fini
et T a` taux positif (i.e. T ((a, b); c) > 0 pour tout a, b, c ∈ E), alors il admet une
HZMC comme loi invariante si et seulement si les deux conditions suivantes sont
satisfaites :
T ((a, b); c)T ((a, 0); 0)T ((0, b); 0)T ((0, 0); c)
= T ((0, 0); 0)T ((0, b); c)T ((a, 0); c)T ((a, b); 0) et
DηUη = UηDη
ou` Dη et Uη sont deux matrices obtenues a` partir de T de la fac¸on suivante :
soit (νa)a∈E le vecteur propre a` gauche associe´ a` la valeur propre 1 de la matrice
(T ((i, i); j))i,j∈E et soit (ηa)a∈E le vecteur propre a` gauche associe´ a` la valeur propre
maximale de la matrice
(
T ((a, a); 0)
T ((a, d); 0)
νa
)
d,a∈E
, alors, pour tout a, b, c ∈ E,
Dηa,c =
∑
`
η`
T ((a, `); 0)
T ((a, `); c)∑
b′
ηb′
T ((a, b′); 0)
et Uηc,b =
ηb
T ((0, b); 0)
T ((0, b); c)∑
b′
ηb′
T ((0, b′); 0)
T ((0, b′); c)
.
De plus, les deux matrices de transition de la HZMC invariante sont D = Dη et
U = Uη.
Dans la suite du Chapitre 1, on ge´ne´ralise ce re´sultat pour les re´seaux L =
N et Z/nZ. Pour le re´seau Z/nZ, la condition DηUη = UηDη devient, pour tout
1 ≤ k ≤ min(|E|, n),
Diagonal((DU)k) = Diagonal((UD)k).
La Figure 4 repre´sente les relations d’implication de l’existence d’une loi marko-
vienne invariante en fonction du re´seau L sur lequel on l’e´tudie. On discute e´galement
de possibles extensions (conditions suffisantes sur T ) pour des cas ou` T n’est pas a`
taux positif.
Description du Chapitre 2 : automates cellulaires probabilistes avec un
alphabet ge´ne´ral
Ce chapitre a e´te´ accepte´ pour publication dans “Advances in Applied Probabi-
lity” [Cas16].
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Loi markovienne pour L = Z/nZ Loi HZMC pour L = Z/nZ
Loi markovienne pour L = Z
Loi HZMC pour L = Z
Loi HZMC d’ordre 2 pour L = Z
M = DU = UD
M = DU = UD
pour un n. i. de n
pour un n. i. de n
Figure 4 – Sche´ma pre´sentant les implications de l’existence d’une loi invariante marko-
vienne ou HZMC en fonction du re´seau L d’un ACP A de matrice de transition T . Par
exemple, la fle`che la plus a` droite correspond a` la proprie´te´ : s’il existe M tel que pour
un nombre infini (n.i.) de n la loi markovienne de noyau M sur Z/nZ est invariante pour
l’ACP (Z/nZ, E,N, T ), alors la loi markovienne de noyau M sur Z est invariante pour
l’ACP (Z, E,N, T ).
A` la suite, de ce premier article, je me suis demande´ en quoi l’hypothe`se de
finitude de l’alphabet e´tait cruciale dans la de´finition et les re´sultats concernant les
ACP. En particulier, je me suis inte´resse´ a` l’ACP de l’Exemple 3.
Exemple 3. On se place sur le re´seau Z avec comme voisinage N(i) = (i, i + 1).
Pour notre alphabet, on prend R et la cellule i se met a` jour de la manie`re suivante :
son nouvel e´tat xt+1(i) (au temps t+ 1) est la moyenne de son e´tat xt(i) (au temps
t) et de celle de sa voisine xt(i + 1) (au temps t) auquel s’ajoute un bruit gaussien
εt+1,i ∼ N (0, 1), i.e. xt+1(i) = xt(i)+xt(i+1)2 + εt+1,i. Les (εt,i : t ∈ N, i ∈ Z) sont i.i.d.
Le lecteur conviendra que cet ACP n’a rien d’ubuesque.
De tels ACP ne sont pas totalement nouveaux. Il existe de´ja` dans la litte´rature
des automates cellulaires de´terministes avec des alphabets infinis qui ont e´te´ e´tudie´s.
Dans [BMdEOR13], un automate cellulaire avec E = [0, 1], L = Z et N(i) = (i, i+1)
est utilise´ pour re´soudre le proble`me de classification avec une pre´cision arbitraire.
Le proble`me de classification consiste a` trouver un automate cellulaire tel que, en
partant de toute configuration x0 de la ligne Z colore´e par des 0 et des 1, la suite des
configurations (xt : t ≥ 0) converge quand t→ 0 vers la ligne remplie que de 0 (resp.
que de 1) si dans x0 la proportion initiale de 0 (resp. de 1) est strictement supe´rieure
a` 1/2. Un autre re´sultat concernant les automates cellulaires a` alphabet infini est
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t = 0
t = 1
t = 2
t = 3
0 0 0 0 0
1 1 1 0 1
2 2 1 2 2
3 3 3 3 4
Figure 5 – ACP (E = N,L = Z, N(i) = (i, i + 1), T ) ou` T ((a, b); c) = 561c=max(a,b)+1 +
1
61c=a+b. Cet ACP ne posse`de pas de loi invariante.
l’existence pour certains d’entre eux de jardins d’Eden (configuration qui n’a pas de
pre´de´cesseur) [CSC13]. On peut e´galement citer un article qui mode´lise une dyna-
mique urbaine a` l’aide d’un ACP dont l’alphabet E est infini et continu [VGAA05].
Pour ces ACP avec un alphabet ge´ne´ralise´, je me suis demande´ s’il e´tait possible
d’obtenir des re´sultats similaires a` ceux du Chapitre 1. J’ai donc cherche´ a` re´pondre
aux questions suivantes : sous quelles conditions sur T un ACP de´fini sur un alphabet
E posse`de-t-il une loi invariante de type markovienne ? Et, si oui, peut-on caracte´riser
son noyau, ses lois finies dimensionelles, ... ? Pour re´pondre a` ces deux questions, deux
difficulte´s nouvelles sont apparues par rapport au cas ou` E est un alphabet fini. La
premie`re de ces difficulte´s est que tout ACP avec un alphabet infini ne posse`de pas
ne´cessairement une loi invariante, par exemple l’ACP pre´sente´ en Figure 5.
La seconde difficulte´, qui est la plus complique´e des deux, est lie´e a` la the´orie de la
mesure sur des espaces continus. Ce proble`me existe de´ja` pour les chaˆınes de Markov
a` valeurs dans des espaces continus. Donnons un exemple a` l’aide d’une chaˆıne de
Markov sur R pour l’e´clairer.
Exemple 4. Soit X = (Xt : t ∈ N) une chaˆıne de Markov a` valeurs dans R de sorte
que, pour tout a ∈ R et B ∈ B(R),
P (Xt+1 ∈ B|Xt = a) =
∫
B
1√
2pi
exp
(
−(b− a)
2
2
)
db.
Et on conside`re une autre chaˆıne de Markov Y = (Yt : t ∈ N) dont le noyau est le
meˆme que celui de (Xt : t ∈ N) sauf en la valeur 0 (un ensemble ne´gligeable de R
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pour la mesure de Lebesgue) de sorte que, pour tout a ∈ R et B ∈ B(R),
P (Yt+1 ∈ B|Yt = a) =
10∈B si a = 0,∫
B
1√
2pi
exp
(
−(b− a)
2
2
)
db sinon.
De manie`re presque suˆre, si X0 = Y0 6= 0, ces deux chaˆınes de Markov ont des
comportements similaires car la probabilite´ de tomber sur 0 exactement est nulle.
En revanche, pour X0 = Y0 = 0, l’e´volution des deux chaˆınes est radicalement
diffe´rente : Xt ne vaudra presque suˆrement plus jamais 0 de`s que t > 0, alors que,
pour tout t, Yt = 0 presque suˆrement. En particulier, on en de´duit que la Dirac en
0 est une loi invariante pour la chaˆıne de Markov Y , mais pas pour la chaˆıne de
Markov X.
Cet exemple nous montre que deux chaˆınes de Markov avec des noyaux de tran-
sition e´gaux presque partout peuvent avoir des lois invariantes bien diffe´rentes. Ce
comportement se produit e´galement sur les ACP. Deux ACP de noyaux de tran-
sitions T et T ′ tels que T (x; .) = T ′(x; .) pour Lebesgue presque tout x peuvent
avoir des comportements e´trangers l’un a` l’autre si initialement on part de certaines
configurations bien pre´cises. Cette proprie´te´ est un frein a` l’e´tude exhaustive des
lois invariantes d’un ACP. Une part importante de mon travail a e´te´ d’e´claircir ces
diffe´rents aspects et d’introduire le bon formalisme pour e´tudier les ACP de´finis avec
un alphabet ge´ne´ral qui sera, comme il est usuel en the´orie des probabilite´s, un espace
polonais.
Contribution
Commenc¸ons par de´finir formellement ce qu’est un ACP ge´ne´ral. Tout comme
pour un ACP avec un alphabet fini, un ACP ge´ne´ral (de´fini avec un alphabet E po-
lonais) est un quadruplet (E,L, N, T ) sauf que T n’est plus une matrice de transition
de E|N | dans E, mais un noyau de transition de E|N | dans E. Un noyau de transition
T d’un espace Ed dans un espace E a les proprie´te´s suivantes :
— pour tout B ∈ B(E), la fonction TB : E
d −→ R
a 7−→ T (a;B) est B(E
d)-mesu-
rable ;
— pour tout a ∈ E, la fonction Ta : B(E) −→ R
B 7−→ T (a;B) est une mesure de
probabilite´ sur E.
Pour re´soudre la deuxie`me difficulte´ pre´sente´e pre´ce´demment et illustre´e par
l’exemple 4, nous e´tudions les ACP A a` l’aide de mesures µ σ-finies sur E. Ces
mesures µ, dites mesures de re´fe´rence par la suite, permettent d’identifier des sous-
ensembles G de EL sur lequel les ACP A sont captifs quand la distribution initiale
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St0 de A est prise dans G. C’est sur ces ensembles G que l’on pourra identifier par
la suite des mesures invariantes.
On dit d’un ACP A de noyau de transition T qu’il est µ-supporte´ si µ est une
mesure σ-finie sur E et si, pour µd-presque tout x, la mesure T (x; .) est absolument
continue par rapport a` µ (note´ classiquement T (x; .)  µ), et on dit meˆme qu’il
est µ-positif si, en plus d’eˆtre µ-supporte´, on a µ  T (x; .) pour µd-presque tout
x. Pour les ACP A µ-supporte´ de noyau de transition T , on peut de´finir t la µ-
densite´ de T comme la fonction µd+1-mesurable
t : Ed × E −→ R
(x; y) 7−→ dT (x; .)
dµ
(y)
ou`
dT (x; .)
dµ
est la de´rive´ de Radon-Nikodym de la mesure T (x; .) par rapport a` µ. Par
la suite, nos the´ore`mes vont porter sur des ACP A et des mesures µ pour lesquelles
A est µ-supporte´ ou µ-positif. Graˆce a` cela, l’e´tude des ACP avec lois invariantes
markoviennes s’en trouve grandement simplifie´e.
Exemple 5.
— L’ACP A1 de l’Exemple 1 peut eˆtre e´tudie´ a` partir de plusieurs mesures
de re´fe´rences. Comme premie`re mesure de re´fe´rence, on prend la mesure de
comptage µ{0,1} = δ0 + δ1 sur {0, 1, 2}. L’ACP A1 est µ{0,1}-supporte´, mais
pas µ{0,1}-positif (car µ{0,1} 6 T (0, 0; .) = δ0). En revanche, pour la mesure de
re´fe´rence δ0, l’ACP A1 est δ0-positif (car T (0, 0; .) = δ0).
— Une bonne mesure de re´fe´rence pour e´tudier l’ACP A de l’Exemple 3 est la
mesure de Lebesgue λ. En effet, l’ACP A est λ-positif et la λ-densite´ t de son
noyau de transition est, pour tout a, b, c ∈ R,
t(a, b; c) =
1√
2pi
exp
(
−1
2
(
c− a+ b
2
)2)
.
Avant d’exprimer un des re´sultats principaux du Chapitre 2, pre´cisons que l’on
arrive e´galement a` e´tendre les notions de µ-supporte´ et de µ-positif aux HZMC a`
valeurs dans un espace polonais E et a` leurs noyaux de transition D et U . Dans le
The´ore`me 6 ci-apre`s, on donne les conditions ne´cessaires et suffisantes pour qu’un
ACP µ-positif (un travail en amont sera ne´cessaire pour trouver une telle mesure µ
si une telle mesure existe) posse`de comme loi invariante une loi HZMC µ-positive.
The´ore`me 6. Soit µ une mesure σ-finie sur un espace polonais E. Soit A =
(E,N, N(i) = (i, i+ 1), T ) un ACP µ-positif. A posse`de une HZMC µ-positive inva-
riante si et seulement si les trois conditions suivantes sont satisfaites :
— il existe un triplet (a0, b0, c0) ∈ E3 tel que T ((a0, b0); .) µ et µ T ((a0, b0); .)
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et, pour µ3-presque tout (a, b, c),
t(a, b; c)t(a0, b0; c)t(a0, b; c0)t(a, b0; c0) = t(a0, b0; c0)t(a, b; c0)t(a, b0; c)t(a0, b; c),
— il existe une fonction positive η ∈ L1(µ) solution de : pour µ2-presque tout
(a, b) et pour le couple (a0, c0) de la condition pre´ce´dente,
η(b)
t(a, b; c0)∫
E
η(x)
t(a, x; c0)
dµ(x)
=
∫
E
η(c)
t(a0, c; c0)
t(a0, c; a)∫
E
η(x)
t(c, x; c0)
dµ(x)
∫
E
η(x)
t(c, x; c0)
t(c, x; b)dµ(x)∫
E
η(x)
t(a0, x; c0)
t(a0, x; a)dµ(x)
dµ(c),
— la chaˆıne de Markov de noyau de transition Dη de µ-densite´ dη (voir ci-apre`s)
posse`dent une (unique) probabilite´ invariante ρ avec ρ µ et µ ρ.
La HZMC invariante a alors pour noyaux de transitions Dη et Uη de µ-densite´s
dη et uη (voir ci-apre`s) et comme probabilite´ initiale ρ. Les fonctions dη et uη sont :
dη(a; c) =
∫
E
η(x)
t(a, x; c0)
t(a, x; c)dµ(x)∫
E
η(x)
t(a, x; c0)
dµ(x)
et uη(c; b) =
η(b)
t(a0, b; c0)
t(a0, b; c)∫
E
η(x)
t(a0, x; c0)
t(a0, x; c)dµ(x)
.
La difficulte´ pour appliquer ce the´ore`me est concentre´e dans le fait qu’il faille
trouver une fonction η qui permette de ve´rifier le deuxie`me point. C’est en ge´ne´ral
tre`s complique´, mais, si la µ-densite´ t du noyau de transition a` de bonnes pro-
prie´te´s (continuite´ en tout point (a, b; c) par exemple), on montre alors qu’il existe
des moyens de trouver des η candidats a` l’aide de calculs utilisant uniquement t (voir
Proposition 2.1.10 du Chapitre 2).
Dans la suite du Chapitre 2, on e´tend le The´ore`me 6 aux cas ou` L = Z et
L = Z/nZ.
Physique statistique et description du Chapitre 3 : ACP et les mode`les a`
6 et 8 sommets
La physique statistique cherche a` expliquer le comportement de grands syste`mes
de particules a` l’aide des interactions locales entre ces particules. L’exemple classique
e´tant le mode`le d’Ising avec lequel on explique l’aimantation a` basse tempe´rature du
fer et sa perte d’aimantation a` haute tempe´rature (comportement macroscopique)
graˆce a` l’e´nergie locale qui existe entre deux particules voisines dans le me´tal et qui
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varie suivant que les particules ont le meˆme spin ou pas (comportement microsco-
pique). Par ce fait, en ge´ne´ral en physique statistique, l’e´nergie d’une configuration
macroscopique est la somme des e´nergies des interactions locales. Cette dernie`re pro-
prie´te´ est un bon point pour faire des liens entre la physique statistique et les ACP.
En effet, la probabilite´ d’obtenir un certain diagramme espace-temps pour l’ACP
est le produit des transitions locales de l’ACP. On a donc dans les deux cas des pa-
rame`tres locaux (e´ne´rgie locale/transition locale) qui induisent des comportements
globaux (e´nergie macroscopique/probabilite´ du diagramme espace-temps). C’est avec
cette analogie en teˆte que je me suis inte´resse´ a` faire des liens entre les ACP et la
physique statistique et, en particulier, les “vertex-models”.
Les “vertex-models” ou mode`les a` sommets, et surtout le mode`le a` 6 sommets,
ont e´te´ introduits pour mode´liser le comportement de la glace en deux dimensions.
Nous pre´sentons, dans cette introduction, principalement le mode`le a` 8 sommets.
Conside´rons KN le graphe dont l’ensemble des sommets est
{(i, j) : −1 ≤ i, j ≤ N + 1}
et dont l’ensemble des areˆtes est
{((i, j), (i, j + 1)) : 0 ≤ i ≤ N,−1 ≤ j ≤ N}
∪ {((i, j), (i+ 1, j)) : −1 ≤ i ≤ N, 0 ≤ j ≤ N}
(voir Figure 6). Les sommets
{(i, j) : 0 ≤ i, j ≤ N}
sont appele´s sommets internes de KN (ce sont ceux adjacents a` 4 areˆtes de KN) et
les areˆtes
{((−1, j), (0, j)) : 0 ≤ j ≤ N} ∪ {((N, j), (N + 1, j)) : 0 ≤ j ≤ N}
∪ {((i,−1), (i, 0)) : 0 ≤ i ≤ N} ∪ {((i, N), (i, N + 1)) : 0 ≤ i ≤ N}
sont appele´es areˆtes externes. Chaque areˆte de KN peut eˆtre oriente´ de deux manie`-
res : “de haut en bas” ou “de bas en haut” si elle est verticale et “de gauche a` droite”
ou “de droite a` gauche” si elle est horizontale. On appelle une orientation de KN , une
configuration de KN dans laquelle toutes ses areˆtes ont e´te´ oriente´es. Comme KN
posse`dent 2N2 + 2N areˆtes, il y a donc 22N
2+2N orientations (fac¸ons d’orienter les
areˆtes) diffe´rentes de KN . Cela donne 16 orientations diffe´rentes possibles pour K1,
e´nume´re´es sur la Figure 7. Autour de tout sommet interne (x, y) de KN muni d’une
orientation, on va retrouver une de ces 16 configurations possibles : le sommet interne
(x, y) est de type i quand la configuration observe´e autour de lui est la configuration
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Figure 6 – Le carre´ K4 avec ces 16 areˆtes externes en rouge.
(1) (2) (3) (4)
(5) (6) (7) (8)
(9) (10) (11) (12)
(13) (14) (15) (16)
Figure 7 – Les 16 orientations possibles de K1 qui sont les 16 types de sommets possibles
dans une orientation de KN .
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(i) de la Figure 7. Par la suite, on de´signe par sommets de KN uniquement les
sommets internes de KN .
Dans les mode`les de sommets, un poids “macroscopique” est attribue´ a` chacune
des orientations O de KN a` partir du type de ses sommets : soit O une orientation
de KN , alors le poids de l’orientation O est
W (O) =
16∏
i=1
w
ni(O)
i
ou` wi est le poids d’un sommet de type i et ni(O) le nombre de sommets de type i
dans l’orientation O. Dans le cas du mode`le a` 8 sommets, on conside`re uniquement
les orientations telles qu’autour de chaque sommet il y ait un nombre pair (0, 2 ou 4)
d’areˆtes entrantes. Autrement dit, chaque sommet d’une orientation dans le mode`le
a` 8 sommets sera de type i pour 1 ≤ i ≤ 8. Le poids de l’orientation est alors
W (O) =
8∏
i=1
w
ni(O)
i
(i.e. on a pris wi = 0 pour 9 ≤ i ≤ 16). Une orientation O est alors choisie avec
probabilite´ ∏8
i=1w
ni(O)
i
Z
ou` Z =
∑
O’, configurations
8∏
i=1
w
ni(O
′)
i .
La de´nominateur Z est appele´ fonction de partition. Souvent pour simplifier l’e´tude
du mode`le a` 8 sommets, on conside`re que le syste`me ve´rifie
w1 = w2 = a, w3 = w4 = b, w5 = w6 = c et w7 = w8 = d.
A` cela, il faut ajouter que les 4N areˆtes externes (voir Figure 6) peuvent avoir des
conditions impose´es dites conditions de bord comme, par exemple, des conditions de
bords pe´riodiques pour laquelle que la premie`re areˆte et la dernie`re areˆte de chaque
ligne sont dans le meˆme sens et, de meˆme, pour les colonnes.
Le mode`le a` 6 sommets correspond au mode`le a` 8 sommets avec d = 0. Il a
e´te´ introduit en 1935 par Pauling [Pau35]. Sa fonction de partition a e´te´ calcule´e
par Baxter qui en a de´duit que le mode`le a` 6 sommets avait des proprie´te´s tre`s
diffe´rentes quand N →∞ suivant les valeurs des parame`tres a, b et c. Un e´tat stable
du mode`le a` 6 sommets de´signe un sous-espace (de mesure non nulle) de l’ensemble
des parame`tres (a, b, c) pour lequel les proprie´te´s asymptotiques (quand N →∞) du
mode`le a` 6 sommets sont les meˆmes dans ce sous-espace. Le mode`le a` 6 sommets a
4 e´tats stables [Bax82, Section 8.10] (voir Figure 8) :
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I
II
III
IV
a/c
b/c
1
1
Figure 8 – Le diagramme des 4 e´tats macroscopiques du 6-vertex model.
— Si a > b+c (e´tat I), alors on a un e´tat ferromagne´tique, dans lequel N2−o(N2)
sommets sont soit de type 1, soit de type 2 p.s. quand N →∞.
— Si b > a + c (e´tat II), alors on a encore un e´tat ferromagne´tique, mais dans
lequel N2 − o(N2) sommets sont soit de type 3, soit de type 4 p.s. quand
N →∞.
— Si c > a+ b (e´tat IV), alors on a un e´tat anti-ferromagne´tique, N2/2− o(N2)
sommets sont de type 5 et N2/2− o(N2) sommets sont de type 6 p.s. quand
N →∞.
— Sinon (i.e. si a, b, c < (a + b + c)/2) (e´tat III), alors on a un e´tat de´sordonne´,
il y a Θ(N2) sommets de chaque type p.s. quand N →∞.
La fonction de partition du mode`le a` 8 sommets est e´galement connue et ce
mode`le a 5 e´tats stables . Les quatres premiers e´tats sont similaires a` ceux du mode`le
a` 6 sommets et l’e´tat V est un autre e´tat anti-ferromagne´tique, mais dans lequel
N2/2− o(N2) sommets sont de type 7 et N2/2− o(N2) sommets sont de type 8 p.s.
quand N →∞.
La fonction de partition permet de comprendre le comportement macroscopique
d’un mode`le, mais ne renseigne pas sur l’influence a` longue distance dans ce mode`le.
Pour cela, on e´tudie la fonction de corre´lation :
C(r, t) = E [e(0, 0)e(r, t)]− E [e(0, 0)]E [e(r, t)]
ou`
e(i, j) =
{
0 si l’areˆte (i, j) est oriente´e “de haut en bas” ou “de gauche a` droite”,
1 si l’areˆte (i, j) est oriente´e “de bas en haut” ou “de droite a` gauche”
(4)
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et (0, 0) est une areˆte prise comme re´fe´rence et (r, t) est une areˆte situe´e r lignes en
dessous et t colonnes a` droite de l’areˆte (0, 0). Pour le mode`le a` 6 sommets, cette
fonction a e´te´ e´tudie´e par Kandel, Domany et Nienhuis en 1990 [KDN90]. Ils ont
prouve´ que
The´ore`me 7 ([KDN90]). Dans le cas ou` b = a + c et sous certaines conditions
(de´taille´es dans le Chapitre 3), cette fonction vaut
C(r, 2t) =
{
0 si 2t < r + ∆(r)
q(1−q)
22t
(
2t−1
(2t−r−∆(r))/2
)
si 2t ≥ r + ∆(r)
avec ∆(r) = 1 +
1 + (−1)r
2
et q parame`tre de´pendant des conditions.
Contribution
Ce chapitre repose sur des travaux en cours.
Dans ce chapitre, nous calculons la fonction de corre´lation C(i, t) du mode`le a`
8-sommets dans l’e´tat a+ c = b+ d.
The´ore`me 8. Supposons a + c = b + d. Sous certaines conditions sur le mode`le a`
8 sommets (pre´cise´es dans le Chapitre 3), la fonction de corre´lation C(i, t) est le
coefficient en ltxi+t dans le de´veloppement en se´rie en l et en x au voisinage de (0, 0)
de la fraction rationnelle suivante
1 + l (1− (p+ r) + x(r − p))
x2l2(2p− 1)(2r − 1) + l(1− (p+ r))(1 + x2) + 1
avec p =
a
a+ c
et r =
b
b+ d
.
Ces re´sultats sont re´cents et j’espe`re obtenir une formule plus simple des C(i, t)
par la suite.
Pour obtenir le The´ore`me 7, Kandel, Domany et Nienhuis de´finissent une orien-
tation ale´atoire ligne a` ligne de K∞ (graphe de´fini dans le Chapitre 3) qui a la meˆme
loi que celle de´finie par le mode`le a` 6 sommets. Pour obtenir le The´ore`me 8, nous
de´finissons e´galement une orientation ale´atoire de K∞ ligne a` ligne qui a la meˆme
loi que celle de´finie par le mode`le a` 8 sommets, ge´ne´ralisant ainsi la construction
de [KDN90].
Nous e´tablissons un lien – fondamental ici – entre cette loi sur les orientations et
une loi sur les diagramme espace-temps d’ACP triangulaires (Lemmes 3.1.9 et 3.1.13).
Les ACP triangulaires sont des cas particuliers d’ACP d’ordre 2. Formellement,
un ACP A d’ordre 2 est un quintuplet (E,L, N1, N2, T ) ou` E est un alphabet fini,
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−1 0 1 2
t = 0
t = 1
t = 2
t = 3
t = 4
a1
b0 b1
c0
Figure 9 – Diagramme espace-temps (vide) d’un ACP triangulaire
L un re´seau, N1 un fonction de voisinage sur le re´seau L, N2 une autre fonction de
voisinage sur le re´seau L et T une matrice de transition de E|N1| × E|N2| dans E. A`
partir de ce quintuplet, on construit une chaˆıne de Markov (St : t ≥ 0) d’ordre 2 a`
valeurs dans EL de la fac¸on suivante : pour tout sous-ensemble C ⊂ L, pour tout
(ci : i ∈ C) ∈ EC ,
P ((St+2(i) = ci : i ∈ C) |St = (ai : i ∈ L), St+1 = (bi : i ∈ L))
=
∏
i∈C
T ((aj : j ∈ N1(i)), (bj′ : j′ ∈ N2(i)); ci).
Dans le cas ou` L = Z, N1(i) = (i + 1) et N2(i) = (i, i + 1), on parle alors
d’ACP triangulaire car la repre´sentation du diagramme espace-temps (voir Figure 9)
est le re´seau triangulaire. Pour plus de clarte´ par rapport au re´seau triangulaire,
nous adopterons les notations plus compactes suivantes T (bi, ai, bi+1; ci) au lieu de
T ((ai+1), (bi, bi+1); ci).
Une partie du The´ore`me 8 repose sur des avance´es dans le domaine des ACP
triangulaires. On montre qu’il existe des conditions ne´cessaires et suffisantes pour
lesquelles les ACP triangulaires admettent une loi invariante (D,U)-HZMC si D = U
ou si E est de cardinal 2.
The´ore`me 9. Soit T (a, b, c; d) la matrice de transition d’un ACP triangulaire a`
alphabet E fini a` taux positif. Pour tout a, c ∈ E, on note
(
T˜ (a, c; b) : b ∈ E
)
le
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vecteur propre a` gauche (associe´ a` la valeur propre 1) de (T (a, b, c; d))b,d. L’ACP
triangulaire de matrice de transtion T a une de ses lois invariantes de type HZMC
ssi T˜ (a, c; .) ve´rifie les conditions du The´ore`me 2 avec Dη = Uη. Dans ce cas, la
HZMC invariante a pour noyaux (Dη, Dη).
The´ore`me 10. Soit T (a, b, c; d) la matrice de transition d’un ACP triangulaire a`
alphabet E = {0, 1} a` taux positif. Pour tout a, c, on note
(
T˜ (a, c; b) : b ∈ E
)
le vec-
teur propre a` gauche (associe´ a` la valeur propre 1) de (
∑
d T (c, b, a; d)T (a, d, c; e))b,e.
L’ACP triangulaire de matrice de transition T posse`dent une loi invariante de type
HZMC ssi T˜ ve´rifie
T˜ (0, 0; 0)T˜ (1, 1; 0)T˜ (1, 0; 1)T˜ (0, 1; 1) = T˜ (1, 1; 1)T˜ (0, 0; 1)T˜ (0, 1; 0)T˜ (1, 0; 0)
et, pour le (Dη, Uη) trouve´ en appliquant le The´ore`me 2 a` T˜ , on a, pour tout a, c, d ∈
{0, 1},
Dη(a; d)Uη(d; c) =
1∑
b=0
Uη(c; b)Dη(b; a)T (a, b, c; d).
Dans ce cas, la HZMC invariante a pour noyaux (Dη, Uη).
A` l’aide des The´ore`mes 9 et 10, on peut identifier des ACP pour lesquels on peut
calculer une mesure invariante. Par le lien entre le mode`le a` 8 sommets quand il
satisfait a+ c = b+ d et sous de bonnes conditions de bord, et un ACP triangulaire
(Lemme 3.1.9), on obtient alors la proprie´te´ suivante : pour tout t ≥ 0, les orientations
des areˆtes de la tie`me ligne de K∞ sont inde´pendantes ce qui nous permet, in fine,
d’obtenir la formule dans le The´ore`me 8.
Partie II : Processus ite´re´s
Mouvement Brownien ite´re´ et description du Chapitre 4 : Processus ite´re´s
Ce chapitre est issu d’une collaboration avec Jean-Franc¸ois Marckert et a e´te´
soumis pour publication [CM15b].
En 1993, Burzdy a e´tudie´ le processus I(2)(t) = B2(B1(t)) ou` B1 et B2 sont
deux mouvements browniens bilate´raux inde´pendants a. Une des motivations de cette
recherche est que ce processus est utile pour construire des solutions a` des e´quations
a. Un mouvement brownien B(t) est bilate´ral si (B(t); t ≥ 0) et (B(−t); t ≥ 0) sont deux mouvements
browniens standard inde´pendants.
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diffe´rentielles paraboliques [Fun79]. Dans les anne´es 1990, ce processus a connu une
certaine popularite´ et de nombreux probabilistes en ont e´tudie´ diffe´rentes proprie´te´s :
temps local, logarithme ite´re´, etc. [Bur93, Ber96, ES99, BK95, Xia98, KL99].
En 2004, Turban a e´tudie´ le mouvement brownien ite´re´ n fois
I(n)(t) = Bn(Bn−1(. . . B1(t) . . . ))
ou` B1, . . . , Bn sont n mouvements browniens bilate´raux inde´pendants. Il s’est, en
particulier, inte´resse´ a` la limite de ce processus quand n tend vers l’infini. Il a montre´
que, pour tout t 6= 0, I(n)(t) → I1 ∼ ε E quand n → ∞ ou` ε est un signe ale´atoire
uniforme a et E suit une loi exponentielle de parame`tre 2 [Tur04].
En 2014, Curien et Konstantopoulos ont poursuivi cette e´tude et montre´ la conver-
gence des lois finies-dimensionnelles.
The´ore`me 11 (The´ore`me 2 de [CK14]). Pour tout k, pour tout t1, . . . , tk ∈ R non
nuls et distincts,
(
I(n)(t1), . . . , I
(n)(tk)
)
converge en distribution. La distribution li-
mite µk ne de´pend pas de (t1, . . . , tk) et est invariante par permutation.
De plus, si (I1, . . . , Ik) ∼ µk, alors (B(I1), . . . , B(Ik)) ∼ µk et aussi (I2 − I1, . . . ,
Ik − I1) ∼ µk−1.
Ils ont e´galement montre´ l’existence de la limite de la suite des mesures d’occupa-
tions des I(n) sur [0, 1]. Leur preuve de la convergence des lois finies-dimensionnelles
repose sur les fonctions de Lyapunov et le crite`re de Foster [MT09, The´ore`me 13.0.1]
et montre l’ergodicite´ des chaˆınes de Markov
(
I(n)(t1), . . . , I
(n)(tk) : n ≥ 0
)
a` (t1, . . . ,
tk) fixe´.
D’abord motive´s par une description explicite des lois µk, nous avons cherche´ de
nouvelles proprie´te´s du mouvement brownien ite´re´ ad libitum. Nous avons par la
suite e´tendu nos recherches a` d’autres processus ite´re´s, notamment aux processus
α-stables ite´re´s, pour lesquels nos techniques s’appliquaient.
Contribution
Dans ce chapitre, il y a deux contributions majeures. La premie`re est une ex-
tension du the´ore`me de Curien et Konstantopoulos aux processus α-stables ite´re´s a`
l’infini. La seconde est une description des lois finies-dimensionnelles µk du mouve-
ment brownien ite´re´ ad libitum.
Les processus (X(t) : t ≥ 0) stables conside´re´s ici sont de´finis a` partir de trois
parame`tres (α, σ, r) (α ∈ [0, 2], σ ∈ R+ et r ∈ R) et ve´rifient :
— X(0) = 0,
— les accroissements sont inde´pendants et stationnaires,
a. P (ε = 1) = P (ε = −1) = 1/2.
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Figure 10 – (G1, . . . , Gk) sont les e´carts de (0, I1, . . . , Ik).
— la transforme´e de Fourier du processus est
φX(t)(u) = E
[
eiuX(t)
]
= etη(u)
avec η(u) = −|u|ασα + iru.
On de´finit l’ite´re´ n fois d’un processus stable de parame`tres (α, σ, r) ainsi : soit
X1, . . . , Xn n processus stables bilate´raux inde´pendants de parame`tres (α, σ, r)
a, le
processus ite´re´ n fois est alors I(n)(t) = Xn(Xn−1(. . . X1(t) . . . )). Un premier re´sultat
du Chapitre 4 est de caracte´riser les valeurs de (α, σ, r) pour lesquelles la suite des
(I(n) : n ≥ 0) converge (au niveau des lois finies-dimensionnelles) quand n tend vers
l’infini.
The´ore`me 12. Soit
(
I(n) : n ≥ 0) une suite de processus stables ite´re´s n fois de
parame`tres (α, σ, r). Soit k ≥ 1 et t1, . . . , tk ∈ R diffe´rents et non nuls.
— Si α ≤ 1, alors, pour tout r, I(n)(t1) ne converge pas en loi dans R.
— Si 1 < α ≤ 2 et |r| > 1, alors I(n)(t1) ne converge pas en loi dans R.
— Si 1 < α ≤ 2 et |r| < 1, alors (I(n)(t1), . . . , I(n)(tk)) converge en loi. La
distribution limite µk ne de´pend pas des ti et est e´changeable. De plus, si
(I1, . . . , Ik) ∼ µk, alors (X(I1), . . . , X(Ik)) ∼ µk ou` X est un processus stable
bilate´ral de parame`tre (α, σ, r) et, e´galement, (I2 − I1, . . . , Ik − I1) ∼ µk−1.
Pre´cisons que les lois µk du The´ore`me 12 de´pendent de (α, σ, r).
Dans le cas ou` l’on a convergence en loi, on s’est alors pose´ la question : a` quoi
ressemblent les lois µk ? Pour cela, on est parti de (I1, . . . , Ik) ∼ µk et l’ide´e novatrice
a e´te´ de regarder les e´carts de cette suite. Les k e´carts de k + 1 nombres re´els
(a0, . . . , ak) sont les k diffe´rences (â1 − â0, â2 − â1, . . . , âk − âk−1) entre les points
trie´s dans l’ordre croissant â0 ≤ â1 ≤ · · · ≤ âk et {a0, . . . , ak} = {â0, . . . , âk}. Plus
pre´cise´ment, pour de´crire la loi µk, on a e´tudie´ la loi γk des e´carts de (G1, . . . , Gk), les
k e´carts de (0, I1, . . . , Ik) ou` (I1, . . . , Ik) ∼ µk. Une illustration des e´carts (G1, . . . , Gk)
de (0, I1, . . . , Ik) est montre´e en Figure 10.
Une premie`re proprie´te´ importante est qu’a` partir de la loi γk on retrouve la loi
µk :
a. X(t) est un processus stable bilate´ral de parame`tre (α, σ, r) si (X(t) : t ≥ 0) et (−X(−t) : t ≥ 0) sont
des processus stables de parame`tres (α, σ,R).
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Proposition 13. Si (G1, . . . , Gk) ∼ γk et τ une permutation ale´atoire uniforme de
l’ensemble J0, kK inde´pendante de (G1, . . . , Gk), alors τ(i)∑
l=1
Gl −
τ(0)∑
l=1
Gl : 1 ≤ i ≤ k
 ∼ µk.
Cette proprie´te´ est vraie pour toutes les processus α-stables de parame`tres (α, σ, r)
ite´re´s ad libitum avec α < 1 et |r| < 1.
On montre ensuite que la loi γk est l’unique loi invariante pour le noyau de Markov
Ψ de´fini par, pour tout g = (g1, . . . , gk) ∈]0,∞[k et g′ = (g′1, . . . , g′k) ∈]0,∞[k,
Ψ(g[k]; g′[k]) =
∑
τ∈SJ0,kK
k∏
i=1
Φgi
 τ(i)∑
l=1
g′l −
τ(i−1)∑
l=1
g′l

ou` S J0, kK est l’ensemble des permutations de {0, 1, . . . , k} et Φgi est la densite´ de
la loi de X(gi) avec X un processus α-stable de parame`tres (α, σ, r).
Dans le cas du mouvement brownien ite´re´ ad libitum, Ψ posse`de une proprie´te´
remarquable :
Proposition 14. Soit (X1, . . . , Xk) k variables inde´pendantes tel que, pour tout 1 ≤
i ≤ k, Xi suit une loi exponentielle de parame`tre λi. Alors la loi de (Y1, . . . , Yk),
l’image de (X1, . . . , Xk) par le noyau de Markov Ψ, est la suivante : pour toute
permutation τ de J0, kK, avec probabilite´ wτ (λ1, . . . , λk), (Y1, . . . , Yk) sont k variables
inde´pendantes et, pour tout 1 ≤ i ≤ k, Yi suit une loi exponentielle de parame`tre
Fτ,i(λ1, . . . , λk) avec
Fτ,i (λ1, . . . , λk) =
∑
j∈Eτ,i
√
2λj,
wτ (λ1, . . . , λk) =
1
2k
k∏
i=1
√
2λi
Fτ,i (λ1, . . . , λk)
et
Eτ,i = {j : min (τ(j − 1), τ(j)) < i ≤ max (τ(j − 1), τ(j))} .
Autrement dit, le noyau de Markov Ψ envoie un k-uplets de variables ale´atoires
inde´pendantes de lois exponentielles sur un me´lange de k-uplets de meˆme type. En
particulier un corollaire de cette proprie´te´ est que, en appelant MEXk l’ensemble
des me´langes de k-uplets de variables ale´atoires inde´pendantes de loi exponentielle
(MEXk est alors un sous-ensemble de l’ensemble des mesures sur ]0,∞[k), MEXk est
stable par le noyau de Markov Ψ. Ce qui induit que γk ∈ MEXk car γk est la loi
invariante de Ψ. En fait, on peut encore aller plus loin en se rendant compte que
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dans la Proposition 14, Ψ ne fait que transformer les parame`tres λ = (λi : 1 ≤ i ≤ k)
des exponentielles inde´pendantes en de nouveaux parame`tres Fτ (λ) = (Fτ,i(λ) : 1 ≤
i ≤ k) avec probabilite´ wτ (λ) pour toute permutation τ . Cela permet ainsi de relier
γk a` la probabilite´ invariante νk d’une chaˆıne de Markov Λ = (Λt : t ≥ 0) a` valeurs
dans ]0,∞[k dont le noyau est :
P (Λt+1 = λ
′ = (λ′1, . . . , λ
′
k)|Λt = λ) =
∑
τ
wτ (λ)1λ′=Fτ (λ).
Une chaˆıne de Markov avec un noyau de cette forme s’appelle un IFS, pour Syste`me
de Fonctions Ite´re´es. Un IFS est une chaˆınes de Markov (Xt : t ≥ 0) de´finie a` valeurs
dans un espace polonais E a` partir d’un ensemble fini de fonctions {fi : 1 ≤ i ≤ N}
de E dans E et de probabilite´s (pa : a ∈ E) sur {1, . . . , N} de tel sorte que, pour
tout t ≥ 0, pour tout a ∈ E, si Xt = a, alors Xt+1 = fi(a) avec probabilite´ pa(i).
Dans le cas de l’IFS Λ, on prouve, par un argument de compacite´, l’existence d’une
loi invariante νk et que le support de cette loi est contenu dans le compact [2, 2k
2]k.
Malheureusement, les lois invariantes des IFS ont e´te´ tre`s peu e´tudie´es et nous savons
ainsi que tre`s peu de choses sur νk.
En re´sume´, nous re´duisons l’e´tude de la loi µk de (I1, . . . , Ik) a` l’e´tude de νk, la
loi invariante d’un IFS (une chaˆıne de Markov simple) sur ]0,∞[k, mais sur laquelle
nous ne savons he´las pas grand chose.
En fait, cette de´marche permet aussi d’avancer sur la compre´hension des lois(
I(n)(t1), . . . , I
(n)(tk)
)
du mouvement brownien ite´re´ n fois. L’ide´e est de partir de
points ale´atoires (T1, . . . , Tk) ayant des e´carts qui suivent des lois exponentielles,
puis de se servir d’un raffinement de la Proposition 14, pour calculer la loi de(
I(n)(T1), . . . , I
(n)(Tk)
)
. A` partir de cette loi, on peut alors calculer, pour toute fonc-
tion f borne´e de Ck dans C, les transforme´es de Laplace de f
(
I(n)(t1), . . . , I
(n)(tk)
)
pour tout t1, . . . , tk ∈ R.
Une partie de nos re´sultats s’e´tend aussi a` d’autres processus que le mouvement
brownien ite´re´. Il est ainsi possible de reprendre les preuves pour de´crire les lois finies-
dimensionnelles du mouvement brownien re´fle´chi (le mouvement brownien re´fle´chi est
la valeur absolue d’un mouvement brownien) ite´re´ n fois ou ad libitum.
Premie`re partie
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1.1 Introduction
We start with some formal definitions. Cellular automata (CA) are dynamical
systems in which space and time are discrete. A CA is a 4-tuple A := (L, Eκ, N, f)
where:
— L is the lattice, the set of cells. It will be Z or Z/nZ in the paper,
— Eκ = {0, 1, . . . , κ} for some κ ≥ 1, is the set of states of the cells,
— N is the neighbourhood function: for x ∈ L, N(x) is a finite sequence of
elements of L, the list of neighbours of x; its cardinality is |N |. Here, N(x) =
(x, x+ 1) when L = Z and N(x) = (x, x+ 1 mod n) when L = Z/nZ.
— f is the local rule. It is a function f : E
|N |
κ → Eκ.
The CA A = (L, Eκ, N, f) defines a global function F : ELκ → ELκ on the set of
configurations indexed by L. For any S0 = (S0(x), x ∈ L), S1 = (S1(x), x ∈ L) :=
F (S0) is defined by
S1(x) = f([S0(y), y ∈ N(x)]), x ∈ L.
In words the states of all the cells are updated simultaneously. The state S1(x) of x
at time 1 depends only on the states S0(x) and S0(x + 1) of its neighbours at time
0. Starting from configuration η ∈ ELκ at time t0, meaning St0 = η, the sequence of
configurations
S := (St = (S(x, t), x ∈ L), t ≥ t0), (1.1)
where St+1 := F (St) for t ≥ t0, forms what we call the space-time diagram of A.
Probabilistic cellular automata (PCA) are generalisations of CA in which the states
(S(x, t), x ∈ L, t ≥ t0) are random variables (r.v.) defined on a common probability
space (Ω,A, P ), each of the r.v. S(x, t) taking a.s. its values in Eκ. Seen as a random
process, S is equipped with the σ-fields generated by the cylinders. In PCA the
local deterministic function f is replaced by a transition matrix T which gives the
distribution of the state of a cells at time t+1 conditionally on those of its neighbours
at time t:
P
(
S(x, t+ 1) = b | [S(y, t), y ∈ N(x)] = [a1, . . . , a|N |]
)
= T(a1,...,a|N|),b. (1.2)
Conditionally on St, the states in (S(x, t+ 1), x ∈ L) are independent.
The transition matrix (TM) is then an array of non negative numbers
T =
(
T(a1,...,a|N|),b
)
((a1,...,a|N|),b)∈E|N|κ ×Eκ
, (1.3)
satisfying
∑
b∈Eκ T(a1,...,a|N|),b = 1 for any (a1, . . . , a|N |) ∈ E
|N |
κ .
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Formally a PCA is a 4-tuple A := (L, Eκ, N, T ). Instead of considering A as a
random function on the set of configurations ELκ , A is considered as an operator on
the set of probability lawsM (ELκ) on the configuration space. If S0 has law µ0 then
the law of S1 will be denoted by Tr(µ0): the meaning of this depends on the lattice
L, but this latter will be clear from the context. The process (St, t ≥ t0) is defined
as a time-indexed MC, the law of St+1 knowing {St′ , t′ ≤ t} is the same as that
knowing St only: conditionally on St = η, the law of St+1 is Tr(δη), where δη is the
Dirac measure at η. A measure µ ∈ M (ELκ) is said to be invariant for the PCA A
if Tr(µ) = µ. We will simply say that µ is invariant by T when no confusion on the
lattice L exists.
The literature on CA, PCA, and asynchronous PCA is huge. We here concentrate
on works related to PCA’s only, and refer to Kari [Kar05] for a survey on CA (see also
Ganguly & al. [GSD+03] and Bagnoli [Bag98]), to Wolfram [Wol94] for asynchronous
PCA and to Liggett [Lig85] for more general interacting particle systems. For various
links with statistical mechanics, see Chopard &. al. [CLM98], Lebowitz & al. [LMS90].
PCA are studied by different communities: in statistical mechanics and probability
theory in relation with particle systems as Ising (Verhagen [Ver76]), hard particles
models (Dhar [Dha82, Dha86]), Gibbs measures ([DP92, DPLR02, TVS+90, Lou02]),
percolation theory, in combinatorics ([Dha82, Dha86, BM98, LBM07, Alb09, Mar12])
where they emerge in relation with directed animals, and in computer science around
the problem of stability of computations in faulty CA (the set of CA form a Turing-
complete model of computations), see e.g. Ga´cs [Ga´01], Toom & al. [TVS+90]. In
a very nice survey Mairesse & Marcovici [MM14a] discuss these different aspects of
PCA (see also the PhD thesis of Marcovici [Mar13]).
Notation . The set of PCA on the lattice L equal to Z (or Z/nZ) and neigh-
bourhood function N(x) = (x, x + 1) (or N(x) = (x, x + 1 mod n)) with set of
states Eκ will be denoted by PCA (L, Eκ). This set is parametrised by the set of TM
{(T(a,b),c, (a, b, c) ∈ E3κ)}. A TM T which satisfies T(a,b),c > 0 for any a, b, c ∈ Eκ is
called a positive rate TM, and a PCA A having this TM will also be called a positive
rate PCA. The subset of PCA (L, Eκ) of PCA with positive rate will be denoted by
PCA (L, Eκ)?. In order to get more compact notation, on which the time evolution is
more clearly represented, we will write Ta,b
c
instead of T(a,b),c.
Given a PCA A := (L, Eκ, N, T ) the first question arising is that of the existence,
uniqueness and description of the invariant distribution(s) and when the invariant
distribution is unique, the question of convergence to this latter. Apart the existence
which is always guarantied (see Toom & al. [TVS+90, Prop.2.5 p.25]), important
difficulties arise here and finally very little is known. In most cases, no description
is known for the (set of) invariant distributions, and the question of ergodicity in
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general is not solved: the weak convergence of Tm(µ) when m → +∞ to a limit
law independent from µ is only partially known for some TM T ’s even when κ = 1,
as discussed in Toom & al. [TVS+90, Part 2, Chapters 3–7], and Ga´cs [Ga´01] for a
negative answer in general. Besides the existence of a unique invariant measure does
not imply ergodicity (see Chassaing & Mairesse [CM11]).
For A in PCA (Z/nZ, Eκ) the situation is different since the state space is finite.
When A ∈ PCA (Z/nZ, Eκ)? the MC (St, t ≥ 0) is aperiodic and irreducible and then
owns a unique invariant distribution which can be computed explicitly for small n,
since µ = Tr(µ) is a linear system.
1.1.1 The structures
We present now the geometric structures that will play a special role in the paper.
The tth (horizontal) line on the space-time diagram is
Ht := {(x, t), x ∈ Z},
and we write Ht(n) := {(x, t), x ∈ Z/nZ} for a line on the space-time diagram in the
cyclic case. The tth horizontal zigzag on the space-time diagram is
HZt :=
{(
bx/2c , t+ 1 + (−1)
x+1
2
)
, x ∈ Z
}
, (1.4)
as represented on Figure 1.1. Define also HZt(n) by taking (bx/2c mod n) instead
Time
H0H0
H1H1
Figure 1.1 – Illustration of HZt, composed with Ht and Ht+1, and HZt(n), composed by
Ht(n) and Ht+1(n) in the case t = 0 .
of bx/2c in (1.4). Since HZt is made by the two lines Ht and Ht+1, a PCA A =
(Z, Eκ, N, T ) on Z can be seen as acting on the configuration distributions on HZt.
A transition from HZt to HZt+1 amounts to a transition from Ht+1 to Ht+2, with
the additional condition that the first line of HZt+1 coincides with the second line
of HZt (the transition probability is 0 if this is not the case) (see also the proof of
Theorem 1.2.1 for more details).
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1.1.2 A notion of Markovianity per structure
We first fix the matrix notation: [Ax,y ]a≤x,y≤b refers to the square matrix with
size (b − a + 1)2; the row index is x, the column one is y. The row vectors (resp.
column vectors) will be written [ vx ]a≤x≤b (resp. t[ vx ]a≤x≤b).
We define here what we call MC on H, H(n), HZ and HZ(n). As usual a MC
indexed by Ht is a random process (S(x, t), x ∈ Z) whose finite dimensional dis-
tribution are characterised by (ρ,M), where ρ is an initial probability distribution
ρ := [ ρa ]a∈Eκ and M := [Ma,b ]0≤a,b≤κ a Markov kernel (MK) as follows:
P (S(i, t) = ai, n1 ≤ i ≤ n2) = ρan1
n2−1∏
i=n1
Mai,ai+1 ,
where ρ may depend on the index n1. Observing what happens far away from the
starting point, one sees that if the law of a (ρ,M)-MC with MK M is invariant
under a PCA A with TM T on the line, then the law of a (ρ′,M)-MC with MK M is
invariant too, for ρ′ an invariant distribution for M . For short, in the sequel we will
simply write M -MC and will specify the initial distribution when needed.
A process St indexed by HZt and taking its values in A is said to be Markovian
if there exists a probability measure ρ := (ρx, x ∈ Eκ) and two MK D and U such
that, for any n ≥ 0, any ai ∈ Eκ, bi ∈ Eκ,
P (S(i, t) = ai, S(i, t+ 1) = bi, 0 ≤ i ≤ n) = ρa0
(
n−1∏
i=0
Dai,biUbi,ai+1
)
Dan,bn (1.5)
in which case ρ is said to be the initial distribution. Again we are interested in shift
invariant processes. We then suppose that ρ is an invariant measure for the MK
DU in the sequel, that is ρ = ρDU . We will call such a process a (ρ,D, U)-HZMC
(horizontal zigzag MC), or for short a (D,U)-HZMC. HZMC correspond to some
Gibbs measures on HZ (see e.g. Georgii [Geo11, Theo. 3.5]).
A process St indexed by Ht(n) and taking its values in Eκ is called a cyclic Markov
chain (CMC) if there exists a MK M such that for all a = (a0, . . . , an−1) ∈ En,
P (S(i, t) = ai, i ∈ Z/nZ) = Z−1n
n−1∏
i=0
Mai,ai+1 mod n (1.6)
where Zn = Trace (M
n). The terminology cyclic MC is borrowed from Albenque [Alb09].
Again, it corresponds to Gibbs distributions on H(n) [Geo11, Theo. 3.5]. For two MK
D and U , a process S indexed by HZt(n) and taking its values in Eκ is said to be a
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(D,U)-cyclic MC (HZCMC) if for any ai ∈ Eκ, bi ∈ Eκ,
P (S(i, t) = ai, S(i, t+ 1) = bi, 0 ≤ i ≤ n− 1) = Z−1n
(
n−1∏
i=0
Dai,biUbi,ai+1 mod n
)
(1.7)
where Zn = Trace ((DU)
n).
We will also call product measure, a measure of the form µ(x1, . . . , xk) =
∏k
i=1 νxi
for any k ≥ 1, (x1, . . . , xk) ∈ Ekκ, for some non negative νx such that
∑
x∈Eκ νx = 1.
1.1.3 References and contributions of the present paper
In the paper our main contribution concerns the case κ > 1. Our aim is to char-
acterize the PCA, or rather the TM, which possesses the law of a MC as invariant
measure. The approach is mainly algebraic. Above we have brought to the reader
attention that (different) PCA with same TM T may be defined on each of the struc-
ture H, H(n), HZ and HZ(n). The transitions T for which they admit a Markovian
invariant distribution depends on the structure. A part of the paper is devoted to
these comparisons, the conclusions being summed up in Figure 1.2, in Section 1.3.
The main contribution of the present paper concerns the full characterisation of
the TM with positive rates for which there exists a Markovian invariant distribution
on, on the one hand, HZ and, on the other hand, HZ(n) (some extensions are provided
in Section 1.2.2). One finds in the literature two main families of contributions in the
same direction. We review them first before presenting our advances.
The first family of results we want to mention is the case κ = 1 for which much
is known.
Case κ = 1. Known results
Here is to the best of our knowledge the exhaustive list of existing results con-
cerning PCA having the law of a MC as invariant measure on H, H(n), HZ or HZ(n)
for κ = 1 and N(x) = (x, x+ 1).
On the line H: The first result we mention is due to Belyaev & al. [BGM69] (see also
Toom & al. [TVS+90, section 16]). A PCA A = (Z, E1, N, T ) ∈ PCA (Z, E1)? (with
positive rate) admits the law of a MC on H as invariant measure if and only if (iff)
any of the two following conditions hold:
(i) T 0,0
0
T 1,1
0
T 1,0
1
T 0,1
1
= T 1,1
1
T 0,0
1
T 0,1
0
T 1,0
0
,
(ii) T 0,1
1
T 1,0
0
= T 1,1
0
T 0,0
1
or T 1,0
1
T 0,1
0
= T 1,1
0
T 0,0
1
.
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In case (ii), the MC is in fact a product measure with marginal (ρ0, ρ1), and
ρ0 =

T 0,0
0
T 1,1
0
−T 0,1
0
T 1,0
0
T 0,0
0
+T 1,1
0
−T 0,1
0
−T 1,0
0
if T 0,0
0
+ T 1,1
0
6= T 0,1
0
+ T 1,0
0
,
T 1,1
0
1+T 1,1
0
−T 0,1
0
if T 0,0
0
+ T 1,1
0
= T 0,1
0
+ T 1,0
0
(the same condition is given in Marcovici & Mairesse, Theorem 3.2 in [MM14b]; see
also this paper for more general condition, for different lattices, and for κ > 1).
In case (i), M satisfies T 0,1
0
T 1,0
0
M1,0M0,1 = T 0,0
0
T 1,1
0
M0,0M1,1 and M0,0T 0,0
1
=
M1,1T 1,1
0
, and can be computed explicitly.
A PCA A = (Z, E1, N, T ) ∈ PCA (Z, E1) (without assuming the positive rate
condition) admits the law of a MC on H as invariant measure iff T 0,0
0
= 1 or T 1,1
1
= 1,
or any of (i) or (ii) holds. This fact as well as that concerning the positive rate con-
dition stated above can be shown using Proposition 1.2.7. This proposition provides
a finite system of algebraic equations that T has to satisfy, and this system can be
solved by computing a Gro¨bner basis, which can be done explicitly using a computer
algebra system like sage or singular.
Without the positive rate condition some pathological cases arise. Consider for
example, the cases (T 1,0
0
, T 0,1
1
) = (1, 1) (case (a)) or (T 0,1
0
, T 1,0
1
) = (1, 1) (case (b))
or (T 0,0
1
, T 1,1
0
) = (1, 1) (case (c)). In these cases some periodicity may occur if one
starts from some special configurations. Let Ci be the constant sequence (indexed
by Z) equals to i, and C0,1 the sequence
(
1+(−1)n+1
2
, n ∈ Z
)
and C1,0, the sequence(
1+(−1)n
2
, n ∈ Z
)
. It is easy to check that in case (a), (δC0,1 + δC1,0)/2 is an invariant
measure, in case (b), pδC0,1 + (1 − p)δC1,0 is invariant for any p ∈ [0, 1], in case (c),
(δC1 + δC0)/2 is invariant. Each of these invariant measures are Markov ones with
some ad hoc initial distribution. Case (a) is given in Chassaing & Mairesse [CM11]
as an example of non ergodic PCA with a unique invariant measure (they add the
conditions T 0,0
1
= T 1,1
1
= 1/2).
On the periodic line HZ(n): (This is borrowed from Proposition 4.6 in Bousquet-
Me´lou [BM98]). Let A = (Z/nZ, E1, N, T ) be a PCA in PCA (Z/nZ, E1)?. In this
case, A seen as acting on HZ(n) admits a unique invariant distribution, and this
distribution is that of a HZMC iff
T 0,0
0
T 1,1
0
T 1,0
1
T 0,1
1
= T 1,1
1
T 0,0
1
T 0,1
0
T 1,0
0
. (1.8)
According to Lemma 4.4 in [BM98], this condition can be extended to PCA for which
T , seen as acting on E
HZ(n)
1 , is irreducible and aperiodic. The general case, that is,
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without assuming the positive rate condition, can be solved using Theorem 1.2.6.
The set of solutions contains all TM solutions to (1.8), TM satisfying T 0,0
0
= 1 or
T 1,1
1
= 1, and some additional cases that depend on the size of the cylinder.
On HZ: Condition (1.8) is necessary and sufficient too (Theorem 1.2.2) for positive
rate automata. This result is also a simple consequence of Toom & al. [TVS+90,
Section 16].
The other family of results are also related to this last zigzag case but are much
more general. This is the object of the following section, valid for κ ≥ 1.
Markovianity on the horizontal zigzag. Known results
Assume that a PCA A = (Z, Eκ, N, T ) seen as acting on HZ admits as invariant
distribution the law of a (D,U)-HZMC. Since HZt is made of Ht and Ht+1, the law of
St+1 knowing St that can be computed using (1.5), relates also directly (D,U) with
T . From (1.5) we check that in the positive rate case
Ta,b
c
=
ρa
ρa
Da,cUc,b
(DU)a,b
=
Da,cUc,b
(DU)a,b
, (1.9)
where ρ is the invariant distribution of the DU -MC (solution to ρ = ρDU). Since
the law of the (D,U)-HZMC is invariant by T , and since the MK of St and St+1 are
respectively DU and UD, we must also have in the positive rate case,
DU = UD. (1.10)
Indeed the law of St and St+1 must be equal since they are both first line of some
horizontal zigzags.
Remark 1.1.1. Notice that when the positive rate condition does not hold, it may
happen that the PCA can be trapped in some subsets of EZκ , and can admit a
Markovian invariant distribution without satisfying (1.9) for some (D,U) and all
(a, b, c).
From Lemma 16.2 in Toom & al. [TVS+90], we can deduce easily the following
proposition:
Proposition 1.1.2. In the positive rate case, the law of (D,U)-HZMC is invariant
under T iff both conditions (1.9) and (1.10) holds.
This Proposition has a counterpart for positive rate PCA defined on more general
lattices as Zd, with more general neighbourhood, where what are considered are the
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cases where a Gibbs measure defined on a pair of two (time) consecutive configu-
rations is invariant. The analogous of (1.9) in this setting connects the transition
matrix with the potential of the Gibbs measure, the role played by DU = UD is
replaced by the quasi-reversibility of the global MC S0, S1, . . . under an invariant
distribution. Reversibility implies that only symmetric Gibbs measure appears (for
a certain notion of symmetry). We send the interested reader to Vasilyev [Vas78],
Toom & al. [TVS+90, section 18], Dai Pra & al. [DPLR02], PhD thesis of Louis
[Lou02] (see also Marcovici [Mar13, section 1.4]) for additional details.
These notions of reversibility and quasi-reversibility when the ambient space is
Z are crucial here, since PCA having this property (for some initial distributions)
correspond to those for which our main Theorems 1.2.1 and 1.2.2 apply. We discuss
this longer in Section 1.2.2.
Content
Some elementary facts about MC often used in the paper are recalled in Sec-
tion 1.2.1. Section 1.2.2 contains Theorem 1.2.2 which gives the full characterisation
of PCA with positive rate (and beyond) having a Markov distribution as invariant
measure on HZ. It is one of the main contributions of the paper. This goes further
than Proposition 1.1.2 (or Theorem 1.2.1) since the condition given in Theorem 1.2.2
is given in terms of the transition matrix only. This condition is reminiscent of the
conditions obtained in mathematical physics to obtain an integrable system, condi-
tions that are in general algebraic relations on the set of parameters. Theorem 1.2.4
extends the results of Theorem 1.2.2 to a class of PCA having some non positive rate
TM.
Section 1.2.3 contains Theorem 1.2.6 which gives the full characterisation of PCA
with positive rate having a Markov distribution as invariant measure on HZ(n).
The rest of Section 1.2 is devoted to the conditions on T under which Markov
distribution are invariant measure on H and H(n). Unfortunately the condition we
found are stated under some (finite) system of equations relating the TM T of a
PCA and the MK of the Markov distributions. Nevertheless this systematic approach
sheds some lights on the structure of the difficulties: they are difficult problems of
algebra! Indeed the case that can be treated completely, for example the case where
the invariant distribution is a product measure and the TM T symmetric (that is
for any a, b, c, Ta,b
c
= T b,a
c
) need some algebra not available in the general case. The
present work leads to the idea that full characterisations of the TM T having Markov
distribution as invariant measure on H and H(n) involve some combinatorics (of the
set {(a, b, c) : Ta,b
c
= 0}) together with some linear algebra considerations as those
appearing in Proposition 1.2.7 and in its proof, and in Section 1.2.4.
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In Section 1.3 we discuss the different conclusions we can draw from the Marko-
vianity of an invariant distribution of a PCA with TM T on one of the structure H,
H(n), HZ and HZ(n), on the other structures (which is summed up in Figure 1.2).
Apart the fact that this property on HZ implies that on H (and HZ(n) implies that
on H(n)) all the other implications are false.
Last, Section 1.4 is devoted to the proof of Theorems 1.2.2, 1.2.4 and 1.2.6.
1.2 Algebraic criteria for Markovianity
1.2.1 Markov chains: classical facts and notation
We now recall two classical results of probability theory for sake of completeness.
Proposition 1.2.1. [Perron-Frobenius] Let A = [ ai,j ]1≤i,j≤n be an n × n matrix
with positive entries and Λ = {λi, 1 ≤ i ≤ n} be the multiset of its eigenvalues.
Set m = max |λi| > 0 the maximum of the modulus of the eigenvalues of A. The
positive real number m is a simple eigenvalue for A called the Perron eigenvalue of
A; all other eigenvalues λ ∈ Λ \ {m} satisfy |λ| < m. The eigenspace associated to
m has dimension 1, and the associated left (resp. right) eigenvectors L = [ `i ]1≤i≤n
(resp. R = t[ ri ]1≤i≤n) can be normalised such that its entries are positive. We have
limk→∞Ak/mk = RL for (L,R) moreover normalised so that LR = 1. We will call
Perron-LE (resp Perron-RE) these vectors L and R. We will call them stochastic
Perron-LE (or RE) when they are normalised to be probability distributions. We will
denote by ME(A) the maximum eigenvalue of the matrix A, and call it the Perron
eigenvalue.
One can extend this theorem to matrices A for which there exists k ≥ 1 such
that all coefficients of Ak are positive. These matrices are called primitive in the
literature.
Proposition 1.2.2. Let P be a MK on Eκ, for some κ ≥ 1 with a unique invariant
measure pi; this invariant measure can be expressed in terms of the coefficients of P
as follows:
piy =
det
(
(Iκ+1 − P ){y}
)∑
x
det
(
(Iκ+1 − P ){x}
)
where P {y} stands for P where the yth column and row are removed and where Iκ+1
is the identity matrix of size κ+ 1.
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1.2.2 Markovianity of an invariant distribution on HZ: complete solution
Here is a slight generalisation of Proposition 1.1.2. It gives a condition for the law
of a (D,U)-HZMC to be invariant by T in terms of the 3-tuple (D,U, T ).
Theorem 1.2.1. Let A := (Z, Eκ, N, T ) be a PCA seen as acting on M
(
EHZκ
)
and
(D,U) a pair of MK such that for any 0 ≤ a, b ≤ κ, (DU)a,b > 0. The law of the
(D,U)-HZMC is invariant by A iff the two following conditions are satisfied:
Cond 1:
if Ta,bc > 0 then Ta,bc =
Da,cUc,b
(DU)a,b
,
if Ta,b
c
= 0 then Ta,b
c
= Da,cUc,b = 0.
Cond 2: DU = UD.
Lemma 16.2 in Toom & al. [TVS+90] asserts that if two MK D and U (with
positive coefficients) satisfy DU = UD, then the DU -HMC is stable by the TM
T defined by Ta,b
c
= Da,cUc,b/(DU)a,b. These authors do not consider HZMC but
only MC. Vasilyev [Vas78] considers a similar question, expressed in terms of Gibbs
measure (see discussion in Section 1.2.2).
Remark 1.2.3. If T is a positive rate TM then if the law of a HZMC with MK M =
DU is invariant by T then Ma,b > 0 for any 0 ≤ a, b ≤ κ since any finite configuration
has a positive probability to occur at time 1 whatever is the configuration at time 0.
If a product measure ρZ is invariant then ρa > 0 for any 0 ≤ a ≤ κ.
Remark 1.2.4. • Under Cond 1, if for some a, b, c we have Ta,b
c
= 0 then either all
the Ta,b′
c
= 0 for b′ ∈ Eκ or all the Ta′,b
c
= 0 for a′ ∈ Eκ.
• Notice that the we do not assume the positive rate condition but something weaker
(DU)a,b > 0; under this condition, the DU -MC admits a unique invariant distribu-
tion.
Without the condition (DU)a,b > 0, for any a, b, some problems arise. Assume
the law of a (D,U)-HZMC is invariant under T but (DU)a,b = 0. Under the invariant
distribution, the event {S(i, t) = a, S(i+ 1, t) = b} does not occur a.s., and then the
transitions
(
Ta,b
c
, c ∈ Eκ
)
do not matter. For this reason, they do not need to satisfy
Cond 1. In other words the condition (DU)a,b > 0 implies that each transition Ta,b
x
will play a role (for some x). Without this condition “pathological cases” for the be-
haviour of PCA are possible as discussed in Section 1.1.3. For example if Ta,a
a
= 1 the
constant process a is invariant. Hence sufficient conditions for Markovianity can be
expressed on only one single value Ta,b
c
and only few values of D and U (if T 1,1
1
= 1,
D1,1 = U1,1 = 1, the additional conditions DU = UD and Da,cUc,b/(DU)a,b = Ta,b
c
for (a, b, c) 6= (1, 1, 1) are not needed). Further, designing necessary and sufficient
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conditions for general PCA is rather intricate since a PCA on Eκ can be trapped
on a subset of EZκ , subset which may depend on the initial configuration. Stating a
necessary and sufficient condition for a PCA to possess the law of a MC as invari-
ant distribution, is equivalent to stating a necessary and sufficient condition for the
existence of “one trap” with this property. When κ grows, the combinatorics of the
set of traps becomes more and more involved.
Proof of Theorem 1.2.1. Assume first that S0 is a (D,U)-HZMC, whose distribution
is invariant by A. Using the argument developed in Section 1.1.3 we check that
Ta,b
c
=
Da,cUc,b
(DU)a,b
(again when (DU)a,b > 0, the invariant law of the DU -MC has full
support) and that DU = UD.
Assume now that Cond 1 and Cond 2 hold for D and U (with (DU)a,b > 0, for
any a, b). Let us show that the law of the (D,U)-HZMC is invariant by A. For this
start from the (D,U)-HZMC on HZ0, meaning that for any ai, bi ∈ Eκ,
P (S(i, 0) = ai, i = 0, . . . , n+ 1, S(i, 1) = bi, i = 0, . . . , n) = ρa0
n∏
i=0
Dai,biUbi,ai+1 ,
and let us compute the induced distribution on HZ1. Assume that the configuration
on HZ1 is obtained by a transition of the automata from HZ0
P
(
S(i, 1) = bi, i = 0, . . . , n,
S(i, 2) = ci, i = 0, . . . , n− 1
)
=
∑
(ai,0≤i≤n+1)
ρa0
(
n∏
i=0
Dai,biUbi,ai+1
)(
n−1∏
i=0
T bi,bi+1
ci
)
=
(∑
a0
ρa0Da0,b0
)(
n−1∏
i=0
∑
x
(Ubi,xDx,bi+1)
)(∑
x
Ubn,x
)
n−1∏
i=0
(
Dbi,ciUci,bi+1
(DU)bi,bi+1
)
The first parenthesis equals ρb0 , the second
n−1∏
i=0
(UD)bi,bi+1 , the third 1, and the
denominator of the fourth simplify when multiplied by the second since DU = UD.
This gives the desired result.
We now define some quantities needed to state Theorem 1.2.2.
Let ν := ν[T ] be the stochastic Perron-LE of the stochastic matrix
Y := Y [T ] =
[
T i,i
j
]
0≤i,j≤κ
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and γ := γ[T ] be the stochastic Perron-LE of the matrix
X := X[T ] =
[
Ta,a
0
νa
Ta,d
0
]
0≤d,a≤κ
associated with λ := λ[T ] > 0 the Perron-eigenvalue of X (this matrix is defined in
the positive rate case). Then (γi, 0 ≤ i ≤ κ) is solution to:∑
d
γd
Ta,d
0
= λ
γa
Ta,a
0
νa
. (1.11)
By Proposition 1.2.2, ν and γ can be computed in terms of T (but difficulties can of
course arise for effective computation starting from that of λ). Define further for any
η = (ηa, 0 ≤ a ≤ κ) ∈M? (Eκ) (law on Eκ with full support), the MK Dη and Uη:
Dηa,c =
∑
`
η`
Ta,`
0
Ta,`
c∑
b′
ηb′
Ta,b′
0
, Uηc,b =
ηb
T 0,b
0
T 0,b
c∑
b′
ηb′
T 0,b′
0
T 0,b′
c
, for 0 ≤ a, b, c ≤ κ. (1.12)
The indices are chosen to make easier some computations in the paper. In absence
of specification the sums are taken on Eκ.
Theorem 1.2.2. Let A := (Z, Eκ, N, T ) ∈ PCA (Z, Eκ)? be a positive rate PCA
seen as acting on M (EHZκ ). The PCA A admits the law of a HZMC as invariant
distribution on HZ iff T satisfies the two following conditions:
Cond 3: for any 0 ≤ a, b, c ≤ κ, Ta,b
c
=
T 0,0
0
Ta,b
0
Ta,0
c
T 0,b
c
Ta,0
0
T 0,b
0
T 0,0
c
,
Cond 4: the equality DγUγ = UγDγ holds (for γ defined in (1.11), and Dγ and
Uγ defined in (1.12)).
In this case the (Dγ, Uγ)-HZMC is invariant under A and the common invariant
distribution for the MC with MK Dγ, Uγ, DγUγ or UγDγ is ρ = [ γiµi ]0≤i≤κ where
µ = t[µi ]0≤i≤κ is the Perron-RE of X normalised so that ρ is a probability distribu-
tion.
When κ = 1 (the two-colour case), when Cond 3 holds, then so does Cond 4, and
then the only condition is Cond 3 (which is equivalent to (1.8)).
Even if Cond 4 seems much similar to Cond 2, it is not! In Theorem 1.2.1 the
question concerns the existence or not of a pair (D,U) satisfying some conditions.
In Theorem 1.2.2 the only possible pair (D,U) is identified, it is (Dγ, Uγ), and the
question reduces to know if the equality DγUγ = UγDγ holds or not.
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The proof of this theorem is postponed to Section 1.4, as well as the fact that
for κ = 1, Cond 4 disappears whilst this fact is far to be clear at the first glance.
An important ingredient in the proof is Lemma 1.4.1 which says that for a given T ,
Cond 3 is equivalent to the existence of a pair of MK (D,U) such that Cond 1
holds.
By (1.11), Cond 4 can be rewritten
∑
c
T c,c
0
νc
T 0,c
0
T 0,c
a(∑
b′
γb′
T 0,b′
0
T 0,b′
a
) (∑
d
γd
T c,d
0
T c,d
b
)
=
Ta,a
0
νa
γa
γb
Ta,b
0
, for any 0 ≤ a, b ≤ κ. (1.13)
Remark 1.2.5. Condition Cond 3 is bit asymmetric. In Lemma 1.4.1 we will show
that this condition is equivalent in the positive rate case to the following symmetric
condition:
Cond 5: for any 0 ≤ a, a′, b, b′, c, c′,≤ κ,
Ta′,b′
c′
Ta,b′
c
Ta,b
c′
Ta′,b
c
= Ta,b
c
Ta,b′
c′
Ta′,b′
c
Ta′,b
c′
.
The following Section, whose title is explicit, discuss some links between our
results and the literature.
Reversibility, quasi-reversibility and Theorems 1.2.1 and 1.2.2
Here is a simple corollary of Theorem 1.2.1.
Corollary 1.2.3. Let A be a positive rate PCA with TM T and (D,U) a pair of
MK. If (D,U, T ) satisfies Cond 1 and Cond 2, then so does (U,D, T ′), for T ′a,b
c
=
Ua,cDc,b
(UD)a,b
. As a consequence both T and T ′ let invariant the law ν of the MC with
Markov kernel M = DU = UD (under its stationary distribution).
As we have explained at the beginning of the paper, a PCA A with TM T allows
one to define a MC (St[T ], t ≥ 0) on the set of global configurations (we write now
St[T ] instead of St). Under the hypothesis of Corollary 1.2.3, we see that for any
finite n, the time reversal (Sn−t[T ], 0 ≤ t ≤ n) of the MC (St[T ], 0 ≤ t ≤ n) starting
from S0[T ] ∼ ν (as defined in Corollary 1.2.3), is a MC whose kernel is that of the
PCA with TM T ′, whose initial law is also ν.
Let µ be a distribution on EZκ . The MC (St[T ], t ≥ 0) with initial distribution
µ is reversible if the equality (S0[T ], S1[T ])
d
= (S1[T ], S0[T ]) holds. It is said to be
quasi-reversible (see e.g. Vasilyev [Vas78]) if the two following properties hold:
(a) S1[T ] ∼ µ,
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(b) there exists a certain PCAA′ with TM T ′ for which the distribution L(S0[T ] | S1[T ])
(time reversal) coincides with L(S1[T ′] | S0[T ′]) (usual time).
Clearly, reversibility implies quasi-reversibility. Moreover, the present notion of
reversibility is the same as the usual one for MC. Quasi-reversibility implies that the
time reversal of the MC (St[T ], 0 ≤ t ≤ n) (for some finite n) where S0[T ] ∼ µ, is a
MC whose kernel is that of a PCA A′ with some TM T ′. It is then more restrictive
that the only fact that the time-reversal of St[T ] is a MC.
Theorem 3.1 in Vasilyev [Vas78] holds for PCA built on more general graphs and
neighborhoods. He states that quasi-reversibility for the MC (St[T ], t ≥ 0) with initial
distribution µ is equivalent to the fact that the distribution of (S0[T ], S1[T ]) is a Gibbs
measure on a graph Γ¯ built using two copies of the graph Γ on which is defined the
PCA. For PCA build on Z, the corresponding graph Γ¯ is simply HZ. Vasilyev [Vas78,
Cor. 3.2 and Cor.3.7] characterizes the positive rate TM T that induces a reversible
MC (under some invariant distribution), and those quasi-reversible for general Γ¯. For
the cases studied in the present paper (line case, neighborhood of size 2), a change
of variables allows one to check that these cases correspond exactly to the set of T
which satisfy the two conditions of Theorem 1.2.1.
Hence, by Corollary 1.2.3, we can deduce that when (D,U, T ) satisfies Theo-
rem 1.2.1, then the MC (St[T ], t ≥ 0) with initial distribution ν is quasi-reversible.
By Corollary 3.7 in [Vas78], one sees that every quasi-reversible MC (St[T ], t ≥ 0)
with initial distribution µ satisfies the hypothesis of Theorem 1.2.1 for some (D,U, T ).
Hence, the invariant distribution ν is the law of a MC on the line (deduction already
made in Vasilyev [Vas78]). In fact, Vasilyev [Vas78] expresses his results in terms of
Gibbs measures on HZ instead of HZMC, but with some changes of variables, one
can pass from the first one to the other (see also Georgii [Geo11, Theo. 3.5] for more
details on the correspondence between Gibbs measure on a line and MC).
The reversible cases treated in Corollary 3.2 in [Vas78] correspond to the cases
where (D,U, T ) satisfies Theorem 1.2.1, and D = U . From what is said above,
Theorem 1.2.2 applies then to the quasi-reversible case exactly.
Relaxation of the positive rate condition
We will not consider all PCA that admit some Markov invariant distribution on
HZ here, but only those for which the invariant distribution is the law of a HZMC of
MK (D,U) satisfying, for any a, b ∈ Eκ, (DU)a,b > 0 (this is one of the hypothesis of
Theorem 1.2.1). We will assume that for i = 0, for any a, b, c, Ta,b
i
> 0 and T i,i
c
> 0
(one can always relabel the elements of Eκ if the condition holds for a i 6= 0 instead).
Cond 6: for any a, b, c,∈ Eκ, Ta,b
0
> 0, T 0,0
c
> 0.
Under Cond 6, Cond 3 is well defined. For any pair (a, b), since
∑
c Ta,b
c
= 1,
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there is a c such that Ta,b
c
> 0; hence Cond 3 implies that Ta,b
0
> 0 for any a, b. It
follows that Uγc,b and D
γ
a,c as defined in (1.12) are still well defined and (D
γUγ)a,b > 0
for all a, b. We have the following result
Theorem 1.2.4. Theorem 1.2.2 holds if instead of considering A := (Z, Eκ, N, T ) in
PCA (Z, Eκ)?, T satisfies Cond 6 instead, with the slight modification that Uγc,b = 0
when
{
Ta,b
c
, a ∈ Eκ
}
= {0}.
The proof is postponed to the end of Section 1.4. It is similar to that of Theo-
rem 1.2.2.
1.2.3 Markovianity of an invariant distribution on HZ(n): complete so-
lution
In the cyclic zigzag, we have
Theorem 1.2.5. Let A := (Z/nZ, Eκ, N, T ) be a PCA seen as acting onM
(
E
HZ(n)
κ
)
for some n ≥ 1 and (D,U) a pair of MK such that for any 0 ≤ a, b ≤ κ, (DU)a,b > 0.
The law of a (D,U)-HZCMC on HZ(n) is invariant by A iff Cond 1 holds and
Cond 7: Diagonal((DU)k) = Diagonal((UD)k) for all 1 ≤ k ≤ min(κ+ 1, n).
Notice that Cond 7 is equivalent to the fact that for all j ≤ |Eκ|, for all
a0, . . . , aj−1 ∈ Eκ,
j−1∏
i=0
(DU)ai,ai+1 mod j =
j−1∏
i=0
(UD)ai,ai+1 mod j .
It does not imply DU = UD (but the converse holds).
Proof. Suppose that the law of the (D,U)-HZCMC on HZ(n) is invariant by T . The
reason why Cond 1 holds is almost the same as in Section 1.1.3:
P (S(0, 1) = c|S(0, 0) = a, S(1, 0) = b) = Da,cUc,b((DU)
n−1)b,a
(DU)a,b((DU)n−1)b,a
=
Da,cUc,b
(DU)a,b
.
If S is a (D,U)-HZCMC on HZ(n) then S|H0(n) and S|H1(n) are respectively DU and
UD CMC on Z/nZ. Moreover the laws of S|H0(n) and S|H1(n) must be equal since
they are respectively first line of HZ0 and HZ1. Now take a pattern w = (w1, . . . , w`)
in E`κ, for some ` ≤ |Eκ|, and consider the word W obtained by j concatenations of
w. The probability that S|H0(j`) and S|H1(j`) take value W , are both equal to(∏`−1
i=0 (DU)wi,wi+1 mod `
)j
Trace ((UD)`j)
=
(∏`−1
i=0 (UD)wi,wi+1 mod `
)j
Trace ((UD)`j)
,
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where the denominators are equal. Therefore, we deduce Cond 7.
Assume that Cond 1 and Cond 7 hold true for D and U some MK. Assume that
S is a (D,U)-HZCMC on HZ0. Again S|H0(n) and S|H1(n) are respectively DU and
UD-CMC on Z/nZ. By Cond 1 one sees that S|H1(n) is obtained from S|H0(n) by
the PCA A. Let us see why Cond 7 implies that S|H0(n) and S|H1(n) have the same
law: we have to prove that any word W = (w0, . . . , wn−1) occurs equally likely for
S|H0(n) or S|H1(n), when Cond 7 says that it is the case only when n ≤ |Eκ|. We will
establish that
n−1∏
i=0
(UD)wi,wi+1 mod n =
n−1∏
i=0
(DU)wi,wi+1 mod n .
For any letter a ∈ Eκ which occurs at successive positions ja1 , . . . , jaka for some ka in
W let dan(j
a
i , j
a
i+1) be the distance between these indices in Z/nZ that is min(jai+1 −
jai , n− jai+1 + jai ). Since |Eκ| < +∞ is bounded, there exists a and indices jai and jai+1
for which dn(j
a
i , j
a
i+1) ≤ |Eκ| (by the so called pigeonhole principle); to show that W
occurs equally likely in S|H1(n) and in S|H0(n) it suffices to establish that W ′ obtained
by removing the cyclic-pattern W ′ = wjai +1, . . . , wjai+1 from W occurs equally likely
in S|H1(n−(jai+1−jai )) and S|H0(n)−(jai+1−jai ) (since the contribution to the weight of the
cyclic-pattern W ′ is
∏jai+1−1
`=jai
(DU)w′`,w′`+1 =
∏jai+1−1
`=jai
(UD)w′`,w′`+1 in both S|H1(n) and
S|H0(n)). This ends the proof by induction.
Recall the definitions of Uη, Dη, γ given before Theorem 1.2.2.
Theorem 1.2.6. Let A := (Z/nZ, Eκ, N, T ) be a positive rate PCA seen as acting
on M
(
E
HZ(n)
κ
)
. A admits the law of a HZCMC as invariant distribution on HZ(n)
iff Cond 3 holds and if
Cond 8: Diagonal((DγUγ)k) = Diagonal((UγDγ)k) for all 1 ≤ k ≤ κ+ 1.
In this case the (Dγ, Uγ)-HZCMC is invariant under A. When κ = 1 (the two-
colour case), when Cond 3 holds then so does Cond 8, and then the only condition
is Cond 3.
Again, one can state a version of this Theorem without the positive rate condition
with Cond 6 instead (the analogous of Theorem 1.2.4 in the cyclic case). The proof
in this case is the same as that of Theorem 1.2.4.
1.2.4 Markov invariant distribution on the line
In this section, we discuss some necessary and sufficient conditions on (M,T ) for
the law of the M -MC to be invariant under T on H and H(n).
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Markovian invariant distribution on H or H(n)
Let T be a TM for a PCA A in PCA (L, Eκ). Let M be a MK on Eκ, and
ρ =
[
ρi
]
0≤i≤κ an element of M? (Eκ). Consider the matrices (QMx , x ∈ Eκ) defined
by
QMx =
[√
ρi√
ρj
Mi,jT i,j
x
]
0≤i,j≤κ
,
and set ρ1/2 :=
[√
ρi
]
0≤i≤κ (we should write Q
M
x (ρ, T ) instead, but ρ and T will be
implicit).
Lemme 1.2.6. Let T be a TM for a PCA A in PCA (L, Eκ) (with positive rate or
not).
(i) The law of the (ρ,M)-MC is invariant by T on H iff for any m > 0, any
x1, . . . , xm ∈ Eκ,
ρx1
m−1∏
j=1
Mxj ,xj+1 = ρ
1/2
(
m∏
j=1
QMxj
)
tρ1/2. (1.14)
(ii) The law of the M-CMC is invariant by T on H(n) iff for any x1, . . . , xn ∈ Eκ,
n∏
j=1
Mxj ,xj+1 mod n = Trace
(
n∏
j=1
QMxj
)
. (1.15)
Proof. Just expand the right hand side.
In the rest of this section, (i) and (ii) will always refer to the corresponding item
in Lemma 1.2.6. We were not able to fully describe the set of solutions (M,T ) to (i)
and (ii). Nevertheless, in the rest of this section we discuss various necessary and
sufficient conditions on (M,T ). We hope that the following results will shed some
light on the algebraic difficulties that arise here.
Proposition 1.2.7. [I.I. Piatetski-Shapiro] Lemma 1.2.6 still holds if in (i) the
conditions (1.14) holds only for all m ≤ κ+ 2.
Proof. We borrow the argument from Toom & al. [TVS+90, Theorem 16.3]. First,
note that Formula (1.14) can be rewritten(
ρ1/2
ρx1
QMx1 −
Mx1,x2
ρx2
ρ1/2
)(
QMx2Q
M
x3
...QMxm
)
tρ1/2 = 0. (1.16)
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We want to prove that if (1.16) holds for all m ≤ κ+ 2 (and all (xi)′s) then it holds
also for any m > κ+ 2. The argument relies on the dimension of a certain associated
vector space. Consider Pd the set of monomials P (QM0 , . . . , QMκ ) with degree at most
d, that is an ordered product with at most d terms (with possible repetitions) of
some QMi ’s.
If (1.16) holds for any m ≤ κ+ 2 and some fixed x1, x2, then the row vector
v =
ρ1/2
ρx1
QMx1 −
Mx1,x2
ρx2
ρ1/2 (1.17)
has the following property: for any d ≤ κ+ 1 and P ∈ Pd, we have
vP (QM0 , . . . , Q
M
κ )
tρ1/2 = 0.
This property can be rephrased as follows: all the vectors in the set
S = {vP (QM0 , . . . , QMκ ), P ∈ Pd}
are orthogonal to tρ1/2, or equivalently, Vect(S) is orthogonal to tρ1/2.
Take now any vector c, and consider the vector spaces L1(c) = Vect(c) and for
any m ≥ 1,
Lm+1(c) = Vect(Lm(c), {xQMy , x ∈ Lm(c), 0 ≤ y ≤ κ}).
The sequence Lm(c) is strictly increasing till it becomes constant, because its dimen-
sion is bounded by that of the ambient space κ + 1. For this reason, it reaches its
final size for some m ≤ κ + 1. Hence, if the vector space Lκ+1(c) is orthogonal to
tρ1/2, then so does the Lm(c) for m > κ+ 1.
To end the proof, it remains to note that the polynomial which appears in (1.16) has
degree m− 1.
Since the asymptotics of Trace (An) or ρ1/2An tρ1/2 are driven by the largest
eigenvalues of A (under mild conditions on (ρ1/2, A)), we have the following statement
which can be used as some necessary conditions on the system (M,T ).
Proposition 1.2.8. (a) Assume that (M,T ) is solution to (i) with T a positive rate
TM, then for any ` ≥ 1, any x1, . . . , x` we have
∏`
i=1 Mxi,xi+1 mod ` = ME(
∏`
j=1Q
M
xj
)
(recall that ME(A) is the maximum eigenvalue of the matrix A).
(b) Let ` ≥ 1 be fixed. Assume that (M,T ) is solution to (ii) for at least κ + 1
(this is |Eκ|) different positive integers n of the form n = k`. In this case, for
any x1, . . . , x`, ME(
∏`
j=1 Q
M
xj
) =
∏`
i=1Mxi,xi+1 mod `. Moreover, all the matrices∏`
j=1Q
M
xj
have rank 1.
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Remark 1.2.9. In Proposition 1.2.8, we can replace the positive rate condition by a
weaker one: we only need the primitivity of the matrices
∏`
j=1Q
M
xj
for any `, x1, . . . , x`.
But this condition is a bit difficult to handle since it does not follow the primitivity
of the family of matrices QMx .
Proof. We give a proof in the case ` = 1 and for case (i) and (ii) for sake of sim-
plicity, but exactly the same argument applies for larger ` (by repeating the pattern
(x1, . . . , x`) instead of x alone). Following Remark 1.2.3, the positive rate condition
on T implies that if the law of MC with MK M is invariant by T , then the matrices
QMx1 . . . Q
M
x`
have positive coefficients.
(a) Let m ≥ 1. Taking x1 = · · · = xm = x in Lemma 1.2.6, we get
ρxM
m−1
x,x = ρ
1/2
(
QMx
)m tρ1/2.
By Perron-Frobenius we obtain for RQMx and LQMx the Perron-RE and LE of Q
M
x
normalised so that LQMx RQMx = 1,
ρxM
m−1
x,x ∼
m→∞
ME(QMx )
m
(
ρ1/2RQMx LQMx
tρ1/2
)
.
Hence, necessarily, ME(QMx ) = Mx,x.
(b) Let x be fixed. Assume that (ii) holds for κ + 1 different integers n = ni for
i = 0, . . . , κ. For all n ∈ {n0, . . . , nκ}, Mnx,x = Trace
((
QMx
)n)
=
∑
i λ
n
i where
(λi, 0 ≤ i ≤ κ) are the eigenvalues of QMx from what we deduce that all the
eigenvalues of QMx equals 0, but 1 which is Mx,x. 
One can design various sufficient conditions for T to satisfy (i), (ii). For example,
for the case (i) following the proof of Proposition 1.2.7, it suffices that for any x1, x2,
ρ1/2
ρx1
QMx1 =
Mx1,x2
ρx2
ρ1/2 for the law of the M -MC to be invariant under T .
I.i.d. case
If we search to determine the TM T for which there exists an invariant product
measure (instead of more general MC), the content of Section 1.2.4 still applies since
product measures are MC whose MK satisfies, for any (a, b) ∈ E2κ, Ma,b = ρb. In this
case
QMx = Q
ρ
x =
[√
ρi T i,j
x
√
ρj
]
0≤i,j≤κ
.
The iid case is also interesting, as has been shown by Mairesse & Marcovici [MM14b].
We can design some additional sufficient conditions for the product measure ρZ to
be invariant under T . For example if
ρ1/2
ρx
Qρx = ρ
1/2, for any x ∈ Eκ (1.18)
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(see also Mairesse & Marcovici [MM14b, Theorem 5.6]), or if for any words W1 and
W2, and any 0 ≤ x, y ≤ κ, QρW1(QρxQρy − QρyQρx)QρW2 = 0 then ρZ is invariant under
T . Necessary and sufficient conditions on T seem out of reach for the moment.
Symmetric transition matrices and i.i.d. invariant measure
We say that a TM T is symmetric if for any a, b, c ≤ κ, Ta,b
c
= T b,a
c
. Let T be a
symmetric transition matrix of a PCA A in PCA (L, Eκ)? with positive rate and let
ρ ∈M? (Eκ) be a distribution on Eκ with full support. A distribution µ inM
(
EZκ
)
is
said to be symmetric if µ(x1, . . . , xn) = µ(xn, . . . , x1) for any n ≥ 1, 0 ≤ x1, . . . , xn ≤
κ. We start by two simple observations valid for PCA with a symmetric TM:
• by a compacity argument (easily adapted from Prop. 2.5 p.25 in [TVS+90]), there
exists a symmetric distribution µ in M (EZκ) invariant by T .
• for any x the matrix Qρx is symmetric and then Hermitian. Hermitian matrices
possess some important properties, which help to go further:
(a) r is a right eigenvector for an Hermitian matrix A associated with the eigenvalue
λ (that is rA = λA) iff tr is a right eigenvector of A associated with λ (that is
Atr = λtr).
(b) If A and B are two Hermitian matrices then ME(A + B) ≤ ME(A) + ME(B).
The equality holds only if the (left, and then right by (a)) eigenspaces of the
matrices A and B associated with the respective eigenvalues ME(A) and ME(B)
are equal.
Proposition 1.2.10. Let T be a symmetric TM with positive rate.
(a) ρZ is invariant by T on H iff (1.18) holds.
(b) ρZ(n) is invariant by T on H(n) for at least κ+ 1 different positive integers n iff
for any i, j, x ∈ Eκ, T i,j
x
= ρx.
The positive rate condition allows one to use Perron-Frobenius theorem on the
matrices (Qρx, x ∈ Eκ) in the case where the Perron-eigenspaces have dimension 1.
The proposition still holds if we replace the positive rate condition by a weaker one
for example the primitivity of the matrices (Qρx, x ∈ Eκ).
Proof. (a) Assume first that ρZ is invariant by T on H. Then, we have, for any n ≥ 1,
the equality ρ1/2 (Qρx)
n tρ1/2 = ρnx. By Frobenius, we deduce that ME(Q
ρ
x) = ρx.
Hence, ME(
∑
xQ
ρ
x) =
∑
xME(Q
ρ
x) = 1 (by the properties of Hermitian matrices
recalled above), all the matrices Qρx and
∑
xQ
ρ
x have same Perron-LE and RE that
are ρ1/2 and tρ1/2.
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Reciprocally, assume that for all x ∈ Eκ, the Perron eigenvalue of Qρx is ρx and
ρ1/2 and tρ1/2 are Perron-LE and RE of Qρx. Then for any m for any x1, . . . , xm ∈ Eκ,
ρ1/2
(
m∏
j=1
Qρxj
)
tρ1/2 = ρx1ρ
1/2
(
m∏
j=2
Qρxj
)
tρ1/2 = · · · =
m∏
j=1
ρxjρ
1/2 tρ1/2 =
m∏
j=1
ρxj
which means that ρZ is invariant by T .
Proof of (b). By the same argument as in (a), Qρx and
∑
xQ
ρ
x have ρ
1/2 and tρ1/2 for
Perron-LE and RE. Moreover since the rank of Qρx is 1 (see Proposition 1.2.8),
Qρx = ME(Q
ρ
x)RQρxLQρx = ρx
tρ1/2ρ1/2 =
[
tρ
1/2
i ρxρ
1/2
j
]
i,j
.
But, (Qρx)i,j =
tρ
1/2
i T i,j
x
ρ
1/2
j . Then, for all x, i, j, T i,j
x
= ρx. (The converse is trivial) 
1.3 Markov invariant distribution on H vs H(n) vs HZ vs
HZ(n)
Consider a TM T seen as acting on H, H(n), HZ and HZ(n). In this section we
discuss the different conclusions we can draw from the Markovianity of the invariant
distribution under T on one of these structures. Before going into the details, we
think that it is interesting to note that any Markov measure on H is the invariant
measure for a PCA (as stated Prop. 16.1 in [TVS+90]).
Figure 1.2 gathers most of the results obtained in this section.
Markov M invariant on H(n) Markov (D,U) invariant on HZ(n)
Markov M invariant on H
Markov (D,U) invariant on HZ
Markov 2 (D,U) invariant on HZ
For i.m n
For i.m n
M = DU
M = DU
Figure 1.2 – Relations between the existence of Markovian invariant distribution on the
different structures. “i.m.” means “infinitely many”
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From H(n) to H. The following Proposition is already known (see Albenque [Alb09]
and a “formal” version is also used in Bousquet-Me´lou [BM98]).
Proposition 1.3.1. If a PCA A := (Z/nZ, Eκ, N, T ) admits the law of a CMC with
an irreducible MK M on H(n) as an invariant distribution for infinitely many n then
the PCA A := (Z, Eκ, N, T ) admits the law of the M-MC as an invariant distribution
on H.
Proof. Several proofs are possible. We adapt slightly the argument of Theorem 3
in [Alb09]. The idea is to prove that the law of a M -CMC on H(n) converges to a
M -MC on the line (limit taken in the set O, the set of integers n for which the law of
the M -MC is invariant by T on H(n)). Proceed as follows. Choose some k ≥ 1. For
n ≥ k in O, the probability of any pattern b1, . . . , bk in Eκ (in successive positions)
is for this distribution(
k−1∏
i=1
Mbi,bi+1
)
(Mn−k)bk,b1 =
∑
(a1,...,ak+1)∈Ek+1κ
(
k∏
i=1
Mai,ai+1Tai,ai+1
bi
)
(Mn−k−1)ak+1,a1 .
(1.19)
Since M is an irreducible and aperiodic MK, by Perron-Frobenius theorem, Mn →
M∞ where M∞ is the matrix whose rows equal the stochastic LE ρ of M . Therefore
(Mn−k)bk,b1 → ρb1 and the limit distribution for H(n) exists and satisfies
P (Si = bi, i = 1, . . . , k) = ρb1
k−1∏
i=1
Mbi,bi+1
and satisfies, taking the limit in (1.19),
ρb1
k−1∏
i=1
Mbi,bi+1 =
∑
(a1,...,ak+1)∈Ek+1κ
ρa1
(
k∏
i=1
Mai,ai+1Tai,ai+1
bi
)
. (1.20)
From H to HZ.
Proposition 1.3.2. If the law of a M-MC is an invariant distribution for a PCA
A := (Z, Eκ, N, T ) on the line, then seen as acting on the set of measures indexed by
HZ, A admits the law of a HZMC with memory 2 as invariant distribution.
Proof. Take Da,c =
∑
iMa,iTa,i
c
and Ua,c,b =
Ma,bTa,b
c∑
iMa,iTa,i
c
or 0 if the denominator is
0 (in which case the numerator is 0 too). These kernels have to be understood as
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follows:
P (S(0, 1) = c|S(0, 0) = a) = Da,c
P (S(1, 0) = b | S(0, 0) = a, S(0, 1) = c) = Ua,c,b,
and they satisfy
Da,cUa,c,b = Ma,bTa,b
c
. (1.21)
Roughly the Markov 2 property along the zigzag is Markov 1 along a D steps and
Markov 2 along a U step. Now if the law of a M -MC is invariant on H, then for ρ
stochastic LE of M , we have by (1.21)
P (S(i, 0) = ai, i = 0, . . . , n+ 1, S(i, 1) = bi, i ∈ 0, . . . , n) = ρa0
n∏
i=0
Mai,ai+1Tai,ai+1
bi
= ρa0
n∏
i=0
Dai,biUai,bi,ai+1
which is indeed the representation of a Markov 2 process with MK (D,U) on HZ. 
Remark 1.3.3. In the previous proof we saw that if M is Markov on H, then it is
Markov 2 on HZ with memory 1 on a down step, and 2 on a up step. What it
is true too, is that to this kind of process one can associate a Markov 1 process
with MK M ′ on H with values in E2κ (as illustrated on Figure 1.3) by “putting
together” the state St(i) and St+1(i). The associated PCA is A
′ = (Z, E2κ, N, T ′)
a1
b1
a2
b2a3
b3
Figure 1.3 – From PCA with Markov 2 invariant distribution to PCA with Markov 1.
with T ′(a1,b1),(a2,b2)
(a3,b3)
= 1b1=a3T b1,b2
b3
and the MK is
M ′(a1,b1),(a2,b2) = Ua1,b1,a2Da2,b2 .
Nevertheless the PCA A′ has a lot of transitions equal to 0 which makes that our
criterion for Markovianity fails.
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From HZ(n) to H(n) and from HZ to H. We have already said that the re-
strictions of a HZMC on HZt (resp. a HZCMC on HZt(n)) on the lines on Ht and
Ht+1 (resp. Ht(n) and Ht+1(n)) were MC (resp. CMC). As a consequence, if a PCA
A := (L, Eκ, N, T ) seen as acting onM
(
EHZκ
)
(resp.M
(
E
HZ(n)
κ
)
) admits the law of
a HZMC (resp. HZCMC) as invariant distribution, then seen as acting on M (EHκ )
(resp.M
(
E
H(n)
κ
)
), it admits the law of a MC (resp. CMC) as invariant distribution.
Remark 1.3.4. • The converse is not true. Indeed as seen in Section 1.1.3 if T 1,1
0
T 0,0
1
=
T 1,0
0
T 0,1
1
or T 1,1
0
T 0,0
1
= T 0,1
0
T 1,0
1
, a product measure is invariant on H but one can check
that in these cases the stationary distribution on HZ is not a HZMC.
From HZ to HZ(n).
Proposition 1.3.5. Let A := (Z, Eκ, N, T ) be a PCA. If the law of the (D,U)-HZMC
on HZ is invariant by A then the law of the (D,U)-HZMC on HZ(n) is invariant by
A.
Proof. Just compare the hypothesis of Theorems 1.2.1 and 1.2.5.
From H to H(n). In the case κ = 1, there exists some PCA that have a product
measure invariant on H that are not Markov on H(n). To be invariant on H(n) for
infinitely many n implies that the matrices (Qρx, x ∈ {0, 1}) have rank 1 (Proposi-
tion 1.2.8 (b)). In Section 1.1.3 we have seen that, when T 1,0
1
T 0,1
0
= T 1,1
0
T 0,0
1
, a product
measure was invariant on H. The computation in this case (in the positive rate case)
gives ρ0 =
(
1−T 1,1
1
T 1,0
1
+T 0,1
0
)
; and with this value one checks that neither Qρ0 nor Q
ρ
1 have
rank 1. This does not prove the non existence of a product measure depending on n,
invariant by the PCA acting on H(n).
1.4 Proofs of Theorems 1.2.2, 1.2.6 and 1.2.4
We prove Theorem 1.2.4 at the end of the section.
To prove Theorem 1.2.2 and 1.2.6 we will use the characterisation given by The-
orem 1.2.1 (the proof of Theorem 1.2.6 is similar, see Remark 1.4.3). First we will
show the crucial following Lemma, a cornerstone of the paper.
Lemme 1.4.1. Let T be a positive rate TM. The two conditions Cond 5 and Cond 3
are equivalent. They are also equivalent to the existence of a pair of MK (D,U)
satisfying Cond 1.
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Proof. • Assume first that there exists (D,U) satisfying Cond 1, and let us see that
Cond 5 is satisfied: substitute T i,j
k
by their expression in terms of (D,U) as specified
in Cond 1 in the equation defining Cond 5 , and check that both sides are equal.
• Proof of Cond 5 ⇒ Cond 3: take a′ = b′ = c′ = 0 in Cond 5.
• Proof that Cond 3 implies the existence of (D,U) satisfying Cond 1. Suppose
Cond 3 holds and let us find D and U such that
Da,bUb,a′
(DU)a,a′
= Ta,a′
b
, for any a, b, a′. (1.22)
It suffices to find D and U such that
Da,bUb,a′ =
Ta,0
b
T 0,a′
b
T 0,0
b
G[a, a′] (1.23)
for some numbers (G[i, j], 0 ≤ i, j ≤ κ), since in this case
Da,bUb,a′
(DU)a,a′
=
Ta,0
b
T 0,a′
b
T 0,0
b
G[a, a′]
∑
i
Ta,0
i
T 0,a′
i
T 0,0
i
G[a, a′]
=
Ta,0
b
T 0,a′
b
T 0,0
b
Ta,0
0
T 0,a′
0
T 0,0
0
Ta,a′
0
= Ta,a′
b
. (1.24)
Now, a solution to (1.23) is given by
Da,b =
Ta,0
b
T 0,0
b
AaBb, Ub,a′ = T 0,a′
b
Ca′
Bb
, G[a, a′] = AaCa′ (1.25)
where C = (Ca, 0 ≤ a ≤ κ) is any array of positive numbers, B = (Ba, 0 ≤ a ≤ κ) is
chosen such that U is a MK, and then A = (Aa, 0 ≤ a ≤ κ) such that D is a MK.
We now characterise the set of solutions (D,U) to Cond 1 when T satisfies
Cond 3.
Proposition 1.4.2. Let T with positive rate satisfying Cond 3. The set of pairs
(D,U) solutions to Cond 1 is the set of pairs {(Dη, Uη), η ∈ M? (Eκ)} (indexed by
the set of distributions η = (ηa, 0 ≤ a ≤ κ) with full support) as defined in (1.12).
Proof. Assume that Cond 3 holds. By Lemma 1.4.1, there exists (D,U) satisfying
Cond 1, that is such that for any 0 ≤ a, b, c ≤ κ, Ta,b
c
(DU)a,b = Da,cUc,b. If all the
Ta,b
c
are positive, then for any a, b, Da,b and Ua,b are also positive, and then one gets
Da,cUc,b =
Da,0U0,b
Ta,b
0
Ta,b
c
(1.26)
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and then
(DU)a,b =
Da,0U0,b
Ta,b
0
. (1.27)
In the positive rate case, it is also true that if (D,U, T ) satisfies (1.26) and (1.27)
then (D,U) satisfies Cond 1. Observe that (1.26) implies (summing over b),
Da,c = Da,0
∑
b
U0,b
Ta,b
0
Ta,b
c
, (1.28)
and then by (1.26) again (replacing Da,c by the right hand side of (1.28)) we get
Uc,b =
U0,b
Ta,b
0
Ta,b
c∑
b′
U0,b′
Ta,b′
0
Ta,b′
c
. (1.29)
Notice at the right hand side, one can replace a by 0 since Cond 3 holds.
Now, summing over c in (1.28) we get
Da,? = 1 =
∑
c
∑
b
Da,0U0,b
Ta,b
0
Ta,b
c
=
∑
b
Da,0U0,b
Ta,b
0
, (1.30)
which implies
Da,0 =
(∑
b
U0,b/Ta,b
0
)−1
. (1.31)
We then see clearly that the distributions η defined by
ηb = U0,b, b = 0, . . . , κ
can be used to parametrise the set of solutions. Replacing U0,b by ηb in (1.31), we
obtain that Da,0 =
(∑
b ηb/Ta,b
0
)−1
. Now, using this formula in (1.28) and again
the fact that U0,b = ηb, we get the representation of D
η as defined in (1.12). The
representation of Uη (provided in (1.12)) is obtained by replacing U0,b by ηb in (1.29).
We have establish that (D,U) satisfies Cond 1 implies (D,U) = (Dη, Uη) for
η = (U0,b, b ∈ Eκ).
Reciprocally, take any distribution η ∈M? (Eκ) and let us check that
Dηa,cU
η
c,b∑
c′ D
η
a,c′U
η
c′,b
= Ta,b
c
(1.32)
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(the definition of Dη and Uη are given in (1.12)). It is convenient to start by noticing
that under Cond 3 for any a, b, c,
Uηc,b =
ηb
T 0,b
0
T 0,b
c∑
b′
ηb′
T 0,b′
0
T 0,b′
c
=
ηb
Ta,b
0
Ta,b
c∑
b′
ηb′
Ta,b′
0
Ta,b′
c
.
Thanks to this, one sees that
Dηa,cU
η
c,b =
1∑
b′
ηb′
Ta,b′
0
ηb
Ta,b
0
Ta,b
c
1
from which (1.32) follows readily.
We end now the proof of Theorem 1.2.2. A consequence of the previous consid-
erations is that there exists (D,U) satisfying Cond 1 and Cond 2 iff there exists
η such that DηUη = UηDη, and of course, in this case (D,U) = (Dη, Uη) satisfies
Cond 1. Not much remains to be done: we need to determine the existence (or not)
and the value of η for which DηUη = UηDη and if such a η exists compute the
invariant distribution of the MC with MK Uη and Dη.
We claim now that if DηUη = UηDη , then η = γ the stochastic Perron-LE of X.
As a consequence there exists at most one distribution η such that DηUη = UηDη.
To show this claim proceed as follows. Assume that there exists η such that DηUη =
UηDη (where DηUη is given in (1.33), and UηDη is computed as usual, starting from
(1.12)). By (1.27) and (1.31) we have
(DηUη)a,b =
1∑
d
ηd
Ta,d
0
ηb
Ta,b
0
. (1.33)
Hence DηUη = UηDη is equivalent to, for any a, b,
1∑
d
ηd
Ta,d
0
ηb
Ta,b
0
=
∑
c
ηc
T 0,c
0
T 0,c
a∑
b′
ηb′
T 0,b′
0
T 0,b′
a
∑
`
η`
T c,`
0
T c,`
b∑
b′′
ηb′′
T c,b′′
0
. (1.34)
Replace
T c,`
b
T c,`
0
by
(
T 0,`
b
T 0,`
0
)
T 0,0
0
T c,0
b
T c,0
0
T 0,0
b
and introduce
ga =
(∑
d
ηd/Ta,d
0
)−1
, fa =
∑
b′
ηb′
T 0,b′
0
T 0,b′
a
, (1.35)
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(1.34) rewrites, for any a, b,
ga
ηb
Ta,b
0
=
∑
c
ηc
T 0,c
0
T 0,c
a
fa
fb
T 0,0
0
T c,0
b
T c,0
0
T 0,0
b
gc, (1.36)
and, using Cond 3 again, 1
T 0,c
0
T 0,0
0
T c,0
b
T c,0
0
T 0,0
b
=
T c,c
b
T c,c
0
T 0,c
b
, (1.36) is equivalent to, for any a, b,
gaηb
Ta,b
0
=
fb
fa
∑
c
gcηc
T c,c
0
T 0,c
a
T 0,c
b
T c,c
b
. (1.37)
The question is still here to find/guess, for which TM T there exists η solving this
system of equations (some η′s are also hidden in g and f). In the sequel we establish
that there exists at most one η that solves the system: it is γ. For this we notice
that for a = b this system (1.37) simplifies: (DηUη)a,a = (U
ηDη)a,a (for any a) is
equivalent to
gaηa
Ta,a
0
=
∑
c
gcηc
T c,c
0
T c,c
a
, for any a (1.38)
which is equivalent to the matrix equation:[gaηa
Ta,a
0
, a = 0, . . . , κ
]
= λ?ν, (1.39)
where ν is the stochastic Perron-LE of Y and λ? some free parameter. By (1.35),
(1.39) rewrites
1∑
d
ηd
Ta,d
0
ηa
Ta,a
0
= λ?νa
and taking the inverse, we see that η needs to be solution to∑
d
ηd
Ta,a
0
νa
Ta,d
0
=
1
λ?
ηa. (1.40)
The only possible η is then γ the unique Perron-LE of X (which can be normalised
to be stochastic), and we must have
1/λ? = λ, (1.41)
the Perron-eigenvalue of X. Hence DηUη = UηDη implies η = γ. Nevertheless this
does not imply DγUγ = UγDγ and then the condition DγUγ = UγDγ remains in
Theorem 1.2.2 (what is true in all cases is (DγUγ)a,a = (U
γDγ)a,a for any a).
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However when κ = 1 this is sufficient since one can deduce the equality of two
MK K and K ′ from K0,0 = K ′0,0 and K1,1 = K
′
1,1 only. This is why in Theorem 1.2.2 a
slight simplification occurs for the case κ = 1. When κ > 1 this is no more sufficient.
Remark 1.4.3. This ends the proof of Theorem 1.2.6 since we see that Cond 3 and
Diagonal(DU) = Diagonal(UD) imply η = γ (the converse in Theorem 1.2.6 is easy).
And the discussion just above the remark suffices to check the statement concerning
the case κ = 1.
It remains to find the stochastic Perron-LE ρ of DγUγ.
Consider (1.33), where η is now replaced by γ. By (1.40) and (1.41), we have
(DγUγ)a,b = (1/λ)
Ta,a
0
νaγb
Ta,b
0
γa
.
Hence, ρ is characterized as the vector whose entries sum to 1, and such that,∑
a
Ta,a
0
νaγb
Ta,b
0
γa
ρa = λρb, for any b ∈ Eκ. (1.42)
Taking µi = ρi/γi, (1.42) is equivalent to∑
a
Ta,a
0
νa
Ta,b
0
µa = λµb, for any b ∈ Eκ
which means that µ is the Perron-RE of X. We have obtained that ρi = µiγi. Since
DγUγ = UγDγ, the Perron-LE of Dγ and Uγ coincide with that of DγUγ. This ends
the proof of Theorem 1.2.2.
1.4.1 Proof of Theorem 1.2.4
We follow the arguments of the proof of Theorem 1.2.2 and adapt them slightly
to the present case. The only difference is that Cond 6 replaces the positive rate
condition.
Lemma 1.4.1 still holds if instead of the positive rate condition we take Cond 6
(Remark 1.2.4 is needed to see why Cond 3 ⇒ Cond 5, and the positivity of Ta,0
0
and T 0,b
0
to see that there exists (D,U) satisfying moreover (DU)a,b > 0 for all a, b).
Also, we have Da,0 > 0, U0,b > 0, D0,a > 0 and U0,b > 0 for any a, b by Cond 1.
In (1.12), Dηa,c and U
η
c,b are well defined under Cond 6 only. (1.26) still holds for
the same reason, and again the pair of conditions (1.26) and (1.27) is equivalent to
Cond 3 under Cond 6 only. (1.28) still holds, but there is a small problem for
(1.29) since the division by Da,c is not possible for all a. The Da,c (for fixed c) are
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not 0 for all a since D0,c > 0. So (1.29) holds for the a such that Da,c > 0. If all the
Ta,b
c
= 0 then take Uγc,b = 0. The rest of the proof of Theorem 1.2.2 can be adapted
with no additional problem. 
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Chapitre 2
Automates cellulaires probabilistes
avec un alphabet quelconque
69
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2.1 Introduction
CA and PCA with finite alphabet
Cellular automata (CA), as described by Hedlund [Hed69], are discrete local
dynamical systems on a space EL where E = {0, . . . , κ} is a finite alphabet, the set
of states of cells, and L is a discrete lattice. Formally, a cellular automaton A is a
tuple (L, E,N, f) where
— L is a lattice, called set of cells. In this paper, L is N, Z or Z/nZ.
— N is the neighborhood function: for i ∈ L, N(i) = (i + l : l ∈ L) where
L ⊂ L is finite. Each neighborhood has cardinality |N | = |L|. In the paper,
N(i) = (i, i+ 1) when the lattice is N or Z and N(i) = (i, i+ 1 mod n) when
the lattice is Z/nZ.
— f is the local rule. It is a function f : E|N | → E.
The CA A = (L, E,N, f) defines a global function F : EL 7→ EL on the set of
configurations EL. For any configuration S0 = (S0(i) : i ∈ L), the image S1 = F (S0)
of S0 by F is defined by, for any j ∈ L, S1(j) = f
(
(S0(i) : i ∈ N(j))
)
.
In words, the state of all cells are updated simultaneously and the state S1(j) of
the cell j at time 1 depends only of the states (S0 (i) : i ∈ N(j)) of its neighborhood
at time 0. Hence, the dynamics is the following: starting from an initial configuration
St0 ∈ EL at time t0, the successive states of the system are (St : t ≥ t0) where
St+1 = F (St). The sequence of configurations S = (St = (St(i) : i ∈ L), t ≥ t0)
is called the space-time diagram of A. The state St(i) of the cell i at time t will be
denoted S(i, t).
Probabilistic cellular automata (PCA) with finite alphabets are generalizations of
CA in which the states (S(i, t) : i ∈ L, t ≥ t0) are random variables (r.v.) defined on
a common probability space (Ω,A,P), each of the r.v. S(i, t) taking a.s. its value in
E. Seen as random process, S is equipped with the σ-field generated by the cylinders.
The definition of PCA relies on a transition matrix T indexed by E|N | ×E (instead
of a local rule f), which gives the distributions of the state of a cell at time t + 1
conditionally on those of its neighborhood at time t:
P (S(j, t+ 1) = b | (S(i, t) = ai : i ∈ N(j))) = T ((ai : i ∈ N(j)) ; b) .
Conditionally on St, the states (S(j, t + 1) : j ∈ L) are independent (see Eq (2.1)).
The transition matrix T is then an array of non negative numbers satisfying, for
any
(
a1, . . . , a|N |
) ∈ E|N |, ∑
b∈E
T
((
a1, . . . , a|N |
)
; b
)
= 1. Formally, a PCA A with a
finite alphabet E is an operator F : M (EL) 7→ M (EL) on the set of probability
distributionsM (EL) on the set of configurations. If S0 has distribution µ0, then S1
has distribution µ1 = F (µ0). We can also define µ1 directly from µ0 and T , by giving
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its finite-dimensional distribution (Kolmogorov extension theorem), by: for any finite
subset C ⊂ L and for any (bj : j ∈ C) ∈ EC ,
µ1
(
(bj : j ∈ C)
)
=
∑
(ai)i∈N(C)∈EN(C)
µ0
(
(ai : i ∈ N(C))
)∏
j∈C
T ((ai : i ∈ N(j)) ; bj)
(2.1)
where N(C) =
⋃
j∈C
N(j). A measure µ ∈ M (EL) is said to be invariant by A if
F(µ) = µ.
The simplest case of PCA is the two colors case E = {0, 1} on Z with neigh-
borhood N(i) = (i, i + 1). They have been deeply studied and lots of results about
them are known, see Toom [TVS+90]. For example, Belyaev [BGM69] characterized
the set of PCA possessing as invariant distribution a Markov chain indexed by Z.
Nevertheless, there are still interesting open problems about them: for instance, the
question whether all positive rate PCA (i.e., for any a, b, c ∈ {0, 1}, T (a, b; c) > 0)
are ergodic or not is still open.
So far, it has been observed in different frameworks that explicit calculus of the
invariant distribution of PCA can be done only if the transition matrix satisfies some
algebraic equations (that forms a manifold in terms of the (T (a, b; c) : a, b, c ∈ E)).
In Belyaev [BGM69] this is shown for PCA with 2-letter alphabet whose invariant
distributions are Markov chains or product measures. In Vasilyev [Vas78] [KV80],
this is shown for quasi-reversible PCA on Zd with finite alphabet whose invariant
distribution are Markov chains or Gibbs measures. In Dai-Pra [DPLR02], this is done
for PCA on Zd with a 2-letter alphabet and whose invariant distributions are Gibbs
measures. And, in Casse and Marckert [CM15a], the same phenomenon is observed
for PCA on Z or Z/nZ with a finite alphabet letting a Markov chain invariant.
Hence, literature focuses on characterizing PCA having simple invariant measures:
product measures and Markov chains for |N | = 2 and Gibbs measures for PCA
on Zd. In addition to [BGM69], the study of PCA on Z admitting an invariant
product measure have been done by Mairesse and Marcovici [MM14b] (in a finite
alphabet case). For PCA letting a Markov chain invariant, in addition to [BGM69]
and [CM15a], Bousquet-Me´lou [BM98] characterizes those on Z/nZ with a 2-letter
alphabet and Toom [TVS+90] gives a sufficient condition for PCA on Z with a finite
alphabet.
The most general results are given in [CM15a] where it is proved (in Theorem 2.6)
that a positive PCA on Z with two neighbors and a finite alphabet E = {0, . . . , κ}
admits an horizontal zigzag Markov chain (see Definition 2.1.7) as invariant distri-
bution if and only if the two following conditions are satisfied:
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1. for any a, b, c ∈ E,
T (a, b; c)T (a, 0; 0)T (0, b; 0)T (0, 0; c) = T (a, b; 0)T (a, 0; c)T (0, b; c)T (0, 0; 0) and
2. DγUγ = UγDγ
where Dγ(a; c) =
∑
k∈E
γ(k)
T (a, k; 0)
T (a, k; c)
∑
k∈E
γ(k)
T (a, k; 0)
and Uγ(c; b) =
γ(b)
T (0, b; 0)
T (0, b; c)∑
k∈E
γ(k)
T (0, k; 0)
T (0, k; c)
for
any a, b, c ∈ E where γ is an eigenvector of an explicit matrix that depends only of
T . This theorem is an extension of Theorem 3 of [BGM69] valid only for 2 letters
alphabet.
PCA with general alphabet
Inspired by this recent work, we investigate in this paper the case where the
alphabet E is general (finite or infinite, discrete or not). As we have to define prob-
ability distributions on E, as usual in probability theory, we will assume that E is
a Polish space (a separable complete metrizable space) equipped with its Borel set
B(E). It could be finite or infinite and discrete or not. In the following, when we
write “general alphabet”, we are thinking about a Polish space alphabet.
CA and PCA with infinite alphabets appear in the literature under different
forms. In [BMdEOR13], CA with alphabet E = [0, 1] are used to solve the classifica-
tion problem with arbitrary precision: the classification problem consists in finding
a CA such that, on any initial configuration of 1s and 0s on the line Z, the CA
configuration converges to the line colored 1 if the initial fraction r of 1s is greater
than 1/2 and to the line colored 0 if r < 1/2. CA with alphabet E = R permit to
model the heat equation [Sch11]. Theorems of surjectivity of CA have been extended
to CA whose alphabets are (possibly infinite) objects in some concrete category and
then assure that some CA with infinite alphabets have a Garden of Eden (a config-
uration that does not have a predecessor) [CSC13]. Recently, a complex PCA with
infinite and continuous alphabet have been proposed to model the urban dynamics
in [VGAA05]. In Section 2.2.3, we will see that the synchronous TASEP on R de-
fined by Blank [Bla12] (it is a discrete time, synchronous, space continuous version
of the TASEP studied by Derrida & al. [DDM92]) could be modeled by a PCA on Z
with alphabet E = R and neighborhood N(i) = (i, i+ 1). Hence, PCA with general
alphabets are already present in the literature even if they are not generally studied
as such.
We believe that the present approach of PCA with general alphabets permits to
connect different domains and points of view. The structure of the set of PCA having
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the distribution of a Markov chain as invariant measure is shown to be characterized
by some algebraic-integral equations. These equations are reminiscent of the standard
algebraic relations (in the parameters space) appearing in
— statistical physics around the notion of integrable systems,
— combinatorics where really often, exact computations can be done only for sim-
ple structures for which generating functions solve “simple” functional equa-
tions [FS09],
— probability theory where invariant distribution of Markov chain on Z can be
computed in some rare cases (conditioned random walks, birth and death
processes), this being again related to some algebraic questions.
Here, Theorem 2.1.2 and Prop 2.1.10 have exactly this flavor and this is a case
where everything is quite transparent. If a Markov chain is conserved by a PCA (see
Eq (2.4)) then an infinite system of algebraic-integral equations having the form “a
product equals a sum of products” possesses a solution. Underlying this paper is the
following: “which PCA possesses a Markov chain?” (or anything else one may prefer)
must be seen as an algebraic question in the discrete case, and as an algebraic-integral
question in the continuous one, solved here.
Theorem 2.1.2 and Prop 2.1.10 provide the form of the solutions, those which
explain such “miraculous” simplification in the infinite system (Eq (2.4)).
First, let us define formally PCA with general alphabets. In this case, transition
matrices are replaced by transition kernels: let F and G be two Polish spaces, K =
(K(x;Y ) : x ∈ F, Y ∈ B(G)) is a transition kernel (t.k.) from F to G: if, for all
Y ∈ B(G), x 7→ K(x;Y ) is B(F )-measurable and if, for all x ∈ F , Y 7→ K(x;Y ) is a
probability measure on (G,B(G)).
De´finition 2.1.1 (Probabilistic cellular automata with a general alphabet). Let E
be a Polish space, L a lattice, N a neighborhood function and T a t.k. from E|N | to
E. A PCA A is a tuple (L, E,N, T ) that defines an operator F :M (EL) 7→ M (EL)
where, for any µ0 ∈ M
(
EL
)
, µ1 = F (µ0) is such that: for any finite subset C ⊂ L,
for any (Bj : j ∈ C) ∈ B(E)C ,
µ1((Bj : j ∈ C)) =
∫
EN(C)
(∏
j∈C
T ((ai : i ∈ N(j));Bj)
)
dµ0((ai : i ∈ N(C))). (2.2)
As usual, the measure µ1 is defined by its finite-dimensional distributions. If E is
finite, this definition is similar to the classical definition of PCA.
Example 2.1.2 (Gaussian PCA). For any m,σ > 0, we define a PCA (Gm,σ) on N
with alphabet R and neighborhood N(i) = (i, i + 1) as follows. The t.k. of Gm,σ is
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the following: for all a, b ∈ R and Borel set C ∈ B(R),
T (a, b;C) = P
(
N
(
a+ b
m
, σ2
)
∈ C
)
where N (c, σ2) is a Gaussian random variable with mean c and variance σ2. In Sec-
tion 2.2.2, we prove that an invariant measure of this PCA is related to autoregressive
processes of order 1.
The aim of the paper is to shed some light on the structure of the set of PCA with
a general alphabet (finite or infinite, discrete or not) having a Markovian invariant
distribution on lattices N, Z or Z/nZ. In this case, some important complications
arise (compared with the finite case).
The first one is the following. In the case of a finite alphabet, it is known that
each PCA admits at least one invariant probability distribution [TVS+90, p.25]. This
property fails when the alphabet size is infinite:
Example 2.1.3. Consider the following (infinite) transition matrix T defined, for
any a, b, c ∈ N, by
T (a, b; c) =
1
2
(
1max(a,b)+1(c) + 1a+b+1(c)
)
. (2.3)
The PCA indexed by N having T has transition matrix, does not admit any invariant
probability measure since for any (t, i), S(i, t+ 1) ≥ S(i, t) + 1 and, so, S(i, t)→∞
as t→∞.
The second one is due to measurability issues. In continuous probability, two dis-
tributions having a density are equal if these densities differ at most on a Lebesgue
negligible set. This fact holds in a more general context: if ν1 and ν2 are two prob-
ability measures absolutely continuous with respect to a σ-finite measure µ, then,
ν1 = ν2 iff their Radon-Nikodym-derivatives with respect to µ are equal µ-almost
everywhere.
Now, assume that M and M ′ are two Markov kernels, such that M(x; .) = M ′(x; .)
except possibly for some x in a µ-negligible set. Under this condition, it may exist
some distribution ρ so that the two Markov chain with initial distribution ρ and
respective Markov kernels M and M ′ do not coincide in distribution.
For PCA with any general alphabet, the same complications arise: a unique PCA
can have some “plural behaviors”. Hence, in this paper, each time a PCA A is
studied, a σ-finite measure µ is specified and, formally, it is on the pair (A, µ) that
the conditions and/or results hold.
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Example 2.1.4 (Gaussian PCA except on the diagonal). Let m,σ > 0. We define
the PCA
(
G˜m,σ
)
on N with alphabet R. Its t.k. T˜ is the same as that of Gm,σ (see
Example 2.1.2) except when a = b, in this case, for any C ∈ B(R), T˜ (a, a;C) = δa(C)
where δa is the Dirac measure in a.
The PCA G˜m,σ has the same behavior as Gm,σ if the initial state St0 does not
contain two consecutive cells in the same state, i.e. for any i, S(i, t0) 6= S(i + 1, t0).
But, if for example its initial state is 0N, then it will stay in this configuration until
the end.
µ-supported and µ-positive transition kernels
Before stating our main results we recall some facts around Radon-Nikodym the-
orem.
Recall that if µ and ν are two measures on E, such that µ is absolutely continuous
with respect to ν (µ  ν), there exists a unique (up to a ν-null set) ν-measurable
function f : E −→ R+ such that, for all A ∈ B(E), µ(A) =
∫
A
fdν. The function
f is denoted
dµ
dν
and called Radon-Nikodym-derivative of µ with respect to ν (or
ν-density). We say that ν and µ are positive equivalent if ν  µ and µ ν. In that
case,
dµ
dν
> 0 and
dν
dµ
> 0, µ-almost everywhere.
If µ is a measure on E and d ∈ N, then µd will stand for the product measure on
Ed.
Now, we define the two crucial notions used all along the paper: µ-supported and
µ-positive t.k.
De´finition 2.1.5. Let E be a Polish space, µ a σ-finite measure on E and d ∈ N.
Let K be a t.k. from Ed to E, K is said to be µ-supported if for µd-a.e. (x1, . . . , xd),
K (x1, . . . , xd; .) µ. If moreover, for µd-a.e. (x1, . . . , xd), µ K (x1, . . . , xd; .), then
K is said to be µ-positive.
For K a µ-supported t.k. from Ed to E, the µ-density of K is the µd+1-measurable
function k such that
k : Ed+1 −→ R
k (x1, . . . , xd; y) 7−→ dK (x1, . . . , xd; .)
dµ
(y).
If, moreover, K is µ-positive, then, for µd+1-a.e. (x1, . . . , xd, y), k (x1, . . . , xd; y) >
0.
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In the following, we will work with µ-supported or µ-positive kernels for d = 1
(transition kernels of Markov chain) or d = |N | = 2 (transition kernels of PCA). We
will see that such transition kernels permit to work with densities instead of measures.
In the following, the Radon-Nikodym-derivative of any measure with respect to µ
will be also shorten in µ-density.
An example of a Lebesgue-supported t.k. is the t.k. T of Gaussian PCA (defined
in Example 2.1.2). This t.k. is even Lebesgue-positive. In the following, we call a µ-
supported (resp. µ-positive) PCA a PCA whose t.k. is µ-supported (resp. µ-positive).
Remark 2.1.6. (a) There exists t.k. that are not µ-supported by any σ-finite measure
µ. For example, the t.k. T from R2 to R defined by, for any a, b ∈ R, C ∈ B(R),
T (a, b;C) =
δa(C) if a 6= b∫
C
1√
2pi
e
−(c−a)2
2 dc if a = b
is not µ-supported. Indeed, any measure
µ that could support this PCA has necessarily an atom at each x in R. Then, µ is
not a σ-finite measure.
(b) At the opposite, there exists some t.k. that are supported by several singular
measures. The PCA G˜m,σ of Example 2.1.4 is Lebesgue-positive and, also, δa-positive
for any a ∈ R.
(c) Nevertheless, if a PCA A is µ and ν-positive, then µ and ν are positive
equivalent or singular. Indeed, if there exists (a, b) ∈ E2 such that the measure
T (a, b; .) is both µ and ν-positive then they are positive equivalent by transitivity.
Else, Pµ = {(a, b) : T (a, b; .) is µ-positive} and Pν = {(a, b) : T (a, b; .) is ν-positive}
are measurable and disjoint, and so taking N = Pν ⊂ P cµ, µ(N) = 0 and ν(N c) = 0,
i.e. µ ⊥ ν.
We will make apparent below (in particular in Section 2.2.1 and 2.2.2) that to
describe the invariant distribution of a PCA, at least in the case where it admits a
Markov chain as invariant distribution, we have to work under a reference measure
µ which depending on the case can be the Lebesgue measure, a discrete measure, or
any σ-finite measure. The idea is that the PCA can be seen to be trapped on some
subsets of EZ of the type AZ where A is the support of a measure µ. When such a
trap exists, criteria to be an invariant distribution will depend on µ only (and its
support). An example of that is the PCA G˜m,σ of Example 2.1.4 for which we will
find different invariant distributions according to whether the reference measure is
the Lebesgue-measure or δa.
The PCA studied in this work correspond to µ-supported PCA and its subset of
µ-positive PCA for µ a σ-finite measure. For both sets, we characterize PCA that
have an invariant horizontal zigzag Markov chain, as defined now.
Let us define the horizontal zigzag Markov chains (HZMC) on N. First, the geo-
metrical structure of horizontal zigzag is: the tth horizontal zigzag on a space-time
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t
t + 1
0 1 2 3 4
time
i
Figure 2.1 – In bold, HZN(t), the tth horizontal zigzag on N on a space time diagram.
diagram is
HZN(t) =
{(⌊
i
2
⌋
, t+
1 + (−1)i+1
2
)
, i ∈ N
}
as illustrated in Figure 2.1.
Since HZN(t) is made by two lines corresponding to two successive times, a PCA A
on N can be seen as acting on the configurations of HZN. The image of a configuration
(S(i, t), S(i, t+ 1) : i ∈ N) on HZN(t) by the PCA A is (S(i, t+ 1), S(i, t+ 2) : i ∈ N)
on HZN(t + 1). Where the configuration of the second line of HZN(t) becomes the
configuration of the first line of HZN(t + 1) and the configuration of the second line
of HZN(t+ 1) is the image by A of the second line of HZN(t).
De´finition 2.1.7. An horizontal zigzag Markov chain (HZMC) on HZN(t) with gen-
eral alphabet E is a Markov chain with two t.k. D (for down) and U (for up) from
E to E and an initial probability distribution ρ0 on E such that
1. the distribution of state S(0, t) is ρ0,
2. the distribution of state S(i, t+ 1) knowing S(i, t) = xi is D(xi; .) and
3. the distribution of state S(i+ 1, t) knowing S(i, t+ 1) = yi is U(yi; .).
In the following, we study under which conditions a PCA admits a HZMC as
invariant distribution. For µ-supported PCA, the HZMC itself will be µ-supported:
a (ρ0, D, U)-HZMC is µ-supported if, ρ0  µ and D and U are µ-supported. In
that case, we denote r0, d and u their respective µ-densities. Hence, a µ-supported
(ρ0, D, U)-HZMC is invariant by a µ-supported PCA with t.k. T , if, for any k ≥ 0,
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for µ-a.e. b0, b1, . . . , bk+1, c0, . . . , ck ∈ E,
r0(b0)
(
k∏
i=0
d(bi; ci)u(ci; bi+1)
)
=
∫
Ek+3
r0(a0)
(
k+1∏
i=0
d(ai; bi)u(bi; ai+1)
)(
k∏
i=0
t(bi, bi+1; ci)
)
dµk+3(a0, . . . , ak+2)
(2.4)
The support E˜(ρ0,D,U) of a (ρ0, D, U)-HZMC on HZN(t) is the union of the support
of the marginals of the first line of the HZMC, i.e. E˜(ρ0,D,U) =
⋃
i∈N
supp(ρi) where ρi
is the distribution of S(i, t). When the (ρ0, D, U)-HZMC is µ-supported, then, for
µ-a.e. x ∈ E˜(ρ0,D,U), there exists i ∈ N such that ri(x) > 0 (that holds because E is
a Polish space). In the case of a µ-positive (ρ0, D, U)-HZMC, E˜(ρ0,D,U) = supp(µ).
When the context is clear, E˜(ρ0,D,U) will be denoted E˜.
Remark 2.1.8. Take two µ-supported PCA A and A′ with t.k. T and T ′ with support
E˜ such that T and T ′ coincide except on a µ2-negligible set, i.e.
µ2 ({a, b : T (a, b; .) 6= T ′(a, b; .)}) = 0.
Such PCA are said to be µ-equivalent. They have the same set of invariant µ-
supported HZMC. To see this, change t by t′ in Eq (2.4).
Let µ be a measure on E and d : (a, c) 7→ d(a; c) and u : (c, b) 7→ u(c; b) be two µ2-
measurable functions from E2 to R, then the µ2-measurable function du from E2 to
R is defined by du(a; b) =
∫
E
d(a; c)u(c; b)dµ(c). For a µ-supported HZMC, du(a; b)
is the µ-density of the t.k. (DU) of the Markov chain (induced by the HZMC) on
the first line St = (S(i, t) : i ∈ N) of HZN(t).
Main results
We start with a generalization to Polish space alphabets of Lemma 2.3 in [CM15a].
Theorem 2.1.1. Let µ be a σ-finite measure on a general alphabet E. Let A :=
(N, E,N, T ) be a µ-supported PCA and (ρ0, D, U) a µ-supported HZMC with sup-
port E˜. The (ρ0, D, U)-HZMC is invariant by A if and only if the three following
conditions are satisfied:
Cond 9: for µ3-a.e. (a, b, c) ∈ E˜3, t(a, b; c)du(a; b) = d(a; c)u(c; b),
Cond 10: for µ2-a.e. (a, b) ∈ E˜2, du(a; b) = ud(a; b),
Cond 11: the Markov chain with t.k. D possesses ρ0 as invariant distribution,
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i.e. for µ-a.e. c, r0(c) =
∫
E
r0(a)d(a; c)dµ(a).
We arrive to our main Theorem 2.1.2. When a PCA with t.k. T is µ-positive,
we can go further and reduce the existence of an invariant HZMC for the PCA to
the existence of a function η solution to a cubic integral equation on T . In case of
existence, we can express the kernels of the invariant HZMC using η and T . Let us
first introduce some material.
Let A be a PCA with t.k. T whose µ-density is t. Define, for any positive mea-
surable function φ ∈ L1(µ) (i.e. for µ-a.e. x ∈ E, φ(x) > 0 and
∫
E
φ(x)dµ(x) <∞),
the two µ2-measurable functions dφ : E2 7→ R and uφ : E2 7→ R by
dφ(a; c) =
∫
E
φ(x)
t(a, x; c0)
t(a, x; c)dµ(x)∫
E
φ(x)
t(a, x; c0)
dµ(x)
and uφ(c; b) =
φ(b)
t(a0, b; c0)
t(a0, b; c)∫
E
φ(x)
t(a0, x; c0)
t(a0, x; c)dµ(x)
.
(2.5)
Theorem 2.1.2. Let µ be a σ-finite measure on a general alphabet E. Let A :=
(N, E,N, T ) be a µ-positive PCA. A admits a µ-positive invariant HZMC if and
only if the three following conditions are satisfied:
Cond 12: there exists a triplet (a0, b0, c0) ∈ E3 such that T (a0, b0; .) and µ are
positive equivalent and, for µ3-a.e. (a, b, c),
t(a, b; c)t(a0, b0; c)t(a0, b; c0)t(a, b0; c0) = t(a0, b0; c0)t(a, b; c0)t(a, b0; c)t(a0, b; c),
(2.6)
Cond 13: there exists a positive function η ∈ L1(µ) solution to: for µ2-a.e. (a, b)
and for the (a0, c0) of Cond 12,
η(b)
t(a, b; c0)∫
E
η(x)
t(a, x; c0)
dµ(x)
=
∫
E
η(c)
t(a0, c; c0)
t(a0, c; a)∫
E
η(x)
t(c, x; c0)
dµ(x)
∫
E
η(x)
t(c, x; c0)
t(c, x; b)dµ(x)∫
E
η(x)
t(a0, x; c0)
t(a0, x; a)dµ(x)
dµ(c),
(2.7)
Cond 14: the Markov chain with t.k. Dη, whose µ-density is dη given by Eq (2.5),
possesses a (unique) invariant probability distribution ρ0 such that ρ0 and µ are
positive equivalent.
In this case, the (ρ0, D
η, Uη)-HZMC where Dη and Uη are t.k. of µ-densities given
by Eq (2.5) is invariant by A.
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Remark 2.1.9. • The uniqueness of ρ0 comes from Lemma 2.1.12 presented below. It
implies that the µ-positive (ρ0, D
η, Uη)-HZMC is necessarily taken under its invariant
probability distribution, i.e. for any i ∈ L, ρi = ρ0.
• If Cond 12 and Cond 13 hold and if E is finite, the Markov chain with t.k.
Dη is irreducible and aperiodic (because, for any a, c ∈ E, Dη(a; c) > 0) and, so,
it possesses a unique invariant distribution, i.e. Cond 14 always holds. If E is not
finite, we refer the reader to the book of Meyn and Tweedie [MT09] to get some
conditions on Dη for which the Markov chain with t.k. Dη possesses an invariant
distribution.
When the alphabet is finite, we can go further and show that η satisfying Eq (2.7)
is, in fact, an eigenvector of a computable matrix [CM15a]. That permits to simplify
Cond 13. For PCA with a general alphabet, this can not be done because we are not
allowed to take a = b in Eq (2.7) in general. Nevertheless, under stronger conditions
on t, we can characterize a set of functions that contains the set of functions η
solutions to Eq (2.7).
Proposition 2.1.10. Let µ be a σ-finite measure on a general alphabet E. Let
A := (Z, E,N, T ) be a µ-positive PCA. Suppose that Cond 12 and the two following
conditions are satisfied:
Cond 15: for the same triplet (a0, b0, c0) of Cond 12, for µ
2-a.e. (a, c),
t(a, a; c)t(a0, b0; c)t(a0, a; c0)t(a, b0; c0) = t(a0, b0; c0)t(a, a; c0)t(a, b0; c)t(a0, a; c),
(2.8)
Cond 16: there exists a positive function η ∈ L1(µ) solution to: for µ-a.e. a and
for the (a0, c0) of Cond 12,
η(a)
t(a, a; c0)∫
E
η(k)
t(a, x; c0)
dµ(x)
=
∫
E
η(c)
t(a0, c; c0)
t(a0, c; a)∫
E
η(x)
t(c, x; c0)
dµ(x)
∫
E
η(x)
t(c, x; c0)
t(c, x; a)dµ(x)∫
E
η(x)
t(a0, x; c0)
t(a0, x; a)dµ(x)
dµ(c).
(2.9)
Then, η is a positive eigenfunction of
A2 : f 7→
(
A2(f) : a 7→
∫
E
f(k)
t(a, a; c0)
t(a, x; c0)
ν(a)dµ(x)
)
where ν is a positive eigenfunction (unique up to a multiplicative constant) in L1(µ)
of
A1 : f 7→
(
A1(f) : a 7→
∫
f(c)t(c, c; a)dµ(c)
)
.
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Remark 2.1.11. • Any positive PCA with finite alphabet E (i.e. for all a, b, c,
T (a, b; c) > 0) is a µE-positive PCA where µE is the counting measure on E. Hence,
Cond 15 and Cond 16 are necessarily implied by Cond 12 and Cond 13 in the
case of finite alphabets. Moreover, in that case, A1 and A2 have their own unique
eigenfunction (due to Perron-Frobenius theorem) and Cond 14 holds necessarily.
So, applying Theorem 2.1.2 and Prop 2.1.10 to positive PCA give Theorem 2.6
in [CM15a].
• Let E = R and µ be the Lebesgue measure. In the case where t is continuous
at any point of E3, then Cond 12 and Cond 13 imply Cond 15 and Cond 16 by
continuity. And so a solution η to Eq (2.7) is a function η given by Prop 2.1.10.
• If for a PCA A the conditions of Prop 2.1.10 do not hold, it is in general
complex to find a function η solution to Eq (2.7). But, it may happen that a µ-
equivalent PCA A′ to A (see Remark 2.1.8) satisfies the conditions of Prop 2.1.10.
Hence, in the best-case scenario, we can characterize a (ρ0, D
η, Uη)-HZMC invariant
by A′ using Prop 2.1.10. This HZMC is also invariant by A. The µ-equivalence gives
some “degrees of freedom” to solve the “rigid” integral cubic equation Eq (2.7).
An application of this method is shown in Section 2.2.2 where it is proved that
AR(1) process is an invariant distribution of G˜m,σ (defined in Example 2.1.4).
The uniqueness (up to a multiplicative constant) of the eigenfunction ν (in
Prop 2.1.10) is a consequence of the following lemma.
Lemme 2.1.12 (Theorem 6.8.7 of Durrett [Dur10]). Let
A : f 7→
(
A(f) : y 7→
∫
E
f(x)m(x; y)µ(dx)
)
be an integral operator of kernel m. If m is the µ-density of a µ-positive t.k. M
from E to E, then A possesses at most one positive eigenfunction in L1(µ) (up to a
multiplicative constant).
Content
Section 2.2 is dedicated to some examples of PCA. In Section 2.2.1, we show
applications of Theorems 2.1.1 and 2.1.2 and Prop 2.1.10 to PCA with finite alpha-
bets. In Section 2.2.2, we use Theorem 2.1.2 and Prop 2.1.10 to show that the law
of an autoregressive process of order 1 (AR(1) process) is invariant by both Gaus-
sian PCA Gm,σ and G˜m,σ (defined in Example 2.1.2 and 2.1.4). In Section 2.2.2, we
present a Lebesgue-supported PCA called Beta PCA. In Section 2.2.3, we present
first a PCA with alphabet R that simulates a synchronous TASEP on R as defined
by Blank [Bla12] and, then, a PCA with alphabet R that simulates the first-passage
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percolation as presented by Kesten [Kes87] on a particular graph G. Unfortunately,
Theorem 2.1.1 and 2.1.2 do not apply to these two PCA.
In Section 2.3, Theorems 2.1.1 and 2.1.2 and Prop 2.1.10, the main contributions
of the paper, are proved.
Section 2.4 is devoted to extensions of Theorems 2.1.1 and 2.1.2 for PCA on Z
and Z/nZ. First, we extend in both cases the notion of HZMC: HZMCZ on Z and
cyclic-HZMC (CHZMC) on Z/nZ (if E is finite, a CHZMC is a HZMC conditioned
to be periodic and, in the general case, it is a Gibbs measure). Then, we characterize
PCA letting HZMCZ invariant, and also PCA letting CHZMC invariant.
2.2 Examples
Our first examples are PCA with finite alphabets. Then, we introduce two new
models: Gaussian PCA and Beta PCA to illustrate our theorems. Finally, we present
PCA with infinite alphabets that model existing problems in literature: one PCA
models a synchronous TASEP on R as defined by Blank [Bla12] and another one a
variant of directed first-passage percolation.
All PCA presented in this section are PCA on N (except the PCA modeling
TASEP that is on Z) and neighborhood N(i) = (i, i+ 1).
2.2.1 PCA with finite alphabet
For positive PCA, see the first point of Remark 2.1.11. For any finite set E denote
by µE =
∑
x∈E δx the counting measure on E. In the following example, we focus on
PCA that are not positive and we take a PCA not µE-positive, but µF -positive for
some F subsets of E.
Let A be the PCA with alphabet E = {0, 1, 2} and transition matrix:
— T (0, i; i) = T (i, 0; i) = 1 for all i ∈ {0, 1, 2},
— T (1, 1; 1) = T (1, 1; 2) = T (2, 2; 1) = T (2, 2; 2) = 1/2,
— T (1, 2; 1) = T (2, 1; 2) = 4/5,
— T (1, 2; 2) = T (2, 1; 1) = 1/5.
This PCA is not positive (T (0, 1; 0) = 0), nevertheless it is µ{0}-positive
(T (0, 0; .) = µ{0}(.)) and, also, µ{1,2}-positive. These two measures are singular as
“predicted” by (c) of Remark 2.1.6.
Application of Theorem 2.1.2 and Prop 2.1.10 to A seen as a µ{0}-positive (resp.
µ{1,2}-positive) PCA permits to compute an invariant µ{0}-positive (resp. µ{1,2}-
positive) HZMC. They are the only possible invariant HZMC for A. In fact, these
invariant HZMC could also be obtained using theorems of [BGM69] and [CM15a] to
A restricted to get its value in alphabet {0} or {1, 2}.
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A µ-supported PCA : Let A be the PCA with alphabet E = Z/κZ with t.k. T
such that T (a, b; .) is the uniform distribution on E if b = a or b = a+1 mod κ, and
on the circular interval {a+1, . . . , b−1} else. This PCA is a µE-supported PCA, but
not µ-positive for any measure µ on E. It has an invariant (ρ0, D, U)-HZMC with
D(a; a+1 mod κ) = U(a; a+1 mod κ) = 1 for all a ∈ Z/κZ and for any a ∈ Z/κZ,
ρ0(κ) = 1/κ. This invariant HZMC seems to be the unique invariant HZMC for A
(proved for κ = 3, 4, 5 by Theorem 2.1.1 and Maple to solve the conditions of this
Theorem). But, we do not know if there exists some other invariant distribution(s)
(which would be not HZMC) for A.
2.2.2 Two new models of PCA with infinite alphabet
Gaussian PCA.
Denote by g[m,σ] the density of the Gaussian distribution of meanm and variance
σ2.
Gaussian PCA Gm,σ. For Gm,σ, it can be checked that Cond 12 holds for any
triplet (a0, b0, c0) in R3, so let us choose (a0, b0, c0) = (0, 0, 0). We use Prop 2.1.10 to
obtain a function η. The first step consists in studying the eigenfunctions of
A1 : L1 −→ L1
f 7−→ A1(f) : c 7→
∫
R
f(a) g [2a/m, σ] (c) da
.
The function ν(x) = exp
(
− cm
2σ2
x2
)
is a positive eigenfunction of A1, for cm = 1− 4m2 .
Moreover, we need ν to be in L1, hence cm must be positive and, so, we need |m| > 2.
Without this condition, for any i, the function t → Var (S(i, t)) increases and goes
to infinity with t. When |m| > 2, we can go further with Prop 2.1.10 and study the
eigenfunctions of
A2 : L1 −→ L1
f 7−→ A2(f) : a 7→
∫
R
f(b)
t(a, a; 0)ν(a)
t(a, b; 0)
db
with
t(a, a; 0)ν(a)
t(a, b; 0)
= exp
(
− b
2
2σ2
)
exp
((
a+b
m
)2
2σ2
)
.
One can check that η(x) = exp
(
− (1+
√
cm)x2
4σ2
)
is a positive eigenfunction of A2 associ-
ated to the eigenvalue
√
piσ2(
1 +
√
cm
)2 . Moreover η satisfies Eq (2.7) (this is an example
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where Prop 2.1.10 permits to compute a solution η to Eq (2.7)). We get dη(a; c) =
g
[
2
ml
a,
√
2
l
σ
]
(c) and uη(c; b) = g
[
2
ml
c,
√
2
l
σ
]
(b) for l = 1 +
√
cm. To end, we
need to find an invariant probability distribution ρ0 for the Markov chain of t.k. D
η
(with density dη). The measure ρ0 with density r0 is fine: r0(x) = g
[
0, c−1/4m σ
]
(x).
This permits to conclude that the (ρ0, D
η, Uη)-HZMC is an invariant measure for
the Gaussian PCA. In fact, this invariant HZMC is an autoregressive process of order
1 (AR(1) process, see [WH97]) that is a process (Xi) such that Xi = θ + φXi−1 +
i where θ and φ are two real numbers and (i) are independent and identically
distributed of law the Gaussian law N (0, σ′2). In our case, the invariant HZMC is an
AR(1) process on HZN with θ = 0, φ =
2
ml
and σ′2 =
2σ2
l
.
“Gaussian PCA except on diagonal” G˜m,σ. As already seen in (b) of Remark 2.1.6,
this PCA is Lebesgue-positive and also µ{a}-positive for any a ∈ R.
When we consider G˜m,σ as a Lebesgue-positive PCA, Prop 2.1.10 cannot be
used to find a solution η to Eq (2.7). Hopefully, G˜m,σ is Lebesgue-equivalent to
Gm,σ. Hence, by Remark 2.1.8, the invariant Lebesgue-positive (ρ0, D
η, Uη)-HZMC,
that corresponds to an AR(1) process, obtained for Gm,σ is also invariant for G˜m,σ.
Besides, for any a ∈ R, the constant process equal to a everywhere is also an invariant
measure to G˜m,σ.
Beta PCA.
We define a class of PCA with alphabet R depending on three positive real pa-
rameters α, β and m. The t.k. is the following: for all a, b ∈ R and C ∈ B(R),
T (a, b;C) = P ((b− a)X + a−m ∈ C)
where X is a Beta(α, β) random variable. In words, the PCA takes a random (fol-
lowing a Beta law) number between the two values of its two neighbors and subtract
m to it.
This PCA is Lebesgue-supported, but not Lebesgue-positive.
Now, we try to search an invariant (ρ0, D, U)-HZMC to this PCA. Let θ be a
positive real number. Let
D1(a;C) = P (X1 + a−m ∈ C) andU1(c;B) = P (X2 + c+m ∈ B)
where X1 (resp. X2) is a Gamma(α, θ) (resp. Gamma(β, θ)) random variable. For
D = D1 and U = U1, Cond 9 and Cond 10 hold; unfortunately, there does not
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exist a probability distribution ρ0 that satisfies Cond 11. Hence, this PCA does
not possess a Lebesgue-supported HZMC as invariant distribution. Nevertheless, the
image of a Lebesgue-supported (ρ,D1, U1)-HZMC by this PCA is the (ρD1, D1, U1)-
HZMC, meaning that one can describe simply the distribution of the successive image
of a (ρ,D1, U1)-HZMC by A.
2.2.3 PCA with infinite alphabet in the literature
PCA modeling TASEP.
We model the synchronous TASEP on R introduced by Blank [Bla12] by a PCA
on Z with alphabet R. In the following, when we say TASEP, we refer to this variant
of TASEP. TASEP models the behavior of an infinite number of particles of same
radius r ≥ 0 on the real line, that move to the right, that do not bypass, not overlap
and, at each step of time, each particle moves with probability p (0 < p ≤ 1),
independently of each others. When a particle moves, it travels a distance v ≥ 0 to
the right, except if it can create a collision with the next particle, in that case, it
moves to the rightest allowed position. In this model, the state of a cell i at time t
is the position xti of the ith particle at time t. Formally, the evolution of (x
t
i) is the
following:
xt+1i =
{
min(xti + v, x
t
i+1 − 2r) with probability p,
xti with probability 1− p.
We propose, here, to model this TASEP by a PCA A on Z with alphabet R. The
t.k. of the PCA is the following: for any a, b ∈ R such that a+ r ≤ b− r and for any
C ∈ B(R),
T (a, b;C) =
{
(1− p)δa(C) + pδa+v(C) if a+ v ≤ b− 2r,
(1− p)δa(C) + pδb−2r(C) if a+ v > b− 2r.
The t.k. for other pairs (a, b) is not specified since they concern forbidden configura-
tions. Hence, if we start with an admissible configuration at time 0 for the PCA (i.e.
for any i ∈ Z, S(i, 0) + r ≤ S(i+ 1, 0)− r), then the PCA models the TASEP.
We can remark that if v = 2r and, for any i ∈ Z, xi(t) ∈ 2rZ, then xi(t+1) ∈ 2rZ
for any i. In terms of PCA, this says that the PCA A is µ-supported for µ =∑
i∈Z δ2ri. Rescaling this alphabet by 1/(2r), this PCA models a synchronous TASEP
on Z [MM14a, Section 2.3]. It is known that this TASEP possesses a family of
invariant Markov chains distributions indexed by a parameter q ∈ (0, p) [MM14a,
Section 4.3]. As a consequence, the corresponding PCA owns some “quasi” invariant
distributions (see below to understand the exact meaning of “quasi”). It appears that
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these “quasi” invariant distributions are HZMCZ (see Section 2.4.1). The t.k. of the
HZMCZ are D and U defined by, for any a ∈ Z, C ∈ B(Z),
D(a;C) =
1− p
1− q δa(C) +
p− q
1− q δa+1(C), (2.10)
U(a;C) =
∞∑
m=1
q
(p− q)m−1
pm
δa+m(C). (2.11)
One can verify that these two t.k. satisfy Cond 9 and Cond 10 of Theorem 2.4.1 (see
Section 2.4.1). Cond 18 holds only in the degenerated case where q = p. In that case,
all the (deterministic) HZMCZ which satisfy S(i+ 1, t) = S(i+ 1, t+ 1) = S(i, t) + 1
for any i and t are invariant by A. They correspond to the infinite traffic jam where
nobody can move. Else, for q ∈ (0, p), D does not possess an invariant probability
measure and so Cond 18 cannot hold. Nevertheless, the image of a (R,D,U)-HZMCZ
is the (R′, D, U)-HZMCZ with ρ′i = ρiD, meaning that one can describe simply the
distribution of the successive images of a (R,D,U)-HZMCZ by A (that is the sense
of the “quasi”). In addition, with this view of TASEP, the mean speed of particles
is simple to obtain: it is D(a; a+ 1) = (p− q)/(1− q).
PCA modeling a variant of first-passage percolation.
We propose a model of directed first-passage percolation on a directed graph
which can be seen as a PCA with alphabet [0,∞). We use the same notation as
Kesten [Kes87] to present the classical model of first-passage percolation.
The set of nodes of G is N2 and the set of directed edges is E = {((i, j), (i, j +
1)) : i, j ∈ N} ∪ {((i + 1, j), (i, j + 1)) : i, j ∈ N}. We let L0 = {(i, 0) : i ∈
N} the set of the nodes of the first line. Now associate with the edges some i.i.d.
weights (t(e), e ∈ E), with common distribution F , where t(e) is the time needed
to pass through edge e. The passage time of a directed path r = (e1, . . . , en) on
G is T (r) =
n∑
i=1
t(ei). The travel time from a node u to a node v is defined as
T (u, v) = inf{T (r) : r is a directed path from u to v}. If there is no directed path
from u to v, T (u, v) = ∞. We define the travel time from U ⊂ N2 to a node v by
T (U, v) = inf{T (u, v) : u ∈ U}. Finally, we define V(t) = {v ∈ N : T (L0, v) ≤ t}
the set of nodes visited at time t. The object of study in the first-passage percolation
is this set V(t).
The first-passage percolation on G can be seen as a PCA A on N with alphabet
[0,∞) as follows: let S(i, j) represents the travel time T (L0, (i, j)) from L0 to the
node (i, j). The t.k. of the PCA is the following: for any a, b ∈ [0,∞), for any
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C ∈ B([0,∞)), T (a, b;C) = La,b(C) where La,b is the distribution of the random
variable X = min{(a+ T1), (b+ T2)} where T1 and T2 are i.i.d. with common law F .
If F is non trivial, A cannot have an invariant distribution because E [S(i, j)] −→
j→∞
∞ for all i. Nevertheless, it could exist (for some F ) two t.k. D and U such that
if, at time 0, the initial distribution is a (ρ0, D, U)-HZMC, then, at time 1, it is the
(ρ0D,D,U)-HZMC. Such a property should permit to describe the evolution of A
as in Section 2.2.2.
2.3 Proofs of the main results
2.3.1 Proof of Theorem 2.1.1
First: let (ρ0, D, U) be a µ-supported HZMC invariant by A with t.k. T , a µ-
supported PCA. For all A,B,C ∈ B(E), for all i ∈ N,
P (S(i, t) ∈ A, S(i+ 1, t) ∈ B, S(i, t+ 1) ∈ C)
=
∫
A×B×C
ri(a)d(a; c)u(c; b)dµ
3(a, b, c)
=
∫
A×B×C
ri(a)du(a; b)t(a, b; c)dµ
3(a, b, c)
where ρi is the law of cell i of µ-density ri. Taking the difference, we obtain, for all
A,B,C ∈ B(E),∫
A×B×C
(
ri(a)d(a; c)u(c; b)− ri(a)du(a; b)t(a, b; c)
)
dµ3(a, b, c) = 0.
Hence, since this holds for any Borel set A×B × C,
ri(a)d(a; c)u(c; b) = ri(a)du(a; b)t(a, b; c)
for µ3-a.e. (a, b, c) ∈ E3. If a ∈ E˜, there exists i such that ri(a) > 0 a.s. and, then,
Cond 9 holds.
We have also, for all A,B ∈ B(E), on one hand,
P (S(i, t+ 1) ∈ A, S(i+ 1, t+ 1) ∈ B)
= P (S(i, t+ 1) ∈ A, S(i+ 1, t+ 1) ∈ B, S(i+ 1, t) ∈ E)
=
∫
A×B
ri(a)ud(a; b)dµ
2(a, b)
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because (S(0, t), S(0, t+ 1), S(1, t), . . . ) is a (ρ0, D, U)-HZMC and, on the other hand,
P (S(i, t+ 1) ∈ A, S(i+ 1, t+ 1) ∈ B)
= P (S(i, t+ 1) ∈ A, S(i+ 1, t+ 1) ∈ B, S(i, t+ 2) ∈ E)
=
∫
A×B
ri(a)du(a; b)dµ
2(a, b)
because (S(0, t+ 1), S(0, t+ 2), S(1, t+ 1), . . . ) is also a (ρ0, D, U)-HZMC due to its
invariance by A. Then, as before, ri(a)ud(a; b) = ri(a)du(a; b) for µ
2-a.e. (a, b) ∈ E2
and, so, Cond 10 holds.
Moreover, the law of S(0, t) and S(0, t+1) must be the same because (ρ0, D, U) is
invariant by the PCA. Hence, the law of S(0, t+ 1) of µ-density
∫
E
r0(a)d(a; c)dµ(a)
must be equal to ρ0 of µ-density r0(c), i.e. Cond 11 holds.
Conversely, suppose that Cond 9, Cond 10 and Cond 11 are satisfied. Suppose
that the horizontal zigzag HZN(t) is distributed as a (ρ0, D, U)-HZMC. Now, compute
the push forward measure of this HZMC by A. For any n ≥ 0, for any F2n+1 =
B0 × · · · ×Bn+1 × C0 × · · · × Cn ∈ B(E)2n+1.
P (S(0, t+ 1) ∈ B0, S(0, t+ 2) ∈ C0, . . . , S(n+ 1, t+ 1) ∈ Bn+1)
=
∫
En+2×F2n+1
r0(a0)
n+1∏
i=0
d(ai; bi)u(bi; ai+1)t(bi, bi+1; ci)
dµ3n+6(a0, . . . , an+2, b0, . . . , bn+1, c0, . . . , cn)
=
∫
F2n+1
(∫
E
r0(a0)d(a0; b0)dµ(a0)
) n∏
i=0
(∫
E
u(bi; ai+1)d(ai+1; bi+1)dµ(ai+1)
)
(∫
E
u(bn+1; an+2)dµ(an+2)
) n∏
i=0
t(bi, bi+1; ci)dµ
2n+3(b0, . . . , bn+1, c0, . . . , cn)
=
∫
F2n+1
r0(b0)
n∏
i=0
ud(bi; bi+1)t(bi, bi+1; ci)dµ
2n+3(b0, . . . , bn+1, c0, . . . , cn)
=
∫
F2n+1
r0(b0)
n∏
i=0
d(bi; ci)u(ci; bi+1)dµ
2n+3(b0, . . . , bn+1, c0, . . . , cn).
This shows that the push forward measure of a (ρ0, D, U)-HZMC is a (ρ0, D, U)-
HZMC. Hence, the (ρ0, D, U)-HZMC is an invariant measure of A.
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2.3.2 Proof of Theorem 2.1.2
In the case of a µ-positive HZMC, taking E˜ or E does not make any difference in
Theorem 2.1.1. Indeed, by basic properties of measurability: for any property P , P (x)
holds for µ-a.e. x ∈ E if and only if P (x) holds for µ-a.e. x ∈ supp(µ)∩E (set equal
to E˜ here). In addition, for a µ-positive (ρ0, D, U)-HZMC: for µ
2-a.e. (a, b) ∈ E2,
du(a, b) > 0.
To prove Theorem 2.1.2, we first prove Lemmas 2.3.1 and 2.3.2.
Lemme 2.3.1. Let A be a µ-positive PCA with t.k. T . The three conditions: Cond 9,
Cond 12 and
Cond 17: For µ6-a.e. (a, a′, b, b′, c, c′),
t(a, b; c)t(a, b′; c′)t(a′, b; c′)t(a′, b′; c) = t(a′, b′; c′)t(a′, b; c)t(a, b′; c)t(a, b; c′) (2.12)
are equivalent.
Proof. — From Cond 9 to Cond 17: replace in Cond 17 the expressions of t by
the ones given in Cond 9.
— From Cond 17 to Cond 12: we prove its contrapositive. Suppose that, for all
(a0, b0, c0), Cond 12 is false. Hence, for all (a0, b0, c0) ∈ E3, either T (a0, b0; .)
and µ are not positive equivalent, or
µ3 ({(a, b, c) such that Eq (2.6) does not hold}) > 0. (2.13)
But, by definition of µ-positivity, the set of (a0, b0) such that T (a0, b0; .) and
µ are not positive equivalent is µ2-negligible. Hence, for µ3-a.e. (a0, b0, c0),
Eq (2.13) holds. But, by Fubini theorem,
µ6({(a, b, c, a′, b′, c′) such that Eq (2.12) does not hold})
=
∫
E3
µ3 ({(a, b, c) such that Eq (2.6) does not hold}) dµ(a0, b0, c0) > 0
and on the other hand Cond 17 is equivalent to
µ6({(a, b, c, a′, b′, c′) such that Eq (2.12) does not hold}) = 0.
— From Cond 12 to Cond 9: set
d(a; c) = Ka
t(a, b0; c)
t(a0, b0; c)
∫
E
t(a0, b; c)dµ(b)∫
E
t(a, b0;x)
t(a0, b0;x)
dµ(x)
and u(c; b) =
t(a0, b; c)∫
E
t(a0, x; c)dµ(x)
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where Ka is a normalization constant such that
∫
E
d(a; c)dµ(c) = 1. Then,
du(a; b) = Ka
∫
E
t(a, b0; c)t(a0, b; c)
t(a0, b0; c)
1∫
E
t(a, b0;x)
t(a0, b0;x)
dµ(x)
dµ(c),
and
d(a; c)u(c; b)
du(a; b)
=
t(a, b0; c)t(a0, b; c)
t(a0, b0; c)
1∫
E
t(a, b0;x)t(a0, b;x)
t(a0, b0;x)
dµ(x)
(2.14)
=
t(a, b0; c)t(a0, b; c)
t(a0, b0; c)
1∫
E
t(a, b;x)
t(a, b0; c0)t(a0, b; c0)
t(a0, b0; c0)t(a, b; c0)
dµ(x)
(2.15)
=
t(a, b0; c)t(a0, b; c)t(a0, b0; c0)t(a, b; c0)
t(a0, b0; c)t(a, b0; c0)t(a0, b; c0)
1∫
E
t(a, b;x)dµ(x)
(2.16)
= t(a, b; c). (2.17)
In this previous computation, we pass from line (2.14) to line (2.15) and from
line (2.16) to line (2.17) by using Cond 12.
Lemma 2.3.1 says that Cond 9 is equivalent to Cond 12 for µ-positive PCA.
Next Lemma 2.3.2, gives some necessary conditions for a (ρ0, D, U)-HZMC to be
invariant by a µ-positive PCA.
Lemme 2.3.2. Let A be a µ-positive PCA. If A satisfies the conditions of
Lemma 2.3.1, then there exists H a µ-positive probability distribution on (E,B(E))
of µ-density η such that the respective µ-densities of D and U are, for µ3-a.e. (a, b, c),
dη and uη as defined in Eq (2.5).
Proof. Suppose that, for µ3 a.e. (a, b, c),
du(a; b) =
d(a; c)u(c; b)
t(a, b; c)
=
d(a; c0)u(c0; b)
t(a, b; c0)
. (2.18)
Then d(a; c)u(c; b) = d(a; c0)
u(c0; b)
t(a, b; c0)
t(a, b; c). Integrating with respect to b,
d(a; c) = d(a; c0)
∫
E
u(c0; b)
t(a, b; c0)
t(a, b; c)dµ(b)
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and, then,
u(c; b) =
u(c0; b)
t(a, b; c0)
t(a, b; c)∫
E
u(c0;x)
t(a, x; c0)
t(a, x; c)dµ(x)
. (2.19)
Cond 12 and Cond 17 permit to replace a by a0 on the right side of Eq (2.19).
Then, taking η(b) = u(c0; b) ends the proof.
Now, we can end the proof of Theorem 2.1.2.
Proof of Theorem 2.1.2. Let A be a µ-positive PCA. If (ρ0, D, U) is an invariant
HZMC for A, then there exists η ∈ L1(µ) such that Eq (2.5) holds by Cond 9,
Lemma 2.3.1 and Lemma 2.3.2.
Moreover, u and d satisfy Cond 10. Hence, rewriting du and ud in terms of η,
du(a; b) =
∫
E
∫
E
η(x)
t(a, x; c0)
t(a, x; c)dµ(x)∫
E
η(x)
t(a, x; c0)
dµ(x)
η(b)
t(a0, b; c0)
t(a0, b; c)∫
E
η(x)
t(a0, x; c0)
t(a0, x; c)dµ(x)
dµ(c) (2.20)
=
∫
E
∫
E
η(x)
t(a, x; c0)
t(a, x; c)dµ(x)∫
E
η(x)
t(a, x; c0)
dµ(x)
η(b)
t(a, b; c0)
t(a, b; c)∫
E
η(x)
t(a, x; c0)
t(a, x; c)dµ(x)
dµ(c) (2.21)
=
η(b)
t(a, b; c0)∫
E
η(x)
t(a, x; c0)
dµ(x)
,
we pass from line (2.20) to line (2.21) replacing
t(a0, b; c)t(a0, x; c0)
t(a0, b; c0)t(a0, x; c)
by
t(a, b; c)t(a, x; c0)
t(a, b; c0)t(a, x; c)
using Cond 12 and 17; and
ud(a; b) =
∫
E
η(c)
t(a0, c; c0)
t(a0, c; a)∫
E
η(x)
t(a0, x; c0)
t(a0, x; a)dµ(x)
∫
E
η(x)
t(c, x; c0)
t(c, x; b)dµ(x)∫
E
η(x)
t(c, x; c0)
dµ(x)
dµ(c).
Hence, η satisfies Eq (2.7) of Cond 13.
Finally, we need a distribution ρ0 to satisfy Cond 11 with D = D
η, this is possible
only if Cond 14 holds.
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Conversely, if we suppose Cond 12, Cond 13 and Cond 14, then all the previous
computations hold and then we obtain Cond 9, Cond 10 and Cond 11 for D = Dη,
U = Uη and ρ0 and then we conclude using Theorem 2.1.1.
2.3.3 Proof of Proposition 2.1.10
Let A be a PCA and suppose that Cond 12, Cond 15 and Cond 16 hold. Then,
we can replace in Cond 13 the a0 by c using Cond 12 and Cond 15. Then η must
verify: for µ-a.e. a and for the c0 of Cond 12,
η(a)
t(a, a; c0)∫
E
η(x)
t(a, x; c0)
dµ(x)
=
∫
E
η(c)
t(c, c; c0)∫
E
η(x)
t(c, x; c0)
dµ(x)
t(c, c; a)dµ(c).
So, we see that
a 7→
η(a)
t(a, a; c0)∫
E
η(x)
t(a, x; c0)
dµ(x)
 is an eigenfunction of the operator
A1 : f 7→
(
A1(f) : a 7→
∫
E
f(c)t(c, c; a)dµ(c)
)
. Hence, by Lemma 2.1.12, if there
exists a positive eigenfunction ν in L1(µ) for A1, it is unique up to a multiplicative
constant. Hence, there exists λ > 0 such that, for µ-a.e. a,
η(a)
t(a, a; c0)∫
E
η(x)
t(a, x; c0)
dµ(x)
= λν(a),
which is equivalent to
η(a) = λ
∫
E
η(x)
t(a, a; c0)
t(a, x; c0)
ν(a)dµ(x).
Hence, η is an eigenfunction of
A2 : f 7→
(
A2(f) : a 7→
∫
E
f(x)
t(a, a; c0)
t(a, x; c0)
ν(a)dµ(x)
)
.
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2.4 Extension to Z and Z/nZ
2.4.1 PCA on Z
In this section, we extend Theorem 2.1.1 and 2.1.2 to Z. The main change is
that ρ0 the initial probability distribution for a HZMC on N is replaced on Z by a
sequence of probability distributions R = (ρi)i∈Z indexed by Z.
Let us define a HZMCZ on Z. The geometrical structure is now
HZZ(t) =
{(⌊
i
2
⌋
, t+
1 + (−1)i+1
2
)
, i ∈ Z
}
.
See Figure 2.2 for a graphical representation. On this structure, a (R,D,U)-HZMCZ
is a Markov chain with two t.k. D and U and a family of probability distributions
R = (ρi)i∈Z such that
— for all i ∈ Z, the distribution of state S(i, t) is ρi,
— the distribution of S(i, t+1) knowing S(i, t) is given byD, and that of S(i+1, t)
knowing S(i, t+ 1) is given by U .
Hence, for any i ∈ Z, the distributions ρi, ρi+1, D and U are constrained such
that ρiDU = ρi+1. In the case of a µ-supported (R,D,U)-HZMCZ (i.e. for all i ∈ Z,
ρi  µ and D and U are µ-supported t.k.), this gives
ri+1(xi+1) =
∫
E
ri(xi)du(xi;xi+1)dµ(xi). (2.22)
A family of probability distributions R with this property is said to be compatible
with (D,U).
As before, we define the support E˜ =
⋃
i∈Z supp (ρi) of an HZMCZ. If the HZMCZ
is µ-supported, then, for µ-a.e. a ∈ E, there exists i such that ri(a) > 0 and, in the
case of a µ-positive HZMCZ (i.e. for all i ∈ Z, ρi and µ are positive equivalent and
D and U are µ-positive t.k.), E˜ = supp(µ).
The following theorem is an extension of Theorem 2.1.1 for PCA on Z.
Theorem 2.4.1. Let µ be a σ-finite measure on E. Let A := (Z, E,N, T ) be a
µ-supported PCA and (R,D,U) a µ-supported HZMCZ. The (R,D,U)-HZMCZ is
invariant by A if and only if Cond 9, Cond 10 and the following condition are
satisfied:
Cond 18: ρ is invariant by t.k. D, i.e. for all i ∈ Z, ρiD = ρi, i.e. for all i ∈ Z,
ri(c) =
∫
E
ri(a)d(a; c)dµ(a).
Proof. This is an immediate consequence of Theorem 2.1.1 because we just need, for
all i ∈ Z, the (ρi, D, U)-HZMC to be invariant by A.
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t
t + 1
−1 0 1 2
time
i
Figure 2.2 – In bold, HZZ(t), the tth horizontal zigzag on Z on a space time diagram.
As in Theorem 2.1.2 where we go further for µ-positive PCA on N, we obtain a
necessary and sufficient condition on µ-positive PCA to have an invariant HZMCZ.
Theorem 2.4.2. Let µ be a σ-finite measure on E. Let A := (Z, E,N, T ) be a
µ-positive PCA. A admits a µ-positive invariant HZMCZ if and only if Cond 12,
Cond 13 and Cond 14 hold.
In this case, the (R,D,U)-HZMCZ has for µ-densities d
η and uη as defined in
Eq (2.5) and, for any i ∈ Z, ρi = ρ0.
Proof. It is an immediate consequence of Theorem 2.1.2. The only new thing to verify
is that R = ρZ0 is (D,U) compatible, i.e. r0 satisfies Eq (2.22) to check that (R,D,U)
defines a HZMCZ. By Cond 14, for µ-a.e. yi,∫
E
r0(xi)d(xi; yi)dµ(xi) = r0(yi). (2.23)
But, satisfying Eq (2.22) and Eq (2.23) is equivalent to satisfy, for µ-a.e. xi+1,∫
E
r0(yi)u(yi;xi+1)dµ(yi) = r0(xi+1).
Now, from Eq (2.23), for µ-a.e. xi+1,∫∫
E2
r0(xi)d(xi; yi)u(yi;xi+1)dµ(xi)dµ(yi) =
∫
E
r0(yi)u(yi;xi+1)dµ(yi).
But as du = ud,∫
E
(∫
E
r0(xi)u(xi; yi)dµ(xi)
)
d(yi;xi+1)dµ(yi) =
∫
E
r0(yi)u(yi;xi+1)dµ(yi).
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t
t+ 1
0 1 2
n− 1
time
Figure 2.3 – In bold, CHZ(t), the tth cyclic horizontal zigzag on a space time diagram.
So, f : y →
∫
E
r0(x)u(x; y)dµ(x) is a positive eigenfunction of the integral operator
A of kernel d. By Lemma 2.1.12, this eigenfunction is unique (up to a multiplicative
constant) equal to r0, so
∫
E
r0(x)u(x; y)dµ(x) = λr0(y) and λ = 1 because they both
integrate (with respect to µ) to 1. This ends the proof.
Due to the uniqueness of ρ0 in Cond 14 (deduced from Lemma 2.1.12), the
(R,D,U)-HZMCZ is, in fact, necessarily taken under its invariant probability distri-
bution.
In that case, Prop 2.1.10 still holds and Remark 2.1.8 also holds if (ρ0, D, U)-
HZMC is replaced by (R,D,U)-HZMCZ.
2.4.2 PCA on Z/nZ
In this section, we have results, similar to Theorems 2.1.1 and 2.1.2, on the lattice
Z/nZ. The main change is that we characterize PCA whose invariant distribution is
a cyclic-HZMC (CHZMC).
Consider, as represented on Figure 2.3,
CHZ(t) =
{(⌊
i
2
⌋
, t+
1 + (−1)i+1
2
)
, i ∈ Z/(2n)Z
}
.
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Let (D,U) be two µ-supported t.k. from E to E such that
Z(D,U) =
∫
E2n
u(yn−1;x0)d(x0; y0) . . . d(xn−1; yn−1)dµ2n(x0, y0, x1, . . . , yn−1) /∈ {0,+∞}.
We define the measure M on CHZ called (µ-supported) (D,U)-CHZMC by its µ2n-
density m that is: for µ-a.e. x0, y0, . . . , yn−1 ∈ E,
m(x0, y0, . . . , yn−1) =
u(yn−1;x0)d(x0; y0) . . . d(xn−1; yn−1)
Z(D,U)
.
For simplicity, we define, formally, only µ-supported (D,U)-CHZMC (D and U
are µ-supported t.k. from E to E).
When E is finite, a CHZMC is a HZMC conditioned to be periodic. In general, a
CHZMC is a Gibbs measure in the cyclic horizontal zigzag (CHZ).
The denomination “Cyclic Markov chain” were introduced, first, by Albenque [Alb09]
to define periodic Markov chain on Z/nZ. This notion is the same as Markovian fields
in [BM98].
The distribution of the line St (resp. St+1) is denoted M
(1) (resp. M (2)) and its
µn-density is obtained by integration of m with respect to the n variables y0, . . . , yn−1
(resp. to the n variables x0, . . . , xn−1). The distribution of the state S(i, t) is denoted
M
(1)
i and its µ-density is obtained by integration of m with respect to the 2n − 1
variables x0, y0, . . . , xi−1, yi−1, yi, xi+1, . . . , xn−1.
For any j ∈ N, for µ-a.e. a, b, we let
(du)j(a; b) =
∫
E2j−1
d(a; y0)u(y0;x1) . . . u(yj−1; b)dµ2j−1(y0, x1, . . . , yj−1).
We obtain, first, a theorem about µ-supported PCA having µ-supported CHZMC.
Theorem 2.4.3. Let µ be a σ-finite measure on E. Let A := (Z/nZ, E,N, T ) be a µ-
supported PCA and (D,U) a µ-supported CHZMC. The (D,U)-CHZMC is invariant
by A if and only if the two following conditions are satisfied:
Cond 19: for µ-a.e. a, b, c ∈ E,
du(a; b)t(a, b; c) = d(a; c)u(c; b) or (du)n−1(b; a) = 0,
Cond 20: for µ-a.e. x0, x1, . . . , xn−1 ∈ E˜,
du(x0;x1)du(x1;x2) . . . du(xn−1;x0) = ud(x0;x1)ud(x1;x2) . . . ud(xn−1;x0)
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Proof. Let a (D,U)-CHZMC be invariant by A. For all A,B,C ∈ B(E), for all
i ∈ Z/nZ,
P (S(i, t) ∈ A, S(i+ 1, t) ∈ B, S(i, t+ 1) ∈ C)
=
1
Z(D,U)
∫
A×C×B
d(xi; yi)u(yi;xi+1)(du)n−1(xi+1;xi)dµ3(xi, yi, xi+1)
=
1
Z(D,U)
∫
A×C×B
du(xi;xi+1)t(xi, xi+1; yi)(du)n−1(xi+1;xi)dµ3(xi, yi, xi+1).
Hence, for µ-a.e. xi, yi, xi+1 ∈ E,
du(xi;xi+1)t(xi, xi+1; yi)(du)n−1(xi+1;xi) = d(xi; yi)u(yi;xi+1)(du)n−1(xi+1;xi),
that is Cond 19.
To prove Cond 20, we use the fact that the second line of the (D,U)-CHZMC
at time t is the first line at time t + 1 and since the CHZMC is invariant the
law of the CHZMC at time t and at time t + 1 is the same M . But M (1) is the
law of the first line and M (2) of the second, so M (1) = M (2). In terms of µn-
densities, m(1) = m(2). But, m(1)(x0, . . . , xn−1) =
1
Z(D,U)
du(x0;x1) . . . du(xn−1;x0)
and m(2)(x0, . . . , xn−1) =
1
Z(D,U)
ud(x0;x1) . . . ud(xn−1;x0) that gives Cond 20.
Conversely, we suppose that Cond 19 and 20 are satisfied. Then, the push forward
measure of the (D,U)-CHZMC by A is also the (D,U)-CHZMC (the computation is
an adaptation of that done in the Proof of Theorem 2.1.1 in Section 2.3.1 to compute
the push forward measure of a HZMC).
For µ-positive PCA, Cond 19 could be exploited a little more.
Theorem 2.4.4. Let µ be a σ-finite measure on E. Let A := (Z/nZ, E,N, T ) be a
µ-positive PCA. A admits a µ-positive invariant CHZMC if and only if Cond 12
and
Cond 21: there exists a positive function η ∈ L1(µ) solution of: for µ-a.e.
x0, . . . , xn−1 ∈ E,
dηuη(x0;x1)dηuη(x1;x2) . . . dηuη(xn−1;x0)
= uηdη(x0;x1)uηdη(x1;x2) . . . uηdη(xn−1;x0)
with dη and uη as defined in Eq (2.5).
In this case, the (D,U)-CHZMC has for µ-densities dη and uη as defined in
Eq (2.5).
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Proof. First of all, when a PCA is µ-positive, Cond 19 can be rewritten, for µ-a.e.
a, b, c, t(a, b; c) =
d(a; c)u(c; b)
du(a; b)
because both du(a; b) and (du)n−1(b; a) are positive.
Hence, we use Lemma 2.3.1 to prove that Cond 19 is equivalent to Cond 12. More-
over, Lemma 2.3.2 still applies and the state space of possible solutions for (D,U)
is parametrized by η a function in L1(µ). Cond 20 applied on dη and uη gives
Cond 21.
Chapitre 3
ACP et “vertex-models”
99
100 CHAPITRE 3. ACP ET “VERTEX-MODELS”
Ce chapitre pre´sente les premiers re´sultats de travaux qui sont encore en cours.
3.1 Introduction
Les mode`les classiques a` sommets
Les mode`les a` sommets sont des mode`les classiques de la physique statistique pour
mode`liser le comportement de la glace en deux dimensions. Historiquement, le pre-
mier de ces mode`les fut le mode`le a` 6 sommets introduit par Pauling en 1935 [Pau35].
Conside´rons KN le graphe dont l’ensemble des sommets est
{(i, j) : −1 ≤ i, j ≤ N + 1}
et dont l’ensemble des areˆtes est
{((i, j), (i, j + 1)) : 0 ≤ i ≤ N,−1 ≤ j ≤ N}
∪ {((i, j), (i+ 1, j)) : −1 ≤ i ≤ N, 0 ≤ j ≤ N}
(voir Figure 3.1). Les sommets
{(i, j) : 0 ≤ i, j ≤ N}
sont appele´s sommets internes de KN (ce sont ceux adjacents a` 4 areˆtes de KN). Les
areˆtes
{((−1, j), (0, j)) : 0 ≤ j ≤ N} ∪ {((N, j), (N + 1, j)) : 0 ≤ j ≤ N}
∪ {((i,−1), (i, 0)) : 0 ≤ i ≤ N} ∪ {((i, N), (i, N + 1)) : 0 ≤ i ≤ N}
sont appele´es areˆtes externes. Ce graphe posse`de 2N2 + 2N areˆtes que l’on peut
classer en deux groupes : les 4N areˆtes sur le bord appele´es aussi areˆtes externes et
les 2N2− 2N areˆtes internes. Chacune de ces 2N2 + 2N areˆtes est orientable suivant
deux orientations : soit “de bas en haut” ou “de haut en bas” si l’areˆte est verticale,
soit “de gauche a` droite” ou “de droite a` gauche” si l’areˆte est horizontale. On appelle
orientation de KN , le graphe KN muni d’une orientation pour chacune de ces areˆtes.
A` N fixe´, il existe un nombre fini 22N
2+2N d’orientations de KN . L’ensemble des
orientations de KN est note´ ΩN .
Dans la suite, on de´signe par sommets de KN uniquement les seuls sommets
internes de KN .
Dans le mode`le a` 6 sommets, on conside`re uniquement le sous-ensemble Ω6V,N
des orientations de KN de sorte qu’en tout sommet de KN , il y ait exactement
deux areˆtes entrantes et deux areˆtes sortantes. Ainsi, autour de chaque sommet de
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Figure 3.1 – K4.
KN les 4 areˆtes adjacentes a` ce sommet sont dans une des 6 configurations locales
pre´sente´es en Figure 3.2. A` chaque configuration locale (i) est associe´e un poids wi.
On dit qu’un sommet est de type i si les 4 areˆtes qui lui sont adjacentes sont dans
la configuration locale (i) de la Figure 3.2. A` partir des poids locaux wi, on munit
l’espace des orientations Ω6V,N d’un syste`me de poids W de type Boltzmanien : le
poids W (O) d’une orientation O de KN e´tant :
W (O) =
6∏
i=1
w
ni(O)
i (3.1)
ou` ni(O) est le nombre de sommets de type i dans l’orientation O. A` la mesure W
sur Ω6V,N , on associe comme habituellement la mesure de probabilite´ PW sur Ω6V,N
de´finie par
PW (O) = W (O)/ZN ou` ZN =
∑
O′∈Ω6V,N
W (O′).
La valeur ZN est appele´e fonction de partition. Sous cette probabilite´ PW , la proba-
bilite´ d’une orientation O est bien suˆr proportionnelle a` son poids W (O).
Pour des raisons de syme´trie lie´es a` KN , le nombre de sommets de type 5 et
6 dans une configuration admissible diffe´re d’au plus N (|n5 − n6| ≤ N) ce qui
permet de choisir w5 = w6 = c sans perte de ge´ne´ralite´ pour l’asymptotique (dans
l’asymptotique, ce qui nous inte´resse ce sont les noeuds de type i ou` ni = Θ (N
2)). En
l’absence de champs exte´rieur (hypothe`se classique pour une premie`re approche d’un
mode`le de physique statistique), on obtient e´galement w1 = w2 = a et w3 = w4 = b.
Dans ce cas, Baxter en 1972 a calcule´ la fonction de partition Z du mode`le a` 6
sommets [Bax72] et en a de´duit que le mode`le a` 6 sommets avait des proprie´te´s tre`s
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(1) (2) (3) (4) (5) (6)
Figure 3.2 – Les 6 types de sommets possibles du 6-vertex model.
diffe´rentes quand N →∞ suivant les valeurs des parame`tres a, b et c. Un e´tat stable
du mode`le a` 6 sommets de´signe un sous-espace (de mesure non nulle) de l’ensemble
des parame`tres (a, b, c) pour lequel les proprie´te´s asymptotiques (quand N →∞) du
mode`le a` 6 sommets sont les meˆmes dans ce sous-espace a. Le mode`le a` 6 sommets a
4 e´tats stables [Bax82, Section 8.10] (voir Figure 3.3) :
— Si a > b+c (e´tat I), alors on a un e´tat ferromagne´tique, dans lequel N2−o(N2)
sommets sont soit de type 1, soit de type 2 p.s. quand N →∞.
— Si b > a + c (e´tat II), alors on a encore un e´tat ferromagne´tique, mais dans
lequel N2 − o(N2) sommets sont soit de type 3, soit de type 4 p.s. quand
N →∞.
— Si c > a+ b (e´tat IV), alors on a un e´tat anti-ferromagne´tique, N2/2− o(N2)
sommets sont de type 5 et N2/2− o(N2) sommets sont de type 6 p.s. quand
N →∞.
— Sinon (i.e. si a, b, c < (a + b + c)/2) (e´tat III), alors on a un e´tat de´sordonne´,
il y a Θ(N2) sommets de chaque type p.s. quand N →∞.
Jusque la`, on a conside´re´ le mode`le a` 6 sommets sur KN avec toutes les orienta-
tions Ω6V,N possibles aussi appele´ mode`le a` 6 sommets avec des conditions de bord
libre car les areˆtes externes de KN (areˆtes en rouge sur la Figure 3.4) ne ve´rifiaient
aucune contrainte. Dans d’autres cas, on conside`re le mode`le a` 6 sommets sur KN en
restreignant l’ensemble des orientations a` un sous-ensemble de Ω6V,N qui ve´rifie une
contrainte portant sur l’orientation des areˆtes externes de KN . Quelques exemples
classiques de conditions de bord, en reprenant la de´nomination dans [BKW73], sont :
— condition de bord libre (FBC) : aucune condition sur les areˆtes externes ;
— condition de bord pe´riodique (PBC) : les deux areˆtes externes d’une meˆme
ligne ou d’une meˆme colonne sont oriente´es dans le meˆme sens ;
— condition de bord “wall” (voir [ZJ00]) : toutes les areˆtes externes des lignes sont
dirige´es vers l’inte´rieur et celles des colonnes vers l’exte´rieur (voir Figure 3.4) ;
a. Illustrons la notion d’e´tats stables avec un peu de physique : l’eau a` la pression atmosphe´rique a 3 e´tats
stables suivant la valeur de la tempe´rature T : la glace quand T < 0˚ C, l’eau liquide quand 0˚ C < T < 100˚ C
et la vapeur d’eau quand T > 100˚ C.
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I
II
III
IV
a/c
b/c
1
1
Figure 3.3 – Le diagramme des 4 e´tats macroscopiques du 6-vertex model.
Figure 3.4 – K4 et une orientation fac¸on “wall” de ces 16 areˆtes externes (en rouge).
— condition de bord arbitraire (SBC) : l’orientation est impose´e pour chacune
des areˆtes (“wall” en est un exemple).
Dans ce chapitre, on conside´rera des conditions de bord particulie`res appele´es ici
conditions de bord semi-libres (SL), qui sont des conditions de nature probabiliste :
les orientations des areˆtes externes situe´es a` gauche ou en haut forment une famille
i.d.d. de loi commune suivante : chaque areˆte est oriente´e vers l’exte´rieur (← ou ↑)
avec probabilite´ q et avec probabilite´ 1 − q vers l’inte´rieur (→ ou ↓) ; l’orientation
des areˆtes externes situe´es a` droite et en bas est libre.
Un des principaux “de´fauts” du mode`les a` 6 sommets est qu’il est tre`s de´pendant
des conditions de bords [BKW73]. Par exemple, en imposant les conditions de bords
de la Figure 3.5, on a une unique orientation possible de KN . Il existe d’autres
mode`les de sommets moins sensibles a` ces conditions de bords. En particulier, le
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Figure 3.5 – L’unique configuration du mode`le a` 6 sommets avec comme condition de
bords : toutes les areˆtes externes des coˆte´s gauche et haut sont oriente´es vers l’inte´rieur et
toutes les areˆtes externes des coˆte´s droit et bas sont oriente´es vers l’exte´rieur.
mode`le a` 8 sommets ne posse`de pas cette sensibilite´ [BKW73].
Dans le mode`le a` 8 sommets, la contrainte est qu’en chaque sommet il y ait 0,
2 ou 4 areˆtes entrantes sur les 4 areˆtes adjacentes. Ainsi, les 2 configurations de
la Figure 3.6 s’ajoutent aux 6 configurations de la Figure 3.2 pour un total de 8
configurations possibles des 4 areˆtes adjacentes d’un sommet. Pour des raisons de
syme´trie (impose´es par le mode`le), le nombre de sommets de type 7 et 8 dans une
configuration admissible de ce mode`le vont diffe´rer d’au plus 2N (|n7−n8| ≤ 2N) ce
qui permet de choisir w7 = w8 = d sans perte de ge´ne´ralite´ pour l’asymptotique (dans
l’asymptotique, ce qui nous inte´resse ce sont les noeuds de type i ou` ni = Θ (N
2)). La`
encore la fonction de partition Z de ce mode`le est bien connue graˆce a` Baxter [Bax82,
Section 10] et permet d’identifier 5 e´tats stables pour le mode`le a` 8 sommets [Bax82,
Section 10.11] :
— Si a > b + c + d (e´tat I), alors on a un e´tat ferromagne´tique dans lequel
N2 − o(N2) sommets sont soit de type 1, soit de type 2 p.s. quand N →∞.
— Si b > a+c+d (e´tat II), alors on a encore un e´tat ferromagne´tique dans lequel
N2 − o(N2) sommets sont soit de type 3, soit de type 4 p.s. quand N →∞.
— Si c > a+ b+ d (e´tat IV), alors on a un e´tat anti-ferromagne´tique dans lequel
N2/2− o(N2) sommets sont de type 5 et N2/2− o(N2) sommets sont de type
6 p.s. quand N →∞.
— Si d > a+ b+ c (e´tat V), alors on a un e´tat anti-ferromagne´tique dans lequel
N2/2− o(N2) sommets sont de type 7 et N2/2− o(N2) sommets sont de type
8 p.s. quand N →∞.
— Sinon (i.e. si a, b, c, d < (a + b + c + d)/2) (e´tat III), alors on a un e´tat
de´sordonne´, il y a Θ(N2) sommets de chaque type p.s. quand N →∞.
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(7) (8)
Figure 3.6 – Les 2 types supple´mentaires pour le mode`le a` 8 sommets.
La` encore, ce re´sultat est valable lorsque les conditions de bords sont libres. Mais
comme avant, on peut e´tudier ce mode`le sous diffe´rentes conditions de bords. Nous
l’e´tudierons avec des conditions de bords semi-libres (SL).
Nous avons ici pre´sente´ les mode`les a` 6 et 8 sommets sur le graphe KN , graphe
sur lequel il est le plus couramment e´tudie´. Dans la suite, nous les conside´rons sur
un autre graphe KN . Le graphe KN a pour ensemble de sommets
{(i, t) : 0 ≤ i, t ≤ N − 1} ∪ {(i− 1/2, t− 1/2) : 0 ≤ i, t ≤ N}
et pour ensemble d’areˆtes
{((i− 1/2, t− 1/2), (i, t)), ((i− 1/2, t+ 1/2), (i, t)),
((i+ 1/2, t− 1/2), (i, t)), ((i+ 1/2, t+ 1/2), (i, t)) : 0 ≤ i, t ≤ N − 1}
(voir Figure 3.7). On distingue deux types de sommets : les sommets centraux de
degre´ 4 (appele´s par la suite sommets) et les sommets pe´riphe´riques de degre´ 1 ou 2
(qui vont servir a` de´finir des conditions de bord).
La` encore, nous conside´rons les mode`les a` 6 et 8 sommets sur KN avec une
condition de bord qui est de nature probabiliste : les orientations des areˆtes {((i −
1/2,−1/2), (i, 0)) : 0 ≤ i ≤ N − 1} forment une famille i.i.d. (pour l’orientation
haut/bas) de loi commune suivante : chaque areˆte est oriente´e vers le haut (↖ ou↗)
avec probabilite´ q et vers le bas (↙ ou↘) avec probabilite´ 1−q ; les orientations des
areˆtes situe´es sur les 3 autres bords externes (gauche, bas et droit) sont libres. Nous
appelons cette condition de bord condition de bord trois-quart-libre de parame`tre q
(cette condition sera note´e QL(q)). Le but du chapitre est de regarder les proprie´te´s
des mode`les a` 6 et 8 sommets sur le graphe KN dans la limite thermodynamique
(quand N →∞).
On de´finit maintenant le graphe K∞ a` l’aide des points du demi-plan Z × N et
une condition de bord sur ce graphe qui apparaˆıtront par la suite comme e´tant la
limite (dans un sens que nous pre´ciserons) quand N → ∞ de la suite des graphes
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i
0 1/2 1 3/2 2 5/2 3
t
0
1/2
1
3/2
2
5/2
3
Figure 3.7 – Le graphe K4. Les axes : la nume´rotation des sommets. Les conditions de
bord : les areˆtes rouges sont i.i.d. (pour l’orientation haut/bas) et les areˆtes vertes sont
libres.
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KN avec condition de bord QL. Le graphe K∞ a pour ensemble de sommets
{(i, t) : i ∈ Z, t ∈ N} ∪ {(i− 1/2, t− 1/2) : i ∈ Z, t ∈ N}
et pour ensemble d’areˆtes
{((i− 1/2, t− 1/2), (i, t)), ((i− 1/2, t+ 1/2), (i, t)),
((i+ 1/2, t− 1/2), (i, t)), ((i+ 1/2, t+ 1/2), (i, t)) : i ∈ Z, t ∈ N}
(voir Figure 3.8). Il y a alors deux types de sommets : les sommets centraux de degre´
4 (appele´s par la suite sommets) et les sommets surfaciques {(i−1/2,−1/2) : i ∈ Z}
de degre´ 2 (qui vont servir a` de´finir des conditions de bord). Les areˆtes sont e´galement
nume´rote´es : l’areˆte de K∞ qui relie les sommets (i, t) et (i′, t′) est nume´rote´e par
(2 max(i, i′), 2 max(t, t′)).
Quand on conside`re une orientation O de K∞, on de´signe par o(i, t) ∈ {↖,↘
} ou {↗,↙} (selon si l’areˆte (i, t) est paralle`le ou perpendiculaire a` la premie`re
bissectrice) l’orientation de l’areˆte (i, t). Sur ce graphe, on appelle condition de bord
UI(q) la condition de bord qui impose que les orientations des areˆtes de la premie`re
ligne (o(i, 0) : i ∈ Z) sont inde´pendantes et qu’avec probabilite´ q une areˆte est
oriente´e vers le haut (↖ ou ↗) et 1− q vers le bas (↙ ou ↘).
Fonction de corre´lation du mode`le a` 6 sommets quand b = a + c et du
mode`le a` 8 sommets quand b+ d = a+ c.
Soit Ω∞ l’ensemble des orientations de K∞. On munit Ω∞ de la loi de probabilite´
P∞ associe´e au mode`le a` 6 sommets sur KN avec condition de bord UI(q). Dans le
cas ge´ne´ral (a, b et c quelconques), il faut construire cette loi comme la limite en N
en un certain sens des lois de probabilite´ PN associe´es aux mode`les a` 6 sommets sur
les graphes KN avec condition de bord QL(q). Dans le cas b = a + c, nous verrons
plus tard qu’il y a un moyen plus simple de la re´aliser en conside´rant la loi L(q; p, 1)
(voir De´finition 3.1.4).
On conside`re une orientation O ∈ Ω∞ prise sous la loi P∞. La fonction de
corre´lation des areˆtes du mode`le a` 6 sommets est la fonction C((i, t); (i′, t′)) de´finie,
pour tout i, i′, t, t′, par
C((i, t); (i′, t′)) = E [e(i, t)e(i′, t′)]− E [e(i, t)]E [e(i′, t′)]
avec, pour tout i, t,
e(i, t) =
{
1 si o(i, t) = ↖ ou ↗
0 si o(i, t) = ↙ ou ↘ .
Autrement dit, si l’areˆte (i, t) est oriente´e vers le haut alors e(i, t) = 1, sinon e(i, t) =
0. Sous les conditions particulie`res que l’on prend, C a la proprie´te´ suivante :
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t
0
1/2
1
3/2
i
−1/2 0 1/2 1 3/2
(−1, 0) (0, 0) (1, 0) (2, 0)
(−1, 1) (0, 1) (1, 1) (2, 1)
(0, 2)
Figure 3.8 – Le graphe K∞. Les axes : la nume´rotation des sommets. En bleu : la
nume´rotation des areˆtes. La condition de bord UI : les orientations des areˆtes rouges (les
areˆtes (i, 0) avec i ∈ N) sont i.i.d. (pour l’orientation haut/bas)
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Proposition 3.1.1 (Re´sultat de [KDN90]). Pour une orientation ale´atoire O de K∞
distribue´e selon la loi P∞ associe´e au mode`le a` 6 sommets sur K∞ avec condition
de bord UI(q) et b = a+ c, on a, pour tout i, i′, t, t′,
C((0, t); (i′, t′)) = C((1, t); (1− i′, t′)), (3.2)
C((i, t); (i′, t′)) = C((i+ 2, t); (i′ + 2, t′)), (3.3)
C((i, t); (i′, t′)) = C((i+ 1, t+ 1); (i′ + 1, t′ + 1)). (3.4)
Cette proposition est une conse´quence du Corollaire 3.1.14 que nous verrons un
peu plus loin. Ces proprie´te´s nous permettent de n’avoir a` calculer que C((0, 0); (i, t))
pour tout (i, t) pour connaˆıtre la fonction C. Afin d’alle´ger les notations, nous notons
C(i, t) = C((0, 0); (i, t)). Cette fonction de corre´lation a e´te´ calcule´e par Kandel,
Domany et Nienhuis [KDN90] pour le mode`le a` 6 sommets sur K∞ avec b = a+ c et
pour toutes conditions de bord UI(q) :
The´ore`me 3.1.2 ([KDN90]). Pour tout q ∈ [0, 1], dans le mode`le a` 6 sommets sur
K∞ avec condition de bord UI(q) et avec b = a+ c, la fonction de corre´lation C(i, t)
vaut
C(i, 2t) =

q(1− q)
22t
(
2t− 1
(2t− i−∆(i))/2
)
si 2t ≥ i+ ∆(i),
0 sinon,
avec ∆(i) =
{
1 si i est impair,
2 si i est pair.
Dans leur article, ils conside`rent deux lignes a` la fois, c’est cela qui explique le
calcul de C(i, 2t) plutoˆt que de C(i, t).
Nous allons, dans cette partie, calculer la fonction de corre´lation C(i, t) du mode`le
a` 8 sommets sur K∞ avec condition de bord UI(1/2) et avec b + d = a + c. La
fonction de corre´lation C ve´rifie encore les E´quations (3.2), (3.3) et (3.4). Dans
ce re´sultat pre´paratoire, nous exprimons la fonction de corre´lation C(i, t) dans le
mode`le a` 8 sommets comme un des coefficients du de´veloppement en se´rie d’une
fraction rationnelle a` 2 variables.
The´ore`me 3.1.3. Dans le mode`le a` 8 sommets sur K∞ avec condition de bord
UI(1/2) et avec b + d = a + c, la fonction de corre´lation C(i, t) est le coefficient en
ltxi+t dans le de´veloppement en se´ries selon l et x de la fraction rationnelle :
1 + l (1− (p+ r) + x(r − p))
x2l2(2p− 1)(2r − 1) + l(1− (p+ r))(1 + x2) + 1 (3.5)
avec p =
a
a+ c
et r =
b
b+ d
.
110 CHAPITRE 3. ACP ET “VERTEX-MODELS”
En particulier, si (i ≥ 0 et t ≤ i− 1) ou (i ≤ −1 et t ≤ −i), alors C(i, t) = 0.
En particulier, si, a = d et b = c, alors C(i, t) =
{
0 si i 6= 0,
(1− 2p)t si i = 0.
Pour obtenir le The´ore`me 3.1.2, Kandel, Domany et Nienhuis de´finissent une
orientation ale´atoire O de K∞ ligne a` ligne. Cette orientation O suit la loi P∞ du
mode`le a` 6 sommets sur K∞ avec condition de bord UI(q) et avec b = a + c. Nous
ge´ne´ralisons un peu leur ide´e afin de de´finir les lois L(q; p, r) sur l’ensemble des
orientations Ω∞ de K∞ :
De´finition 3.1.4 (La loi L(q; p, r)). Soit q, p, r ∈ [0, 1], on de´finit la loi L(q; p, r) sur
Ω∞ les orientation du demi plan K∞ par :
— Les areˆtes de la premie`re ligne (t = 0) sont oriente´es de manie`re inde´pendante
avec pour probabilite´ d’eˆtre oriente´e vers le haut (↖ ou↗ suivant la direction
de l’areˆte) avec probabilite´ q et vers le bas (↙ ou ↘) avec probabilite´ 1− q,
i.e., pour tout i ∈ Z,
P (o(2i, 0) =↖) = P (o(2i+ 1, 0) =↗) = q,
P (o(2i, 0) =↘) = P (o(2i+ 1, 0) =↙) = 1− q.
Autrement dit, on respecte la condition de bord UI(q).
— Pour t pair, l’orientation de la ligne t + 1 a` partir de la ligne t est obtenue
de la fac¸on suivante : pour tout i ∈ Z, si les areˆtes (2i, t) et (2i + 1, t) ont
la meˆme orientation haut/bas, alors les areˆtes (2i, t+ 1) et (2i+ 1, t+ 1) ont
encore la meˆme orientation avec probabilite´ r et avec probabilite´ 1 − r les
areˆtes (2i, t+ 1) et (2i+ 1, t+ 1) sont toutes deux oriente´es diffe´remment des
areˆtes (2i, t) et (2i+ 1, t), i.e. pour tout t pair et tout i ∈ Z,
P ((o(2i, t+ 1), o(2i+ 1, t+ 1)) = (↙,↘)|(o(2i, t), o(2i+ 1, t)) = (↘,↙)) = r,
P ((o(2i, t+ 1), o(2i+ 1, t+ 1)) = (↗,↖)|(o(2i, t), o(2i+ 1, t)) = (↘,↙)) = 1− r,
P ((o(2i, t+ 1), o(2i+ 1, t+ 1)) = (↗,↖)|(o(2i, t), o(2i+ 1, t)) = (↖,↗)) = r,
P ((o(2i, t+ 1), o(2i+ 1, t+ 1)) = (↙,↘)|(o(2i, t), o(2i+ 1, t)) = (↖,↗)) = 1− r.
si les deux areˆtes (2i, t) et (2i + 1, t) sont d’orientations haut/bas diffe´rentes,
alors, avec probabilite´ p, (2i, t+ 1) a meˆme orientation que (2i+ 1, t) et (2i+
1, t + 1) que (2i, t) et, avec probabilite´ 1 − p, c’est l’inverse : (2i, t + 1) est
oriente´e (selon l’orientation haut/bas) comme (2i, t) et (2i + 1, t + 1) comme
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(2i+ 1, t), i.e.
P ((o(2i, t+ 1), o(2i+ 1, t+ 1)) = (↗,↘)|(o(2i, t), o(2i+ 1, t)) = (↘,↗)) = p,
P ((o(2i, t+ 1), o(2i+ 1, t+ 1)) = (↗,↘)|(o(2i, t), o(2i+ 1, t)) = (↖,↙)) = 1− p,
P ((o(2i, t+ 1), o(2i+ 1, t+ 1)) = (↙,↖)|(o(2i, t), o(2i+ 1, t)) = (↖,↙)) = p,
P ((o(2i, t+ 1), o(2i+ 1, t+ 1)) = (↙,↖)|(o(2i, t), o(2i+ 1, t)) = (↘,↗)) = 1− p.
Ces choix d’orientations sont simultane´s et inde´pendants. On note T e cet
ope´rateur qui permet de passer d’une orientation de la ligne a` une autre orien-
tation ale´atoire de la ligne.
— Pour t impair, idem que pour t pair a` la diffe´rence pre`s que l’on conside`re les
couples d’areˆtes d’abscisses (2i− 1, 2i) au lieu des couples d’areˆtes d’abscisses
(2i, 2i + 1). On note T i cet ope´rateur qui permet de passer d’une orientation
de la ligne a` une autre orientation ale´atoire de la ligne.
En prenant r = 1, on retrouve l’ide´e originale de [KDN90]. La loi L
(
q;
a
a+ c
, 1
)
est la loi P∞ du mode`le a` 6 sommets sur K∞ avec condition de bord UI(q) et
b = a + c [KDN90]. La loi L
(
1
2
;
a
a+ c
,
b
b+ d
)
est la loi P∞ ( sur Ω∞, l’espace des
orientations de K∞) associe´e au mode`le a` 8 sommets avec condition de bord UI(1/2)
et b+ d = a+ c. C’est graˆce a` cette loi que l’on de´montre le The´ore`me 3.1.3 dans la
Section 3.3.
Condition de bord UI(q) et ACP triangulaire
Nous allons montrer maintenant que les conditions de bord de type UI(q) ont
une proprie´te´ remarquable dans nos mode`les : en effet pour le mode`le a` 6 sommets
sur K∞ avec condition de bord UI(q) et avec b = a + c, la loi des orientations
haut/bas de la premie`re ligne est aussi la loi des orientations haut/bas des areˆtes
((i, t) : i ∈ Z) de la ligne d’ordonne´e t pour tout t. Pour ce faire, nous allons faire le
lien entre les mode`les a` 6 et a` 8 sommets et des ACP d’ordre 2 que nous appelons
ACP triangulaires.
De´finissons d’abord ce qu’est un ACP d’ordre 2. Un ACP A d’ordre 2 est un
quintuplet (E,L, N1, N2, T ) ou` E est un alphabet fini, L un re´seau, N1 une fonction
de voisinage sur le re´seau L, N2 une autre fonction de voisinage sur le re´seau L et
T une matrice de transition de E|N1| × E|N2| dans E. A` partir de ce quintuplet, on
construit une chaˆıne de Markov (St : t ≥ 0) d’ordre 2 a` valeurs dans EL de la fac¸on
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t = 0
t = 1
t = 2
t = 3
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b0 b1
c0
Figure 3.9 – Diagramme espace-temps (vide) d’un ACP triangulaire
suivante : pour tout sous-ensemble C ⊂ L, pour tout (ci : i ∈ C) ∈ EC ,
P ((St+2(i) = ci : i ∈ C) |St = (ai : i ∈ L), St+1 = (bi : i ∈ L))
=
∏
i∈C
T ((aj : j ∈ N1(i)), (bj′ : j′ ∈ N2(i)); ci).
De ces ACP, nous ne traiterons que des cas ou` L = Z, N1(i) = (i+ 1) et N2(i) =
(i, i+ 1) et nous les appelons ACP triangulaires du fait que leur diagramme espace-
temps est le re´seau triangulaire (voir Figure 3.9). Dans un souci de lisibilite´ par
rapport a` ce dernier, la transition T ((ai+1), (bi, bi+1); ci) d’un ACP triangulaire est
note´e T (bi, ai, bi+1; ci).
Juste avant de voir comment les ACP triangulaires et les mode`les a` 6 et 8 sommets
sont lie´s, nous pre´sentons deux the´ore`mes qui caracte´risent les ACP triangulaires dont
une des lois invariantes est une (D,U)-HZMC (voir Section 1.1.2). Pour l’instant,
cette caracte´risation n’a e´te´ e´tablie que dans deux cas particuliers. Le premier est
quand D = U :
The´ore`me 3.1.5. Soit T (a, b, c; d) la matrice de transition d’un ACP triangulaire a`
alphabet E fini a` taux positif (T (a, b, c; d) > 0 pour tout a, b, c, d). Pour tout a, c ∈ E,
on note
(
T˜ (a, c; b) : b ∈ E
)
le vecteur propre a` gauche (associe´ a` la valeur propre 1)
de (T (a, b, c; d))b,d. L’ACP triangulaire de matrice de transition T admet comme loi
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invariante une (D,D)-HZMC ssi T˜ (a, c; .) ve´rifie les conditions du The´ore`me 1.2.2
avec Dη = Uη. Dans ce cas, la (D,D)-HZMC invariante a pour noyaux (Dη, Dη).
Le second cas est quand l’alphabet E est de taille 2 :
The´ore`me 3.1.6. Soit T (a, b, c; d) la matrice de transition d’un ACP triangulaire a`
alphabet E = {0, 1} a` taux positif. Pour tout a, c, on note
(
T˜ (a, c; b) : b ∈ E
)
le vec-
teur propre a` gauche (associe´ a` la valeur propre 1) de (
∑
d T (c, b, a; d)T (a, d, c; e))b,e.
L’ACP triangulaire de matrice de transition T posse`de une HZMC comme loi inva-
riante ssi T˜ ve´rifie Cond 3 et
Cond 22: pour le couple (Dη, Uη) trouve´ en appliquant le The´ore`me 1.2.2 a` T˜ ,
on a pour tout a, c, d ∈ {0, 1}
Dη(a; d)Uη(d; c) =
1∑
b=0
Uη(c; b)Dη(b; a)T (a, b, c; d).
Dans ce cas, la HZMC invariante a pour noyaux (Dη, Uη).
Nous allons maintenant conside´rer deux ACP triangulaires particuliers. Le pre-
mier est en lien avec le mode`le a` 8 sommets et le second avec le mode`le a` 6 sommets.
Exemple 3.1.7. Soit l’ACP triangulaire A8 avec alphabet E = {0, 1} et avec ma-
trice de transition T tel que, pour tout i ∈ {0, 1},
— T (i, i, i; i) = T (i, 1− i, i; 1− i) = r,
— T (i, i, i; 1− i) = T (i, 1− i, i; i) = 1− r,
— T (i, 1− i, 1− i; i) = T (i, i, 1− i; 1− i) = p,
— T (i, 1− i, 1− i; 1− i) = T (i, i, 1− i; i) = 1− p.
En Figure 3.10 est pre´sente´ une re´alisation du diagramme espace-temps de cet
ACP.
Une re´alisation du diagramme espace-temps de A8 est une 2-coloration des faces
de K∞ (une 2-coloration des faces est une coloration des faces a` l’aide des deux cou-
leurs {0, 1}). Baxter[Bax82, Section 8.13] pre´sente un codage, notons le COD8, entre
les 2-coloration de faces et les configurations du mode`le a` 8 sommets. Ce codage est
le suivant : a` partir d’une 2-coloration C des faces de K∞, on obtient une orientation
O = COD8(C) de K∞ en orientant les areˆtes adjacentes a` 2 faces de meˆme couleur
vers le haut (↖ ou ↗) et celles adjacentes a` deux faces de couleurs diffe´rentes vers
le bas (↙ ou ↘) (voir Figure 3.11). Inversement, a` partir d’une orientation O de
K∞, on peut obtenir deux 2-colorations des faces de K∞ diffe´rentes C(0) et C(1)
({C(0), C(1)} = COD−18 (O)) : pour cela, on colorie une face quelconque du plan de la
couleur 0 ou 1, puis on colorie les faces adjacentes a` cette premie`re face de manie`re
a` respecter le codage pre´ce´demment de´fini (la face va avoir meˆme couleur que la
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e´tat initial apre`s une ite´ration de l’ACP re´sultat final
Figure 3.10 – Le diagramme espace-temps d’une re´alisation de l’ACP triangulaire A8 de
l’Exemple 3.1.7 et la configuration du mode`le a` 8 sommets qui lui correspond
i
i i
i i
1− i i
1− i
Figure 3.11 – Les relations qui permettent de passer d’une coloration des faces de K∞
avec 2 couleurs a` une orientation de K∞.
premie`re face si leur areˆte commune est oriente´e vers le haut et va eˆtre de couleur
diffe´rente si elle est oriente´e vers le bas) et ainsi de suite... Les deux 2-colorations de
faces ainsi obtenues C(0) et C(1) ve´rifient la proprie´te´ suivante : pour tout face f de
K∞, les couleurs de f sont diffe´rentes dans C(0) et C(1).
L’application du The´ore`me 3.1.6 a` l’ACP triangulaire A8 permet de de´montrer
la proprie´te´ suivante :
Proposition 3.1.8. L’ACP triangulaire A8 posse`de comme loi invariante I la loi
d’une (D,U)-HZMC avec D = U et, pour tout i, j, D(i; j) = 1/2. De plus, c’est son
unique loi invariante de type HZMC.
Si nous avons introduit l’ACP triangulaire A8, c’est principalement pour le Lemme
suivant qui permet de faire le lien entre le mode`le a` 8 sommets et les ACP triangu-
laires. Cela nous permet, par la suite, de de´duire certains re´sultats sur le mode`le a` 8
sommets a` partir de re´sultats sur A8.
Lemme 3.1.9. Soit D le diagramme espace-temps de A8 sous la loi initiale I, alors
COD8(D) suit la loi L(1/2; p, r).
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La Lemme 3.1.9 se prouve en remarquant que, via COD8, A8 de´finit les meˆmes
transitions que celles qui ont permis de de´finir L(1/2; p, r) dans la De´finition 3.1.4.
Ainsi, la Proposition 3.1.8 et le Lemme 3.1.9 e´tablissent la proprie´te´ suivante sur
L(1/2; p, r) :
Corollaire 3.1.10. Si O ∼ L(1/2; p, r), alors, pour tout t, les orientations (o(i, t) :
i ∈ Z) sont inde´pendantes et, pour tout i, l’areˆte (i, t) est oriente´e vers le haut avec
probabilite´ 1/2 et vers le bas avec probabilite´ 1/2.
Cela montre bien que la condition de bord UI(1/2) est remarquable car la loi
impose´e sur la premie`re ligne se trouve alors eˆtre celle des autres lignes. De plus,
c’est graˆce a` cette proprie´te´ que l’on prouve un e´quivalent de la Proposition 3.1.1
pour la fonction de corre´lation du mode`le a` 8 sommets avec condition de bord UI(1/2)
et avec b+d = a+c permettant ainsi de n’e´tudier que C(i, t) = C((0, 0); (i, t)) plutoˆt
que C((i, t); (i′, t′)) pour tout i, i′, t, t′.
Exemple 3.1.11. Le deuxie`me ACP A6 triangulaire e´tudie´ a pour alphabet E =
{0, 1, 2} et comme matrice de transition T : pour tout i ∈ {0, 1, 2},
— T (i, i+ 1, i+ 2; i+ 1) = 1,
— T (i, i+ 1, i; i+ 2) = p,
— T (i, i+ 1, i; i+ 1) = 1− p.
Les additions sont effectue´es modulo 3. Pour cet ACP, on conside`re que l’on part
uniquement de St0 et St0+1 tel que, pour tout i ∈ Z, St0(i) 6= St0+1(i) et St0+1(i) 6=
St0(i+ 1). Ainsi, cette meˆme condition est ve´rifie´e pour tout t ≥ t0 et pas seulement
t = t0 et une re´alisation du diagramme espace-temps de cet ACP triangulaire est
alors une 3-coloration propre des faces de K∞ (une 3-coloration propre des faces
de K∞ est une coloration des faces de K∞ par 3 couleurs {0, 1, 2} de telle sorte
que deux faces adjacentes par une areˆte sont de couleurs diffe´rentes). Or, il existe
un codage, notons le COD6, entre les 3-colorations de K∞ et les orientations du
mode`le a` 6 sommets sur K∞ [Bax82, Section 8.13]. Ce codage est le suivant : soit C
une 3-coloration propre des faces de K∞, on de´finit l’orientation O = COD6(C) en
orientant les areˆtes de K∞ de sorte que, pour une areˆte vue dans la direction oriente´e
de la fle`che, la valeur de la face a` droite de l’areˆte soit une de plus que celle a` gauche
(modulo 3) (voir Figure 3.1.11). Re´ciproquement, une orientation O du mode`le a` 6
sommets sur K∞ a pour image re´ciproque {C(0), C(1), C(2)} = COD−16 (O) trois 3-
colorations propres des faces de K∞. Pour une orientation O de K∞, on obtient une
de ces trois 3-colorations propres des faces, en coloriant d’abord une face quelconque
de l’une des 3 couleurs possibles, puis en coloriant les autres faces au fur a` mesure en
veillant a` respecter le codage pre´ce´demment de´fini (on colorie chaque face adjacente
a` la premie`re face colore´e en regardant l’orientation de leur areˆte commune et ainsi
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i+ 1 i
i+ 1 i+ 1
i i+ 1
i
Figure 3.12 – Les relations qui permettent de passer d’une 3 coloration propre des faces
de K∞ a` une configuration admissible du mode`le a` 6 sommets sur K∞
de suite...). Les trois 3-colorations de faces ainsi obtenues C(0), C(1) et C(2) ve´rifient :
pour tout face f de K∞, les couleurs de f sont diffe´rentes dans C(0), C(1) et C(2).
Le The´ore`me 3.1.5 (plutoˆt le Lemme 3.2.1 qui sert a` sa preuve) permet de prouver :
Lemme 3.1.12. Soit q ∈ [0, 1], on note Iq la loi de la (D,U)-HZMC avec D = U
et tel que, pour tout i ∈ {0, 1, 2}, D(i; i+ 1 mod 3) = q et D(i; i− 1 mod 3) = 1− q.
Alors, pour tout q ∈ [0, 1], la loi Iq est une loi invariante de l’ACP triangulaire A6.
Le lemme suivant permet de faire le lien entre A6 et le mode`le a` 6 sommets.
Lemme 3.1.13. Soit D le diagramme espace-temps de A6 avec comme loi initiale
la loi Iq, alors l’orientation O = COD6(D) a pour loi L(q; p, 1) qui est aussi la loi
associe´e au mode`le a` 6 sommets sur le graphe K∞ avec condition de bord UI(q) et
avec b = a+ c.
La preuve du Lemme 3.1.13 se fait en remarquant que, via COD6, les transi-
tions de A6 sont les meˆmes que celles qui permettent de de´finir L(q; p, 1) dans la
De´finition 3.1.4. Ainsi, les Lemme 3.1.12 et 3.1.13 impliquent :
Corollaire 3.1.14 (Re´sultat de [KDN90]). Si O ∼ L(q; p, 1), alors, pour tout t, les
orientations (o(i, t) : i ∈ Z) sont inde´pendantes et la loi de o(i, t) est orientation vers
le haut avec probabilite´ q et orientation vers le bas avec probabilite´ 1− q.
Les conditions de bord UI(q) apparaissent ainsi remarquables pour le mode`le a`
6 sommets sur K∞ avec b = a + c car la loi de la premie`re ligne est aussi la loi des
lignes suivantes. Le Corollaire 3.1.14 apparaˆıt de´ja` dans les re´sultats de [KDN90] et
c’est graˆce a` cela qu’ils ont de´montre´ la Proposition 3.1.1.
La suite du Chapitre est organise´e de la fac¸on suivante : dans la Section 3.2, on
prouve les The´ore`mes 3.1.5 et 3.1.6 et la Proposition 3.1.8 et, dans la Section 3.3, on
de´montre le The´ore`me 3.1.3.
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3.2 Re´sultats sur les ACP triangulaires
3.2.1 Lemmes ge´ne´raux sur les ACP triangulaires et les HZMC inva-
riantes
Le de´but de la preuve est commune aux deux re´sultats et consiste en un jeu de
re´e´criture des conditions pour qu’une HZMC soit invariante par un ACP triangulaire.
Commenc¸ons par un lemme qui donne une condition ne´cessaire et suffisante pour
qu’une (D,U)-HZMC soit invariante pour un ACP triangulaire.
Lemme 3.2.1. Soit E un espace fini. Soit A un ACP triangulaire a` taux positif
de matrice de transition T et D et U deux matrices de transition de E dans E. La
(D,U)-HZMC est invariante par T ssi
Cond 23: pour tout a, c, d ∈ E,
D(a; d)U(d; c) =
∑
b∈E
U(a; b)D(b; c)T (a, b, c; d). (3.6)
Ce lemme est une ge´ne´ralisation de la Proposition 1.1.2. En particulier, on peut
remarquer qu’en sommant (3.6) sur d, on obtient DU = UD.
De´monstration. Soit A un ACP triangulaire a` taux positif de matrice de transition
T et (D,U) deux matrices de transitions de E dans E.
• Supposons que la (D,U)-HZMC est une loi invariante de A. Supposons que les
deux lignes (x0, x1) sont distribue´es suivant la loi de la (D,U)-HZMC, alors (x1, x2) ou`
x2 est l’image de (x0, x1) par A est aussi distribue´ suivant la loi de la (D,U)-HZMC.
Maintenant, pour tout a, c, d, calculons P (x1(0) = a, x2(0) = d, x1(1) = c|x1(0) = a).
En conside´rant, les lignes (x1, x2) distribue´es suivant la loi de la (D,U)-HZMC, on
trouve
P (x1(0) = a, x2(0) = d, x1(1) = c|x1(0) = a) = D(a; d)U(d; c) (3.7)
et, en conside´rant les lignes (x0, x1) distribue´es suivant la loi de la (D,U)-HZMC,
puis une application de la transition de l’ACP, on trouve
P (x1(0) = a, x2(0) = d, x1(1) = c|x1(0) = a)
=
∑
b∈E
P (x1(0) = a, x0(1) = b, x2(0) = d, x1(1) = c|x1(0) = a)
=
∑
b∈E
U(a; b)D(b; c)T (a, b, c; d). (3.8)
Comme (3.7) et (3.8), on obtient bien que Cond 23 est ne´cessaire.
• Pour la re´ciproque, il faut ve´rifier que si Cond 23, alors l’image d’une loi
(D,U)-HZMC est encore une loi (D,U)-HZMC. On suppose que le couple de lignes
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(x0, x1) est distribue´ en suivant la loi d’une (D,U)-HZMC et que x2 est l’image
de ce couple par A. Alors, pour tout k ≥ 1, tout (bi : 0 ≤ i ≤ k) ∈ Ek+1 et
(ci : 0 ≤ i ≤ k − 1) ∈ Ek,
P ((x1(i) = bi : 0 ≤ i ≤ k), (x2(i) = ci : 0 ≤ i ≤ k − 1))
=
∑
ai∈E:0≤i≤k+1
ρ0(a0)
(
k∏
i=0
D(ai; bi)U(bi; ai+1)
)(
k−1∏
i=0
T (bi, ai+1, bi+1; ci)
)
(3.9)
=
(∑
a0∈E
ρ0(a0)D(a0; b0)
)
k−1∏
i=0
∑
ai+1∈E
U(bi; ai+1)D(ai+1; bi+1)T (bi, ai+1, bi+1; ci)
(3.10)
= ρ0(b0)
k−1∏
i=0
D(bi; ci)U(ci; bi+1) (3.11)
ou` ρ0 est la probabilite´ invariante commune a` D et U . Ainsi, les deux lignes (x1, x2)
suivent une loi (D,U)-HZMC.
Pour rappel, nous avons vu dans la Proposition 1.1.2 que, pour toute (D,U)-
HZMC, il existe un unique ACP a` 2 voisins de transition T Sa,c;d qui laisse cette HZMC
invariante : pour tout a, c, d,
T Sa,c;d =
Da,dUd,c
(DU)a,c
. (3.12)
Pour la meˆme raison, il existe un unique ACP AR conservant la (U,D)-HZMC
invariante, notons sa matrice de transition TR :
TRa,c;b =
Ua,bDb,c
(DU)a,c
. (3.13)
Ainsi, la Cond 23 devient, en divisant par (DU)a,c :
Cond 24: pour tout a, c, d,
T Sa,c;d =
∑
b
TRa,c;bTa,b,c;d. (3.14)
Corollaire 3.2.2. Soit E un espace fini. Soit T une matrice de transition de E3
dans E et D et U deux matrices de transition de E dans E. La (D,U)-HZMC est
invariante par T ssi Cond 24 est ve´rifie´e avec T S la matrice de transition de l’unique
ACP a` 2 voisins qui conserve la (D,U)-HZMC et TR la matrice de transition de
l’unique ACP a` 2 voisins qui conserve la (U,D)-HZMC.
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L’ide´e directrice qui permet de prouver les The´ore`mes 3.1.5 et 3.1.6 est, pour T
donne´, de trouver tous les couples de matrices de transitions (T S, TR) qui ve´rifient
Cond 24 et de ve´rifier ensuite s’ils ve´rifient ou non les autres proprie´tes qu’on
leur demande : conservation d’une (D,U)-HZMC et d’une (U,D)-HZMC a` l’aide
du The´ore`me 1.2.2. Dans le cas particulier ou` D = U ou E = {0, 1}, on trouve un
unique couple (T S, TR). Pour les autres cas, c’est a priori plus complique´ de trouver
de tels couples.
3.2.2 Preuve du The´ore`me 3.1.5
Soit T (a, b, c; d) une matrice de transition d’un ACP triangulaire a` taux positif.
On note, pour tout a, c, (T˜ (a, c; b) : b ∈ E), le vecteur propre a` gauche associe´ a`
valeur propre 1 de (T (a, b, c; d))b,d normalise´ tel que
∑
b∈E T
S(a, c; b) = 1, i.e. pour
tout a, c,
T˜a,c;d =
∑
b
T˜a,c;bTa,b,c;d (3.15)
et T˜ est une matrice de transition de E2 dans E. De plus, on suppose que T˜ ve´rifie
les conditions du The´ore`me 1.2.2 avec Dη = Uη, i.e. il existe Dη tel que la (Dη, Dη)-
HZMC soit invariante par T˜ . Dans ce cas, on remarque que l’ACP qui conserve la
HZMC “renverse´” est le meˆme, i.e. TR = T S = T˜ dans le Corollaire 3.2.2 et (3.15)
implique Cond 24. On conclut en utilisant le Corollaire 3.2.2 que la (Dη, Dη)-HZMC
est invariante par T .
Re´ciproquement, si la (D,D)-HZMC est invariante pour T , alors le Lemme 3.2.1
donne que, pour tout a, c, d ∈ E,
D(a; d)D(d; c) =
∑
b
D(a; b)D(b; c)T (a, b, c; d),
i.e. pour tout a, c, (D(a; b)D(b; c) : b ∈ E) est un vecteur propre a` gauche de
(T (a, b, c; d))b,d associe´ a` la valeur propre 1. Par unicite´ de l’espace propre associe´
a` la valeur propre 1 (The´ore`me de Perron-Frobenius), on en de´duit que, pour tout
a, c, b, D(a; b)D(b; c) = λa,cT˜ (a, c; b). Comme on veut de plus que T˜ (a, c; .) soit une
probabilite´, cela implique que
T˜ (a, c; b) =
D(a; b)D(b; c)
(DD)a,c
.
Ainsi, en utilisant le Lemme 3.2.1, on en de´duit que la (D,D)-HZMC est invariante
par l’ACP de matrice de transition T S et, par le The´ore`me 1.2.2, que l’ACP de
matrice de transition T˜ ve´rifie les conditions du The´ore`me 1.2.2.
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3.2.3 Preuve du The´ore`me 3.1.6
Pour le cas E = {0, 1}, la simplication vient d’une proprie´te´ alge´brique qui relie
T S a` TR dans le cas d’un alphabet E = {0, 1}.
Lemme 3.2.3. Soit E = {0, 1} et T S et TR deux matrices de transition de E2
dans E telles que la (D,U)-HZMC soit invariante par T S et la (U,D)-HZMC soit
invariante par TR. Alors, pour tout a, c, b ∈ E,
T S(a, c; b) = TR(c, a; b). (3.16)
De´monstration. Comme T S conserve la (D,U)-HZMC, on sait par la Proposition 1.1.2
que, pour tout a, b, c, on a (3.12). De meˆme, on a, pour tout a, b, c, (3.13).
Quand a = c = b, par (3.12) et (3.13), T S(a, a; a) = TR(a, a; a), et, de plus,
comme T S(a, a; .) et TR(a, a; .) sont des lois de probabilite´s sur {0, 1}, (3.16) est
vraie quand a = c.
Traitons maintenant le cas complique´ quand a = 0 et c = 1 (a = 1 et c = 0
se traite de manie`re syme´trique en remplac¸ant S par R dans ce qui suit) et b = 0
(b = 1 s’en de´duira car T S(0, 1; 0) + T S(0, 1; 1) = 1 = TR(1, 0; 0) + TR(1, 0; 1)). Par
la Proposition 1.1.2, on a DU = UD, mais alors (UD)0,0 = (DU)0,0 qui se simplifie
en U0,1D1,0 = D0,1U1,0. Cette dernie`re e´quation implique U0,1(UD)1,0 = U1,0(DU)0,1
et, finalement,
T S(0, 1; 0) =
D0,0U0,1
(DU)0,1
=
D0,0U1,0
(DU)1,0
= TR(1, 0; 0).
Maintenant, faisons la preuve du The´ore`me 3.1.6.
De´monstration du The´ore`me 3.1.6. • Supposons que l’ACP triangulaire a` taux po-
sitif de matrice de transition T (a, b, c; d) posse`de comme loi invariante la (D,U)-
HZMC et notons
(
T˜ (a, c; b) : b ∈ E
)
le vecteur propre a` gauche associe´ a` la valeur
propre 1 de (
∑
d Tc,b,a;dTa,d,c;e)b,e et tel que
∑
b T (a, c; b) = 1. Par le Lemme 3.2.1, on
a Cond 23. Comme E = {0, 1}, par le Lemme 3.2.3, cette condition se re´e´crit : pour
tout a, c, d,
T Sa,c;d =
∑
b
T Sc,a;bTa,b,c;d. (3.17)
Cette e´quation applique´e deux fois permet d’e´tablir que, pour tout a, c, e,
∑
b
T Sa,c;b
(∑
d
Tc,b,a;dTa,d,c;e
)
=
∑
d
T Sc,a;dTa,d,c;e = T
S
a,c;e. (3.18)
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Autrement dit, pour tout a, c,
(
T S(a, c; b) : b ∈ E) est un vecteur propre a` gauche
associe´ a` la valeur propre 1 de (
∑
d Tc,b,a;dTa,d,c;e)b,e. Donc par le The´ore`me de Perron-
Frobenius, pour tout a, b, c, T S(a, c; b) = λa,cT˜ (a, c; b) avec λa,c = 1 car on veut que
la somme en b vaille 1 des deux coˆte´s. Ainsi T˜ = T S est la matrice de transition
qui laisse la (D,U)-HZMC invariante. Donc, par le The´ore`me 1.2.2 ou le re´sultat
de Belyaev [BGM69], T˜ ve´rifie Cond 3. La condition Cond 22 est vraie graˆce au
Lemme 3.2.1.
• Re´ciproquement, si T˜ ve´rifie Cond 3, alors on peut lui appliquer le The´o-
re`me 1.2.2 pour trouver (Dη, Uη) de telle sorte que la (Dη, Uη)-HZMC soit invariante
par T˜ . Si, de plus, ce (Dη, Uη) ve´rifie Cond 22 alors, par le Lemme 3.2.1, la (Dη, Uη)-
HZMC est invariante par T .
3.2.4 Preuve de la Proposition 3.1.8
Pour prouver la Proposition 3.1.8, on va appliquer le The´ore`me 3.1.6 a` l’ACP de
l’Exemple 3.1.7. Tout d’abord, calculons les matrices (
∑
d Tc,b,a;dTa,d,c;e)b,e pour tout
a, c. On obtient les 4 matrices suivantes :
a\c 0 1
0
(
p2 + (1− p)2 2p(1− p)
2p(1− p) p2 + (1− p)2
) (
r2 + (1− r)2 2r(1− r)
2r(1− r) r2 + (1− r)2
)
1
(
r2 + (1− r)2 2r(1− r)
2r(1− r) r2 + (1− r)2
) (
p2 + (1− p)2 2p(1− p)
2p(1− p) p2 + (1− p)2
)
Les vecteurs propres a` gauche associe´s a` la valeur 1 sont tous identiques pour
ces 4 matrices et valent
(
1/2 1/2
)
. Ainsi, il nous faut maintenant e´tudier l’ACP
a` deux voisins dont les probabilite´s de transitions sont, pour tout a, b, c ∈ {0, 1},
T (a, b; c) = 1/2. On observe facilement que cet ACP a comme unique loi invariante
HZMC, la HZMC de noyaux de transition (D,U) avec, pour tout a, b, c ∈ {0, 1},
D(a; c) = U(c; b) = 1/2. Ensuite, la Cond 22 est ve´rifie´e pour ce couple (D,U). On
en de´duit, par le The´ore`me 3.1.6, que l’ACP a comme loi invariante cette HZMC et
que c’est l’unique loi invariante de type HZMC.
3.3 Preuve du The´ore`me 3.1.3
Soit i et t. On se place sous la loi L(1/2; p, r). On rappelle, que pour tout areˆte
(i, t), la variable ale´atoire e(i, t) vaut 1 si l’areˆte (i, t) est oriente´e vers le haut et 0
si elle est oriente´e vers le bas. Dans la De´finition 3.1.4, il y a deux ope´rateurs T e
et T i pour orienter ligne a` ligne suivant que le temps est pair ou impair. Ici, on va
conside´rer T e et T o agissant non plus sur {↖,↗,↙,↘}Z, mais sur {0, 1}Z via la
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projection qui envoie les orientations vers le haut (↖ et ↗) sur 1 et les orientations
vers le bas (↘ et ↙) sur 0
3.3.1 Cas particulier : (i ≥ 0 et t ≤ i− 1) ou (i ≤ −1 et t ≤ −i)
Soit (i, t) une areˆte de K∞. Par la De´finition 3.1.4, on sait que e(i, t) ne de´pend
que des e´tats
— (e(j, 0) : i− t ≤ j ≤ i+ t− 1) si i+ t est pair (t 6= 0) ;
— (e(j, 0) : i− t+ 1 ≤ j ≤ i+ t) si i+ t est impair (t 6= 0).
Remarquons, que dans ces 2 cas, l’areˆte la plus a` gauche a une abscisse paire et la
plus a` droite une abscisse impaire.
1er cas : supposons que i ≥ 0 et t ≤ i−1. Alors 0 < i− t et donc e(i, t) ne de´pend
que d’e´tats e(j, 0) avec j > 0. Mais la loi initiale que l’on a pris nous garantit que
les (e(j, 0) : j > 0) sont inde´pendants de e(0, 0). On en de´duit ainsi que e(i, t) est
inde´pendant de e(0, 0), d’ou` C(i, t) = 0.
2e`me cas : supposons que i ≤ −1 et t ≤ −i. Alors i + t ≤ 0 et donc e(i, t) ne
de´pend que d’e´tats e(j, 0) avec j < 0 (en effet, soit i + t est pair et dans ce cas
i+ t− 1 < 0, soit i+ t est impair, mais alors i+ t 6= 0 et donc i+ t < 0). On conclut
comme dans le 1er cas mutatis mutandis que C(i, t) = 0.
Cela fournit une preuve simple du premier cas particulier du The´ore`me 3.1.3.
3.3.2 Cas ge´ne´ral
Il y a deux cas a` traiter : r ≤ 1− p et 1− p ≤ r. Ils se traitent de la meˆme fac¸on
a` quelques diffe´rences pre`s que nous commentons dans la Remarque 3.3.2 qui suit
cette preuve. Nous allons ici traiter le cas ou` r ≤ 1− p.
Commenc¸ons par calculer C(i, t) :
C(i, t) = E [e(0, 0)e(i, t)]− E [e(0, 0)]E [e(i, t)] = P (e(i, t) = 1 et e(0, 0) = 1)− 1
4
=
1
2
P (e(i, t) = 1|e(0, 0) = 1)− 1
4
=
1
4
(2P (e(i, t) = 1|e(0, 0) = 1)− 1)
=
1
4
(
P (e(i, t) = 1|e(0, 0) = 1)− P (e(i, t) = 0|e(0, 0) = 1) ) (3.19)
Il nous faut donc calculer dans la suite
P (e(i, t) = 1|e(0, 0) = 1) ou P (e(i, t) = 0|e(0, 0) = 1) .
Pour cela nous allons travailler a` l’aide de la De´finition 3.1.4 et nous avons besoin du
lemme suivant tre`s important pour la suite. En quelques mots, ce lemme dit qu’apre`s
une transition T e ou T o, l’orientation haut/bas de l’areˆte (i, t) influence l’orientation
haut/bas d’une unique areˆte ale´atoire de la ligne ((j, t+ 1) : j ∈ Z).
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probabilite´ se(i) se(i+ 1)
r s(i) s(i+ 1)
1− p− r 1− s(i+ 1) 1− s(i)
p 1− s(i) 1− s(i+ 1)
Table 3.1 – Le couplage effectue´ dans la preuve du Lemme 3.3.1
Lemme 3.3.1. Soit i ∈ Z. Soit (s(j) : j ∈ Z) une suite de variables ale´atoires a`
valeurs dans {0, 1} telle que s(i) soit inde´pendante de (s(j) : j 6= i). On note se la
suite ale´atoire obtenue a` partir de s par T e, alors
— avec probabilite´ r, que se(i) = s(i) et (se(j) : j 6= i) sont inde´pendantes de
s(i) ;
— avec probabilite´ 1− p− r, que se(i+ (−1)i) = 1− s(i) et (se(j) : j 6= i+ (−1)i)
sont inde´pendants de s(i) ;
— avec probabilite´ p, que se(i) = 1− s(i) et (se(j) : j 6= i) sont inde´pendants de
s(i).
De manie`re similaire, en notant so la suite ale´atoire obtenue a` partir de s par T o,
so ve´rifie
— avec probabilite´ r, que so(i) = s(i) et (so(j) : j 6= i) sont inde´pendants de s(i) ;
— avec probabilite´ 1− p− r, que so(i− (−1)i) = 1− s(i) et (so(j) : j 6= i+ (−1)i)
sont inde´pendants de s(i) ;
— avec probabilite´ p, que so(i) = 1− s(i) et (so(j) : j 6= i) sont inde´pendants de
s(i).
De´monstration. Nous effectuons la preuve pour se et i pair, les autres cas se traitant
de fac¸on similaire.
Si s(i + 1) = 1 − s(i), alors avec probabilite´ 1 − p, se(i) = s(i) = 1 − s(i + 1)
et se(i + 1) = s(i + 1) = 1 − s(i) et, avec probabilite´ p, se(i) = 1 − s(i) et se(i +
1) = 1 − s(i + 1) ; mais si s(i + 1) = s(i), alors avec probabilite´ r, se(i) = s(i) et
se(i + 1) = s(i + 1) et, avec probabilite´ 1 − r, se(i) = 1 − s(i) = 1 − s(i + 1) et
se(i+ 1) = 1− s(i+ 1) = 1− s(i).
Il faut observer, du fait que r ≤ 1− p et par un argument de couplage, qu’
— avec probabilite´ r, se(i) = s(i) et la valeur de se(i+ 1) de´pend uniquement de
la valeur de s(i+ 1) ;
— avec probabilite´ 1 − p − r, se(i + 1) = 1 − s(i) et la valeur de se(i) de´pend
uniquement de la valeur de s(i+ 1) ;
— avec probabilite´ p, se(i) = 1−s(i) et la valeur de se(i+1) de´pend uniquement
de la valeur de s(i+ 1).
Le tableau 3.1 illustre cet argument de couplage.
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Enfin, par la de´finition de T e, les (se(j) : j 6= i, i + 1) de´pendent que des (s(j) :
j 6= i, i+1) et donc pas de s(i) par hypothe`se. Ce qui conclut la preuve du lemme.
Ce lemme est central. Il permet a` lui seul de comprendre l’influence exacte de
l’e´tat e(0, 0) sur une configuration du mode`le a` 8 sommets sur le graphe K∞ avec
b + d = a + c. Cette influence peut se de´crire en terme d’une marche ale´atoire
inhomoge`ne (les transitions de´pendent de la parite´ du temps) (Xt : t ≥ 0) sur
Z× {0, 1} :
— X0 = (0, e(0, 0)) p.s. ;
— si Xt = (i, k), alors Xt+1 =

(i, k) a.p. r,
(i+ (−1)i+t, 1− k) a.p. 1− p− r,
(i, 1− k) a.p. p.
Sous ces termes, (3.19) se re´e´crit en
C(i, t) =
1
4
(
P (Xt = (i, 1)|X0 = (0, 1))− P (Xt = (i, 0)|X0 = (0, 1))
)
. (3.20)
Ainsi, calculer la probabilite´ au temps t de l’e´tat de cette marche ale´atoire X revient
a` calculer la fonction de corre´lation C. Pour calculer P (Xt = (i, 1)|X0 = (0, 1)) et
P (Xt = (i, 1)|X0 = (0, 1)), nous allons utiliser des se´ries ge´ne´ratrices et les me´thodes
de Flajolet-Sedgewick sur le calcul des se´ries ge´ne´ratrices [FS09].
Soit E˜, l’ensemble des chemins qui vont de (0, 0) a` (i, t) en empruntant des pas
(−1, 1), (0, 1) ou (1, 1) et qui respectent les deux conditions suivantes :
— si le chemin est en un point (i′, t′) avec i′ + t′ impair, alors il effectue un pas
(−1, 1) ou un pas (0, 1) et
— si le chemin est en un point (i′, t′) avec i′+ t′ pair, alors il effectue un pas (1, 1)
ou un pas (0, 1).
On appelle un chemin colore´ (w, s) de E˜ le couple d’un chemin w de E˜ et d’une
fonction s qui a` chaque sommet (i′, t′) de w associe une couleur s(i′, t′) ∈ {0, 1}.
On note E, l’ensemble des chemins colore´s (w = ((0, 0), (i1, 1), . . . , (it−1, t −
1), (i, t)), s) de E˜ qui ve´rifient les contraintes suivantes :
— s((0, 0)) = 1 et
— pour tout 1 ≤ j ≤ t, s((ij, t)) = 1 − s((ij−1, t)) si |ij − ij−1| = 1, autrement
dit si le pas de (ij−1, j − 1) vers (ij, j) est un pas diagonal ((−1, 1) ou (1, 1)),
alors la couleur change.
Pour pouvoir compter facilement l’ensemble E, suivant des crite`res que nous
de´finirons par la suite, nous conside´rons les 4 sous-ensembles, qui forment une par-
tition de E, suivants : pour tout k ∈ {0, 1},
— Ek,e est l’ensemble des chemins colore´s de E qui finissent en un point (i, t)
avec i+ t pair et s(i, t) = k,
3.3. PREUVE DU THE´ORE`ME 3.1.3 125
— Ek,o est l’ensemble des chemins colore´s de E qui finissent en un point (i, t)
avec i+ t impair et s(i, t) = k.
Dans le symbolisme de Flajolet-Sedgewick, les relations entre ces ensembles s’e´-
crivent
E1,e = 1 +
E0,e

1
+
E1,o
|
1
+
E0,o
|
1
, E0,e =
E1,e

0
+
E0,o
|
0
+
E1,o
|
0
, (3.21)
E1,o =
1
upslope
E0,o
+
E1,e
|
1
+
E0,e
|
1
, E0,o =
0
upslope
E1,o
+
E0,e
|
0
+
E1,e
|
0
. (3.22)
Nous allons maintenant de´nombrer ces 4 ensembles en les comptant suivant 6
statistiques bien pre´cises qui sont
— nv(w), le nombre d’areˆte vertical ((0, 1)) dans le chemin colore´ (w, s),
— nd(w), le nombre d’areˆte diagonal ((−1, 1) ou (1, 1)) dans le chemin (w, s),
— t(w), la longueur en nombre d’areˆte du chemin colore´ (w, s),
— i(w) = i+ t ou` (i, t) est le sommet final du chemin colore´ (w, s),
— nc(w, s), le nombre de fois que l’on a un changement de couleur le long d’une
areˆte verticale ((0, 1)) dans le chemin (w, s) et
— nk(w, s), le nombre de fois qu’il n’y pas de changement de couleur le long d’une
areˆte verticale ((0, 1)) dans le chemin (w, s).
Un certain nombre de ces statistiques sont redondantes, ceci afin de simplifier la
preuve au niveau des e´quations (3.24), (3.25), (3.26) et (3.27) qui apparaissent dans
la suite.
Pour e´nume´rer ces 4 ensembles suivant ces 6 statistiques, nous utilisons les se´ries
ge´ne´ratrices F1,e, F0,e, F1,o et F0,o de´finies par :
F1,e(v, d, l, x, c, k) =
∑
(w,s)∈E1,e
vnv(w)dnd(w)lt(w)xi(w)cnc(w,s)knk(w,s) (3.23)
et idem mutatis mutandis pour les 3 autres.
Il faut remarquer qu’en prenant d = (1 − (p + r)), v = p + r, k = r/(p + r) et
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c = p/(p+ r), on a alors
F1,e =
∑
t∈N,i∈Z|i+t pair
P (Xt = (i, 1)|X0 = (0, 1)) ltxi+t, (3.24)
F0,e =
∑
t∈N,i∈Z|i+t pair
P (Xt = (i, 0)|X0 = (0, 1)) ltxi+t, (3.25)
F1,o =
∑
t∈N,i∈Z|i+t impair
P (Xt = (i, 1)|X0 = (0, 1)) ltxi+t, (3.26)
F0,o =
∑
t∈N,i∈Z|i+t impair
P (Xt = (i, 0)|X0 = (0, 1)) ltxi+t. (3.27)
Ainsi, la valeur de C(i, t) est le coefficient devant le terme en ltxi+t du de´veloppe-
ment en se´ries en l et en x au voisinage de (0, 0) de la fonction F1,e−F0,e+F1,o−F0,o
e´valuer en d = (1− (p+ r)), v = p+ r, k = r/(p+ r) et c = p/(p+ r).
Pour calculer les se´ries ge´ne´ratrices F1,e, F0,e, F1,o et F0,o, nous utilisons les
e´quations (3.21) et (3.22) qui se traduisent au niveau des se´ries ge´ne´ratrices en
F1,e = 1 +GF0,e +KF1,o + CF0,o,
F0,e = GF1,e +KF0,o + CF1,o,
F1,o = DF0,o +KF1,e + CF0,e,
F0,o = DF1,o +KF0,e + CF1,e.
avec G = dlx2, D = dl, K = kvlx et C = clvx.
Ce syste`me se re´sout (a` la main ou a` l’aide d’un logiciel de calcul formel tel
que Sage) et sa re´solution permet d’obtenir les formules suivantes pour les fonctions
ge´ne´ratrices :
F1,e =
1− 2CGK − C2 −G2 −K2
H
(3.28)
F0,e =
C2G−DG2 +GK2 + 2CK +D
H
(3.29)
F1,o =
−K3 + C(G+D) +K(C2 +GD + 1)
H
(3.30)
F0,o =
−C3 +K(G+D) + C(K2 +GD + 1)
H
(3.31)
avec H = ((C +K)2 − (1−G)(1−D)) ((C −K)2 − (1 +G)(1 +D)). On obtient
alors la formule
F1,e − F0,e + F1,o − F0,o = C −G−K − 1
(C −K)2 − (1 +G)(1 +D) (3.32)
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qui, e´value´e en C = plx, K = rlx, G = (1−p− r)l et D = (1−p− r)lx2, nous donne
bien la fraction rationnelle (3.5).
Cela conclut donc la preuve du The´ore`me 3.1.3 dans le cas r ≤ 1− p.
Remarque 3.3.2. Dans le cas ou` 1−p ≤ r, le Lemme 3.3.1 est remplace´ par le lemme
suivant (les changements entre les deux lemmes sont indique´s en gras) :
Lemme 3.3.3. Soit i ∈ Z. Soit (s(j) : j ∈ Z) une suite de variables ale´atoires a`
valeurs dans {0, 1} tel que s(i) soit inde´pendant de (s(j) : j 6= i), alors se = T e(s)
ve´rifie,
— avec probabilite´ 1− p, que se(i) = s(i) et (se(j) : j 6= i) sont inde´pendantes
de s(i) ;
— avec probabilite´ r + p− 1, que se(i + (−1)i) = s(i) et (se(j) : j 6= i + (−1)i)
sont inde´pendants de s(i) ;
— avec probabilite´ 1− r, que se(i) = 1− s(i) et (se(j) : j 6= i) sont inde´pendants
de s(i).
De manie`re similaire, so = T o(s) ve´rifie
— avec probabilite´ 1− p, que so(i) = s(i) et (so(j) : j 6= i) sont inde´pendants de
s(i) ;
— avec probabilite´ r + p− 1, que so(i − (−1)i) = s(i) et (so(j) : j 6= i + (−1)i)
sont inde´pendants de s(i) ;
— avec probabilite´ 1− r, que so(i) = 1− s(i) et (so(j) : j 6= i) sont inde´pendants
de s(i).
Ces changements impactent la suite de la preuve : il faut changer la de´finition de
la marche ale´atoire X sur Z× {0, 1} en conse´quence. On a alors besoin de compter
l’ensemble E ′ des chemins colore´s (w, s) qui ont comme contraintes que s(0, 0) = 1
et que s(ij, j) = s(ij−1, j) quand |ij − ij−1| = 1. On les se´pare la` encore en 4 sous-
ensembles de chemins colore´s dont on peut de´terminer les fonctions ge´ne´ratrices
F ′. On e´value F ′1,e − F ′0,e + F ′1,o − F ′0,o en d = (p + r − 1), v = 2 − (p + r), k =
(1− p)/(2− (p+ r)) et c = (1− r)/(2− (p+ r)) pour finalement obtenir la fraction
rationnelle (3.5).
3.4 Cas particulier : b = c et a = d
Dans le cas ou` a = d et b = c, on a alors p + r = 1 et la fraction rationnelle 3.5
vaut
1 + lx(1− 2p)
1− l2x2(1− 2p)2 =
1
1− lx(1− 2p)
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dont le de´veloppement en se´rie en l et en x au voisinage de (0, 0) est
∞∑
j=0
(1− 2p)jljxj.
Par identification des coefficients devant ltxi+t avec C(i, t), on trouve bien
C(i, t) =
{
0 si i 6= 0,
(1− 2p)t si i = 0.
Cela conclut la preuve du The´ore`me 3.1.3.
Deuxie`me partie
Processus ite´re´s (ad libitum)
129

Chapitre 4
Processus ite´re´s
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4.1 Introduction
Let B,B1, B2, . . . be a family of i.i.d. independent two-sided Brownian motions
(BM), meaning that for any n, (Bn(t), t ≥ 0) and (Bn(−t), t ≥ 0) are two independent
standard linear BM. Denote by I(n) = Bn ◦ · · · ◦B1 the nth time iterated BM. Curien
and Konstantopoulos [CK14] obtained the following results, gathered in the following
proposition.
Proposition 4.1.1. (1) For any k ≥ 1, any non zero and all different t1, . . . , tk,
(I(n)(t1), · · · , I(n)(tk)) converges in distribution. The limit distribution µk does not
depend on the ti’s and then is exchangeable.
(2) For (I1, . . . , Ik) ∼ µk, the equality (I1, . . . , Ik) d= (B(I1), · · · , B(Ik)) holds.
Moreover,
(I2 − I1, . . . , Ik − I1) d= (I1, · · · , Ik−1) ∼ µk−1.
The distribution of I1 possesses the density exp(−2|x|) over R (this result appeared
first in Turban [Tur04]).
(3) Let φn be the occupation measure of I
(n) on [0, 1], then the sequence (φn, n ≥ 0)
converges as n → ∞ in distribution to a random probability measure φ, which has
a.s. a finite support, and which has a.s. a Ho¨lder continuous density with exponent
1/2−  for all  > 0.
In this paper we extend in several connected directions: among others we give
some elements on µk, study iterated reflected BM, iterated stable processes, and
provide a description of the finite dimensional distribution of the nth iterated BM
I(n).
Here are the main lines of the paper. In Section 4.2 we present the studied pro-
cesses and fix some notations. In Section 4.3 we provide some common features of
the processes we iterate. Given a finite set of points L = {`i, i = 0, . . . , k}, the gaps
sequence of L is the sequence G = (̂`i − ̂`i−1, 1 ≤ i ≤ k), of differences of succes-
sive points in L when sorted in increasing order. It turns out that for processes X
with independent and stationary increments, the distribution of the gaps sequence
of X(L) = {X(`i), i ∈ I} can be described uniquely using the gaps sequence G of L.
This simple property will appear to be at the heart of our advances about iterated
BM.
In Section 4.4, devoted to iterated BM and iterated reflected BM, it is explained
that if the initial gaps sequence G is a k tuple of independent exponential random
variables (r.v.) with parameters (λ1, . . . , λk) then the gaps sequence of X(L) is dis-
tributed according to a mixture of k-tuple of independent exponential r.v., whose
4.2. RANDOM PROCESSES 133
parameters are explicit functions of (λ1, . . . , λk). To encode this property, we de-
fine a Markov chain (Z(n), n ≥ 1) at the parameter level, which makes explicit this
parameter evolution (see (4.25) and around).
A consequence is that the gaps sequence of the iterated BM ad libitum is a
mixture of independent exponential r.v. and this mixture can be described precisely
using the invariant distribution of the Markov chain Z(n) (Propositions 4.4.5, 4.4.6
and Theorem 4.4.1).
Somehow, Remark 4.4.9 implies that our description of the iterated BM finite
dimensional distribution, while complex, is the simplest we could expect.
The same construction, using an analogous of the parameter Markov chain (Z(n),
n ≥ 1), implies that the law of the nth iterated BM is accessible if the gaps sequence
of the initial distribution follows some independent exponential r.v. In Section 4.4.3, it
is seen that this property provides a Laplace type transform of the finite dimensional
distributions of the nth iterated BM I(n). Section 4.4.2 is devoted to the iteration of
reflected BM. Section 4.5 is devoted to the iteration of stable processes, whose study
appear much similar to that of iterated BM, except that explicit computations are
out of reach for the moment.
We discuss in Section 4.6 some natural extensions of this work.
4.2 Random processes
“BM” will be used to denote the two-sided linear BM as defined at the beginning
of Section 4.1. The process corresponding to the nth iterated process will be denoted
I(n) (the process iterated under discussion, denoted X further, will be clear from
the context). The processes iterated ad libitum, the limit of I(n) in the sense of
the topology of finite dimensional distribution convergence, when it exists will be
denoted I. The reflected BM is the (one-sided) process (|B(t)|, t ≥ 0) where B is the
standard linear BM.
We go on discussing stable processes (see Applebaum [App04] for more infor-
mation). We will consider only two-sided stable variables Z that can be written int
the form A + r where A is stable symmetric (null skewness) and r a real number
(the location parameter). The characteristic function of such a r.v. Z can be written
under the form
ψ(u) = E
[
eiuZ
]
= eη(u)
where
η(u) = − |u|α σα + iru
where α ∈ (0, 2] is the index of stability, σ ∈ (0,∞) the scale parameter (Theorem
1.2.21 in [App04]). A stable process (X(t), t ≥ 0) with parameters (α, σ, r) is the
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process such that X(0) = 0, with stationary and independent increments and whose
characteristic function is
Φt(u) = E
[
eiuX(t)
]
= etη(u). (4.1)
The two sided stable process (X(t), t ∈ R) is the process such that (X(t), t ≥ 0)
and (X(t), t < 0) are independent and (X(t), t ≥ 0) and (−X(−t), t ≥ 0) are both
one-sided stable process with parameters (α, σ, r). For any t ∈ R?,
Xt − tr
|t|1/α
d
= X1 − r. (4.2)
For any c > 0, (X(cαt), t ≥ 0) is a stable process with parameters (α, cσ, cαr).
Let (X1, X2, . . . , ) be a family of i.i.d. two-sided stable processes with parameters
(α, σ, r). The nth iterated stable process I(n) of parameters (α, σ, r) is the process
I(n) = Xn ◦ · · · ◦X1.
We keep the same notation as for the iterated two-sided BM for some reasons that
will appear clearly later.
Remark 4.2.1. The BM is the stable process with parameters (2, 1/
√
2, 0). Its Markov
kernel is P (Bt+s ∈ dy|Bs = x) = exp(−(y − x)2/(2t))/
√
2pit.
Iteration of stable processes with parameter (α, 1, 0) and (α, σ, 0) can be directly
compared as explained in Remark 4.5.1.
4.3 Iteration of processes: general considerations
In this section, we discuss some common features of the processes we iterate in
the paper.
the size of the finite dimensional distributions under inspection.
Notations. We denote by Ja, bK the ordered sequence [a, b] ∩ Z. The permutation
group of the set Ja, bK is denoted S Ja, bK. Sometimes, we will use the notation x[a : b]
instead of (xa, . . . , xb), and also t[a : b], g[a : b], λ[a : b], etc, accordingly. The simple
notation x[k] will stand for x[1 : k].
For any sequence `[0 : k] = (`0, . . . , `k), denote by (̂`[0 : k]) = sort (`[0 : k]) this
sequence sorted in increasing order. For any i ∈ J1, kK, set
∆`i = `i − `i−1.
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The gaps sequence of `[0 : k] is the sequence of distances between the elements of
{`0, · · · , `k}. It is defined by
gaps (`[0 : k]) =
(
∆̂`i, i ∈ J1, kK) .
Last, for x[1 : k] a sequence, x¯[0 : k] is the sequence defined by
x¯0 = 0, xi = x1 + · · ·+ xi, for i ∈ J1, kK . (4.3)
Iteration of processes. What follows is valid for processes X such that X(0) = 0
a.s., with independent and stationary increments, whose distribution are absolutely
continuous with respect to the Lebesgue measure on R such that for any t > s,
X(t)−X(s) d= X(t− s) (4.4)
whatever are the signs of s and t. Notice that this implies −X(s) d= X(−s) (taking
t = 0). These general setting are satisfied by BM, by symmetric two-sided stable
processes, and more generally, by symmetric two-sided Le´vy processes such that for
any t > 0, X(t) owns a density. Some modifications are needed for processes such as
the reflected BM which have stationary but dependent increments. This is discussed
in Section 4.4.2.
Denote by Φt(.) the density of the distribution of X(t). We then have
Φt(y) = Φ−t(−y), for any (t, y) ∈ R? × R. (4.5)
4.3.1 The gaps sequence evolution
Let (t0 = 0, t1, . . . , tk) be distinct real positive numbers. We start with the de-
scription of the distribution of (X(ti), i ∈ J0, kK). As usual, the description is easier
if the ti are sorted.
Let τ ∈ S J0, kK such that (t̂i = tτ(i), i ∈ J0, kK) = sort (t[0 : k]). Hence , t̂τ−1(0) = 0.
Further let g[k] = gaps (t[0 : k]). The r.v. (X(t̂i+1)−X(t̂i), i ∈ J1, kK) are independent,
and X(t̂i) − X(t̂i−1) d= X(∆t̂i) depends on the gaps sequence of the ti’s. Using the
independence of the increments ofX and their stationarity, we obtain that the density
f of (X(ti), i ∈ J1, kK) on Rk is
f(y[k]) =
k∏
j=1
Φ∆t̂j
(
∆yτ(j)
)
(4.6)
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where in the right hand side y0 = 0. Indeed, one has (X(ti), i ∈ J0, kK) = (X(tˆτ−1(i)),
i ∈ J0, kK), and computing P (X(tˆτ−1(i)) ∈ dyi, i ∈ J1, kK) = P (X(tˆi) ∈ dyτ(i), i ∈ J1, kK)
gives the result, using (4.5).
The distribution of gaps (X(ti), i ∈ J0, kK) depends also only on gaps (t[0 : k]), and
this is one of the key point of the paper. First, determine the vectors (X(ti), i ∈ J0, kK)
such that
gaps (X(ti), i ∈ J0, kK) = x[k] (4.7)
where x[k] is an element of (0,+∞)k. Clearly (4.7) holds iff there exists some a ∈ R
such that
sort (X(ti), i ∈ J0, kK) = (a+ xi, i ∈ J0, kK) . (4.8)
Equation (4.8) implies that for a certain permutation τ ∈ S J0, kK
(X(t̂i), i ∈ J0, kK) = (a+ xτ(i), i ∈ J0, kK)
from what we find(
X(t̂i)−X(t̂i−1), i ∈ J1, kK) = (∆xτ(i), i ∈ J1, kK). (4.9)
The following proposition should be clear now
Proposition 4.3.1. Let t[0 : k] be k + 1 distinct real numbers with t0 = 0 such that
gaps (t[0 : k]) = g[k] ∈ (0,+∞)k.
The distribution of gaps ((X(t0), . . . , X(tk)) has density Ψg[k] on (R+)k where
Ψg[k](x[k]) =
∑
τ∈SJ0,kK
k∏
i=1
Φgi
(
∆xτ(i)
)
1xi>0. (4.10)
In the mono-dimensional case,
Ψg(x) = (Φg(x) + Φg(−x))1x≥0 (4.11)
and this is also 2Φg(x)1x≥0 when Φg is even (that is when r = 0 in the stable processes
cases).
We may now define a time-homogeneous MC (G(n)[k] = (G
(n)
i , i ∈ J1, kK), n ≥ 0)
taking its values in (0,+∞)k, giving the successive gaps sequence starting from an
initial one; its Markov kernel is given by Ψ in the sense of Proposition 4.3.1. We will
call G(n) the gaps sequence MC. Assume that G
(0)
k is a r.v. that possesses a density
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fk on (0,+∞)k. The density of G(1)k is Opk(fk) where Opk is the following integral
operator (which sends fk onto Opk(fk)), where for any x[k] ∈ Rk,
Opk(fk)(x[k]) :=
∫
· · ·
∫
fk(g[k])Ψg[k](x[k])dg1 . . . dgk. (4.12)
Of course, if one considers a case for which the iterated process converges in
distribution,
I(n)[k] = (I(n)(t1), . . . , I
(n)(tk))
(d)−−−→
n→∞
I[k] = (I(t1), . . . , I(tk))
then the associated gap MC (G(n)[k], n ≥ 0) converges too since the map x[0; k] →
gaps (x[0 : k]) is continuous. The converse is false but not that much: the gaps
sequence characterises the points relative positions. An additional information is
needed to recover their positions: somehow the distribution of the translations which
sends gaps ((I(ti), i ∈ J0, kK)) onto {I(ti), i ∈ J0, kK}, and the distribution of the per-
mutation which provides the distribution of (I(ti), i ∈ J0, kK) knowing {I(ti), i ∈J0, kK}. A simple but powerful trick, discussed at several places in the paper is the
following : we are able to pass from the gaps sequence MC to the usual one if instead
of (I(n)(ti), i ∈ J1, kK), we study (I(n)(ti), i ∈ J0, kK) instead, where t0 = 0.
We can sum up in two slogans the relative importance of the iteration of the
initial process X with respect to the gap MC: the proof of convergence is easier
for (I(n)(ti), i ∈ J0, kK), but the behaviour of G(n)[k] is easier to understand, and its
distribution in the case of Brownian processes is tractable.
4.3.2 The iterated process evolution
Any sequence t[0 : k] such that t0 = 0 can be encoded by the pair C[t] := (g[k], τ)
formed by the gaps sequence of t, and the “labelling permutation” τ ∈ S J0, kK, so
that
ti = gτ(i) − gτ(0), i ∈ J0, kK . (4.13)
Of course, thanks to (4.13), the decoding t = C−1 ((g[k], τ)) is well defined too (given
that t0 = 0). Follows from (4.13) again, that tτ−1(i)is non decreasing in i and then
for any i we have
t̂i = tτ−1(i) = gi − gτ(0). (4.14)
The Markov kernel of the MC n 7→ (I(n)(ti), i ∈ J0, kK) can be made explicit at
the level of the encodings. Consider t[0 : k] with t0 = 0 and C[t] := (g[k], τ) its
encoding, and t′[0 : k] with t′0 = 0 and C[t
′] := (g′[k], τ ′) its encoding. Denote by
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K the corresponding Markov kernel (with transparent convention) which gives the
distribution of C[I(n+1)] knowing C[I(n)]. We have
{X(ti) ∈ dt′i, i ∈ J1, kK} = {X(t̂i) ∈ dt′τ−1(i), i ∈ J1, kK}
and then using (4.9), (4.14) and t′i = g′τ ′(i) − g′τ ′(0) for i ∈ J0, kK,
Kg[k],τ [(dg
′
1, . . . , dg
′
k), τ
′] = P (X(ti) ∈ dt′i, i ∈ J1, kK)
=
k∏
i=1
Φ∆t̂i
(
∆t′τ−1(i)
)
=
k∏
i=1
Φgi
(
∆g′τ ′(τ−1(i))
)
.
We rewrite more simply as
Kg[k],τ [(dg
′
1, . . . , dg
′
k), τ
′ ◦ τ ] =
k∏
i=1
Φgi
(
∆g′τ ′(i)
)
(4.15)
from what we observe that
Kg[k],τ [(dg
′
1, . . . , dg
′
k), τ
′ ◦ τ ] = Kg[k],Id[(dg′1, . . . , dg′k), τ ′] (4.16)
and then the LHS is independent of τ . Of course, all of this is valid for τ, τ ′ ∈ S J0, kK,
and for positive gi’s, g
′
i’s.
4.3.3 Asymptotic independence of labelling permutation and gaps se-
quence
We explain now why in the encoding Markov chain (C[I(n)[k], n ≥ 1), the gaps
sequence “becomes progressively” independent from the labelling permutation as
stated in the main convergence theorems of the paper, where this appears under the
form of exchangeability of the limiting distribution γk. The asymptotic exchange-
ability can be proved directly (see [CK14] or the end of Section 4.5.3). It is somehow
quite complex since it relies on the convergence of (I(n)(t1), . . . , I
(n)(tk)) to a limit
independent of the ti’s, and the proof relies on some (classical but) involved estimates.
We present here an other argument which makes this more apparent and which,
we think, can be of some interest if ones tries to iterate some processes for which the
arguments developed in Section 4.5.3 fail.
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It is a coupling argument. For a fixed pair (g[k], τ), consider (using (4.16)),
Kg[k],τ [(dg
′
1, . . . , dg
′
k), τ
′′] = min
τ ′
Kg[k],τ [(dg
′
1, . . . , dg
′
k), τ
′ ◦ τ ]
= min
τ ′
Kg[k],Id[(dg
′
1, . . . , dg
′
k), τ
′]
the “minimal flow” going to [(dg′1, . . . , dg
′
k), τ
′] from (g[k], τ), minimum taken on the
τ ′ ∈ S J0, kK.
In general K is a defective Markov kernel. Since it does not depend on τ ′′, the
marginal restriction of K to the permutation labelling, is the uniform distribution
on S J0, kK.
Therefore, Kg[k],τ [(dg
′
1, . . . , dg
′
k), τ
′′] possesses a simpler form:
Kg[k],τ [(dg
′
1, . . . , dg
′
k), τ
′′] = κg[k](dg′1, . . . , dg
′
k)
1τ ′′∈SJ0,kK
(k + 1)!
(4.17)
where κ is a defective Markov kernel on R+k. Let
q(g[k]) = κ(g[k])(R+k)
be the total mass of Kg[k],τ and of κg[k]. (Notice that the cases treated in the present
paper, for g[k] ∈ (0,∞)k, q(g[k]) > 0.) Now set
K
[1]
g[k],τ [(dg
′
1, . . . , dg
′
k), τ
′ ◦ τ ] = κg[k](dg
′
1, . . . , dg
′
k)/(k + 1)!
q(g[k])
K
[2]
g[k],τ =
Kg[k],τ − q(g[k])K [1]g[k],τ
1− q(g[k])
(4.18)
so that K [2] is indeed a Markov kernel. It is easily seen that the initial kernel K can
be represented as
Kg[k],τ = q(g[k])K
[1]
g[k],τ + (1− q(g[k]))K [2]g[k],τ ,
which is the core of our coupling: to sample the MC C[I(n)] from (g[k], τ), first, sample
a Bernoulli random variable with parameter q(g[k]). If it is 1, then use the kernel
K [1], else the kernel K [2]. If the kernel K [1] is used, the new value (G[k+ 1], τk+1) has
the following property: τk+1 is uniform and independent from G[k + 1], which has
distribution κg[k](.)/q(g[k]).
Then as soon as a transition K [1] is used the labelling permutation and the gaps
sequence become independent, and this independence continues, since by K the la-
belling permutation evolves somehow independently from the current labelling per-
mutation (and it evolves by product, see (4.16)). It remains to say some words about
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the frequency of these renewal events: letting C[I(n)] = (G[k](n), τn) the successive
values of the encoding chain, one sees that each time the renewal probability is
q(G[k](n)). To get renewal with probability one in the sequence C[I(n)] we need not
much: continuity and positivity of the kernel on each compact, and tightness of the
sequence C[I(n)].
4.4 Iteration of Brownian processes
This section is devoted to our results concerning the iterated BM ad libitum,
iterated reflected BM ad libitum, and nth iterated BM. We will consider iteration
of standard linear Brownian motion, but using Remark 4.5.1 iteration of Brownian
motions multiplied by a constant can be studied as well.
We start with a key point relative to the description of the Markov kernel of
the gaps sequence MC when X is a BM (but many of what follows is valid for
more general Gaussian processes). In this section, Φg is the density of the centered
Gaussian distribution with variance g. We denote further by Exp[λ, x] = λe−λx1x≥0
the density of Expo[λ], the exponential distribution with parameter λ. Let MEXk be
the set of probability measures on Rk having a density of the form
f (x[k]) =
∫
R+k
(
k∏
i=1
Exp [λi, xi]
)
dµ(λ1, · · · , λk), x[k] ∈ Rk (4.19)
where µ is a general probability distribution on R+k, called the parameter law of
f . In other words, the set MEXk is the set of mixtures of product of exponential
distributions. The key result in this section, valid only in the Gaussian case, is the
following proposition.
Proposition 4.4.1. For any k ≥ 1, Opk is linear on MEXk, and then MEXk is stable
by Opk.
Proof. We start by the one-dimensional case for which (4.11) holds.
Let f1(x) = Exp[λ, x], and let us find Op1(f1)(x) by computing its Fourier trans-
form
FT0(a) =
∫
x≥0
eiax
∫
g>0
2Φg(x)λe
−λgdgdx.
This is done in two steps: Op1(f1) is the density of a positive r.v. Z. Hence
FT1(a) =
1
2
∫ +∞
−∞
eiax
∫
g>0
2Φg(x)λe
−λgdgdx,
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is the Fourier transform of εZ where ε is a uniform random sign, independent of
Z. By Fubini, one finds that it is
∫
g≥0 λe
−λxe−ga
2
dg = 1
1+a
2
2λ
, which is the Fourier
transform of εY where Y has distribution Expo
[√
2λ
]
. We deduce the identity∫ +∞
0
Exp[λ, x]Ψg(x)dg = Exp[
√
2λ, x], x > 0. (4.20)
In words, Op1 sends x 7→ Exp[λ, x] on x 7→ Exp[
√
2λ, x].
Remark 4.4.2. Notice that this implies that Exp[2] is stable by Op1. This is the result
by Curien-Konstantopoulos [CK14] who proved that I1 ∼ εY where Y ∼ Expo[2].
Assume k ≥ 1 now. Observe the effect of Opk on a product of exponential distri-
butions. By (4.20) and (4.11), one has for any x[k] ∈ (0,+∞)k, any τ ∈ S J0, kK, the
identity∑
τ∈SJ0,kK
∫
R+k
k∏
i=1
(
Exp[ci, gi]Φgi
(
∆xτ(i)
) )
dg1...dgk =
∑
τ∈SJ0,kK
1
2k
k∏
i=1
Exp
[√
2ci,
∣∣∆xτ(i)∣∣] .
(4.21)
An important fact appears here, fact valid only in the Brownian case: one can separate
the variables xi’s in the right hand side and let appear a product of independent
Expo[c′i] r.v., thanks to the two following identities
Exp[c, x+ x′] =
1
c
Exp[c, x]Exp[c, x′],
Exp[c, x]Exp[c′, x] =
c c′
c+ c′
Exp[c+ c′, x].
(4.22)
Let us separate the variables, and for this, collect in Eτ,i the contribution relative to
Exp[., xi].
Since xτ(j) = x1+· · ·+xτ(j), then |∆xτ(j)| = x1+min(τ(j),τ(j−1))+· · ·+xmax(τ(j),τ(j−1)).
Let Eτ,i = {j : xi ∈ |∆xτ(j)|} = {j : min(τ(j), τ(j + 1)) < i ≤ max(τ(j), τ(j + 1))}
be the sequence of indices j such that xi appear in |∆xτ(j)|. Further, let
wτ (c[k]) =
1
2k
k∏
i=1
√
2ci
Fτ,i(c)
and Fτ (c[k]) = (Fτ,i(c[k]), i ∈ J1, kK) where
Fτ,i(c[k]) =
∑
j∈Eτ,i
√
2cj. (4.23)
As a consequence of the previous discussion,
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Lemme 4.4.3. If f is the map f(x[k]) =
∏k
i=1 Exp[λi, xi] for some fixed λ[k] ∈
(0,+∞)k, then
Opk(f)(x[k]) =
∑
τ∈SJ0,kKwτ (λ[k])
k∏
i=1
Exp [Fτ,i(λ), xi] .
Of course, this ends the proof of Proposition 4.4.1.
In the 2-dimensional case, the 6 functions Fτ and weights are the following
F(0,1,2)(c1, c2) = (s1, s2) , w(0,1,2)(c1, c2) = 1/4,
F(0,2,1)(c1, c2) = (s1, s1 + s2) , w(0,2,1)(c1, c2) = 1/4 s2/(s1 + s2),
F(1,0,2)(c1, c2) = (s1 + s2, s2) , w(1,0,2)(c1, c2) = 1/4 s1/(s1 + s2),
F(1,2,0)(c1, c2) = (s2, s1 + s2) , w(1,2,0)(c1, c2) = 1/4 s1/(s1 + s2),
F(2,0,1)(c1, c2) = (s1 + s2, s1) , w(2,0,1)(c1, c2) = 1/4 s2/(s1 + s2),
F(2,1,0)(c1, c2) = (s2, s1) , w(2,1,0)(c1, c2) = 1/4,
where for short, we have written si instead of
√
2ci. We now move to the consequences
in terms of iterated BM ad libitum, reflected BM, and in the case of iterated BM.
4.4.1 Iteration of BM ad libitum
Proposition 4.1.1, ensures the convergence of (I(n)(ti), i ∈ J1, kK) to I[k] for
any distinct and non zeros ti’s, as well as the exchangeability of the limit. Hence
gaps (I[k]) is the limit of the gap MC, and the limit of this MC does not depend on
the ti’s. The gaps sequence is not sufficient to describe I[k] even up to a permutation
(which would be uniform by exchangeability), since the gaps sequence determines
the set of elements of the sequence up to a translation. We present a simple trick
which allows one to pass this (apparent) difficulty.
Consider I[k+ 1] a µk+1 distributed sequence. Take U a r.v. uniform in J1, k + 1K
independent from the Ii’s. By Proposition 4.1.1
J [k + 1] := (Ii − IU , i ∈ J1, k + 1K) (4.24)
is a random sequence with one zero entry (with uniform position), and the rest of
its entries has the same distribution as (Ii, 1 ≤ i ≤ k). Moreover, gaps (J [k + 1]) =
gaps (I[k + 1]) since translations conserve gaps sequence.
Denote by γk be the distribution of gaps (I[k + 1]). The following proposition,
consequence of the previous discussion, allows one to get µk using γk.
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Proposition 4.4.4. Consider (Gi, i ∈ J1, kK) a random vector distributed according
to γk, U a uniform r.v. on J0, kK and τ a uniform random permutation taken in
S J0, kK, all these r.v. being independent. The following identity holds (Gτ(i)−GU , 0 ≤
i ≤ k) d= J [k + 1].
It remains to describe γk. The case k = 1 is a consequence of Proposition 4.1.1,
see also Remark 4.4.2. For k ≥ 2, this can be obtained by looking at the limit of the
gap MC, starting with some initial positive gaps sequence g[k] since, the gap MC
inherits from the initial chain (the iterated BM) the property to possess a limiting
distribution, independent from the starting point. Clearly, the initial sequence can
be taken random (with values in R+k), for example, one can start with some inde-
pendent exponential r.v. with parameters λ1, . . . , λk and this is what we will do since
Proposition 4.4.1 and Lemma 4.4.3 allows one to control exactly the evolution of the
distribution of the gaps sequence MC in this case.
Finding the limiting distribution in this case amounts to finding the fixed point
of Opk.
From Proposition 4.4.1 and Lemma 4.4.3 one sees that Opk sends an element of
MEXk on a weighted sums of elements of MEXk, where the total weight is 1: it is
a Markov kernel. It can be better understood if instead of seeing the action of Opk
at the level of functions, it is seen at the level of the parameters (the parameters of
the involved exponential distributions): consider a (discrete time homogeneous) MC
(Z(n)[k] = (Z(n)(1), . . . , Z(n)(k)), n ≥ 0) defined on R?k whose kernel Q is defined,
for any Borelian A of Rk, and λ[k] ∈ R?k by
Q(λ[k], A) =
∑
τ∈SJ0,kKwτ [k](λ)δFτ (λ[k])(A). (4.25)
In other words,
P
(
Z(n+1)[k] = Fτ (λ[k]) | Z(n)[k] = λ[k]
)
= wτ (λ[k]) for any τ ∈ S J0, kK . (4.26)
If Z(n)[k] ∼ ν, denote by νQ the distribution of Z(n+1)[k]. We can sum up the
preceding consideration as follows:
Proposition 4.4.5. Assume that the gaps sequence (G(n)(i), i ∈ J1, kK) at time n = 0
is a mixture of exponential distributions with density g0 and parameter law ν
(0), then
ν(0)Q is the parameter law of Opk(f0). More generally ν
(0)Qn is the parameter law of
fn = Op
(n)
k , the density of (G
(n)(i), i ∈ J1, kK).
We now conclude by discussing the asymptotic behaviour of the parameter law
MC.
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Proposition 4.4.6. (1) Q is ergodic in [2, 2k2]k (meaning that for any ν
(0)
k having
its support in [2, 2k2]k, ν
(0)
k Q
n converges weakly when n → +∞ to a distribution νk
independent from ν
(0)
k ).
(2) The probability density g whose parameter law is νk is solution to Opk(g) = g.
Proof. We prove the two statements. Let M(S) be the set of probability mea-
sures with support in S. Since the compact set [2, 2k2]k is stable by any Fτ , then
M([2, 2k2]k) is stable by Q. Take ν(0)k in M([2, 2k2]k), and being the parameter law
of some function f0. Hence, the sequence (ν
(n)
k := ν
(0)
k Q
n, n ≥ 0) possesses an accu-
mulation point νk in the compact M([2, 2k2]k). Consider a converging subsequence,
still denoted ν
(n)
k . Recall that ν
(n)
k is the parameter law of fn := Op
(n)
k (f0). For any
fixed x[k], the map λ[k]→∏ki=1 Exp [λi, xi] is bounded continuous on R+k, therefore
ν
(n)
k → νk implies that for any fixed x[k] ∈ (0,+∞)k,
fn(x[k]) =
∫ k∏
i=1
Exp [λi, xi] dν
(n)
k (λ[k])→ f(x[k]) :=
∫ k∏
i=1
Exp [λi, xi] dνk(λ[k]).
(4.27)
The fact that f is a density can be checked by Fubini. Denote by ηn the distribution
on Rk whose density is fn and by η the one whose density is f . By Scheffe´’s theorem,
the simple convergence (4.27) implies the convergence of ηn to η.
This implies η = γk (by uniqueness of the limit of the gaps sequence Markov
chain), and then f coincides with limnOp
(n)
k (f0). By Proposition 4.4.5, f is the density
of γk. We must add that a function f in MEX possesses a unique parameter law, which
implies that ν
(0)
k Q
n possesses a unique accumulation point, and then converges in
distribution. The uniqueness of the parameter law comes from (4.19), where one sees
that if ν is the parameter law of f , then f is the Laplace transform of the measure(∏k
i=1 λi
)
ν(λ[k]).
Remark 4.4.7. Take a bounded continuous function f : Rk → R. Our representation
of the gaps sequence distribution of IBM permits to calculate E [f(G[k])] under γk
and to give a representation using νk only:
E [f(G[k])] =
∫
Rk+
f(x[k])dγk(x[k]) (4.28)
=
∫
Rk+
(∫
Rk+
f(x[k])
k∏
j=1
λje
−λjxjdxj
)
dνk(λ[k]) (4.29)
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Figure 4.1 – The support of ν2 computed by a program.
hence, it appears clearly that E [f(G[k])] can be computed thanks to the parameter
distribution νk only. More generally, using Proposition 4.4.4, one can use this formula
to compute E [f(I[k])] too, which can then also be expressed in terms of νk only.
MCs with kernel such as Q, that is, which relies on successive applications of a
functions Fτ , where Fτ is taken at random in a set of functions F = (Fτ , τ ∈ S J0, kK)
depending (or not) of the current position, are called iterated function system (IFS)
in the literature [BD85, BDES88, Fal04].
Here since Θ
(0)
k := [2, 2k
2]k is stable by all the Fτ (for τ ∈ S J0, kK), it is easily
seen that for
Θ
(n)
k :=
⋃
τ∈SJ0,kKFτ (Θ
(n−1)
k ),
the sequence (Θ
(n)
k , n ≥ 0) is a sequence of non increasing compact sets whose (non
empty) limit is a compact Θk. Using the portmanteau theorem and the fact that n 7→
Θ
(n)
k is decreasing for the inclusion partial order (see Figure 4.1 for a representation
of Θ2) we can establish that for any k ≥ 1, Θk ⊃ Support(νk).
Lemme 4.4.8. Θ2 = support(ν2).
Proof. For k = 2, it is easily seen that all the Fτ (given in (4.23)) are contracting in R2
equipped with the Euclidean distance. Following classical theorems (e.g. Hutchinson
[Hut81, section 3]) it turns out that Θ
(n)
k converges to Θk for the Hausdorff metric for
any starting set Θ(0) ⊂ [2, 8]2 (and not only from [2, 8]2 as stated above). In particular,
imagine that Θ
(0)
2 = {(2, 2)}, and that the starting measure is ν(0) = δ(2,2). Recall
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that ν(n) → ν2 (since the convergence of ν(n) → ν2 holds for any starting distribution
ν(0) whose marginals own no atom at 0).
Take any x ∈ Θ2, any ε > 0. By Hutchinson’s result, for n large enough Θ(n)2 ∩
B(x, ε) 6= ∅, which means, taken into account the positivity of the w′τs, that
ν(0)Qn(B(x, ε)) > 0: some mass has been transported in a neighbourhood of x in
n steps from (2, 2). This is a first step in our proof that x ∈ Support(Θ2). Now,
observe that for any ρ > 0, there exists m ≥ 1 such that
F ◦m0,1,2([2, 8]
2) ⊂ B((2, 2), ρ),
implying that m iterations of F0,1,2 (see (4.23)), bring back all the mass (that is 1)
in a neighbourhood of (2, 2). The probability to proceed to these iterations of F0,1,2
is positive (since inf(c1,c2)∈[2,8]2 w0,1,2(c1, c2) > 0). Now, since all the functions Fτ are
uniformly continuous on the compact [2, 8], for ρ small enough, any distribution ν(0)′
with support included in B((2, 2), ρ) will also satisfy ν(0)′Qn(B(x, 2ε)) > 0.
Remark 4.4.9. Hutchinson [Hut81, section 3] characterises the set Θ2: it is the closure
of the set of fixed points of the functions (Fτ1 ◦ · · · ◦ Fτm ,m ≥ 1, τi ∈ S J0, 2K).
Using [BDES88] and some analysis, for k = 3, the IFS with place-dependent
probabilities is contracting in average for the ‖.‖2 distance. This can be proved by
computing the Jacobian matrices Jτ (c[k]) =
(
∂Fτ,i(c[k])
∂cj
)
1≤i≤k
of the Fτ ’s, and by
proving that their norms Nτ (c[k]) := supρ6=0 ‖ρJτ (c[k])‖2/‖ρ‖2 satisfies∑
τ
wτ (c[k]) log(Nτ (c[k])) < 0
(this can be proved by taking first some bounds on the wτ , and then using the
log(Nτ (c[k])) ≤ log(Nτ (2, . . . , 2)). From Theorem 1.2 in [BDES88], ν3 is of pure
type, atomic, or absolutely continuous.
We think that the same results can be proved with additional work for k = 4, but
for k ≥ 5, other methods should be involved since the average contraction property
seems to fail. We were not able to find in the literature any general results allowing
one to prove the identification of Θk with Support(µk) or to compute the Hausdorff
dimension of this support. We conjecture that for any k ≥ 1, Support(νk) coincides
with Θk.
Now, we describe the distribution of the gaps sequence of the IBM thanks to νk.
Theorem 4.4.1. Let k be an integer larger than 0. If (Gi, i ∈ J1, kK) is a random
vector with distribution γk, then
(Gi, i ∈ J1, kK) d= (C1E1, C2E2, . . . , CkEk) (4.30)
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where the Ei’s are i.i.d., Expo[1] distributed, independent from C[k], a random vector
of law νk.
According to this theorem and Proposition 4.4.6, we may deduce the following
multivariate stochastic order bounds for γk, which somehow, describe the repulsive-
attractive property of the gaps sequence.
Proposition 4.4.10. Let k be an integer larger than 0 and (Gi, i ∈ J1, kK) a random
vector with distribution γk. For any bounded increasing function h : Rk → R
E
[
h(Ei/(2k
2), 1 ≤ i ≤ k)] ≤ E [h(Gi, 1 ≤ i ≤ k)] ≤ E [h(Ei/2, 1 ≤ i ≤ k)]
where the Ei are i.i.d. random variables Expo[1] distributed.
We can add here that the bound 2k2 is not tight (even in the case k = 2 as one
can see on Figure 4.1).
4.4.2 Iteration of reflected BM ad libitum
In this section X = |B| is the reflected BM (RBM), and I(n) = Xn ◦ · · · ◦X1 the
nth iterated RBM.
Proposition 4.4.11. Let t0 = 0, t1, · · · , tk be some non negative distinct real num-
bers. The sequence (
I(n)(ti), i ∈ J0, kK) (d)−−−→
n→∞
(0, I1, . . . , Ik)
where (Ii, i ∈ J1, kK) is invariant by permutation and independent from the ti’s and
takes its value in (0,+∞)k. Moreover we have I1 ∼ Expo[2].
Hence, the gaps sequence MC (gaps
(
I(n)(ti), i ∈ J0, kK) , n ≥ 1) converges and its
limit (Gi, i ∈ J1, kK) := gaps (0, I1, . . . , Ik) determine (0, I1, . . . , Ik): for a uniform
permutation τ ∈ S J1, kK independent from (Gi, i ∈ J1, kK),
I[k]
d
=
(
Gτ(i), i ∈ J1, kK) .
The proof of this proposition can be adapted from the proof of Theorem 4.5.1.
All these results rely on the ergodicity of the Markov chain
(
I(n)(ti), i ∈ J0, kK). The
estimates needed to deal with the reflected Brownian case can be simply adapted
from the simple Brownian case.
We now describe the limiting gaps sequence using again the MC at the parameters
level.
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First, the Markov kernel of the iterated BM has a density. Set, for any g, x, y ≥ 0,
Mg(x, y) = P (Bt+g ∈ dy |Bt ∈ dx). We have, by Andre´’s reflection principle,
Mg(x, y) = (Φg(y − x) + Φg(y + x)) 1y≥0 (4.31)
where Φg is the density of Bg.
The gap MC kernel can be described too adapting consideration of Section 4.4 (in
words, 0 stay at the left). Starting with some gaps sequence gaps (t0 = 0, t1, . . . , tk) =
g[k], we will have gaps (X(t0) = 0, X(t1), . . . , X(tk)) = x[k], if, for the same notation
as in (4.3), for i ∈ J1, kK, X(t̂i) = xτ(j) for some permutation τ ∈ S J1, kK (instead
of J0, kK for the iterated BM). We then have in this case a solid link between the
Markov kernel of the gaps sequence and of the initial chain, since t̂j =
∑j
i=1 gi. We
get in this case
Ψg[k](x[k]) =
∑
τ∈SJ1,kK
k∏
i=1
Mgi
(
xτ(i−1), xτ(i)
)
1xi>0. (4.32)
Therefore, modifying a bit (4.21), one can still see that MEX is stable by the MC
with kernel Ψk. One observes using (4.20), (4.11),∫
R+k
k∏
i=1
Exp[λi, gi]Ψg[k](x[k])dg1...dgk
=
1
2k
∑
τ∈SJ1,kK
k∏
i=1
Exp
[√
2λi, |xτ(i) − xτ(i−1)|
]
+ Exp
[√
2λi, |xτ(i) + xτ(i−1)|
]
.
After expanding this product, one can again put together the elements “containing
a given” xi. Using the same considerations as those below Remark 4.4.2, this is also
=
1
2k
∑
τ∈SJ1,kK
∑
D⊂J1,kK
∏
i∈D
Exp
[√
2λi, |xτ(i) − xτ(i−1)|
] ∏
i∈{D
Exp
[√
2λi, |xτ(i) + xτ(i−1)|
]
.
This formula is the analogous in the case of RBM to that on the BM, (4.21). Let
Eτ,i as defined in Section 4.4, and
E ′τ,i = {j : xi ∈ |xτ(j)|} = {j : τ(j) ≥ i}
E ′′τ,i = {j : xi ∈ |xτ(j−1)|} = {j : τ(j − 1) ≥ i}.
Set
Fτ,D,i(c[k]) =
∑
j∈D,j∈Eτ,i
√
2cj +
∑
j∈{D,j∈E′τ,i
√
2cj +
∑
j∈{D,j∈E′′τ,i
√
2cj
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and
wτ,D(c[k]) =
1
2k
k∏
i=1
√
2ci
Fτ,D,i(c[k])
.
Again let
Fτ,D = (Fτ,D,i : 1 ≤ i ≤ k).
Similarly to Lemma 4.4.3 we have
Lemme 4.4.12. If f is the function f(x[k]) =
∏k
i=1 Exp[λi, xi] for some λ[k] ∈
(0,+∞)k, then
Opk(f)(x[k]) =
∑
D⊂J1,kK
∑
τ∈SJ0,kKwτ,D(λ[k])
k∏
i=1
Exp [Fτ,D,i(λ), xi] .
As in the iterated Brownian motion case, to this operator one can associate a
Markov chain Z(n) with kernel Q (defined as (4.25)) at the level of the parameters
(see also (4.26)). Again, the Markov chain Z(n) stays eventually confined in a compact
region of R+k (the compact [2, 18k2]k is conserved by each of the Fτ,D). By the same
considerations as that of Section 4.4, Proposition 4.4.6 holds for the present case
(with [2, 18k2]k instead of [2, 2k2]k). The analogous of Theorem 4.4.1 holds too, for
νk the fixed point of Q, and Proposition 4.4.10 too, with 18k
2 instead of 2k2 (again
18k2 is not tight).
4.4.3 nth iteration of the BM
In the literature, the standard iterated Brownian motion corresponds to our pro-
cess I(2). It has been deeply studied. It permits to construct solutions to partial differ-
ential equations [Fun79]. Burdzy studied some of its sample paths properties [Bur93].
Lot of results have been obtained around its probabilistic and analytic properties,
see [Bur93, Ber96, ES99, BK95, Xia98, KL99] and the references therein. The nth
IBM permits to construct solutions of differential equations [OB09], but they are
less studied, only [Ber96] mentioned that his result can be extended to nth IBM. As
far as we are aware of, there are no result concerning some description of the finite
dimensional distributions of this process. In the sequel, we show that our gaps point
of view allows one to give (a non trivial) description of them, but sufficiently simple
to make some exact computations for small values of n and k.
Let n ≥ 1 be fixed, as well as (t0 = 0, t1, . . . , tk) some distinct numbers. The
aim of this part is to describe the distribution of (I(n)(ti), i ∈ J0, kK), where I(n) =
Bn ◦ · · · ◦B1, where the Bi are i.i.d. two sided BM.
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We build our reflection on the considerations presented in Section 4.3.2. Start with
formula (4.15) which expresses the encoding Markov chain kernel. Here, of course,
Φg is the Gaussian density. Again, by (4.20)
∫ k∏
i=1
Exp[λi, gi]Kg[k],τ ((g
′
1, . . . , g
′
k), τ
′ ◦ τ)dg1...dgk = 1
2k
k∏
i=1
Exp
[√
2λi, |∆g′τ ′(i)|
]
.
(4.33)
Thanks to (4.22), we can again rewrite the right hand side to code the evolution
on the parameter space. Setting mi = min{τ ′i−1, τ ′i} and Mi = max{τ ′i−1, τ ′i} we
get |∆g′τ ′i | = g′1+mi + · · · + g′Mi . Once again, collect the different contribution: set
Ej(τ, τ
′) = { i : j ∈ Jmi + 1,MiK} the set of indices i such that g′j contributes to
|∆g′τ ′(i)|. The RHS of (4.33) rewrites
wτ,τ ′(λ[k])
k∏
j=1
Exp
[
Fτ,τ ′,j(λ), g
′
j
]
.
where
wτ,τ ′(λ[k]) =
1
2k
k∏
j=1
∏
i∈Ej(τ,τ ′)
√
2λi∑
i∈Ej(τ,τ ′)
√
2λi
and Fτ,τ ′,j(λ[k]) =
∑
i∈Ej(τ,τ ′)
√
2λi.
Consider MEX′k the set of measures that are mixtures of distribution on Rk×S J0, kK
of the type
(∏k
i=1 Exp[λi]
)
× δτ where δτ is a Dirac on a permutation τ . The pre-
vious considerations show that the kernel K operates linearly on MEX′k. It sends(∏k
i=1 Exp[λi]
)
× δτ on
∑
τ ′
wτ,τ ′(λ[k])
(
k∏
i=1
Exp
[
Fτ,τ ′,j(λ[k]), g
′
j
])× δτ ′◦τ .
This can again be written at the parameter level under the form of a time homoge-
neous MC on Rk × S J0, kK, which, starting at time 0 at position (λ[k], τ), takes at
time 1, the value ((Fτ,τ ′,j(λ[k]), 1 ≤ j ≤ k), τ ′ ◦ τ) with probability wτ,τ ′(λ[k]) (for
any τ ′ ∈ S J0, kK). Denote again by Q the corresponding kernel.
This explicit description allow computations for small values of k and of n. Recall
at the beginning of Section 4.3.2 the decoding map C−1. Finally denoting by Eλ[k],τ
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the expectation when the initial encoding distribution is (
∏n
i=1 Exp(λi))× δτ , we find
Eλ[k],τ (f(I(n)[k])) =
∑
τ ′
∫
R+k
Qn(λ[k],τ)([dλ
′
1, . . . , dλ
′
k)], τ
′ ◦ τ)
×
∫
Rk
f(C−1(y[k], τ ′ ◦ τ))
(
n∏
i=1
Exp[λ′i, yi]
)
dy1...dyk.
The LHS appears to the Laplace transform of f(I(n)(t1), . . . , I
(n)(tk)) with respect
to the initial gaps sequence, and then it characterises the distribution. This is not a
simple description, but we think that it is the simplest representation of the finite
dimensional distribution of the iterated BM one can find.
4.5 Stable processes iterated ad libitum
4.5.1 Main results
In this section, we consider independent two sided-stable processes X1, X2, . . .
with parameters (α, σ, r) as defined in Section 4.2, and their successive iterations
I(n) = Xn ◦ · · · ◦ X1. In this section, Φg is no more the Gaussian density but the
density of X1(g).
Two sided stable processes possess independent and stationary increments, as
well as a scaling property which makes their iterations very similar to that of BM
(general Le´vy processes seem more difficult to handle because of the non-scaling
property). Here are the convergence results we get for iterated stable processes I(n),
as described in Section 4.2.
Theorem 4.5.1. Assume σ ∈ (0,+∞). Take k, n ≥ 1 and some non zero t1, . . . , tk.
Set,
I(n)[k] := (I(n)(t1), · · · , I(n)(tk)).
1. When α ≤ 1 and any r, for any t > 0, I(n)(t) does not converge in distribution
in R.
2. When 1 < α ≤ 2 and |r| > 1 then I(n)(t1) does not converge in distribution in
R
3. When 1 < α ≤ 2 and |r| < 1 the MC I(n)[k] converges in distribution. The limit
distribution µk does not depend on the ti’s and is then exchangeable. For I[k] ∼
µk, the equality I[k]
d
= (X(I1), · · · , X(Ik)) holds. Moreover, (I2 − I1, . . . , Ik −
I1) ∼ µk−1
When r = 0, under µ1, I1
d
= ε
∏
i≥0 |X(1)(i)|1/α
i
where the X(1)(i)’s are i.i.d.
copies of X(1) and ε is an independent uniform random sign.
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Remark 4.5.1. If X and X ′ are two stable processes with parameters (α, 1, 0) and
(α, σ, 0) for some α ∈ (1, 2] and σ > 0, then X ′ d= σX. The successive iteration of
(α, 1, 0) and (α, σ, 0) stable processes and limits (if any) can be compared by a simple
coupling, but the property fails when r 6= 0.
Remark 4.5.2. Notice that since µk+1 is exchangeable, the rank of I1 in I[k + 1] is
uniform. Therefore the (random) number of indices #{j : 2 ≤ j ≤ k+ 1, Ij− I1 > 0}
is uniform in J0, kK. In other words, if I[k] ∼ µk the rank of 0 in the list (0, I1, . . . , Ik)
is uniform.
Lemme 4.5.3. When 1 < α ≤ 2 and |r| < 1, the MC (G(n)[k], n ≥ 1) converges in
distribution, and the limit distribution does not depend on the initial non-zero state.
Proof. Take some gaps sequence g[k] ∈ R?k. They are the gaps sequence of some
non zeros and distinct times t0, t1, . . . , tk. Start with I
(0)[k + 1] = (t0, . . . , tk). Since
I(n)[k + 1] converges in distribution to a limit independent from the ti (Theorem
4.5.1(3)), then the gaps sequence MC G(n)[k] := gaps
(
I(n)[k]
)
too.
Consider the case k = 1 and X a symmetric stable process for some α ∈ (1, 2]
and r = 0. Assume that the gap at time 0 is distributed as G, at time 1, the gap will
be |X(G)|. Then from the equality G d= |X(G)| d= G1/α|X(1)| we infer
G
d
=
∏
i≥0
|X(1)(i)| 1αi , (4.34)
where the X(1)(i) are i.i.d. copies of X(1) (the complete argument can be adapted
from Section 4.5.3). When r 6= 0 there are not any such simple formula.
Let φ be the density of G as defined in (4.34). We have Op1(φ) = φ, and∫
g≥0 φ(g)Ψg(x)dg = φ(x) is an identification between the densities of |X(G)| and of
|G|. Using that φ[c, g] := φ(g/c)
c
is the distribution of cG, we get that
∫
g≥0 φ[c, g]Ψg(x)dg
is the density of |X(cG)| d= c1/α|X(G)| d= c1/αG, which density is φ[c1/α, x]. All of
this can be summed up in ∫
g≥0
φ[c, g]Ψg(x)dg = φ[c
1/α, x]. (4.35)
Let ν[c] the distribution whose density is φ[c, .]. The map Op1 sends ν[c] onto ν[c
1/α]
and is a linear application on the set of mixtures of distributions ν[c]. This property
which in the Brownian case allowed us to prove that Opk was linear on the set of
mixtures of product of exponential distributions can not be extended here. Indeed,
to separate the variables in (4.21), we use (4.22). This important property holds
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only for exponential distributions, and it turns out that in the stable case, product
measures of the form
∏k
i=1 φ[ci, xi] are not sent by Opk on mixtures of measures of
the same kind. We were not able to find a family of measures on which Opk would
operates simply but the discovery of such a family would be an important step for
the identification of the distribution of I[k].
4.5.2 Occupation measure in the stable case
As stated in Proposition 4.1.1, Curien and Konstantopoulos [CK14] obtained
some information about the occupation measure of the iterated Brownian motion ad
libitum. In the stable case, when convergence holds, the family of limiting distribu-
tions µk are consistent, and since, they correspond to distribution of exchangeable
vectors, by Kolmogorov extension theorem together with de Finetti representation
theorem, there exists a random measure µ, so that for any k ≥ 0, µk is the distri-
bution of (U1, . . . , Uk) i.i.d. random variables taken under µ (this is explained in the
Brownian case in [CK14]).
The main tool used in [CK14] to characterise the regularity of the density of the
occupation measure is a paper by Pitt [Pit78] only available in the Gaussian case.
We are not able for the moment to get a similar result in the stable case, and then
we pursue our research in this direction. In view of Figure 4.2, we may expect that
for some small parameters α in (1, 2] (close to 1), the density of the local time should
be not positive on the range of its support.
In the next subsection, we discuss the finiteness of the support of the limiting
occupation measure. The proof follows the same structure as that of [CK14, Prop.
7]. Let P be any two-sided real process (in our case P = X, I(n) or I). The range of
P on [a, b] is defined by
RP (a, b) = sup
a≤t≤b
P (t)− inf
a≤t≤b
P (t). (4.36)
In the following, set D = RX(0, 1).
Lemme 4.5.4. For any |r| < 1 and α ∈ (1, 2], for almost any t 6= 0, RI(n)(0, t)
converges in law to a r.v. ∆ which does not depend on t. Moreover, when r = 0,
∆
d
=
∞∏
i=0
Dα
−i
i (4.37)
where the Di’s are i.i.d. copies of D.
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Figure 4.2 – Simulation of the local time of the iterated centered stable processes ad
libitum, in the case α = 1.2, 1.5, 1.8 and 2. Each of them is made from an histogram made
with a sample (X(10)(ti), 1 ≤ i ≤ 106) starting from some fixed position.
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Proof. Let An(t) = inf{I(n)(u), 0 ≤ u ≤ t} and Bn(t) = sup{I(n)(u), 0 ≤ u ≤ t}.
When r = 0,
RI(n+1)(0, t) = sup
An(t)≤v≤Bn(t)
X(v)− inf
An(t)≤v≤Bn(t)
X(v)
= RX (An(t), Bn(t))
= (Bn(t)− An(t))α
−1
D
d
= (RI(n)(0, t))
α−1 D.
By iteration, we get
RI(n)(0, t) = t
α−n
n∏
i=1
Dα
−(i+1)
i (4.38)
where Di are i.i.d. copies of D. Since α > 1 and t 6= 0, tα−n → 1 when n→∞. Now,
we have to prove the convergence in law of
∏n−1
i=0 D
α−i
i as n→ +∞. Write
log
n−1∏
i=0
|Di|α
−i
=
n−1∑
i=0
α−i log |Di| .
By the Doob’s Lp inequality [RY99, Theorem II.1.7], for any β ∈ R,
P (D ≥ x) ≤ P
(
sup
0≤t≤1
|X(t)| ≥ x
2
)
≤ 2
βE
[
X(1)β
]
xβ
. (4.39)
But, E
[
X(1)β
]
<∞ if β < α. For β = 1 < α,
P
(
α−i log |Di| > i−2
) ≤ Cste
eαii−2
,
which is a summable sequence, since α > 1. By Borel-Cantelli’s lemma,
∏n
i=1D
α−i
i
converges as n→ +∞. This ends the proof when r = 0.
In the general case, write
RI(n+1)(0, t) = RX (An(t), Bn(t)) (4.40)
≤ (Bn(t)− An(t))α−1D + r(Bn(t)− An(t)) (4.41)
d
= (RI(n)(0, t))
α−1D + rRI(n)(0, t) (4.42)
To prove that RI(n)(0, t) converges, we use Theorem 13.0.1 in [MT09]. By (4.42),
E [RI(n+1)(0, t)|RI(n)(0, t)]−RI(n)(0, t) ≤ (RI(n)(0, t))α
−1
E [D]− (1− r)RI(n)(0, t).
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So if RI(n)(0, t) >
(
E [D]
1− r
) 1
1−α−1
= M , then E [RI(n+1)(0, t)|RI(n)(0, t)]−RI(n)(0, t) ≤
−1; else E [RI(n+1)(0, t)|RI(n)(0, t)]− RI(n)(0, t) ≤ Mα−1E [D] + 1 = b, from what we
deduce
E [RI(n+1)(0, t)|RI(n)(0, t)]−RI(n)(0, t) ≤ −1 + b1[0,M ](RI(n)(0, t)). (4.43)
This proves the ergodicity of (RI(n)(0, t);n ≥ 0) by [MT09, Theorem 13.0.1(iv)].
By Lemma 4.5.4 and the arguments of [CK14, Section 3.2], this proves that φ has
a bounded support a.s.
4.5.3 Proofs of Theorem 4.5.1
The main technical point (Theorem 4.5.1 (3)) concerns the convergence of the MC
(I(n)(ti), i ∈ J0, kK) in the stable case from which we will derive the other convergence
theorem of the paper by some slight modifications.
In the proof X˜(1) stands for the symmetric part of X(1) so that X(t)
d
= rt +
|t|1/αX˜(1).
1. Assume α < 1, and r ∈ R. One has I(n)(t) d= rI(n−1)(t) + |I(n−1)(t)|1/αX˜(1). Since
1/α > 1, it is apparent that |I(n)(t)| should become very large. To prove this, we
compare I(n) with a deterministic geometric sequence cn for (1/α) > c > 1.
P
(|I(n)(t)| ≥ cn | |I(n−1)(t)| ≥ cn−1) ≥ inf
x≥cn−1
P
(
|rx+ x1/αX˜(1)| ≥ cn
)
For any x ≥ cn−1,
P
(
|rx+ x1/αX˜(1)| ≥ cn
)
= 1− P
(−cn − rx
x1/α
≤ X˜(1) ≤ c
n − rx
x1/α
)
and since stable distribution possesses continuous density h at 0 (see Feller [Fel71,
sec. XV(3)]), this is
≥ 1− C h(0)
(
cn − rx
x1/α
− −c
n − rx
x1/α
)
= 1− C h(0)
(
2cn
x1/α
)
≥ 1− C h(0)
(
2cn
c(n−1)/α
)
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for n large enough and some constant C > 0. We deduce
P
(|I(n)(t)| ≥ cn,∀n ≥ 1) > 0.
When α = 1, for any r, I(n)(t)
d
= rI(n−1)(t) + |I(n−1)(t)|X˜(n−1)1 . As the distribution
of X˜1 is symmetric with respect to 0, (rI
(n−1)(t), |I(n−1)(t)|X˜(n−1)1 ) d= (rI(n−1)(t),
I(n−1)(t)X˜(n−1)1 ), from which we get I
(n)(t)
d
= I(n−1)(t)(r+X˜(n−1)1 )
d
= t
∏n
i=1
(
r + X˜
(i)
1
)
.
Taking the logarithm, one sees that I(n)(t) does not converge in distribution.
2. The proof we provide here is valid for any α > 0. In the sequel we assume r > 1
(the case r < −1 is similar). For a fixed t, I(n)(t) d= rI(n−1)(t) + |I(n−1)(t)|1/αX˜(1).
For r > 1, I(n)(t) can be compared with a geometric sequence with common ratio
s ∈ (1, r). Write
P
(|I(n)(t)| ≥ sn | |I(n−1)(t)| ≥ sn−1) ≥ inf
x≥sn−1
P
(
|rx+ x1/αX˜(1)| ≥ sn
)
For any x ≥ sn−1,
P
(
|rx+ x1/αX˜(1)| ≥ sn
)
= 1− P
(
−sn ≤ rx+ x1/αX˜(1) ≤ sn
)
≥ 1− P
(
rx+ x1/αX˜(1) ≤ sn
)
= 1− P
(
X˜(1) ≥ rx− s
n
x1/α
)
= 1− P
(
X˜(1) ≥ (r − s)x+ sx− s
n
x1/α
)
≥ 1− P
(
X˜(1) ≥ (r − s)x
x1/α
)
= 1− P
(
X˜(1) ≥ (r − s)x1−1/α
)
≥ 1− cs(n−1)(1−α)
for n large enough (we have use that P
(
X˜(1) ≥ v
)
≤ c′v−α for some c′ and v ≥ s,
and that r − s is a constant, and the symmetry of the distribution of X˜(1)). We
deduce from that
P
(|I(n)(t)| ≥ sn,∀n ≥ 1) > 0.
3. The proof of the convergence of I(n)[k] we propose is adapted from Curien &
Konstantopoulos [CK14].
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The sequence (I(n)[k], n ≥ 1) is a MC, and its Markov kernel is given by
P (y[k];A) = P ((X(y1), . . . , X(yk)) ∈ A) ,
for any y[k] ∈ Rk, any Borelian A ∈ Rk. As in [CK14], the Markov chain I(n)[k]
is aperiodic, and irreducible with respect to the p-dimensional Lebesgue measure
on Rk. We prove that it is Harris recurrent (and then possesses a unique invariant
distribution), following the elements that can be found in Section 5.5.1. Meyn &
Tweedie [MT09]. Set for any M > 0
SM = {x[k] ∈ Rk,M−1 ≤ |xi| ≤M, |xi − xj| ≥M−1}.
Denote by fx[k] the density of (X(x1), . . . , X(xk)), and let
FM(z[k]) = min
x[k]∈SM
fx[k](z[k]).
It is easily seen that FM is the density of a σ-finite measure µM on Rk, with total
mass cM =
∫
Rk
FM(z[k])dz1 · · · dzk > 0 and satisfy FM(z[k]) > 0 for any z1, . . . , zk.
This provides the following bounds on the Markov kernel of our MC:
P ((X(x1), . . . , X(xk)) ∈ A) ≥ µM(A), for all x[k] ∈ SM .
This is the minoration condition (5.2) in [MT09]: the set SM is µM -petite. To prove
the Harris recurrence of the MC, it suffices to prove that for some M > 0, the
expected hitting time of SM by I
(n)[k] starting from x[k], is bounded above for
x[k] ∈ SM . Consider, for x[k] ∈ R+k
V (x[k]) = U(x[k]) +G(x[k])
with U(x[k]) = max{|xi|, i ∈ J1, kK}, G(x[k]) = ∑0≤i<j≤k |xi − xj|−1/α (where x0 =
0). The potential function V is unbounded on Rk, and its drift is defined by
DV (x[k]) := PV (x[k])−V (x[k]) = E [V (X(x1), . . . , X(xk))]−V (x[k]), for x[k] ∈ Rk.
We just have to prove that
∆V (x[k]) ≤ −a+ b1SM (x), x[k] ∈ Rk. (4.44)
We have for any λ > 0,
PU(x[k] = E
[
max
i∈J1,kK |Xxi |
]
= E
[
max |X¯xi |+ |r| |xi|
] ≤ |r|U(x)+λ1/αE [max |X˜xi/λ|]
4.5. STABLE PROCESSES ITERATED AD LIBITUM 159
and then taking λ = U(x[k]), we get
PU(x[k]) ≤ |r|U(x[k]) + U(x[k])1/αC1
where C1 = E [max−1≤s≤1 |Xs|]. Now,
PG(x[k]) =
∑
0≤i<j≤k
E
[|Xxi −Xxj |−1/α]
=
∑
0≤i<j≤k
E
[
|X˜xi−xj + r(xi − xj)|−1/α
]
We decompose each term in the sum using
1
|X˜xi−xj + r(xi − xj)|1/α
=
1Sign(X˜xi−xj )=Sign(r)
+ 1Sign(X˜xi−xj )6=Sign(r)
|X˜xi−xj + r(xi − xj)|1/α
≤
1Sign(X˜xi−xj )=Sign(r)
|X˜xi−xj |1/α
+
1Sign(X˜xi−xj )6=Sign(r)
||X˜xi−xj | − |r(xi − xj)||1/α
By symmetry and unimodality of the density of centered stable distributions, one
has
E
[
|X˜xi−xj + r(xi − xj)|−1/α
]
≤ 2E
[
|X˜xi−xj |−1/α
]
Hence
PG(x[k]) = 2
∑
0≤i<j≤k
(|xi − xj|1/α)−1/αE
[
|X˜1|−1/α
]
≤ 2(k2)1−1/αE
[
|X˜1|−1/α
]
G(x)1/α
this last inequality come from
∑m
i=1 |yi|−1/α
2 ≤ m1−1/α (∑mi=1 |yi|−1/α)1/α which can
be viewed as an application of Jensen inequality: take W uniform in J1,mK, f(x) =
x1/α. Since f is concave E
[
f(|yW |−1/α)
] ≤ f (E [|yW |−1/α]) which is equivalent to
1
m
∑m
i=1 |yi|−1/α
2 ≤ ( 1
m
∑m
i=1 |yi|−1/α)1/α. We get, by convexity, for some constant Ck
and C ′k,
PV (x[k]) = PU(x[k]) + PG(x[k]) ≤ Ck(U(x[k])1/α +G(x[k])1/α) + |r|U(x[k])
≤ C ′kV (x[k])1/α + |r|V (x[k])
which implies
∆V (x[k]) ≤ C ′kV (x[k])1/α − (1− |r|)V (x[k]). (4.45)
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If x[k] /∈ SM then there exists i such that |xi| ≥M or (i, j) such that |xi−xj| ≤ 1/M .
In the first case V (x[k]) ≥M and in the second one, V (x[k]) ≥M1/α. For M ≥ 1, we
thus have V (x[k]) ≥ M1/α for x /∈ SM . The RHS of (4.45) rewrites V (x[k])1/α(C ′k −
(1− |r|)V (x[k])1−1/α). For M chosen such that (1− |r|)(M1/α)1−1/α ≥ max{1, 2C ′k},
V (x[k])1/α(C ′k − (1− |r|)V (x)1−1/α) ≤ −C ′kV (x[k])1/α ≤ −C ′kM1/α2 .
For x[k] ∈ SM , 0 ≤ V (x[k]) ≤ M + (k + 1)2M1/α < +∞ and then ∆V (x[k]) is
bounded on SM , this allows one to prove that (4.44) holds for C = SM and M large
enough.
To end the proof, we need to prove the exchangeability of I[k]. The argument is
general, and present in [CK14]. Take σ ∈ S J1, kK and t1, . . . , tk distinct and non zeros.
By the proof above, both (I(n)(ti), i ∈ J1, kK) and (I(n)(tσ(i)), i ∈ J1, kK) converge to
I[k]. So, (I(n)(tσ(i)), i ∈ J1, kK) converges to I[k] and to (Iσ(i), i ∈ J1, kK). Hence,
I[k]
d
= (Iσ(i), i ∈ J1, kK) for any σ. 
4.6 Conclusion
In the paper, we have presented some results and some tools allowing to study
iterated independent processes. Our tools are really useful only for processes with
increments independent and stationary. Hence, the global frame is that of Le´vy pro-
cesses. But what we did for stationary process could probably done for continuous
MC, homogeneous or not. For example it is likely that one can get some results on
iterated Ornstein-Uhlenbeck processes whose increments are simple enough to be
controlled.
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