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The aim of this paper is to propose methods for learning from interactions be-
tween groups in networks. We introduced hypernode graphs in [15] as a formal
model able to represent group interactions and able to infer individual properties
as well. Spectral graph learning algorithms were extended to the case of hypern-
ode graphs. As a proof-of-concept, we have shown how to model multiple players
games with hypernode graphs and that spectral learning algorithms over hyper-
node graphs obtain competitive results with skill ratings specialized algorithms.
In this paper, we explore theoretical issues for hypernode graphs. We show that
hypernode graph kernels strictly generalize over graph kernels and hypergraph
kernels. We show that hypernode graphs correspond to signed graphs such that
the matrix D − W is positive semidefinite. It should be noted that homophilic
relations between groups may lead to non homophilic relations between individ-
uals. Moreover, we also present some issues concerning random walks and the
resistance distance for hypernode graphs.
1 Introduction
Networks are commonly modeled by graphs where nodes correspond to individual objects and edges
correspond to binary relationships between individuals. This is for instance the case for social
networks with the friendship relation between users, or for computer networks with the connection
relation between machines. In many cases, only interactions between groups are observed without
any information on individuals besides group membership. This is for instance the case in online
games with teams of players. Group interactions are also observed when dealing with clusters
in computer networks or communities in social networks. However a goal remains to evaluate
individual objects, like for instance players skills, CPU loads or users profiles and properties.
In [15], we introduced hypernode graphs as a formal model to represent group interactions and able
to infer individual properties as well. We define a hypernode graph to be a set of hyperedges. A
hyperedge is a pair of disjoint hypernodes, where a hypernode is a set of nodes. Moreover, every
node participating in a hyperedge is given a non negative real-valued weight. Roughly speaking, a
hypernode models a group, a hyperedge models a binary relation between two groups, and individual
weights correspond to the contribution of each individual to the relation between the two groups.























hblue = {{1, 2, 3}, {4, 5}}
hred = {{3}, {6}}
hgreen = {{4, 5}, {1, 6}}
Figure 1: A hypernode graph with three hyperedges
to one correspondence between undirected graphs and hypernode graphs where all hypernodes are
singleton sets if the weights satisfy an equilibrium condition.
Given relations between groups in a network, one of the goal is to evaluate individuals. We model
the relations by a hypernode graph. The evaluation of individuals is done via real-valued node
functions and the evaluation of groups is assumed to be a linear combination of the evaluation of the
individuals in the group. As in the graph case, we assume a homophilic property at the group level :
connected groups tend to be evaluated in a similar way. Thus, for every hyperedge, the weighted sum
of node function values for two hypernodes are close enough. We introduce in [15] an unnormalized
gradient G. We define an unnormalized Laplacian ∆ for hypernode graphs by ∆ = GTG, and
the smoothness semi-norm Ω by, for every real-valued node function f , Ω(f) = fT∆f . And, we
can show that Ω(f) = 0 for constant node functions. Also, Ω(f) is close to 0 when the hyperedges
satisfy the homophilic properties. Moreover, as the Laplacian ∆ of every hypernode graph is positive
semidefinite, we can use spectral graph learning algorithms [17], [19], [21] for learning in hypernode
graphs.
As a proof-of-concept, we show how to use hypernode graphs and the associated spectral theory
to infer skill ratings in the case of multiple players games. Given a set of games and the game
outcomes, each player is represented by a node, each team of multiple players by a hypernode, and
each game by a hyperedge between two teams with additional nodes modeling the game outcome.
Thus, a skill rating function of players may be viewed as a real-valued node function over player
nodes of the hypernode graph. And, if we denote by ∆ the unnormalized Laplacian of the hypernode
graph, we show that finding the optimal skill rating function reduces to finding the real-valued node
function s∗ minimizing Ω(s) = sT∆s where s-values for the nodes modeling the game outcomes
are fixed. Thus, we can apply semi-supervised learning algorithms. The inferred skill rating function
allows to predict game outcomes for new games. We apply this learning method on real datasets of
multiple players games to predict game outcomes in a semi-supervised, batch setting. Experimental
results show that we obtain very competitive results compared to specialized algorithms such as Elo
duelling [6] and TrueSkill [8].
One question raised by the introduction of hypernode graphs is whether hypernode graphs can be
reduce to graphs. Indeed, one way is to consider hypergraphs where a hyperedge is a set of nodes.
The notion of hypergraphs has recently received some attention in the machine learning literature
and has found a number of applications [11, 18, 4]. But, hypergraphs essentially represent n-ary
relations between nodes and fail to model relations between sets of nodes. Moreover, it has been
proved in [1] that every hypergraph Laplacian introduced so far correspond to a graph Laplacian
using an adequate graph construction.
In this paper we show that hypernode graphs strictly extends the expressive power of graph with
respect to the class of Laplacians they define. We show that that the class of hypernode graph Lapla-
cians contains the class of graph Laplacians and the class of graph kernels. No graph construction
allows to define a graph and a set of smooth functions over the graph which coincides with the set
of smooth functions over a given hypernode graph. As an intermediate result, we observe that a
convex linear combination of graph kernels (used in multiple kernel graph kernel learning as in [2])
is a hypernode graph kernel.
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Second, we show that, for every hypernode graph, we can construct a signed graph with adjacency
matrix W such that D −W is the Laplacian of the hypernode graph. This result exhibits an inter-
esting class of signed graphs for which the Laplacian computed as D − W is a positive semidefi-
nite operator. We also obtain an alternative representation of such signed graphs together with an
interpretation using hypernode graphs. As a consequence, homophilic relations between groups
(hypernodes) lead to non homophilic relations between individuals (nodes).
Another issue is to define a distance between nodes in a hypernode graph from the hypernode graph
kernel and to study whether such a distance can be interpreted in the hypernode graph. Indeed, it
has been shown for graphs that a resistance distance can be defined from the graph kernel and that
it can be expressed in term of the commute time distance in the graph [12, 5]. We define a distance
between nodes of a hypernode graph using the hypernode graph kernel as in the graph case. We
define a diffusion operator for hypernode graphs and we show that the distance can be expressed
from the differences of potentials. But, it should be noted that we leave open the question of finding
an algorithmic definition of connected components in hypernode graphs. Also, the question of
finding an interpretation of the distance in terms of random walks is left open because negative
terms are involved in the expression.
2 Hypernode Graphs and Application to Skill Rating
A hypernode graph h = (V,H) is a set of nodes V with |V | = n and a set of hyperedges H with
|H| = p. Each hyperedge h ∈ H is an unordered pair {sh, th} of two non empty and disjoint
hypernodes (a hypernode is a subset of V ). Each hyperedge h ∈ H has a weight function wh
mapping every node i in sh ∪ th to a positive real number wh(i). Each weight function wh of









Note that we can extend the weight function wh over V by defining wh(i) = 0 for every node i not in
sh∪th. An example of hypernode graph is shown in Figure 1. The blue hyperedge hblue links the sets









2. The red hyperedge hred links the two singleton sets {3} and {6}. The weights of hred
are equal because of the Equilibrium condition. It should be noted that hred can be viewed as an
edge with edge weight 1/3.
In order to implement the homophilic relation between hypernodes in hypernode graphs, we define
the unnormalized gradient of a hypernode graph h = (V,H) to be the linear application, denoted
by grad, that maps every real-valued node function f into a real-valued hyperedge function grad(f)












where an arbitrary orientation of the hyperedges has been chosen. Because of the Equilibrium
Condition, the gradient of every constant node function is the zero-valued hyperedge function. When
the hypernode graph is a graph (all hypernodes are singleton sets), then the hypernode graph gradient
is equal to the graph gradient. Let us denote by G ∈ Rp×n the matrix of grad, the square n ×
n real valued matrix ∆ = GTG is defined to be the unnormalized Laplacian of the hypernode
graph h. It should be noted that, as in the graph case, the Laplacian ∆ does not depend on the
arbitrary orientation of the hyperedges used for defining the gradient. We define the smoothness of
a real-valued node function f over a hypernode graph h to be Ω(f) = fT∆f . Last, we define the
hypernode graph kernel of a hypernode graph h to be the Moore-Penrose pseudoinverse ∆† of the
hypernode graph Laplacian ∆. We have proved in [15] that
Proposition 1. The class of hypernode graph Laplacians is the class of symmetric positive semidef-
inite real-valued matrices M such that 1 ∈ Null(M), where Null(M) is the null space of M .
Because a hypernode graph Laplacian is positive semidefinite, we can leverage the spectral learning
algorithms defined in [17], [19], [21] from graphs to hypernode graphs. We now show how to use
learning algorithms for hypernode graphs for the skill rating problem in multiple players games, a
more detailed presentation can be found in [15].
Let us consider a set of players P = {1, . . . , n} and a set of games Γ. Each game is between two















Figure 2: Hyperedge h for a game A = {1, 2, 3} against B = {4, 5} where B wins with score 2.
Note the outcome node O2 corresponding to the score 2 and the lazy node Z. All weights are set to
1 except the weight for Z chosen in order to ensure the Equilibrium condition.
real value. We also suppose given the game outcome of every game in Γ. Then, the construction
of the hypernode graph h = (V,H) is as follows. The set of nodes is defined to be the set of node
players {1, . . . , n} plus a finite set of outcome nodes (one per possible score) plus one lazy node.
For every game, we define a hyperedge as follows : one hypernode contains the node players for
the losing team and one outcome node corresponding to the game outcome; one hypernode contains
the node players for the winning team and the lazy node; the weights for player nodes are chosen to
be the player contribution or to be 1 without known player contributions, the weight of the outcome
node is set to 1, the weight of the lazy node is chosen in order to satisfy the Equilibrium condition.
The construction is illustrated in Figure 2. Note that if the game outcome is a draw, any of the two
teams can be chosen as the losing team and the game outcome node corresponds to a draw.
Let us illustrate how the hypernode graph allows to model player skills. For this, let us consider the
game and the hypernode graph of Figure 2. Let us consider a real-valued node function f over the
hyperedge h, and let us fix f(O2) = 2 and f(Z) = 0. Then the homophilic property states that
f(1) + f(2) + f(3) + 2 is close from f(4) + f(5) which expresses the expected relations between
player skills given the game outcome and assuming an additive model for player skills.
Given the hypernode graph h constructed as above with Laplacian ∆, we show that the skill rating
problem is equivalent to find the real-valued node function s solving the optimization problem
minimize sT∆s subject to s(Z) = 0 (for the lazy node)
s(Oj) = oj (for outcome nodes)
(1)
Moreover, in [15], we have introduced a regularization term to limit the spread of the function s
to ensure that, when the number of games is small, player skills remain comparable. We have
also shown that the regularization term can be modeled in the hypernode graph with an ad hoc
construction. Thus, the skill rating problem can be modeled as in Equation 1 with the modified
hypernode graph. We have considered two methods: the first one is to use the semi-supervised
learning algorithm presented in [21] because the Laplacian ∆ of a hypernode graph is positive
semidefinite; the second one is to infer player nodes scores from lazy nodes scores and outcome
nodes scores using a regression support vector machine with the hypernode graph kernel ∆†µ.
We have applied these two algorithms for the skill rating problem over simple tennis games, double
tennis games and online games (Halo2 dataset). Experimental results show that we obtain very
competitive results, in a batch setting, compared with specialized algorithms such as Elo duelling [6]
and TrueSkill [8].
3 Hypernode Graphs, Graphs and Signed Graphs
3.1 The Class of Hypernode Graphs Laplacians
As a consequence of Proposition 1, it is easy to show that the class of hypernode graph Laplacians
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Figure 3: two L-equivalent hypernode graphs with their respective gradient which are square root
of the Laplacian ∆ shown in Figure 4.
• is closed by pseudoinverse,
• and strictly contains the class of graph Laplacians and the class of graph kernels.
Linear combinations of graph kernels have been used for semi-supervised learning as in [2], it is
worth noticing that a convex linear combination of graph kernels is a hypernode graph kernel (also
a hypernode graph Laplacian). We propose the following
Conjecture 1. The class of hypernode graph laplacians is the smallest class closed by convex linear
combinations which contains all graph kernels.
The difficult part is to prove that every hypernode graph Laplacian is a convex linear combination
of graph kernels. This is because a graph kernel, which is defined to be the pseudoinverse of a graph
Laplacian, has no simple analytical form.
3.2 L-equivalent Hypernode Graphs
In the proof of Proposition 1, given a symmetric positive semidefinite real-valued matrix M such
that 1 ∈ Null(M), we consider a square root decomposition GTG of M . Then, for each line of
G, we can define a hyperedge h = {sh, th} where nodes in sh (respectively in th) have positive
(respectively negative) values in the line. The weights are chosen to be square roots of absolute
values in the line. The equilibrium condition is satisfied because of the condition 1 ∈ Null(M). This
leads to a hypernode graph h for which it is immediate that its Laplacian is M . As the square root
decomposition is not unique, there are several hypernode graphs with the same Laplacian that we
called L-equivalent . Examples of L-equivalent hypernode graphs are given in Figure 3. It should
be noted that there are hypernode graphs L-equivalent to a graph. We now present a construction
of a L-equivalent –possibly signed– graph given a hypernode graph.
3.3 Pairwise Weight Matrix
Let h be a hypernode graph, we define for every node pair (i, j) and every hyperedge h, the hyper-
edge pairwise weight as wh(i, j) = 0 when i = j, and for i 6= j,





where P (h, i, j) = 1 if i and j belongs to two different ends of h, P (h, i, j) = −1 if i and j
belongs to the same end of h, and 0 otherwise. The pairwise weight matrix W of a hypernode graph
h = (N,H) is defined by
∀i, j ∈ N,Wi,j =
∑
h∈H
wh(i, j) . (2)
It can be shown that the pairwise weight matrix of a hypernode graph which is a graph is the
adjacency matrix of the graph. Also, it is easy to show that, for every i 6= j in V , we have





wh(i), then we have
∑
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Figure 4: Laplacian matrix, pairwise weight matrix, and degree matrix for the two L-equivalent










Figure 5: The reduced signed graph with adjacency matrix W of Figure 4 of the two L-equivalent
hypernode graphs shown in Figure 3.
Proposition 2. Let h = (N,H) be a hypernode graph, let W be the pairwise weight matrix of h,
and let D be the degree matrix of h. Then, the Laplacian of h is ∆ = D −W .
An example is shown in Figure 4. As a consequence of the above proposition, we can leverage the
pairwise weight matrix to characterize L-equivalent hypernode graphs by
Proposition 3. Two hypernode graphs are L-equivalent if and only if they have the same pairwise
weight matrix. Two L-equivalent hypernode graphs have the same degree matrix.
3.4 Hypernode Graphs and Signed Graphs
Let us consider the Laplacian matrix ∆ shown in Figure 4 of the two L-equivalent hypernode graphs
shown in Figure 3. The matrix ∆ is equal to D − W and it can be noted that the pairwise weight
matrix W contains negative weights. The matrix W can be seen as the adjacency matrix of a signed
graph shown in Figure 5. And, we define the reduced signed graph of a hypernode graph h to be the
signed graph g with adjacency matrix W , where W is the pairwise weight matrix of the hypernode
graph h. Then, we can show that
• the reduced signed graph of a graph g (viewed as a hypernode graph) is the graph g,
• a hypernode graph h is L-equivalent to a graph if and only if its reduced signed graph is a
graph,
• a signed graph with adjacency matrix W is L-equivalent to a hypernode graph if and only
if the matrix D −W is positive semidefinite.
It should be noted that, for signed graphs, the matrix D −W can be indefinite. Thus, many works
have studied the notion of Laplacian for signed graphs. Koren et al in [13] have considered the
class of signed graphs such that D − W is positive semidefinite, i.e. the class of signed graphs
L-equivalent to hypernode graphs. Herbster in [9] propose to consider the class of symmetric
diagonally dominant matrices with nonnegative diagonal entries. While others ([10, 7, 14]) have
used a modified definition of the Laplacian to obtain a positive semidefinite Laplacian.
3.5 Hypernode Graph Laplacians can not be reduced to Graph Laplacians
We have already shown that the class of hypernode graph Laplacians strictly contains the class of
graph Laplacians and the class of graph kernels. But it could be the case that the smoothness measure
Ω defined by a hypernode graph laplacian can be defined via a graph Laplacian for an adequate graph
construction. This is, for instance, the case for hypergraphs. Indeed, it has been shown in [1] that
all hypergraph Laplacians defined so far – among them the Laplacians ∆B from [3], ∆R from [16]
and ∆ZHS from [20] – can be defined as (restrictions of) graph Laplacians using an adequate graph




















Figure 6: A hypernode graph and a candidate star expansion but no expansion exists that defines the
same smooth functions.
replaced by a clique graph with uniform weights. A second graph construction is the star expansion
where, for every hyperedge, a new node is added and is linked with all the nodes in the hyperedge.
While we can think of similar constructions for the case of hypernode graphs, we have proved that
there does not exist a graph expansion of a hypernode graph which defines the same set of smooth
functions over the original set of nodes. The proof is based on the very simple hypernode graph
shown in Figure 6. We show by contradiction that there does not exists a finite graph whose node
set contains {1, 2, 3, 4} which can express that (f(1) + f(2)− f(3)− f(4))2 = 0.
4 Resistance Distance and Random Walks in Hypernode Graphs
In this Section, we study whether a distance can be defined between nodes of a hypernode graph and
how such a distance can be interpreted in the hypernode graph.
4.1 Defining a distance in Hypernode Graphs
Let us consider throughout the section a hypernode graph h = (N,H). We denote by ∆ its
Laplacian matrix and we consider the hypernode graph kernel to be the Moore-Penrose pseudo-











Because ∆† is symmetric positive semidefinite, we have
Proposition 4. d defines a pseudometric on h, i.e., it is positive, symmetric and satisfies the triangle
inequality.
For the pseudometric d to be a distance, d should satisfy also the coincidence axiom: d(i, j) = 0 ⇒
i = j, which is not true in general. Indeed, let us consider the hypernode graph in Figure 6, we have
d(1, 2) = 0. The intuition is that the nodes 1 and 2 can not be distinguished because the smoothness
condition is on the sum f(1) + f(2). Nevertheless we can show that
Proposition 5. When Null(∆) = Span(1), d defines a metric (or distance) on h.
Let us recall that, in the graph case, Proposition 4 holds and that Proposition 5 holds when the graph
is connected. We will discuss connectivity properties for hypernode graphs in the next section but let
us note that the property Null(∆) = Span(1) can be seen as an algebraic definition of a connected
graph. Let us also note that, in the graph case, for connected graphs, both d and d2 are metrics while,
for hypernode graphs, d2 does not satisfy the triangle inequality even if Null(∆) = Span(1).
4.2 Diffusion in Hypernode Graphs
Let us suppose that h satisfies Null(∆) = Span(1). Our goal is to study whether d2 can be written
in terms of a diffusion function in the hypernode graph. First, let us consider the Poisson equation
∆f = In that models the diffusion of an input charge In through a system associated with the
Laplacian operator ∆. Let us consider a node j ∈ N called sink node, we consider the input
function Inj defined by Inj(j) = dg(j)−Vol(h) and Inj(i) = dg(i) if i 6= j. We can prove that
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Lemma 1. The solutions of ∆f = Inj are the functions f = µ1+∆
†
Inj where µ ∈ R.
The proof is omitted. It is based on properties of pseudoinverse matrices and on the hypothesis
Null(∆) = Span(1). Then, for every pair of nodes (k, ℓ) in N , we define Vj(k, ℓ) as the difference
of potential between k and ℓ, i.e., we define Vj(k, ℓ) = f(k) − f(ℓ) where f is a solution of the
Poisson equation ∆f = Inj . Lemma 1 allows to show that the definition of Vj(k, ℓ) does not
depend on the choice of the solution of the Poisson equation and that an equivalent definition is
Vj(k, ℓ) = (ek − eℓ)T∆†Inj ,
where ei is the unit vector with 1 in component i. We are now in order to relate the distance d
2 and
the diffusion potential V by
Proposition 6. For every i, j in N , we have Vol(h)d2(i, j) = Vj(i, j) +Vi(j, i), where Vj(i, i) =

















We omit the proof by lack of space.
4.3 Connected Components and Random Walks in Hypernode Graphs
We have seen that the condition for d defined in Equation 3 to be a metric is Null(∆) = Span(1).
By analogy with the case of graphs, this condition can be viewed as a definition of a connected
hypergraph. The intuition is that, for a connected hypernode graph, nodes can not be labeled inde-
pendently. We have defined connected components on the reduced signed graphs, but, so far, we
have not found an algorithmic definition of connected components in hypernode graphs.
Another isue is the relation between the distance d2 and random walks in hypernode graphs. First,
let us consider a hypernode graph h where all hypernodes are singleton sets. The hypernode graph
can be viewed as a graph and every hyperedge h that contains a node i is an edge {{i}, {k}} with






(1 + Vj(k, j)) .
Thus, Vj(i, j) can be interpreted as the hitting-time distance from i to j (average number of steps
needed by a random walker to travel from i to j). And, as a particular case, we get that the distance
d2(i, j) between two nodes i and j is equal to the commute-time distance between i and j divided
by the overall volume in the case of graphs [12, 5].
Now, let us consider the general case, and let us define p(h|i) = wh(i)
dg(i) and p(k|h, i) =
















The term p(h|i) can be interpreted as a jumping probability from i to the hyperedge h because
p(h|i) is non-negative and∑h p(h|i) = 1. But, while we have
∑
n p(k|h, i) = 1, the term p(k|h, i)
is negative as soon as i and k belong to the same end of h. This prevents us from interpreting this
quantity as a jumping probability from node i to node k with the hyperedge h. Therefore, there is
no simple interpretation of the distance d2 in terms of random walks in the hypernode graph.
5 Conclusion
We have introduced a model for learning from binary relations between groups in networks. We
have defined a spectral theory allowing to model homophilic relations between groups assuming an
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addtive model for indivual rates. We can also model dominace relations by adding nodes as shown in
the skill rating problem. We hope that the model will open the way to solving new learning problems
in networks. From the theoretical point of view, many issues remain to be studied such as directed
hypernode graphs, the definition of cuts among others.
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