Diffuse Interface Methods for Inverse Problems: Case Study for an
  Elliptic Cauchy Problem by Burger, Martin et al.
DIFFUSE INTERFACE METHODS FOR INVERSE PROBLEMS:
CASE STUDY FOR AN ELLIPTIC CAUCHY PROBLEM
MARTIN BURGER†,+, OLE LØSETH ELVETUN∗, AND MATTHIAS SCHLOTTBOM†,◦
Abstract. Many inverse problems have to deal with complex, evolving and often not exactly
known geometries, e.g. as domains of forward problems modeled by partial differential
equations. This makes it desirable to use methods which are robust with respect to perturbed
or not well resolved domains, and which allow for efficient discretizations not resolving any
fine detail of those geometries. For forward problems in partial differential equations methods
based on diffuse interface representations gained strong attention in the last years, but so
far they have not been considered systematically for inverse problems. In this work we
introduce a diffuse domain method as a tool for the solution of variational inverse problems.
As a particular example we study ECG inversion in further detail. ECG inversion is a linear
inverse source problem with boundary measurements governed by an anisotropic diffusion
equation, which naturally cries for solutions under changing geometries, namely the beating
heart.
We formulate a regularization strategy using Tikhonov regularization and, using standard
source conditions, we prove convergence rates. A special property of our approach is that
not only operator perturbations are introduced by the diffuse domain method, but more
important we have to deal with topologies which depend on a parameter ε in the diffuse
domain method, i.e. we have to deal with ε-dependent forward operators and ε-dependent
norms. In particular the appropriate function spaces for the unknown and the data depend
on ε. This prevents to apply some standard convergence techniques for inverse problems, in
particular interpreting the perturbations as data errors in the original problem does not yield
suitable results. We consequently develop a novel approach based on saddle-point problems.
The numerical solution of the problem is discussed as well and results for several compu-
tational experiments are reported. In particular investigations of convergence rates support
our theoretical findings.
Keywords: Diffuse domain method, inverse problems, variational regularization, convergence analysis, ECG
inversion, Cauchy problem.
AMS Subject Classification: 35R30 35J20 65N85 65K10
1. Introduction
Mathematical models based on differential and integral equations to be solved on com-
plex or time-varying domains play an important role in many applications, in particular in
biomedicine due to the complexity and inherent motion of living systems. A straight-forward
approach towards the numerical solution of such problems is to resolve the geometries by
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building appropriate grids and subsequent computation on those e.g. via finite element or
finite volume methods. Due to the high complexity of building grids and interpolation is-
sues between different time steps several approaches have emerged that avoid the explicit
resolution of the geometry and rather work on a fixed grid, either directly by adapting the
discretization scheme (cf. [3, 15, 20]) or by implicitly representing the geometry in terms of
characteristic functions, level set functions or diffuse interfaces (cf. [4, 6, 14, 18, 19, 17, 25]).
In the latter approach the interface is encoded via a function ϕε that takes values close to
+1 in the interior and −1 in the exterior of the domain to be represented, with an interfacial
layer of smooth transition, which has a size of order ε. This approach is highly motivated by
Cahn-Hilliard and phase-field models in materials science (cf. [2, 9, 8]).
Analogous issues related to complex geometry frequently and increasingly arise in many in-
verse problems, e.g. in medical imaging shapes are obtained from segmentation of an anatom-
ical imaging via MR or CT and subsequently used for other inversion tasks such as emission
tomography or electromagnetic inversion (like EEG, MEG, ECG, MCG). Diffuse interface
methods have however hardly been considered (cf. [10]), and in particular their convergence
analysis has not been worked out in relation to regularization methods, which introduce
another small parameter. To be more precise consider canonical inverse problems of the form
(1.1) A(u) = f,
where A : X → Y is the forward operator between function spaces and f are noisy data.
Those are to be solved by variational regularization techniques, which consist in minimizing
(1.2) J(u) = ‖A(u)− f‖qY + α‖u− u∗‖rX ,
with q, r ≥ 1 and u∗ being a prior for the variable u, potentially equal to zero. There are
three potential dependencies on the domain D. The first as direct dependence of the operator
upon D, e.g. via partial differential equations to be solved on D in order to evaluate A. The
diffuse interface method will introduce an approximation of the form
(1.3) Jε(u) = ‖Aε(u)− f ε‖qYε + α‖u− u∗‖rX ε ,
with appropriate perturbations of operator, data, and norms. In particular the last fact
creates novel theoretical questions, since the topologies of the ε-dependent space might not
be equivalent to the ones of the original spaces X and Y as we shall see below. The convergence
analysis thus needs to go beyond the current state of the theory and in this paper we use a
novel approach based on saddle-point formulations. We also mention that our analysis does
not mainly target the case of ε→ 0 for fixed α, which could be derived with similar techniques
as used here and in [7].
We mention that from a practical point of view there are further reasons that can make diffuse
interface methods attractive. A quite peculiar property is that due to the ill-posedness of
most inverse problems and the consequently limited resolution of regularization methods high
frequency information is lost. Intuitively this should also concern fine details in the geometry,
hence smearing out the geometry information might not harm the quality of reconstructions
or even further stabilize the problem. Another aspect is uncertainty in geometries, which
may concern the domain (e.g. from incorrect segmentations) as well as the measurement
locations (e.g. electrode positions on the body surface in EEG and ECG). A diffuse interface
that averages the model over different possible domain shapes seems hence more appropriate
than an exact treatment of the interface. A detailed study of these aspects is left to future
research.
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In the construction of diffuse interface methods we follow the approach in [7]. During the
whole paper we shall assume to have a representation of an unknown shape D ⊂ Ω via its
signed distance function dD, i.e.,
(1.4) dD(x) =
{
+ dist(x, ∂D) if x ∈ Ω \D,
− dist(x, ∂D) if x ∈ D.
The diffuse interface is then constructed via
(1.5) ϕε = S
(
−dD
ε
)
for ε > 0 small and S being a sigmoidal function, i.e., increasing with limt→±∞ S(t) = ±1.
As ε tends to zero, S converges to the sign function, and hence ϕε formally converges to
(1.6) ϕ0(x) =
{ −1 if x ∈ Ω \D,
+1 if x ∈ D.
Indeed this convergence can easily be made rigorous in Lp-spaces. In this work we use the
sigmoidal function S : R → R defined by S(t) = t/|t| for |t| ≥ 1 and S(t) = t for |t| < 1;
more general choices are allowed and we refer the reader to [7]. Note that the support of
∇ϕε is restricted to an ε-neighborhood of ∂D and that ϕε is a Lipschitz-continuous function
bounded by ±1.
In order to obtain a representation with diffuse interfaces, we mainly need to discuss the ap-
proximation of integrals over the domain and its boundary. With such we can obviously treat
most relevant issues: integral equations, inverse problems for partial differential equations via
weak formulations, data fidelities and regularization terms in variational regularization meth-
ods. The only relevant case that needs additional considerations seems to be the different
use of tangential and normal derivatives on curves or surfaces, which we postpone to future
considerations. The key idea to approximate such integrals is a weighted averaging of the
integrals on {dD < t} instead of the original domain {dD < 0} only (and similar for boundary
integrals). Since 12εS
′( ·ε) approximates a concentrated distribution at zero, we expect∫
D
g(x) dx =
∫
{dD<0}
g(x) dx =
∫ ∞
−∞
1
2ε
S′(− t
ε
)
∫
{dD<0}
g(x) dx dt
≈
∫ ∞
−∞
1
2ε
S′(− t
ε
)
∫
{dD<t}
g(x) dx dt
=
1
2
∫ 1
−1
∫
{ϕε>s}
g(x) dx ds,
where we have used the substitution s = S(− tε) in the last term. Now the layer cake-
representation can further be used for given integrable g to rewrite∫ 1
−1
∫
{ϕε>s}
g(x) dx dt =
∫
Ω
∫ ϕε(x)
−1
dsg(x) dx =
∫
Ω
(1 + ϕε)(x)g(x) dx.
By an analogous computation we obtain for the boundary integral∫
∂D
g(x) dσ(x) ≈ 1
2
∫ 1
−1
∫
{ϕε=s}
g(x) dσ(x) ds,
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which can be simplified via the co-area formula to∫ 1
−1
∫
∂{ϕε=s}
g(x) dσ(x) dt =
∫
Ω
g(x)|∇ϕε(x)| dx.
Detailed convergence results for these kind of integrals can be found in [7] and are recalled in
the appendix.
Thus, integral functionals in (1.2) of the form
(1.7) Fdom(v) =
∫
D
Ψ(v,∇v, . . . ,∇mv) dx
are approximated in a straight-forward way as
(1.8) Fεdom(v) =
∫
Ω
Ψ(v,∇v, . . . ,∇mv)(1 + ϕε) dx.
Functionals on surfaces are less straight-forward with the exception of simple Lp-type regu-
larization functional
Fbound(v) =
∫
∂D
Ψ(x, v) dσ(x),
which have an obvious approximation
Fεbound(v) =
∫
Ω
Ψ(·, v)|∇ϕε(x)| dx.
Gradient or higher-order derivative based regularization on surfaces is usually formulated
in terms of tangential derivatives, whose diffuse approximation solely based on ϕε is more
involved. In this paper we will however restrict our attention to L2-norms on the boundary of
a domain, which can be approximated as Fbound above. From the construction we see however
that the diffuse version of an L2-norm (defined as the square root of Fbound with square Ψ)
has an important topological difference to the L2-norm on the sharp interface. Note that
the latter roughly corresponds to an H1/2-norm on the domain via trace theorems, hence the
diffuse norm induces a weaker topology.
In the remainder of the paper we work out the convergence analysis of the diffuse interface
approximation (1.3) in the example of ECG inversion, i.e. the solution of an elliptic Cauchy
problem. This problem is well-studied on the one-hand from a theoretical point of view, but
on the other hand leaves a clear practical challenge of efficient solution on different complex
domains (moving hearts). More importantly, it includes a lot of the potential challenges for
the convergence analysis: Both the unknown as well as the data are functions on parts of the
boundary to be approximated by diffuse interfaces and the forward operator is also defined
via a partial differential equation on the (diffuse) domain. We discuss the problem and its
diffuse approximation in Section 2, before we proceed to the convergence analysis in Section
3. We show that the diffuse regularized solution converges to the correct solution as α, ε and
the noise level δ tend to zero under standard conditions on α and roughly for ε ∼ α (or some
higher power of α). In the case of correct solutions satisfying a standard source condition
(cf. [12]) and a standard choice α ∼ δ we obtain an optimal convergence rate if ε ∼ δ2/3.
This confirms our intuition that ε can be chosen rather large for inverse problems in presence
of noise. Finally we discuss the numerical solution of the problem in Section 5 and provide
a collection of experiments, whose results support our theory respectively indicate that one
might obtain even better convergence rates with respect to ε.
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2. Motivating Example: ECG Inversion
In order to clarify the application of the diffuse domain method to the solution of an inverse
problem, we study the following setup encountered in the reconstruction of epicardial poten-
tials from ECG body surface potential measurements. Given data f , which are samples of the
potential v (more precisely its Dirichlet trace on the body surface ∂B) we want to reconstruct
the epicardial potential, i.e., the trace of v on ∂H, where H ⊂ B is the heart volume. Here
we use a so-called flux-based formulation, i.e., we use the Neumann boundary value u on ∂H
as the unknown for the inversion, i.e., the forward model in weak form is
(2.1)
∫
D
M∇v · ∇w dx =
∫
∂H
uw dσ for all w ∈ H1 (D).
with D = B \H and
H1 (D) = {w ∈ H1(D) :
∫
∂H
w dσ = 0}.
This formulation has been found to be quite appealing in the ECG-inversion problem, in
particular when variational regularization is formulated on u rather than the Dirichlet trace
of v (cf. [13, 16, 26]). The epicardial potential can be computed subsequently from the
forward model. Note that (2.1) is the weak formulation of the anisotropic Laplace equation
∇ · (M∇v) = 0 with Neumann boundary conditions, with zero flux on ∂B. The latter is
natural due to the insulation of the body.
In the whole manuscript we will assume the following ellipticity condition: There exists a
constant m > 0 such that
m|ξ|2 ≤ ξ ·M(x)ξ ≤ 1
m
|ξ|2 for all x, ξ ∈ Rn.(2.2)
Moreover, we will always assume the following regularities: ∂D ∈ C3,1, M ∈ W 2,∞(Ω) and
v ∈ W 3,∞(D) being the solution of (2.1). Thus, n ·M∇v ∈ W 2,∞(∂D). These regularity
assumptions can be weakened at the cost of worse approximation properties of the diffuse
domain method, see some remarks below and [7].
Lemma 2.1. Let (2.2) hold. Then, for any u ∈ L2(∂H), there exists a unique v ∈ H1 (D)
such that (2.1) holds. In particular, there exists a constant C > 0 such that
‖v‖H1(D) ≤ C‖u‖L2(∂H).
Proof. Due to the Poincare´ inequality the bilinear form on the left-hand side of (2.1) defines an
inner product on H1 (D). For u ∈ L2(∂H) the right-hand side of (2.1) defines a bounded linear
functional on H1 (D). An application of the Lax-Milgram lemma yields the assertion. 
2.1. Forward map and inverse problem. We define a linear operator
(2.3) F : L2(∂H)→ L2(∂B), Fu = v|∂B
with v ∈ H1 (D) being the solution to (2.1) with u ∈ L2(∂H). The inverse problem we are
concerned with is the following. For given f ∈ L2(∂B) determine u ∈ L2(∂H) such that
Fu = f in L2(∂B).(2.4)
The following lemma collects some basic properties of the forward map F .
Lemma 2.2. The forward map F : L2(∂H) → L2(∂B) defined by (2.3) is linear, injective,
bounded and compact.
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Proof. Linearity is obvious. Compactness, and hence boundedness, follows from compactness
of the trace operator H1(D) → L2(∂B) and Lemma 2.1. To show injectivity, let u1, u2 ∈
L2(∂H) such that Fu1 = f = Fu2, and denote by v1, v2 the corresponding solutions to (2.1).
Then the difference w = v1 − v2 is a weak solution to the Cauchy problem
−div(M∇w) = 0 in D, n ·M∇w = 0 on ∂B, w = 0 on ∂B.
SinceM is Lipschitz, the Cauchy problem is uniquely solvable [23], i.e., w = 0 and u1 = u2. 
In view of Lemma 2.2 and since it is easy to see that the range of F is infinite-dimensional,
the inverse problem (2.4) is ill-posed, and some sort of regularization is needed for a stable
inversion of (2.4). In the whole manuscript, we denote by f †, v† and u† the exact data and
solutions respectively.
2.2. Variational Regularization with Sharp Interfaces. As basic regularization method
we consider the following Tikhonov type functional
J(u, v) =
1
2
‖v − f δ‖2L2(∂B) +
α
2
‖u‖2L2(∂H) subject to (2.1),(2.5)
where f δ ∈ L2(∂B) represents noisy data for which we assume that
‖f † − f δ‖L2(∂B) ≤ δ.(2.6)
As pointed out in the introduction, in applications we have in mind the sharp interfaces ∂B
and ∂H are not known exactly, and we aim at employing the diffuse integrals introduced
above. The quadratic case seems to be sufficient to understand the main difficulties arising
from the diffuse approximation, extensions to other Lp-norms can be made with analogous
arguments as in the sharp interface case.
Remark 2.3. Considering the reduced functional Jˆ(u) = J(u, F (u)), which is quadratic and
strictly convex, we obtain from [12, Thm 5.2] that the minimizers uα,δ of Jˆ with f
† replaced
by f δ converge to u† in L2(∂H) as long as u† ∈ L2(∂H), ‖f † − f δ‖L2(∂B) ≤ δ and α → 0 is
chosen such that δ2/α→ 0 as δ → 0, i.e., limδ→0 uα,δ = u†.
2.3. Variational Regularization with Diffuse Interface. In the following we discuss a
diffuse approximation of the variational problems introduced above. In order to distinguish
the two different parts of the boundary ∂D = ∂B ∪ ∂H we choose a weight γH that equals
one in a neighborhood of ∂H and zero in a neighborhood of ∂B. Vice versa, we choose a
second weight γB, which equals one in a neighborhood of the measurement locations on ∂B
and vanishes in a neighborhood of ∂H.
2.3.1. Sobolev Spaces. To define a suitable function space, let us introduce the scalar product
〈v, w〉Hε = 〈∇v,∇w〉ωε + 〈v, w〉ωε =
∫
Ω
(∇v · ∇w + vw)ωε dx,
where ωε = (1 + ϕε)/2, and the corresponding weighted Sobolev space defined by
Hε := {v ∈ L2(Ω)|‖v‖2Hε = 〈v, v〉Hε <∞}.
Note that we tacitly identify functions v and w if v = w on supp(ωε) in order to make
‖ · ‖Hε a norm. Moreover, we denote by Lp(ωε) = Lp(Ω;ωε) and W k,p(ωε) = W k,p(Ω, ωε)
the corresponding weighted Lebesgue and Sobolev spaces; see [7] for details. In particular
Hε = W 1,2(ωε). We will also write Lp(Ω˜; γ) with some weighting function γ and Ω˜ ⊂ Ω to
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denote the corresponding weighted Lebesgue space. One observes that due to the properties of
ωε, we have
√
2‖v‖Hε ≥ ‖v‖H1(D). Thus, any uniform estimate and convergence in the norm
of Hε can be transfered immediately to the norm of v in H1(D), which is a relevant quantity
to understand the approximation properties; for further details on the spaces Hε see also [7].
For the interface variable u we consider the space Uε = L2(γH |∇ωε|) with corresponding inner
product 〈·, ·〉Uε ; and for the measurements f we use Mε = L2(γB|∇ωε|) with corresponding
inner product 〈·, ·〉Mε ; i.e. for u, q ∈ Uε and f, v ∈Mε
〈u, q〉Uε =
∫
Ω
uq|∇ωε|γH dx, 〈v, f〉Mε =
∫
Ω
vf |∇ωε|γB dx.
As above, we identify functions u, q ∈ Uε if u = q on supp(|∇ωε|γH). The diffuse trace
lemma A.3 shows that the embedding Hε ↪→ Uε is continuous. For appropriate normalization,
we will also consider space
Hε = {v ∈ Hε : 〈v, 1〉Uε = 0}.(2.7)
As ∂D is smooth, there exists a continuous extension ED,Ω : H
1(D) → H1(Ω) [1], and we
will write v instead of ED,Ωv to evaluate functions in H
1(D) in Ω.
2.3.2. Extensions constant off the interface. We consider extensions constant off the interfaces
∂H and ∂B, respectively. Note that for 0 < ε ≤ ε0, with ε0 sufficiently small, which we will
assume throughout the paper, and for each x ∈ supp(|∇ωε|) there exists a unique x¯ ∈ ∂D
such that x = x¯+ dD(x)n(x¯); see [11]. We can then define EH : L
2(∂H)→ Uε by
EHu(x) = u˜(x) = u(x¯), x = x¯+ dD(x)n(x¯) ∈ supp(γH |∇ωε|), x¯ ∈ ∂H,
and similarly for the measurements, EB : L
2(∂B)→Mε given by
EBf(x) = f˜(x) = f(x¯), x = x¯+ dD(x)n(x¯) ∈ supp(γB|∇ωε|), x¯ ∈ ∂B.
If the context is clear, we will write in abuse of notation u˜ and f˜ instead of EHu and EBf .
Some properties of the extensions EB and EH are compiled in the appendix.
2.3.3. Diffuse forward operator. We approximate (2.1) via
〈M∇v,∇w〉ωε = 〈u,w〉Uε for all w ∈ Hε,(2.8)
where u ∈ Uε. We have the following well-posedness result for (2.8); see [7, Lemma 6.17].
Lemma 2.4. For each u ∈ Uε there exist a unique v ∈ Hε verifying (2.8) and a constant
C > 0 independent of ε such that
‖v‖Hε ≤ C‖u‖Uε .
In order to use u† in (2.8), we will use the extension u˜† = EHu† ∈ Uε. This will introduce
errors quantified by the following
Lemma 2.5. Let vε ∈ Hε be a solution to (2.8) with data u replaced by EHu†. Then there
exists C > 0 such that
‖v† − vε‖Hε ≤ Cε3/2‖v†‖W 3,∞(D).
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Proof. The difference vε − v† satisfies
〈M∇(vε − v†),∇w〉ωε = 〈u˜†, w〉Uε − 〈M∇v†,∇w〉ωε .
Integration by parts and −n|∇ωε| = ∇ωε yields
〈u˜†, w〉Uε − 〈M∇v†,∇w〉ωε = 〈u˜† − n ·M∇v†, w〉Uε − 〈n ·M∇v†, w〉Mε − 〈div(M∇v†), w〉ωε .
To treat the first term we use n ·M∇v† = u† on ∂H and Lemma A.4 (iv) to obtain
〈EH(n ·M∇v†)− n ·M∇v†, w〉Uε ≤ Cε3/2‖v†‖W 3,2(Ω)‖w‖Hε
for some C > 0. Since n ·M∇v† = 0 on ∂B, the second term can be treated similarly. To
treat the third term we use div(M∇v†) = 0 in D and Lemma A.4 (i) to obtain
|〈div(M∇v†), w〉ωε | ≤ Cε3/2‖div(M∇v†)‖W 1,∞(Ω)‖w‖Hε .
The a priori estimate of Lemma 2.4 yields the assertion. 
Since in applications we have in mind both ∂B and ∂H are unknown or difficult to approx-
imate, we will employ diffuse approximations of ∂B and ∂H. Hence, we are concerned with
solving the following (diffuse) operator equation
F εu = f˜ δ in Mε,(2.9)
where F ε : Uε → Mε is a bounded linear operator mapping u onto the diffuse trace of the
solution v of (2.8). The data f˜ δ = EBf
δ is obtained by extending the measured data f δ.
In view of the possible extensions of the interface data u and f , there are of course many
different possibilities to define a forward operator. Since these investigations will be similar to
ours, we leave the modifications to the reader. Notice that, for each ε > 0 fixed, the injection
Hε ↪→Mε is compact, and hence (2.9) is ill-posed as well.
As EB is bounded, see Lemma A.1, measuring in the weaker diffuse interface norm will not
alter the noise level significantly, i.e.,
‖EBf † − EBf δ‖Mε ≤ C(ε)δ,(2.10)
with C(ε)→ 1 as ε→ 0. Using the diffuse domain method as underlying governing equation
will however have an impact, which might be interpreted as an operator perturbation, namely
‖F εEHu† − EBf δ‖Mε ≤ C(δ + ε3/2).
The latter estimate is a direct consequence of the triangle inequality and Lemma 2.5. The
Tikhonov functional (2.5) is approximated by the following functional
Jε(u, v) =
1
2
‖v − f˜ δ‖2Mε +
α
2
‖u‖2Uε subject to (2.8).(2.11)
Note that we not only have to deal with perturbed forward operators but also with perturbed
data misfit and regularization functionals. As the diffuse boundary norms are weaker than
their counterparts for the sharp interfaces, this choice of topologies makes our investigations
non-standard and requires adapted arguments to be detailed in the next section.
3. Analysis of the Diffuse Domain Regularization
In the following we provide an analysis of the variational models with diffuse interfaces. We
begin with the existence of minimizers of (2.11) by investigating the associated saddle-point
problem. Then we show stability and convergence of minimizers of the diffuse Tikhonov
functional. Under a standard source condition we then also obtain convergence rates.
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3.1. Saddle-Point Formulation. In the following we consider variations of the Lagrangian
corresponding to (2.11)
Lε(u, v, p) = Jε(u, v) + 〈M∇v,∇p〉ωε − 〈u, p〉Uε .(3.1)
Therefore, let us define two bilinear forms, namely aε : (Uε ×Hε)× (Uε ×Hε)→ R given by
aε(u, v; q, w) = 〈v, w〉Mε + α〈u, q〉Uε ,
and bε : (Uε ×Hε)×Hε → R given by
bε(u, v; p) = 〈M∇v,∇p〉ωε − 〈u, p〉Uε .
Saddle-points of Lε are then characterized as solutions of
(3.2)
aε(u, v; q, w) + bε(q, w; p) = f ε(q, w) for all (q, w) ∈ Uε ×Hε,
bε(u, v; r) = gε(r) for all r ∈ Hε.
Here, we use the linear functionals gε : Hε → R, gε(r) = 0, and f ε : Uε × Hε → R,
f ε(q, w) = 〈f˜ δ, w〉Mε . For the analysis of the saddle-point problem, let us define
‖(u, v)‖2α = α(‖u‖2Uε + ‖∇v‖2L2(ωε)) + ‖v‖2Mε ,
which is a norm equivalent to the natural norm on Uε ×Hε for fixed α > 0; cf. Lemma A.5.
Let us first collect some basic properties of the saddle-point problem and the associated
bilinear forms:
Lemma 3.1 (Continuity). Let 0 < α ≤ α0. Then there exists a constant Cc independent of
ε and α such that
|aε(u, v; q, w)| ≤ Cc‖(u, v)‖α‖(q, w)‖α and |bε(u, v; p)| ≤ 1√
α
Cc‖(u, v)‖α‖p‖Hε
for all (u, v), (q, w) ∈ Uε ×Hε and p ∈ Hε.
Proof. The estimates follow from Lemma A.3 and a standard Cauchy-Schwarz argument. 
Lemma 3.2 (Kernel ellipticity). Let 0 < α ≤ α0. Then there exists a constant Ce independent
of ε and α such that
(3.3) aε(u, v;u, v) ≥ Ce‖(u, v)‖2α
for all (u, v) ∈ Uε ×Hε such that bε(u, v; v) = 0.
Proof. Using bε(u, v; v) = 0 we obtain for any κ > 0
aε(u, v;u, v) = aε(u, v;u, v) + κbε(u, v; v)
≥ ‖v‖2Mε + α‖u‖2Uε + κm‖∇v‖2L2(ωε) − κ‖u‖Uε‖v‖Uε
≥ ‖v‖2Mε +
α
2
‖u‖2Uε + κm‖∇v‖2L2(ωε) −
κ2
2α
‖v‖2Uε ,
where we have used (2.2) and Young’s inequality. With Lemma A.3 and Lemma A.5 there
exists a constant c > 0 independent of ε such that
‖v‖2Uε ≤ c(‖∇v‖2L2(ωε) + ‖v‖2Mε).
Increasing c if necessary, we may assume that c ≥ α0m2. Hence, we arrive at the estimate
aε(u, v;u, v) ≥ ‖v‖2Mε +
α
2
‖u‖2Uε + κm‖∇v‖2L2(ωε) −
κ2c
2α
(‖∇v‖2L2(ωε) + ‖v‖2Mε).
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Choosing κ = mα/c we have that
aε(u, v;u, v) ≥ (1− m
2α
2c
)‖v‖2Mε +
αm2
2c
(‖u‖2Uε + ‖∇v‖2L2(ωε)).
By choice of c, 1− m2α2c ≥ 12 , and the assertion holds with Ce = min{1,m2/c}/2. 
Lemma 3.3 (Inf-sup stability). Let 0 < α ≤ α0. Then there exists a constant Ci independent
of ε and α such that
(3.4) sup
(u,v)∈Uε×Hε
bε(u, v; p)
‖(u, v)‖α ≥ Ci‖p‖H
ε for all p ∈ Hε.
Proof. Let p ∈ Hε be given. By Lemma A.3 the embedding Hε ↪→ Uε is continuous, and
thus we can choose v = p and u = −p. Using Lemma A.5 we further obtain another constant
C > 0, which possibly depends on α0 but not on ε or α, such that ‖(u, v)‖α ≤ C‖p‖Hε . The
assertion then follows from
bε(u, v; p) ≥ m‖∇p‖2L2(ωε) + ‖p‖2Uε ≥ c‖p‖2Hε ,
where we also applied (2.2) and Lemma A.5 with γ = γH . 
As a consequence of Brezzi’s splitting theorem [5], we obtain the following result. Note that
the a priori estimates derived in [5] do not use the continuity constant of bε.
Theorem 3.4 (Existence of saddle-points). Let 0 < α ≤ α0. Then for each f ε ∈ (Uε ×Hε)′
and gε ∈ (Hε)′ there exist a unique solution (uε, vε) ∈ Uε × Hε and pε ∈ Hε of (3.2) and
there exists a constant CE independent of ε and α such that
α(‖uε‖2Uε + ‖∇vε‖2L2(ωε)) + ‖vε‖2Mε + ‖pε‖2Hε ≤ CE(‖f ε‖2(Uε×Hε)′ + ‖gε‖2(Hε)′).
As usual (Uε ×Hε)′ and (Hε)′ denote the respective dual spaces of Uε ×Hε and Hε, which
we endow with the norms
‖f ε‖(Uε×Hε)′ = sup
(u,v)∈Uε×Hε\{0}
f ε(u, v)
‖(u, v)‖α , ‖g
ε‖(Hε)′ = sup
p∈Hε\{0}
gε(p)
‖p‖Hε .
3.2. Convergence and Regularization properties. In this section we will investigate
the regularization properties of the diffuse domain method when used in combination with
Tikhonov regularization in more detail.
Theorem 3.5 (Stability). Let f1, f2 ∈Mε. Then, for CE from Theorem 3.4, we have that
‖(uε1 − uε2, vε1 − vε2)‖α ≤
√
CE‖f1 − f2‖Mε ,
where (uεi , v
ε
i ), i = 1, 2, denotes the solution to (3.2) with right-hand side g
ε = 0 and
f ε(q, w) = 〈fi, w〉Mε.
Proof. (uε1−uε2, vε1−vε2) is a solution to (3.2) with right-hand side gε = 0 and f ε(q, w) = 〈f1−
f2, w〉Mε . Since ‖f ε‖(Uε×Hε)′ ≤ ‖f1−f2‖Mε the result follows directly from Theorem 3.4. 
In order show convergence of the minimizers of the diffuse Tikhonov functional as α→ 0, we
need the following technical statement, which gives some sort of compactness.
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Proposition 3.6. Let {(uε, vε)} ⊂ Uε ×Hε be a sequence such that bε(uε, vε; r) = 0 for all
r ∈ Hε and such that there exists a constant C > 0 with ‖uε‖Uε ≤ C. Then there exists a
subsequence {vεk} of {vε} and v ∈ H1(Ω) such that
lim
k→∞
‖√ωεk∇vεk − χD∇v‖L2(Ω) = 0 and lim
k→∞
‖vεk − v‖H1(D) = 0.
Here, χD denotes the indicator function of D.
Proof. Using Lemma 2.4, we obtain ‖vε‖H1(D) ≤ 2‖vε‖Hε ≤ C‖uε‖Uε ≤ C. Thus, we can
extract a subsequence {vε}, relabeled if necessary, such that vε ⇀ v in H1(D) as ε → 0
for some v ∈ H1(D). Now let ϕ ∈ L2(Ω)n be arbitrary. Since 0 ≤ ωε ≤ 1, we obtain
|ϕ√ωε| ≤ |ϕ| ∈ L2(Ω). Moreover, since √ωε → χD a.e. in Ω as ε→ 0, we have ϕ
√
ωε → ϕχD
a.e. in Ω as ε→ 0. Hence, using dominated convergence, ϕ√ωε → ϕχD in L2(Ω)n, and∫
D
√
ωεL∇vε · ϕdx→
∫
D
L∇v · ϕdx as ε→ 0,
using the Cholesky factorization M = L>L. Since ‖√ωεL∇vε‖L2(Ω) ≤ C‖vε‖Hε is bounded
(uniformly in ε), and |(Ω \D) ∩ supp(ωε)| → 0 as ε → 0, absolute continuity of the integral
implies∫
Ω\D
√
ωεL∇vε · ϕdx ≤ ‖√ωεL∇vε‖L2(Ω)‖ϕ‖L2((Ω\D)∩supp(ωε)) → 0 as ε→ 0,
i.e.,
√
ωεL∇vε ⇀ χDL∇v in L2(Ω)n as ε → 0. It remains to show that ‖
√
ωεL∇vε‖L2(Ω) →
‖χDL∇v‖L2(Ω) as ε→ 0. Testing bε(uε, vε, r) = 0 with r = vε−v−〈vε−v, 1〉Uε/〈1, 1〉Uε ∈ Hε,
and applying Cauchy-Schwarz’s and Young’s inequality yields
‖√ωεL∇vε‖2L2(Ω) = 〈M∇vε,∇v〉ωε + 〈r, uε〉Uε
≤ 1
2
‖√ωεL∇vε‖2L2(Ω) +
1
2
‖√ωεL∇v‖2L2(Ω) + ‖r‖Uε‖uε‖Uε .
Since ‖r‖Uε ≤ 2‖vε − v‖Uε , this reads as
‖√ωεL∇vε‖2L2(Ω) ≤ ‖
√
ωεL∇v‖2L2(Ω) + 4‖vε − v‖Uε‖uε‖Uε .(3.5)
First, we observe by using Lebesgue’s dominated convergence theorem that
‖√ωεL∇v‖2L2(Ω) →
∫
D
M∇v · ∇v dx = ‖χDL∇v‖2L2(Ω) as ε→ 0.
Next, we will show that ‖vε − v‖Uε vanishes as ε → 0. By compactness of the embedding
H1(D) ↪→ L2(∂H), vε− v ⇀ 0 in H1(D) implies vε− v → 0 in L2(∂H) by extracting another
subsequence if necessary. Applying Theorem A.2 (i) to vε − v we obtain
‖vε − v‖Uε ≤ C
√
ε‖vε − v‖Hε + ‖vε − v‖L2(∂H) → 0 as ε→ 0.
By assumption {uε} is bounded in Uε, and hence it follows from (3.5) that
lim sup
ε→0
‖√ωεL∇vε‖2L2(Ω) ≤ ‖χDL∇v‖2L2(Ω).(3.6)
Weak lower semicontinuity of the norm further implies
‖χDL∇v‖L2(Ω) ≤ lim inf
ε→0
‖√ωεL∇vε‖L2(Ω),
i.e., ‖√ωεL∇vε‖L2(Ω) → ‖χDL∇v‖L2(Ω) as ε → 0, which yields the first assertion together
with the ellipticity of M (and consequent uniform bounds on the eigenvalues of L).
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To show the second assertion, we infer from the first assertion that there exists another
subsequence {ωε∇vε} which converges to χD∇v a.e. in Ω as ε → 0. As ωε ≥ 1/2 on D
we further have that for this subsequence ∇vε converges to ∇v a.e. in D. Moreover, with
the same argument |∇vε|2 ≤ 2ωε|∇vε|2 on D. As ωε|∇vε|2 converges to |∇v|2 in L1(D) by
the first part, we obtain ∇vε → ∇v in L2(D) by dominated convergence. Compactness of
the embedding H1(D) ↪→ L2(D) further yields vε → v in L2(D) (for a subsequence), which
concludes the proof. 
The next lemma basically resembles the a priori estimates of [5]. We state it explicitly since
the structure of the estimate will be of importance below. The proof is omitted.
Lemma 3.7. Let (uεα,δ, v
ε
α,δ, p
ε
α,δ) be a saddle-point of L
ε. Then there exists C > 0 such that
‖vεα,δ − f˜ δ‖2Mε + α‖uεα,δ‖2Uε ≤ C(δ2 + α‖u†‖2L2(∂H) + ε3‖v†‖2W 3,∞(D)).
Using similar assumptions as in the standard inverse problem theory [12], we obtain the
following convergence result.
Theorem 3.8 (Convergence). Let {(uεα,δ, vεα,δ, pεα,δ)} be a sequence of saddle-points of Lε for
ε, α, δ > 0. If α and ε are chosen such that ε(α, δ) → 0 and α(δ) → 0 as δ → 0, and δ2/α
and ε3/α are bounded. Then there exists a constant C independent of ε, δ and α such that
lim
δ→0
‖uεα,δ − u˜†‖(Hε)′ = 0, and ‖vεα,δ − f˜ †‖Mε ≤ C
√
α and ‖vεα,δ − f †‖L2(∂B) ≤ C
√
α+ ε.
Proof. Applying (2.10) and Lemma 3.7 yields
‖vεα,δ − f˜ †‖Mε ≤ ‖vεα,δ − f˜ δ‖Mε + ‖f˜ δ − f˜ †‖Mε ≤ C
√
α(3.7)
by choice of α and ε. The a priori estimate of Lemma 3.7 further asserts that
‖uεα,δ‖2Uε ≤ C(
δ2
α
+ ‖u†‖2L2(∂H) +
ε3
α
‖v†‖2W 3,∞(D)).
Since δ2/α and ε3/α are bounded, ‖uεα,δ‖Uε is bounded (uniformly in ε). By Lemma 3.6 there
exists v ∈ H1(D) such that for a subsequence, relabeled if necessary, vεα,δ → v in H1(D) as
δ → 0. Moreover, applying (3.7) and Lemma A.4 (ii) yields
‖vεα,δ − f †‖L2(∂B) ≤ C‖v˜εα,δ − f˜ †‖Mε ≤ C
√
ε‖vεα,δ‖Hε + C
√
α→ 0
as δ → 0. In particular, v = f † = v† ∈ ran(F ) ⊂ L2(∂B). Hence, there exists u ∈ L2(∂H)
such that Fu = v. Lemma 2.2 implies u = u†. The definition of F and unique solvability of
(2.1) implies v = v† in D. To show uεα,δ → u˜† in (Hε)′ let w ∈ Hε, and let vε ∈ Hε denote
the solution to (2.8) with right-hand side u˜†; cf. Lemma 2.5. Then
〈uεα,δ − u˜†, w〉Uε = 〈M∇(vεα,δ − vε),∇w〉ωε = 〈M∇(vεα,δ − v†),∇w〉ωε + 〈M∇(v† − vε),∇w〉ωε
≤ C(‖√ωε∇(vεα,δ − v†)‖L2(Ω) + ‖v† − vε‖Hε)‖w‖Hε .
In view of Proposition 3.6 and Lemma 2.5, the right-hand side vanishes as δ → 0. The unique-
ness result, Lemma 2.2, further allows to transfer the convergence to the whole sequence. 
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3.3. Convergence rates. In order to show convergence rates recall that u† is the minimum-
norm solution of Fu = f †, i.e. a minimizer of
min ‖u‖2L2(∂H) such that v|∂B = f † and b(u, v; r) = 0 for all r ∈ H1 (D).
The associated Lagrangian writes as
L(u, v, λ, p) = ‖u‖2L2(∂H) − 〈v − f †, λ〉+ b(u, v; p).(3.8)
Assuming that there exists (λ†, p†) such that (u†, v†, λ†, p†) is a saddle-point of L, the following
optimality conditions hold true
〈u†, hu〉∂H − 〈hu, p†〉∂H = 0 for all hu ∈ L2(∂H),(3.9)
−〈hv, λ†〉∂B + 〈M∇hv,∇p†〉D = 0 for all hv ∈ H1 (D),(3.10)
〈v† − f †, hλ〉∂B = 0 for all hλ ∈ L2(∂B),(3.11)
b(u†, v†;hp) = 0 for all hp ∈ H1 (D).(3.12)
Eq. (3.9) implies u† = p† on ∂H, where p† satisfies the adjoint equation (3.10), i.e.
u† = F ∗λ†,(3.13)
which is the usual source condition. Vice versa, if (3.13) holds true, then (3.9)–(3.10) are
satisfied, and (u†, v†, λ†, p†) is a saddle-point of L. In order to simplify the presentation, we
will assume that n(x) is an eigenvector of M(x) for x ∈ ∂D, i.e.
M(x)n(x) = a(x)n(x) for x ∈ ∂D(3.14)
for some scalar function a satisfying m ≤ a(x) ≤ 1/m for all x ∈ ∂D by (2.2).
Remark 3.9. Formally, p† is a solution to
−div(M∇p†) = 0 in D, n ·M∇p† = 0 on ∂H, n ·M∇p† = λ† on ∂B.(3.15)
Since n ·M∇v† = u† = p† on ∂H if (3.13) holds, regularity assumptions on u† or v† can
be translated to p† and λ†. Similar to the assumptions on u† and v†, we will assume that
p† ∈W 3,∞(D) in this paper. In particular, p† is a strong solution to (3.15).
Assuming (3.13) holds true, there exists a saddle-point (u†, v†, λ†, p†) of the Lagrangian defined
in (3.8). The error (uεα,δ − u˜†, vεα,δ − v†, pεα,δ − αp†) satisfies the saddle-point problem (3.2)
with right-hand side
f ε(q, w) = 〈f˜ δ, w〉Mε − aε(u˜†, v†; q, w)− bε(q, w;αp†),(3.16)
gε(r) = −bε(u˜†, v†; r)(3.17)
with (q, w) ∈ Uε × Hε and r ∈ Hε. In order to obtain error estimates we will estimate the
right-hand side of the latter saddle-point problem and employ Theorem 3.4.
Lemma 3.10. Let (2.6), (3.14), and (3.13) hold and let f ε be defined by (3.16). Then there
exists a constant C > 0 independent of ε, α and δ such that
‖f ε‖(Uε×Hε)′ ≤ C(δ + ε3/2‖v†‖W 3,∞(D) + ε3/2α1/2‖p†‖W 3,∞(D) + α‖λ†‖L2(∂B)).
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Proof. Let (q, w) ∈ Uε ×Hε. Using the source condition, i.e. p† = u† on ∂H, we have that
f ε(q, w) = 〈f˜ δ − f˜ † + v˜† − v†, w〉Mε − α〈M∇w,∇p†〉ωε + α〈p† − p˜†, q〉Uε .
Using (2.10), Cauchy-Schwarz inequality and Lemma A.4 (iii) we obtain
〈f˜ δ − f˜ †, w〉Mε + 〈v† − v˜†, w〉Mε ≤ C(δ + ε3/2‖v†‖W 2,2(D))‖w‖Mε ,
where we used ∂nv
† = 0 on ∂B by (3.14). Since ∂np† = 0 on ∂H by (3.14) and (3.15), we
similarly obtain with Lemma A.4 (iii)
〈p† − p˜†, q〉Uε ≤ Cε3/2‖p†‖W 2,2(D)‖q‖Uε .
Integration by parts and −∇ωε = n|∇ωε| yield
〈M∇w,∇p†〉ωε = −〈div(M∇p†), w〉ωε + 〈n ·M∇p†, w〉Mε + 〈n ·M∇p†, w〉Uε
An application of Lemma A.4 (i) yields
〈div(M∇p†), w〉ωε ≤ Cε3/2‖p†‖W 3,∞(Ω)‖w‖Hε ,
and, since n ·M∇p† = 0 on ∂H, Lemma A.4 (iv) gives
〈n ·M∇p†, w〉Uε ≤ Cε3/2‖p†‖W 3,2(Ω;ωε)‖w‖Hε ,
as well as, using n ·M∇p† = λ† on ∂B and Lemma A.1,
〈n ·M∇p†, w〉Mε = 〈n ·M∇p† − EB(n ·M∇p†), w〉Mε + 〈EBλ†, w〉Mε
≤ C(ε3/2‖p†‖W 3,2(Ω;ωε)‖w‖Hε + ‖λ†‖L2(∂B)‖w‖Mε).
Collecting the above estimates and using the definition of ‖(q, w)‖α yields the assertion. 
Using Lemma 3.10 and Lemma 2.5, we infer from Theorem 3.4 the following error estimate.
Theorem 3.11. Let 0 < α ≤ α0 and ε > 0. Moreover, let (2.6), (3.14) and (3.13) hold.
Then there exists C > 0 independent of ε and α such that
α‖uεα,δ − u˜†‖2Uε + α‖∇vεα,δ −∇v†‖2L2(ωε) + ‖vεα,δ − v†‖2Mε + ‖pεα,δ − αp†‖2Hε
≤ C(δ2 + ε3‖v†‖2W 3,∞(D) + ε3α‖p†‖2W 3,∞(D) + α2‖λ†‖2L2(∂B)).
With an appropriate choice of ε and α in terms of δ we obtain the overall optimal order of
convergence:
Corollary 3.12. Let the assumptions of Theorem 3.11 hold true. For the a priori choice
α ≈ δ and ε ≈ δ2/3 we obtain the following convergence rates
‖uεα,δ − u˜†‖Uε + ‖∇vεα,δ −∇v†‖L2(ωε) = O(
√
δ) and ‖vεα,δ − v†‖Mε = O(δ).(3.18)
Remark 3.13. If v†, p† ∈W 1,∞(D) only, we have to replace ε3 in the previous estimates by
ε, cf. Lemma A.4. The choice α ≈ δ and ε ≈ δ2 then yields (3.18).
Remark 3.14. Assumption (3.14) can be bypassed, if one defines the extension off the inter-
face EMnv to be constant along the straight line t 7→ x+ tM(x)n(x), x ∈ ∂D. Moreover, the
estimates in the appendix have to be adapted in a similar way.
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We finally mention that a generalization of (3.13) to more general source conditions of the
form u† = (F ∗F )µλ† (with 0 < µ ≤ 1) can be carried out in a similar way. The main change
then concerns the last two terms on the right-hand side of the estimate in Lemma 3.10, which
yield different orders in terms of α. Interestingly the optimal choice ε3 ≈ δ2 is unaffected by
the specific source condition.
4. Numerical Solution
For the numerical solution we discretize the saddle-point system (3.2) with standard piecewise
linear finite element methods on triangular grids not resolving the interface but adaptively
refined based on the gradient of ϕε. Note that this is equivalent to the optimality system for
a direct finite element discretization of the minimization problem for (2.11). In the following
we discuss some further aspects arising in the solution of the linear system.
4.1. Preconditioning of the Saddle-point System. In order to solve the saddle-point
system (3.2) in reasonable time, we rely on efficient preconditioners. We concluded that all
the constants in the stability estimates were independent of the parameter ε, cf. Lemma
3.1 and Theorem 3.4. Consequently, to obtain an ε-robust preconditioner becomes a matter
of applying the proper Riesz maps, denoted by RUε : Uε → (Uε)′ and RHε : Hε → (Hε)′.
Furthermore, let us introduce the operators
Qε : Uε → (Hε)′, u 7→ −〈u,w〉Uε ,
P ε : Hε → (Hε)′, v 7→ 〈M∇v,∇w〉ωε ,
T ε : Hε → (Hε)′, v 7→ 〈v, w〉Mε ,
T˜ ε : Mε → (Hε)′, f 7→ 〈f, w〉Mε ,
with w ∈ Hε. Using these operators, we can write (3.2) in the form
(4.1)
αRUε 0 [Qε]′0 T ε [P ε]′
Qε P ε 0

︸ ︷︷ ︸
Âεα
uεvε
pε

︸ ︷︷ ︸
qε
=
 0T˜ εf
0

︸ ︷︷ ︸
b
,
where we have
(4.2) Âεα : Uε ×Hε ×Hε → (Uε)′ × (Hε)′ × (Hε)′.
Since this operator Âεα maps from a (product) Hilbert space onto its dual space, Krylov
subspace methods are not readily available. However, assuming that an operator Bε : (Uε)′×
(Hε)′ × (Hε)′ → Uε × Hε × Hε is available, Krylov subspace methods can be employed to
solve
BεÂεαqε = Bεb.
To obtain an efficient solution, the preconditioner Bε must be an isomorphism, see [22].
We propose to apply inverse Riesz maps to derive such a preconditioner, which lead to the
preconditioned system
(4.3)
R
−1
Uεβ 0 0
0 R−1Hε 0
0 0 R−1Hε

︸ ︷︷ ︸
Bε
αRUεβ 0 [Qε]′0 T ε [P ε]′
Qε P ε 0

︸ ︷︷ ︸
Aˆεα
uεvε
pε

︸ ︷︷ ︸
qε
=
R
−1
Uεβ 0 0
0 R−1Hε 0
0 0 R−1Hε

 0T˜ εf
0

︸ ︷︷ ︸
b
.
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We observe that
(4.4) Aεα = BεÂεα : Uε ×Hε ×Hε → Uε ×Hε ×Hε,
and consequently, since Aεα is a symmetric indefinite operator, the MINRES algorithm can
be applied to solve the optimality system.
Remark 4.1. For our numerical examples we will use a norm induced by the inner product
(4.5) 〈M∇v,∇v〉ωε + 〈v, v〉ωε
on Hε. This influences the preconditioner Bε, resulting in a slightly different stiffness matrix
from the discretization of the Riesz map RHε. From a numerical investigation, this gave better
iteration counts, and we therefore apply this alternative norm in the numerical section.
4.2. Spectrum of the preconditioned system. Operators similar to Aεα were thoroughly
analyzed in [24]. Under given assumptions, an efficient and robust solution of the saddle-point
system (4.3) can be guaranteed. More specifically, the authors of [24] show that for a sound
discretization of Aεα defined in (4.3)-(4.4), the spectrum of the associated discretized operator
Aε,hα satisfied
(4.6) sp(Aε,hα ) ⊂ [−b,−a] ∪ [cα, 2α] ∪ {τ1, τ2, ..., τN(α)} ∪ [a, b],
where N(α) = O(ln(α−1)) and the constants a, b, c are independent of α (and here also of ε).
To guarantee this spectrum, the following assumptions must be satisfied:
A1 : P ε : Hε → (Hε)′ is bounded, linear, and invertible.
A2 : Qε : Uεβ → (Hε)′ is bounded and linear.
A3 : T ε : Hε → (Hε)′ is bounded and linear.
A4 : The operator equation (2.9) is ill-posed.
Assumptions A1-A4 follow immediately from the analysis in Section 3.
4.3. Implementation. We implemented the code using cbc.block, which is a FEniCS-based
Python implemented library for block operators. See [21] for details. The PyTrilinos package
was used to compute an approximation of the preconditioner Bε in (4.3). We approximated Bε
using AMG with a symmetric Gauß-Seidel smoother with three smoothing sweeps. All tables
containing iteration counts for the MINRES method were generated with this approximate
preconditioner. On the other hand, the eigenvalues of Aεα = BεÂεα were computed with the
exact preconditioner Bε in Octave. The MINRES iteration process was stopped as soon as
(4.7)
‖rn‖
‖r0‖ =
‖Bε[Aˆεαqn − b]‖Uε×Hε×Hε
‖Bε[Aˆεαq0 − b]‖Uε×Hε×Hε
< ρ.
Here, ρ is a small positive parameter. The exact data u† was computed from an appropriate
source condition, i.e. F ∗w = u†, for some w ∈ L2(∂B). Then, we computed Fu† = f †. Noise
was then added to f †, and the noisy data was extended to supp(γB|∇ωε|) by the extension
operator EB, see Section 2.3.2.
4.4. Examples. In our simulations, we use a “circle in circle” domain. The domain D is
defined as
D = {(x, y) ∈ R2 : 0.3 <
√
x2 + y2 < 1}.
The diffuse domain Dε is then simply the scaling
Dε = {(x, y) ∈ R2 : 0.3− ε <
√
x2 + y2 < 1 + ε}.
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Furthermore, the conductivity tensor M(x, y) is defined as
M = L¯ΣL¯>,
where
L¯ =
1
‖(x, y)‖
[
y x
−x y
]
, Σ =
[
1 0
0 0.3
]
.
One easily verifies that (3.14) holds for this choice of M . In Table 1, we see the iteration
numbers for different values of α and ε. As expected, there is no dependency on the diffuse
domain parameter ε, cf. Section 4.2. Furthermore, for the regularization parameter α, we
get the expected logarithmic growth in iteration numbers when α → 0. For example, when
ε = 2−6, the growth is well modeled by the function
α 7→ 55− 24 log10(α).
ε \α 1 .1 .01 .001 .0001
2−2 57 100 143 186 238
2−3 57 91 126 157 195
2−4 64 102 126 144 183
2−5 57 83 115 143 159
2−6 55 79 105 123 155
Table 1. The number of MINRES iteration required to solve the discretized
system associated with (4.3). The stopping criterion ρ = 10−10, see (4.7).
Figure 1 shows the eigenvalues of Aα. The band structure is in accordance with the analysis
in [24], with three bands of eigenvalues, and a limited number of isolated eigenvalues.
0 500 1000 1500 2000 2500 3000 3500
-2
-1
0
1
2
3
Figure 1. Plot of the eigenvalues associated with Aεα in Example 1. Here
α = 10−4 and ε = 0.125. The eigenvalues are computed on a course mesh with
1 605 vertices.
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(a) All eigenvalues.
3200 3250 3300 3350 3400 3450
10−20
10−15
10−10
10−5
100
# of eigenvalue
(b) Zoomed in on the smallest eigenvalues.
Figure 2. Logarithmic plots of the absolute values of the eigenvalues of Aε0.
We recall Assumption A4, i.e. that the operator equation (2.9) is ill-posed. In Figure 2,
logarithmic plots of the absolute values of the eigenvalues of A0 are displayed. The clustering
of eigenvalues around 0 is an effect of the ill-posed nature of (2.9).
From a practical point of view, we are concerned with the performance of the diffuse do-
main method in comparison to the standard inverse formulation, i.e. with the optimization
performed on the exact domain. We will compare the solutions both visually and in norm
sense.
In Figure 3, the exact source function is displayed along with inverse solutions on both the
exact and diffuse mesh. Similar comparisons are displayed in Figures 4 and 5 for the state
and adjoint functions, respectively. The functions defined on a surface, i.e. either on ∂H or
∂B, are extended by the appropriate constant extension operator, see Section 2.3.2.
For the control functions, the inverse solution uα,δ displayed in Figure 3b) is visually identical
to the exact source function u†. These are also visually identical to uεα,δ displayed in Figure
3c), where ε = 0.03125 =
√
δ. With a larger choice of ε, however, the solution is quite different
from the source u†, see Figure 3d) where ε = 1/4. If we consider the state functions, the
choice of ε is less important. All solutions displayed in Figure 4 are basically identical from a
visual perspective. For the adjoint functions, there seem to be some visual difference between
pα,δ and p
ε
α,δ, i.e. for the adjoint on the exact mesh and on the diffuse mesh for ε = 0.03125,
but the order of magnitude of these functions is only 10−3.
The final issue we will investigate numerically is the convergence rates of
‖uεα,δ − u˜†‖Uε ,
for choices of α = Cδµ and ε = cδν . In Figure 6 we see convergence rates for the choice
α = δ/2. In a), the convergence rate on the exact mesh is displayed. The rate seems, on
average, to be of order O(δ1/2), but it is quite inconsistent from step to step. This leads
us to believe that a stronger source condition holds true and better convergence rates may
be obtained, see Section 3.3. If the smoother source condition is satisfied, we can choose
α = Cδ2/3. The convergence rates for this choice of α is displayed in Figure 7. In a), we now
see a much more consistent convergence rate of order O(δ2/3).
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(a) The input source u˜†. (b) Inverse solution u˜α,δ on the exact mesh D.
(c) Diffuse solution uεα,δ for ε = 0.03125 = δ
1/2. (d) Diffuse solution uεα,δ for ε = 1/4.
Figure 3. A comparison of different control functions and the input source
in a). In a) and b), the control is only defined on ∂H, so we therefore applied
the constant extension EH for the visualization, see Section 2.3.2. In b), c)
and d), δ = 2−10 and α = δ/2.
For the convergence rates associated with the diffuse domain method, we have more inconsis-
tent rates. Generally, the convergence rates can only be guaranteed for small choices of δ and
ε, and particularly the latter is difficult to handle numerically, due to mesh limitations on
standard computers. However, we see in Figure 6b) that the choices ε = δ1/2/4 and ε = δ2/3/4
yield roughly the same convergence rate, while ε = δ1/3/4 yields a worse rate.
For the case α = Cδ2/3, displayed in Figure 7, the numerics become more challenging. We
observe from the rates associated with the inverse solutions on the exact mesh that we only
obtain the theoretical convergence ‖uα,δ − u†‖L2(∂H) = O(δ2/3) for small values of δ. Hence,
choosing ε = δν might be numerically challenging for these values of δ. However, the constant
in Theorem 3.11 is not explicit, and we therefore select heuristically C in ε = Cδν . From
Figure 7b), we observe that the choice ε = 35δ2/3 yields a better rate than choosing ε =
10δ1/2, which again yields a better rate than ε = 2.8δ1/3. Furthermore, for the smallest noise
values, the convergence rate associated with the choices ε = 35δ2/3 and ε = 10δ1/2 actually
seems to be of order O(δ2/3), which is the optimal rate from standard theory, see [12]. The
choice ε = Cδ1/2 is better than our theory suggests. Roughly, this may be explained as
follows. Measuring in a norm similar to a weighted W 1,1-norm gives approximations of order
ε2 instead of ε3/2, see [7] and Theorem A.2. Using this in Theorem 3.11, the optimal choice
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(a) The exact data f˜ †. (b) The state f˜α,δ = EB(vα,δ|∂B) on the exact mesh D.
(c) Diffuse state vεα,δ for ε = 0.03125 = δ
1/2. (d) Diffuse state f εα,δ for ε = .25.
Figure 4. A comparison of different state functions and the exact data in
a). In a) and b), the state is only defined on ∂B, so we therefore applied the
constant extension EB for the visualization, see Section 2.3.2. In b), c) and
d), δ = 2−10 and α = δ/2
(a) The adjoint pα,δ on the exact mesh D. (b) The diffuse adjoint p
δ
α,ε for ε = .03125 = δ
1/2.
Figure 5. A comparison of the adjoint on the exact mesh and the diffuse
mesh. Here, δ = 2−10 and α = δ/2.
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(a) Convergence rate for the control (b) Convergence rate for the control
on the exact mesh D. on the diffuse mesh Dε, with ε = .25δ
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where ν = {1/3, 1/2, 2/3}.
Figure 6. A log-log plot of the convergence rates for different choices of
diffuse domain parameter ε. In both subplots we see the actual convergence
rates (experimental), compared to the theoretical rate of order O(ε1/2). Here,
α = δ/2.
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(a) Convergence rate for the control on
the exact mesh D for α = δ2/3.
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Figure 7. A log-log plot of the convergence rates for different choices of
diffuse domain parameter ε. In both subplots we see the actual convergence
rates (experimental), compared to the theoretical rate of order O(δ2/3). All
errors in (B) are scaled to be equal at the largest noise value. The notation
ε = 0 means computations on the exact mesh, i.e. as in (A).
in Corollary 3.12 is actually ε ≈ δ1/2. As for coarse discretizations all norms are equivalent
with moderate constants this may explain the observed behavior.
5. Discussion and conclusions
We applied a diffuse domain method to variational regularization methods. This allowed
us to handle complex geometries in a computationally efficient way. The additional error
introduced by the diffuse domain method can be made arbitrarily small such that the overall
error in the method is dominated by modeling errors and measurement noise. As a model
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problem we chose ECG inversion for which we could show that Tikhonov regularization is
indeed a regularization method. Extensions to other inverse problems governed by an elliptic
partial differential equation of second order seem to be straightforward. The main difference
to standard Tikhonov regularization in Hilbert spaces, where simple operator perturbations
can be handled in a straightforward manner, is the choice of topology which depends on ε,
the parameter in the diffuse domain method. As this topology is weaker than the standard
Hilbert space norm, we could show convergence in a dual norm only. A key ingredient for our
convergence result is the reformulation of Tikhonov regularization as a constraint optimization
problem, which gives additional control over the state, which in turn gave some compactness.
Under the usual source conditions we could prove convergence rates in the stronger standard
Hilbert space norm when an a priori parameter choice rule is used. Using the methods
present here, it should be possible to analyze also other parameter choice rules, and the use of
nonlinear forward problems should also be feasible. Extending the results of [7] to parabolic
problems, one can also deal with time-dependent inverse problems. Here, the diffuse domain
method is particularly suited when dealing with time-dependent geometries as e.g. a beating
heart. Another interesting point, which is not in the scope of this paper, is how errors in the
distance function will influence the diffuse domain method. On the continuous level noisy
distance functions will lead to rough surfaces and new challenges come up. Of particular
interest is the case when only finitely many measurements, and hence measurement locations,
are available, which makes it necessary to construct a distance function in a way that the
noise is not dominant.
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Appendix A. Basic Properties of Diffuse Approximations
In this appendix we collect and extend some results of [7]. We let E be one of the extensions
EB or EH defined in Section 2.3.2 and γ be one of the weighting functions γB or γH , and
assume that ε0 is sufficiently small. Moreover let Γ = ∂D ∩ supp(γ). The constants C are
independent of ε. For t ∈ (−ε, ε), we define the mapping Φt(x) = x + tn(x), x ∈ ∂D, and
note that Φt(∂D) = {x ∈ Ω : dD(x) = t}. Moreover, cf. [7, Eq. (9)],
lim
t→0
sup
x∈Γ
|detDΦt(x)− 1− t∆dD(x)| = 0.(A.1)
For any integrable v the transformation formula implies∫
Ω
v(x)|∇ωε|γ dx = 1
2ε
∫
Γ
∫ ε
−ε
v(x+ tn(x))| detDΦt(x)|dtdσ(x).(A.2)
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Let us begin with deriving some basic properties of the extensions constant off the interface
defined in Section 2.3.2.
Lemma A.1. There exists constant c(ε), C(ε) > 0 such that for any v ∈ L2(Γ)
c(ε)‖v‖L2(Γ) ≤ ‖Ev‖L2(γ|∇ωε|) ≤ C(ε)‖v‖L2(Γ)
and c(ε)→ 1 and C(ε)→ 1 as ε→ 0.
Proof. According to (A.2) and (Ev)(x+ tn(x)) = v(x), x ∈ Γ, we have∫
Ω
|EBf(x)|2|∇ωε|γB dx = 1
2ε
∫
∂B
|f(x)|2
∫ ε
−ε
detDΦt(x) dtdσ(x),
and the assertion follows from (A.1). 
Lemma A.1 implies that EB and EH are bounded, injective and have closed range.
The next issue, concerns the approximation of diffuse integrals. We set
Γt = {x ∈ Ω : dist(x,Γ) < t}.
The following is a central estimate.
Theorem A.2. Let 1 ≤ p <∞. There exists a constant C > 0 such that
(i) if v ∈W 1,p(Ω;ωε), then
‖v‖pLp(Γε;|∇ωε|γ) ≤ C(‖v‖
p
Lp(Γ) + ε
p−1‖∂nv‖pLp(Γε;ωε)).
(ii) if v ∈W 2,p(Ω;ωε), then
‖v‖pLp(Γε;|∇ωε|γ) ≤ C(‖v‖
p
Lp(Γ) + ε
p‖∂nv‖pLp(Γ) + ε2p−1‖∂2nv‖pLp(Γε;ωε)).
Proof. (i) Using the basic inequality (a+ b)p ≤ 2p−1(|a|p + |b|p), a, b ∈ R, we obtain by using
the fundamental theorem of calculus and Ho¨lders inequality
|v(x+ tn(x))|p ≤ 2p−1(|v(x)|p + |t|p−1
∫ |t|
−|t|
|∂nv(x+ sn(x))|p ds).
Using the latter in (A.2) and using (A.1), we obtain
‖v‖pLp(Ω;|∇ωε|γ)|) ≤ 2p−1(‖v‖pLp(Γ) + εp−2
∫
Γ
∫ ε
0
∫ t
−t
|∂nv(Φs(x))|p ds dt dσ).
Using Fubini’s theorem we further may write
1
ε
∫
Γ
∫ ε
0
∫ t
−t
|∂nv(Φs(x))|p ds dtdσ ≤ C 1
ε
∫ ε
0
∫
Γt
|∂nv(x)|p dx dt.
As in [7, Section 5.1] using the transformation s = −S(t/ε), one completes the proof showing
1
ε
∫ ε
0
∫
Γt
|∂nv(x)|p dx dt ≤
∫
Γε
|∂nv(x)|pωε dx.
(ii) Applying twice the fundamental theorem of calculus yields
v(x+ tn(x)) = v(x) + t∂nv(x) +
∫ t
0
∫ s
0
∂2nv(x+ rn(x)) dr ds.
The proof is then finished with similar arguments as in (i). 
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With the usual modifications one shows that Theorem A.2 also holds for p = ∞. We start
with a diffuse trace lemma, cf. [7, Theorem 4.2]. We give a different proof.
Lemma A.3. There exists a constant C > 0 such that
(A.3) ‖v‖L2(γ|∇ωε|) ≤ C‖v‖Hε for all v ∈ Hε.
Proof. The usual trace theorem [1] assures that ‖v‖L2(Γ) ≤ C‖v‖H1(D) ≤ C‖v‖Hε . The result
then follows from Theorem A.2 (i). 
Operator perturbations induced by the diffuse integrals can be treated using the following.
Lemma A.4. Let 1 ≤ p ≤ ∞ and v ∈W k,p(Ω, ωε), k ∈ {0, 1, 2}. Then there exists a constant
C > 0 independent of ε such that
(i) if k ≤ 1 there holds
|
∫
Ω
vωε dx−
∫
D
v dx| ≤ Cε1+k− 1p ‖v‖Wk,p(Ω;ωε),
(ii) if k = 1, then
‖v − Ev‖Lp(|∇ωε|γ) ≤ Cε1−
1
p ‖v‖W 1,p(Ω;ωε),
(iii) if k = 2, then
‖v − Ev‖Lp(γ|∇ωε|) ≤ C(ε‖∂nv‖Lp(Γ) + ε2−
1
p ‖∂2nv‖Lp(Γε;ωε)).
(iv) if k = 2, v = 0 on Γ and w ∈W 1,2(Ω;ωε), then
|
∫
Ω
vw|∇ωε|γ dx| ≤ Cε 32 ‖v‖W 2,2(Ω;ωε)‖w‖W 1,2(Ω;ωε).
Proof. Assertions (i) and (iv) are proven in [7, Theorem 5.1, Theorem 5.2, Theorem 5.6]. To
prove (ii) we apply Theorem A.2 (i) to v − Ev. As v − Ev = 0 on Γ and ∂n(v − Ev) = ∂nv,
we obtain
‖v − Ev‖Lp(Γε;|∇ωε|γ) ≤ Cε1−
1
p ‖∂nv‖Lp(Γε;ωε).
This yields the assertion. (iii) is a direct consequence of Theorem A.2 (ii). 
A further tool in studying the diffuse domain method is the following lemma [7, Lemma 4.9].
Lemma A.5 (Poincare´-Friedrichs-type inequality). There exists a constant C > 0 such that
(A.4) ‖v‖2Hε ≤ C(‖∇v‖2L2(Ω;ωε) + ‖v‖2L2(Ω;γ|∇ωε|)) for all v ∈ Hε.
