ABSTRACT
INTRODUCTION
In last decade a radically novel DNA sequencing technique, called sequencing by hybridization (SBH), was proposed as an alternative to the traditional sequencing by gel electrophoresis (Bains and Smith, 1988; Lysov et al., 1988; Dramanac et al., 1989; Pevzner and Lipschutz, 1994; Waterman, 1995) . SBH is based on the use of DNA chip (or DNA array). A DNA chip contains a fixed number of probes. Given a probe (i.e. a short k-nucleotide fragment of DNA or k-tuple) and single-stranded target DNA, the target will bind (hybridize) to the probe if there is a substring of the target that is the Watson-Crick complement of the probe. In the classical probing scheme of SBH experiment, chip accommodates all 4 k probes of length k. By the hybridization of an (unknown) DNA fragment with this chip, the unknown target DNA can be tested and its all k-tuple compositions (called spectrum) are determined. SBH provides information about k-tuples presented in target DNA, but does not provide informa- * To whom correspondence should be addressed. tion about positions of these k-tuples. This results in a problem: how to reconstruct the target DNA from this data.
Because of the limitation of current technology, k has not been taken as far as possible yet (generally ≤ 30). This possibly leads to the branching phenomenon in the sequence reconstruction and multiple reconstruction. On the other hand, there are some experimental difficulties so that two cases of errors possibly occur: negative errors (i.e. some k-tuples in the sequence which are not hybridized) and positive errors (i.e. some additional k-tuples which are not presented in the sequence). Therefore, for larger DNA fragments, the problem of sequence reconstruction becomes rather complicated and hard to analyze.
In the case of ideal spectrum (i.e. SBH experiment is error-free and the spectrum consists of n − k + 1 ktuples where n is the length of the DNA fragment), it is known that the SBH reconstruction problem is equivalent to finding an Eulerian path in a corresponding graph (Pevzner, 1989) , and the algorithm can be implemented in linear time (Fleischner, 1990) .
However, an occurrence of positive and negative errors and repetitions of k-tuple in the DNA fragment will result in a computational difficulty. Indeed, an SBH problem with errors is strongly NP-hard problem, i.e. there is no polynomial time algorithm for SBH problem with errors. Dramanac et al. (1991) and Lipshutz (1993) developed two algorithms for the SBH problem with errors. But both approaches assumed that only the first or the last nucleotide in the obtained data can be erroneous. Moreover, the former relies on implementing the full scale sequencing program and the use of overlapping fragments. The latter must have empirically derived rates of positive and negative errors and many independent random assumptions about hybridization events, and the convergence of the algorithm can not be guaranteed. Blażewicz et al. (1999) proposed a branch and bound method to DNA sequencing using SBH, which accepts both types of errors. Their algorithm behaves well in the case with positive errors only. When many repetitions of k-tuple occurs in a DNA fragment, their algorithm is not efficient. Based on the meta-heuristic tabu search, Blażewicz et al. (2000) gave a new heuristic algorithm for the same problem again. But this is only an approximate algorithm producing near-optimal solutions in reasonable time.
Based on the information of connected k-tuples given by powers of the adjacency matrix (defined below), we present in this paper a new method for the DNA sequencing using SBH. Only the length and spectrum of DNA fragment are assumed to be known in our algorithm. A spectrum can be derived from the SBH experiment and a length n of DNA fragment can be estimated by using gel electrophoresis. Therefore, the algorithm is practical. When a DNA fragment is not uniquely reconstructed, all possible reconstructions of the DNA fragment with the same known spectrum and length n can be shown by our algorithm. This provides a possibility for additional biochemical experiments to find the correct reconstruction (proposed by Southern, 1988 and Khrapko et al., 1989) .
In the next section, we introduce the SBH model and algorithm for the case without negative errors. A novel approach to deal with both positive and negative errors is proposed in Section 3. Then Section 4 shows the results of experiment.
THE SBH WITH POSITIVE ERRORS AND
ITS ALGORITHM Denote the target DNA fragment by L = a 1 a 2 · · · a n , where n is the length of the DNA fragment and each a i ∈ {a, t, c, g}. The spectrum (i.e. the set of k-tuples) of L in the SBH is given as S(L, k) = {s i , i = 1, 2, · · · , n s } where k is the length of probe in the DNA chip and s i is a string with length of k. In the case of ideal spectrum, n s = n − k + 1. In the real case with errors the obtained spectrum S(L, k) consists of k-tuples presented by the SBH experiment. The main problem of the SBH is how to reconstruct target DNA fragment L from given spectrum S (L, k) . For u, v ∈ S(L, k) , v is called a successor of u if the last (k −1) letters of u coincide with the first (k −1) letters of v. If v is a successor of u then we also say that u can be connected to v.
If there is an m-step path from u to v then we also say that v can be reached from u in m steps. Obviously, an mstep path {u 0 m → u m } can be transformed into a string of length m + k by overlapping the last k − 1 letters of a ktuple in the path with the first k − 1 letters of its successor.
Note that the desired solution is a string of length n, then we also call the (n − k)-step path a feasible solution.
In The reconstruction problem of SBH is to find the optimal solutions from given spectrum. 
PROOF. It follows from Theorem 1 thatā
indicates that s j can be reached from s i before n − k steps, otherwise s j can not be reached from s i before n − k steps. Hence,ā
= 0 implies that s t can not be reached from s i before n − k steps or s j can not be reached from s t before n−k steps. Sinceā
is equal to either 0 or 1, t =i, jā
is the maximum number of different k-tuples occurring in all feasible solutions from s i to s j except s i and s j . Therefore, the theorem holds.
In other words, p n−k i j is the lower bound of the number of k-tuples not occurring in an (n − k)-step path from s i to s j . For convenience, denote the pair of k-tuple s i and s j by
If a subset E ⊆ F includes the pairs of ends of some optimal solutions then E is called a desired ends set (of feasible solutions). Obviously, F is the greatest desired ends set.
THEOREM 3. (1) For any desired ends set E,
(2) Given a feasible solution w, if there exists optimal solutions from s λ to s τ then
(3) Given a feasible solution w i j and a desired ends set
PROOF. From Theorem 2, we know that min{ p n−k λτ : (λ, τ ) ∈ E} is the lower bound of the number of ktuples not occurring in a feasible solution whose ends pair (λ, τ ) is in E. Since E includes pairs of ends of some optimal solutions, (1) holds. It easily follows from (1) and Definition 2 that (2) and (3) 
This implies that, in a desired ends set E, the smaller p n−k λτ is, the larger the possibility there exist optimal solutions form s λ to s τ . Particularly when we take
n−k λτ , the above necessary condition of optimal solution is certainly satisfied. Theorem 3 provides a method for us to use p n−k i j to identify the most possible ends of the optimal solution, which can largely shorten the computational time to solve optimal solutions.
there are feasible solutions from s i to s j , we define
By Theorem 1 and Definition 4, we can see that S t i j is a set of all the k-tuples passed through by feasible solutions from s i to s j at tth step. Hence we have the following corollary.
In other words, all optimal solutions from s i to s j can be constructed from {S t i j , t = 1, 2, · · · , n − k − 1}, which will greatly reduces ambiguities in the reconstruction of optimal solutions. In fact, not all S t i j are necessary in the assembling process. The following theorem gives an alternative.
This theorem shows that, given k-tuples s i and s j , if there exists a k-step path from s i to s j , the path is unique. Therefore, we can give a faster method to construct feasible solutions from s i to s j : starts at s i , then adds successive k-tuples in S tk i j at every k steps by using A tk , t = 1, 2, · · · , (n − k)/k . Finally, s j is joined to the path as the end.
Then, it follows from Defintion 4 and Theorem 1 that n s − q n−k i j is also a lower bound of the number of k-tuples not occurring in a feasible solution from s i to s j . Therefore, the results of Theorem 3 also holds when some p n−k λτ in Theorem 3 are replaced with n s −q n−k λτ . In fact, we can see from Theorem 2 that n s − q n−k i j is more precise than p
as a lower bound for identifying possible ends of optimal solution. But it will take more computational time. In the algorithm presented in this paper, p n−k i j is used firstly for preliminary filtration, then q n−k i j is used for further precise filtration in a small range.
According to the above results and analyses, a general algorithm for the SBH with positive errors is presented as follows.
ALGORITHM:
and initiate the desired ends set E = F and the value 
Branch and bound method is used to accelerate searching of the best solutions. While a path is being constructed, the number of repetitions in current constructed path is calculated, denoted by r . If r > n − k + 1 − M then all solutions starting with current path will not be optimal solutions and current path will be abandoned, and if
. If all solutions from s i to s j are abandoned in the process, discard (i, j) from E and F and return to step 2. The bound M plays a very important role in the algorithm. A good initial value of M, which can be obtained by using a greedy algorithm to construct a feasible solution, will reduce computational time. That is, at each step we select a successive k-tuple from corresponding S t i j which is not included in the front ktuples of the path as long as possible.
EXAMPLE. Consider a target DNA fragment L = atgcgtgcgca, where n = 11. Let k = 3. In the error-free SBH experiment, the spectrum of L is S(L, 3) = {atg, tgc, gcg, cgt, gtg, cgc, gca}. There are two repetitions tgc and gcg. Here, we consider the SBH experiment with positive errors and suppose that the spectrum of L obtained from the SBH experiment is tgc, gcg, cgt, gtg, cgc, gca, gcc}, how to reconstruct the target DNA from this spectrum?
Firstly, the adjacency matrix and its powers are calculated: 
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We select the pair (1, 8) and get q 8 18 = 7. Then the feasible solutions from s 1 to s 8 are constructed by using S 3 18 = {cgc, cgt}, S 6 18 = {gcg, gtg}, A 3 , A 6 and A 2 . The best solutions atgcgtgcgcc and atgcgcgtgcc are found and stored. M is updated to 7.
It follows from n s − M = 1 that only P 8 17 and P 8 18 are considered (i.e.
, γ = 7 and the stored feasible solutions atgcgtgcgcc and atgcgcgtgcc are all the optimal solutions from s 1 = atg to s 8 = gcc of the SBH problem.
Update F = F \ {(1, 8)}, then p 8 17 = 1 is the minimum in { p 8 i j : (i, j) ∈ E}. So, the pair (1, 7) is selected and q 8 17 = 7. The best solutions atgcgcgtgca and atgcgtgcgca are found and stored. Because M ≥ n s − min (λ,τ )∈E P 8 λτ = 7, the stored feasible solutions atgcgcgtgca and atgcgtgcgca are all the optimal solutions from s 1 = atg to s 7 = gca of the SBH problem. Discard (1, 7) from F, then F = ∅ and the algorithm stops. Therefore, the four stored solutions atgcgtgcgcc, atgcgcgtgcc, atgcgcgtgca and atgcgtgcgca are just the optimal solutions of this example.
AN APPROACH TO HANDLING NEGATIVE ERRORS
In the previous section, a method to solve the SBH without negative errors was presented. An approach to handling both positive and negative errors will be discussed in the following section. Firstly, some new definitions are introduced.
DEFINITION 5. In the SBH problem with positive and negative errors, negative error level is the maximal number of allowed consecutively missing k-tuples, denoted by δ.
A zero negative error level is corresponding to the SBH problem without negatives errors. Obviously, the higher negative error level, the more difficult the SBH problem. If δ ≥ k, the reconstruction of the target DNA fragment is impossible. Here, we suppose δ < k.
DEFINITION 6. Given a negative error level δ. For u, v ∈ S(L, k), suppose that v is a t-successor of u(1 ≤ t ≤ (δ + 1)). Let w be the (k + t)-tuple obtained by overlapping the last (k − t) letters of u and the first (k − t) letters of v. Then the k-tuple, which is not contained in S(L, k), occurring in w is called artificial k-tuple generated by k-tuple u and v under the negative error level δ.
Given a negative error level δ. The set S(L, k) δ , which contains all k-tuples of the spectrum S(L, k) and all artificial k-tuples generated by all possible pairs k-tuples from S(L, k) under the negative error level δ, is called the extended spectrum of S(L, k) under the negative error level δ. If we confine the end k-tuples of path to S(L, k) and only consider k-tuples in S(L, k) while counting the number of different k-tuples in a path, the SBH problem with S(L, k) under the negative level δ is equivalent to the SBH problem with S(L, k) δ under the negative level 0, i.e. without negative errors. Therefore the algorithm proposed in the previous section can be used to solve the SBH problem with S(L, k) under the negative level δ by giving some minor modifications.
Denote the number of artificial k-tuples in the expanded spectrum S(L, k) δ by n δ , and let s 1 , s 2 , · · · , s n s be ktuples from S(L, k) and s n s +1 , s n s +2 , · · · , s n s +n δ be n δ artificial k-tuples generated by S(L, k) under the negative level δ. The only differences between the algorithm with negative errors and that without negative errors are the computations of p n−k i j and q n−k i j :
Since the ends of path must be confined in S, the set F in the algorithm is assigned as
COMPUTATIONAL RESULTS
Extensive computational experiments were taken to test the given algorithms. The test data are the same data used by Blażewicz et al. (1999) . These DNA sequences are obtained from GenBank, National Institutes of Health, USA. They are human mRNA for various proteins. All computational experiments were carried out on SGI Origin 2100 in the Networking Center of Academy of Mathematics and System Sciences, Chinese Academy of Sciences. The algorithms are implemented using the Fortran 90 language without using a parallel technique.
Data for the computational experiment are initial strings of length 100, 200, 300 and 400 nucleotides extracted from the 109 source sequences. The lengths of long strings n and short fragments k were chosen based on the real biochemical experiments (Caviani Pease et al., 1994) . Of course, the presented algorithms can be adapted to any values of n and k (k ≤ n). Next, a hybridization experiment was simulated by reading all short fragments of length 10 (i.e. 10-tuples) from these sequences to create spectra. In the simulating process, errors were introduced into the spectrum in the following way. From an ideal spectrum (without errors), some randomly selected (according to uniform distribution) ktuples are deleted to simulate negative errors. And some randomly generated k-tuples are put in this spectrum to simulate positive errors. Here, the two process generating errors are independent. Moreover, in all cases k-tuples added to a spectrum have to be different from those already existing in it. In what follows, a notation '+P − N ' represents an SBH problem corresponding to a string of length n whose spectrum is derived from a relevant ideal spectrum by generating P simulated positive errors and N simulated negative errors.
Executing the algorithm still requires specifying the parameter δ, i.e. the negative error level accepted by algorithm. Let p be the probability that a k-tuple is deleted from an ideal spectrum. Because these deletions of ktuples are iid, the probability that there are at least m k-tuples missing successively is p m (1 − p) −1 . For a Reconstruction of DNA sequencing by hybridization Table 1 . Average computation times, numbers of instances and numbers of instances solved within 2500 second time bound for the simulations of the SBH problem with both type errors, using algorithm with negative error level δ = 3   R0  R1  R2  R3  R4  R5  R7  R9  R1  R12  R13  R18  R21 small probability , we will require that P(the number of consecutively missing k-tuples is greater than δ) = p δ+1 (1 − p) −1 ≤ . Our criteria of goodness will be
In our computational experiment, we take = 0.0001 and p = 0.05. Then δ = 3. This implies that the exceptions are only 1/10 000 when we take the negative level δ = 3. So, exceptions of this kind may be considered to be impossible events in the computational experiment. Of course, we can also set the other values of , p and δ for the presented experiments.
Here our computational experiment has the maximum error rate up to 25%, and the negative error rate up to 5%. The presented algorithms can also be adapted to the other error rates.
The results of the computational experiment are summarized in the attached tables. While calculating the average computation times of finding out all optimal solutions of the corresponding SBH problems, only those instances which were solved within 2500 seconds are taken into account. Each entry in these tables shows an average computational time of the solved instances. And the number of instances λ and the number of solved instances τ are given by (λ, τ ) below the corresponding average time. The notation Rm in the tables denotes that the corresponding instances include m repetitions of k-tuples. Table 1 shows the results of algorithms with the negative level δ = 3 on the SBH problem with both type errors. These tests allow the maximum positive error rate up to 20% and the negative error rate up to 5%. The algorithm works satisfactorily in the case of both the negative and positive errors, and, especially, has exceptionally good performance in the case of both types of errors without ktuple repetitions. It follows from the R0 column in Table  1 that all the 1050 instances with both types of errors but without repetitions are solved within 26 seconds. The algorithm also behaves well in the SBH with ktuple repetitions only. In the tests without errors (+0−0), only the instances with R32 are not solved within 2500 seconds. This is mainly attributed to that each instance with R32 has a huge number of optimal solutions and our algorithm has to find out all the optimal solutions. Of course, the enormous number of optimal solutions for a string probably implies that selecting k = 10, here, is not reasonable for strings with R32.
To further test the performance of our algorithm on handling positive errors and repetitions, a series of tests with only positive errors and repetitions were carried out, in which the algorithm took δ = 0 and the maximum positive error rate achieved 100%. The corresponding computational results are given in Table 2 . It follows from these computation results that the presented algorithm with δ = 0 has exceptionally good efficiency for the positive errors and repetitions. Moreover, Table 2 shows that the algorithm works better in the error-free SBH problem with k-tuple repetitions when the negative errors are excluded.
We have also completed extensive experiments on the different generation model of positive errors. In this case, positive errors are introduced by one base mismatched hybridization. That is, one k-tuple in the error-free spectrum was duplicated and one nucleotide in the k-tuple was changed. The results in this case were very similar to those obtained for the randomly generated positive errors. In this paper, we propose a new approach to solving a computational phase of the DNA sequencing by hybridization. The algorithm can handle the case of both positive and negative errors resulting from the hybridization experiment. There are two new ideas in our paper. Firstly, some criteria which can determine the most possible k-tuples at both ends and in the middle of all possible reconstructions of the target DNA in a polynomial time (O((n − k) 4 ) ) are given. These criterions greatly reduce ambiguities in the reconstruction of DNA sequencing. Secondly, a novel means which can transform the negative errors into the positive errors is proposed. These means enables us to handle both types of errors easily.
The proposed algorithm behaves well, especially in the case of an occurrence of k-tuple repetitions in DNA fragment. The repetitions of k-tuples included in the analyzed DNA fragment often make the problem of sequence reconstruction complicated, and it was also the worst case in Blażewicz et al. (1999) . In the models in Blażewicz et al. (1999) and other papers, the repetitions of k-tuples are considered as special types of negative errors. In this paper, the repetitions are separated from both type of errors. Note that the results in this paper are obtained under the situation without the information of a starting k-tuple, the algorithms show good performance while compared with the algorithms in Blażewicz et al. (1999) which were obtained under the assumption that the starting k-tuple is known.
The negative errors bring about the loss of some information about the analyzed DNA fragment, and the missing information can not be unrestored sometimes. Hence, the SBH problem with negative errors generally appear to be more difficult and time consuming, especially while many repetitions occur at the same time. Since the repetitions are decided by the analyzed DNA fragment, it is impossible to reduce the rate of repetitions. Thus decreasing the rate of negative errors is the alternative method to reducing the difficulty of the SBH problem. Therefore, in the SBH experiments the negative errors should be reduced as far as possible by choosing experimental conditions at the expense of introducing additional positive ones. The kind of control can be realized in biochemical experiments. Moreover, we can do several repeated SBH experiments on the same fragment and merge all the spectra to one large spectrum with low rate of negative errors. This is the reason why we use a low negative error level in our computational tests.
The length n of DNA fragment is assumed to be precisely known in our algorithm. In fact, by some minor modifications the algorithms proposed in this paper can be parallelized to solve the SBH problem that the length of DNA fragment is given by a range [n − e,n + e], where e is the maximal error in the estimation experiment. This paper considered the classical probe scheme, but the motivations and methods can work well with other schemes proposed recently after some modifications. This will further improve the efficiency of the SBH technology.
