samples (e.g., see Muthén & Muthén, 2002; Zhang, 2014) . To incorporate formally the uncertainties of (a) and (c), we employ a hybrid approach which uses the Bayesian framework as an expedience to estimate power for frequentist or classical inference (e.g., see Du & Wang, 2016; McShane & Böckenholt, 2015) . Methods have been developed to incorporate uncertainty due to eliciting the unknown population effect size in power analysis (e.g., Chen, Fraser, & Cuddeback, 2018; Beavers & Stamey, 2012; Schönbrodt & Wagenmakers, 2018; Spiegelhalter & Freedman, 1986; Wang & Gelfand, 2002) . However, uncertainty distilled in the aphorism attributed to G. E. P. Box, "All models are wrong, but some are useful," (cf., Box, 1979) has been neglected in power analysis. This aphorism is identical to the ubiquity of statistical assumption violation in practice.
Our novel development extends the hybrid approach, which incorporates uncertainty in effect size elicitation, to take into account uncertainty due to mild assumption violation.
The contributions of this paper are (a) reviewing three different types of uncertainty that should be incorporated into power analysis to realistically represent the complexity inherent in research design; (b) providing a taxonomy of three philosophies to power analysis, which can incorporate various sources of uncertainty; (c) introducing the Bayesian-classical hybrid approach to power analysis from biostatistics (Spiegelhalter & Freedman, 1986) that incorporates uncertainty about the unknown effect size and sampling variability; (d) extending this hybrid approach to include uncertainty due to imperfect models (i.e., mild assumption violation); and (e) emphasizing how power estimates that incorporate uncertainty via the Bayesian-classical hybrid approach are more informative and useful for designing studies relative to the usual classical approach.
To begin, we review classical and Bayesian perspectives to inference and power analysis, and describe two types of uncertainty about effect sizes (or model parameters; see Steinberg & Thissen, 2006) , which are represented by Bayesian priors. Next, we define uncertainties inherent in effect size elicitation, and review existing literature and methods which acknowledge its role in power analysis. We then introduce the Bayesian-classical hybrid approach, showing how it can incorporate uncertainties in power estimates to more closely reflect reality relative to extant methods. Third, we define uncertainty due to model approximation (i.e., mild assumption violation), and show how the hybrid approach can incorporate the three sources of uncertainty in power analysis. Throughout the paper, we make use of an empirical example in lexical processing based on Yap and Seow (2014) to illustrate how to incorporate different sources of uncertainty in power analysis. 1 Finally, we highlight the advantage of taking into account the uncertainty associated with effect size specification and uncertainty due to model approximation in power analysis, and conclude with recommendations for practice and future research directions.
Inference and Power Analysis
Below, we delineate classical from Bayesian inference, highlight their interpretational differences about probability, and review statistical power from these perspectives. In juxtaposition to these traditional perspectives, we introduce the Bayesian-classical hybrid approach. To promote accessibility of these concepts, we assume a MC framework for power analysis to emphasize that power is a probability across the results of repeated samples of identical statistical tests. Power estimates obtained from closed-form solutions and MC simulation are asymptotically equivalent, and the main advantage of the MC approach is its flexibility in obtaining power estimates for designs that do not have closed-formed solutions, especially in a Bayesian framework (e.g., see Beavers & Stamey, 2012; Wang & Gelfand, 2002; Schönbrodt & Wagenmakers, 2018) .
Classical Perspective
Consider an example from lexical processing, where participants are tasked to decide whether presented stimuli are words or non-word distracters. The research question is: Are neutral versus emotional words (positive and negatively valenced) processed differently? A difference in processing is expected to be observed from different reaction times (RTs) in milliseconds (ms; e.g., see Yap & Seow, 2014) . The planned experiment will have a within-subjects design, and the research question will be answered by results of a paired samples t-test of mean differences on RTs for emotional (e.g., JOY for positive and SIN for negative) versus neutral (e.g., SUM) words.
Model specification and estimation. As part of conducting a null hypothesis significance test (NHST), a model is fit to the collected data with the purpose of estimating the unknown popula-tion effect size of interest, µ D , and obtaining inferential information (e.g., standard errors). The linear data model, associated with the paired samples t-test, can be expressed as follows:
where dRT i is the time in ms taken to respond to neutral words minus emotion words for cases i = 1, · · · , N. The estimated mean difference in RTs is denoted byμ D , and the unknown errors are denoted by ε i . Given this setup, µ D is typically estimated via ordinary least squares (OLS) from data. Assuming that the participants are sampled from the same population and that the different word conditions result in only a mean shift in RTs, the errors in Equation 1 will be homoscedastic and follow a multivariate normal distribution:
where ε = (ε 1 , · · · , ε N ) , 0 is a N × 1 vector of zeros, and I N is a N × N identity matrix. Equation 2 is the error structure of the model. These specifications assume that the dRT s are normal and have the same variance. In the section on competing models and tests, under the Bayesianclassical hybrid paradigm, we address the issue of uncertainty due to potential misfit between the hypothesized model and collected data (i.e., model misspecification) in relation to power analysis.
Statistical test.
To conduct a NHST about µ D , a null hypothesis is first set up. Assuming that the null hypothesis is true, let H 0 : µ D0 = 0, where the population mean difference in RTs, µ D , is 0. The NHST rejects H 0 when the t-test statistic associated withμ D has a p-value below a prespecified α level. Here, we fix α = .05 at the nominal level such that the NHST is rejected at p < .05; α is also known as the Type I error which quantifies the probability of making a false positive decision, which occurs when H 0 is rejected although it is true. This choice of α is arbitrary, and different levels of α could be reasonably justified and selected (see Benjamin et al., 2018; Lakens et al., 2018; McShane, Gal, Gelman, Robert, & Tackett, 2018 ; for a discussion).
Long run nature of NHST. Power, denoted by (1 − β), is defined as the probability of reject- and metaanalysis (e.g., Du & Wang, 2016) or determining a minimally important effect from experts (e.g., Spiegelhalter & Freedman, 1986) . Under MC power analysis, R samples of size N are drawn from the specified population model for the data (i.e., Equations 1 and 2, with fixed parameter values), and a t-test is conducted on each rth sample to test H 0 : µ D0 = 0.
When R = 10, 000, and N = 25, the estimated power for this example, (1 − β) = 0.74. Over repeated sampling (approximated by R = 10, 000), 74% of NHSTs are rejected given that N = 25, the specified population mean difference is 25ms, and the error variance is 45 2 ms 2 . Note that the observed power or the probability of rejecting H 0 , given H A is true, for a single sample is either 0 (i.e., not rejected) or 1 (i.e., rejected; Lenth, 2007) . Thus, it is over repeated R samples of size N from the population (defined by H A and other nuisance parameters) that the probability of rejecting H 0 or power can be estimated, when all the assumptions underlying the NHST are met.
The Type II error, β = .26, implies that there is a 26% probability of making a false negative conclusion by not rejecting H 0 when H A is true. The power estimate of 74% is not far from the nominal 80% power level due to Cohen (1988) ; he arbitrarily reasoned that making a Type I error is four times worse than a Type II error (i.e.,
.05 = 4). Similar to α, the level of statistical power associated with a planned study can be chosen to be different from 80%. From the classical perspective, an estimated probability such as power is interpreted in terms of the long run frequency of an event occurring (e.g., rate of rejecting H 0 when H A is true over R samples).
Bayesian Perspective
In contrast to the classical approach of interpreting probability, the Bayesian perspective incorporates prior beliefs into the probability of an event (e.g., an effect size defined under H A , or a decision based on Bayes Factor, BF; Jeffreys, 1961; Kass & Raftery, 1995; Rouder, Speckman, Sun, Morey, & Iverson, 2009) . In this vein, a probability (which can be updated by information from newly collected data) is interpreted as the degree to which an event occurs or the extent to which a hypothesis is true, according to the entity providing prior beliefs. We employ the same lexical processing example above to describe Bayesian inference.
Model specification. The Bayesian approach encompasses the same model relating the data to parameters, θ = (µ D , σ 2 ) , as defined by Equations 1 and 2. Note that the effect size of interest, µ D , is also called the focal parameter (cf., nuisance parameter, σ 2 ). Let D denote the data. Then, Bayes' rule (Bayes & Price, 1763) yields the probability of the parameters, given the data, in the following expression:
where p(θ|D) is the posterior probability of the parameters given the data; p(D|θ) is the likelihood that expresses the probability of the observed data given the model parameters (i.e., Equations 1 and 2 in this example); p(θ) is the analysis or fitting prior distribution of the parameters (Beavers & Stamey, 2012; O'Hagan & Stevens, 2001; Wang & Gelfand, 2002) , which quantifies prior beliefs about the nature of θ when fitting a Bayesian model to data; and p(D) is a constant value known as the marginal likelihood of the data, averaged across all values of the parameters θ. The presence of p(D) scales the posterior probability, p(θ|D), such that its density sums to 1.0. Because the computation of p(D) can often be intractable, this constant value is typically excluded in Bayesian estimation (i.e., Equation 4).
Uncertainty represented by priors. The randomness of θ, which is quantified formally by p(θ), can represent two forms of uncertainty termed epistemic or aleatory (O'Hagan, 2008 (O'Hagan, , 2004  cf., Fox &Ülkümen, 2011; Tannenbaum, Fox, &Ülkümen, 2016) . Epistemic uncertainty is due to a lack of knowledge such that this uncertainty can be reduced by collecting more information.
In contrast, aleatory uncertainty is stochastic and due to randomness. Under the epistemic lens, θ is unknown and uncertain but a cumulation of information can reduce its uncertainty. From the classical perspective, θ is fixed, but the uncertainty about its point value can be expressed explicitly as a distribution in p(θ). In the ideal context of full knowledge, p(θ), which represents the epistemic uncertainty about θ will converge to a degenerate distribution made up of a single point mass representing the true value of θ. Under the Bayesian framework, the reduction in uncertainty about θ can be formalized by updating p(θ) after new data have been collected and modeled. Additionally, p(θ) will never reduce to a point mass (cf., classical perspective) so as to reflect the random nature of θ that is not due to epistemic uncertainty (i.e., aleatory uncertainty). Thus, epistemic uncertainty can align with both Bayesian and classical perspectives (e.g., see Chen et al., 2018; Spiegelhalter & Freedman, 1986; Weiss, 1997) . However, for epistemic uncertainty about θ to be incorporated formally in the classical perspective, we need to utilize Bayesian methodology, which results in the Bayesian-classical hybrid approach (described later).
Conversely, under the aleatory lens, θ is stochastic and no amount of information can reduce this uncertainty; θ is, by definition, random. For instance, the randomness of θ can be conceived as a distribution of individual differences of personal beliefs about θ (cf., a random effect in a mixed model). Let i = 1, · · · , I index individuals, and suppose that each individual has a fixed but subjective belief about θ, denoted by θ i . The variability across the I beliefs, θ 1 , · · · , θ I , can be expressed formally in a distribution across the I individuals, p(θ). Although individuals' beliefs about θ can embody epistemic uncertainty and be updated with new data (i.e., each ith p(θ i ) can converge to a mass point), the distribution of individual beliefs represented by p(θ) (i.e., aleatory uncertainty) does not converge to a point value even with new or more individual data.
Specification of priors.
Returning to the example on lexical processing, let the analysis priors be uninformative. Uninformative priors are associated with limited pre-existing knowledge about the nature of the parameters, typically exemplified by a distribution with wide tails or a uniform distribution with a wide support. Suppose the analysis priors for the standardized mean difference effect size, δ = µ D /σ, and the variance, σ 2 , are respectively, δ ∼ Cauchy(0, 1), and (5)
The standardized population mean difference δ follows a Cauchy distribution with location 0 and scale 1; and the distribution of σ 2 is its inverse. This specification follows Rouder et al. (2009) , and is known as the Jeffreys-Zellner-Siow (JZS) prior.
Statistical test and estimation. A Bayesian alternative to NHST is the BF (Lee & Wagenmakers, 2014; Jeon & De Boeck, 2017; Rouder et al., 2009; Wagenmakers, 2007) , which can be defined as (Jeffreys, 1961, Appendix B; Kass & Raftery, 1995) . The relative "truthfulness" of a hypothesis, given the data, reflects the Bayesian perspective that probability is a statement of belief (cf., the classical perspective that probability is a long run frequency).
Long run nature of BF. 
Unknown Effect Sizes are Uncertain
One of the most challenging aspects of power analysis is to specify an appropriate effect size, which is unknown (Lipsey, 1990) . Suggestions for eliciting values of µ DA , defined under H A , are to: provide a best guess of the effect size based on intuition (e.g., Cohen, 1988) ; select a theoretically interesting range of values (Lenth, 2001 ; cf., minimum µ DA of practical significance); make use of point estimates,μ D , from pilot studies (Sakaluk, 2016) ; employ estimates from published research (Anderson, Kelley, & Maxwell, 2017; McShane & Böckenholt, 2015; Perugini, Gallucci, & Costantini, 2014) ; and make use of an array of estimates from meta-analyses (Du, Liu, & Wang, 2017; Du & Wang, 2016) . Below, we review extant and new approaches developed to take into account uncertainty about µ DA before introducing the Bayesian-classical hybrid approach.
These suggestions provide guidance on how to elicit information about the unknown effect size, its plausible ranges, and its standard deviation in the population for study design.
Best Guess Point Value
A single theoretically derived or intuited value of µ DA (e.g., Cohen, 1988) does not reflect epistemic uncertainty about the fixed but unknown effect size, which is highly unrealistic. To mitigate this limitation, a range of values reflecting epistemic uncertainty about the true value of µ DA could, instead, undergo power computations (Lenth, 2001) . Traditional approaches to power analysis, however, offer no means of reducing the complex information associated with several plausible effect sizes in a way which facilitates researchers' consideration of epistemic uncertainty about µ DA . Unfortunately, this approach to power analysis remains ubiquitous in psychological science. The left panel of Figure 1 presents power curves for five different levels of µ DA for the example on lexical processing. Despite the rich information presented, researchers would typically make use of the horizontal reference line representing the nominal 80% level of power to determine sample size (e.g., N = 40). Although uncertainty in µ DA can be represented by a series of power curves, this epistemic uncertainty is typically ignored in sample size determination. Power estimates from the Bayesian-classical hybrid approach is juxtaposed in the right panel of Figure   1 . Later, we show how this hybrid approach is better than the classical approach in incorporating epistemic uncertainty about the unknown effect size to aid researchers in study design.
Estimated Point Value
Information inherent in data may reduce epistemic uncertainty about µ DA . Here, an estimate from collected data,μ D , assumes the role of a best guess point value of µ DA in power analysis.
Using estimates for power analysis from pilot studies (Sakaluk, 2016; cf., Albers & Lakens, 2018; Kraemer, Mintz, Noda, Tinklenberg, & Yesavage, 2006) versus published studies to be replicated (McShane & Böckenholt, 2015; Perugini et al., 2014) can be treated as separate research areas.
We, however, do not distinguishμ D from pilot or published studies because all estimated effects share the identical challenge of exhibiting sampling variability. That is, estimates of effect sizes for power analysis will vary from sample to sample; and estimates based on smaller samples (e.g., pilot studies) will be more variable relative to larger samples, ceteris paribus.
To address uncertainty due to sampling variability in a single effect size estimate, recent de- CI to avoid overly conservative estimates of power. Accordingly, safeguard power is estimated with H A : µ DA = 20 instead of H A : µ DA = 28. Over repeated samples of the same design, the choice of µ DA will likely be smaller than the true unknown effect size 80% of the time (Perugini et al., 2014) . In this vein, the resulting estimated power will be conservative and guard against overestimating power, which occurs more often when specifying µ DA asμ D .
Similarly, McShane and Böckenholt (2015) propose the power calibrated effect size for power analysis. Here, sampling variability aboutμ D is represented with a Bayesian prior such that
is the variance hyper-parameter for µ D and the location hyper-parameter for
). The power calibrated effect size,μ D , is analytically determined from marginalizing over the prior of µ D . As such, whenμ D is specified as the effect size under H A and traditional power analysis is conducted, the calculated power estimate is the expected power averaged over the sampling distribution of the estimated effect size. Suppose that expected power from the power calibrated effect size approach is .68. Power is interpreted as: over repeated samples of N, the average power across the estimated sampling variability ofμ D is 68%. would functionally be zero, and p(D|θ) and p(θ|D) will exhibit asymptotic convergence. Beyond incorporating epistemic uncertainty into power analysis, the Bayesian-classical hybrid approach clarifies the distinction between sampling variability (e.g., S.E.μ D ) and epistemic uncertainty.
A Set of Estimated Point Values
Researchers have also suggested employing a literature review in the form of a meta-analysis to elicit information about µ DA (Ellis, 2010, p. 61) . Traditional power analysis can be based on the estimated effect from a meta-analysis, which has low sampling variability but remains potentially biased due to the file drawer problem (Rosenthal, 1979) . The file drawer problem refers to bias resulting from only publishing statistically significant results and leaving a file drawer full of statistical nonsignificant and unpublished results. See Du et al. (2017) for a method to address publication bias in meta-analysis when computing power for a new study.
Using information from a set of estimates in a meta-analysis can account for two sources of variability: within-study sampling variability present in a single estimated effect size, and between-study variability that is estimated from the variation between effect size estimates (Du & Wang, 2016) . This approach treats estimates (e.g.,μ D ) from k = 1, · · · , K studies as data. First, a multilevel data model is assumed such that the data or each kth standardized estimate,
, where δ k is the unknown population effect size of the kth study and v k is an estimate of the within-study or sampling variability, ν k (see Du & Wang, 2016 , p. 595 for details). Note that the distribution for d k is a sampling distribution. At the level of the studies, the random and unknown effect sizes, δ k , are assumed to follow a normal distri-
, where µ δ is the unknown population standardized effect size and γ 2 is the between-study variance. This study-level distribution represents aleatory uncertainty between studies in that sampling more studies is unlikely to reduce estimates of γ. Next, these distributions are combined to form the multi-level meta-analysis likelihood, p(d|µ δ , γ) (cf., Equation 4).
For the approach to be Bayesian, (analysis) priors for the parameters are specified so as to obtain a posterior distribution p(µ δ , γ|d) via Equation 3. The authors recommend uninformative priors to avoid covertly predetermining a desired conclusion; they were also not explicit about the type of uncertainty represented by these priors: µ δ ∼ N (0, 10, 000) and γ ∼ Uni f orm(0, 100).
Finally, a distribution of power estimates are obtained by MC simulation in combination with closed form solutions to power estimates. First, S sets of parameters, θ s = (µ δs , γ s ) , where s = 1, · · · , S, are drawn from the posterior distribution, p(µ δ , γ|d). Then, for each sth vector of parameters drawn from the posterior distribution, K values of δ are drawn from the distribution of random effects, N (µ δs , γ s ). From this process, there will be a total of S × K effect sizes, δ sk , where s = 1, · · · , S and k = 1, · · · , K, which are used to estimate power (using closed form solutions) for some fixed N. Du and Wang's (2016) Bayesian power analysis approach results in an empirical distribution of S × K power estimates, which can be summarized into a single value called assur-ance (Chen et al., 2018; O'Hagan & Stevens, 2001; O'Hagan, Stevens, & Campbell, 2005) :
where θ represents the effect size assumed to be true under H A , and p(θ) is the design prior representing epistemic uncertainty about the unknown effect size. Assurance,ψ, is the average, expectation, or marginal power across the distribution of power estimates. Note that the integral is approximated by the average of S power estimates (i.e., 1 S ∑ S s=1 P(Reject H 0 |θ s )). Unlike classical power estimates that are sensitive to the specified effect size value, assurance is a power estimate that is not conditional on a specific effect size value. Thus, assurance is robust to epistemic uncertainty about θ. For instance, withψ = .8, the mean power over a distribution of plausible effect size values for a particular design is 80%.
Instead of recommending assurance, Du and Wang (2016) emphasize assurance level, which is the proportion of power estimates above a chosen percentile of this distribution. Let L denote a quantile value of the power estimate distribution, where 0 < L < 1, such that the percentile 100L%
is some target assurance level to be achieved. Assurance level is expressed as
where P(Reject H 0 |θ)p(θ) is the distribution of power estimates approximated by the S β s (e.g., right panel of Figure 1 ). An 80% assurance level, ψ .8 , is the proportion of a distribution of power estimates, which is associated with 80% or more power. For ψ .8 = .67, 67% of the distribution of power estimates exceed 80% power. Comparing Equations 8 and 9, larger N is required to attain ψ .8 = .8 relative toψ = .8, making assurance level the more conservative criterion than assurance.
Suppose that information from a meta-analysis of K = 10 studies on lexical processing is used to compute ψ .8 = .8, which is associated with N = 150. The 80% assurance level is interpreted as: over repeated samples of N = 150 in each k cluster of K = 10 studies (i.e., total N = 1200), the expected power will be no less than 80% in 80% of the power estimates. Du and Wang (2016) makes important contributions by incorporating aleatory uncertainty present in random effects models, and introduces the concept of assurance levels, ψ L . When aleatory uncertainty is not present, the variability in the effect sizes can be fixed to zero such that the distribution of µ δ is a point mass; i.e., γ = 0. In this vein, power estimates according to this approach are based only on S samples of the posterior distribution. Although Du and Wang's (2016) method does not directly address epistemic uncertainty about the unknown effect size, epistemic uncertainty was suggested in their sensitivity analysis of prior distributions (cf., choosing several different effect sizes as illustrated in the left panel of Figure 1 ). We introduce the Bayesian-classical hybrid approach to emphasize the importance of incorporating epistemic uncertainty in power analysis for designing original and novel research. While aleatory uncertainty can be built into our method with an extra set of distributions, we omit its presentation for simplicity.
Bayesian-classical Hybrid Power Analysis
There are two objectives to determining sample size, which are pertinent to consider in research design and downstream data anlaysis (O'Hagan & Stevens, 2001) . First, the analysis objective is the anticipated result of analyzing collected data, where increasing N increases the probability of statistical significance. Second, the design objective specifies how the analysis objective is attained (e.g., how N is determined). Spiegelhalter & Freedman, 1986) , contrary to an uninformative prior chosen to placate a "skeptical audience" (Kruschke, 2013, p. 575; Du & Wang, 2016) .
The Bayesian-classical hybrid method utilizes a Bayesian design prior when computing power for classical NHST. The hybridization occurs as this approach does not involve a Bayesian posterior distribution because there is no data (i.e., a "preposterior" analysis; Wang & Gelfand, 2002;  c.f., Du & Wang, 2016) . Further, power estimates are for NHST (c.f., BF) that retain their classical meaning of long run frequency. Our approach to power analysis incorporates epistemic uncertainty with an informative design prior, reflecting a researcher's unique beliefs about µ D before any data has been collected. The unknown effect size is considered fixed according to classical statistics but uncertain, justifying the use of NHST instead of BF. The design prior need not be determined by estimates from data, and we avoid the use of effect size estimates to illustrate designing a novel study lacking in prior data. Avoiding estimates circumvents complications related to biased estimates due to selectivity in publication, and precludes the inappropriate substitution of epistemic uncertainty of the unknown population effect with sampling variability of the estimated effect size. Conceptual and empirical distinctions between classical, Bayesian, and our
Bayesian-classical hybrid approach to probability and power analysis are summarized in Table 1 .
Single Model and Test
Consider the simple case of designing a study to conduct a single NHST, which is based on one model to be fit to the collected data. Returning to the example on lexical processing, where the outcome is dRT with µ DA = 25 ms and σ 2 = 45 2 ms 2 , a paired samples t-test is planned. Instead of computing a single estimate of power conditional on the point value of µ DA = 25 (e.g., 74% power for N = 25, see Table 1 2. Draw S effect sizes from the design prior, denoted by δ s where s = 1, · · · , S; δ s can be multipled by σ to scale the effect size to ms. Sampling S effect sizes from the design prior takes into account epistemic uncertainty. 3 Scaling by σ does not influence estimates of power, but is done to facilitate interpretation of the effect size.
3. Draw R sets of N-sized samples from each sth data distribution (e.g., Equations 1 and 2), determined from the S sampled effect sizes. There will be a total of R × S data sets of size N. Sampling R data sets takes into account sampling variability.
4. Conduct NHST (e.g., paired samples t-test) on the R × S data sets, and record the result (i.e., reject or do not reject H 0 ). Each sth effect size, δ s , will have R NHST results.
5. Compute power for each sth effect size, δ s , by calculating the proportion of rejecting H 0 at a chosen significance level (e.g., α = .05) over the R NHST results. These S proportions will result in an empirical distribution of power estimates for the specified N. Assurance (represented by crosses in Figure 1 ) isψ = .76 for N = 25. Over repeated samples of N = 25, the marginal probability of rejecting H 0 : µ D0 = 0 given H A is true, which is a range of µ D as represented by the design prior, is .76. Power is expected to be 76% on average over the specified epistemic uncertainty of µ D . The distribution of power estimates is not symmetric, and the median is .71 (i.e., ψ .71 = .5; represented by boxes in Figure 1) ; 50% of estimated power for N = 25 will be larger than 71%. The median is usually more conservative than the mean as a point summary of the power estimate distribution (i.e., power associated with the median is consistently smaller than the mean). The 20th and 80th percentiles are .54, and .91, respectively (i.e., ψ .54 = .8 and ψ .91 = .2 as represented by dots in Figure 1 ); for N = 25, 80% of the power estimates are above 54% and 20% of the power estimates are above 91%. In general, epistemic uncertainty about µ D is reflected in the variability of power estimates. From the violin plots in Figure 1 , larger N is associated with increasing assurance (ψ; i.e., the means, as represented by crosses, shift upward). Additionally, the variability of power estimates decrease with larger N as evidenced by tightening of the interval width between the 20th and 80th percentiles.
Assurance levels (Du & Wang, 2016) can be computed from the distribution of power estimates. The probability that power is 80% or greater, when N = 25, is .42; i.e., ψ .8 = .42. Attaining an 80% assurance level of 80%, ψ .8 = .8, is a more stringent criterion compared to 80% assurance,ψ = .8. In the violin plots of Figure 1 , assurance levels are represented by the area of the distribution lying above 80% power whereas assurance is represented by the crosses. The crosses attain 80% power (i.e.,ψ = .8 when N ≥ 35) more quickly than an 80% assurance level of 80% (i.e., ψ .8 = .8 when N ≥ 45). Assurance levels are defined by several probabilities (i.e., probability of rejecting H 0 when H A is true, and 80% of power estimates being larger than 80%) which could diminish its accurate application.
Comparing the plots within Figure 1 , classical power curves and the curves of assurance (i.e., ψ, represented by crosses) from the Bayesian-classical hybrid approach show a monotonically increasing relationship with N. The Bayesian-classical hybrid method, however, better communicates epistemic uncertainty of µ D via the variability in power estimates. In contrast to the classical approach, where all power estimates converge to 100% with large enough N, the distributions of power estimates associated with the Bayesian-classical hybrid approach do not converge to 100%. This non-convergence reflects epistemic uncertainty from the design prior, indicating that the uncertainty of the true value of µ D cannot be reduced by increasing N.
The classical approach obtains conditional power linked to a single effect size value, resulting in a sensitive estimate of power. In contrast, the Bayesian-classical hybrid approach estimates marginal power averaged over a range of effect size values. Because power estimates are highly variable, a single power estimate (derived from the classical approach) is likely to be more inaccurate. A single summary value such as assurance is more robust to epistemic uncertainty relative to the classical approach to power analysis (Chen et al., 2018) , and the determination of sample size and study feasibility is better informed by the full variability of power estimates and the extent of skewness in their distribution. Stated differently, the variability of power estimates discourages the selection of N by a single sensitive and arbitrary level of power; N is better determined by assurance (or the median) and the extent of variability in the distribution of power estimates (cf., effect sizes and their confidence intervals). Research design is a subjective enterprise within a researcher's jurisdiction. As such, N should be determined in part by the extent of uncertainty one is willing to tolerate with regard to power. Often, more uncertainty is tolerated in exploratory research relative to confirmatory, high-stakes, research (e.g., Phase III clinical trials).
Competing Models and Tests
The dominant approach is to compute power for a single NHST 5 based on a single model with the classical approach. Such power estimates unrealistically assume that a single and correctly specified, perfect, model is fit to collected data. Worded differently, but equivalent in concept, is that all assumptions underlying the NHST are assumed to be met. It is, however, widely recognized that models are mere approximations of complex phenomena (MacCallum, 2003; Box, 1979;  i.e., NHST assumptions are always violated) such that fitting multiple competing statistical models to empirical data, and conducting NHSTs associated with these competing models, is encouraged as good practice (Rodgers, 2010; Tukey, 1969) . Note that for models and their NHST results to be useful, the extent of misspecification or assumption violation cannot be severe.
When researchers fit several approximate and competing models to empirical data and conduct commensurate NHSTs, but were not explicit as to whether such analyses were pre-determined during the design phase, such activity can be considered a manifestation of p-hacking (Simmons, Nelson, & Simonsohn, 2011) . Broadly defined, p-hacking is the act of conducting very many NHSTs on a single data set for the purpose of obtaining a desired p-value. By explicitly incorporating the intent to fit several competing models and conducting their NHSTs in power analysis (i.e., taking into account model misspecification during research design), researchers can more realistically determine sample size and include such plans in a study's pre-registration to avoid p-hacking (Moore, 2016; Nosek, Ebersole, DeHaven, & Mellor, 2018) .
We expand the Bayesian-classical hybrid approach for a single (perfect) model and NHST to account for uncertainty due to model approximation or mild violations of statistical assumptions.
The novelty in this development is to obtain power estimates which reflect the reality of mild assumption violation during data analysis. We show how to conduct power analysis when several competing models (and NHSTs) are planned to be fit to the same data a priori while also taking epistemic uncertainty about the unknown effect size into account. In sum, three sources of uncertainty can be incorporated in power analysis: (a) sampling variability as determined by N, (b) epistemic uncertainty about the unknown effect size as quantified by p(θ), and (c) model approximation as characterized by fitting several competing models which are simpler relative to complex data (i.e., conducting competing NHSTs under mild assumption violation). Table 2 summarizes extant discrepancies between design and analysis phases of research, which our new developments in the Bayesian-classical hybrid approach to power analysis addresses by incorporating the stated uncertainties. A closer alignment between research design (e.g., power analysis) and data analysis (i.e., conducting competing NHSTs on collected data) enhances the research endeavor.
Models and test specification. Recall the lexical processing example, where a difference in reaction times (RTs) to emotion (i.e., treatment) versus neutral (i.e., control) words is expected.
Several competing models and NHSTs provide different approaches to operationalize this expected difference, and we focus on three distinct models and tests although there could be more in practice. As illustrated previously, the difference of interest can be represented by the mean of the distribution of differences in RTs, dRT s, which is tested using a paired samples t-test. Here, normality of the error distribution of dRT is assumed (Equation 2). Alternatively, a difference can also be conceptualized as the median of the distribution of dRT , which we operationalize with the non-parametric sign test. In contrast to the paired samples t-test, the sign test makes minimal distributional assumptions (i.e., independence of cases drawn from the same population, and the rank-ordering of dRT is meaningful); p-values for the sign test are based on the binomial distribution. Third, we directly model the RT distributions (e.g., see Ratcliff, 1978; Van Zandt, 2000 , 2002 for each condition with the ex-Gaussian distributional function, and conduct a likelihood ratio test (LRT) about a mean difference between the two RT distributions (detailed later). Be-cause ex-Gaussian distributions appropriately describe RT data but are unsuitable approximations of dRT s (i.e., the difference between two ex-Gaussian distributed variables is not distributed exGaussian), we fit separate ex-Gaussian functions to the RTs for each condition.
The ex-Gaussian distribution (Burbeck & Luce, 1982; Luce, 1986 ) is derived from a sum of independent normal and exponential random variables. This distribution has three parameters θ = (µ, σ, τ) , where µ is the mean of the normal distribution, σ 2 is the variance of the normal distribution, and τ is the exponential relaxation time. The mean and variances of the ex-Gaussian distribution are (µ + τ) and (σ 2 + τ 2 ), respectively. Let the subscripts T and C denote the treatment and control conditions, respectively. In our example, the expected mean difference in RTs is tested with a LRT of the null hypothesis: H 0 : µ T − µ C = 0. The difference in the mean parameters of the normal distribution within the ex-Gaussian functions operationalizes the expected difference in RTs. Given this specification, it is assumed that there is no change in τ between treatment and control conditions (i.e., τ T = τ C ). Other competing operationalizations of mean differences, employing different combinations of the ex-Gaussian model parameters, are possible but not examined here for parsimony (e.g., H 0 : (τ T − τ C ) = 0; or H 0 : (µ T + τ T ) − (µ C + τ C ) = 0). Parameter estimates for the ex-Gaussian distribution are obtained by maximum likelihood (ML) estimation. 6 Among the three competing models and tests of a mean difference in RTs, the sign test is the least complex, followed by the paired samples t-test, and then the LRT testing the difference (H 0 : µ D0 = µ T 0 − µ C0 = 0). This order reflects an increasing complexity assumed about the underlying phenomena, which mirrors the increasing statistical assumptions made of the data. Sample size requirements for adequate power is expected to increase with increasing model complexity even in the presence of an imperfectly fitting model. Note also that p-values for the sign and t-tests can always be computed due to their closed form formulas; p-values for the LRT can, however, be unavailable because of non-convergence under ML estimation, especially when N is small. 6 To conduct the LRT, two competing models (i.e., constrained versus unconstrained) are fit to the data so that their log-likelihoods can be compared. The constrained model assumes invariance between the RT distributions across the two conditions, where a single ex-Gaussian distribution with three parameters is fit to the data. In contrast, the unconstrained model involves two ex-Gaussian distributions, where the only difference between the distributions are in the means µ C and µ T such that a total of four parameters are estimated.
Population structure. Model approximation occurs because the population structure (or data generating) model is highly complex relative to the statistical models being fit to sampled data.
As such, no statistical model can fully express the population structure such that multiple models (and their NHSTs) are fit to data in practice. The distinction between population structure and specified model behooves the use of MC methodology over analytics. In this vein, power analysis, which incorporates uncertainty due to model approximation, would employ a population structure distinct from and more complex than the competing fitted models (i.e., employing NHSTs with mild assumption violation). Taken together, the variability in power estimates between distinct competing models and their NHSTs communicate uncertainty due to model approximation.
For our example on lexical processing, data was generated using the Vale and Maurelli (1983) method, where means, covariances, skewness, and excess kurtosis were specified for RTs obtained under the control and treatment conditions for a within-subjects design. 7 In particular, the mean RTs for the treatment and control groups are µ C = 500 ms and µ T = µ C + µ D , where the expectation of µ D = 25 ms. Based on data obtained from similar research paradigms (e.g., the British Lexicon Project; Keuleers, Lacey, Rastle, & Brysbaert, 2012), we specified the correlation between the RTs of the two conditions to be ρ = .8. Following from our simpler example, the variance of the (unstandardized) mean difference is 7 2 such that the standard deviation for RTs in each condition is 45 2(1−ρ) = 71.15 ms, which results in a standard deviation of 45 ms for dRT = RT T − RT C . The RTs were generated to have skewness = 0.9 and excess kurtosis = 1 in order to reflect distributions typically observed in empirical data (e.g., see Yap & Seow, 2014) . No constraints were placed on the distribution of dRT .
Algorithm. Power based on the Bayesian-classical hybrid method, which incorporates epistemic uncertainty about the mean difference and model approximation (or mild assumption violation), is computed from a modified version of the algorithm accompanying the simpler case of a single (correctly specified) model and NHST. The three modifications are (a) specifying a popula-tion structure (or data generating model) more complex than the statistical models to be fit to the data, (b) conducting Q distinct NHSTs on the same data, and (c) summarizing the power estimates across the competing NHSTs (described later). 8 The modified algorithm is:
1. Specify an informative design prior about the unknown effect size to quantify epistemic uncertainty. Here, µ D ∼ N (25, 7 2 ) . Under H A , the mean difference is µ DA = 25 ms and VAR[µ D ] = 7 2 ms 2 . The design prior can alternatively be expressed in the standardized metric δ and re-scaled by the standard deviation of dRT .
2. Draw S effect sizes from the design prior, each denoted by µ Ds where s = 1, · · · , S. Sampling from the design prior incorporates epistemic uncertainty about the unknown effect size.
3. Draw R sets of N-sized samples from each sth effect size configuration, which is determined by µ Ds . Each rth data set, generated as described above, will contain two vectors of RTs, one for the control and one for the treatment condition. The population structure, based on the Vale-Maurelli (1983) algorithm, is distinct and more complex than the Q models to be fitted to each rth data set. There are R × S data sets of size N, and the sampling of R data sets incorporates sampling variability into power estimates.
4. Conduct NHSTs tied to the Q fitted models on the R × S data sets, and record the result (i.e., reject or do not reject H 0 ) of each qth test, T q , where q = 1, · · · , Q. Each sth effect size, µ Ds , will have R × Q results (i.e., a total of R × S × Q results).
5. Estimate power for each sth effect size and each qth test by calculating the proportion of rejecting H 0 at a chosen significance level (e.g, α = .05). Because three competing NHSTs are conducted in our example, we will obtain Q = 3 sets of distributions of power estimates (see Figure 2) . 6. As an optional step, obtain power estimate distributions averaged over the Q NHSTs (described below; see Figure 3 ).
For the example, power estimates for N = 25 ranged from [0, 1.00] for the sign test, [.03, 1.00] for the t-test, and [.01, 1.00] for the LRT (see Figure 2) . 9 When N = 25, the mean of the power distributions or assurance (ψ, represented by crosses in Figure 2) are .71, .78, and .30 for the sign test, t-test, and LRT respectively. Contrary to expectations, assurance did not decrease with increasing model complexity. Instead, assurance was highest for the t-test, followed by the sign test, and then the LRT. This rank order is also observed in median power estimates of .69, .75, and .35 for the sign test, t-test, and LRT respectively (represented as boxes in Figure 2 ) Accordingly, when N = 25, 50% of estimated power for these tests will be larger than 69%, 75%, and 35%.
Given that power estimates are highly variable once epistemic uncertainty concerning the unknown effect size is taken into account, we note the value in considering percentiles of the distributions over point summaries. The 20th and 80th percentiles (presented as dots in Figure 2 Stated differently, 60% of the power estimates lie within these interval estimates for their respective NHSTs. The spread of the power estimates between the 20th and 80th percentiles among the three competing operationalizations of a difference is comparable (i.e., the interval widths are .35, .35, and .37 for the sign test, t-test, and LRT, respectively), implying the same extent of uncertainty in power estimates for each competing NHST. But, power estimates are consistently highest for the t-test followed by the sign test, and finally the LRT, as communicated byψ, the median, or the 20th percentile of the distribution of power estimates. From Figure 2 , the rate with which power estimates increase in magnitude while decreasing in variability as N increases is fastest for the t-test, followed by the sign test and then the LRT. Because these results are rooted in the extent of misspecification between the population structure and competing statistical models, they 9 Across the S × R data sets, ML estimates converged less often when N is small and for the unconstrained model (7.9%) relative to the constrained model (1.1%). In order for the violin plots to be comparable across the Q = 3 tests, instances of non-convergence for the LRT are considered as not rejecting H 0 due to a lack of statistical information in support of the models. Although non-convergence was extremely infrequent, such information regarding non-converged estimation is pertinent to designing a feasible study. cannot be generalized to a different population structure. 10 Importantly, the plots in Figure 2 communicate different data requirements of the specified competing models and their NHSTs. As expected, the sign test and t-test require smaller N for reasonable levels of power relative to the LRT. Indeed, power estimates for the sign test and t-test are highly similar. Forψ = .8, N = 35, N = 30, and N > 60 for the sign-test, t-test, and LRT, respectively. Alternatively, a researcher can determine sample size based on the 20th percentile of the power estimates (cf., Perugini et al., 2014) such that 80% of power is larger than 75%. Here, N = 50, N = 40 and N > 60 for the sign-test, t-test, and LRT, respectively. Here, the researcher could decide to abandon the LRT and focus on planning a study involving only the sign test and t-test due to the distinct N requirements of the LRT. Alternatively, the researcher could plan for larger N with the intent to fit ex-Gaussian distributions to more closely model the RTs and report results of the LRT. The contingency to this latter option is that the sign test and t-test would be adequately powered, and serve as alternatives if the ex-Guassian model fits the data poorly.
Unlike the analysis phase, examining competing models and their NHSTs during the design phase is not meant to select the best performing option (i.e., conduct model selection). Instead, the uncertainty due to model approximation as quantified by the Q sets of power estimate distributions can be summarized by taking their average to reduce the complexity of information to be considered when planning a study. By averaging across the distributions of power estimates, studies designed with the Bayesian-classical hybrid approach will incorporate information reflecting contingencies involving the plan to fit Q competing models and their NHSTs on the same data set.
Averaging across NHSTs. Bayesian model averaging is a technique that combines results
from Q models fit to the data during the analysis stage (see Hoeting, Madigan, Raftery, & Volinsky, 1999 for a review). Importantly, uncertainty attributed to model approximation is quantified by averaging over all good-fitting competing models (Draper, 1995) . We extend this idea to av-10 Although unspecified in the data model, the distribution of the generated dRT s was observed to be normal; this normality explains the apparent superiority of the t-test relative to the sign test and LRT. As such, this data model is unlikely to be as complex as data in reality, and an additional aspect of uncertainty due to model approximation can be further incorporated into power computations by specifying several competing data models instead of one. We limit our example to a single data model for parsimony, noting that potential advantages of incorporating multiple data models in power computation remains to be evaluated. eraging across Q sets of power estimate distributions to obtain a single distribution of power estimates that are robust to model approximation or mild assumption violation. Note that the distribution of power estimates obtained from the Bayesian-classical hybrid approach are not posterior distributions, and have the classical interpretation of long run frequency.
Averaging involves taking a weighted sum of the power estimate distributions across the Q NHSTs. Mathematically, averaging is expressed as:
where P(reject H 0 |H A ) is the average power distribution across the Q NHSTs,
is the power distribution of the qth NHST, and P(T q ) is the probability of the likelihood or intent of applying the qth NHST. Recall that T q is the qth statistical test considered in power analysis.
Because the Q P(T q ) serve as weights in the summation of the Q power distributions, it is convenient to constrain ∑ searcher has strong inclinations toward weighting certain NHSTs more heavily than other NHSTs during the averaging process (e.g., weighting tried and tested NHSTs more heavily relative to exploratory NHSTs), the set of Q pr(T q ) functions like an informative Bayesian prior (i.e., p(T q ) = (P(T 1 ), · · · , P(T Q ))), which incorporates researcher subjective beliefs. For instance, P(T q ) for the sign test, t-test, and LRT can instead be , respectively (results not shown), reflecting the expectation that the t-test is two times more likely to be applied to the data relative to the sign test and LRT. Stated differently, this non-equal weighting scheme reflects the opinion that the t-test is two times more likely to be applied to the data relative to the other individual tests. 
Summary and Discussion
Power analysis is a complex concept, which continues to be mired with controversy within classical statistics (e.g., see Gigerenzer, 2004 for a discussion on the tension between Fisherian p-values and the Neyman-Pearson decision theory) as well as between classical and Bayesian philosophies of probability (Little, 2006; Rubin, 1984; cf., Table 1 ). By avoiding these ramifications, mainstream power analysis is unrealistically simple, to the detriment of being uninformative and inaccurate. Oversimplification occurs when power estimates are based on a single effect size value and a single statistical model, which ignores epistemic uncertainty (Chen et al., 2018) and assumes perfect model specification (i.e., all statistical assumptions underlying the NHST are met; cf., MacCallum, 2003) . The Bayesian-classical hybrid approach to power analysis illustrates the reality that power analysis is complex and uncertain. The method can incorporate epistemic uncertainty of the unknown effect size and take into account uncertainty due to model approximation or assumption violation, providing more robust estimates of power.
Recommendations for Practice
For NHST, research design is enhanced when uncertainties are incorporated in power analysis to reflect reality and be more informative. The popular classical approach to power tends to convey a false impression of certainty with a single estimate of power, which is highly sensitive to misspecification of the unknown effect size and assumption violations. Because the Bayesianclassical hybrid approach yields a distribution of power estimates, different sources of uncertainty are quantified formally by the extent of variability in power estimates. Below, we provide specific recommendations and their underlying rationales for incorporating epistemic uncertainty of the unknown effect size and uncertainty due to model approximation in power analysis.
Epistemic Uncertainty of Unknown Effect Size. In the Bayesian-classical hybrid approach, a design prior, p(θ), is specified to represent a researcher's epistemic uncertainty regarding the unknown effect size. It is ill-advised to substitute sampling variability about an estimated effect size (e.g., S.E.μ) for epistemic uncertainty (i.e., the standard deviation of θ) because these two concepts are distinct. Additionally, epistemic uncertainty should be represented by an informative design prior (cf., Du & Wang, 2016) to reflect a researcher's theoretical intuitions and practical experience with the nature of the unknown effect size, and to avoid unrealistic sample size recommendations associated with uninformative design priors.
Design priors should never be chosen to achieve some desired result (e.g., specifying unrealistically informative design priors to obtain high power estimates with limited variability, which are associated with small N). Such an endeavor undermines the purpose of power analysis for designing a sensible study that will be a reasonable empirical test of a theory. Gross misspecification of the design prior, p(θ), has the same risk of yielding uninformative power estimates like the classical approach. Eliciting hyper-parameters for p(θ) can be informed by various sources such as educated guesses (Cohen, 1988) , published reserch (Anderson et al., 2017; McShane & Böckenholt, 2015; Perugini et al., 2014) , pilot studies (Sakaluk, 2016) , and meta-analysis (Du & Wang, 2016) .
Similar to determining the mean of θ, the variance of θ should reflect a range of reasonable effect size values that is supported by theory, past data, and intuition.
The richness of information from a distribution of power estimates is useful for designing a study. Because the distribution of power estimates quantifies epistemic uncertainty, focus should shift away from using an arbitrary point estimate of power (e.g., 80% in classical power analysis) to determine sample size in practice. Instead, study feasibility and sample sizes are better determined by assurance,ψ, which is robust across range of effect sizes. Studies can also be designed according to the extent of uncertainty or variability in the power estimates the researcher is willing to tolerate (e.g. width of interval of power estimates within the 20th and 80th percentile of the distribution of power estimates; cf. confidence intervals; see also Perugini et al., 2014) . Alternatively, sample size can be determined by some assurance level (ψ L ; Du & Wang, 2016) .
Uncertainty of Model Specification or Assumption Violation. Uncertainty due to approximate models in power analysis should also be incorporated to better reflect the common practice of fitting several competing models to data. The consideration of multiple models and NHSTs is a natural aspect of planning for contingencies, and the Bayesian-classical hybrid approach can quantify formally such design elements in power analysis. Such a priori data analysis plans can then be seamlessly included in pre-registrations to enhance credibility (Moore, 2016; Nosek et al., 2018) . Variability between the Q distributions of power estimates can also help researchers decide on which subset of analyses are feasible. We recommend averaging over the power estimates across competing NHSTs, which yields a single distribution of power estimates that incorporates all three sources of uncertainty due to the unknown effect size, sampling variability, and model approximation. Sample size determination can be similarly based on assurance, assurance levels, or an interval estimate about the variability of power estimates.
The challenge of incorporating uncertainty due to model approximation rests on specifying an adequate population structure more complex than the competing statistical models considered.
Meeting this challenge has two qualitative advantages to study design. First, specifying a complex population structure encourages researchers to contemplate the nature of the data to be collected so as to reconstruct it by simulation. Much expertise in the content area of study is necessary such that sample data generated for MC power analysis is a close representation of the data to be col-lected. Example features to consider are the signal to noise ratio, the distributional properties of the variables (e.g., variance, skewness and kurtosis), the scale of the variables, and potential missing data due to attrition. This aspect of power analysis remains wanting of development, and the generated data could still be insufficiently complex relative to the collected data. 11 Second, having to decide which competing NHSTs to conduct on the collected data facilitates the process of operationalizing a research question into several comparable testable hypotheses.
Approaching the research question from different angles encourages creative solutions. Our example of a difference between treatment and control was operationalized as a mean difference, a median difference, a difference in variance, a difference in distributions, and so on. The value of different operationalizations of the research question should be assessed within the context of the content area of study. For instance, a mean difference would be valued more highly than a distributional difference in the context of evaluating the efficacy of a weight loss program. Alternatively, a reduction in the variance of test scores, but no change in the mean, due to a teaching intervention is often highly valued in education. Such qualitative reasoning can be quantified by a rank ordering of the Q competing NHSTs, which can inform the weights for obtaining an average distribution of power estimates across the Q tests (i.e., P(T q ) in Equation 10). Other qualitative aspects, which can be reflected in P(T q ), are limits to resource allocation and an ordering of NHSTs reflecting their exploratory versus confirmatory nature.
Future Directions
To facilitate the application of the Bayesian-classical hybrid approach to power analysis, several aspects require further development. First, guidance on how priors are to be elicited require more research. These priors involve quantifying epistemic uncertainty about the unknown effect size, (p(θ)), as well as determining the weighting of competing NHSTs, (pr(T q )). Similarly, guidance on specifying the population structure remains wanting. We introduced the Bayesianclassical hybrid approach with a simple research question, limiting its illustration and develop- 11 Our example suggests that the t-test is the most powerful NHST among the Q = 3 approaches considered; this is a serendipitous but unrealistic occurrence because no constraints were placed on the distribution of dRT , which turned out to closely follow a normal distribution. Averaging power estimates across competing NHSTs serves to reduce the impact of such serendipitous results. ment to a small set of competing models, to focus on illustrating underlying concepts. As such, this method remains to be extended to a broader class of models (e.g., linear regression models, structural equation models, and multilevel models). A technical challenge in such extensions is streamlining the computations required to generate power estimate distributions. Finally, our developments considered only the application of a single NHST from each competing model; to better reflect reality, further work should address the typical case where multiple NHSTs are conducted from a single model (e.g., planned comparisons in ANOVA).
Conclusion
Employing the Bayesian-classical hybrid approach to power analysis can be a study in its own right (cf., (Moerbeek & Teerenstra, 2016) ). An informative and realistic power analysis requires deliberating over many inputs, resulting in a highly complex endeavor. Unsurprisingly, incorporating epistemic uncertainty results in more variable power estimates; but considering competing NHSTs to obtain an average distribution of power estimates results in less variable power estimates. Ultimately, unitary estimates of power (e.g., from the classical approach) cannot be trusted due to their sensitivity. Considering assurance, assurance levels, or a range of power estimates that realistically communicate uncertainty mitigates risks inherent in designing a study based on a single estimate of power. The main contributions of the Bayesian-classical hybrid approach to incorporating additional uncertainties are yielding more robust estimates to power and generating qualitative information from the process of conducting a power analysis. This process involves the steps of specifying the epistemic uncertainty about the unknown effect size, determining the structure of the population, considering competing models and NHSTs, fitting competing models to generated data to gauge whether estimates can be reliably computed (i.e., convergence in estimation), conducting NHSTs to estimate power, ordering the importance of the Q NHSTs, and obtaining power estimates that reflect real uncertainties. Each step of the process compels researchers to contemplate a multitude of aspects regarding the phenomena under study, study design, and downstream analysis, promising to enhance and improve on the credibility of research outcomes. Power estimates by sample size averaged across the sign test, paired t-test, and LRT, which were set up to test for a difference in central tendency of RTs. The three competing models were weighted equally during the averaging process. The Bayesian-classical hybrid employs a design prior distributed with mean difference µ D ∼ N (25, 7 2 ) to quantify epistemic uncertainty about the effect size. Estimates were obtained with Monte Carlo simulation where R = 10, 000 samples of size N from the population and S = 1, 000 samples of effect sizes from the design prior. Dots in the violin plots represent 20th and 80th percentiles of the distribution; crosses are means,ψ, and squares are medians.
