We consider a variational model for the formation of islands in heteroepitaxial growth on unbounded domains. We first derive the scaling regimes of the minimal energy in terms of the volume of the film and the amplitude of the crystallographic misfit. For small volumes, non-existence of minimizers is then proven. This corresponds to the experimentally observed wetting effect. On the other hand, we show the existence of minimizers for large volumes. We finally study the asymptotic behavior of the optimal shapes.
Introduction
We consider the epitaxial deposition of a thin crystalline film on a relatively thick rigid substrate with a misfit between the lattice parameters of the film and those of the substrate. Experimental and numerical observations suggest that the shape of the film changes with increasing volume (see [3, 15, 19, 31, 29] ). At small volumes, one typically observes a very thin flat layer ("wetting"), while at larger volumes, compact islands form. This transition is often explained as the result of a competition between two opposing types of energies, namely, the stored strain energy due to the crystallographic misfit, and the surface energy of the film's free surface. Heuristically, at small volumes, the surface energy dominates, and complex structures are avoided, while at larger volumes, the film forms patterns to release elastic energy at the price of an additional surface energy.
We study analytically a two-dimensional variational model introduced in [30] (see [3, 10, 14] ), to describe the surface morphologies of the epitaxially strained film. The main difference to the previous analytical works (see [10, 14, 18] ) is that the model explicitly allows for wetting, which corresponds to film profiles with unbounded support. We assume that the film occupies a domain Ω h which can be described as a subgraph of a height profile function h : R → [0, ∞), i.e., Ω h := {x := (x, y) ∈ R 2 : 0 < y < h(x)}. The energy functional is then given by
where u : Ω h → R. For fixed volume d > 0 of the film, we look for profile functions h and associated displacement functions u : Ω h → R that minimize the total energy (1.1) subject to the constraints´R h dx = d and u(x, 0) = e 0 x for all x ∈ R. The latter condition describes the crystallographic misfit between the substrate and the film, where e 0 > 0 measures its amplitude.
The first term in (1.1) models the strain elastic energy in the film. Recall that we assume that there is a mismatch between the two crystal lattices, i.e., there is no stress-free configuration possible, and consequently, a strain is induced in the film while deposition. The second term in (1.1) models the extra surface energy due to the rearrangement of the atoms in the film. All typical surface energy constants per unit length are normalized to one. Let us notice that the functional F bears many similarities with models for capillary surfaces [26, 20] .
We point out that, as noted before, in contrast to many previous works (see [10, 14, 18] ), we do not assume a periodic pattern of islands and do not restrict to a single island on a compact domain. The main difference is that in (1.1) the support of the height profile function h may be unbounded, which can lead to a loss of compactness for low energy sequences. A short comparison to the compact setting is given in Proposition 4.6. Many of our results, however, build on techniques developed in the works on compactly supported islands.
Let us make some comments on several simplifications built into the model. First, the displacement function u ∈ H 1 (Ω h ) and the elastic energy term |∇u| 2 are scalar valued simplifications of a typical geometrically linear elastic energy density W (U ) = µ| 1 2 (∇U + ∇ T U )| 2 for a displacement U : Ω h → R 2 , µ being a typical elastic modulus. Based on the analysis in [18] , we expect that the simplified energy contains, at least qualitatively, all relevant information. We note that the proofs of the scaling laws can be carried over to the elasticity setting, and are generalized to the three-dimensional setting in Section 5. Second, we assume that the domain occupied by the film can be described as a subgraph of the profile function h, which has the effect to prevent the formation of droplets or nanorings (see, e.g., [33] ). Third, we do not take into account any plastic effects, such as misfit dislocations (see, e.g., [27] ). Finally, we consider only the stationary setting, and refer to [11, 28, 8] for some recent results on the time evolution problem for the compact setting.
We consider two different types of approximations of the surface energy, namely for small and large slopes |h ′ |. Many physical models are based on the assumption that for small volumes of the deposited film one expects small slopes of the film's profile function (see [32, 31] or [20] where a similar simplification is used in the study of sliding liquid drops). This corresponds to the approximation (we ignore the factor 1/2)
If one expects, however, the formation of an island, the small slope approximation might not be appropriate anymore, and we compare it to the large slope approximation
If we insert either of the approximations (1.2) or (1.3) into (1.1), then, due to the specific structure of the elastic energy term, we can rescale the problem to set e 0 = 1, i.e., we consider (see Section 3 for a detailed derivation) Heuristically, these scaling laws reflect the transition from a wetting regime in which the surface energy dominates and, consequently, the film forms a thin flat layer, to a regime in which a compactly supported island forms, in which case the optimal energy comes from the competition between elastic and surface energy. We note that in this model, the surface energy prefers a flat layer, while the elastic energy favors oscillations. This is in contrast to many other physical situations where the surface energy typically favors compact shapes, and consequently minimizers exist for small volumes, but not for large volumes (see, e.g., [22, 21, 25, 17] for some recent works). The situation is opposite here: we prove that for large volumes, there always exists a minimizer, while for small volumes we prove non-existence of minimizers in the case of the small slope approximation (see Proposition 3.12) . This is due to a loss of compactness of low-energy sequences, which corresponds to the wetting effect.
To study more quantitatively the optimal shape of an island once it is formed, the limit V → ∞ is considered. If properly rescaled, the asymptotic shape turns out to be a parabola (in the case of the small slope approximation) and a rectangle (in the case of the large slope approximation). Let us stress that we do not claim that the limit V → ∞, which corresponds to very large mismatch e 0 and/or large volume d, is physically relevant, but rather that it sheds some light on the features incorporated in our simple model.
The remaining part of the text is organized as follows. After setting the notation in Section 2, we first consider the small slope approximation. Some qualitative properties are derived in Section 3.1, and the scaling law for the minimal energy is proven in Proposition 3.8. The scaling law is then refined to show more quantitative results. More precisely, we show that there is a range of volumes 0 < V < V , for which the minimal energy is exactly equal to V , and consequently, there does not exist a minimizer for 0 < V < V (see Proposition 3.12) . On the other hand, for volumes such that F s (V ) < V (i.e., if V > V ), there always exists a smooth minimizer, which has compact and connected support and meets the substrate at zero angle (see Proposition 3.15 and Theorem 3.17). Regularity properties and estimates on the support and its maximal height are provided (see Sections 3.4 and 3.5). Finally, the asymptotic behavior for large V → ∞ is studied. It is shown, that, when properly rescaled, minimizers converge to a parabola, and away from a boundary layer, this convergence occurs at the exponential rate in the L 2 -topology.
Subsequently, in Section 4, the large slope approximation (1.3) is considered. Note that this approximation comes along with a loss of regularity of admissible profile functions h, and we consider the relaxation following [10] . We prove the scaling law of the minimal energy F ℓ (see Proposition 4.3), and show that in the regime F ℓ (V ) < V there always exists a minimizer with connected support (see Proposition 4.10). If properly rescaled, a sequence of minimizing profiles converges, away from a boundary layer, to a rectangular shape for large volumes at an exponential rate in the L 1 -topology (see Proposition 3.38). Recall that for the small slope approximation, non-existence of minimizers at small volumes is due to the fact that F s (V ) = V . For the large slope approximation, we only get the weaker result
Finally, in Section 5, the three-dimensional setting is considered, and the scaling laws for both types of approximations are derived.
Notation and preliminary results
In this section, we set the notation and collect some results that will be used later. Throughout the text we denote by C and c constants that may vary from expression to expression. The symbols ∼, , indicate estimates that hold up to a constant. For instance, f g denotes the existence of a constant C > 0 such that f ≤ Cg. For Ω ⊂ R 2 , we denote by H 1 (Ω) its one-dimensional Hausdorff measure, and by |Ω| its two-dimensional Lebesgue measure. When it exists, we will denote by ν its inward normal. Given two sets A, B ⊂ R 2 , we define their Hausdorff distance as d H (A, B) := inf{r > 0 : A ⊂ N (B, r) and B ⊂ N (A, r)}, where N (A, r) := {x ∈ R 2 : d(x, A) < r}, and d(x, A) denotes the distance from x to A. Given a vector x := (x, y) ∈ R 2 , we denote by |x| := x 2 + y 2 1/2 its Euclidean norm. We will use the following rescaling property for functions on rectangles.
As a consequence, for every λ > 0, there exists C(λ) > 0 such that
The following lemma describes the behavior of the elastic energy for small thickness of the film. It can be seen as a simple special case of a dimension reduction argument (see [24, 2] ). Its proof can be found in [18] .
Lemma 2.2. There holds
Remark 2.3. The analogous statements hold for typical elastic energy functionals for defor- [18] ). This allows to carry over the qualitative results to the linear elasticity setting.
Small slope approximation
In this section we consider the small slope approximation √ 1 + h ′2 − 1 ∼ h ′2 and study the functional
By rescaling, we can eliminate one of the two parameters d or e 0 .
In particular, if V := e 4 0 d and
then the previous lemma with λ = 1 e 2 0 yields (after dividing u by e 0 )
In this section we study the problem (3.2). We first prove the scaling law of the optimal energy. It is shown that there exists a critical volume V > 0 such that for volumes 0 < V < V , we have F s (V ) = V , which leads to the non-existence of minimizers. We also prove that for V > V , we have F s (V ) < V and there exists a compact connected smooth minimizer of (3.2), which has zero contact angle with the substrate. Moreover, we provide estimates on the size of the support of this island together with the estimates on its maximal height. We finally investigate the large volume limit and prove that, when suitably rescaled, the minimizers converge to a parabola and that away from a boundary layer this convergence is exponentially fast in the (strong) L 2 -topology.
First properties of the minimization problem
For every V > 0 and every admissible pair of functions (u, h), we set
When it is clear from the context, we will often drop the explicit dependence on (u, h). As a simple consequence of Lemma 3.1, we have the following important property of F s .
Proposition 3.2. F s is a concave function and is thus locally Lipschitz continuous.
Proof. Let V > 0 be fixed. Then for every V 0 > 0 and for every competitor (u, h) admissible
and since for every such V 0 , u, h, the function V →
S V (h) is concave, F s is the infimum of concave functions and therefore also concave.
The scaling behavior from Lemma 3.1 is typical for various discrete and continuous models for epitaxial growth, and thus, similar properties hold for a large class of models (see also [12, 31] ). Using the same rescaling we obtain the following result. 
Proof. Let V > 0 and assume that {h > 0} has two separated components of volume V 1 > 0 and V 2 = V − V 1 > 0. Then let E V 1 + S V 1 be the energy of the component of volume V 1 and E V 2 + S V 2 be the energy of the component of volume
be the energies of the sets of volume λ obtained by the rescaling each of the components (see Lemma 3.1) . Consider now the function h(λ) := f (λ) + g(V − λ). Since S V 1 > 0 and S V 2 > 0, the function h is strictly concave, and so it attains its minimum only at either 0 or V .
, and we see that it is always energetically more favorable to have only one connected component. This concludes the proof of the proposition.
Using a different rescaling we obtain the following:
Proof. For any admissible pair (u, h) and every λ > 0, consider the anisotropic rescaling
and
Minimizing in λ gives the claim.
Following [3, 10, 18] , we prove the lower semicontinuity of the energy and density of Lipschitz configurations.
Proposition 3.5. For every sequence (h n , u n ) satisfying´R h n dx = V , u n (x, 0) = x and sup n E V (u n , h n ) + S V (h n ) ≤ C, there exists (u, h) such that up to a subsequence, h n converges to h in L ∞ loc (R), u n converges weakly in H 1 loc (Ω h ) to u, u(x, 0) = x, and
, we get that (up to a subsequence), h n converges in L ∞ loc (R) to some (continuous) function h. This implies the local Hausdorff convergence of R 2 \Ω hn to R 2 \Ω h , from which as in [3, 10] we infer the existence of a function u with u(x, 0) = x such that u n converges weakly in H 1 loc (Ω h ) and as in [3, 10] we obtain the lower semicontinuity
It is readily seen that we can approximate h from below by compactly supported height profiles so that we will assume from now on that h itself is compactly supported. It is enough to approximate h by a sequence of Lipschitz functions h n with 0 ≤ h n ≤ h and S V (h n ) ≤ S V (h). We refer the reader to [3, 10, 18] , for the treatment of the volume constraint. Following [3] , for n ∈ N and x ∈ R, we define h n (x) := inf
to be the Yosida transform of h. It is an n−Lipschitz function which satisfies 0 ≤ h n ≤ h. As proven in [3] , Ω hn converges to Ω h in the Hausdorff topology. Since h n and h are continuous functions, the set {h n < h} is open and thus made of a countable union of disjoint intervals
On each of these intervals (see [3] ),
We now prove an interpolation inequality which will be useful later. Proposition 3.6. For every function h, the following inequality holds:
Proof. It suffices to prove the inequality for nonnegative functions. By scaling, it is also equivalent to minimize´R h ′2 dx assuming sup h = h(0) = 1 and´R h dx = 1. By symmetrization, we can further restrict ourselves to functions h which are even and non-increasing on [0, +∞). Let
where x 0 > 0 is chosen so that the volume constraint is satisfied, i.e., x 0 = 3/2. Let us prove that g is the minimizer. Let h be another even function with sup h = h(0) = 1 and´R h dx = 1 and let us prove that´+
g ′2 dx (by symmetry this shows the minimality of g). Indeed, there holds:
Using that´x 0 0 g ′2 dx = 8/9, we obtain (3.4).
Remark 3.7. In terms of the energy, (3.4) can be rephrased as
Scaling law
In this section, we prove the following scaling law for the energy.
Proposition 3.8. There exists a positive constant c 0 such that for every V > 0,
Moreover, if V is large enough, and (u, h) is admissible for F s (V ) and
Proof. The upper bound can be obtained by considering either a very thin layer with u(x, y) := x, which yields F s (V ) ≤ V , or by taking an isosceles triangle with a base of size V 2/5 and height 2V 3/5 , and choosing u to be the restriction to Ω h of
For the lower bound, thanks to Proposition 3.5, we can assume that h is a Lipschitz function with´R h dx = V and {h > 0} compact and connected. Let then u ∈ H 1 (Ω h ) be the minimizer of the Dirichlet energy with u(x, 0) = x. Let x 1 ∈ R be such that h(x 1 ) > 0, and let t 1 > 0 be the maximal t > 0 such that the square [
Observe that the maximality of t 1 implies the existence of a point
0 |∇u| 2 dx, and S 1 :=ˆx
We want to show that
, we have
where the last inequality follows from Young's inequality. We have thus shown that the energy in [x 1 , x 1 +t 1 ] is bounded from below by c 0 min{V 1 , V 4/5 1 }. We define iteratively x 2 := x 1 + t 1 , x i+1 := x 1 + i k=1 t k , and repeat the process in each interval [x i , x i + t i ], and similarly in the opposite direction (i.e., going to the left) starting at x 1 . Since h is Lipschitz we cover with this procedure the whole set {h > 0}, and the lower bound follows.
It remains to show that if (u, h) has low enough energy, then max h ≥ CV 3/5 for V large enough. Having t i and V i constructed in the previous part of the proof, let us assume that V 1 is the largest among all {V i }. Then we have
Remark 3.9. Using the scaling law (see Proposition 3.8) and (3.4), we find that max h V 3/5 , and so the previous proposition implies that max h ∼ V 3/5 (for sufficiently large V ). Using this we see that the size of the support of h is at least of order max{1, V 2/5 }.
In terms of the original parameters e 0 and d, the scaling law reads as follows. 
Existence and non-existence of minimizers
Let us start by studying the non-existence part, i.e., the wetting regime. For this, we want to prove that for a non-trivial range of volumes the infimum of the energy F s (V ) is equal to V . Proposition 3.12. There exists V > 0 such that for every 0 < V ≤ V we have F s (V ) = V . As a consequence, there exists no minimizer of (3.2) for 0 < V < V .
Proof. Let us consider an admissible pair (u, h) with h Lipschitz continuous and u the minimizer of the Dirichlet energy. Testing the Laplace equation with u(x, y) − x, we obtain
The boundary integral vanishes, because
and integration by parts yieldŝ
Here we used that ν =
∂ y u dy, and we deducê
For the first integral on the right-hand side, integration by parts implieŝ
and so altogether,ˆΩ
We add S V =´R h ′2 dx to both sides of the equation to obtain
To show that the energy of (u, h) is not smaller than V , it is enough to show that
We use Lemma 3.4 and Hölder's inequality to shoŵ
which by density of Lipschitz configurations implies that E V (u, h) + S V (h) ≥ V for any admissible (u, h) which satisfies sup h ≤ 4/3. Note that by (3.4), sup h ≤ 9 16
Hence, the infimum of the energy is exactly V for 0 < V ≤
, and so there exists a
To show non-existence of a minimizer, let us argue by contradiction and assume that there exists a minimizer (u, h) for some V , 0 < V < V . Choose V 0 , V < V 0 ≤ V . Then by rescaling of (u, h) and using that S V (h) > 0 we obtain a contradiction:
We now consider the regime {V > V } and aim at proving that minimizers exist. For that, we need some auxiliary properties. By (3.3) and F s (V ) ≤ V , we see that F s (V ) = β(V )V , where β(V ) ≤ 1 is a non-increasing function of V. Using that F s (V ) = V for some V ∈ (0, V ], we can say more about β: Lemma 3.13. The function β is strictly decreasing in the region {F s (V ) < V } = {β < 1}.
Proof. We assume the contrary, i.e.,
We use the concavity of F s , F s (0) = 0, and the previous assumption, to get for every V ∈ (0, V )
The second relation simplifies to F s (V ) ≤ β 0 V , which together with the first relation implies F s (V ) = β 0 V . This is a contradiction, since β 0 < 1 and by assumption F s (V ) = V .
The essential step to prove existence of minimizers is to derive compactness of minimizing sequences. It is based on the following auxiliary lemma:
Lemma 3.14. Let V > V and δ > 0. Then there exist a length l = l(V, δ) > 0 and
2) with volume V and is such that ε :
Proof. Let Λ and α be positive numbers, which satisfy V /(3αΛ) = n ∈ N and which will be fixed later. We define l := α −1 V , and consider an interval [x 0 , x 1 ] of length l. Since α −1 V = 3Λn for some integer n, we can write [x 0 , x 1 ] as a union of 3n disjoint intervals I k of length Λ. Sincé
, there are at most n intervals which satisfy´I
Since we also have 3αΛ ≥´I h dx ≥ Λ inf I h, we get that
We can thus make two cuts in the interval I so that h is separated in two pieces of respective volume V 0 and V 1 , with
We also observe that this cutting increases the surface energy by at most S cut
Since F s (V ) = β(V )V with β < 1 and β is non-increasing, we have
Since V > V , the strict monotonicity of β implies β(V /2) − β(V ) > 0, and so
Now we choose α, Λ such that both V /(3αΛ) ∈ N and the right-hand side of (3.9) is smaller than δ (for this we need ε small enough). To conclude we observe that we proved that if [x 0 , x 1 ] has length l, then V 0 ≤ δ.
Proposition 3.15. For any V > V , a minimizer of (3.2) exists.
Proof. Let V be such that F s (V ) < V , and let (u n , h n ) be a minimizing sequence. First we claim that Lemma 3.14 implies tightness of (u n , h n ). Indeed, let 0 < δ < V /2 be fixed and let l = l(V, δ) be obtained from Lemma 3.14. Then for n large enough the energy of (u n , h n ) is close enough to
14 is small enough). Then we choose x n such that´x n −∞ h dx = 2δ and observe that by Lemma 3.14ˆ∞
Hence, for n large enough we have´x n −∞ h ≤ 2δ and´∞ xn+l h ≤ δ, which implies tightness of the minimizing sequence (up to translations). The existence of a minimizer then follows from the lower semicontinuity of the energy (see Proposition 3.5).
We will prove in Corollary 3.33 that also for V = V a minimizer exists.
Regularity of minimizers
Notation: In this section, for given x ∈ R (x i ∈ R, etc.), we will denote by z (z i ) a point in
In this section we prove the regularity of minimizers of (3.2). For this we follow the strategy of [10] (see also [9] ) which in turn was inspired by [5] . Let us first notice that as in [10] , the volume constraint can be relaxed. For µ > 0 and V > 0 let
Then the following proposition holds.
Proposition 3.16. There exists a positive constant C > 0 such that for µ :
Proof. To prove this proposition we closely follow the proof of [16, Theorem 2.8] . First, we observe that since V and µ are positive, the inequality
is obvious. Let us now assume that for some V > 0 we have
By rescaling we can assume that´R 
From this and from the scaling law (Proposition 3.8) we get
from which we get a contradiction by choosing C large enough.
In order to prove more properties of the minimizers, we will need to use the Euler-Lagrange equation. This requires to know some smoothness of the minimizer of (3.2).
Theorem 3.17. Every minimizer of (3.2) is analytic in {h > 0} and satisfies the zero contact angle condition.
Following [5, 10, 9] , we divide the proof of the regularity of (u, h) into several lemmas. We first prove that h is locally Lipschitz continuous. Then, in the spirit of [5] , we prove a uniform sphere condition. From this, we derive decay estimates for |∇u| which as in [10] leads to the regularity of h.
Lemma 3.18. Let the pair (u, h) be a minimizer of (3.2). Then in the set {h > 0} the height profile h is a locally Lipschitz function.
Proof. Let m > 0, and let x 0 , x 1 ∈ supp h be such that
Let us now define a competitor (ũ,h) for (u, h). In R \ [x 0 , x 3 ] we seth := h, and in [x 0 , x 3 ]:
Sinceh ≤ h, we have Ωh ⊂ Ω h and the following definition makes sensẽ
(3.10)
where the last inequality follows from δ 2 = (h(
We now estimate´Rh dx:
Finally, by (3.10) we see that´Ω h |∇u| 2 dx ≤´Ωh |∇ũ| 2 dx. Since (u, h) is a minimizer, the previous estimates and Proposition 3.16 implŷ
where µ = CV −1/5 . Hence
In the case h(x 0 ) > h(x 1 ) ≥ m we proceed analogously. Altogether we get that if both x 0 and x 1 belong to the set {x : h(x) ≥ m}, then
in particular h is locally Lipschitz in the set {h > 0}.
We now prove that the graph of h satisfies a uniform sphere condition. The proof is inspired by, but slightly different from, the proof of a similar statement in [5] (see also [10, 9] ). The main difference with the aforementioned papers is that in our setting, the surface energy is not invariant by rotation of the axis.
Lemma 3.19. Let the pair (u, h) be a minimizer of (3.2). Then there exists a radius r 0 = r 0 (V ) > 0 such that for every circle S r (x 0 ) (x 0 := (x 0 , y 0 )) and every interval (a,
, and such that the graph of h is above S r (x 0 ) in (a, b), we have that r > r 0 .
Proof. We define (h,ũ), a competitor for (u, h), bỹ
Since u =ũ in Ωh and Ωh ⊂ Ω h , we see that´Ωh |∇u| 2 dx ≤´Ω |∇ũ| 2 dx. We use this together with the fact that h =h outside of (a, b) to derivê
Using the definition ofh and Hölder's inequality, we obtain for every x ∈ (a, b):
We plug this relation into (3.13) to showˆb
and subsequentlyˆb
(3.14)
Let us now estimate´b a h −h dx using the fact that in the interval (a, b) the height function
, we get that
We conclude by combining the previous estimate with (3.14) to get r ≥ µ/12.
Arguing as in [10, 9] , we obtain the following result:
Lemma 3.20. Let the pair (u, h) be a minimizer of (3.2). Then for every point x ∈ supp h there exists a ball B r 0 (x 0 , y 0 ) ⊂ Ω h ∪ {y ≤ 0} (with r 0 defined in Lemma 3.19) such that
From this and [5, Lemma 3], we obtain:
Then there exists a neighborhood U of x 0 such that h| U is Lipschitz and admits left and right derivatives at every point of U , that are respectively left and right continuous.
The previous corollary implies that to prove that h is a C 1 function in the set {h > 0}, it suffices to consider points [10, 9] we call such points corner points). Our aim is to prove that if (u, h) is a minimizer, then there are no corner points. In order to show this, we first obtain the following estimate on |∇u| (which is also an important ingredient in the proof of [10, 9] ): Lemma 3.22. Let the pair (u, h) be a minimizer of (3.2), and let x 0 be a corner point. Then there exist α > 1 and r 1 > 0 such that´B ρ(z0)∩Ωh |∇u| 2 dx ≤Cρ α for all ρ ∈ (0, r 1 ), wherē
Proof. Since h(x 0 ) > 0, h is locally Lipschitz in the neighborhood of x 0 and we can find δ, L > 0 such that
Since by assumption, x 0 is a corner point, we can choose r 1 , 0 < r 1 < min(δ, h(x 0 )), small enough such that for every ρ ∈ (0, r 1 ) both the graph of h| (x 0 ,+∞) and of h| (−∞,x 0 ) intersect S ρ (z 0 ) exactly once. For ρ ∈ (0, r 1 ), let us denote the arc, which connects two intersections of the graph of h with S ρ (z 0 ), and which belongs to Ω h (i.e., the bottom arc), by A ρ . By virtue of (3.15) this arc has length at most
For any a ∈ R and any ρ ∈ (0, r 1 ), since
Then Poincaré's inequality with the optimal constant implieŝ
whereū denotes the average of u in A ρ and ∂ τ u denotes the derivative of u in the tangential direction. Hence, applying Hölder's and Young's inequality to (3.17) we obtain
We let F (ρ) :=´B ρ(z0)∩Ωh |∇u| 2 dx and observe that the last estimate can be rewritten as
. By integrating this inequality, we obtain for any ρ ∈ (0, r 1 ),
Following [10, Th. 3.13], we can now prove that in the set {h > 0} there are no corner points, and so h ∈ C 1 ({h > 0}):
Lemma 3.23. Let the pair (u, h) be a minimizer of (3.2). Then in the set {h > 0} the height profile h is a C 1 function.
Proof 19) and similarly for x ∈ (x 0 − r 1 , x 0 )
By Lemma 3.19, for any ρ ∈ (0, r 1 ) there exist unique points x l ∈ S ρ (z 0 ) ∩ ∂Ω h , x l < x 0 and x r ∈ S ρ (z 0 ) ∩ ∂Ω h , x r > x 0 . Using x l and x r we defineh, a competitor for h:
where a(
is an affine function which connects (x l , h(x l )) and (x r , h(x r )). Using (3.18) and the fact that ∂Ω h ∩ B ρ (z 0 ) is Lipschitz, we can extend u to Ωh (still denoted by u) such thatˆB
whereC 1 depends only onC and the Lipschitz constant of h| (x 0 −r 1 ,x 0 +r 1 ) . Since (u, h) is a minimizer of (3.2), Proposition 3.16 implieŝ
First we will estimate the left-hand side of (3.22) from below. The definition ofh implieŝ
. Then
We plug (3.24) and (3.25) into (3.23) to get
A simple algebraic manipulation shows that
and so the estimates on d l and d r (see (3.19) and (3.20) ) imply that 27) where C > 0 depends on h| (x 0 −r 1 ,x 0 +r 1 ) , but not on ρ.
Finally, we observe that |´R h − h dx| = |´x r x l h − h dx| ≤ |B ρ |, and so (3.22), (3.21), and (3.27) imply that there exists α > 1 and constants C > 0,C 1 such that for every ρ ∈ (0, r 1 ) we have Cρ ≤C 1 ρ α + µπρ 2 , which can not hold for sufficiently small ρ. We have obtained a contradiction, which concludes the proof of this lemma.
We proved that in the set {h > 0} the height profile h is a C 1 function. It then follows that in fact h is more regular. Indeed, for any x 0 such that h(x 0 ) > 0 we observe that given ε > 0 there exists r 1 > 0 such that for any ρ ∈ (0, r 1 )
Then we can repeat the proof of Lemma 3.22 while replacing (3.16) by (3.28) to show Lemma 3.24. Let the pair (u, h) be a minimizer of (3.2), and let x 0 ∈ R be such that h(x 0 ) > 0. Then for any 0 < α < 2 there exists r 1 > 0 such that for any ρ ∈ (0, r 1 )
Moreover, given α < 2, the corresponding r 1 depends (through relation (3.28)) only on the modulus of continuity of h ′ in the neighborhood of x 0 .
Similar ideas as in the proof of Lemma 3.23 then give the following result.
Proposition 3.25. Let the pair (u, h) be a minimizer of (3.2). Then for every β ∈ (0, 1/2) the height profile h| {h>0} is a C 1,β loc function.
Proof. Letx ∈ R, h(x) > 0, and α ∈ (0, 2) be fixed. Then by Lemma 3.24 and the fact that h ∈ C 1 ({h > 0}) there exist U , a neighborhood ofx, radius r 1 > 0, and a constant C 1 such that for any point x ∈ U and any ρ ∈ (0, r 1 ) we havê
Moreover, we can assume that h ′ is bounded in U . Let x 0 ∈ U be fixed. Using standard extension argument and estimate (3.29) we can extend u into B ρ (z 0 ) \ Ω h (the extension still denoted by u) such that´B ρ(z0 ) |∇u| 2 dx ≤C 1 ρ α , wherē C 1 is independent of ρ and choice of x 0 .
Now let x 1 > x 0 such that |z 0 − z 1 | < r 1 . We set ρ := |z 0 − z 1 | and defineh bỹ
is an affine function connecting z 0 and z 1 . We observe that Ωh ⊂ Ω h ∪ B ρ (z 0 ), and so (h, u| Ω h ∪Bρ ) is a well defined competitor for (u, h). Since (u, h) is a minimizer of (3.2), Proposition 3.16 implieŝ
Since h ′ is bounded in U , we have that x 1 − x 0 ≥ C −1 ρ, where C does not depend on ρ or x 1 . Then
and so
Similar relation as (3.30) holds also for the choice x 1 < x 0 , and we can use [1, Th. 7 .51] to conclude that h ∈ C 1,(α−1)/2 (U ).
We showed that h ∈ C 1,β loc ({h > 0}) for any β ∈ (0, 1/2), and so (u, h) satisfies all the assumptions of the following theorem [1, Th.7.49]:
If S ⊂ ∂Ω is a C 1,β curve relatively open in ∂Ω, β < 1, then ∇u has a C 0,β extension up to S.
We apply this theorem to show that for every s > 0, |∇u| is C 0,β in the neighborhood of ∂Ω h ∩ {y > s}. As a consequence we obtain the following: Proposition 3.27. A minimizer (u, h) of (3.2) satisfies the following Euler-Lagrange equation
where λ is a constant (the Lagrange multiplier associated with the volume constraint).
Having (3.31), a simple bootstrap argument implies that in fact h ∈ C ∞ ({h > 0}) and u ∈ C ∞ (Ω h ) (see [10] for more details). If κ denotes the mean curvature of ∂Ω h , observing that (3.31) can be rewritten as
we see that [23, Th. 3.1] implies that h is analytic in {h > 0}. To prove Theorem 3.17 it remains to show that h satisfies the zero contact angle condition. To do so we first derive a lemma analogous to Lemma 3.22 which applies to the points of contact with the substrate:
Lemma 3.28. Let the pair (u, h) be a minimizer of (3.2), and let x 0 ∈ supp h be such that h(x 0 ) = 0. Then x 0 ∈ ∂ supp h and there exist r 0 > 0 andC such that for every ρ ∈ (0, r 0 )
Proof. To show that x 0 ∈ ∂ supp h, it is enough to observe that by Proposition 3.3 if (u, h) is a minimizer, then h vanishes either in (−∞, x 0 ) or in (x 0 , ∞).
Let us now assume that h vanishes in (−∞, x 0 ), the other case being symmetric. Then by Lemma 3.20 and [5, Lemma 3] there exists radius r 0 > 0 such that h| (x 0 −r 0 ,x 0 +r 0 ) has left and right derivatives at every point, that are respectively left and right continuous (but could possibly attain infinite values). Moreover, we can assume (by possibly diminishing r 0 > 0) that for every ρ ∈ (0, r 0 ), the graph of h intersects S ρ ((x 0 , 0)) in exactly two points (x 0 − ρ, 0) and (x r , h(x r )).
Let us fix ρ ∈ (0, r 0 ) and the corresponding x r . Since u minimizes the Dirichlet integral while requiring u(x, 0) = x, we get that
Let δ := 1/5. Using Hölder's and Young's inequality the previous relation giveŝ
We estimate the second integral on the right-hand side using Wirtinger's inequality, which states that if f (0) = 0, thenˆl
More precisely, we use Wirtinger's inequality for u(x, y) − x on S ρ (z 0 ) ∩ Ω h (observe that u(x, 0) − x = 0 if x = 0) together with Young's inequality to get
where τ denotes the tangent vector to S ρ , and we used that |∂ τ x| ≤ 1. Hence, using Young's inequality again and |S ρ (z 0 ) ∩ Ω h | ≤ ρπ/2, it follows from (3.33):
Since δ = 1/5, one has (1 − δ)/(1 + δ) = 2/3, and sô
If we denote G(ρ) :=´B ρ(z0 )∩Ω h |∇u| 2 dx + 2C 1 ρ 2 , then the last relation is equivalent to
To conclude we observe that we can integrate the previous relation (the same way as we did in the end of the proof of Lemma 3.22) to obtain (3.32).
Following the proof of Lemma 3.23, while using the previous lemma, we obtain Lemma 3.29. Let x 0 ∈ supp h be such that h(x 0 ) = 0. Then h ′ (x 0 ) = 0, and so h ∈ C 1 (R).
More qualitative results
It has been observed for various variational models for epitaxial growth that minimizers are often not unique. For instance, for a model for periodic island formation, there is a regime of volumes and periods in which the flat configuration is not the only minimizing configuration (see [14, Theorem 2.13]). We do not obtain uniqueness here, but part of the following result is the weaker statement that for almost every V , any two minimizers have the same surface and the same elastic energy. For a similar result for facetted islands see [12] .
Proposition 3.30. F s is Lipschitz continuous with Lipschitz constant less than
At such points of differentiability, if (u, h) and (ũ,h) are two different minimizers of (3.2),
Finally, there holds,
Proof. We already know from Proposition 3.2 that F s is locally Lipschitz continuous. The estimate on the Lipschitz constant can be obtained by two different ways. The first approach is to use Proposition 3.16, and test for two volumes V and W the minimization problem F µ s with the minimizers for each of these volumes. Another approach is to compute the derivative of F s directly. For this, we see that for ε > 0, using the rescaling argument (see Lemma 2.1), where E V and S V are the elastic and surface energy of the minimizer, respectively. If F s is differentiable at V , this implies
. Similarly, by rescaling from V to V − ε, we find that
and thus
Moreover, this also implies that two minimizers for volume V have the same elastic and the same surface energy. The same rescaling argument also gives the bound
It remains to show that
(where λ V is the Lagrange multiplier), which holds for any V > V . We test the Laplace equation for u with the function y∂ y u to find
Using integration by parts we obtain
which together with the previous relation implŷ
Using the Euler-Lagrange equation, the right-hand side can be written as −2´R h ′2 dx+λ´R h dx, which impliesˆΩ
From this and Lemma 3.4, we finally obtain (3.34). From (3.34) we get that if F is differentiable, then
We can now use this information to study the compactness properties of minimizers.
Proposition 3.31. Let V > V . Then for every minimizer (u, h) of (3.2), the height function h has bounded support, and
Proof. Let us first prove that any minimizer of (3.2) is compactly supported. For the sake of contradiction, assume it is not. Sincê
for any ε > 0 and K > 0 there exist x 1 < x 2 such that x 2 − x 1 ≥ K and
we find
We use the Euler-Lagrange equation to replace the first integral on the right-hand side in the previous relation, and get
Finally, since u(x, h(x)) = x +´h (x) 0 ∂ y u(x, y)dy, we have
Since λ < 1 and x 2 − x 1 ≥ K, we get a contradiction for K large enough. We thus see that the support of h must be bounded. Let us now prove the estimate on the size of the support of h. For this, take x 1 < x 2 on the boundary of the support. From the zero contact angle condition (see Lemma 3.29) we get h ′ (x i ) = 0. Since u(x i , h(x i )) = x i , inequality (3.36) implies x 2 − x 1 ≤ λ(x 2 − x 1 + S V ), from which we get
Remark 3.32. The obtained bound on the size of support of h is slightly suboptimal since we expect that
Using the previous proposition, we can prove existence of a minimizer at the critical volume.
Corollary 3.33. There exists a minimizer of (3.2) for V = V .
Proof. The existence of a minimizer will follow from a general estimate on λ V . From (3.34) we know that for V > V we have V > F s (V ) = λ V V + S V /2, from where we get
To show that λ V stays away from 1 as V → V , it is enough to show that S V /V does not go to zero as V → V . Let us fix V > V . Then from (3.5) and (3.6) we get that sup h > We thus get
for any V > V . We know from the previous proposition that the size of the support of a minimizer h (for any V > V ) is bounded by
Hence, the limit of minimizers as V → V exists. This limit is a minimizer of F s (V ) (as a consequence for example of a simple Γ−limit type argument which can be proven along the lines of Proposition 3.5).
Asymptotic analysis
For every V > V and every admissible pair (u, h) for F s (V ) with u the minimizer of the Dirichlet energy, we define an (anisotropically) rescaled height profile h(x) := V −3/5 h(V 2/5 x) and a rescaled energy
Observe that the rescaled h satisfies´R h dx = 1.
Theorem 3.34. For every sequence V n → +∞ and every minimizer (h Vn , u Vn ) of (3.2), the corresponding h Vn (possibly translated) converge, up to a subsequence, in L ∞ (R) to some function h, which minimizes the functional
under the constraint´R h dx = 1.
Proof. We start by noticing that Proposition 3.8 and (3.4) give
This together with S V V 4/5 implies β ′ (V ) ≤ −CV −6/5 , and so
) and by the scaling law (see Proposition 3.8)
Let us prove that (after possible translation) the sequenceh Vn is tight. For this we follow the same argument as in the proof of Lemma 3.14. Since´R h Vn dx = 1 and´R h ′2
Vn dx ≤ C (independently of V n ), for every ε > 0 there exists l = l(ε) such that in every interval of length at least l we can cut the profileh V in two parts of volume α 1 and α 2 , respectively, with 1 − (α 1 + α 2 ) ≤ ε. Moreover, we can assume that the cost (surface energy) of the cut is bounded by a multiple of ε. Then we get
where we used that β is non-increasing and α 1 < 1/2. Using that V
1/5
n β(V n ) ≤ C and (3.38) we find α 1 ≤ Cε, which by the same argument as in the proof Proposition 3.15 implies tightness of (possibly shifted) h Vn . As a consequence of tightness we get L 1 (R) convergence of (possibly a subsequence of)h Vn to h. Using the compact embedding (on bounded domains) of H 1 into L ∞ we get locally uniform convergence of h Vn to h. Moreover, tightness of the sequence h Vn implies that outside of a compact set we can use half-line version of (3.4) to show that h Vn is uniformly small there. These two facts together give us uniform convergence. Let us now show that lim
Since the surface energy is lower semicontinuous, to prove the previous relation it is enough to prove the inequality for the elastic part of the energy. For every ε > 0 and for V n large enough we can assume that {h > ε} ⊂ {h Vn > ε/2}, and sô |∇û Vn | 2 dx.
Since for any interval
we obtain lim
By letting ε → 0 we obtain the desired lower bound.
For any other admissible function g, we can construct a sequence g Vn converging to g such that
By a classical argument of Γ−convergence [4] , we deduce that h is a minimizer of G.
Remark 3.35. Notice that
where the intervals (a i , b i ) are the connected components of {h > 0}, and C W is a constant defined by
Let us now study the limiting problem:
Proposition 3.36. The minimization problem (3.37) admits (up to translations) a unique minimizer h, which has the following form
where ℓ := i . We sum this inequality for i ≥ n and apply Hölder's inequality to get
Since i∈N C W ℓ 2 i + S i = G(h) ≤ C, we get that nℓ 2 n ≤ C, i.e., ℓ n ≤ Cn −1/2 . Hence we get that i≥n V i ≤ Cn −1/2 , which shows tightness of a minimizing sequence.
Let now h be a minimizer. Then in each of its connected component
This expression is minimized (under the constraint of volume
with the constraint V i = 1. Thus, as expected, this energy is minimized by a single island.
Remark 3.37. By the uniqueness of the minimizer of G, we see that the whole sequence h V (possibly translated) converges in L ∞ toh.
To prove the exponential convergence, we will need the following quantitative inequality, which can be considered as a very simple quantitative isoperimetric inequality [13, 6] . 
Proof. Let L, V, and h min be as in the statement. Then for every competitor h we write h = (h−h min )+h min , and so´L
and so by integration we obtain (3.40):
We now prove the exponential convergence of h V to a truncated parabola. To state our result, we will need the following notation. Let V > V and h V , a minimizer of G V , be fixed. Then for s > 0, we let I s be the largest connected component of { h V > s} andh s be the minimizer of´ Is h ′2 dx with the constraint´ Is h dx =´ Is h V dx and h = h V on the boundary of I s . Proposition 3.39. Let ε > 0. Then there exist constants C 0 = C 0 (ε) and C 1 = C 1 (ε) such that for every V > V and for every minimizer
Proof. Let ε > 0, V > V , and h V be as in the statement. If V is large enough, then
We observe that for any s ≥ ε, this implies { h V > s} ⊂ {h > ε/2}, and so
From this follows that if I s denotes the largest connected component of {h V > s}, where h V is obtained by the inverse rescaling of h V , then
Now we claim that for some t ∈ [2εV 3/5 , 3εV 3/5 ], we have
Indeed, fix s ≥ εV 3/5 . Then since u V is the minimizer of the Dirichlet energy, it satisfies the Laplace equation with Neumann boundary conditions at the upper part of the boundary. Denoting byū V the average value of u V on I s × {s}, Ω s V := Ω h V ∩ (I s × [s, +∞)), and using Hölder's and Poincaré's inequality, we get
In particular, the previous relation with s = 2εV 3/5 implieŝ
and so there exists t ∈ [2εV 3/5 , 3εV 3/5 ] such that
Finally, we use Wirtinger's inequality
whereū V denotes the average of u V on (I t × {t}), together with
(see, e.g., [7, Eq. (9) ]), to get u V Ḣ1/2 (It×{t}) H 1 (I t ) 1/2 · u V Ḣ1 (It×{t}) and thus (3.42).
As a final step of the proof, for s ≥ 3ε we want to construct ( u, h), a competitor for ( u V , h V ). Outside of I s let h := h V , and in I s let h :=h s . Take then u to be equal to u V outside of Ω t V and to the restriction of a minimizer of
elsewhere. By minimality of ( h V , u V ) we infer that
Using Proposition 3.38 we conclude the proof.
The large slope approximation
If at large volume, a compact island forms, then |h ′ | is expected to be large on its support. In this case, the small slope approximation 1 + |h ′ | 2 − 1∼h ′2 from Section 3 might not be appropriate, and we rather work with the large slope approximation
i.e., we consider
Note that this approximation comes along with a loss of regularity of Ω h since for low-energy configurations, h is no longer bounded in H 1 (R) but only in BV (R). Hence, we consider the relaxation of the energy as determined in the case of compact support in [10] . We follow the notation of [10, 3, 18] . If h : R → [0, +∞) is lower semicontinuous, then we denote the pointwise variation of h bŷ
If Var h is finite then h is said to be of bounded pointwise variation (see [1] ). For a function h of bounded pointwise variation, set
where h (x ± ) := lim z→x ± h (z). We denote by Γ cuts the at most countable collection of vertical cuts,
where S (h) := {x : h (x) < h − (x)}. For h lower semicontinuous and of bounded pointwise variation we set
Note that H 1 (Γ cuts ) = 0 for locally Lipschitz functions h. If for a sequence of bounded energy we restrict ourselves to a compact set, we are in the situation of [10, 18] , and we obtain a local compactness result by [10, Lemma 2.1, Proposition 2.2, and Theorem 2.8]. The result becomes a global result, if we have strong L 1 -convergence of {h n }, which, in turn, follows from tightness.
It holds that´R h dx ≤ V . Further, R 2 \ Ω hn → R 2 \ Ω h in the local Hausdorff topology, and u n ⇀ u in H 1 loc (Ω h ). If {h n } is tight, then the convergences hold globally,´R h dx = V , and lim
Conversely, if h is a lower semicontinuous, nonnegative function of bounded pointwise variation, with´R h dx = V , then there exists a sequence of compactly supported Lipschitz functions h n with´R h n (x) dx = V , and
Basic properties
Note that the rescaling property for the small slope approximation from Lemma 3.1 carries over to the case of the large slope approximation (4.1). Precisely, for a lower semicontinuous function h ∈ L 1 (R), u ∈ H 1 (Ω h ) and λ > 0, consider the rescaled quantities h λ ∈ L 1 (R) and u λ ∈ H 1 (Ω h ) given by h λ (x) := 1 λ h(λx) and u λ (x, y) := 1 λ u(λx, λy). Then´R h dx = λ 2´R h λ (x) dx, and
Further, we again have F ℓ (V ) ≤ V by considering a sequence h n (x) = V n χ (0,n) and u n (x, y) = x in Ω hn . We thus introduce the notation F ℓ (V ) =: β ℓ (V )V , and note that also β ℓ (V ) ≤ 1. Hence, some results from the previous sections carry over essentially verbatim to the large slope approximation. We collect some properties in the following proposition. 
Minimizers for a fixed volume have the same surface and the same elastic energy. Further,
(ii) For every V > 0,
(iii) For every V > 0,
(iv) We have Then
and minimization in λ yields the claim.
Scaling law
The scaling law for F ℓ can be derived arguing along the lines of the proof of Proposition 3.8.
Proposition 4.3.
There is a constant c 0 > 0 such that for all V > 0, we have
Further, there is a constant c > 0 with the following property: If V is large enough, and (u, h) is admissible for (4.2) with F (u, h) ≤
Proof. We prove the upper bound first. If V ≤ 1, for ℓ > 0 we set h := V ℓ −1 χ [0,ℓ] and u(x, y) := x for all (x, y) ∈ Ω h . Then
Since ℓ > 0 can be chosen arbitrary large, we have that
, and let u be a minimizer of the Dirichlet
The lower bound together with the estimate on sup h can be obtained by repeating the proof of Proposition 3.8 replacing the estimate S 1
. . Over the last years, much work has been devoted to the analysis of island formation in a compact setting (see [10, 14, 18] ). Precisely, assuming that h :
In this case, the surface energy is always bounded below by min{d, d 2 } since by the compact support there is a point x * ∈ (0, 1) with h(x * ) ≥ d, and thuŝ
Consequently, for compact support, the scaling law is the following. 0 , and let u be a minimizer of the Dirichlet integral in Ω h subject to the boundary condition u(x, 0) = e 0 x. Then, since |h ′ | is large on its support,
The lower bound follows from (4.4) and a proof similar to that of Proposition 3.8 since in case V 1 > 2t 2 1 , the slope used to estimate the surface energy in large.
The scaling law (4.5) resembles essentially results from [18] , where a model without normalization of the surface energy has been considered, i.e.,
There the scaling law turns out to be
We note that the proof uses essentially the large slope approximation √ 1 + h ′2 ≥ max{1, |h ′ |}, and small slopes (which are likely only for small volumes) are not seen by the first order behavior.
Existence of minimizers
In case of the small slope approximation, non-existence of minimizers follows from the fact that there is a regime of volumes for which F s (V ) = V (see Proposition 3.12). In case of the large slope approximation, we can prove only a weaker statement in this direction.
Proposition 4.7. For every δ > 0 there is V (δ) > 0 such that for every 0 < V < V ,
In particular,
Proof. First, the upper bound F ℓ (V ) ≤ V is showed in the proof of Proposition 4.3. To prove the rest of the proposition we refine the argument used in the lower bound for the minimal energy. Let h be any locally Lipschitz function with´R h dx = V and 0 < δ < 1 be fixed. Let λ > 0 be a parameter which will be chosen below. Pick x 1 ∈ R and define t 1 := max{t > 0 :
Let us first prove that there exists V (δ) such that if V 1 < V , then
To prove it we assume the contrary, i.e.,´x
|∇u| 2 dx dy +´x
1 . Next, by Lemma 2.3 there exists ψ = ψ(λ) such that
and ψ → 1 as λ → 0. In particular, we can choose λ = λ(δ) > 0 small enough such that ψ(λ) > 1 − δ. Since we assumed contrary to (4.6), relation (4.7) implies ψλt 2 1 < (1 − δ)V 1 . We combine this with the previously shown inequality V 1 (1 − 1(1 − δ)t 1 ) < λt 2 1 to obtain If we choose V as above, we can continue the same way as in the proof of Proposition 3.8 and use that V i ≤ V < V to get
This slightly weaker statement still allows us to derive an analogue to Lemma 3.13. We define β ℓ by F ℓ (V ) =: β ℓ (V )V . Note that again β ℓ (V ) < 1 for large V . Proof. Assume for a contradiction that there are V 0 < V 1 such that F ℓ (V ) = β 0 V < V for all V ∈ [V 0 , V 1 ] with some 0 < β 0 < 1. By Proposition 4.7, there existsṼ > 0 such that F ℓ (V ) ≥ 1 2 (1 + β 0 )V for all V <Ṽ . As in the proof of Lemma 3.13, concavity of F ℓ and F ℓ (0) = 0 imply that F ℓ (V ) = β 0 V for V ∈ (0,Ṽ ), which yields a contradiction.
Proceeding along the lines of Section 3, we show tightness of minimizing sequences for V ∈ {β ℓ < 1}. 
, and x 0 < x 1 with x 1 − x 0 = ℓ, then either
Proof. We proceed along the lines of the proof of Lemma 3.14. Let Λ, α > 0 to be fixed later be such that V /(3αΛ) = n ∈ N. Define ℓ := α −1 V , and consider an interval [x 0 , x 1 ] of length ℓ, and write it as a disjoint union of 3n intervals of length Λ. As in the proof of Lemma 3.14, taking into account the different surface energy term, there is an interval I such that
Since also 3αΛ ≥´I h dx ≥ Λ inf I h, we have
We make two cuts in I such that the profile is separated into two pieces of volumes V 0 < V 1 , with V = V 0 + V 1 + V lo , with V lo ≤ Λ(3αΛ + 3α), such that the surface energy is increased by at most S cut ≤ 2 sup I h ≤ 6α(Λ + 1). Then as in (3.9), V 0 (β ℓ (V /2) − β(V )) ≤ ε + V lo + S cut , and thus,
The proof is concluded as in Lemma 3.14.
As worked out in Proposition 3.15, Lemma 4.9 implies tightness (up to translations) of minimizing sequences. Using lower semicontinuity of the energy we obtain existence of minimizers: Proposition 4.10. Let V be such that F ℓ (V ) < V . Then there exists a minimizer (u,h) of E V (u, h) + S V (h).
Asymptotic behaviour
We proceed along the lines of Section 3.6. According to the slightly different scaling law (see Proposition 4.3), we define for admissible h with´R h dx = V the rescaled quantities byh(x) := V −2/3 h(V 1/3 x), and
Note that´Rh dx = 1.
Theorem 4.11. For every sequence V n → ∞, let (u Vn , h Vn ) be a sequence of minimizers. Then there exists a subsequence such that the rescaled profile functionsh Vn converge to h in L 1 (R), which minimizes to Ω h , we have convergence of the "boundary layers" {h Vn > 0 and h > 0} × [0, ∞) to
nûV n , there is a subsequence such thatû Vn ⇀û locally weakly in
The lower bound follows, and we conclude by Γ-convergence, as in the proof of Theorem 3.34.
Remark 4.12. We note that
where the intervals (a i , b i ) are the connected components of {h > 0}, and C W is as in (3.39).
We next study the minimizer of the limiting functional. 
, and a i < b i < a i+1 since the rectangle minimizes´|h ′ | among profiles with given volume. We set ℓ i := b i − a i . Then by Remark 4.12, the energy is given by
Assume that there are two connected components, say, of lengths
h 2 ], we consider the volume-preserving variation of h changing h 1 and h 2 to h 1 + η and
, respectively. The minimality condition then gives ℓ 1 = ℓ 2 , from which we deduce that ℓ i = ℓ ≡ const for every i = 1, . . . , N . The minimization problem then reduces to minimizing C W N ℓ 2 + 2 ℓ subject to N ∈ N, which yields N = 1 and ℓ = 2 1/3 C
To prove the exponential convergence, we have an analogue to Proposition 3.38.
Proof. By rescaling, it suffices to consider L = 1 and V = 1, i.e., h min = χ [0,1] and´R |h ′ min | = 2. By density, we may assume that h ∈ W 1,∞ (R). Let the function h(x) − 1 attain its non-negative maximum at x ∈ [0, 1]. We have´1 0 |h ′ | ≥ 2h(x), and thus,
where we used´1 0 h dx = 1 to show that 2´1 0 (h − 1) + dx =´1 0 |h − 1| dx.
Finally, we prove exponential convergence of a sequence of minimizing profiles of G V to the rectangle, which minimizes the limit functional (see Proposition 4.13). We denote by I s the largest connected component of {h V > s}, and byĨ s the rescaled one. Given a functionh, we denote byh s the function that agrees withh outside I s , has the same volume ash, and is such that the surface energy term is minimized.
Proposition 4.15. For every ε > 0 there exist constants C 0 and C 1 such that for every V > V , and for every minimizerh V of G V , for all s ≥ ε,
Proof. Let ε > 0. Since (after possible translations) R 2 \Ωh V converges in Hausdorff topology to R 2 \Ω h and since h is a characteristic function,
Hence, by rescaling, we obtain that for s ≥ εV 2/3 , the largest connected component I s of {h V > s} satisfies
By density, possibly slightly changing ε, we may instead of minimizers consider Lipschitz func-
Similarly to the derivation of (3.42) we then obtain that there is some t ∈ [2εV 2/3 , 3εV 2/3 ] with
Indeed, sinceH V is Lipschitz, and u V is a minimizer of the Dirichlet energy, we have as in the proof of Proposition 3.39,
. In particular,
and it follows by Wirtinger's inequality that there is some t ∈ [2εV 2/3 , 3εV 2/3 ] such that (4.12) holds. Now we choose as a competitor the function h t , which by definition agrees withH outside of I t , and the corresponding optimal deformation u with boundary data u(x·, t) = u V (x, t) for all x ∈ I t . Using the almost optimality, we conclude as in Proposition 3.39, using Lemma 4.14. Note that the factor V 2/3 cancels with the rescaling factor of the elastic energy.
The scaling law in three space dimensions
In this section we will identify the scaling law for the energy in the three-dimensional (2 + 1) setting. More precisely, we consider a 3D analog of (3.2): given V ∈ (0, ∞), we define It remains to prove the lower bound. First we describe the notation. For (x 0 , y 0 ) ∈ R 2 and l > 0 we define the square S l (x 0 , y 0 ) := [x 0 , x 0 + l) × [y 0 , y 0 + l). Let Φ be a function, which for a given square S l (x 0 , y 0 ) counts on what portion of slices the function h is larger than l: Φ(S l (x 0 , y 0 )) := |{x ∈ [x 0 , x 0 + l) : h(x, y) ≥ l for all y ∈ [y 0 , y 0 + l)}| /l.
We observe that this definition makes sense since h ∈ H 1 (R 2 ), and so there exists a representative which is defined everywhere on a.e. slice. Let ε > 0 be such that´{ h≥ε} h dx ≥ V /2. Given ε, we assume that the following Calderón-Zygmund type lemma holds: Lemma 5.2. There exists a collection of disjoint squares {S ln (x n , y n )} such that their union covers the set {h ≥ ε}, and each square S ln (x n , y n ) from the collection satisfies:
• Φ(S ln (x n , y n )) ≤ 1/2,
• there exists a point (x ′ n , y ′ n ) such that S ln/2 (x ′ n , y ′ n ) ⊂ S ln (x n , y n ) and Φ(S ln/2 (x ′ n , y ′ n )) ≥ 1/2.
We postpone the proof of the lemma and first show how the lemma implies the lower bound. Let S ln (x n , y n ) be one of the squares obtained in Lemma 5.2. We denote S n := S ln (x n , y n ), V n :=ˆS where we used that for x ∈ X ′ n the whole square {x} × [y ′ n , y ′ n + l n /2) × [0, l n /2) ⊂ Ω h , and we used the one-dimensional argument to get´y ′ n +ln/2 y ′ n´l n/2 0 |∇u| 2 dy dz l 2 n . We consider two cases: V n < 2l 3 n and V n ≥ 2l 3 n . If V n < 2l 3 n , then by (5.2) we have V n ´S n×(0,∞)∩Ωh |∇u| 2 dx. Now let V n ≥ 2l 3 n . Since Φ(S n ) ≤ 1/2, we can find x ′ ∈ [x n , x n + l n ) such that h(x ′ , y ′ ) ≤ l n for some y ′ ∈ [y n , y n + l n ) and´y . Finally, another application of Hölder's inequality shows that for every x ∈ [x n , x n + l n ): n , V n ).
Since n S ln (x n , y n ) ⊃ {h ≥ ε} and´{ h≥ε} h ≥ V /2, we have that nˆS ln (xn,yn)
h dx dy = n V n ≥ V /2.
Hence, summing (5.4) over all the squares S ln (x n , y n ) and using the concavity of f (t) := min(t 6/7 , t) imply • all squares in N satisfy the two conditions given in Lemma 5.2,
We observe that if we construct such N for each initial square S l ′ (x (0) n , y (0) n ), taking union of all those N will give a collection of squares which will satisfy all the required conditions of Lemma 5.2.
We now describe the iterative construction. We define M 0 := {S l ′ (x (0) n , y
n )} and N k := ∅. Assume that M k is constructed, and let S l (x, y) ∈ M k . We divide S l (x, y) into four disjoint squares S 1 , S 2 , S 3 , S 4 with sidelength l/2, and consider two cases. If Φ(S i ) ≤ 1/2 for all i = 1, 2, 3, 4, then we add to M k+1 all those S i which satisfy S i ∩ {h ≥ ε} = ∅. Otherwise (i.e., if Φ(S i ) > 1/2 for some i), we add S l (x, y) into N k .
First, we observe that at any step k 0 of the procedure we have
We also see that any square S ∈ N k satisfies the two conditions given in Lemma 5.2, and so we are done with the construction of N := N k provided we show that M k = ∅ for large enough k. Let k be such that l ′ 2 −k ≤ min(δ/ √ 2, ε/2), and let us assume that S ∈ M k . From the way M k was constructed we see that Φ(S) ≤ 1/2, the length of the side of S is l ′ 2 −k , and S ∩ {h ≥ ε} = ∅.
On the other hand, since l ′ 2 −k ≤ δ/ √ 2, we see that S ⊂ {h ≥ ε/2}. Then, l ′ 2 −k ≤ ε/2 implies h ≥ l ′ 2 −k in S, and so Φ(S) = 1, which contradicts Φ(S) ≤ 1/2.
We showed that M k is empty for large enough k, and so the N we just constructed satisfies all the requirements of Lemma 5.2. This finishes the proof of the lemma.
Using the same line of proof, we can also show the scaling law for the large slope approximation, i.e., for the functional Notice that in contrast to [18, Proposition 5 .1], we do not need here any hypothesis on V .
