ABSTRACT. We study properties of pseudodifferential operators which arise in their use in boundary value problems. Smooth domains as well as domains of intersections of smooth domains are considered.
INTRODUCTION
We develop here properties of pseudodifferential operators when acting on distributions supported on domains with boundary, as well as when acting on distributions supported on the boundary of a domain. We also look at the restrictions of pseudodifferential operators to the boundaries of domains.
The analysis presented here arises naturally in the study of boundary value problems and the aim here is to provide the groundwork for such applications as in [2] and [3] . The calculations should be valuable in any general use of pseudodifferential operators within the context of boundary value problems. Of particular importance are the estimates which can be obtained when considered pseudodifferential operators which arise in connection with Poisson and Green's operators.
The case of (transversal) intersections of domains is also considered, with the main results relating to extending estimates obtained in the case of smooth domains via weighted estimates.
Due to the local nature of pseudodifferential operators we can (in a neighborhood of a boundary point) assume coordinates (x, ρ) ∈ R n+1 for ρ < 0 and thus reduce the study to the case of operators acting on distributions supported in the lower-half plane or distributions supported in R n . In the case of intersections, the coordinates will be chosen so that near a point on the intersection of several boundaries, the domain looks like the intersection of several lower-half planes.
ANALYSIS ON THE LOWER HALF-SPACE
In this section we develop some of the properties of pseudodifferential operators on half-spaces. Of particular importance for the reduction to the boundary techniques are the boundary values of pseudodifferential operators on half-spaces, 2010 Mathematics Subject Classification. 35J25, 35S15, 32W25. pseudodifferential operators acting on distributions supported on the boundary, as well as pseudodifferential operators on the boundary itself.
We first fix some notation to be used throughout this paper. We use coordinates (x, ρ) on R n+1 with x = (x 1 , . . . , x n ) ∈ R n . The full Fourier Transform of a function, f (x, ρ), will be written
where ξ = (ξ 1 , . . . , ξ n ). For f defined on a subset of R n+1 we define its Fourier Transform as the transform of the function extended by zero to all of R n+1 . Thus, for instance for f defined on {(x, ρ) ∈ R n+1 : ρ < 0}, we write
A partial Fourier Transform in the x variables will be denoted by
We define the half-space H A regularizing operator, Ψ −∞ (R n+1 ), is a continuous linear map (2.1)
Continuity of (2.1) can be shown, for instance, by proving the continuity on the restriction to each W s (K) for K ⊂⊂ R n+1 so that continuity is read from estimates of the form max
for each l ≥ 0 and s ≥ 0.
In working with pseudodifferential operators on half-spaces, with coordinates (x 1 , . . . , x n , ρ), ρ < 0, we will have the need to show that by multiplying symbols of inverses of elliptic operators with smooth cutoffs with compact support, which are functions of transform variables corresponding to tangential coordinates, we produce operators which are smoothing.
with q i (x, ρ, ξ) themselves symbols of pseudodifferential operators of order 1 (restricted to η = 0) such that for each ρ, Res η=q i σ(A) ∈ S k+1 (R n ) with symbol estimates uniform in the ρ parameter.
Let A χ denote the operator with symbol
where χ(ξ) ∈ C ∞ 0 (R n ). Then A χ is regularizing on distributions supported on the boundary:
Proof. Without loss of generality we suppose
We assume without loss of generality that A is the inverse to an elliptic operator with non-vanishing symbol. The general case is handled in the same manner by using a cutoff χ as above which vanishes at the zeros of the symbol (of the elliptic operator to which A is an inverse). We first note that derivatives with respect to the x variables pose no difficulty due to the χ term in the symbol of A χ : from
where
, the x derivatives can be handled in the manner above and so we turn to derivatives of the type ∂ β ρ A χ φ.
We use the residue calculus to integrate over the η variable in
For ρ < 0, we integrate over a contour in the lower-half plane and analyze a typical term resulting from a simple pole at
Note that the factor of χ(ξ) is contained in a q − . We can now estimate ∂ β ρ A q − χ φ by differentiating under the integral. For ρ < 0 we have the estimates
The integral over ξ converges due to the factor of χ(ξ) contained in a q − . As poles of other orders are handled similarly, we conclude the proof of the lemma.
For example, if A is a finite sum of the first terms of the expansion of the inverse to an elliptic operator of order k ≥ 1, then A satisfies the hypothesis of Lemma 2.1. In this case we would also have that the poles q i (x, ρ, ξ) are elliptic (uniformly in the ρ parameter). For such operators, without the assumption of the cutoff function χ(ξ) in the symbol of A χ we can still prove 
Proof. We follow and use the notation of the proof of Lemma 2.1, and analyze a typical term resulting from a simple pole at
and 
From the assumption that Im q − is a symbol of an elliptic operator, we have the
Thus, when we integrate over ρ we get a factor on the order of 1 |ξ| which lowers the order of the norm in the tangential directions by 1/2:
.
Note that we use the term 1 + |ξ| in the denominator to avoid singularities at the origin. In general cutoffs can be used which vanish at any zeros of q − without changing the results of the Theorem. This proves the Theorem for integer s ≥ 0. The non-integer case follows by interpolation.
The hypotheses of Lemma 2.1 and Theorem 2.2 are satisfied for instance in the case of an inverse to an elliptic differential operator such as the Laplacian.
There are analogue estimates for functions with support in the half-plane (as opposed to support on the boundary):
Proof. We follow the proof of Theorem 2.2, and again analyze a term resulting from a simple pole with positive imaginary part denoted η = q + (x, ρ, ξ) of a(x, ρ, ξ, η), the symbol of the operator A. Integrating through the η transform variable, we set
where each γ 1 j and γ 2 j can be estimated by
an L 2 -bound of which is given by
for α + β ≤ s and the theorem is proved for integer s ≥ 0. The general case follows by Sobolev interpolation.
In the case A ∈ Ψ k (R n+1 ) for k ≤ −1 without additional assumptions on the symbol, σ(A)(x, ρ, ξ, η), which for instance arise as error terms in a symbol expansion, we can still derive estimates, up to certain order.
Proof. As in the proof of Theorem 2.2, we write
and estimate
This handles the case of s ≥ 0. Negative values of s can be handled by writing
where Λ −|s| is a pseudodifferential operator with symbol
and applying the theorem to Λ −|s| • A.
In the case of a distribution supported on the half-space, we have
Proof. we write
We can combine Theorems 2.2 and 2.4 (respectively Theorems 2.3 and 2.5) and apply them to operators which can be decomposed into an operator satisfying the hypothesis of Theorem 2.2 and a remainder term. Definition 2.6. We say an operator B ∈ Ψ −k for k ≥ 1 is decomposable if for any N ≥ k it can be written in the form
where 
in the case of pseudodifferential operators on a domain Ω ⊂ R n+1 , to denote the space of pseudodifferential operators of order k on R n = ∂H n+1 − , respectively ∂Ω. Further following our use of the notation Ψ k to denote any operator belonging to the family
denoting any pseudodifferential operator of order k on the appropriate (boundary of a) domain.
Proof. Denote the symbol of A with a(x, ρ, ξ, η). The symbol
(for any fixed ρ) belongs to the class S k+1 (R n ), which follows from the properties of a(x, ρ, ξ, η) as a member of S k (R n+1 ) and differentiating under the integral. The composition R • Ag is given by 
We write the symbol of the operator A symbol as a(x, ρ, ξ, η):
is also of order k, and
Lemma 2.7 concerned itself with the restrictions of pseudodifferential operators (applied to distributions supported on the boundary) to the boundary, while Theorem 2.2 allows us to consider pseudodifferential operators applied to restrictions of distributions. A special case of Theorem 2.2 is
. The lemma thus follows from the Sobolev Embedding Theorem.
Similarly proven is the Lemma 2.12. Let A ∈ Ψ k (R n+1 ), for k ≤ −1, be a decomposable operator. Then
APPLICATIONS
We end this section with illustrations of how our analysis lends itself to the proof of useful theorems on Dirichlet's problem and on harmonic functions. Our applications will include results of elliptic operators acting distributions supported on a domain with boundary, Ω, such as in an inhomogeneous Dirichlet problem:
let Γ be a second order elliptic differential operator, let g ∈ W s (Ω) for some s ≥ 0, then find a solution, u, to the boundary value problem (3.1)
We obtain estimates for the solution to (3.1) via Poisson's operator, giving the
We will be concerned with establishing regularity of the solution, taking for granted classical results of the existence and uniqueness of solutions (see for instance [6] ).
Theorem 3.1. Denote by P(g) the solution operator to (3.2). Then the estimates
hold for all s ≥ 0.
Proof. We suppose
modulo tangential first order terms, where Ψ 2 is a second order differential operator, and the c ij (x) = O(x). Such representations, for example, arise in the use of local coordinates near a boundary point of a domain. The principal symbol of Γ is therefore
The expression Γv = 0 in Ω can thus be written (locally)
Inverting the principal operator of Γ thus gives
where we use Lemma 2.10 to group any term of the form
with the Ψ −3 ∂ ρ v ρ=0 × δ(ρ) term, with similar simplifications for O(ρ) terms combined with operators on g × δ.
Consistent with the calculus of pseudodifferential operators, in writing Fourier Transforms, we will assume compact support (in a neighborhood of the boundary point near which the equation is being studied), as well as assume any cutoffs (in transform space) are to be applied at singularities in the integrands. We can use Lemma 2.1 to show such cutoffs, which vanish on compact sets (in a neighborhood of a point singularity), introduce smoothing terms into the equations. We shall make these assumptions without explicitly writing the cutoffs or stating that the expressions hold locally.
Performing a contour integration in the η variable in the first integral on the right of (3.5) yields
modulo smoothing terms. Letting ρ → 0 − and using Lemma 2.7 for the last two terms on the right gives
modulo smooth terms.
We can now solve for ∂ ρ v(x, 0) to write
where |D| is the operator with symbol |Ξ(x, ξ)|. 
We return to (3.5) to get estimates for the Poisson operator. Inserting (3.6) into (3.5) yields a principal Poisson operator. Define Θ + ∈ Ψ −1 (Ω) by the symbol
Then we have from (3.5) [6] , and from Theorems 2.2 and 2.4 (note that the operators written as Ψ −3 and Ψ −2 are decomposable). From (3.7)
we then have
We remark that (3.6) is known as the relation for the Dirichlet to Neumann operator, giving the normal derivatives of the solution to the Dirichlet problem (3.2) in terms of the boundary data. This operator is the object of study in [1] , where we further use the techniques of Section 2 to obtain an expression for zero order terms of the operator.
Estimates for the problem (3.1) now follow from the Poisson operator. To solve
with f ∈ W s (Ω), we first take an extension F ∈ W s (R n+1 ) such that F| Ω = f (see [4] Proof. Using the notation above, we have
where we use the Sobolev Trace Theorem in the last step and Theorem 3.1 in the second.
The operator G in Theorem 3.2 is known as Green's operator. An alternative proof to Theorem 3.2 relies on Theorem 2.3 to estimate some principal terms for the solution operator, and Theorem 2.5 for error terms.
The Dirichlet to Neumann operator gives the boundary values of the normal derivative applied to the Poisson operator. We now apply our methods to calculate the principal term of the boundary values of the normal derivative applied to Green's operator. 
Proof. The expression Γv = g in Ω can be written (locally)
ixξ e iρη dξdη = g, modulo smoothing terms. Inverting the Γ operator thus gives
e ixξ e iρη dξdη
Note the O(ρ) term in (3.9) is a zero order operator. We apply a normal derivative to (3.9):
modulo smoothing terms. We now calculate
which, in the limit ρ → 0, tends to
Similarly, using the residue calculus, we have, for ρ < 0
and thus, letting ρ → 0 − in (3.10), we have
modulo smoothing terms of the form R • Ψ −∞ v. We note that
Thus, the first term on the right-hand side of (3.12) can be written as R • Θ − g. Furthermore, using
from Lemma 2.7, we have
modulo smoothing terms.
Theorem 3.3 and in particular, the relation (3.8) is essential in relating a solution to the∂-problem on weakly pseudoconvex domains to a solution of the boundary complex in [2] . Furthermore, on domains determined by intersections of smooth domains the analogue(s) of the operator Θ − , one for each domain Ω j , will play a crucial role in allowing the application of weighted estimates of pseudodifferential operators in the solution of the∂-Neumann problem. We refer the reader to [3] for details.
For our last application, we return to harmonic functions on Ω with prescribed boundary data:
We look at a result of Ligocka, which states that multiplication with the defining function of the solution to a Dirichlet problem as in (3.13) leads to an increase in smoothness:
Theorem 3.4 (Ligocka, see Theorem 1 [5] Proof. We will prove the Theorem in the case s ≥ 1; the proof in [5] was also broken into cases, s ≥ 1 being the first of these. We work in the general situation of functions satisfying
for some second order elliptic differential operator Γ whose parametrix Γ −1 is decomposable, and we provide here a sketch of the proof of Theorem 3.4 using the techniques from this article. We make a change of coordinates so that locally Ω = {(x, ρ)|ρ < 0}, and ∂Ω = {(x, 0)}. We denote
Let Γ −1 denote a parametrix for Γ. We will use the fact that, modulo smooth terms
b is the Dirichlet to Neumann operator. The solution u can be written locally as
modulo smoothing terms, where Ψ j t is used to denote a tangential differential operator of order j. This representation of the solution was worked out in (3.5) . If the Ψ 1 t on the right-hand side depends on ρ we can apply an expansion in powers of ρ, to obtain a sum of terms of the form (3.14)
where Ψ −2−l are decomposable operators, the sum over l coming from the expansion in powers of ρ by Lemma 2.10, as well as an expansion of the symbol of the inverse operator Γ −1 . The subscript 0 is to denote that the operators Ψ 1 0 have symbols which are independent of ρ. A finite sum over l may be taken with a remainder term of the form Ψ −N g for arbitrarily large N. In particular, if N is chosen to be larger than k + s + 2, such a remainder term can be estimated by
for |k 1 | + k 2 = k + s by the Sobolev Trace Theorem. We use the notation u b := u| ∂Ω above.
Furthermore, ρ applied to a term in the sum in (3.14) gives 
where we use the Trace Theorem in the last step.
The smooth terms are handled as in Theorem 3.1.
ANALYSIS ON INTERSECTIONS OF HALF-PLANES
Another situation in which the theory of elliptic operators can be applied is on an (non-degenerate) intersection of smooth domains. Localizing the problem in analogy with what was done in Section 3 leads to each domain composing the intersection as a seperate half-space. With appropriate choice of metric the domain can be modeled by the intersection of several half-spaces. In this section we study some properties of pseudodifferential operators on such spaces. The goal for this study is the application the results to the study of elliptic operators on intersection domains, such as in [3] , and in particular to be able to obtain weighted estimates for solutions to elliptic problems on the intersection of smooth domains.
We define the half-spaces
With a multi-index I = (i 1 , . . . , i k ), we also denote the intersection of half-spaces
The convention used here is H n I = R n when I = ∅. For this section, we will fix I and denote m = |I|. Without loss of generality, I = (1, . . . , m) .
We use the multi-index notation:
To indicate a missing index, j, we use the notationĵ. Thus we write
For ease of notation, in place of ρ α Iˆj , we write
Similarly, we write ρ
In the case we have equal powers, We now define the weighted Sobolev norms on the half-spaces, for α ∈ R, and s, k ∈ N:
In the case k = 1 we shall use the notation,
To denote extensions by 0 across ρ j = 0 to ρ j > 0, we use the superscript E j : let
Similarly, for a multi-index, J,
by g E J = g on H n I and 0 elsewhere (that is for any (x, ρ) ∈ H n I\J for which any ρ j ≥ 0 for j ∈ J). We establish
Proof. We only need to check the derivatives with respect to ρ j . We have
is a sum of terms of (derivatives of) delta functions,
where we consider δ −1 ≡ 1, and d 0 = 1. Inserting this into (4.1), the delta functions combine with the powers of ρ j to yield zero, and we have
The lemma now follows (in the case s is an integer) by the assumption on the regularity of g in H I .
A similar proof shows For a mutli-index, J, let us denote
with the convention Jk = J in the case k / ∈ J.
We present the following Theorem which is a weighted analogue of Theorem 2.2. In the following Theorem we use the notation δ j := δ(ρ j ). We also allow for 
for all r ≤ s, and 
We have
The Ψ −α−rk−(r−l) operator above satisfies the hypotheses of Theorem 2.2, while 
where Λ bj is defined in analogy to the operator Λ:
The proof above can then be applied to the operator 
Proof. The proof of Theorem 4.3 applies up to the last estimate where Theorem 2.4 is to be applied as opposed to Theorem 2.2. For this case we need to ensure
In the case of operators acting on functions supported on all of H n I we have the following weighted estimates
Proof. We have for r ≤ s,
By Lemma 4.2 we have ρ lk×m f E I ∈ W l (R n ) from which the estimates
follow. Summing over all r ≤ s finishes the proof.
When working with boundary value problems on intersection domains, or intersections of half-planes, restrictions to one boundary of an operator applied to a distribution with support on a different boundary arise. To deal with such terms, we introduce some notation: for α + 1/2 ∈ N, α ≥ 1/2, and j = k,
where E jk −α is of the form
where, as above g j := g E Iĵ b × δ j , and where B −α ∈ Ψ −α−1/2 (R n ) is decomposable. For some crude estimates in the case 1/2 ≤ β ≤ α − 1, which we can always apply to the error terms, Ψ −N g j , from the decomposition of B −α , we could write
where in the last step we use the estimates from Theorem 4.4. And after summing over r ≤ s we would have the estimates
However, we can improve the estimates for the operators with meromorphic symbols in two ways. First, the order of the Sobolev spaces can be increased by making use of relations between elliptic operators acting on distributions supported on the boundary. Secondly, there is a loss of a factor of ρ in the estimate above; as g b × δ j is supported on H n I,bj , a weighted estimate, using ρĵ is desired on the right (as opposed to ρkĵ). These improvements will be made in the following 
satisfies the hypotheses of Theorem 2.2. The estimates preceding the statement of the Corollary apply to the R k • Ψ −N g j term, and we just have to estimate where γ α 1 ∈ S −α 1 (R n−1 ) with α 1 + α 2 = α − 1/2. Now, taking L 2 estimates, using
we can estimate
Lastly, summing over r ≤ s yields the Lemma. ,ρˆj,λ .
POISSON AND GREEN OPERATORS
The motivation of the weighted estimates in Section 4 is the study of estimates for operators of boundary value problems such as the Poisson and Green operators. Let Ω 1 , . . . , Ω m ⊂ R n be smoothly bounded domains which intersect real transversely. That is to say, if ρ j is a smooth defining function for Ω j , |dρ j | = 0 on ∂Ω j , then
We say in this case Ω is a piecewise smooth domain. Then using a suitable metric locally near a point on ∂Ω the intersection can be modeled by the intersection of m half-planes.
Weighted estimates for the Poisson and Green operators follow as in Theorems 3.1 and 3.2, however the calculations for the Poisson operator, specifically those regarding the Dirichlet to Neumann operator (DNO), which we recall gives the boundary values of the normal derivatives of the solution to a Dirichlet's problem, are considerably more involved. Such calculations have been worked out in [3] , and so here we just state the result: 
hold.
Estimates for Green's operator follow as a consequence of those for the Poisson operator just as in Section 3 above. We now consider the problem (3.1) on a piecewise smooth domain, Ω. We let f ∈ L 2 (Ω) and extend f by zero to all of R n to a function, F ∈ L 2 (R n ) (with the Extension Theorem; see Theorem 1. We now set G( f ) to U − P(U| ∂Ω ) restricted to Ω. Note from the form U = Ψ −2 F and from (the proof of) Theorem 4.5, we also have the estimates U W 2,s (R n ,ρˆj,k) F W 0,s (R n ,ρˆj,k) .
We can now prove 
