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Summary
Wireless Sensor Networks (WSNs) support a variety of data collection scenarios and
have profound effects on both military and civil applications, such as environmental
monitoring, traffic surveillance and tactical military monitoring. Design of efficient
data collection algorithms is important yet still challenging due to the distinguished
characteristics of WSNs: (i) The large number of sensor nodes may cause severe unbal-
anced traffic through the network due to the concentration of data traffic towards the
sinks and the intersection of multihop routes. (ii) Sensor nodes are limited in power,
computational capability and storage capacity, which requires careful resource man-
agement using energy efficient schemes. (iii) WSNs are typically application-specific,
and the design requirements of networks change with different applications. This thesis
presents the following three contributions to the literature of efficient data collection
in WSNs:
First, we proposed a unified solution for gateway and in-network traffic load balancing
in multihop data collection scenarios. We combined multiple path metrics (path resid-
ual bandwidth, end-to-end delay and path reliability) and gateway conditions (gateway
utilization) in a unified path quality metric. The strategy is to probabilistically choose
alternative path and adaptively modify the path switch probability based on the inde-
pendent decisions made by the sensor nodes.
Second, we formulated the delay aware energy efficient data collection with mobile sink
and virtual multiple-input multiple-output (VMIMO) technique problem and proposed
a weighted revenue based algorithm to approximate the optimal solution. The aim
is to achieve full utilization of VMIMO technique to minimize the network energy
consumption with consideration of bounded sink moving time. In order to explore the
trade-off between overall network consumption and data collection latency, we combined
the VMIMO utilization, and sink moving tour length into a weighted metric.
Third, we established an minimization model for the total data collection latency in
multihop data collection scenarios with bounded hop distance and limited buffer stor-
age. To approximate the optimal solution, we developed a multihop weighted revenue
algorithm. The strategy is to jointly consider data uploading time and sink moving
time to optimize the total data collection time. In order to increase the time saving
due to concurrent data uploading, we balanced the number of associated nodes of the
compatible sensors.
Key words: Wireless sensor networks, data collection, load balancing, energy effi-
ciency, delay minimization
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1Chapter 1
Introduction
In this chapter, background knowledge on data collection in Wireless Sensor Net-
works (WSNs) is firstly provided. Then the challenges and motivations of our
research work are highlighted. Finally the research objective and our contribu-
tions are identified.
1.1 Overview and background on data collec-
tion in WSNs
The advancement in wireless communications and electronics has enabled the
development of low-cost, low-power and multifunctional sensors. Basically, each
sensor node comprises sensing, processing, transmission, power unit, and some
optional components (e.g. mobilizer, position system) [3]. A number of these
sensors can be networked to fulfil some unattended operations for specific ap-
plications, hence forming WSNs. WSNs support a variety of data collection
applications, and have profound effects on both military and civil applications,
such as environmental monitoring [4][5], tactical military monitoring [6], traffic
surveillance [7], video surveillance and physical security [8].
2 Chapter 1. Introduction
Typically, WSNs contain a large number of sensor nodes. These sensors have the
ability to communicate with each other and also can be linked to gateways (sinks
or base stations) of WSNs. The measuring and monitoring data packets from
multiple sensors are then processed and forwarded to external networks via sinks
which act as gateways. This procedure is called data gathering [9].
In such scenarios, the distributed nature and dynamic topology introduce special
requirements in the routing schemes. The sensor nodes can make their data
route decisions based on its current knowledge of network conditions, application
requirements, its computation or energy resources [3]. Each sensor has the ability
to collect and route data either to other sensors or to the sinks. The sinks can
be fixed stations or mobile nodes that are connected to external infrastructure
networks which delivers the data to a network operation control center.
A lot of research has been carried out for the development of WSNs routing
strategies in different applications and systems with a variety of requirements
and characteristics. The routing protocols can be developed based on the network
structure (e.g. flat, hierarchical or location based), the communication model (e.g.
query based, negotiation based or coherent based), and the network requirements
(e.g. load-balancing based, Quality of Service (QoS) based or energy-efficient
based). Routing in WSNs is challenging due to its unique characteristics.
Firstly, the number of sensor nodes in WSNs can be high, thus generate poten-
tially large cumulative traffic. The aggregated traffic volume can be significantly
large. Moreover, in WSNs, the nodes close to the sinks are more likely to deplete
their battery supplies before the far-away located sensors due to the intersection
of multih-hop routes and concentration of data traffic towards the sinks. Hence,
routing in WSNs requires fair load balancing of network and equal utilization of
gateways.
Secondly, sensors nodes are limited in power, computational capability, and stor-
age capacity. Thus, careful resource management is required in WSNs, especially
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energy efficient schemes. In multihop scenarios, the sensors act as both data
sources and routers, which aggregates their energy consumption. Energy efficient
schemes extend the functionality of the network and prolong the network lifetime.
Thirdly, WSNs are application-specific, and the design requirements of networks
change with different applications. For example, in applications where the time
is of vital importance, the most priority of routing design will be data collection
latency minimization.
Last but not least, the network topology changes due to power failure of sensors
or loss of connections of sensors, which requires instant re-organizations. This is
to say, the routing algorithm should be adaptable to accommodate the changes
of network topologies.
Recently, research for improving data collection efficiency in WSNs with respect
to various techniques have been proposed: such as Mobile Sink (MS) and Vir-
tual Multiple-Input Multiple-Output (VMIMO). The usage of MS is proposed
and explored as an alternative solution to achieve load balancing and uniform
distribution of energy consumption [10–13] in data collection scenarios in WSNs.
As the sink moves, the hotspot nodes around the sink change and increased en-
ergy drainage is spread through the network. This helps achieve uniform energy
consumption across the network and thereby extends the network lifetime. More-
over, the mobile sink could reduce the number of hops on data routes and shorten
the data dissemination paths, which decreases energy consumption and increases
transmission reliability. Furthermore, the mobile sink could reach some isolated
sensors easily and helps enhance connectivity of the network.
Multiple-Input Multiple-Output (MIMO) has been proved to be able to offer
much higher throughput (Multiplexing (MUX) gain) or more reliable communi-
cations (Diversity (DIV) gain) than a Single-Input Single-Output (SISO) system
[14–16] to achieve time and energy saving, both of which are crucial for data col-
lection in WSNs. To harvest MIMO gains in WSNs, independent paths between
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the transmit and receive sides can be realized by having spatially separated nodes
functioned as a VMIMO node [17]. The VMIMO technique allows several sensor
nodes emulate a multi-antenna node to achieve MIMO communications [18]. The
VMIMO technique allows small devices to harvest MIMO gains to WSNs and
brings benefit of energy and time saving. It has been shown to improve network
lifetime, throughput, and reduce the communication latency [16].
1.2 Research motivation and challenges
Even though the generated data rates from each individual sensor are typically
not high, the aggregated traffic volume can be significantly large with more and
more number of sensor nodes deployed in the sensor networks. The delivery of
data over multi-hop wireless paths may lead to traffic imbalance problems within
the network [19][20] and disproportionate traffic loads on the network’s data sinks
[21][22]. This is due to various factors, such as random placement of sensors in
the field of observation leading to local node density differences in the network,
heterogeneity of data generation rates at different sensors, independent routing
decisions at intermediate sensor nodes that forward the data streams, and wireless
channel occupancy and access patterns.
Traffic load balancing problem is one of the most important issues in data collec-
tion WSNs. Numerous studies have addressed the problem of in-network traffic
imbalance from various perspectives [19, 20, 23–29], with the common aim of
reducing traffic congestion. However, even if the traffic is fairly balanced among
network paths, the traffic loads could be different from gateway to gateway and
the overloaded data gateways may diversely impact the total data throughput to
the infrastructure, especially when the gateway’s interface to the infrastructure
has limited bandwidth. On the other hand, in order to equalize the gateway traf-
fic loads, some traffic are diverted from overloaded gateways to the under-used
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ones, but such traffic migration may affect the traffic distribution of in-network
paths. Hence, there is trade-off between balancing the traffic within the network
and equalizing gateway traffic loads.
The challenge of load balancing based routing lies not only on the potential trade-
off between in-network load balancing and gateway utilization equalization, but
also on the trade-off between load-balancing and multiple network performance
parameters (e.g., packet delivery ratio, packet transmission delay and control
overhead). In order to balance the traffic among different paths based on the
current network conditions, a certain amount of data packets need to be diverted
from the overloaded paths or gateways to the under-used ones. However, this
traffic migration itself may create new congestion paths, leading to packet drops
and eventually low throughput. Besides, the frequent re-route of packets may
cause route flapping [30], which degrades the network service performance leading
to long end-to-end delay and low packet delivery ratio. In addition to that, to
inform the new routes for data packets, the control message overhead could be
significantly high, which should also be carefully addressed in load balancing
algorithms.
Recently, mobile sinks are proposed and explored [10–13, 31, 32] as an alternative
solution to achieve load balancing and uniform distribution of energy consumption
in sensor networks. The high energy consumption zone is shifted spread through
the network as the sink moves. As power capability is a critical resource in wireless
sensor networks, VMIMO mechanism has been introduced and become an efficient
way to reduce energy consumption. Some works have developed the research
on data gathering using the VMIMO technique [1, 2, 33–37]. Jointly applying
mobile sinks and VMIMO mechanisms enables the network to explore MIMO
gains for energy saving and to employ mobility for uniform energy consumption
distribution.
This combination is a promising solution for energy efficient data collection in
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WSNs. There is only a few work being developed for applying both mobile
sink and VMIMO technique [38–41]. None of these works explores the network
energy consumption problem. The main research challenge of this problem is
the trade-off between energy saving and data collection delay, since both energy
consumption and data freshness are of vital importance in WSNs. The mobile sink
introduces another latency in data collection - sink moving time which is typically
large due to the wide-spread network topologies. This may result in unsatisfactory
data collection latency. As mentioned, to achieve MIMO communications, the
sensors are grouped to emulate as multi-antenna nodes, and the nodes within
a group are called compatible nodes. The more the sensors can be grouped,
the more VMIMO utilization the network achieves. Hence, taking advantage of
diversity gains, the more emulated multi-antenna nodes are, the more energy
efficient the network achieves. Intuitively, it is better for the mobile sink to visit
more locations to form more compatible sensors. However, the higher the number
of polling points (the locations the mobile sink stops and collects sensing data)
is, the longer the moving tour length could be, leading to longer data collection
latency. Thus, the energy efficient routing problem with consideration of data
collection latency should be properly formulated and routing strategies developed
to solve the problem.
Due to large number of sensor nodes or large amount of sensing data in some
specific data collection scenarios, the data uploading time of sensors could be large
enough to be competitive with the sink moving time and contribute dominantly
to the total data collection latency. The previous works have been mainly focused
on the sink moving time only and the problem about total data collection latency
including both the data uploading time of sensors and sink moving time hasn’t
been addressed. Data collection algorithms with regard to optimization of total
data collection latency should be designed. The challenges of this problem lie on
both parts of time consumption.
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Except for the energy saving, VMIMO technique could offer a higher transmission
rate by allowing concurrent uploading of independent data streams from compat-
ible sensors. The transmission time is then ideally about
1
M
(M is the minimum
number of transmit and receive antennas) that of SISO transmission [42–44]. The
time saving comes from the concurrent transmission of the same amount of data
from different independent data streams of compatible sensors. However, with
different locations of sensor nodes, the sensors could be responsible for uploading
different amount of data to the mobile sink for other nodes due to the multihop
communications. In this case, even though the sensors are formed as compatible
nodes, the data uploading time may not be saved due to the various amount of
data from compatible sensors. Hence, one challenge to achieve full utilization of
VMIMO and to minimize the total data collection latency is to evenly distribute
the associated data to the compatible sensors.
Moreover, the sink moving time can be reduced by decreasing the total num-
ber of polling points, which can be achieved by associating more sensors to the
same polling points via multihop communications. However, multihop communi-
cations cause more energy consumption for data transmission. Due to the limited
power capacity of sensor nodes, the trade-off between data collection time and
network energy consumption is also a great challenge for data collection latency
minimization.
1.3 Research objectives and contributions
Aiming to tackle the challenges identified above, we established our research goal
of this thesis - to provide efficient data collection solutions for WSNs, which
includes multiple objectives:
(i). To balance the traffic load within network and among gateways: Even
the traffic is fairly balanced among network paths, the traffic loads could
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be different for gateways, especially when the gateway’s interface to the
infrastructure has limited bandwidth. On the other hand, the traffic di-
verting and migration, which equalize gateway traffic loads, may affect the
in-network traffic distribution. Hence, the trade-off between in-network
traffic load balancing and among-gateways load balancing must be well
addressed.
(ii). To provide energy-efficiency: Due to the limited power resource in sensor
nodes, the battery energy must be efficiently used and thus the transmission
energy must be limited. This requires the full exploration of diversity gains
of VMIMO technique.
(iii). To meet the QoS requirements: WSNs are typically designed for differ-
ent applications with various QoS requirements, such as end-to-end delay,
delivery reliability, etc. The meeting of QoS requirements can be challeng-
ing when combined with load balancing and energy efficiency problems.
The task must consider the trade-offs that may occur when simultaneously
considering QoS requirements and other problems.
To achieve the objectives highlighted above, we have made the following contri-
butions with regard to efficient data collection in WSNs.
Firstly, a unified solution for gateway and in-network traffic load balancing in mul-
tihop data collection scenarios - Reactive and Adaptive Load Balancing (RALB)
algorithm is developed. RALB focuses on the potential trade-off between in-
network traffic load balancing and gateway utilization equalization. In order to
accurately account for different factors when ranking multiple available paths,
RALB combines multiple path metrics (path residual bandwidth, end-to-end de-
lay and path reliability) as well as gateway conditions (gateway utilization) in
a unified path quality metric. It is designed to probabilistically choose an al-
ternative path, and adaptively modifies its path switch probability by means of
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independent decisions made by sensors. RALB is proved to reduce the difference
in the utilizations of multiple available gateways and improve network perfor-
mance.
Secondly, the energy consumption in WSNs utilizing VMIMO is analysed and the
delay aware energy efficient data collection problem is formulated into an integer
linear programming. The objective is to minimize the overall network energy
consumption considering bounded delay constraint. By exploring the trade-off
between the overall network energy consumption efficient (fully utilization of
VMIMO) and data collection latency (shortest sink moving tour), we proposed
a Weighted Revenue (WR) based algorithm. To choose polling points, WR com-
bines energy consumption and latency revenue in its weighted metric and exhibits
a good adaptivity to different network scenarios. The selection is adaptive to the
latest network conditions, which makes WR a scalable solution to adapt to topol-
ogy changes. Extensive simulation results demonstrate the effectiveness of the
proposed algorithm: WR performs approximately to the optimal solution and
achieves much lower network energy consumption than other competitor algo-
rithms.
Thirdly, the problem of total data collection latency in multihop data collection
scenarios with bounded hop distance and limited buffer storage is studied. An
minimization model for the problem is established and a Multihop Weighted Rev-
enue (MWR) algorithm to approximate the optimal solution is proposed. In order
to jointly consider the amount of concurrent uploaded data and the sink moving
tour length which are the two sources of data collection delay, MWR combines the
number of compatible sensors, the number of neighbours that within its bounded
hop distance, and the moving distance of sink in a weighted metric. MWR asso-
ciates the sensors evenly to the compatible sensors to achieve fully utilization of
time saving from concurrently data uploading. The total data collection latency
performance is close to the optimal solution. The performance results show that
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MWR effectively reduces the total data collection delay and requires low network
energy consumption.
1.4 Thesis structure
The remainder of this thesis is organized as follows:
Chapter 2 provides background knowledge and the state-of-art survey of routing
algorithms for data collection in WSNs, focusing on the load balancing based mul-
tihop routing solutions in multiple sinks scenarios, routing algorithms applying
mobile sink in WSN data collection scenarios, and routing solutions considering
VMIMO technique in WSN data collection scenarios.
Chapter 3 presents a unified solution for gateway and in-network traffic load bal-
ancing for multihop wireless network with multihop data gateways. The proposed
algorithm aims to equalize gateway utilization levels and as well as to balance the
traffic load on the paths to the gateways. The performance is evaluated and com-
pared with other existing algorithms on randomly deployed large-scale networks
by using Network Simulator 2 (NS-2).
Chapter 4 illustrates the study of energy efficient routing problem considering
mobile sink and VMIMO technique. To explore the trade-off between the overall
network energy consumption and the total data collection latency, the delay aware
energy efficient problem is formulated into a integer linear program. Then a
weighted revenue metric based algorithm, which can be applied adaptively to
different network scenarios, is developed. The algorithm performance results are
compared with optimal solution results in small-scale networks and other data
gathering schemes in large-scale networks.
Chapter 5 shows the study of delay minimization problem by jointly considering
the amount of concurrent uploaded data and the sink moving tour distance in
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multihop data collection networks. The delay minimization formulation is es-
tablished and a multihop weighted revenue based algorithm to approximate the
optimal solution is proposed. The algorithm is evaluated by comparing with op-
timal solutions and other data collection schemes in different network scenarios.
Finally, Chapter 6 concludes this thesis and discusses the future research direc-
tions.
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Chapter 2
Background and Related Work
Due to the recent technological advances in miniaturization, low-power circuit
design, and efficient wireless capability, WSNs have emerged as a promising tech-
nology with numerous and various military and civil applications, such as envi-
ronment monitoring [4], disaster management [45], intrusion detection [46], target
tracking [47], tactical surveillance [6], and so on [9]. These sensors measure and
monitor ambient conditions in the surrounding environment, such as heat, pres-
sure, light, sound, vibration and the presence of objects. The measured and
monitored events are then forwarded for data post-analysis toward a more re-
sourceful devices called base stations, gateways or sinks. This procedure is called
data collection in WSNs [9].
In order to upload the sensed data and communicate with external networks, the
deployed sensor nodes need to target at one or more sinks, which are responsi-
ble for data collection within a certain area. The communication can take place
through multi-hop paths if the sink can not be reached directly. Various meth-
ods have been proposed to address the gateway selection/data collection routing
problem. In this section we present a literature review of the studies.
Generally, the data collection procedure can be broken down into three steps:
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measurement, decision and execution.
(i). In the measurement phase, the goal is to collect network information. Based
on various user policy and application QoS requirements, parameters (e.g.
End-to-End (E2E) delay, throughput, and traffic load) in objective met-
rics need to be measured in this phase. The accuracy of the metrics and
decisions depends on the measurement accuracy of these parameters.
(ii). In the decision phase, the task is to design objective metrics in applicable
levels, including packet level, flow level and user level. The routing decisions
can be made for individual data packet, or can be made on user basis.
(iii). The last step aims to determine the algorithm execution timings. The
execution can be periodic or event based.
If the routing algorithm is performed periodically, the routing decisions will be
updated at each period. On the other hand, the routing algorithm can also be
triggered only when certain events occur. The triggering events can be of differ-
ent types, such as exceeding of threshold or the modification of network topology.
The execution sometimes can be related to the information discovery methods.
The route discovery is executed when there is a route requirement initiated in re-
active routing protocols. The route discovery is executed periodically in proactive
routing protocols.
2.1 Routing challenges and design issues
Efficient data collection solution is a challenging task due to the unique charac-
teristics of WSNs [48][49]. Firstly, the sensors are constrained in energy supply,
processing and storage capacities. Thus, resource management needs to be con-
sidered jointly with routing algorithms. Additionally, substantial power demand
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is incurred for long distance transmissions. Since the transceiver is the major
source of energy consumption for the nodes, the optimization of the hop length
for routing can significantly reduce the network energy consumption. Secondly,
the topology maintenance cost is high in WSNs. The relatively large number of
sensor nodes require high maintenance overheads which consume high network re-
sources. Moreover, sensor nodes are deployed in an ad-hoc manner, which needs
self-organization. In the operation where the sensor networks are unattended,
the ad-hoc deployment is especially required for sensors to form connections [50].
The self-organizing and ad hoc deployment of WSNs make the data collection
paths spontaneous and random, which may generate significant redundant data
and also cause severe unbalanced traffic through the network. Thirdly, WSNs are
typically deployed for specific applications that could require distinguished QoS
requirements. The satisfaction of various QoS requirements can cause behaviour
conflicts of the routing algorithms.
These challenging factors must be overcome to ensure that efficient communi-
cation can be achieved in WSNs. Some major design issues that affect routing
process in WSNs are summarized as follows:
(i). Energy consumption: Each node plays a dual-role as both data sender and
data router that drain energy quickly. Sensors can easily use up their energy
supply without proper energy management scheme. The loss of connections
for some nodes due to power failure can cause significant topological changes
and might need reorganization of the entire network. Thus, accurate energy
consumption estimation and energy management schemes are necessary.
(ii). Network topology: There can be a huge number of sensors deployed in a
wide area. In this case, the sensors are first expected to be highly connected,
with no nodes being isolated. Then the routing scheme should be scalable
enough to deal with all the sensors and respond to any event in the network
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(e.g. node failure).
(iii). QoS: Different QoS requirements are desired for different applications. For
example, time-constrained applications require bounded latency for data
delivery to ensure the data delivered within a certain period of time. How-
ever, in some cases, the conservation of energy may be considered more
important than the delivery quality, as it is directly related to the net-
work lifetime. Thus, different applications require to balance the trade-off
between delivery quality and energy dissipation, which essentially has the
effects on network lifetime.
2.2 Routing algorithms for data collection in
WSNs
WSNs are usually deployed for specific application scenarios. Their designs highly
depend on the requirements of different applications in terms of reliability, delay
and throughput. In the following, the state-of-art routing designs for WSNs are
surveyed.
2.2.1 Taxonomy of routing algorithms for data collection
in WSNs
The studies can be categorized according to different criteria as shown in Fig. 2.1.
A widely-used category criterion is the way that the gateways are discovered and
the gateways/paths information collected. For this purpose, proactive, reactive
and hybrid mechanisms all have their own advantages. Optimized Link State
Routing (OLSR) [51] is a basic proactive link state routing protocol. It uses
“HELLO” and “Topology Control (TC)” messages to discover and disseminate
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Figure 2.1: Category illustration of multi-hop routing solutions.
link state information throughout the network. The information dissemination
and route discovery are executed periodically. Ad hoc On-demand Distance Vec-
tor (AODV) routing [52] is a classic reactive routing protocol and it uses the
two basic control messages, Route Request (RREQ) and Route Reply (RREP),
for route discovery. The route discovery is executed when the route requirement
is initiated. SNR-VBS ZPR (Signal-to-Noise Ratio based Virtual Based Station
Zone-based Routing Protocol) [53] is a zone based hybrid routing protocol. The
nodes within the divided zones are discovered in a proactive way and the nodes
outside the zones will be reached by reactive discovery. Another category criterion
is the way of decision-making for gateway selection. The decisions can be made
in a certain central controller wherein a centralized mechanism is needed in this
case. On the contrary, the decisions can also be made at nodes locally with dis-
tributed mechanisms. In addition, based on the objective of the algorithm, the
studies are categorized into QoS-aware, Medium Access Control (MAC)-aware
and load balancing based solutions.
QoS routing is an important issue in WSNs, especially for mission-critical mon-
itoring and surveillance system that requires timely and reliable data delivery.
Unique characteristics of WSNs, such as limited energy supply and computer
power of sensor devices, unreliable wireless links, and data-centric communica-
tion paradigm, pose great challenges in QoS provisioning. Studies on QoS aware
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routing mainly focus on QoS requirements: delay and reliability.
Papers [54–56] propose to exploit the multipath diversity for QoS provisioning
with both reliability and delay constraints. Typically, the end-to-end QoS require-
ments are adaptively sought by multipath forwarding based on local estimation.
If the hop requirement can be achieved at each hop, the end-to-end QoS require-
ments can also be met with a higher probability. By controlling the number
of forwarding paths for each hop, the QoS requirement can be guaranteed [57].
Cheng et al. [57] exploit geographic opportunistic routing for QoS provisioning
with both end-to-end reliability and delay constraints. Targeting WSNs which
have different types of data traffic, the proposed protocol in [58] is based on differ-
entiating QoS requirements according to the data type, which enables to provide
several and customized QoS metrics for each traffic category. Power efficiency is
also considered during the fulfilment of required data-related QoS metrics. For
link quality estimation, the protocol uses a multisink single path approach to
increase reliability. In order to improve the QoS requirements of event-driven
applications, Radi et al. [59] propose a quality based load balancing algorithm to
regulate the amount of traffic injected into the paths and decrease the inter-path
interference which could significantly degrade end-to-end throughput.
Information collected from different layers (such as network layer, MAC layer
and physical layer) can be employed in routing design procedures. In MAC
layer, metrics are MAC delay, frame delivery ratio, link stability, and so on. In
Physical layer, Signal to Interference Ratio (SIR), Bit Error Rate (BER) and
node residual energy are commonly used metrics [60]. These metrics provide
more reliable information of network condition in support of routing process that
happens mainly in network layer. However, a balance should be maintained for
retrieving information from other layers, i.e., MAC layer and physical layer, as
the interactions between adjacent/nonadjacent layers can be costly.
Hong et al. [61] target for differentiating QoS between real time and non-real
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time traffics and propose a differentiated data-driven cut-through medium ac-
cess for enhancing packet delivery ratio. Cheng et al. [62] minimize end-to-end
delay jointly through optimizing routing and link layer scheduling. To reduce
the end-to-end delay for delay-sensitive traffic flows, the cross layer optimiza-
tion solution in [63] allows packets to go through multiple hops within a single
MAC frame and gives them higher priority channel access to reduce the possible
queuing delay. Taking advantage of Distributed Source Coding (DSC), Wang et
al. [64] utilize multi-rate transmissions for network performance enhancement.
The scheme adopts the rate assignment based on residual energy and employs a
joint rate and energy scheduling to meet end-to-end transmission rate demand,
information precision requirement and energy constraints.
The interactions between routing algorithms in network layer and other layers
(MAC layer and physical layer) are used to differentiate QoS solutions for different
traffic types. Cross layer design must be holistic and consider the integrity of the
design, including the interactions with other layers and architectural long-term
value of the system. That is to say, a good balance in cross layer design is to
consider the interactions across different layers with respect to the architectural
advantages of protocol layers, which is difficult to achieve [65].
2.2.2 Load balancing based routing solutions in multiple-
sink scenarios
In data collection scenarios, sinks are responsible for aggregating all the data
packets generated within WSNs. Thus, in order to route the packets for far-away
sensors, the sensors near the sinks are more likely to be energy-drained quickly.
Because of the low-cost tiny devices, the operation of the network is highly en-
ergy sensitive. The lifetime of the network largely depends on the energy of the
sensor nodes, which relays all messages to the sinks on the last hop. The nodes
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Table 2.1: Load balancing solutions for gateway selection
Refs Information discovery Selection criteria Decision making
[22] Reactive
Number of register nodes;
CentralisedExpected interference;
Hop distance
[28] Hybrid
Path available period;
DistributedPath available capacity;
Path latency
[66] Proactive
Hop distance;
Gateway
centralised
Number of register nodes;
Node density
[25] Proactive
Expected throughput;
Distributed
MAC link interference
[21] Proactive
Gateway traffic load; Gateway
centralisedHop distance threshold
[67] Proactive
Gateway residual capacity;
Centralised
Hop distance
[68] Reactive
Gateway traffic load;
Distributed
Hop distance
[27] Proactive
Contention level;
Gateway
centralised
Congestion level;
Hop distance
[29] Proactive
Hop distance; Gateway
centralisedTraffic volume
[69] Proactive Traffic volume Distributed
[70] Proactive Residual capacity Distributed
[71] Proactive
Average queue length Gateway
centralised
[72] Proactive
Number of registered nodes Gateway
centralised
[73] Proactive
Gateway load;
CentralisedRoute interference;
Expected link quality
[74] Proactive
Expected link quality;
DistributedInterference ratio;
Gateway load
close to the gateways are more likely to deplete their battery supplies. The node
death would lead to disruptions in the topology and reduction of sensing cover-
age. Besides, gateways/sinks may become isolated wherein sensor data would no
longer be obtained. Moreover, the self-organizing ad-hoc behaviours of a large
number of sensor nodes may cause severe unbalanced traffic through the net-
work. Therefore, routing protocols should incorporate load-balancing in order to
achieve balanced energy consumption throughout the network. By distributing
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traffic among different paths properly, network service quality can be guaranteed
and network energy consumption level are able to be fairly distributed, hence
ensuring the network QoS performance and prolonging the network lifetime.
Existing studies on traffic load balancing in multihop wireless networks can be
broadly categorised into three groups, based on their load-balancing goal: (i)
in-network load balancing, (ii) gateway load balancing, and (iii) combination of
in-network and gateway load balancing. Load balancing based data collection
algorithms are summarized in Table 2.1 and some of them are studied in-detail.
2.2.2.1 In-network load balancing
The studies in this category propose various path quality metrics, aiming to ob-
tain an even and fair distribution of the collected data traffic among the set of
available paths. A balanced traffic load within the network may create congested
links, which causes packet drops, excessive packet retransmissions, and hence low
network throughput. For instance, Mhatre et al. [25] propose a load balancing
algorithm based on the Expected Throughput (ETP) [26] routing metric which
takes into account the capacity reduction of a link due to its interaction with other
links within its contention domain. Network information is achieved by neigh-
bour message exchange, which reduces control message overhead. Even though
the flow characters on the paths are considered, the study focuses on minimizing
expected delay over the entire network and can not provide load-balancing result.
In [27], the contention level, congestion level, and hop distance are combined as
the selection metric to avoid areas with high data traffic or channel contention.
Similarly, the algorithm in [28] combines multiple network performance metrics,
including path availability period, residual link capacity, and latency. Jung et al.
[29] propose a routing algorithm which considers hop distance to gateways and
traffic volume at each node. Although these (and many similar other) algorithms
achieve a certain level of in-network traffic load balance, the capacity (processing
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speed and transmission bandwidth) of data sinks are not considered as an algo-
rithm parameter. Hence, such algorithms are not suitable for the data collection
scenarios in which multiple data sinks act as packet gateways and forward data
traffic to another network. Some gateways can easily be overloaded if gateway
capacities are not considered.
2.2.2.2 Gateway load balancing
Some solutions are proposed to evenly distribute the forwarded traffic on the
network’s exit points, i.e. the gateways, yet without sufficient consideration of
the in-network traffic dynamics. The greedy selection of the least loaded gateways
gives rise to overloading of some critically located nodes where traffic flows merge,
turning them into traffic bottlenecks. Furthermore, route flapping, which refers
to a change in route [30], is a common issue, due to the inherently unstable
routes in WSNs. Most solutions in this category model a gateway’s load using
different gateway parameters, such as total traffic [69], residual capacity [67,
70, 75], channel contention level [21], average queue length [71], and number of
registered mobile nodes [72].
In [21], each node calculates its own cost contribution to a gateway by multiply
hop distance by the reciprocal of the number of nodes whose traffic is forwarded.
At the same time, each gateway receives route requests from all sensor nodes, and
calculates total cost, which is a summation of the reciprocals of the number of
nodes. The total cost information is included in the messages which are period-
ically advertised by gateways. A centralised controller called Network Manager
(NM) is developed in [67]. The NM is responsible for collecting information on
network topology and available capacities of links. Based on the gateway resid-
ual capacity, two schemes are proposed in [67]: (i) to assign a given flow to the
gateway with Maximum Residual Capacity (MRC), (ii) to assign the flow to the
gateway with Maximum Normalized Capacity (MNC) which is defined as the ra-
2.2. Routing algorithms for data collection in WSNs 23
tio of residual gateway capacity to hop distance. To always select the less loaded
gateways, both the solutions may achieve evenly distribution of data packets
among multiple gateways in average. However, they will suffer frequently route-
switching, which causes gateway flapping and network performance degrading
(e.g. packet dropping, MAC contention, and network congestion) [76].
2.2.2.3 Combination of in-network and gateway load balancing
There are only a few studies that aim to balance the traffic load over the network,
whilst also taking certain measures to avoid overloading the network’s gateways.
For instance, in [73], gateway load is considered in conjunction with two path
metrics, route interference and expected link quality, to form a combined metric.
The gateway load is defined as the average queue length at the network interface
of accessing gateway. Route interference is defined as the sum of the link inter-
ferences along the route. Link interference is the maximum of node interference,
where node interference is defined as the percentage of the time when nodes sense
wireless activities in the channel. Finally, the expected link quality is defined as
the forward link packet delivery ratio. This study uses a proactive approach, in
which gateways periodically broadcast advertisement packets to notify network
nodes of their residual capacity and mobile nodes periodically broadcast probe
packets to exchange information with their neighbours on packet delivery ratio
and the level of channel interference. Such proactive approaches have high control
message overhead which aggregates the already overloaded network traffic.
In [74], a source-based gateway selection scheme is proposed, which also combines
path metrics and gateway load into a single metric. Path metric is a function
of link metric which is defined as a combination of expected link quality and
interference ratio (i.e. ratio of the sum of interference power from all interfering
nodes and the maximum tolerable interference at the receiver). Gateway load is
the average interface queue length and represented as gateway capacity. Different
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to [73], nodes do not immediately switch routing paths after discovering better
alternatives, but wait for a random time period. This is a measure to prevent
nodes from simultaneously changing their routing paths and to have more stable
routes. However, path rankings may change during the waiting periods due to
network dynamics, which actually may lead to selection of worse paths. Moreover,
the path selection algorithm runs only at data sources; in fact, intermediate nodes
which forward data packets must ideally also take part in path selection, making
it a distributed algorithm that can better adapt to network dynamics.
A hybrid path selection metric is proposed in [66], which is a combination of
intra-network traffic and inter-network traffic over multiple gateway domains.
The metric is a linear combination of three components: shortest path distance
(hop count), inter-network traffic load (the total number of registered nodes on
gateways), and intra-network traffic load (node density within each gateway’s
domain). However, the paper focuses on network performance parameters (packet
delivery ratio, signalling overhead, and packet transmission delay) and can not
provide load-balancing results.
Galvez et al. [22] propose a fast greedy algorithm to equalize the load of gateways
while also avoiding gateway flapping. Sensor nodes are first ordered in ascending
order based on the number of valid paths/gateways, and then assigned to the best
valid paths. The valid paths are ranked based on the gateway load (number of
flows the gateway serves) and path cost (expected interference and hop distance).
However, decisions on gateway-node associations are made in a centralized con-
troller which is linked to the gateways by wired connections. Centralized solutions
are likely to determine the most suitable gateway-node associations; however, in
networks with dynamically changing conditions, the control message overhead
necessary for capturing a global view of the network at a single location is signif-
icantly high [76].
One common drawback of existing schemes in this category is that the gateway
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Figure 2.2: Illustration of the moving tour of a mobile sink.
load balancing objective is the equalization of traffic load among gateways. In
fact, what is more important is the utilization of a gateway’s capacity, rather
than the absolute value of its traffic load. Moreover, even though some papers
[21, 73, 74] have considered both in-network load balancing and gateway load
balancing, the trade-off between the two aspects has not been addressed properly.
2.3 Routing protocols with mobile sinks for WSN
data collection
In WSNs with static sinks, the nodes close to the sinks are more likely to deplete
their battery supplies before the far-away located nodes due to the intersection
of multi-hop routes and concentration of data traffic towards the sinks [31]. To
achieve uniformity of energy consumption, load balancing algorithms are incor-
porated in routing solutions as surveyed in Sec. 2.2.2. Recently, The usage of
Mobile Sinks (MSs) is proposed and explored as an alternative solution to this
problem [10–13, 31, 32]. In some papers, mobile sinks are also referred as Mobile
Agents (MAs) [77] [13], Mobile Collectors (MCs), or Mobile Relays (MRs) [11].
To avoid confusions, MS is used in this thesis.
Instead of staying in one location and collect sensing data from all sensors by
26 Chapter 2. Background and Related Work
multihop, the sink can move to different positions through the network. Mobile
sink may visit a set of locations, where it stops and collects sensing data, called
Polling Points (PPs) [78], which are also referred as Rendezvous Points (RPs) [79],
Collection Points (CPs) [80], Anchor Points (APs) [81]. The polling points can be
a subset of sensor nodes [80]. This requires that the nodes have sufficient buffer
capability and high energy storage capability. The subset of nodes buffer and
aggregate data originated from sources and transfer to the sink when it arrives.
The polling points, on the other hand, can be a finite set of locations, which are
completely independent from sensor nodes [41]. The mobile sink visits a selected
set of positions following the determined sequence. For example, in Fig. 2.2, the
moving tour of the sink is A - B - C. The sensors can upload their sensing data
to mobile sink directly when they are within each other’s transmission range or
they can transmit their sensing data to mobile sink by multihop.
The MS paradigm has been first used in WSNs environments for scalable and
energy-efficient data aggregation. Mobile sinks could help shift the high energy
consumption zone and the increased energy drainage is spread through the net-
work. Moreover, mobile sinks could help enhance connectivity of the network and
reach some isolated nodes more effortless than the static sinks. Thus, it alleviates
possible disruption in the topology and reduction of data sensing. Furthermore,
the sink mobility reduces the number of hops on data routes. The shorter data
dissemination paths increase throughput and reliability, and decrease energy con-
sumption.
The advantages of mobile sinks do however come at a cost. Sensor nodes have
to disseminate data after waiting for a period of time which depends on the
sink moving distance and velocity. Hence, it requires that the applied WSNs
applications are delay-tolerant to a certain extend, where the data is cached and
transferred to the sink when it arrives. In addition, the continuing advertisement
of changing locations of the sink causes critical overhead packets and consume
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additional energy. The problem of mobile sink routing is a promising research field
with unique challenges. The challenges include not only the inherent problems
associated with WSNs but also the new problems associated with mobile sinks. In
this section, existing mobile sink routing protocols are surveyed and categorised.
2.3.1 Taxonomy of mobile sink based routing protocols
Depending on the application requirements and the WSN deployment area char-
acteristics (area, terrain, size, etc), a mobile sink can follow different types of mo-
bility patterns, such as unpredicted mobility [82–85], predictable mobility [86–89]
and controllable mobility [90–93]. In the class with unpredictable sink mobility,
the sink follows a random path in the sensor field and routing protocol can only
rely on the current state of topology. There is no guarantee if the sink reaches
all the sensors or how much time it takes to do so. Hence, it may result in
incomplete data collection. In the class with predicted mobility, by exploiting
the predictable nature of sink’s movement, an appropriate strategy is designed
to determine the routing paths for data packets, to guarantee the coverage of
the sensor field and to optimize data delivery performance. The controlled sink
mobility denotes a property of routing protocol rather than the property of the
sink’s motion. Based on a parameter of interest, such as residual energy of the
nodes, lifetime of packets queued in nodes, or a predefined objective function, or
a predefined observable events (alleviate congestions), the sink is guided towards
a specific route by applied routing schemes. The aim is to address a particular
problem according to the network’s needs. Not only the type of sink’s mobility
but also the sink’s speed affects the operation and the network performance.
Based on the network structure the protocol applies, the routing protocols can
be classified into hierarchical and non-hierarchical approaches. Hierarchical ap-
proaches establish a virtual hierarchy of sensor nodes, where the sensor nodes
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are composed of different dynamic roles and virtually form a hierarchical struc-
ture. Thus, the advertisement overhead of sink positions can be limited to a
certain number of nodes and decreased. The constructed hierarchy is normally
composed of two or more tiers. The nodes in the overlay structure (high-tier)
are responsible to communicate with sink directly obtaining sink’s position and
uploading data. The nodes remained (low-tier) acquire sink’s information from
the overlay nodes or direct their data packets to the overlay nodes. Accord-
ing to the specific virtual structure, the hierarchical approaches can be further
classified into: cluster, tree, grid, backbone or area-based. On the other hand,
all the sensor nodes have the same role in non-hierarchical approaches. Such a
structure alleviates hotspots problems caused by the concentration of data traffic
towards the sinks, and eliminates the constructing overhead for a virtual struc-
ture. However, this approach requires all the nodes acquiring sink’s information
individually which increases overhead dramatically especially in large-scale net-
works. The non-hierarchical approaches can further be classified: flooding-based
(e.g. Two-Tier Data Dissemination (TTDD) [94]), overhearing based (e.g. Hy-
brid MANET Routing Protocol (HMRP) [95]) and geographic information based
(e.g. Multicast-Query-based Data Dissemination (MQDD) [96]) approaches.
With respect to the QoS constraints specified during the network functional-
ity, the approaches can be classified: energy-efficiency based, delay based and
throughput based approaches. Because of the low-cost sensor devices, energy-
efficiency is the basic requirement for network operation. Moreover, for some
real-time applications such as image and video sensor, QoS metrics such as delay
and reliability should be guaranteed during the network operations. However,
satisfying these metrics, especially in mobile sink scenarios, may cause conflicts
with energy-efficiency.
According to the number of MS applied in network, the algorithms can be catego-
rized into single MS based, multiple MSs based and dual-agent (combined mobile
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Figure 2.3: Category illustration of mobile sink based multi-hop routing solutions.
and static sink) based [97] classes. In the single MS scenario, depending on the
objective and algorithm design, the MS can visit all sensor nodes or only a subset
of them. Fig. 2.3 shows the taxonomy of routing protocols.
The use of MSs for aggregation requires the definition of sensors visiting order,
i.e., an itinerary has to be scheduled jointly for all the sinks, and this is itinerary
planing problem. The chosen itinerary largely affects the network performance,
such as energy consumption, network lifetime, data aggregation latency and so
on. Some multiple MSs based algorithms [77, 98, 99] are proposed. The managed
network is partitioned into several logical/physical domains and each domain is
assigned to a separate MS. The key point in multiple MSs scenario is that an
efficient method is needed to propose optimal clustering of sensors as well as
optimal itinerary design of individual MSs.
Konstantopoulos et al. [77] propose a heuristic algorithm - Tree Based Itinerary
Design (TBID) that employs multiple MSs. TBID determines the proper num-
ber of MSs for minimizing the total aggregation cost and constructs low-cost
itineraries for each of them. Aiming at addressing the multi-agent itinerary plan-
ing problem, Chen et al. [13] propose a Minimum Spanning Tree (MST) based
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algorithm. The solution is divided into two parts: source node grouping and
source node visiting sequence of each MS. The estimated hop count is the main
network cost parameter in the algorithm with the precondition that geographical
information of all source nodes are stored in the sink. A balance factor which
is applied in the network weight calculation function shows a flexible trade-off
control between energy cost and task duration. Wu et al. [97] take advantage of
dual-agent (combined mobile and static agent). Instead of spreading the global
information through repeated broadcasting across the network, the mobile sink
only needs to broadcast its location to a subset of nodes in the network each time
when it stops. For those nodes that do not know where the mobile sink is, they
send their data to the static sink.
The main objective in these multiple MSs based algorithms is to minimize the
volume of network traffic exchanged between distributed systems while main-
taining relatively low task execution time, especially for time-critical tasks [77].
However, both the cost and efficiency should be evaluated, since the application
of multiple MSs can be of high cost. Using a single MS may actually lead to
response time, network overhead, and energy consumption better than that the
multiple MSs algorithms in some data aggregation applications. Besides, some
single MS algorithms can be potentially extended to multiple MSs [100][101]. In
the following, we focus on routing protocols that are based on a single MS.
2.3.2 Routing solutions with a single mobile sink
In the multihop data collection scenarios, it assumes that all sensor nodes are
densely deployed in a region and total energy consumed by transmitting a data
packet along a multihop path is proportional to the Euclidean distance between
sender and receiver. This assumption is justified by the fact that the Euclidean
distance between two nodes in a dense wireless network is approximately propor-
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tional to the hop count between the same nodes [80][102]. Such an energy model
is also adopted by several existing power-efficient data communication protocols
in WSNs [103]. Some papers show the benefits (energy efficiency and network
lifetime maximization) of involving a mobile sink and the impact of network pa-
rameters (e.g. the number of sensors, the delay bound, and so on.) and discover
the optimal solutions for network performance.
The mobile sink is designed to visit a selected set of positions following the deter-
mined sequence. By starting, the itinerary planning plays an important role in
MS based data aggregation. The Polling Points (PPs) selection and tour design
is related to the Travelling Salesman Problem (TSP) [104]. However, the goal of
TSP is only to find the tour that visits a fixed set of sites. Thus, new mechanisms
are needed for the itinerary planning problem to jointly consider sink moving tour
and aggregation paths of data.
Gu et al. [105] present a mathematical formulation that jointly considers different
issues such as sink scheduling, data routing, delay bound, and so on. The paper
also demonstrates the effects of different trajectories of the sink which are useful
for designing mobility schemes in mobile WSNs. Xing et al. [80] aim to achieve a
desirable balance between network energy saving and data collection delay. The
objective is to find a MS tour no longer than a certain distance and a set of
routing trees that are rooted on the tour and connect all sources, such that the
total Euclidean length of the trees is minimized. In order to incur zero network
energy consumption, all the sources must be PPs. In order words, the sink must
visit all the PPs on a tour no longer than L. The problem is converted to a TSP
problem in which a salesman visits a set of sites on a tour no longer than a given
bound. A Steiner Minimum Tree based approximation algorithm is proposed.
Xing et al. in [80] also consider the case where multiple sinks are available in
the network region. However, there is no multi-hop technique considered in the
algorithm. Besides, it is not practical that all the sources are PPs in a large scale
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topology network.
Normally in MS based data collection scenarios, within a prescribed delay toler-
ance level, each node does not need to send the data immediately as it becomes
available. Instead, the nodes can store the data temporarily and transmit it when
the mobile sink is at the most favourable location to achieve the most energy effi-
ciency or longest WSNs lifetime. Thus, the key problem in mobile data gathering
scenario is the trade-off between energy saving and data gathering latency. In
order to decrease the data collection delay, the moving tour length is supposed
to be shortened. This leads to less PPs and longer data aggregation distance.
Zhao et al. [78] exploits a balance between the relay hop count of local data
aggregation and the moving tour length of the mobile collector, and formulates the
problem as Bounded Delay Hop Mobile Data Gathering (BRH-MDG) problem.
In the proposed algorithm, there are two parameters used to prioritize each sensor
in the network: the number of d-hop neighbours, which are the sensors within
its d-hop distance; the minimum hop count to the data sink. The number of
d-hop neighbours is the primary parameter to select an initial set of sensors
as its preferred PPs. The minimum hop count to the data sink is the secondary
parameter and it is used when the preferred PPs of a sensor have the same number
of d-hop neighbours. Each sensor broadcasts its parameters and updates its state
based on the information packets from neighbours. By choosing the PPs with the
highest number of neighbours decreases the overall number of PPs. However, the
selected PPs may share high number of neighbours, causing redundant coverage
of sensors. Besides, the selected PPs could also be far away from each others
which potentially increases the moving tour length.
The longevity of WSNs is a major issue that impacts the applications of such net-
works. The network lifetime can be prolonged by not only the energy saving but
also sink mobility management. The network lifetime can be defined in various
ways focusing on different aspects: individual or collective [106]. Normally, the
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network lifetime is defined as the time period for the first node or for a certain
number of nodes to run out of energy reserve [107][100].
Yun et al. [108] also aim at maximizing the network lifetime considering delay
bound constraints. In their algorithm, the nodes can postpone the transmission
of data until the sink is at the most favourable stop for extending the network life-
time and overall collectively achieve a longer network lifetime. To evaluate the
network factors and compare different performance-complexity trade-offs, two
strategies are introduced: the subflow-based model and the queue-based model.
In the subflow-based model, the nodes in a certain coverage area are not allowed
to buffer the relayed traffic from other nodes; as soon as a node in the cover-
age area receives the data from other nodes, it immediately forwards the data
to its neighbours. In the queue-based model, each node can buffer data orig-
inated from any node. The queue-based model allows buffering of any traffic,
which naturally leads to better lifetime performance. However, the queue-based
model may require much larger buffer size and increase data aggregation delay
with regard to the total number of other nodes in the same coverage area. The
paper shows properties of different models and the optimal network lifetime over
different number of sink locations.
Zhao et al. [81] focus on the network utility maximization problem with regard
to sojourn time which is a period of time that the mobile collector stays at each
polling point. Network utility in the paper is defined as the aggregation of the
data utility of all sensors. Data utility is used to characterize the impact of the
data from a sensor on the overall data gathering performance and it is defined
with respect to the total amount of data gathered from the sensor in a data
gathering tour. They demonstrates that data gathering performance is affected
based on fixed or variable sojourn time and also data rate.
Li et al. [109] propose a localized Integrated Location Service and Routing (ILSR)
scheme based on Geographic Routing Protocol (GRP) [110]. The objective is to
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enable sensors to maintain a slow-varying routing next hop to the sink rather
than the precise knowledge of quick-varying sink position. The sink updates
location to neighbouring sensors whenever a link breaks or a link is created.
The neighbouring sensors are grouped with different roles. The relay neighbours
always retransmit the received flooding-type message. The others retransmit
the message only when there is a change of routing next hop. Thus, without
knowledge of destination location, the sensors transmit messages toward to the
sink by distributed next hop learning. However, even though within a restricted
area, the flooding of location update increases network control messages.
Salarian et al. [79] propose a heuristic algorithm called Weighted Rendezvous
Planing (WRP), whereby each sensor node is assigned a weight which multiplies
its hop distance to the closest PP by the number of data packets it forwards. The
minimum energy consumption occurs when all sensor nodes are designed as an RP.
In this case, they do not incur any energy expenditure related to the forwarding
of packets from other nodes. Thus, the goal of WRP is to determine whether
there is a tour that is no longer than the given tour length. The highest weighted
sensor node is temporally added in the tour. The data gathering latency is not
considered in the algorithm, which limits it to high delay tolerant applications.
2.4 Routing designs with VMIMO technique for
WSN data collection
Multiple-Input Multiple-Output (MIMO) is a method for multiplying the capac-
ity of a radio link using multiple transmit and receive antennas to improve trans-
mission reliability or increase data rate. MIMO is used to send and receive more
than one data signal on the same radio channel at the same time via multipath
propagation [111]. Under a given power budget and fading conditions, MIMO
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communications offer much higher throughput (Multiplexing (MUX) gain) or
more reliable communications (Diversity (DIV) gain) than Single-Input Single-
Output (SISO) systems [14–16]. However, due to the size considerations, it may
be impractical to mount multiple antennas on a sensor node. To harvest MIMO
gains in WSNs, independent paths between the transmit and receive sides can
be realized by having multiple spatially separated nodes functioned as a VMIMO
node [17]. Virtual MIMO, sometimes referred to as distributed MIMO, coopera-
tive MIMO, networked MIMO or multi-user MIMO, allows several nodes which
are equipped with one or more antennas to emulate a multi-antenna node, also
known as a Virtual Antenna Array (VAA) [16]. VMIMO allows small devices to
harvest MIMO gains and it has been shown to improve network lifetime, through-
put, and reduce the communication delay [16].
WSNs that involve a large number of nodes are often organized into clusters, each
with its own Cluster Head (CH). The clustering topology can also be used to
support VMIMO communications, whereby a subset of the nodes in each cluster,
called Cooperating Nodes (CNs), serve as a virtual transmit (Tx) or receive (Rx)
antenna array[36, 42, 112]. Along with other CNs in the cluster, the CH forwards
the data to the sink, either directly or via a mulithop intercluster path. The
key design problem is how to construct the set of CNs to minimize the required
energy over the links.
Yuan et [18] extends the Low Energy Adaptive Clustering Hierarchy (LEACH)
[113] protocol to achieve adaptive selection of cooperative nodes and the coordi-
nation in terms of energy efficiency and reliability. The proposed MIMO-LEACH
is the first clustering protocol that exploits VMIMO in WSNs. The key to achieve
energy efficiency is to choose the VAA that is close to the header. Meanwhile, as
being a VAA node is much more energy intensive than a sensing node, we also
need to evenly distribute the energy among all nodes in a cluster. A distributed
MIMO-adaptive energy efficient clustering/routing scheme [112]. It applies two
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CHs to emulate a two-antenna node in each cluster, which is responsible for inter-
cluster communications. Nguyen et al. [16] formulate the optimal CN selection
problem at the transmit and receive clusters as a nonlinear binary problem. They
decompose the problem into two subproblems: finding the optimal number of CNs
in a cluster and the CN assignment problem aiming at minimizing the imbalance
in the residual energy at various nodes.
Sensors are often powered by batteries, which are difficult or prohibitively expen-
sive to replace or recharge. Hence, it is critical to design WSNs in an energy-
efficient manner. Several cooperative MIMO schemes have been suggested to
reduce energy consumption in WSNs [33][112].
Energy efficient communication techniques typically focus on minimizing the
transmission energy only, which is reasonable in long-range applications where
the transmission energy is dominant in the total energy consumption. However,
in short-range applications such as sensor networks where the circuit energy con-
sumption is comparable to or even more than the transmission energy, different
approaches need to be taken to minimize the total energy consumption. The cir-
cuit energy consumption includes the energy consumed by all the circuit blocks
along the signal path: Analogue to Digital Converter (ADC), Digital to Analogue
Converter (DAC), frequency synthesizer, mixer, Lower Noise Amplifier (LNA),
power amplifier, and baseband Digital Signal Processing (DSP) [1]. Some joint
energy-minimizing techniques have been proposed considering total energy con-
sumption [1, 2, 34–37].
Cui et al. [1] analyse a modulation and transmission strategy to minimize the
total energy consumption including both transmission energy and circuit energy
consumption. They derive the energy consumption under different modulation
modes with regard to transmission distance. It is shown that the energy efficiency
performance of SISO and VMIMO system can be different by adjusting some
parameters, such as data rate, modulation scheme and transmission distance
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Xu et al. [2] propose a distributed and heuristic algorithm to jointly consider
VMIMO and data gathering problem, which consists of two steps. The first step
is to select a set of cooperative node pairs and construct a tree-like topology by
taking features of VMIMO into consideration. Then, an energy efficient routing
protocol is applied for the constructed topology.
Distributed Space Time Block Code (DSTBC) [114] and Distributed Vertical Bell
Laboratories Layered Space Time (DVBLAST) [43], as virtual counterparts of
conventional MIMO schemes, are proposed in VMIMO communication to achieve
MIMO gains: Diversity (DIV) gain and Multiplexing (MUX) gain [115]. DIV
gains refer to the improvement in the received Signal to Noise Ratio (SNR) due
to the transmission of multiple highly correlated versions of the same signal. MUX
gain is obtained by using spatial multiplexing techniques, which allows number
of M nodes to transmit up to M independent data streams. The multiplexing
gain of a MIMO link is defined as the maximum number of data streams that can
be correctly decoded and MUX is used to boost network throughput. Different
MIMO schemes are able to achieve diversity gain, multiplexing gain, or both
of them. There exists a fundamental trade-off between transmit diversity and
multiplexing gains in a MIMO system.
In VMIMO, there are additional considerations compared with the classic MIMO:
cooperation overhead and cooperation interference. Cooperation overhead can
be interpreted as delay overhead, energy for signalling packets which are used for
coordinate CNs or to obtain Channel State Information (CSI).
2.4.1 Routing designs in DSTBC VMIMO system
Most of the existing works are based on DSTBC, as one key application of
VMIMO’s DIV is to conserve energy which is of great interest to energy-constrained
WSNs.
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Jayaweera et al. [116] develop an energy efficiency model taking into account
the extra training overhead required in MIMO system which applies Alamouti
scheme [117]. They investigate the dependence of the energy and delay efficiency
values on physical channel propagation parameters, fading coherence time and
the amount of required training.
Coso et al. [118] propose a multi-hop WSNs with nodes grouped in coopera-
tive clusters that exploits transmit and receive cooperation among cluster nodes.
A time-division relaying scheme is proposed to exploit transmit diversity, based
upon two slots: one slot accounts for data sharing among cluster nodes and the
other slot allows for joint transmission of data to the neighbour cluster using a
distributed space-time codes. By deriving the optimal time and power allocated
on the intra-cluster and inter-cluster slots of every single hop, given a per-link
energy constraint, the proposed cooperative distributed channel is optimally de-
signed for minimum end-to-end outage probability.
A distributed cooperative clustering protocol [42] is proposed to fully exploit the
diversity gain of the VMIMO technique by optimally selecting the cooperating
nodes within a cluster and balancing their energy consumption. In order to
minimize the imbalance in the residual energy at various nodes, the proposed
protocol addresses two sub-problems: finding the optimal number of CNs in a
cluster and the CN assignment that gives the lowest total energy consumption.
A distributed energy-balanced routing mechanism is also proposed to address
the traffic implosion problem [119] (the closer a cluster is to the sink, the more
inter-cluster traffic it must relay, leading to faster energy drainage of its CNs).
In [119], the authors propose a method to balance power consumption of CNs of
all clusters by balancing inter- and intra-cluster traffic. Consequently, CNs that
are on more favourable routes to the sink (e.g., serve more inter-cluster traffic)
have smaller cluster sizes, i.e, support less intra-cluster traffic, and vice versa.
Chang et al. [120] formulated energy-balanced routing problem as a linear pro-
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gramming problem, with goal of maximizing network lifetime. A heuristic algo-
rithm called maximum residual energy path routing is proposed which provides
96% performance of the optimal solution. The scheme routes packets on the path
that has the maximum remaining energy.
The above research works take advantage of maximum diversity gain applying
DSTBC and achieve energy efficient communications. However, only transmission
energy consumption is considered in these works.
2.4.2 Routing designs in VBLAST VMIMO system
DVBLAST offers a significantly high transmission rate and the transmission time
can be reduced to
1
M
of that in DSTBC (M is the minimum number of trans-
mission and receive antennas). DVBLAST can be applied for delay-sensitive
scenarios.
Jayaweera et al. [121] firstly propose DVBLAST based VMIMO scheme to achieve
a trade-off between energy efficiency and delay performance. Without requir-
ing the transmitter-side cooperation, Xu et al. [122] propose a VBLAST based
cluster-to-cluster transmission scheme. Ding et al. [123] incorporate VBLAST
with LEACH [113]. In these papers, a VMIMO link is formed by having sensors
independently transmit their signals to the sink. At the receiver, data streams
from different nodes are decoded successively. By transmitting at a higher rate,
the transmission duration is significantly reduced, and so is the circuit energy
consumption. Focusing on exploring the time saving, however, the energy con-
sumption has not been addressed in the papers.
By transmitting at a higher rate than DSTBC, the transmission duration of
DVBLAST based VMIMO is significantly reduced, and so is the circuit energy.
On the other hand, paper [1] highlighted the energy efficiency of DSTBC in WSNs.
They illustrate that the reduction in transmission energy, obtained through DIV,
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comes at the price of higher circuit energy consumption. The higher the DIV,
the larger number of CNs, and thus the higher circuit energy. Hence, in order to
design network considering different features for various application requirements,
it is critical to understand performances of both techniques.
Nguyen et al. [115] compare the energy consumption per bit of DSTBC and
DVBLAST. The results show that for short communication distances (less than
10m), DVBLAST is more energy efficient than both SISO and DSTBC. However,
for longer distances, DSTBC is more energy efficient. This is because the increase
in the transmission energy of DVBLAST (due to the higher transmission rate)
outweighs the reduction in circuit and cooperation energies.
These papers all study the energy consumption by exploring the high transmit
data rate and low transmission duration. That is, the circuit energy consumption
is saved by the time saving of VBLAST. Yet, the time consumption itself has not
been investigated.
2.5 Data collection solutions with mobile sink
and VMIMO technique
In order to reduce with the high energy consumption of inter-cluster transmission
in VMIMO WSNs, the mobile sink can be used. There are only a few papers [38–
41] applying mobile collectors in VMIMO system.
Zhao et al. [38] firstly propose a three-layer framework for mobile data gathering
in VMIMO uploading based WSNs, including the sensor layer, cluster head layer,
and mobile sink layer. The objective is to achieve good scalability, long network
lifetime and low data collection latency. At the sensor layer, a distributed load
balanced clustering algorithm is proposed for sensors to self-organise themselves
into clusters. Multiple cluster heads are selected to balance the work load and
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facilitate MIMO data uploading. At the cluster head layer, multiple cluster heads
within a cluster cooperate with each other to perform energy saving intra-cluster
transmission. At the mobile collector layer, the sink is equipped with two anten-
nas, which enables multiple cluster heads to simultaneously upload data. The
trajectory planning for the sink is optimized to fully utilize MIMO uploading
capability by properly selecting polling points in each cluster.
Aiming to minimize the total data gathering time which consists of the moving
time of the mobile sink and the data uploading time of sensors, Zhao et al. [39]
further formalize the mobile data gathering with Space Division Multiple Access
(SDMA) problem into an integer linear program. To fully utilize SDMA, the
aim is to find a set of selected polling points to achieve the shortest moving tour
while the sensors can be formed into compatible pairs as many as possible. Three
algorithms are proposed to explore the trade-off between full utilization of SDMA
and shortest moving tour:
(i). Maximum Compatible Pair (MCP) algorithm - to select the minimum num-
ber of polling points to form the maximum number of compatible sensors,
(ii). Minimum Covering Spanning Tree (MCST) algorithm - to greedily select
the polling point with minimum covering cost which is the minimum dis-
tance between current polling point to the selected polling points,
(iii). Revenue Based (RB) algorithm - to select the polling points by jointly
consider the number of compatible sensors and the sink moving tour length.
The problem of minimizing the maximum data gathering time among different
regions is considered and a region-division and tour-planing algorithm is proposed
for multiple sinks scenarios. The data gathering latency minimization problem is
well addressed in this paper. However, the data gathering routing is limited with
single hop behaviour. Besides, the energy consumption has not been considered
and evaluated.
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Taking into account the elastic nature of wireless link capacity and power control
for each sensor, Guo et al. [40] propose a data gathering cost minimization frame-
work with concurrent data uploading, which is constrained by flow conservation,
energy consumption, link capacity, compatibility among sensors and the bound
on total sojourn time of the mobile collector at all anchor points. They evaluate
the relations of energy consumption and sojourn time at anchor points, and also
provide comparison of sojourn times under different data gathering cost.
2.6 Summary
This chapter reviews routing protocols in WSNs data collection scenarios. First
the state-of-art of multihop routing solutions are classified and explained. Then
the load balancing based routing schemes are studied in detail. Despite the rich
set of previous work, the potential trade-off between gateway and in-network
load balancing problem is still not addressed. Furthermore, the routing protocols
with mobile sinks and VMIMO technique are also described. Mobile sinks spread
the increased energy drainage through the network, achieving uniform energy
consumption and thereby extending the network lifetime. VMIMO allows small
devices to harvest MIMO gains and has been shown the ability to increase net-
work lifetime, throughput, and reduce the communication latency. The surveyed
papers illustrate that jointly applying mobile sink and VMIMO provides promis-
ing improvement in terms of network energy consumption, data gathering latency
and network performance. However, there are limited studies that consider both
mobile sink and VMIMO technique, which leaves a research gap. In light of the
issues in previous work, we aim to address the untouched and unsolved problems
and design effective and efficient routing algorithms in WSNs.
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Chapter 3
A Unified Solution for Gateway
and In-network Traffic Load
Balancing
This chapter presents the proposed Reactive and Adaptive Load Balancing (RALB)
algorithm which aims at addressing the dual objectives of gateway and in-network
load balancing. RALB is proposed as a generic solution for any multihop wired
and wireless network with multiple data gateways connecting the network to an
infrastructure. There are two goals of RALB:
(i). To equalize gateway utilization levels as much as possible;
(ii). To balance the traffic load on the paths to the gateways.
RALB can strike the balance between these potentially conflicting objectives by
reducing the standard deviation of gateway utilization while avoiding in-network
congestion. A distributed path selection algorithm helps select the least loaded
paths via independent routing decisions made by intermediate nodes on data
paths. To avoid route flapping [30] problems, probabilistic decision thresholds
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are set, which are used to limit the frequency of route changes in an adaptive way
according to link and traffic conditions.
The proposed RALB solution for the dual-objective of gateway and in-network
load balancing is based on four principles:
(i). Dynamic and reactive discovery of multiple paths at each node to the set
of gateways G which connect the network to an infrastructure,
(ii). No central point of decision making, no collection of global network infor-
mation, and no periodic network-wide packet broadcasts,
(iii). Dynamically adapted node-centric parameters to avoid frequent route switches,
(iv). Reactive and timely update of path and gateway metrics, as part of path
discovery, with minimal additional control overhead.
On-demand routing protocols are available in the current literature, such as
Dynamic Source Routing (DSR) [124] and Ad hoc On-demand Distance Vec-
tor (AODV) routing [52], which use the two basic packet types, Route Request
(RREQ) and Route Reply (RREP), for route discovery. Such protocols provide
a single path to each destination node. A later proposed protocol, called the On-
demand Multipath Distance Vector (AOMDV) routing [125], discovers multiple
loop-free and disjoint paths to each destination node in order to improve relia-
bility and reduce End-to-End (E2E) time delay, as compared to AODV. In fact,
by reducing the frequency of route updates, AOMDV achieves around 30% sav-
ing in control overhead, as compared to the single-path protocol AODV. Thus,
AOMDV is chosen as a baseline reactive routing protocol, which can provide
network nodes with multiple paths to each gateway. However, RALB is a load
balancing solution, which aids routing decisions, and is therefore independent
from the particular choice of routing protocol, as long as the protocol is reactive
and provides multiple paths to each gateway.
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3.1 The Path Quality Metric of RALB
Given the network G = (V,E), where V is the set of vertices that represent the
nodes, and E is the set of edges representing the neighbour relationship between
the nodes. That is if a node vj ∈ V is a one-hop neighbour of the node vi ∈ V ,
then (vi, vj) ∈ E. We assume there is only one link between two neighbour nodes,
and the link is bi-directional. Path p(u0, un) from node u0 ∈ V to another node
un ∈ V is defined as p(u0, un) = {(u0, u1), · · · , (un−1, un)}, where (un−1, un) ∈ E,
and n is the number of hops of the path. As a special sensor node, gateway
node gi also belongs in the sensor set V . Thus, for any path p(u, g) from sensor
node u ∈ V to a gateway node g ∈ V : p(u, g) = {(u0, u1), · · · , (un−1un)}, where
u = u0, g = un, (un−1, un) ∈ E, n is the number of hops of the path. Fig. 3.1 is a
simple illustration of the path definitions. The dot lines show one path from node
v1 to gateway node g1, this path includes the edges (v1, v3), (v3, v8) and (v8, g1).
Thus, this path p(v1, g1) = {(v1, v3), (v3, v8), (v8, g1)}.
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v2 
v1 
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Figure 3.1: Illustration of path definitions.
The path quality metric q(u, g) for a path from a node u to a gateway g is designed
in a way to capture two factors that affect a path’s overall quality: (1) packet
delivery quality qp(u, g) to gateway g from the node u, and (2) the capability of
gateway g to service its incoming data traffic, denoted by qc(g). Hence:
q(u, g) = βqc(g) + (1− β)qp(u, g). (3.1)
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where 0 < β < 1 is a weighting factor (Alternative methods of combing these two
factors can be utilized). The coefficient β captures the desired level of emphasis
given (by the network operator or the application service) to two potentially
conflicting goals:
(i). Choosing a gateway that is more capable of relaying its incoming traffic to
the outside network,
(ii). Choosing a path that has higher performance in delivering data traffic to
a gateway.
The packet delivery performance qp(u, g) is modelled by a weighted sum of nor-
malized path metrics, namely residual bandwidth, path delay, and path reliability,
whereas gateway capability qc(g) is modelled by a single metric called gateway
utilization. These metrics are discovered and updated as part of the reactive
path discovery, i.e. carried over multihop paths from gateways to data sources,
in RREP packets.
3.1.1 Packet delivery performance metrics of a path
3.1.1.1 Residual path bandwidth
This is the available residual rate at which packets can be delivered by a path
from a source sensor to the gateway, which is the path’s end point. The residual
bandwidth on a path from node u to a gateway g is denoted by b(u, g).
Residual link bandwidth is considered as the maximum transmission rate that a
transmitter can inject packets to the link. Maximum transmission rate is a time-
varying random variable, which is a result of two main factors: the link’s capacity,
and the current level of channel interference. As such, Auto-Rate Adaptive (ARA)
which is proposed in [126] is used so that nodes select the highest transmission
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rate, which constitutes the link’s residual bandwidth. This is a practical and
precise method, as opposed to modelling residual link bandwidth simply as the
difference between link capacity and current traffic load [28].
Since a path is a sequence of links, residual path bandwidth is considered as the
minimum of the residual link bandwidths over all the links along that path. The
residual bandwidth on a path from node u to gateway g is:
b(u, g) =
n−1
min
i=0
b(ui, ui+1). (3.2)
where u = u0, g = un, ui ∈ V , (ui, ui+1) ∈ E (i = 0, 1, · · · , n) and n is the
number of hops of the path.
3.1.1.2 Path latency
This is the total end-to-end time delay over a path, which consists of queuing,
processing, transmission, and propagation delays. The latency of a path from
node u to a gateway g is denoted by l(u, g). As explained, nodes discover paths
via RREQ packets sent/forwarded to the gateways (as in AOMDV [125]). Nodes
note the time instance when they transmit a RREQ packet towards gateway
g. The intermediate nodes replies the RREQ with a RREP, including its own
latency to the gateway. Upon reception of the RREP, source node u calculates
the overall time latency of all links along the path and updates its latency to
gateway g as:
l(u, g) =
n−1∑
i=0
l(ui, ui+1). (3.3)
where u = u0,g = un, ui ∈ V , (ui, ui+1) ∈ E (i = 0, 1, · · · , n) and n is the number
of hops of the path. This is used as a practical way to monitor path latency
to gateways by every source as well as every node that participates in packet
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forwarding.
3.1.1.3 Reliability
This is defined as the ratio of successful end-to-end packet delivery over a path,
and is denoted by 0 ≤ r(u, g) ≤ 1 for a path from node u to a gateway g.
Periodic neighbourhood messages are exchanged between nodes, which act as
probe packets. By monitoring the delivery ratio of these messages, nodes keep
track of the reliability of their links to their neighbours. Link reliability values
are delivered to nodes via RREP messages, as part of RALB’s path discovery.
Accordingly, a node u calculates the reliability r(u, g) of a path to a gateway g,
as a product of all the link reliability (reported in the route RREP) along the
path to gateway g, as follows:
r(u, g) =
n−1∏
i=0
r(ui, ui+1). (3.4)
where u = u0,g = un, ui ∈ V , (ui, ui+1) ∈ E (i = 0, 1, · · · , n) and n is the number
of hops of the path.
3.1.2 Gateway utilization
Utilization Ug of a gateway g is defined as the ratio of the data traffic load on
the gateway to its capacity Cg, where Cg is the minimum of (1) the residual
bandwidth of the gateway’s outgoing link to the infrastructure network, and (2)
the residual bandwidth of the gateway’s incoming link with the internal network.
Gateway utilization is the preferred metric to represent a gateway’s capability to
service its incoming data traffic load, since different gateways may have different
properties, i.e. processing speed, bandwidth on outgoing link (instead of the
traffic load itself, as in previous studies [67, 69, 70, 75]). This concept is illustrated
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Figure 3.2: Metric choice for gateway load balancing: Traffic load equalization
vs. gateway utilization equalization.
in Fig. 3.2(a) and Fig. 3.2(b), for traffic load and gateway utilization, respectively,
when chosen as the metric to represent a gateway’s service capability. As seen
in Fig. 3.2(a), the gateway with the lower capacity is critically loaded when the
traffic loads are equalized; whereas in Fig. 3.2(b) this gateway is in a better state
when gateway utilizations are equalized. In fact, as shown in Fig. 3.2(c), a certain
amount of increase in traffic load affects the gateway with the lower capacity more
critically, via increasing its utilization by a larger amount. This shows that the
aim of gateway load balancing must be to equalize utilization levels rather than
the traffic loads that different gateways receive.
3.1.3 Path quality metric
To combine the path delivery performance metrics into a single path quality met-
ric, first, the following normalization operations are performed, so that unitless
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quantities that fall in the same value range of (0, 1] are obtained:
qb(u, g) =
b(u, g)
|Pug |
max
i=0
bi(u, g)
, ql(u, g) = 1− l(u, g)|Pug |
max
i=0
li(u, g)
,
qr(u, g) =
r(u, g)
|Pug |
max
i=0
ri(u, g)
, (3.5)
where qb(u, g), ql(u, g) and qr(u, g) denote the normalized bandwidth, latency and
reliability metrics of the path delivery performance from node u to gateway g,
respectively, and Pug = {pi(u, g)} denotes the set of paths from node u to gateway
g.
The normalized metrics in Eqn. 3.5 are combined as a weighted sum, which
represents the path quality metric of a path from node u to gateway g, given by:
qp(u, g) = αbqb(u, g) + αlql(u, g) + αrqr(u, g). (3.6)
where αb + αl + αr = 1. Accordingly, a higher path quality metric is obtained if
a path has higher reliability, higher bandwidth, and less latency. The coefficients
αb, αl, and αr are directly related to the Quality of Service (QoS) requirements of
different applications, e.g. an application with stringent time delay limits would
choose a large αl, whereas an application that must support high bit rates would
pick a large αb.
3.2 Update of the path quality metric and the
routing table
Upon reception of an RREP packet, each node checks the reported path metric
values, and updates them considering the link conditions to the next hop node
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from where the packet is received, according to Eqn. (3.2) - Eqn. (3.4). Then,
using the reported gateway utilization Ug in the RREP and these updated path
metrics, the path quality metric is calculated by Eqns. (3.5) and (3.6). The
routing table corresponding to the path is updated if necessary, i.e. in case of a
new entry or a higher metric value. A numerical example of a routing table entry
in RALB is shown in Table. 3.1.
Table 3.1: RALB routing table entry.
Gateway Next Hop Bandwidth Latency
Reliability
Gateway
ID hop ID distance (Hz) (s) utilization
2 10 4 2.5975× 104 0.034027 0.38568 0.864397
Each route table entry contains the latest information about the available path.
Gateway ID is the gateway address leading to the destination. Gateway ID and
next hop ID jointly decide a specific path. Hop count is the number of hops
needed to reach the gateway. Bandwidth is the field to present the residual path
bandwidth which is considered as the maximum transmission rate overall all the
links in this path. Latency is the total end-to-end delay over the path. Reliability
is the ratio of successful end-to-end packet delivery over the path. And finally
gateway utilization is defined as the ratio of the data traffic load on the gateway
to its capacity. Based on the values of path parameters shown in Table. 3.1,
path quality metric can be calculated. When a new packet arrives, if multiple
paths are available for the destination, then RALB runs a path-gateway selection
algorithm to decide the next hop and the gateway to where the packet is to be
forwarded.
3.3 Gateway and path selection
In this section, the path and gateway selection algorithm provided by RALB is
described. RALB runs at every network node and assists the underlying multi-
path reactive routing protocol (such as AOMDV) that is normally load-unaware.
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This is achieved by selecting the best available path p∗ to each gateway, accord-
ing to the path quality metric q as introduced in Eqn. 3.1, i.e. the path p∗
with the highest metric value q(p∗). However, the originally selected path po by
the load-unaware routing protocol (AOMDV) may be different (p∗ 6= po), and
q(p∗) 6= q(po). For instance, AOMDV replaces the existing paths with the newly
discovered ones and ranks the set of its available paths in terms of their E2E time
delays, where the path with the least time delay is regarded as the best one. In
this paper, changing from the shortest path po to RALB’s highest metric path p
∗
is referred to as a path switch.
A timely-made path switch decision may help remove in-network congestion
and/or lower the traffic load on an overloaded gateway. On the other hand,
each time a node changes its next hop (for the same gateway), the channel access
pattern in its locality (and eventually a large area) may be diversely affected, re-
sulting in packet drops at the Medium Access Control (MAC) sub-layer. In fact,
since nodes make independent routing decisions, the data paths in the network
may become highly unstable if the nodes greedily select the best next hop to each
gateway each time there is an opportunity to do so. This is especially a problem
when path performance metrics vary too frequently due to network dynamics. As
a remedy, RALB monitors the following two variables over a window W of recent
data packet arrival time instances, called the incident window for each gateway:
1. Path quality metric Difference Ratio:DR =
q(p∗)− q(po)
q(po)
,
2. Path Switch Frequency: SF =
s
W
,
where s denotes the number of path switches that have occurred within the most
recent incident window.
Fig. 3.3 below illustrates a window of the most recent W instances; at each
instance, a new packet to be forwarded to a gateway g arrives at the node. The
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Figure 3.3: A window of recent data packet reception instances.
black dots in the top row represent the instances when the quality metric of
RALB is larger than that of the shortest path, i.e. q(p∗) > q(po) (and white
dots are for q(p∗) = q(po)). It needs to note that since RALB ranks the available
paths according to their path quality metric values, and then picks the one with
the highest value, the case q(p∗) < q(po) cannot happen. Hence, DR 6= 0. RALB
calculates the average difference ratio, denoted by DR =
∑W
t=1 DR(t)
ndiff
, where
ndiff ≤ W is the number of times when q(p∗) > q(po) within a window.
As seen in the second row of Fig. 3.3, out of all instances when q(p∗) > q(po),
only a subset represents the actual path switches, i.e. RALB’s path p∗ is chosen
instead of the shortest path po. This is because, RALB switches its data paths
probabilistically. In other words, there is a certain probability P (g) for each
gateway g that a node makes a path switch when the condition q(p∗) > q(po)
holds.
Instead of assigning an arbitrary value to P (g), RALB dynamically trains its set
of path switch probabilities, P (g1), P (g2), . . . , P (gK), where g1, g2, . . . , gK ∈ G,
and G is the set of K gateways in the network. To achieve this, RALB uses the
variables DR and SF . Basically, the path switch probability P (g) is incremented
by ∆P if the most recent switch frequency SF is not sufficiently high when
compared to the most recent average path metric difference ratio DR. Otherwise,
P (g) is decremented by ∆P . In order to control the sensitivity of SF to the
changes in DR, and to adapt to the path metric quality dynamics of the network,
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a decision threshold T is introduced as follows:
Algorithm 3.1 Update of path switch probability.
For a gateway g:
1: if SF ≤ DR · T then
2: P (g) = P (g) + ∆P
3: else
4: P (g) = P (g)−∆P
5: end if
The logic in Alg. 3.1 suggests the following:
• If a node has paths with mostly similar path quality metrics (hence a low
DR), it will have only a few occasions to increase the path switch probability
P(g). As a result, such nodes do not perform frequent path switches,
• If the node has made many path switches recently (hence high SF ), the
path switch probability will be lowered so that the node’s tendency to cause
route flapping can be moderated when network dynamics are in effect,
• RALB’s load-balancing behaviour can be tuned using the threshold T : a
higher value leads to more frequent path switches, whereas a lower value
causes lower performance in load balancing.
RALB’s path selection algorithm is presented in Alg. 3.2, and returns the selected
path p for an incoming data packet. In this algorithm, each node keeps track of
a discrete time-instance counter k for each destination gateway g. Each time a
data packet to be forwarded to g is received, k is incremented by 1. Initially the
window size is 1, and is updated at each algorithm run (lines 3,8). Besides k,
RALB also tracks the number of path switches nswitch that have occurred and the
number of times ndiff that the path quality metrics q(po) and q(p
∗) have differed
within the current incident window. Path switch instances and metric difference
instances are recorded in two Boolean dynamic arrays: S and D, respectively.
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Algorithm 3.2 Path selection.
Inputs:
k = 0; ndiff = 0; nswitch = 0; DRtot = 0;
P (g) = 0; ∆P = 0.02;
Outputs:
po, p
∗, q(po), q(p∗);
At each data packet reception for gateway g:
1: k = k + 1;
2: if k > W then
3: window = W ;
4: DRtot = DRtot −DR(1);
5: nswitch = nswitch − S(1);
6: ndiff = ndiff −D(1);
7: else
8: window = k;
9: end if
10: if q(p∗) > q(po) then
11: ndiff = ndiff + 1;
12: DR = [q(p∗)− q(po)]/q(po);
13: DRtot = DRtot + DR;
14: DR = DRtot/ndiff;
15: SF = nswitch/window;
16: if SF ≤ DR · T then
17: P (g) = P (g) + ∆P ;
18: else
19: P (g) = P (g)−∆P ;
20: end if
21: if rand() ≤ P (g) then
22: nswitch = nswitch + 1;
23: p = p∗;
24: else
25: p = po;
26: end if
27: end if
DR values over the window are also recorded in a dynamic array, denoted by DR
(lines 4-6 in Alg. 3.2).
Alg. 3.2 updates the path switch probability as explained in Alg. 3.1 (line 16-20).
The function rand() at line 21 returns a random uniform number in the range
[0, 1]. This “coin-toss” operation determines whether a path switch will take
place for the current data packet. If so, the number of path switches nswitch is
incremented by 1, and RALB’s path p∗ is selected; otherwise, the default path po
provided by the routing algorithm is selected.
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Figure 3.4: Remote monitoring of two neighbour areas via satellite links.
Path switches can occur only if RALB can offer a path with a higher path quality
metric than that of the shortest path, i.e. q(p∗) > q(po) (line 10). In this case,
updated values of the variables DR and SF are needed. To achieve this, the
sum of the DR values of all incident points in the current window are kept as
a separate variable denoted by DRtot (line 13). This avoids having to perform
summation operations over the array, each time a data packet arrives. Note that,
as the incident window slides after reaching a size of W , the first incident point
needs to shift one position to right as well, and is therefore no longer within
the window. Hence, the DR value of the window’s first point, i.e. DR(1), is
subtracted from the total DRtot. Similarly, as the window slides to the right by
one position, nswitch and ndiff are updated at lines 5 and 6, by subtracting S(1),
D(1), respectively. The next time a data packet arrives, D(1), S(1), and DR(1)
will refer to the first position in their respective dynamic arrays. A linked-list
implementation can direct the starting point to the next position in O(1) time,
although a full array-shift would be of low time-complexity as well, i.e. O(W ).
3.4 Performance evaluation
In this section, the performance of the proposed RALB solution is evaluated by
simulations. RALB is compared with the following:
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Table 3.2: Simulation input parameters for the topology of Fig. 3.4.
Parameter Value
Topology dimensions 500m * 200m
Wireless MAC IEEE 802.11b
Propagation model Two-ray ground
Transmission range (m) 60
Number of nodes 140
Number of gateways 2
CBR packet size (bytes) 512
CBR packet interval (s) 0.4, 0.5, 0.6, 0.7, 0.8
Number of source nodes 40 (out of total 140)
Gateway capacity (Kbps) 64, 256
Incident window W 10
• AOMDV [125], which is a load-unaware multipath reactive protocol that
ranks the available data paths with respect to their E2E time delay,
• MNC+, which is on adaptation of the Maximum Normalized Capacity
(MNC) protocol presented in a recent study [67]. MNC is proactive and is
based on the Optimized Link State Routing (OLSR) [51], whereas MNC+ is
reactive and runs on AOMDV. This is a measure to avoid periodic gateway
advertisements of OLSR which is a proactive link state routing protocol,
and uses “HELLO” and “Topology Control (TC)” messages to discover
and disseminate link state information throughout the network. MNC+ is
load-aware, and considers the following two metrics (same as MNC): the
available gateway capacity and hop distance to the gateway,
• Source Based Routing (SBR) (recent study in [74]), which is also load-aware,
and considers the traffic loads on gateways (rather than gateway capacity)
and a path metric (rather than only hop distance). SBR’s path metric is
a combination of expected link quality (represented as the success rate of
transmitted probe packets) and interference ratio (ratio of the sum of the
amounts of interference power from all interfering nodes over the maximum
tolerable interference at the receiver radio). SBR defines gateway load as
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the average packet queue length.
In performance comparisons, four metrics are considered: (1) packet delivery ra-
tio, to observe the reliability of the routes selected by the protocols, (2) E2E time
delay, as a means to measure how quickly the collected information is delivered to
the infrastructure, (3) standard deviation of gateway utilization levels (as defined
in Sec. 3.1.1), to see how much load equalization is obtained among gateways,
and finally, (4) control overhead, which is the total number of control packets.
Fig. 3.4 illustrates the network topology that is used in performance evaluations.
In this topology, two neighbouring areas are remotely monitored by a data fusion
centre via satellite links. In each area, 20 nodes sense the environment (source
nodes) and generate data streams, which are simulated as Constant Bit Rate
(CBR) packet flows with rates ranging in [5, 10] Kbps. Ku-band satellites with
uplink bandwidths of 64 Kbps and 256 Kbps are considered for per user link [127].
Simulations are performed using Network Simulator 2 (NS-2) [128], and Table 3.2
summarizes the simulation input parameters. Simulation output parameters are
E2E delay of packet delivery, packet delivery ratio, gateway throughput and num-
ber of network control packets.
3.4.1 Simulation scenarios
In a network where source nodes deliver collected information to one of multiple
available gateways over multihop paths, traffic load imbalance on gateways may
occur due to two main reasons. First, the data sources that would normally choose
a specific gateway (due to its proximity) may generate high aggregate traffic which
the gateway cannot serve; hence, some of that traffic must be diverted to another
gateway if the latter is capable). This high traffic can be caused by (1) a large
number of sources around the gateway, (2) high data generation rates, or (3)
both. Second, Some gateways may have low capacity, while others are able to
accommodate their current traffic loads. Considering these two factors that may
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Table 3.3: Simulation scenarios for the topology in Fig. 3.4.
Scenario
Number of Gateway
source nodes bandwidth (Kbps)
Area A Area B Area A Area B
1. Heterogeneous gateways 20 20 64 256
2. Heterogeneous sources 30 20 256 256
3. Homogeneous 20 20 256 256
cause traffic imbalance, three scenarios are studied in performance evaluations:
(i). Heterogeneous gateways (gateways with different capacities), with different
capacities represented by the bandwidth on the satellite link,
(ii). Heterogeneity of data sources (Networks with different data sources), in
which one of the areas have more data sources,
(iii). Homogeneous conditions (Networks with same gateways and data sources).
Note that the sum of all gateway capacities is larger than the total generated
data traffic rate; otherwise it is inevitable for at least one gateway to be over-
loaded. The common aim in these different simulation scenarios is to show that,
as opposed to MNC+ and SBR, the adaptive and probabilistic path-switch strat-
egy of RALB is effective in migrating the traffic flows so as to equalize gateway
utilizations, while not hindering network performance considerably.
3.4.1.1 Scenario 1 (Gateways with different capacities)
In this scenario, the capacities of the two gateways are different. Fig. 3.5 shows
the performance results. Compared to AOMDV, RALB achieves reduction in the
standard deviation of gateway utilizations (Fig. 3.5(c)), hence load balancing,
while ensuring that the level of reliability is still comparable to that provided by
AOMDV (3.5(a)). The E2E delay is also improved (Fig. 3.5(b)) for low values
of the data packet generation time interval at sources (high rates of data packet
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Figure 3.5: Scenario 1: Heterogeneous gateways.
generation). In such cases, one of the gateways gets overloaded, resulting in
retransmissions and an eventual higher average E2E delay. RALB can reduce this
effect by diverting some of the traffic flows to the alternative gateway. Similar
reduction is achieved by SBR. However, one striking observation is that RALB
can reduce the number of control packets by up to around 25% compared to
AOMDV (Fig. 3.5(d)). This is attributed to the fact that paths chosen by RALB
are more stable, since RALB’s path quality metric also considers the reliability
and residual bandwidth of each path, besides the E2E delay (AOMDV prioritizes
paths according to E2E delay only). Hence the necessary path discovery attempts
are not as frequent as in AOMDV, resulting in lower control overhead.
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MNC+ has the best gateway utilization performance, however, with the sacrifice
of the network’s operational performance, i.e. poor packet delivery ratio and
E2E delay. MNC+’s metric overly emphasizes the difference in gateway capacity,
resulting in a greedy load balancing performance and a high control overhead
caused by its periodic gateway advertisements (Fig. 3.5(d)).
3.4.1.2 Scenario 2 (Networks with different data sources)
This scenario also introduces an inequality between the two areas A and B in
Fig. 3.4. The difference is, the inequality now is caused by traffic rates but not
gateway capacities. The data sources in one of the areas in Scenario 2 inject
their data traffic to the network more aggressively than those in the other area.
Fig. 3.6 demonstrates the performance results.
Similar to Scenario 1, RALB provides gains in gateway utilization equalization
(Fig. 3.6(c)) and E2E delay (Fig. 3.6(b)), while carefully preserving similar re-
liability levels to AOMDV, whereas MNC+ shows loss in packet delivery ratio.
Compared to RALB and MNC+, SBR has significant loss in packet delivery ratio
(Fig. 3.6(a)) and considerable control overhead (Fig. 3.6(d)), as it reacts aggres-
sively to the traffic load imbalance between the two areas (causing load imbalance
between the gateways). MNC+ in general has the highest E2E delay, although
not as critical as in Scenario 1, a better reliability performance (Fig. 3.6(a)), and
again similar control overhead to AOMDV as in Scenario 1 (Fig. 3.6(d)).
Fig. 3.6(c) is a demonstration of the differences in metric behaviours of the three
load-aware solutions. MNC+ is inversely affected by the change in packet gen-
eration rate (Fig. 3.6(c)), as opposed to RALB and SBR. At high data rates,
the residual capacity of the gateways are both low, causing hop distance to be
the dominant factor in MNC+’s path selection metric. Hence, shorter paths are
preferred, which on the average provide less packet delivery delay. As the traffic
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Figure 3.6: Scenario 2: Different average data generation rates at the two network
areas, area A and B, as depicted in Fig. 3.4.
rate decreases, the residual gateway capacity becomes a more important factor
in MNC+’s metric, and the protocol behaves like Pure Load Balancing (PLB),
i.e. a greedy load balancing target. In contrast, SBR and RALB become more
aggressive with increasing traffic rates, resulting in better equalization in gateway
utilization (Fig. 3.6(c)).
3.4.1.3 Scenario 3 (Networks with same gateways and data sources)
Finally, this scenario represents the conditions when there is no difference in the
traffic loads of the two areas in Fig. 3.4, and the gateway capacities are the same.
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Figure 3.7: Scenario 3: Homogeneous conditions.
An effective routing solution is expected to not divert the traffic flows between
the two areas, except local congestion issues caused by random deployment of
the source nodes. Fig. 3.7 demonstrates the simulation results. The construc-
tive effect of RALB over AOMDV is observed in terms of improvement in E2E
delay (for high rates, when congestion is more likely) and load balancing (as it
helps migrate only some of the flows, which may experience low quality paths
due to the randomness in the topology). By adapting its level of aggressiveness
dynamically and in a distributed way, RALB avoids making instantaneous de-
cisions and excessive path switches. This makes RALB less vulnerable to route
flapping effects, i.e. frequent changes in route choices caused by the dynamicity in
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path metrics, which is a result of the temporal variations in incoming traffic flow
rates at network nodes and fluctuations in gateway traffic loads. Furthermore,
the inset figure in Fig. 3.7(d) demonstrates that RALB’s control overhead does
not exponentially increase with the increase in the average data generation rate,
unlike the others, making it a scalable solution to data rate changes.
3.4.2 Controlling the aggressiveness of RALB: The thresh-
old T
With Alg. 3.2, RALB controls its path switch aggressiveness, by monitoring the
rate of the recent path switches (SF) and the recent average difference ratio (DR)
between the qualities of the default path and RALB’s choice of path. A large
value of the threshold T in Alg. 3.2 permits more frequent switches, whereas a
small value is more restrictive. In the last set of simulations, RALB’s behaviour is
categorized into three classes, according to its choice of T , namely RALB-LOW,
RALB-MID, and RALB-HIGH, which correspond to conservative, moderate, and
aggressive modes of operation. Based on these modes, the performance of RALB
is evaluated, and Scenario 1 with heterogeneous gateways is considered.
Fig. 3.8 demonstrates the relation between T and the resulting rate of path switch
observed in RALB. The three modes of operation are designated by the equi-
length regions in the vertical axis, i.e. the average rate of path switch. In this
figure, although T is a parameter of only RALB, results for AOMDV, MNC+,
and SBR are also provided as a reference. Note that AOMDV has a non-zero
value. This is caused by the diversion of some traffic flows originating from lo-
cations closer to the middle of the network in Fig. 3.4. For such flows, AOMDV
may choose the farther gateway, when there is congestion that adversely affects
time delay in packet delivery. AOMDV is the most conservative protocol, since
it mostly selects the shortest paths. Fig. 3.8 also shows that MNC+ is quite
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Figure 3.8: Simulation-based classification of RALB’s modes of operation.
aggressive. This is because, for Scenario 1 (heterogeneous gateways), the domi-
nant factor in MNC+’s path metric is the residual gateway capacity. In contrast,
SBR is moderate, as it has a dual target of balancing both in-network condi-
tions and gateway loads. The difference of RALB is its adaptive and iterative
approach, which presents a monotonically increasing level of aggressiveness in its
load balancing behaviour, with respect to its parameter T .
As mentioned, RALB shows similar behaviour in each mode of operation (which is
categorized based on the value of T ). To avoid the loss of generality, three values
are chosen for simulations of the three modes. According to the classification in
Fig. 3.8, the threshold is set as T = 0.2, 0.6, 0.9 for RALB-LOW, RALB-MID, and
RALB-HIGH modes, respectively. Fig. 3.9 demonstrates the performance results
for these different modes of operation. This figure also shows the trade-off between
load-balancing and network QoS conditions. The highest gains with respect to
the load-unaware AOMDV are obtained for higher data generation rates (lower
data generation interval), where congestion in the network and load imbalance
on the gateways become more apparent, and the benefits of an adaptive load-
balancing solution are better observed. An aggressive path switch policy, such as
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Figure 3.9: Performance comparison of different mode of RALB.
MNC+, can achieve high gateway load balancing performance (Fig. 3.9(a)), with
the cost of degrading the in-network conditions (Figs. 3.9(a) and 3.9(b)).
Among the three RALB modes, the aggressive RALB-HIGH achieves the best
load balancing performance (Fig. 3.9(c)), yet with a cost of increased E2E delay
and low packet delivery ratio. In contrast, the conservative RALB-LOW can
deliver similar reliability guarantees as AOMDV, whilst lowering both gateway
utilization difference and E2E delay in packet delivery. As expected, RALB-MID
has a moderate performance in between these two.
Fig. 3.9(d) shows that all three RALB modes have the least control overhead as
compared to others; a clear benefit of RALB’s path quality metric which picks
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more reliable paths. This is in contrast to AOMDV and MNC+ which consider
merely path latency when ranking the available paths. Furthermore, RALB stores
multiple paths in its node routing tables, whereas AOMDV replaces the existing
paths with the newly discovered ones. Thus, it is more likely to re-initiate path
discovery in AOMDV than in RALB. Compared to others, the higher control
overhead of SBR stems from its proactive path discovery mechanism. As a result,
even if SBR has a moderate rate of path switch (Fig. 3.8), it suffers from its
periodic operation. In contrast, the AOMDV-based reactive MNC+ has a lower
control overhead.
3.5 Summary
In this chapter, RALB is proposed for data collection in multihop networks, ad-
dressing the dual objective of gateway and in-network load balancing. It combines
multiple path metrics (path residual bandwidth, E2E delay and path reliability)
as well as gateway conditions (gateway utilization) in a unified path quality met-
ric, in order to accurately account for these factors when ranking multiple avail-
able paths. RALB is designed to probabilistically choose an alternative path,
instead of the shortest path that is often selected by multipath reactive rout-
ing protocol. The solution adaptively and iteratively modifies its path switch
probability by means of independent decisions made by network nodes. This dis-
tributive property makes RALB a scalable solution, which is also adaptive to the
latest path conditions, with minimal control overhead.
Extensive simulation results using the NS-2 simulator on randomly deployed
large-scale networks demonstrate the effectiveness of the proposed algorithm:
RALB can reduce the difference in the utilizations of multiple available data
gateways that act as the network’s data sinks, and improves network perfor-
mance by avoiding less qualified data paths, which provides less E2E delay in
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packet delivery and comparable packet delivery ratio to AOMDV. RALB is also
shown to reduce control overhead of AOMDV over a practical range of source
data generation rates, which makes RALB a suitable solution for load-balancing
in wireless sensor networks.
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Chapter 4
Energy Efficient Data Collection
with Mobile Sink and VMIMO
Technique
Stationary gateways are considered in previous studies. However, in practical en-
vironment, moving gateways can be applied to collect sensing data. The moving
sinks can help to achieve load balancing and thus uniform distribution of energy
consumption in networks. In this chapter, the network energy consumption prob-
lem is studied by jointly considering Mobile Sink (MS) and Virtual Multiple-Input
Multiple-Output (VMIMO) techniques.
4.1 Energy efficiency of VMIMO systems
It has been shown [117] that for Rayleigh-fading channels, Multiple-Input Multiple-
Output (MIMO) systems based on Distributed Space Time Block Code (DSTBC)
can achieve lower average probability of error than Single-Input Single-Output
(SISO) systems under the same transmit energy budget due to the diversity gain
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and possible array gain. That being said, under the same Bit Error Rate (BER)
and throughput requirements, DSTBC based MIMO system requires less trans-
mission energy than SISO system. However, if both the transmission energy
consumption and the circuit energy consumption are taken into consideration, it
is not clear which system is more energy-efficient, since DSTBC based MIMO sys-
tem has much more energy-consuming circuitry [1]. On the contrary to DSTBC,
Vertical Bell Laboratories Layered Space Time (VBLAST) [43] based MIMO sys-
tem allows concurrent transmissions of independent data streams, which increases
the transmission rate largely. When transmitting at a higher rate, the transmis-
sion duration of VBLAST based MIMO system is significantly reduced, and so is
the circuit energy. However, under the same BER and throughput requirements,
the required transmission energy consumption of VBLAST based system is less
than that of SISO system [115]. It is also not clear whether the VBLAST system
is more energy-efficient. In this section, we compare the total energy consump-
tion for DSTBC and VBLAST based VMIMO communication systems with SISO
system.
We consider a wireless sensor network consisting of sensor nodes and a mobile
sink deployed in a field. The mobile sink can be equipped with multiple antennas
and each sensor node is equipped with a single antenna due to the constraints
on both size and resource amount. Several sensor nodes and one mobile sink are
able to constitute a VMIMO system and generate communication links. In order
to accurately evaluate the total power consumption of VMIMO communication,
all signal processing blocks at the transmitter and receiver need to be included
in the model. However, in order to keep the model from being over-complicated,
the baseband signal processing blocks (e.g., source coding, pulse-shaping, and
digital modulation) are omitted in previous work [1][2]. We assume that the
receiver has perfect Channel State Information (CSI), which is critical for the
proper operation of the DSTBC schemes [116][129]. That is to say, the energy
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Figure 4.1: Transmitter circuit blocks (analog).
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Figure 4.2: Receiver circuit blocks (analog).
consumption of training overhead is not taken into account here. The resulting
signal paths on the transmitter and receiver sides are shown in Figs. 4.1 and 4.2
[1], respectively, where Mt and Mr are the numbers of transmitter and receiver
antennas. For the SISO case, Mt = Mr = 1.
Similar to the traditional communication scheme, the total power consumption
along the signal transmission (P ) consists of two main components [1][2]: the
power consumption of all the power amplifiers Pa and the power consumption of
all other circuit blocks Pc:
P = Pa + Pc (4.1)
The first term Pa is related to the transmission power Pt, which can be calculated
according to the link budget relationship [130]. Specifically, when the channel
only experiences a square-law path loss, the transmission power is expressed as
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below (as in [1][2]):
Pt = EbR · (4pid)
2
GtGrλ2
MlNf (4.2)
where Eb is the required energy per bit at the receiver side for a given BER
requirement, R is the bit rate, d is the transmission distance, Gt and Gr are the
transmitter and receiver antenna gains, respectively, λ is the carrier wavelength,
Ml is the link margin compensating the hardware process variations and additive
background noise or interference, and Nf is the receiver noise figure defined as
Nf =
Nr
N0
with N0 = −171dBm/Hz the single-sided thermal noise Power Spectral
Density (PSD) at room temperature and Nr is the PSD of the total effective noise
at the receiver input. The power consumption Pa of all power amplifiers can be
derived as follows:
Pa = ξ/η · Pt
= ξ/η · EbR · (4pid)
2
GtGrλ2
MlNf (4.3)
where η is the drain efficiency of the RF power amplifier, ξ is the Peak-to-Average
Ratio (PAR), which is dependent on the modulation scheme and the associated
constellation size [1].
The second term Pc denotes the total power consumption of different circuit
components and the formal expression is given in [1]:
Pc = Mt(PDAC + Pmix + Pfilt) + 2Psyn
+Mr(PLNA + Pmix + PIFA + Pfilr + PADC) (4.4)
where PDAC , Pmix, PLNA, Pfilt, Pfilr, PADC , and Psyn are the power consumption
values for the Digital to Analogue Converter (DAC), the mixer, the Lower Noise
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Amplifier (LNA), the Intermediate Frequency Amplifier (IFA), the active filters
at the transmitter side, the active filters at the receiver side, the Analogue to
Digital Converter (ADC), and the frequency synthesizer, respectively.
Table 4.1: Values for different parameters [1][2].
fc = 2.5GHz η = 0.35
GrGt = 5dBi σ
2 =
N0
2
= −174dBm/Hz
B = 10KHz β = 1
Pmix = 30.3mW Psyn = 50.0mW
Pfilt = Pfilr = 2.5mW PLNA = 20mW
P b = 10
−3 Ts =
1
B
Nf = 10dB ML = 40dB
PADC = PDAC = 15mW PIFA = 2mW
We assume a flat Rayleigh-fading channel, where on top of the square-law path
loss, the signal is further attenuated by a scalar fading matrix. The power con-
sumption values of various circuit blocks are adopted from [1][2] and shown in
Table 4.1. These values are proven to be realistic in practical networks and thus
we also apply these values in our model. We assume the fixed data rate with a
Binary Phase-Shift Keying (BPSK) modulation scheme in the Alamouti DSTBC
system [1][131]. Based on the upper bound of required energy per bit derived in
[1], we can obtain
E =
Pa + Pc
R
= ξ/η · EbR · (4pid)
2
GtGrλ2
MlNf +
Pc
R
= ξ/η · MtN0
Pb
1/Mt
· (4pid)
2
GtGrλ2
MlNf +
Pc
R
(4.5)
The total energy consumption of VBLAST based VMIMO system with a Rayleigh-
fading channel and BPSK modulation is given in [43]. Fig. 4.3 compares the
energy consumption per bit of DSTBC, VBLAST based 2× 2 MIMO systems
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Figure 4.3: Energy consumption per bit vs. transmission distance for DSTBC,
VBLAST and SISO systems.
and SISO system as a function of transmission distance. VBLAST VMIMO sys-
tem outperforms the corresponding SISO system for all transmission distances.
Due to the high circuit energy consumption, DSTBC consumes a bit more total
energy than both VBLAST VMIMO system and SISO system when the transmis-
sion energy consumption is small (transmission distance is less than 10m). This
situation changes for long communication distance (more than 20m), when the
transmission energy consumption dominates the total energy consumption. The
reason is that the increase in the transmission energy consumption of VBLAST
system outweighs the reduction in circuit energy consumption in long distance
transmission scenarios. That is, DSTBC VMIMO system achieves the most en-
ergy efficiency when the transmission distance is larger than 20m.
4.2 System model and assumptions
In this part, we study the data collection problem with one mobile sink and
concurrent data uploading technique (DC-MSCDU) in wireless sensor networks.
We first give an overview of the problem and outline some assumptions. The
mobile sink (MS) moves through the sensing field where a number of sensors
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Figure 4.4: An illustration of compatible pairs.
are randomly deployed and stops at certain positions to poll data. With the
limitation of resources, we assume that each sensor is equipped with a single
antenna and the mobile sink is equipped with two antennas. Thus, two sensors
can be emulated as a two-antenna node to transmit data to the MS, which forms
an equivalent 2× 2 MIMO system. Even though the MS is able to move to any
location in the sensing field, it is not practical for them to stop at any random
position. Therefore, we only consider a set of predefined positions. In these
possible locations, MS can stop at predefined positions - Polling Points (PPs) to
perform concurrent data collections. MS does not have to visit all of the polling
points and it visits only a subset of them - Selected Polling Points (SPPs). When
the MS moves to an SPP, the nearby sensors can upload data to the MS within
a single hop with the same transmission power. All sensors in the transmission
range of a PP form its neighbour set of this PP. The MS arrives at SPPs one by
one, and collects the data from all its associated sensors at each SPP. Thus, the
moving tour consists of a number of straight line segments between SPPs. During
one moving tour of all SPPs, all sensors in the field should be covered. The order
for MS to visit the SPPs can be decided based on the pre-knowledge about the
locations of PPs. A good trajectory can be determined to achieve minimized data
collection latency or shortest moving tour.
At each selected PP, the sensors that are qualified to be emulated as a two-
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antenna node to communication with two-antenna sink are called compatible
sensors (as shown in Fig. 4.4). The two sensors, which are in the same neighbour
set of a PP and within each other’s transmission range, are considered to be
compatible. In fact, for each PP, there are usually more than two neighbour
sensors and we have multiple choices to schedule the sensors to communicate
with the MS. The determination of compatible pairs need to be jointly considered
with the finding of SPPs. Each sensor is only assumed to be able to communicate
with its neighbours, which are the nodes within its proximity. Even though the
sensor node can be deployed within the coverage of different neighbours, it can
only be associated with one selected polling point to upload its sensing data.
This ensures that the data can only be uploaded to the mobile sink once during
one sink moving tour. Overall, the problem of DC-MSCDU can be abstracted as
jointly solving the following subproblems: (i) To form compatible sensors; (ii) To
determine sensor and polling point associations; (iii) To identify the SPPs; (iv)
To decide the order for the MS to visit SPPs.
The VMIMO technique brings benefit of energy saving to Wireless Sensor Net-
works (WSNs), as well as challenges we have to solve (e.g., optimal selection of
compatible pairs, Channel State Information (CSI) estimation, accounting for
cooperation overhead, and design for multihop scenarios). The key elements to
utilize the benefits VMIMO brings are compatible pairs. The main problems are
how to identify compatible pairs and how to determine the compatibility among
sensors for SPPs. Basically, the more compatible pairs the network forms, the
more energy efficiency the network achieves. Intuitively, it is better for MS to visit
the PPs around which more sensors are compatible to achieve high utilization of
VMIMO and achieve more energy efficiency. However, the large number of SPPs
can result in long moving tour distance, leading to longer data gathering latency
which may not satisfy application QoS requirements. Thus, the trade-off between
energy efficiency and data collection latency satisfaction is of vital importance.
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Figure 4.5: Two possible SPPs and moving tours of MS.
Fig. 4.5 shows two possible association patterns with different compatible pairs
and two corresponding MS’s moving tours. In Fig. 4.5(a), two PPs are selected
as SPPs. Therefore, it achieves the shortest moving tour. When the MS travels
along this moving tour, three compatible pairs can be formed — (a, b), (c, d), and
(e, f) — and the remaining two sensors — g and h — upload data as normal
one-to-one wireless data transmission. On the other hand, when the MS travels
along the moving tour in Fig. 4.5(b), four compatible pairs can be found — (a, b),
(c, d), (e, f), and (h, g) — and thus all sensors can benefit the energy saving from
the VMIMO technique. Therefore, to increase energy efficiency, it is better to
take moving tour in Fig. 4.5(b) though it is not the shortest path. Meanwhile,
the long moving tour increases data gathering delay that is not suitable for delay-
sensitive data packets. Thus, to enjoy the benefit of VMIMO and achieve delay
requirement for delay-sensitive packets, we study this problem as a Delay Aware
Energy Efficient (DAEE) routing problem. In this problem, we only consider the
MS moving time as the data gathering time. Our objective is to minimize the
overall energy consumption with data gathering latency constraints.
The solution to the proposed problem can be used to save energy consumption
and shorten data collection latency, which has the potential for different types of
data services. For example, to combat forest fire, hundreds of sensors are deployed
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densely to monitor the situation. These applications usually involve hundreds of
readings during a short period (a large amount of data) and are risky for human
beings to manually collect sensed data. A mobile sink equipped with multiple
antennas overcomes these difficulties and reaches hazard regions that are usually
not accessible by human beings. In this kind of environment monitoring scenarios,
using the mobile collector can easily obtain data even from disconnected regions
and guarantee that all of the data are collected. In addition, using VMIMO
can largely reduce energy consumption that helps to prolong network lifetime to
ensure the continuous monitoring. Moreover, in such emergency situations, the
delay in data gathering procedure may depreciate the time value of the gathered
intelligence. Thus, both energy saving and data collection time saving are of vital
importance in such disaster rescue situations.
4.3 Problem formulation
We consider a wireless sensor network consisting of sensor nodes and one mobile
sink deployed in a sensing field. As aforementioned, we consider only a finite set
of polling points (PPs), denoted as P and the locations are pre-knowledgeable.
The set of SPPs is a subset of P , denoted as P ′. Given a set of sensors S
= {Si; i = 1, 2, ..., Ns} and a set of polling points P = {Pi; i = 1, 2, ..., Np},
the DAEE problem is to determine the selected polling points, the associations
between sensors and PPs, and the visiting sequence of SPPs, so that the overall
energy consumption of all sensors will be minimized with consideration of data
gathering latency constraints. We assume that the data gathering latency is
caused only by the mobile sink moving delay. Thus, with a certain moving velocity
of the mobile sink, the data gathering latency is constrained, as moving tour
length constrain is L. The fix data rate for each sensor is Rs. The transmission
range of sensors is set to be 40m. We assume that the energy consumption is the
same with that when transmission distance is 40m as long as data transmission
happens. The energy consumption for sending one bit data with DSTBC VMIMO
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system is obtained in Eqn. (4.5) in Sec. 4.1. The diversity mode of VMIMO is
considered in this work. CSI is assumed to be perfectly knowledgeable to the
receiver [129]. For a clear presentation, the notations used in the formulation are
summarized in Table 4.2.
Table 4.2: Formulation notations.
Indices:
S = {Si; (i = 1, ...Ns)} A set of sensors.
P = {Pi; (i = 1, ..., Np)} A set of polling points.
Constants:
Rs ≥ 0 Data generation rate for each sensor.
L ≥ 0 The moving tour length bound for the mobile sink,
M ≥ 1 Number of antennas equipped in mobile sink.
Cmn = {0, 1} If any sensor/polling point Sm/Pm and Sn/Sn are within trans-
mission range, Cmn = 1, otherwise, Cmn = 0.
Dij ≥ 0 Distance between two polling points Pi, Pj .
Ei ≥ 0 Overall energy consumption of all sensors in the tree which is
rooted at polling point Pi.
EM > 0 Energy consumption per bit by using DSTBC.
ES > 0 Energy consumption per bit by using SISO.
Variables:
ai = {0, 1} If polling point Pi is selected into P ′, ai = 1, otherwise, ai = 0.
xmi = {0, 1} If the sensor Sm is associated with selected polling point Pi,
xmi = 1, otherwise, xmi = 0.
eij = {0, 1} If the moving tour contains the segment between Pi and Pj ,
eij = 1, otherwise, eij = 0.
umni = {0, 1} If the sensor Sm, Sn are associated with the selected polling
point Pi, and they are qualified to form a compatible sensor
pair, umni = 1, otherwise, umni = 0.
Given the association relation indicators umni and xmi, overall network energy
consumption Ei for all the sensors, which are associated with polling point Pi is:
Ei =
|S|∑
m=1
|S|∑
n=1
umni · EM + (
|S|∑
m=1
xmi −
|S|∑
m=1
|S|∑
n=1
umni) · ES
=
|S|∑
m=1
xmi · ES −
|S|∑
m=1
|S|∑
n=1
umni · (ES − EM) (4.6)
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The network energy minimization problem can be formulated as:
min
xmi,umni
|P |∑
i=1
Rs · Ei (4.7)
subject to
|P |∑
i=1
|P |∑
j=1
Dij · eij ≤ L (4.8)
|P |∑
j=1,j 6=i
eij = ai (i = 1, ..., |P |), (4.9)
|P |∑
i=1,i 6=j
eji = aj (j = 1, ..., |P |) (4.10)
umni ≤ 1/2(xmi + xni) · Cmn (m = 1, ..., |S|, n = 1, ..., |S|, i = 1, ..., |P |) (4.11)
|P |∑
i=1
|S|∑
n=1
umni ≤ 1 (m = 1, ..., |S|) (4.12)
xmi ≤ Cmi · ai (m = 1, ..., |S|, i = 1, ..., |P |) (4.13)
|P |∑
i=1
xmi = 1 (m = 1, ..., |S|) (4.14)
|S|∑
m=1
xmi ≥ ai (i = 1, ..., |P |) (4.15)
|S|∑
k=1
xki ≥
|S|∑
m=1
|S|∑
n=1
umni (i = 1, ..., |P |) (4.16)
Given the notations in Table. (4.2), the DAEE problem in WSNs can be formu-
lated as an integer linear program labelled from (4.7) to (4.16).
In the above formulation, objective function (4.7) minimizes the overall energy
consumption which consists of both VMIMO data uploading and SISO data up-
loading and is calculated in Eqn. (4.6).
Constraint (4.8) guarantees the moving tour is not longer than the tour bound
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L. Along with a certain moving velocity of mobile sink, constraint (4.8) further
ensures that the data gathering latency is not exceeding the delay boundary.
Constraints (4.9) - (4.10) guarantee that the mobile sink enters and departs each
polling point only once. Constraint 4.11 guarantees that the two sensors which are
formed as compatible sensors must be compatible with each other and associated
with the same polling point.
Constraints (4.12) guarantees that the sensors can be formed as a compatible pair
at most once. Constraints (4.13) - (4.15) ensure that a sensor must be associated
with one and only one selected polling point within the coverage area the sensor
is located and the generated data can be uploaded only once during one sink
moving tour.
Constraint (4.16) ensures that the number of compatible sensors to one SPP is
less than the total number of sensors that can be associated with this SPP.
The objective is to find a tour T = p0, p1, p2, ..., pn, p0, where pi ∈ P , such that
(1) all the sensors are associated with one and only one pi and upload all its
data, (2) the overall energy consumption for sending sensed data from sensors
to the tour T is minimized, and (3) the distance of tour T is no longer than L.
The DAEE problem in WSNs is NP-hard. The NP-hardness can be shown by
a reduction from the well-known Travelling Salesman Problem (TSP). Note that
the minimum energy consumption occurs when the utility of VMIMO is fully
explored and all the sensors are formed into compatible pairs. However, this is
not the scenario with generality. Assume that any two sensors can not be formed
as a compatible pair and each of them is associated with a close-by polling point.
This can be achieved by imposing constrains on transmission parameters. The
overall energy consumption will be only related to the total amount of data, which
is constant since all the data is uploaded through SISO transmission. Thus, the
MS needs to visit all these selected polling points to collect data from each sensor
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one by one. In this case, the goal is then to determine whether there exists a tour
that is no longer than L. Hence, DAEE is NP-hard.
4.4 Weighted revenue (WR) algorithm
In this section, we develop a heuristic algorithm, called Weighted Revenue (WR)
algorithm, to approximate the optimal solution. Aiming at addressing the dual-
objective of efficient energy consumption and low data gathering latency, the WR
algorithm selects PPs based on a combined metric of the number of compatible
pairs, the number of uncovered neighbours and the distance of the moving tour.
There are two goals of WR:
(i). To minimize the overall energy consumption.
(ii). To decrease the data gathering latency as much as possible.
WR aims to achieve a trade-off between the potentially conflicting objectives by
selecting the PPs that mostly utilize VMIMO technique with minimum increase
of the tour distance.
Each polling point that is potentially selected as a SPP is assigned a revenue
metric. This weighted revenue metric, denoted by w, is defined as a weighted
sum of normalized metrics. The weighted revenue metric w(i) for a selected
polling point i is designed in a way to capture three following factors that affect
a PP’s overall quality:
(i). The capability of PP i to serve the compatibility among those non-associated
sensors is denoted by wc(i). It is defined as the maximum number of pos-
sible uncovered compatible sensors Nc divided by the number of uncovered
sensors Nu: wc(i) =
Nc
Nu
.
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(ii). The capability of PP i to cover those non-associated neighbours is denoted
by wn(i). It is defined as the number of uncovered neighbour sensors Nn
divided by the number of uncovered sensors Nu: wn(i) =
Nn
Nu
.
(iii). The performance of PP i to decrease the moving tour length is denoted by
wd(i). It is defined as the minimum distance between the PP i and the
SPPs dmin divided by the maximum distance between any two PPs dmax:
wd(i) = 1− dmin
dmax
.
Hence:
w(i) = wc(i) · α + wn(i) · β + wd(i) · γ
=
Nc
Nu
· α + Nn
Nu
· β + (1− dmin
dmax
) · γ (4.17)
where α + β + γ = 1, 0 < α, β, γ < 1 are the weighting factors. The coefficients
α, β and γ capture the desired level of emphasis given to the two potentially
conflicting goals:
(i). Choosing a PP that is capable of serving more compatible sensor pairs
to achieve high utilization of VMIMO and to decrease the overall energy
consumption.
(ii). Choosing a PP that has short distance increased in the moving tour and
achieves low data collection latency.
The compatibility revenue wc(i) is the maximum possibility that a sensor in PP
i′s neighbour set can be formed as a part of a compatible pair. This is a preferred
metric to represent the utilization of VMIMO technique. As proved, the DSTBC
based VMIMO system achieves sufficient energy efficiency. Thus, the higher the
VMIMO technique is utilized, the more efficient energy consumption the wireless
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sensor network achieves. The neighbour-covering revenue wn(i) is the capability
of covering the sensors in neighbour set of PP i. This metric contributes to the
objective in two ways:
(i). For each PP, larger number of neighbour sensors potentially increases the
possibility that sensors are formed into large number of compatible pairs
and hence decreases the overall energy consumption.
(ii). To select the PPs with larger neighbour sets potentially leads to smaller
number of SPPs, hence possibly reducing the moving tour length.
Thus, the compatibility revenue wc and neighbour-covering revenue wn jointly
influence the total number of compatible pairs and also the overall network energy
consumption. The distance-shorting revenue wd(i), which is designed to select the
PPs close to the SPPs, guarantees that the increase of the moving tour length is
minimized and hence reduces the total distance of the tour. The short moving
tour leads to low data gathering latency. Thus, the neighbour-covering revenue
wn and distance-shorting revenue wd jointly contribute to the tour length and
data gathering latency. To achieve small number of SPPs that are close to each
other would decrease the overall moving tour length largely and so is the data
gathering latency. Thus, by visiting the highest weighted PPs, the WR algorithm
achieves high utilization of VMIMO, small number of SPPs and short distance
between SPPs. Therefore, both overall energy consumption and moving tour
distance are minimized.
The definitions of these three metrics also ensure that they are normalized, so
that unitless quantities fall in the same value range of [0, 1]. Accordingly, a
higher weighted revenue metric is obtained if the PP forms more compatible
pairs, covers more sensors and is closer to SPPs. The coefficients α, β, and γ are
related to the QoS requirements of different applications, such as an application
that has stringent energy limits would choose a large α and β, or an application
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with stringent time delay limits would pick a large β and γ. It is worth pointing
out that the solution exploration procedure for the algorithm only needs to be
executed when the network topology updates, thus does not need to be frequently
repeated.
Basically, the WR algorithm preferentially selects the PPs with the highest weighted
revenue, and all the sensors are associated with the SPPs. Alg. 4.1 shows the
flow of the proposed WR algorithm. It takes a set of sensors and a set of PPs as
input, and outputs the association relations between sensors and SPPs.
In lines 4 - 10, it calculates three revenue metrics in Eqn. (4.17) based on the pre-
knowledge of locations: the maximum number of compatible pairs, the number of
uncovered neighbour sensors, and the minimum distance between the PP and all
SPPs. The largest group of compatible pairs corresponds to a maximum matching
in the compatibility graph [39].
In lines 11 - 19, the unselected PP with the maximum weighted revenue value
will be selected. The compatible sensors in SPP i’s neighbour set are moved
into the covered sensors set. This process has been repeated until all the sensors
are associated with SPPs or all the unassociated sensors can not be formed as
compatible sensors.
In lines 21 - 28, for each uncovered sensor, if it is in the neighbour set of some
SPPs, it can be randomly associated with one SPP. On the other hand, if the
uncovered sensor is not in the neighbour set of any SPP, new SPPs with maximum
weighted revenue metric values will be further selected and the uncovered sensors
that are in SPPs’s neighbour sets will be associated with the corresponding SPP
(lines 30 - 38).
The algorithm terminates when all the sensors are associated with the SPPs.
Then the last step of the WR algorithm is to run an approximate algorithm for
the TSP to find the shortest moving tour of the mobile sink visiting the SPPs.
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Algorithm 4.1 Weighted revenue (WR) algorithm.
Inputs:
A set of S containing all Ns sensors;
A set of P containing all Np polling points;
Outputs:
A set of P ′ containing the selected PPs;
Compatible pairs among sensors;
Association relations between all sensors and selected PPs;
RB Algorithms:
1: S′(Ns) = 0; P ′(Np) = 0; //The set P ′ and S′ are used to record SPPs and associated
sensors.
2: iter = 0;
3: while (iter ≤ Np) do
4: for each PP i ∈ (P \ P ′) do
5: Find the number of uncovered neighbour sensors Nn(i);
6: Find the minimum distance dmin, between PP i and all SPPs contained in P
′;
7: Find the maximum number of compatible pairs Nc(i) among uncovered sensors in
(S \ S′);
8: Use c(i) to record the sensors in those compatible pairs;
9: Calculate the weighted revenue w(i) based on Eqn. (4.17);
10: end for
11: Find the PP i ∈ (P \ P ′) that has maximum w(i);
12: if P \ P ′ == ∅ or (Nn(i) == 0 && Nc(i) == 0) then
13: break;
14: else
15: Add corresponding PP i into P ′;
16: Associate sensors in c(i) with PP i;
17: Add sensors in c(i) compatible pairs into S′;
18: iter = iter + 1; dmin =∞;
19: end if
20: end while
21: if S \ S′ 6= ∅ then
22: for each sensor j ∈ (S \ S′) do
23: if sensor j is in neighbour set of any PP i ∈ P ′ then
24: Associate sensor j with PP i;
25: Add sensor j into S′;
26: end if
27: end for
28: end if
29: while (S \ S′ 6= ∅) do
30: for each PP i ∈ (P \ P ′) do
31: Find the number of uncovered neighbour sensors Nn(i);
32: Find the minimum distance dmin, between PP i and all SPPs;
33: Calculate the weighted revenue w(i) based on Eqn. (4.17);
34: end for
35: Find the PP i ∈ (P \ P ′) that has maximum w(i);
36: Add corresponding PP i into P ′;
37: Associate all the sensors that in (S \ S′) and in PP i’s neighbour set with the PP i;
38: Add the associated sensors into S′;
39: end while
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The time complexity of our algorithm is dependent on how to find the maximum
compatible pairs among the uncovered neighbour sensors for each unselected PP.
For a network with a total of Ns sensors and Np polling points, the worst case
happens when all the PPs are selected as SPPs, which means the maximum
information check will be N2p times. For each compatibility-check process,the
time complexity of finding the approximate maximum compatible pairs among
the uncovered sensors is O(N2s ). To find the uncovered neighbour set, the time
complexity is O(Ns). To find the distance between a certain PP and the SPPs,
the time complexity is O(Np). To find the shortest tour on selected polling points,
the time complexity is O(N2p ). Combining the information updating progress, the
overall time complexity is O(N2pN
2
s +N
2
pNs +N
2
pNp +N
2
p ), where N
2
s is normally
larger than Np. Hence, the time complexity of the proposed WR algorithm is
O(N2pN
2
s ).
4.5 Performance evaluation
In this section, the performance of the proposed WR algorithm is evaluated by
simulations. First WR is evaluated in relatively small-scale network topologies
(number of sensors is less than 50) and the results are compared with optimal
solution results. After this step, WR is evaluated in large-scale random network
topologies and results are compared with other data gathering schemes. Finally,
WR is evaluated for different settings of weighting factors and the simulations
are also carried out in large-scale random networks.
4.5.1 Performance comparison with optimal solution
In this part, we evaluate the performance of the proposed WR algorithm by com-
paring its results with the optimal solution results which are obtained by CPLEX
[132] based on Integer Linear Programming (ILP) formulation modelling in Op-
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Sensor node 
Selected polling point 
Figure 4.6: A network illustration for simulation arrangement.
timization Programming Language (OPL) [133]. The results are also compared
with a SISO data gathering scheme: the Rendezvous Design for Variable Tracks
(RDVT) [80]. RDVT is adapted to consider single hop transmission instead of
multihop in this simulation. RDVT is also designed to discover a moving tour
to achieve a desired balance between network energy saving and collection delay,
which has a similar objective to WR. However, sensing data can only be uploaded
to the mobile sink with SISO transmission in RDVT.
Because of the NP-hardness of the DAEE problem, the brutal force search method
of the optimal solution becomes impossible for a large network. Hence, only
some small-scale networks are applied to achieve the optimal solutions that are
compared with the proposed WR algorithm. We consider a WSN where sensors
are randomly deployed in the sensing field of size 60 × 60m2. The number of
sensors varies from 10 to 50. 25 polling points are located at the intersections of
grids and each one is 15m apart from its adjacent neighbours in horizontal and
vertical directions (as is shown in Fig. 4.6). The transmission range of sensors
is set to 30m. The weighting factors α, β and γ involved in WR are set as 0.5,
0.2 and 0.3 respectively. The outputs of the simulations are the overall network
energy consumption, the number of compatible pairs and the moving tour length.
The results for performance evaluation are the average results of 40 simulations.
Fig. 4.7 shows the simulation results. The total energy consumption for all three
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Figure 4.7: Performance comparison between optimal solution, proposed WR and
RDVT in small scale networks.
algorithms increases with the increase of number of sensor nodes. Compared to
RDVT, optimal solution and WR decrease the overall network energy consump-
tion greatly (Fig. 4.7(a)). This is because they can cut down the energy con-
sumption by utilizing VMIMO as is studied in Sec. 4.1. The improvement tends
to be more evident when the number of sensors increases. This is reasonable
since the network energy consumption is proportional to the number of sensors
and the number of forwarded data packets in RDVT, the increase of sensors ag-
gravates the energy consumption difference between SISO and VMIMO system.
This striking observation demonstrates the promising benefits from the utiliza-
tion of VMIMO. Optimal solution achieves a slight reduction in network energy
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consumption than WR (Fig. 4.7(a)). This is due to that WR gives up certain
utilization of VMIMO in trade of reduction in moving tour length. Fig. 4.7(b) il-
lustrates that WR in general has the lowest moving tour length, hence the lowest
data gathering latency. This is attributed to the fact that WR’s weighted revenue
metric considers both the number of compatible pairs and the increase of moving
tour length. WR aims at the desired trade-off between minimum network energy
consumption and shortest data gathering latency.
It is noticed that the length of moving tour increase with the number of sensors,
and tends to be stable with a slight increase when the number becomes large.
More polling points are needed in the moving tour for association of the increased
sensor when the number of sensors initially increases and the network is sparse.
Then as the number continuously increases and the network becomes denser,the
existing selected polling points are already sufficient for the increased sensors.
Hence, the total number of selected polling points becomes stable. Fig. 4.7(c)
corresponds to network energy consumption in Fig. 4.7(a): WR generally forms
slight less number of compatible pairs than that on optimal solution, leading to
lower utilization of VMIMO gains.
4.5.2 Performance comparison with other schemes
In this part, the performance of WR is evaluated by comparing its results with
other data collection schemes. As Fig. 4.7(a) already demonstrates the promising
benefit from VMIMO utilization, the RDVT is not compared here. The simu-
lation arrangement is the same as that in Fig. 4.6. In this scenario, Ns sensors
are randomly deployed in a 240m × 240m area and 81 polling points are located
at the intersections of grids with 30m apart form its adjacent neighbours in hor-
izontal and vertical directions. The transmission range of sensors is set to 30m
and so is the radius of coverage area for each polling point. Ns varies from 10 to
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120 and the results are the average of 40 simulations. Both competitor schemes
apply a mobile collector and VMIMO technique and they are introduced briefly
in the following:
• Maximum Compatible Pair (MCP) algorithm [39], which is to find the min-
imum number of selected polling points that can achieve maximum compat-
ible pairs among sensors. MCP aims at achieving minimum network energy
consumption,
• Revenue Based (RB) algorithm [39], which jointly considers compatible
pairs and the moving tour. RB’s revenue metric is a combination of max-
imum number of compatible pairs and the average cost (ratio of minimum
distance between PP and SPPs over the number of uncovered sensors),
which has similar consideration with the WR algorithm. However, the ob-
jective for RB is to achieve minimum data gathering latency including both
time delay caused by moving tour and the data uploading time.
Fig. 4.8 illustrates performance of network energy consumption, moving tour
length and the number of compatible pairs for the three schemes. It is shown
that WR and MCP outperform RB with respect to the overall network energy
consumption, and the improvement turns to be more evident when the network
becomes more denser with more sensors (Fig. 4.8(a)). This is attributed to the
fact that VMIMO communication achieves energy saving. With the increase
of the sensors, WR and MCP allows to form more compatible sensor pairs to
improve the utilization of VMIMO communications that that RB does. WR
achieves lower network energy consumption than that of MCP and becomes the
most energy efficient scheme. In contrast, RB outperforms both WR and MCP,
and achieves the shortest moving tour length which leads to the lowest data
gathering latency (Fig. 4.8(b)). In term of moving tour length, WR and MCP
resent similar performance behaviour, and WR outperforms MCP with a slightly
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Figure 4.8: Performance comparison of different WR modes.
decrease. The number of compatible pair increases as the increase of sensors for
all the schemes (Fig. 4.8(c)). This is because that the chance for sensors to form
into compatible pairs is increased due to the denser distribution of sensor nodes,
which improves the utilization of VMIMO. It is noted that the increase of the
number of compatible pairs tends to be stable when Ns became large for RB
scheme. As aforementioned, this is due to the domination of the moving tour
length in its weighting metric.
To achieve the minimum data gathering time, RB considers two parts in its
metric: the number of compatible sensors and moving tour length. It is noted in
the figures that RB tends to emphasise on the moving tour length. The reason
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could be that the sink moving time always dominates the overall gathering time
due to the long moving tour distance. Except for forming maximum compatible
pairs, MCP is designed to select less number of SPPs. Maximum compatible pairs
explore the utilization of VMIMO and lead to low network energy consumption.
Small number of SPPs, on the other hand, lead to short moving tour. Hence, MCP
exhibits good performance on both network energy consumption and moving tour
length. By jointly considering the number of neighbour sensors, the number of
compatible sensor pairs and the moving tour length, WR demonstrates the least
network energy consumption with considerable moving tour length. Achieving
the least network energy consumption, WR prolongs the moving tour length up
to 15 percentage in trade of up to 20 percentage better performance in terms
of network energy consumption than that of RB. Compared to MCP, WR saves
up to 20 percentage network energy consumption without prolonging the data
gathering latency. Moreover, by adopting its level of aggressiveness, WR can be
scalable to be applied in different application scenarios, regarding to different
QoS service (e.g. data delivery delay).
4.5.3 Controlling the preference of WR: the weight fac-
tors
With Alg. 4.1, WR selects the PP with highest weighted revenue considers three
independent metrics (Eqn. 4.17). As mentioned in Sec. 4.4, weighting factors α,
β and γ capture the desired level of emphasis given to compatibility revenue,
neighbour-covering revenue and distance-shorting revenue respectively. A range
of weighting factor value selections enables WR to be adaptively applied for
different scenarios with various QoS requirements. To explore the adaptivity
performance of WR with different QoS requirement emphasis, four sets of values
are assigned to [α β γ]: {[0.60.20.2], [0.20.60.2], [0.20.20.6], [1/31/31/3]}, which
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Figure 4.9: Performance comparison of different WR modes.
correspond to four modes of WR operation: WR Compatibility Emphasised (WR-
CE), WR Neighbouring Emphasised (WR-NE), WR Distance Emphasised (WR-
DE) and WR Moderate (WR-MOD). All the network parameter settings are the
same as those in previous section.
Fig. 4.9 demonstrates the performance results for different modes of WR op-
eration: WR-CE, WR-DE, WR-NE and WR-MOD. All four WR modes show
common trends: (i) Network energy consumption increases steadily with the in-
crease of sensors Ns (Fig. 4.9(a)). (ii) The length of moving tour increase with
Ns and trends to be stable with a slight increase when the number becomes large
(Fig. 4.9(b)). It is reasonable that when the number of SPPs reaches a certain
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level, all the increased sensors can be associated with the exist SPPs. Thus, as
long as the increased sensors are located within the deployed area, the moving
tour length remains stable. The stable level is related to the network topology
setting parameters: distance of intersection grids for locating PPs and the side
length of the field. (iii) A general trade-off between energy efficient and sink
moving tour length: the more the network energy consumption is, the longer the
moving tour is (so the data gathering latency is) (Fig. 4.9(a) and Fig. 4.9(b)).
Among the four WR modes, the WR-CE which emphasizes on compatibility
revenue achieves the lowest network energy consumption (Fig. 4.9(a)), yet it
comes with a cost of increased moving tour length (Fig. 4.9(b)). In contrast,
the distance-revenue emphasised WR-DE can deliver the shortest data gath-
ering latency (Fig. 4.9(b)), but costs the highest network energy consumption
(Fig. 4.9(a)). WR-NE generally achieves a slightly lower energy consumption
and shorter moving tour length than that of WR-MOD. This is attributed to the
two contributions of neighbour revenue (as discussed in Sec.4.4): large number of
compatible pairs and small number of SPPs.
However, the enhance performance of WR-NE for energy efficient and latency
minimization is not as much as that of WR-CE and WR-DE respectively. The
number of compatible pairs achieved in different algorithms follows the trend that
WR-DE < WR-MOD < WR-NE < WR-CE (Fig. 4.9(c)), which is consistent with
network energy consumption performance. This presents the different emphasis
level of compatibility-revenue metric. The number of compatible pair increases as
the increase of sensors for all the modes. This is reasonable since the chance for
sensors to form into compatible pairs is increased due to the denser distribution
of sensor nodes.
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4.6 Summary
In this chapter, the joint design of VMIMO technique and a mobile sink for data
gathering in WSNs is proposed. The energy consumption when communicat-
ing with SISO and VMIMO (both DSTBC and VBLAST) is firstly studied. Our
studies demonstrate that utilizing VMIMO (either DSTBC or VBLAST) requires
less overall energy consumption - both the transmission energy consumption and
circuit energy consumption - than using SISO when communicating one bit data
when the transmission distance setting as more than 10m. The experimental
results illustrate the promising benefit from the utilizations of VMIMO. For the
communication with distance more than 20m, DSTBC is more energy efficient
compared to VBLAST due to that the increase in the transmission energy con-
sumption of VBLAST outweighs the reduction in circuits and cooperation energy
consumptions. By exploring the trade-off between the minimum network energy
consumption (the fully utilization of VMIMO) and minimum data gathering la-
tency (the shortest moving tour), the DAEE problem is formulated into an integer
linear program and propose the WR algorithm to solve it.
WR combines both energy and latency revenues in its weighted revenue metric
for choosing polling points. In doing so, it exhibits a good adaptivity to different
network scenarios. Extensive simulation results on randomly deployed large-scale
networks demonstrate the effectiveness of the proposed algorithm. Specifically,
WR reduces the overall network energy consumption with limited moving tour
length. The results also show that WR controls its emphasis aggressiveness and
can be adaptively applied for different QoS-requirement applications by adjusting
the weighting factors.
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Chapter 5
Time Efficient Data Collection
with Mobile Sink and VMIMO
Technique
Even though mobile sink achieves uniform distribution of energy consumption,
it comes with cost and introduces sink moving delay during data collection. On
the other hand, by allowing concurrent uploading of different independent data
streams, the overall data uploading time can be largely reduced in VMIMO com-
munication networks. In this chapter, the overall data collection latency including
both data uploading time and mobile sink moving time is considered, aiming to
achieve the trade-off between the full utilization of concurrent data uploading
and the shortest sink moving tour.
5.1 System model and problem formulation
Mobile sinks in WSNs alleviate hot-spot problems and helps to achieve uniformity
of energy consumption in networks. However, as the sink moves, the data has to
be buffered in the sensor nodes to wait for the arrival of the mobile sink, which
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introduces sink moving delay and increases the total data gathering latency. In
addition to the mobile sink moving time, the data uploading time also needs to
be considered in the total data collection time. For some environment monitoring
and data sensing scenarios, the amount of sensing data could be large, as well as
the number of applied sensors. In both cases, the WSNs generate huge amount of
total uploading sensing data. Due to the limited wireless effective transmission
rate, the data uploading time could be longer that the MS moving time and even
dominates the total data collection latency.
As is shown in Fig. 4.3, both Vertical Bell Laboratories Layered Space Time
(VBLAST) and Distributed Space Time Block Code (DSTBC) can be used to
achieve diversity gain and conserve energy, and at the maximum diversity gain,
DSTBC requires less energy consumption for transmitting one bit data than
VBLAST. However, to achieve multiplexing gain, VBLAST can offer a higher
transmission rate, ideally M folds, where M is the minimum number of transmit
antennas and the number of receive antennas [42–44]. In this case, independent
data streams are allowed to be uploaded concurrently and the time saving could
be significant with a huge advantage. The transmission time is then 1/M that
of DSTBC, leading VBLAST a promising solution for delay-sensitive and energy
constraint high data rate WSNs. The multiplexing mode of VMIMO is considered
in this work. Hence, while taking advantage of energy efficient properties, delay
minimization problem should be considered for those delay-sensitive applications
in combined mobile sink and VMIMO communication system.
As mentioned, in some environment monitoring and military scenarios, the num-
ber of sensors and the sensing data could be large enough so that the data up-
loading time may largely affect or dominate the total data collection time [39].
The most worthy information comes from the time-sensitive data and the data
collection delay could be of vital importance. For example, in military defence
applications, sensors deployed in reconnaissance missions need to transmit back
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high-definition images and audio/video recording to identify hostile units. Delays
in gathering sensed data may not only expose sensors or mobile sink to enemy
surveillance, but also depreciate the time value of gathered intelligence. Using
VMIMO can greatly speed up data collection and reduce overall latency [41].
Therefore, the data collection latency minimization problem is an important task
in both research and practical applications.
In some practical scenarios, it is impossible to obtain pre-knowledge about the
area and location information. Thus, without loss of generality, the polling point
information is not pre-knowledgeable in this work. Given a set of sensors ran-
domly deployed in the field, the polling points are selected from the sensors. The
polling points can be part of the compatible pairs, and also the non-compatible
sensors. The sensors that are associated with the compatible sensors or PPs are
called association sensors. The association can happen by multiple hops. Once
selected as a polling point, in addition to deliver its own sensing data, the sensor
is also responsible for aggregating, buffering and transferring data from its asso-
ciated sensors to the mobile sink. Therefore, there are different ways for sensing
data to be collected by the sink:
(i). Compatible sensors upload their sensing data to the mobile sink concur-
rently and directly when they are within the cover range of mobile sink.
(ii). Association sensors send their sensing data to the associated compatible
sensors and polling points to buffer possibly via multihop. Upon the arrival
of the mobile sink, the polling points and other compatible sensors upload
their buffered data by VMIMO or SISO communications.
(iii). Association sensors that are associated with the non-compatible polling
points can upload their sensing data directly to the mobile sink by one
hop SISO communication when the mobile sink arrives within transmission
range.
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Figure 5.1: Three possible movement patterns for a mobile sink.
Fig. 5.1 shows three possible association patterns with different compatible pairs
and corresponding two moving tours of the MS. In Fig. 5.1(a) two sensors (a and
d) are selected as PPs and three compatible pairs are formed among the sensors
(a, b), (c, d), and (e, f). Sensor nodes h, g and k are associated with a, d and
f respectively by one hop distance. Sensor node m is associated with a by two
hops via h. In Fig. 5.1(b), three are four compatible pairs formed during the MS
tour, and three sensor nodes (b, c and g) are selected as PPs. In Fig. 5.1(c), three
compatible pairs are formed with three PPs are selected. Thus, for the three
cases, case (a) selects the minimum number of PPs and could get the shortest
sink moving time. Case (b) forms the maximum number of compatible sensors
with three PPs. It gets longer moving time, but it achieves more concurrent
uploading benefit which leads to less data uploading time. Even though case
(c) forms three compatible pairs which is less than that in case (b), but it may
achieve less overall data uploading time. This is attributed to that the different
amount of data for the two compatible sensors has to be uploaded in SISO way in
case (b). While in case (c) sensors h and g buffer and upload the same amount of
data from its associated sensors. That is to say, the sensing data from association
sensors d, m, f and k can be also uploaded to MS benefitting the concurrent data
uploading via the compatible pair (h, g). All the sensing data in this case can be
uploaded concurrently, hence, it achieves high utilization of VMIMO and small
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data total uploading latency.
Therefore, to achieve the minimum total data collection delay does not necessar-
ily mean to form the maximum number of compatible pairs or to establish the
shortest moving tour, it should also consider the amount of concurrently uploaded
data. Hence, how to jointly utilize VMIMO and organize the selection of polling
points to achieve the minimum total data collection latency is challenging. In this
section, we study the Delay Minimization For Multihop Data Collection (DM-
MDC) problem. Our objective is to minimize the total data collection latency.
With regard to the trade-off between sink moving time and data uploading time,
the optimal solution results may not achieve the shortest sink moving time or the
shortest data uploading time.
However, multihop transmission costs more energy for delivering sensing data to
the sink. In order to limit the energy consumption for sensor nodes, the maxi-
mum number of hop distance can be bounded. Due to the technical limitation
of sensors, the buffer size can also be bounded. VBLAST based VMIMO com-
munication can be achieved easily with regard to the timing synchronism among
sensors [43]. The synchronization of sensors can be done when the mobile sink
arrives at the polling points. Mobile sink broadcasts its advertisement and all the
sensors synchronise their clocks for time synchronization [121]. CSI is assumed
to be perfectly knowledgeable to the receiver [129]. The cost of sharing control
information for VMIMO transmission in the data gathering is not considered.
The reason is that the control packet is relatively short compared with the data
packet and thus the energy consumption of additional data exchange will not
greatly impact the energy consumption of VMIMO communication [39].
Given a set of sensors S = 1, 2, ...N deployed over a sensing field, the DMMDC
problem is to determine the selection of polling points, the compatible pairs, and
the multihop associations between sensors to achieve the minimum data collection
delay for sensors. Due to the limited resources of sensors, the buffer size of each
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sensor is bounded with B and the maximum distance for multihop transmission
is bounded with H. The amount of sensing data for each sensor in one data
collection cycle is R (R < B). For a clear presentation, the notations used in the
formulation are summarised in Table. 5.1.
The total data collection latency minimization problem can be formulated as:
min
xmih,uij ,eij
{N −
|S|∑
i=1
|S|∑
j=1
[uij + min(
|S|∑
m=1
H∑
h=1
xmih,
|S|∑
n=1
H∑
h=1
xnjh) · uij]/2} ·R/Vr
+
|S|∑
i=1
|S|∑
j=1
Dij · eij/Vm (5.1)
subject to
|S|∑
m=1
H∑
h=1
xmih ·R ≤ B (i = 1, ..., |S|) (5.2)
|S|∑
i=1
H∑
h=1
xmih +
|S|∑
j=1
umj + km = 1 (i = 1, ..., |S|) (5.3)
xmih ≤
|S|∑
j=1
uij + ki (i = 1, ..., |S|, h = 1, ..., H) (5.4)
|S|∑
i=1
eij = ai (i = 1, ..., |S|) (5.5)
|S|∑
j=1
eij = aj (i = 1, ..., |S|) (5.6)
Given the notation in Table. 5.1, the DMMDC problem has been formulated as
an integer linear program labelled from Eqn. (5.1) to Eqn. (5.6).
The objective function Eqn. (5.1) minimizes the total data collection latency
which includes both data uploading time and MS moving time. The part of
min(
∑|S|
m=1
∑H
h=1 xmih,
∑|S|
n=1
∑H
h=1 xnjh) specifies that the data collection time
can only be saved by the concurrent uploading data from compatible sensor pairs.
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Table 5.1: Formulation notations.
Indices:
S = {Si; (i = 1, ..., N)} A set of sensors.
Constants:
R ≥ 0 The amount of sensing data for each sensor.
Dij ≥ 0 Distance between two sensors Si, Sj.
H > 1 Maximum hop boundary for multihop transmission.
B > 0 Buffer size of each sensor.
Vm > 0 Velocity of mobile sink.
Vr > 0 Effective data uploading rate.
Variables:
ai = {0, 1} If sensor Si is selected as a polling point, ai = 1, otherwise,
ai = 0.
ki = {0, 1} If a polling point Si is non-compatible, ki = 1, otherwise
(PP i is part of compatible pairs), ki = 0.
uij = {0, 1} If the sensors Si and Sj are formed as a compatible pair,
uij = 1, otherwise, uij = 0.
eij = {0, 1} If the moving tour contains the segment between Si and Sj ,
eij = 1, otherwise, eij = 0.
xmih = {0, 1} If the sensor Sm is associated with sensor Si in h hop dis-
tance, xmih = 1, otherwise, xmih = 0.
Constraint (5.2) guarantees that the overall buffering data in any sensor is not
exceeding the sensor buffer limit.
Constraints (5.3) - (5.4) guarantee that each sensor should be formed as part of
the compatible pairs or be selected as non-compatible PP or be associated with
one of them, so that its sensing data can be collected during the moving tour.
Constraints (5.5) - (5.6) guarantee that the mobile sink enters and departs each
polling point only once.
The objective of the problem is to find a tour and the association relations between
sensors, such that (i) all the sensors are formed as a compatible sensor or selected
as a PP or associated with one of them, (ii) the total data collection time for
each sensor is minimized, (iii) the total buffering data and the maximum hop
distance are within sensors’ constraints. DMMDC is NP-hard and it can be shown
by a reduction from the well-known TSP problem. The total data collection
time includes overall data uploading time which is affected by the total amount
of concurrent-uploading data, and sink moving time which depends on the MS
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moving tour length. In a special case where the network is super sparse. Assume
that the sensing area is sufficiently large that no two sensors are able to form
compatible pairs and no sensor can be associated with other sensors. In this
case, all the sensors have to be selected as polling points and the mobile sink
visits all of them. Since the amount of sensing data are the same for all sensors,
the overall data uploading time is proportional to the number of sensors. Thus,
to achieve the minimum overall data collection time, the moving time for mobile
sink should be minimized. Hence, the solution is to find the optimal shortest
moving tour to visit all the sensors once, which forms a minimum distance TSP
problem. Hence, DMMDC is NP-hard.
5.2 Multihop weighted revenue (MWR) based
algorithm
In this section, we develop a heuristic Multihop Weighted Revenue (MWR) al-
gorithm to approximate the minimized data collection delay. The total data
collection latency includes data uploading time and the moving time of the MS.
Thus, the MWR is designed, on one hand, to minimize the moving tour delay
of mobile sink, on the other hand, to maximize the amount of data that can be
uploaded concurrently.
There are different ways to maximize the utilization of VMIMO and maximize
the amount of concurrent uploaded data. A direct way to increase the concurrent
uploading data is to form as many compatible sensors as possible. However, this
could lead to high number of polling points which may causes long sink moving
delay. Another way is to increase the amount of data that the compatible sensors
buffer. That is to say, to associate as many as sensors with the compatible pairs,
and distribute the data as evenly as possible for two sensors in a compatible
pair. In this case, the overall number of polling points can be limited. A good
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algorithm should jointly consider the two ways to form the association relations,
so that the total delay can be minimized.
MWR adapts the weighted metric Eqn. (4.17) in Sec. 4.4 to multihop trans-
mission. The compatibility revenue wc(i) is defined as the number of compat-
ible sensors Nc divided by the number of uncovered sensors Nu: wc(i) =
Nc
Nu
.
The distance-shorting revenue wd(i) is related to the ratio of the minimum dis-
tance between the current sensor i to the selected polling point sensors dmin and
the maximum distance between any two sensors dmax: wd(i) = 1 − dmin
dmax
. The
neighbour-covering revenue wn(i), in this case, is defined as the ratio of the num-
ber of h-hop uncovered neighbours Nnh and the number of total uncovered sensors
Nu. An h-hop neighbour of a sensor is that the sensor can be reached by h-hop
distance. The neighbour-covering revenue is wn(i) =
∑H
h=1Nnh
Nu
, where H is the
maximum hop boundary for multihop transmission. Hence, the weighted metric
is:
w(i) = wc(i) · α + wn(i) · β + wd(i) · γ
=
Nc
Nu
· α +
∑H
h=1 Nnh
Nu
· β + (1− dmin
dmax
) · γ (5.7)
MWR chooses the sensor with the highest weighted metric value as the polling
points, and associate the sensors evenly with the compatible sensors to maximize
the amount of concurrent uploaded data. Alg. 5.1 shows how the MWR algorithm
works. It takes a set of sensors as input, and it outputs the selected polling points,
the compatible sensor pairs and the association relations between sensors.
In lines 3 - 9, it checks each sensor for revenue values of the weighted met-
ric (Eqn. (5.7)): maximum number of compatible sensor pairs, number of n-hop
uncovered sensors, total number of uncovered sensors and the minimum and max-
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Algorithm 5.1 Multihop based weighted revenue (MWR) algorithm.
Inputs:
Set S contains N sensors;
Outputs:
Set S′, C, P are all subsets of S, contains the association sensors, the compatible sensors and the selected
polling point sensors respectively;
Association relations between all sensors;
RB Algorithms:
1: iter = 0;
2: while (iter ≤ N) do
3: for each sensor i ∈ (S \ C \ S′ \ P ) do
4: Find the number of uncovered h hop neighbour sensors Nnh(i);
5: Find the minimum distance dmin, between sensor i and all sensors contained in P ;
6: Find the maximum number of compatible pairs Nc(i) among uncovered sensors in (S \ C \ S′ \ P );
7: Use c(i) to record the sensors in those compatible pairs;
8: Calculate the weighted revenue value w(i) based on Eqn. (5.7);
9: end for
10: Find the sensor i ∈ (S \ C \ S′ \ P ) that has maximum w(i);
11: if (S \ C \ S′ \ P = ∅||Nc(i) = 0) then
12: break;
13: else
14: Add sensor i into P , Pc = i; Add sensors in c(i) compatible pairs into C; iter = iter + 1;
15: end if
16: for (each sensor j ∈ (S \ C \ S′ \ P )) do
17: if (sensor j is compatible with Pc) then
18: Find the number of uncovered h hop neighbour sensors, denoted as Nnh(j);
19: end if
20: end for
21: Find the sensor j with the maximum
∑H
h=1Nnh(j);
22: if (
∑H
h=1Nnh(j) 6= 0) then
23: Add the compatible pair j and Pc into C;
24: end if
25: for (each new-added pair of compatible sensors (i, j) in C) do
26: if (min(Nn1(i), Nn1(j)) ≥ B
R
) then
27: Associate number of
B
R
1-hop neighbours with each of i and j;
28: Add the association sensors into S′;
29: else
30: Associate number of min(Nn1(i), Nn1(j)) 1-hop neighbours with each of i and j;
31: Add the association sensors into S′;
32: Check
∑H
h=1Nnh(i) and
∑H
h=1Nnh(j) with h = 2, 3, ..., H, associate at most overall
B
R
neighbour
sensors to each of i and j;
33: end if
34: Update the record of number of association sensors for each sensor i, denoted as A(i);
35: end for
36: end while
37: if (S \ C \ S′ \ P = ∅) then
38: for (each sensor m ∈ (S \ C \ S′ \ P ) = ∅) do
39: if (sensor m is in h-hop neighbour set of any PP i ∈ C ∪ P && A(i) < B
R
) then
40: Associate sensor m with i, update A(i);
41: Add sensor m into S′;
42: end if
43: end for
44: end if
45: while (S \ C \ S′ \ P = ∅) do
46: for (each sensor i ∈ (S \ C \ S′ \ P = ∅)) do
47: Find the number of uncovered h-hop neighbour sensors Nnh(i);
48: Find the minimum distance dmin, between i and all SPPs;
49: Calculate the weighted revenue w(i) based on Eqn. (5.7);
50: end for
51: Find the i ∈ (S \ C \ S′ \ P ) that has maximum w(i);
52: Add corresponding i into P ;
53: Associate all the sensors that in (S \ C \ S′ \ P ) and in i’s h-hop neighbour set with the i, update A(i);
54: Add the associated sensors into S′;
55: end while
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imum distances between the sensor and all selected PPs. The sensor with maxi-
mum weighted revenue value is selected as a PP in lines 10 - 15. The compatible
sensors are added and recorded in C set in line 12.
In lines 16 - 24, all the uncovered sensors are check and the one with maximum
number of h-hop neighbours is selected as the compatible sensor for the currently
selected polling point. They are recorded as a compatible pair. If there is no
compatible available for the selected PP, it is recorded as a non-compatible polling
point.
In lines 25 - 35, for all the compatible pairs which are recently added to set
C, the uncovered sensors are evenly associated with two sensors in each pair.
In this stage, it is critical to keep the input amount of data at the same level
for the two sensors in each compatible pair, so that to fully utilization VMIMO
diversity gain and save uploading time. Moreover, the total association data
to each compatible sensor can not exceed its buffer limit. In addition, to take
into account the network energy consumption, the association sensors are chosen
starting from 1-hop neighbours to h-hop neighbours.
Lines 37 - 44 associate the uncovered sensors with the formed compatible sensors
and the selected polling points. Lines 45 - 55 guarantee that all the sensors are
associated so that the sensing data can be collected by the mobile sink. The
algorithm terminates when all the sensors are formed as compatible sensors, or
selected as polling points, or associated with one of them.
5.3 Performance evaluation
In this section, we evaluate the performance of the proposed MWR algorithm.
MWR is firstly evaluated and compared with optimal solution as formulated in
Sec. 5.1. Secondly, MWR is compared with two existing algorithms with sim-
ulations in different network scenarios. Thirdly, MWR is evaluated considering
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different settings of simulation parameters.
5.3.1 Performance evaluation with optimal solution
In this section, to examine the performance of MWR, we compare the results of
the proposed MWR algorithm with the optimal solution results and a SISO data
gathering scheme. For the SISO based algorithms, the overall data uploading
time is constant and the overall data collection latency differ from the different
MS moving time. Hence, the Shortest Moving Tour (SMT) algorithm is chosen as
the SISO competitor. The optimal solution results (Optimal-MH) are obtained
by solving the formulated problem in Sec. 5.1 by using the CPLEX [132]. As
the third competitor, the single hop based data collection problem with VMIMO
and MS (Optimal-SH) is also formulated and solved with CPLEX. We consider
a network with 8 to 30 sensors randomly deployed over an area of 100m × 100m.
Any of the sensors can be selected and act as a PP with a limited buffer of B = 5R
[134], where R is the amount of sensing data for each sensor in each data collection
cycle. The transmission range of sensors is set to be 30m. The weighting factors
α, β and γ in MWR are set as 0.3, 0.3 and 0.4 respectively. The amount of
sensing data for each sensor is R = 1Mb and the effective data uploading rate
is Vr = 80Kbps. The velocity of the mobile sink is Vm = 0.8m/s [39]. In this
set of simulations, the outputs are the minimum data collection latency and the
overall network energy consumption. The results for performance evaluation are
the average of 40 simulation experiments.
Fig. 5.2 demonstrates the comparison results: the data collection latency for dif-
ferent solutions follows the trend that Optimal-MH < MWR < Optimal-SH <
SMT (Fig. 5.2(a)), and the overall network energy consumption for different so-
lutions follows another trend that Optimal-SH < Optimal-MH < MWR < SMT.
Without achieving utilization and benefiting from VMIMO technique, there is
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Figure 5.2: Performance comparison with optimal solutions.
neither time saving nor energy saving in SISO based algorithm SMT, it is rea-
sonable to achieve the highest data collection time and highest network energy
consumption for SMT. By allowing multihop transmission in network, Optimal-
MH enables more sensing data to upload to MS via VMIMO transmission than
Optimal-SH, thus, saving more data uploading time. Moreover, with more sensors
are associated with the same PP, the number of PPs can be decrease and leads
to less MS moving time. Summing up the two parts, the Optimal-MH poten-
tially save more data collection time than that Optima-SH does, and achieves the
lowest total data collection delay (Fig. 5.2(a)). However, the multihop behaviour
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increases the energy consumptions for data transmission. Hence, the Optimal-SH
achieves the best energy efficient (Fig. 5.2(b)).
It is noticed that all the results are quite close when the number of sensor is less
than 10, and the differences become larger as the increase of number of sensors
in Fig. 5.2(a). This is reasonable since when the number of sensors is small, the
time saving from the utilization of VMIMO is limited, and the MS moving time
dominants the overall data collection delay. The moving time is decided by the
length of MS moving tour which can be similar for the four algorithms when the
network is sparse.
The proposed MWR performs better than the SMT and Optimal-SH and achieves
very close performance to Optimal-MH with regard to both the data collection
delay and network energy consumption. Besides, compared to SMT and Optimal-
SH, MWR is overall slightly stable as the number of sensors increases (Fig. 5.2(a)).
That is to say, the multihop behaviour helps to utilize the VMIMO especially
when there is high number of sensors in the area. Fig. 5.2(b), on the other
hand, shows that the multihop behaviour aggregate the energy consumption when
comparing Optimal-MH, MWR and Optimal-SH. With the increase of the number
of sensors, the energy consumption increases more for MWR. Benefiting from the
VMIMO, the energy consumptions of all Optimal-MH, MWR and Optimal-SH
are much less than that of SMT (Fig. 5.2(b)).
5.3.2 Performance evaluation with other methods
In this part, we evaluate the MWR by comparing its performance with other
data collection algorithms. In order to show the benefits of both VMIMO and
multihop behaviour, the algorithms for both VMIMO based single hop mobile
data collection and SISO based multihop mobile data collection are chosen as the
competitors:
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• Revenue Based (RB) algorithm [39], which is a VMIMO based single hop
data collection algorithm and aims at minimum data gathering latency. By
considering both compatible pairs and the MS moving tour in its weighted
metric, RB utilizes VMIMO gains to an extend to save data uploading time.
• Weighted Rendezvous Planing (WRP) algorithm [79], which is a SISO based
multihop data collection algorithm and aims to achieve the trade-off be-
tween data collection delay and energy consumption.
In this scenario, N sensors are randomly deployed over a 200m × 200m area. Any
sensor could be chosen as the polling point. The transmission range of sensors is
set to be 30m. The weighting factors α, β and γ in MWR are set as 0.3, 0.3 and
0.4 respectively. We assume the amount of sensing data of each collection round
is R = 1Mb, the effective data uploading rate is Vr = 80Kbps and the data buffer
size of each sensor is B = 5R. The velocity of the mobile sink is Vm = 1m/s. N
varies from 20 to 120. To restraint the overall energy consumption, the maximum
hop distance in multihop transmission scenarios is set as H = 3. In this set of
simulations, the outputs are the data collection latency and the overall network
energy consumption. The results for performance evaluation are the average of
40 simulation experiments.
Fig. 5.3 shows the comparison results for the three algorithms. The results demon-
strate stable performance trend of the data collection latency: MWR < RB <
WRP (Fig. 5.3(a)). With the increase of the number of sensors, the data collec-
tion delay increases stably for all three algorithms. It is clear that without any
utilization of VMIMO, WRP algorithm presents the highest data collection delay
and highest network energy consumption. Benefiting from the multihop trans-
mission behaviour, MWR achieves much lower data collection delay than that of
RB. On average, compared to RB, MWR decreases data collection latency by 45
percentage.
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Figure 5.3: Performance evaluations with different number of sensors.
In Fig. 5.3(a), the delay tends to be stable with the increase of N for both MWR
and RB This is reasonable since when the network density reaches a certain level
as the increase of N , the selected PPs are sufficiently enough to cover the in-
creased sensors in the field and the increased sensing data can be more possibly
uploaded concurrently. RB addresses the increased sensors by forming more com-
patible pairs for concurrent data-uploading. Except for forming more compatible
pairs, MWR can also associate the increased sensors with the existing compatible
sensors through multihop behaviour.
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Figure 5.4: Performance evaluations with different side lengths of sensing area.
Both MWR and RB achieves dramatically lower energy consumption than that
of WRP (Fig. 5.3(b)). The energy consumption for MWR and RB are quite close
when the number of sensors is small, and MWR costs slightly higher energy than
RB with the increase of Ns. As the increase of the number of sensors, MWR
associates more sensors to perform multihop transmission to increase the amount
of data that can be transmitted benefiting diversity gain. Hence, the network
energy consumption of MWR becomes more aggressively with the higher number
of sensors (Fig. 5.3(b)).
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Fig. 5.4 shows simulation performance for the three algorithms with different
side length of the area L considering the same number of sensors (N = 60) in
the field. Thus, the sensor density is decreased with the increase of L. The data
collection time is prolonged largely with the increase of L for all three algorithms.
One important reason is that the MS moving length increases largely due to the
longer distance between sensors. MWR and WRP achieves the lowest and the
largest data collection latency respectively (Fig. 5.4(a)). MWR outperforms RB
and this trend of superiority becomes even more remarkable as L increases. With
the decrease of the density of network, to achieve more compatible pairs, RB
has to deploy more PPs, which causes longer moving tour distance, hence longer
moving time. Besides, for some far-away sensors, RB is more likely to select
them as the non-compatible polling points. MWR, on the other hand, is able to
associate those far-away sensors with the selected PPs or other compatible pairs
via multihop behaviour.
MWR and RB lower the network energy consumption dramatically compared
to WRP (Fig. 5.4(b)). For MWR, the amount of network energy consumption
rises when L is less than 100m and drops with the increase of L after that. This
is attributed to that the number of multihop association sensors reduces with
the network becomes sparser. In high density networks, MWR is more likely to
associate the sensors and the associations become less and less with the decrease
of network density. This consists with the results in Fig. 5.3(b) that the energy
consumption increases as the network becomes dense (as the increase of N). The
network energy consumption tends to be stable and slightly increase for RB. It is
noticed that the MWR consumes even less energy than RB does when L is larger
than 200m. The reason can be that with the wider network size, less sensors are
able to form as the compatible pairs and benefit the energy efficiency from the
concurrent data uploading for RB. Thus, the less utilization of VMIMO leads to
the increase of overall network energy consumption.
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Figure 5.5: Performance comparison for MWR with different parameter settings.
To evaluate how MWR algorithm is affected by the application parameters,
Fig. 5.5 shows the performance of MWR with different parameter settings. MWR
describes the results aforementioned in this section. With higher effective data
uploading rate (MWR-1: Vr = 160Kbps), the total data collection delay largely
decreases, and the decrease becomes more remarkable with the increase of N . In
MWR-1, the data uploading time becomes sufficiently short and the sink moving
time dominant the total data collection delay. Thus, the performance of MWR-1
is similar with the trend of moving tour length: The result tends to be stable
with the increase of N . When the number of selected polling points reaches a
certain level, most of the increased sensors in the field can be associated with the
existing PPs, and thus the moving tour remains stable. The stable level is related
to the network topology setting, such as the side length of the area L. As the sink
moving velocity increases from Vm = 0.8m/s (MWR) to Vm = 1.6m/s (MWR-2),
the total data collection delay is generally decreases due to the reduction of sink
moving time. The increase slope of the performance of MWR-2 is faster than that
of MWR-1, due to the larger effect of the increase of N . Compared to MWR,
MWR-3 rises the sensors’ buffer size limit (B = 10R), so that more sensors are
able to be associated with a same node which could lead to less number of polling
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points and more concurrent uploading data. Thus, MWR-4 decreases the total
data collection delay than MWR, while maintains similar performance trend.
5.4 Summary
This chapter focuses on minimizing the total data collection latency in multihop
networks. The delay minimization problem for multihop data collection is formu-
lated and a Multihop Weighted Revenue (MWR) algorithm that jointly considers
the amount of concurrent uploaded data and the sink moving tour distance is
proposed. The weighted metric in MWR combines the number of compatible
sensors, the number of h-hop neighbours, and the moving distance of sink, which
accurately accounts for these factors when ranking the available sensors that can
be selected as polling points. Moreover, in order to achieve full utilization of
concurrent uploading technique, MWR also emphasises the evenly associations
of sensors to the compatible sensors.
Extensive simulation results demonstrate the effectiveness of the proposed algo-
rithm. Compared to other algorithms, MWR effectively reduces the total data
collection delay in different scenarios. Moreover, it requires less network energy
consumption, especially in relatively sparse networks.
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Conclusion and Future Work
6.1 Conclusion
In this thesis, we have researched the issues and made three contributions to the
literature of efficient data collection in WSNs. The contributions are summarised
in the following:
Firstly, a unified solution for gateway and in-network traffic load balancing in
multihop data collection scenarios - RALB is developed. This work aims to deal
with the potential trade-off between in-network traffic load balancing and gate-
way utilization equalization. RALB combines multiple path metrics (path resid-
ual bandwidth, end-to-end delay and path reliability) and gateway conditions
(gateway utilization) in a unified path quality metric. It probabilistically choose
alternative path and adaptively modifies its path switch probability by means
of independent decisions made by network sensor nodes. The simulation results
show that RALB reduces the difference in the utilizations of multiple available
network gateways and improves network performance by avoiding less qualified
data paths, which provides less end-to-end delay in packet delivery and com-
parable packet delivery ratio to AOMDV. This shows its well-balanced trade-off
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between in-network load balancing and gateway traffic load balancing. Moreover,
RALB is also shown to maintain a high level of packet delivery ratio and reduce
the control overhead which shows its well-balanced trade-off between load bal-
ancing and network performance. The well balanced performance demonstrates
that RALB can be effectively adapted to practical remote environment monitor-
ing scenarios, where the sensors are constrained with resources and the gateways
conditions are critical.
Secondly, the delay aware energy efficient data collection with mobile sink and
VMIMO techniques problem is formulated into an integer linear program. The ob-
jective is to minimize the overall network energy consumption with a constraint
of data collection time requirement. A WR algorithm is proposed to approx-
imate the optimal solution. To explore the trade-off between overall network
energy consumption and data collection latency, WR combines energy consump-
tion, VMIMO utilization and sink moving tour length into a unified weighted
metric. Extensive simulation results demonstrate the effectiveness of the pro-
posed algorithm: WR largely reduces the overall network energy consumption
with bounded sink moving tour length. It proves that the proposed algorithm
can be well applicable to the networks with constraint energy and tolerable de-
lay. Moreover, the results show that WR can be adaptively applied for different
QoS-requirement applications by adjusting the weighting factors and its emphasis
aggressiveness.
Thirdly, the total data collection latency in multihop data collection scenarios
with bounded hop distance and limited buffer storage is studied. The data col-
lection latency in this problem includes data uploading time of sensors and sink
moving time. An minimization model for the problem is established and a MWR
algorithm to approximate the optimal solution is developed. MWR jointly con-
siders the amount of concurrent uploading data, the number of neighbours that
within its bounded hop distance, and the moving tour length of sink. To achieve
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full utilization of VMIMO and increase the time saving out of concurrent data
uploading, MWR associates the sensors evenly to the compatible sensors. The
performance of MWR is evaluated by comparing with optimal solution which is
obtained by CPLEX based on the formulation modelling and MWR is shown
to achieve a close performance to the optimal solution. Compared with other
algorithms, MWR effectively reduces the total data collection delay in different
network scenarios. Furthermore, it requires less overall network energy consump-
tion(especially in sparse networks). The simulation results demonstrate that the
proposed algorithm is desirable to be applied in time-sensitive data collection sce-
narios (e.g. military defence applications and real-time environment monitoring
applications) with well-balanced trade-off between data collection latency and
network energy consumption.
6.2 Future work
In this section, the future research directions are discussed in following two aspects
to further improve the proposed algorithms in the area of efficient data collection
with VMIMO and mobile sink techniques.
Firstly, the proposed algorithms can be improved and extended for practical
scenarios. The cost of sharing control information for VMIMO transmission,
interference of data transmission among sensors and channel state information
(CSI) are all not considered in our proposed algorithms, which is not practical
in realistic networks. The improved algorithms could be developed in network
simulator considering the physical interference model and imperfect knowledge
of CSI. It is worth investigating the effects of these practical conditions for data
collection in WSNs. Furthermore, the organization and formulation of compatible
sensors are desired to be improved in a distributed manner, to avoid the large
centralization control message overhead in large-scale networks.
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Secondly, the advantages of applying multiple mobile sinks in the proposed data
collection algorithms could be investigated. Multiple mobile sinks shorten the
moving tour length for each sink to decrease the total data collection latency.
Moreover, mobile sinks share their information so that they learn what others
already learn to obtain the full view of overall network information, which enables
faster task completion and potentially bandwidth saving due to the reduction of
the control message overhead. In this research work, the joint optimization of
routing algorithms and the design of moving trajectory for each mobile sink is
a significant and challenging issue. Furthermore, the number of mobile sinks,
the cooperativeness between sinks, the velocities and positions are all important
influence factors and should also be evaluated.
Thirdly, software-defined networking (SDN) [135] paradigm can be used in WSNs.
The decoupling of the control logic and the data forwarding is the foundation
of SDN, which could bring benefits in WSNs. First, the centralized controller
maintains a global view of the network which reduces the power consumption by
sensors in order to explore and maintain that view locally. Second, it reduces
the control overhead for topology discovery and also improves routing algorithm
performance due to the accurate location information. However, there are still
problems to be solved. In the current SDN based WSNs studies, a master node
is normally selected as the controller and the core of the network. It is important
to address the problem such as: How to limit the energy of the master node?
Moreover, the centralized controller may raise some security questions such as:
What would be the effect of attacks on the controller? These issues and questions
need to be investigated and answered.
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