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GEOMETRY OF CENTRAL EXTENSIONS OF NILPOTENT LIE ALGEBRAS
D.V. MILLIONSHCHIKOV AND R. JIMENEZ
Abstract. We obtain a recurrent and monotone method for constructing and classifying nilpotent
Lie algebras by means of successive central extensions in this paper. It consists in calculating the
second cohomologyH2(g,K) of an extendable nilpotent Lie algebra g with the subsequent study of
the orbit space geometry of the automorphism group Aut(g) action on Grassmannians of the form
Gr(m,H2(g,K)). In this case, it is necessary to take into account the filtered cohomology structure
with respect to the ideals of the lower central series: a cocycle defining a central extension must
have maximum filtration. Such a geometric method allows us to classify nilpotent Lie algebras
of small dimensions, as well as to classify narrow naturally graded Lie algebras. The concept of
a rigid central extension is introduced. Examples of rigid and non-rigid central extensions are
constructed.
Introduction
An arbitrary nilpotent Lie algebra is a central extension of a nilpotent Lie algebra of lower
dimension. Question: Is it possible to organize a recurrent procedure using such a construction
and classify finite-dimensional nilpotent Lie algebras?
The very first analysis of the posed question shows its transcendental complexity, the answer to
it is hardly accesible in a general setting and for an arbitrary dimension, but in small dimensions
or for some special classes of nilpotent Lie algebras, answers can still be obtained.
We start the study with small dimensions. According to Morozov’s well-known classification
[27], in dimensions ≤ 6 there exists a finite number of pairwise non-isomorphic nilpotet Lie algebras
over a field of characteristic zero. Starting with the dimension 7 (where a one-parameter family
of pairwise non-isomorphic nilpotent Lie algebras appears), the difficulties of classifying nilpotent
Lie algebras are rapidly increasing, which leads, in particular, to the need to consider the so-called
affine Ln variety of Lie algebra structures on a fixed n-dimensional vector space V over the field
K. The manifold Ln consists of skew-symmetric bilinear mappings µ : V ∧ V → V satisfying the
Jacobi identity. The affine variety Nn of nilpotent Lie algebras is also defined. There is a natural
GLn-action on Ln (respectively on Nn:
(g · µ)(x, y) = g
(
µ(g−1x, g−1y)
)
, g ∈ GLn, x, y ∈ V.
Obviously, the isomorphism class of a given algebra (structure) of Lie µ ∈ Ln corresponds to the
orbit O(µ) of this action.
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Here it is worth making a digression and say that the study of the variety Ln from the point of
view of the orbit space of the action of the full linear group GLn has long attracted the attention
of algebraists [4, 21, 28, 3, 17, 10, 22, 18], as well as the study of the variety Nn of nilpotent Lie
algebras [29, 12, 8, 11]. This task is almost trivial for n = 2, but it is no longer such, starting
with n = 3 [21], and for n = 4 the results of such studies look very, very complicated [17, 22].
Note also that the study of the orbits of actions of algebraic groups on affine varieties is a classic
subject of algebraic geometry and the theory of invariants. But such a theory is well developed for
objects defined over an algebraically closed field, and we will be interested, first of all, in geometric
applications for the field of real numbers. We also note that the issues considered in this article
are directly related to the theory of deformations of Lie algebras (see [15]). Questions related to
the applications of cohomological calculations to the explicit construction of formal deformations
of a Lie algebra were considered in [16]. Note that the formal deformation technique developed in
[16] is especially useful in a finite-dimensional situation.
A Lie algebra µ is called rigid if its orbit O(µ) is open. We will adhere to the principle of
parallel consideration of the Euclidean topology of a finite-dimensional space together with the
Zariski topology when studying the action orbits [9]. It is this visual geometric approach that will
be the basis of all our research.
The topic of this artcile was influences seriously by Vergne’s conjecture of 1970 in the variety
Nn of nilpotent Lie algebra of dimension n ≥ 8 there are no rigid Lie algebras. The later and still
open conjecture by Grunewald and O’Halloran that each nilpotent Lie algebra of dimension at
least two is a contraction (degeneration) of some other Lie algebra [13] is logically adjacent to this
conjecture. Recall that a Lie algebra µ′ is called a contraction (degeneration) of µ, if µ′ ∈ O¯(µ),
where O¯(µ) stands for the Zarissky closure of the orbit O(µ). Recently it was proved in [20] that
the Gru¨newald-O’Halloran conjecture is true for 7-dimensional nilpotent Lie algebras. In general,
both conjectures are still open.
We briefly describe the structure of this work. In the section 1 we give all the necessary defi-
nitions and information concerning nilpotent Lie algebras, including finite-dimensional positively
graded and filtered Lie algebras. In the section 2 we give all the necessary information about the
central extensions of an arbitrary Lie algebra g. General facts about the cohomology of finite-
dimensional positively graded and filtered Lie algebras are contained in 3. The key point in this
article is the section 4, which describes the recurrent and monotone method for constructing and
classifying finite-dimensional nilpotent Lie algebras. The inductive step of our recurrent procedure
is to construct a central extension g˜ of a nilpotent Lie algebra g, which has a nil-index s one more
than g has and it has the given dimension of the sth ideal g˜s of the lower central series of the Lie
algebra g˜. Such an extension does not exist for every nilpotent Lie algebra. All information about
extensions with the required properties is contained in the filtered structure. the spaces H2(g,K),
whose filtration is induced by the natural filtration of the Lie algebra g by the ideals of its lower
central series. To classify up to an isomorphism of m-dimensional extensions of the nilpotent
Lie algebra g, one must study the orbit space of the group action GLm × Aut(g) on the second
cohomology Grassmannian Gr(m,H2(g,K)). The open orbits of such an action will be called
rigid cocycles (rigid sets of cocycles), and the corresponding central extensions will be called rigid
central extensions in the section 5. More accurately: we say that the central extension gα defined
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by the cocycle α ∈ H2(g,Km) is rigid if an arbitrary central extension gβ defined by the cocycle β
close to α (in the sense of the Euclidean topology of the space H2(g,Km),K = R,C) is isomorphic
to gα. On a nilpotent Lie algebra of dimension ≤ 5 there is always a one-dimensional rigid central
extension. This is a simple consequence of Morozovs classification [27]. Section 5 gives an example
5.1 of a nilpotent algebra of dimension 6 that does not admit any rigid one-dimensional central
extension. It should be noted that we do not endow the orbit space of the action GLm × Aut(g)
on the Grassmannian Gr(H2(g,K), m) neither the structure of a topological space, nor, all the
more, an algebraic set.
Section 6 is devoted to the classification of naturally graded Lie algebras, i.e. such nilpotent
Lie algebras g that are isomorphic to their associated graded Lie algebra grg with respect to
filtration by ideals of the lower central series. As an example demonstrating the possibilities of
our method of successive central extensions, we present a new proof of the Vergne theorem [29]
on the classification of naturally graded filiform Lie algebras.
In the last section 7, we construct an important example of a 6-dimensional naturally graded
Lie algebra L˜(2, 4), which also has no rigid central extensions. But the main goal of the construc-
tion of this example is to show that dropping the ”3/2 width” condition from [26] leads to the
appearance of parametric families of pairwise nonisomorphic naturally graded Lie algebras already
in dimension 8. Of particular interest is the explicit visual description of the orbits of the action
of the subgroup Autgr(g) graded automorphisms of the Lie algebra g in the form of second-order
surfaces in three-dimensional space.
1. Nilpotent, positively graded and filtered Lie algebras
A sequence of ideals of Lie algebra g
g1 = g ⊃ g2 = [g, g] ⊃ . . . ⊃ gk = [g, gk−1] ⊃ . . .
The sequence of ideals of a Lie algebra is called a decreasing (lower) central series of a Lie algebra
g.
A Lie algebra g is called nilpotent if there is a natural number s such that
gs+1 = [g, gs] = 0, gs 6= 0.
The number s is called the nil-index of a nilpotent Lie algebra g, and Lie algebra itself g is called
a nilpotent Lie algebra of index s or a nilpotent Lie algebra of degree s.
Definition 1. The Lie algebra g = ⊕+∞i=1 gi, decomposed into a direct sum of its homogeneous
subspaces gi, i ∈ N, is called N-graded (positively graded) if the following condition holds
[gi, gj] ⊂ gi+j , i, j ∈ N.
A finite-dimensional N-graded Lie algebra is nilpotent.
In the definitions of Lie algebras, we will omit the relations of the form [ei, ej ] = 0.
Example 1. Lie algebra m0(n− 1), defined by its base e1, e2, . . . , en with commutation relations
[e1, ei] = ei+1, 2 ≤ i ≤ n−1,
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is nilpotent with nil-index s(m0(n− 1)) = n− 1. The Lie algebra m0(n− 1) can be equipped with
a grading m0(n− 1) = ⊕ni=1(m0(n− 1))i, where all homogeneous subspaces (m0(n− 1))i = 〈ei〉 are
one-dimensional for 1 ≤ i ≤ n.
Proposition 1 ([29]). Let g be a n-dimensional nilpotent Lie algebra. Then for its nil-index s(g)
the estimate s(g) ≤ n− 1 is true.
Definition 2. A nilpotent n-dimensional Lie algebra g is called filiform if s(g) = n− 1.
The Lie algebra m0(n− 1), considered above, is filiform. We give another example of a filiform
Lie algebra.
Example 2. The Lie algebra m1(2m−1), m ≥ 3. The basis e1, e2, . . . , e2m−1, e2m and structure
relations
[e1, ei] = ei+1, i = 2, . . . , 2m−2, [ek, e2m−k+1] = (−1)
k+1e2m, k = 2, . . . , m.
Definition 3. A set of nested subspaces of a Lie algebra g
F 1g = g ⊃ F 2g ⊃ F 3g ⊃ · · · ⊃ Fmg ⊃ . . .
is called positive filtration, if
[F ig, F jg] ⊂ F i+jg, ∀i, j ∈ N.
An example of positive filtration is the filtration by the ideals gk of the lower central series of
a nilpotent Lie algebra g.
Proposition 2. A Lie algebra g with a positive filtration F 1g ⊃ · · · ⊃ Fmg ⊃ {0} of finite length
m is nilpotent.
Proof. It is obvious that g2 = [g, g] = [F 1g, F 1g] ⊂ F 2g. Continuing by induction, we get the
inclusion gk ⊂ F kg for all k ≥ 2. 
One can define for an arbitrary N-graded Lie algebra g = ⊕k=1gk th filtration related to its
grading
F kg = ⊕+∞i=kgi, k ≥ 1.
For a filtered Lie algebra (g, F ), the associated graded Lie algebra is defined grF g = ⊕
+∞
i=1F
ig/F i+1g.
Its Lie bracket is given by the formula[
x+ F i+1g, y + F j+1g
]
= [x, y] + F i+j+1g, x ∈ F ig, y ∈ F jg.
Definition 4. A nilpotent Lie algebra g is called a naturally graded (Carnot algebra) if it is
isomorphic to its associated graded Lie algebra gr g with respect to filtration by ideals of the lower
central series. The grading g = ⊕+∞i=1 gi of a naturally graded Lie algebra g is called a natural
grading if there is a graded isomorphism
ϕ : gr g→ g, ϕ((gr g)i) = gi, i ∈ N.
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In the sequel, by a naturally graded Lie algebra (Carnot algebra) g = ⊕+∞i=1 gi, we will mean a
naturally graded Lie algebra equipped with a natural grading.
The Lie algebra m0(n), considered above, is a naturally graded (Carnot algebra). However, its
natural graduation differs from its graduation, which we considered at the very beginning. In
particular, its very first homogeneous subspace (grm0(n))1 is two-dimensional.
(grm0(n))1 = 〈e1, e2〉, (grm0(n))i = 〈ei+1〉, i = 2, . . . , n−1.
From the properties of a decreasing (lower) central series, one can derive one very important
property of natural grading g = ⊕+∞i=1 gi.
Proposition 3. A positive grading g = ⊕+∞i=1 gi of a Lie algebra g is natural if and only if
[g1, gi] = gi+1, i ≥ 1.
In particular a naturally graded Lie algebra g = ⊕+∞i=1 gi is generated by its first homogeneous
component g1.
Nilpotent Lie algebras of nil-index two s(g) = 2 are also known as metabelian Lie algebras. The
lower central series of metabelian Lie algebras is as simple as possible.
g = g1 ⊃ g2 = [g, g] ⊃ 0.
Obviously, an arbitrary metabelian Lie algebra is a naturally graded Lie (Carnot algebra). Indeed,
choose a linear subspace g1 in the Lie algebra g as an addition to the commutator g2 = [g, g] in
the Lie algebra g: g = g1 ⊕ g2. Obviously, with such a choice of subspaces gi, i = 1, 2,
[g1, g1] = [g, g] = g2.
Classification of metabelian Lie algebras turned out to be extremely complicated [7, 6]: the max-
imum dimension, in which complex metabelian Lie algebras are currently classified, is 9 [6].
But filiform naturally naturally graded Lie algebras are easy to classify [29]. We will talk about
such a classification in paragraph 6.
2. Central extensions of Lie algebras
Definition 5. Central extension of Lie algebra g is called the exact sequence
(2.1) 0 −−−→ V
i
−−−→ g˜
pi
−−−→ g −−−→ 0
Lie algebras and their homomorphisms, in which the image of the homomorphism i : V → g˜ is
contained in the center Z(g˜) of the Lie algebra g˜, and the linear subspace V is considered as an
abelian Lie algebra.
Example 3. The Lie algebras m1(2m−1) and m0(2m−1) are one-dimensional central extensions
of the Lie algebra m0(2m− 2) for m ≥ 3.
As a vector space, the central extension g˜ is a direct sum V ⊕ g with standard inclusion i and
projection pi. The Lie bracket in the vector space V ⊕ g can be defined by the formula
[(v, g), (w, h)]g˜ = (c(g, h), [g, h]g), g, h ∈ g,
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where c is a skew-symmetric bilinear function on g, which takes its values in the space = V , and
[·, ·]g defines the Lie bracket of a Lie algebra g. One can verify directly that the Jacobi identity
for the bracket [·, ·]g˜ is equivalent to the condition that the bilinear function is a cocycle, i.e. the
following equality holds identically
c([g, h]g, e) + c([h, e]g, g) + c([e, g]g, h) = 0, ∀g, h, e ∈ g,
we assume that the initial bracket [g, h]g satisfies the Jacobi identity.
Two extensions are called equivalent if there is an isomorphism of Lie algebras f : g˜2 → g˜1,
such that the following diagram is commutative
(2.2)
0 −−−→ V
i1−−−→ g˜1
pi1−−−→ g −−−→ 0x xId xf xId x
0 −−−→ V
i2−−−→ g˜2
pi2−−−→ g −−−→ 0
A cocycle c is called cohomologous to zero c ∼ 0 if such a linear mapping exists µ : g→ V such
that c(x, y) = µ([x, y]g). In this situation, the cocycle c is called a coboundary and is denoted by
c = dµ.
Two cocycles are called cohomologous c ∼ c′ if their difference is cohomologous to zero c−c′ ∼ 0.
Cohomologous cocycles define equivalent central extensions. To prove this, it suffices to verify that
the linear mapping
f = Id+ µ : V ⊕ g→ V ⊕ g, f(v, g) = (v+µ(g), g),
is an isomorphism of Lie algebras in the diagram (2.2). The converse is also true [19].
Note also that the cocycle c′ ∼ 0 cohomologous to zero defines an extension g˜′ isomorphic to
the direct sum of V ⊕ g Lie algebras. Such a central extension is called trivial.
Remark 1. It may well happen that the Lie algebras g˜2 and g˜1, corresponding to nonequiva-
lent central extensions, are nevertheless isomorphic.The fact is that an isomorphism f from a
commutative diagram (2.2) has to map i2(V ) ⊂ g˜2 to i1(V ) ⊂ g˜1 and induce identity mapping
of quotient algebras Id : g˜2/i2(V ) → g˜1/i1(V ). The absence of an isomorphism of f with such
additional properties does not mean the absence of isomorphism in general. In the general case,
an isomorphism is not required to translate i2(V ) into i1(V )
However, in the case of a nilpotent Lie algebra g, the answer to the question of the isomorphism
of its two different central extensions g2 and g˜1 is quite possible and constructive with some c1
and c2,that we will show it the section 4.
3. Cohomology of positively graded and filtered Lie algebras
Consider the standard cochain complex of an n-dimensional Lie algebra g with coefficients in a
one-dimensional trivial module K.
(3.1) K
d0=0−−−→ g∗
d1−−−→ Λ2(g∗)
d2−−−→ . . .
dn−1
−−−→ Λn(g∗) −−−→ 0
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where the symbol d1 : g
∗ → Λ2(g∗) denotes the dual mapping to the Lie bracket [ , ] : Λ2g → g,
with the differential d (in fact, it is a set of mappings dp) is a derivation of exterior algebra Λ
∗(g∗),
which continues d1:
d(ρ ∧ η) = dρ ∧ η + (−1)degρρ ∧ dη, ∀ρ, η ∈ Λ∗(g∗).
The relation d2 = 0 is equivalent to the Jacobi identity in the Lie algebra g.
The cohomology of the complex (Λ∗(g∗), d) is called cohomology (with trivial coefficients) of a
Lie algebra g and is denoted by H∗(g,K).
We do not define a cochain complex of the Lie algebra g with values in arbitrary g-module V
referring the reader to [19] for details, noting that if g-module V is trivial (gv = 0, ∀g ∈ g, ∀v ∈ V )
and dimV = m then there are isomorphisms of g-modules and cohomology
V ∼= K⊕ · · · ⊕K︸ ︷︷ ︸
m
, Hq(g, V ) ∼= Hq(g,K)⊕ · · · ⊕Hq(g,K)︸ ︷︷ ︸
m
= (Hq(g,K))m.
For any N-graded Lie algebra g = ⊕+∞i=1 gi its exterior algebra Λ
∗g can be endowed with the
second grading Λ∗g =
⊕+∞
i=1 Λ
∗
ig, where Λ
p
ig is a linear span of monomials ξ1 ∧ ξ2 ∧ · · · ∧ ξp such
that
ξ1 ∈ gα1 , ξ2 ∈ gα2 , . . . , ξp ∈ gαp , α1+α2+ . . .+αp = i.
The space of skew-symmetric p-functions Λp(g∗) is also endowed with a second grading Λp(g∗) =⊕
λ Λ
p
(λ)(g
∗). The subspace Λp(λ)(g
∗), λ ∈ N, is defined as
Λp(λ)(g
∗) =
{
ω ∈ Λp(g∗) | ω(v) = 0, ∀v ∈ Λp(µ)(g), µ 6= λ
}
.
We will consider the cohomology of only finite-dimensional N-graded Lie algebras, and therefore
the sign of the direct sum in the preceding formulas denotes the usual finite direct sum of subspaces.
The second grading is compatible with the differential d and with the exterior product
dΛp(λ)(g
∗) ⊂ Λp+1(λ) (g
∗), Λp(λ)(g
∗) · Λq(µ)(g
∗) ⊂ Λp+q(λ+µ)(g
∗)
Homogeneous forms from the subspace Λp(λ)(g
∗) we will call p-forms of weight λ in the sequel,
respectively closed p-forms of weight λ will be called p-cocycles of weight λ, a similar rule would
be for coboundaries.
External product in Λ∗(g∗) induces the structure of bigraded algebra in cohomology H∗(g)
Hp(λ)(g)⊗H
q
(µ)(g)→ H
p+q
(λ+µ)(g).
Example 4. The cochain complex (Λ∗(m0(n)), d) is generated by a
1, b1, a2, . . . , an with the dif-
ferential defined by
da1 = db1 = 0, da2 = a1 ∧ b1, dai = a1 ∧ ai−1, 3 ≤ i ≤ n.
Its cohomology (i.e. the cohomology H∗(m0(n),K) of the Lie algebra m0(n)) is long known. In
particular, dimension of the space H2(m0(n),K) is k =
[
n
2
]
and is the linear span of the following
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system of homogeneous 2-cycles of odd weights 3, 5, . . . , 2k + 1:
(3.2) c2q+1 = −b
1 ∧ a2q +
q∑
i=2
(−1)iai ∧ a2q+1−i, q = 1, . . . , k.
We now consider a positively filtered Lie algebra g with a filtration of length m
F 1g = g ⊃ F 2g ⊃ · · · ⊃ Fmg ⊃ {0}
We define by means of it the increasing filtration F˜ of the cochain complex (Λ∗(g∗), d) of the Lie
algebra g with coefficients in a trivial one-dimensional module K. For the natural numbers p, k,
we introduce a linear subspace
(3.3) F˜ kΛp(g) =
{
ω ∈ Λp(g)|ω(ξ1, . . . , ξp) = 0, ξi∈F
kig, k1 + · · ·+ kp > k
}
in the space of all skew-symmetric p-forms Λp(g).
It is easy to check the invariance of the filtering F˜ with respect to the differential d and the
nesting relation of the subspaces
F˜ 0Λp(g∗) = 0, F˜ kΛp(g∗) ⊂ F˜ k+1Λp(g∗), dF˜ kΛp(g∗) ⊂ F˜ kΛp+1(g∗).
Definition 6. We will say that the p -form ω ∈ Λp(g) has filtration k and write φ(ω) = k, if
ω ∈ F kΛp(g∗), ω /∈ F k−1Λp(g∗).
In the subsequent sections, we also need one increasing filtration of the dual space g∗ to the
nilpotent Lie algebra g. This filtration is constructed recurrently, but, as we will see, is connected
with the filtration of the original Lie algebra g with ideals of the lower central series.
Define a chain of embedded in each other subspaces in g∗
L0 = 0 ⊂ L1 ⊂ L2 ⊂ · · · ⊂ Li ⊂ . . .
where the subspace Li is defined by the following
(3.4) Li = {ρ ∈ g
∗ : dρ ∈ Λ2(Li−1)}, i ≥ 1.
Obviously, the subspace L1 = ker d coincides with the subspace of closed 1-forms of a cochain
complex (3.1) of a Lie algebra g.
Proposition 4. The subspace Li ⊂ g
∗ is the annihilator of the ideal gi+1 for 0 ≤ i ≤ s.
Proof. We will prove the statement by induction on i. The basis of induction is obvious: L0 = 0 is
the annihilator of the whole algebra g = g1. Suppose, according to the inductive hypothesis, the
subspace Li−1 is the annihilator of the ideal g
i. Then dρ ∈ Λ2(Li−1) if and only if dρ is annihilated
by the subspace g ∧ gi or in other words dρ(ξ, η) = −ρ([ξ, η]) = 0 for all ξ ∈ g and η ∈ gi. Thus
dρ ∈ Λ2(Li−1) if and only if the linear function ρ ∈ g∗ belongs to the annihilator of the gi+1. 
From the proved proposition it follows that the chain length {Li} is finite. Its length is equal
to the nilpotency index s: Ls = g
∗.
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4. A recurrent method for constructing nilpotent Lie algebras
Consider a (non-Abelian) nilpotent Lie algebra g˜. It has a non-trivial cente Z(g˜) (the last
nontrivial ideal gs of its lower central series) belongs to the center Z(g˜)). Consider the quotient
Lie algebra g = g˜/Z(g˜) and its corresponding central extension
0→ Z(g˜)→ g˜→ g→ 0.
This central extension is defined by some cocycle c˜ from H2(g, Z(g˜)).
Recall also that, according to the Dixmier theorem [5], all the cohomology groups H i(g, V ) of
an arbitrary finite-dimensional nilpotent Lie algebra g with coefficients in any trivial g-module V
are non-trivial.
Fix a basis e1, . . . , em of the ideal Z(g˜) where dimZ(g˜) = m.This will give the opportunity to
write the cocycle c˜ in the corresponding coordinates c˜ = (c˜1, . . . , c˜m). The component c˜l of the
cocycle c˜ has a simple meaning, it is the differential of a linear functional el from the basis that is
dual to the basis e1, . . . , em of the ideal Z(g˜) in the dual space Z(g˜)
∗
del = c˜l, l = 1, . . . , m.
On the other hand, fixing a basis of the ideal Z(g˜) is nothing but the presentation of explicit
isomorphism of trivial g-modules Z(g˜)→ K⊕ · · · ⊕K︸ ︷︷ ︸
m
.
Further, taking into account the convenience of specific calculations, we will define a cocycle c˜
from H2(g, Z(g˜)) by means of its image under the isomorphism H2(g, Z(g˜))→ H2(g,Km) i.e. by
the set (c˜1, . . . , c˜m) of cocycles from H
2(g,K).
Consider two central extensions g˜ and g˜′ of the same nilpotent Lie algebrag using the same
vector space V such that Z(g˜) ∼= Z(g˜′) ∼= V . Let there also be an isomorphism f : g˜′ → g˜. The
equality holds f (Z(g˜′)) = Z (g˜) and we have a commutative diagramm
(4.1)
0 −−−→ Z (g˜)
i1−−−→ g˜
pi1−−−→ g −−−→ 0x xΨ xf xΦ x
0 −−−→ Z(g˜′)
i2−−−→ g˜′
pi2−−−→ g −−−→ 0,
where by Ψ we denote the isomorphism of vector spaces Z (g˜′) and Z (g˜). The symbol Φ denotes
the automorphism of the Lie algebra g, induced by the isomorphism f .
Example 5. Let g = m0(2)⊕K be the direct sum of Lie algebras. Consider as g˜ = g˜
′ = g⊕K its
one-dimensional trivial central extension. From the formal point of view, the subspace i1(K) =
i2(K) does not have to be invariant with respect to an arbitrary automorphism f : g˜
′ → g˜.
Despite the deliberate artificiality of the above example, we must state that when the images
i1(V ) and i2(V ) do not coincide with the centers Z (g˜
′), Z (g˜) of constructed Lie algebras g˜′ and
g˜, we cannot guarantee the compatibility of an arbitrary isomorphism of f with embeddings i1
and i2. However, the following lemma is true
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Lemma 4.1. Let {c˜1, . . ., c˜m} and {c˜′1, . . ., c˜
′
m} be two sets of cocycles from Z
2(g,K). There is
an isomorphism f : g˜′ → g˜ of the corresponding central extensions such that f(i2(Km)) = i1(Km)
if and only if there are: a) non-degenerate number matrix AΨ and b) an automorphism Φ of the
algebra g such that equality holds
(4.2) (c˜1, c˜2, . . . , c˜m)AΨ = (Φ
∗(c˜′1),Φ
∗(c˜′2), . . . ,Φ
∗(c˜′m)).
In the above formula, we denoted by the symbol Φ∗ the action of the automorphism Φ on the space
of two-dimensional cocycles Z2(g,K).
Proof. Choose bases e1
′
, . . . , em′ and e1, . . . , em in the dual spaces Z(g˜′)∗ and Z(g˜)∗ respectively.
A Lie algebras isomorphism f : g˜′ → g˜ induces the isomorphism of d-algebras f ∗ : (g˜∗, d) →
((g˜′)∗, d) and in particular the linear spaces isomorphism Ψ : Z(g˜) → Z(g˜′). Write in line
(Ψ(e1
′
), . . . ,Ψ(em′)) images of basis vectors from Z(g˜′)∗ in Z(g˜)∗. Introduce the transition matrix
AΨ from the basis e
1, e2, . . . , em to the basis Ψ(e1
′
),Ψ(e2
′
), . . . ,Ψ(em′)
(4.3) (e1, e2, . . . , em)AΨ = (Ψ(e
1′),Ψ(e2
′
), . . . ,Ψ(em′)).
Applying the differential d to both sides of this equality and tacking into account
dei = c˜i, dΨ(e
i′) = df ∗(ei
′
) = f ∗dei
′
= Φ∗dei
′
= Φ∗(c˜′i), i = 1, . . . , m
we get the required equality (4.2).
In the other direction, the proposition is proved by repeating the above reasoning. 
Proposition 5. Let {c˜1, . . ., c˜m} and {c˜′1, . . ., c˜
′
m} be two sets of cocycles from Z
2(g,K) such that
{c˜′1, . . ., c˜
′
m} = {c˜1 + dµ1, . . ., c˜m + dµm}.
Then the corresponding central extensions are isomorphic g˜′ ∼= g˜.
Let us formulate a very natural question about the properties of the Lie algebra g˜, obtained as
the central extension of some nilpotent Lie algebra g: will it be nilpotent, and if so, what will it
have nilpotency index s(g˜)? It is clear that the answer to this question must be given in terms of
the set of cocycles (c1, . . . , cm) which defined the central extension g˜.
The answer to a similar question about the properties of the Lie algebra g˜, obtained using the
deformation Ψ of the nilpotent Lie algebra g, can be found in the classical work Vergne [29] in terms
of the cohomology of H2(g, g) of the Lie algebra g with coefficients in the adjoint representation.
In a sense, the problem solved Vergne is more general, and the answer to our question can in
principle be obtained in the form of its corollary. But we will formulate the answer directly,
considering its importance for specific applications.
Following [29], we consider the filtration of a finite-dimensional nilpotent Lie algebra g˜ by the
ideals g˜k of its lower central series. The last nontrivial ideal g˜s belongs to the center Z(g˜) of the
Lie algebra g˜.
Consider the quotient Lie algebra g = g˜/g˜s and the corresponding central extension
0→ g˜s → g˜→ g→ 0.
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This central extension is defined by some cocycle c˜ from H2(g, g˜s). Fix a basis es1, . . . , e
s
m of the
ideal gs and let us write the cocycle c˜ in the corresponding coordinates c˜ = (c˜1, . . . , c˜m). The first
question: what can be said about the set of cocycles c˜1, . . . , c˜m?
The second question is how to choose a set of c˜1, . . . , c˜m cocycles from H
2(g,K) so that the
corresponding m-dimensional central extension of g˜ its nilpotency index s = s(g˜) would be one
greater than the original one of the Lie algebra g: s = s(g˜) = s(g) + 1 and the dimension of the
sth ideal gs of the lower central series would be exactly m?
Definition 7. Let g be a nilpotent Lie algebra. We say that a set of cocycles {c˜1, . . ., c˜m}
from H2(g,K) has filtration s if cocycles of this set are linearly independent modulo subspace
F s−1H2(g∗,K).
Recall that the subspace F s−1H2(g∗,K) consists of cohomology classes of two-dimensional co-
cycles that vanish at all subsets gk1 × gk2 for k1 + k2 > s− 1.
Theorem 1. Let g be a nilpotent Lie algebra with nil-index s − 1 and let c˜1, . . . , c˜m be a set
of cocycles from H2(g,K). The Lie algebra g˜, defined by the corresponding central extension
corresponding to this set, is a nilpotent Lie algebra of nil-index s and dim g˜s = m if and only if
the set of cocycles c˜1, . . . , c˜m has filtration s.
Proof. Let us prove the necessity of the condition formulated in the theorem, for which we choose
in the ideal g˜s of the Lie algebra g˜ obtained as a central extension g with a basis es1, . . . , e
s
m. The
original Lie algebra g had the nilpotency index s − 1, so all these vectors were added with a
central extension and, thus, we can assume that if necessary we can replace the base and hence
de1s = c˜1, . . . , de
m
s = c˜m. We denote by symbols e
1
s, . . . , e
m
s the linear functions from the basis which
is dual to es1, . . . , e
s
m. Suppose there is a linear combination α1c˜1 + · · ·+ αmc˜m, which vanishes at
all subsets gk1 × gk2 for k1 + k2 > s− 1. This in particular means that
(α1c˜1 + · · ·+ αmc˜m)(g
1, gs−1) = (α1e
1
s + · · ·+ αme
m
s )([g
1, gs−1]) = 0.
Thus, this linear combination identically vanishes on the whole ideal gs that contradicts the choice
of functionals e1s, . . . , e
m
s .
Now we prove the statement of the theorem in a different direction. We use filtering (3.4).
Obviously, there is an inclusion
F s−1Λ2(g) ⊂ Λ2(Ls−1),
where Ls−1 denotes the annihilator of the ideal g˜
s in the dual space g˜∗. Thus 1-forms e1, . . . , em
from g˜∗ such that de1 = c˜1, . . . , de
m = c˜m belong to the subspace Ls = g˜
∗ (the annihilator of the
ideal) g˜s+1 = {0}).
The subspace of F s−1Λ2(g), generally speaking, does not coincide with Λ2(Ls−1) and a linear
independence of 2-form modulo F s−1Λ2(g) does not imply their independence modulo the larger
subspace Λ2(Ls−1), but in a situation where these 2-forms are cocycles, this becomes a valid
statement. To prove it, we construct the basis of the subspace Ls−1. As the first step of its
construction, we choose the basis e11, . . . , e
m1
1 of the subspace L1 of closed 1-forms, let us add forms
e12, . . . , e
m2
2 for a basis L2, and so on. Last in this basis we add linear functions e
1
s−1, . . . , e
ms−1
s−1 .
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It is easy to see that such a basis is a dual basis to some basis of an extendable Lie algebra g
e11, . . . , e
1
j1
, e21, . . . , e
2
j2
, . . . , es−11 , . . . , e
s−1
js−1
,
where the vectors es−11 , . . . , e
s−1
js−1
form the basis gs−1, and vectors es−21 , . . . , e
s−2
js−2
complement
es−11 , . . . , e
s−1
js−1
to a basis of the ideal gs−2 and so on. The latter are added vectors e11, . . . , e
1
j1
that complement the already constructed basis of the commutant [g, g] to the basis of the entire
Lie algebra g.
Each cocycle c˜n ∈ Λ
2(Ls−1), n = 1, . . . , m of our set can be written as follows
c˜n =
m1∑
j=1
ms−1∑
l=1
αnj,le
j
1 ∧ e
l
s−1 + c˜2,n, c˜2,n ∈ Λ
2(Ls−2), n = 1, . . . , m,
Indeed, choosing in a different way linear functions e1s−1, . . . , e
ms−1
s−1 we may assume that the cocycle
c˜n as an arbitrary element of filtration s − 1 can be written in a following way for some q such
that 2 ≤ 2q ≤ js−1, and q depends on n:
c˜n = γr
q∑
k=1
e2k−1s−1 ∧ e
2k
s−1 +
js−1∑
i=1
ωni ∧ e
i
s−1 + c˜2, ω
n
i ∈ Ls−2, 1 ≤ i ≤ js−1, c˜2,n ∈ Λ
2(Ls−2).
Express the differential dc˜n
dc˜n = γn
q∑
k=1
(de2k−1s−1 ∧ e
2k
s−1 − e
2k−1
s−1 ∧ de
2k
s−1) +
js−1∑
i=1
dωni ∧ e
i
s−1 + Ωn,Ωn ∈ Λ
3(Ls−2).
If γn 6= 0, then d(e
2q
s−1 + ω
n
2q) = 0. Where it follows that e
2q
s−1 + ω
n
2q ∈ L1 or e
2q
s−1 ∈ Ls−2, which is
contrary to the choice of the basis e1s−1, . . . , e
js−1
s−1 .
In the case γn = 0 all functionals ω
n
i have to be closed and hence ω
n
i =
∑j1
j=1 α
n
i,je
j
1 for 1 ≤ i ≤
js−1 which gives the required presentation for c˜n.
By definition of the central expansion and the differential d we have
[e1r , e
s−1
i ] =
m∑
j=1
αjr,ie
s
j , 1 ≤ r ≤ j1, 1 ≤ i ≤ js−1,
where es1, . . . , e
s
m are vectors added while central extension. Consider the linear span of a system
of N = j1js−1 vectors
[e1r , e
s−1
i ], 1 ≤ r ≤ j1, 1 ≤ i ≤ js−1.
Let us prove that its dimension is m. Indeed, we enumerate the set of pairs of natural numbers in
some (standard) way. with numbers from 1 to N = j1js−1. The corresponding numbering index
is denoted by q = q(r, i). Write the matrix A = (αjq) = (α
j
(r,i)(q)). It coincides with the matrix,
where the coordinates of the vectors [e1r , e
s−1
i ] with respect to the basis e
s
1, . . . , e
s
m are in columns.
However its jth row consists of numbers of the form αjr,i, written in one line using our ordering
with the corresponding index q, 1 ≤ q ≤ N = j1js−1. The rank of the row system of such a matrix
Geometry of central extensions 13
is m by the condition, which means that the rank of its column system is also m. We thereby
proved that the dimension of the ideal g˜s of the central extension g˜ is m. 
Consider two central extensions g˜ and g˜′ of the same Lie algebra g of nil-index s− 1. Assume
that g˜ and g˜′ both are nilpotent Lie algebras with the same nil-index s.
Let there also be an isomorphism f : g˜′ → g˜. The equality f
(
g˜′k
)
= g˜k holds for all ideals of
the lower central series. Where it follows in particular that
f ((g˜′)s) = g˜s,
we have a commutative diagram
(4.4)
0 −−−→ g˜s
i1−−−→ g˜
pi1−−−→ g −−−→ 0x xΨ xf xΦ x
0 −−−→ (g˜′)s
i2−−−→ g˜′
pi2−−−→ g −−−→ 0,
where the symbol Ψ denotes an isomorphism of vector spaces g˜s and (g˜′)s. Φ stands for some
automorhism of the Lie algebra g.
Remark 2. The restrictions that we impose on the choice of the set of cocycles c˜1, . . . , c˜m exclude
collisions, shown by the example of 5: now all isomorphisms are compatible with the embeddings
i1 and i2.
Theorem 2. Let g be a nilpotent Lie algebra of nil-index s−1 and also {c˜1, . . ., c˜m} and {c˜′1, . . ., c˜
′
m}
be two sets of cocycles of filtration s in H2(g,K). They define isomorphic central extensions g˜ and
g˜′ if and only if the linear spans 〈c˜1, . . ., c˜m〉 and 〈c˜′1, . . ., c˜
′
m〉 lie in the same orbit of the linear
action of the automorphism group Aut(g) on the space H2(g,K).
Proof. Let us prove this proposition in one direction; the converse is left as an elementary exercise
for the reader. Let L and L′ be two linear subspaces in cohomology H2(g) such that Φ(L′) = L
where Φ ∈ Aut(g) denotes some automorphism of the Lie algebra g. We assume that both
subspaces are given as linear spans of two basic sets of cocycles 〈c˜1, . . ., c˜jk〉 and 〈c˜
′
1, . . ., c˜
′
jk
〉 of
filtration s. We apply the standard formulas for Φ-action on bilinear forms.
(Φ · c˜′l)(x, y) = c˜
′
l(Φ
−1x,Φ−1y), ∀x, y ∈ g, l = 1, . . . , jk, Φ ∈ Aut(g).
Bilinear functions Φ · c˜′1, . . . ,Φ · c˜
′
jk
form a basis in L as well as c˜1, . . ., c˜jk . Thus, there is an
automorphism ψ : L→ L such that
ψ (Φ · c˜′1) = c˜1, . . . , ψ
(
Φ · c˜′jk
)
= c˜jk .
Define g˜ = L⊕ g and g˜′ = L′ ⊕ g as vector spaces. Set linear mapping f : g˜′ → g˜ by the formula
f((a, g)) = (Ψ(a),Φ(g)), where Ψ(a) = ψ · (Φ · a) and Φ is an automorphism of the Lie algebra g.
Evidently that this mapping is an automorphism of vector spaces.
Check the compatibility of the mapping f with the Lie brackets of Lie algebras g˜′ and g˜
f([(a, g), (b, h)]g˜′) = f((c˜
′(g, h), [g, h]g)) = (Ψc˜
′(g, h),Φ([g, h]g)) =
= (c˜(Φg,Φh), [Φg,Φh]g) = [(Ψa,Φg), (Ψb,Φh)]g˜ = [f(a, g), f(b, h)]g˜
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
Fix the main result of this section. The recursive method of successive central extensions is
constructed for defining and classifying finite-dimensional nilpotent Lie algebras. We note its
monotonicity: 1) at each step and the dimension and nilpotency index of an expandable Lie
algebra increase; 2) two non-isomorphic nilpotent Lie algebras can no longer have isomorphic
central extensions with our restrictions on sets of cocycles. We can illustrate the last remark in
a way from genealogy: the set of ”descendants” (i.e., the set of consecutive central extensions)
of two different algebras from our list cannot intersect [26], and there are algebras that ”have no
progeny,” example of such an algebra m1(2k − 1) we give in the section 6.
How effective is this method? Is it possible to classify with its help nilpotent Lie algebras of small
dimensions? The Morozov [27] classification of 6-dimensional nilpotent Lie algebras has long been
known and there are several classification lists of 7-dimensional complex Lie algebras. However,
the hope of success of such a classification in subsequent dimensions will be very restrained: it
suffices to recall the classification of metabelian Lie algebras [7, 6], which we will have to include as
an integral part of this classification. The maximum dimension in which metabelian Lie algebras
are classified is 9 to date [6]. Despite all these difficulties, it would still be useful to implement
the constructed method for the classification of 7-dimensional and 8-dimensional nilpotent Lie
algebras. We will postpone such research to subsequent publications.
5. Rigid central extensions of nilpotent Lie algebras
Definition 8. Set of cohomology classes c˜ = (c˜1, c˜2, . . . , c˜m) from the space (H
2(g,K))m of nilpo-
tent Lie algebra g is called geometrically rigid if such a neighborhood exists U(c˜) ⊂ (H2(g,K))m
(in the standard topology of a finite-dimensional space) that for any other set of cocycles c˜′ from
this neighborhood the corresponding Lie algebra gc˜′ constructed as a central extension g over the
set c˜′ over the set c˜′ will be isomorphic to a Lie algebra gc˜.
We will immediately clarify that in algebraic literature more often, when it comes to the orbits
of an algebraic group, the Zarissky topology is considered and usually the openness of the orbit
is understood precisely in the sense of this topology. We will now use an equivalent geometric
approach and, accordingly, consider the standard Euclidean topology of a finite-dimensional space
to visually describe the orbit spaces of the actions we need for the algebraic subgroups of GL2
on some cohomology spaces H2(g,R)m of small dimensions – a similar geometric approach was
considered in [9]. It is the real classification that is our main goal, in the light of its various
geometric applications. The study of the orbit space of the action of an algebraic group on an
affine variety is the subject of the classical theory of invariants, but the goal of this article is more
modest: we want to depict orbits that are interesting to us using images and means of elementary
low-dimensional geometry.
Since the natural action of the group Aut(g) on the two-dimensional cohomology space H2(g,K)
is algebraic, the following statement is true.
Proposition 6. Let the orbit space of the action GLm × Aut(g) on the space (H2(g,K)m be a
finite set. Then there is at least one rigid set of cocycles c˜ = (c˜1, c˜2, . . . , c˜m).
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We begin the study of examples from the simplest case. Every non-abelian three-dimensional
nilpotent Lie algebra is metabelian and can be obtained as a one-dimensional central extension
of a two-dimensional abelian algebra m0(1) = 〈e1, e2〉. Its cocycle e
1 ∧ e2 spans the intire space
H∗(m(1)). Automorphism group Aut(m(1)) = GL2 acts on the line H
2(m(1)) = 〈e1∧e2〉 as multi-
plication by the determinantdetA,A ∈ GL2 pf the matrix A of the corresponding automorphism.
The orbits of such an action will be only two: 1) single-point, consisting of the zero cohomology
class; 2) an open orbit consisting of a complement to zero on the number line. Thus the cocycle
e1 ∧ e2 for the Lie algebra m0(1) is geometrically rigid and corresponding central extension m0(2)
commonly called the three-dimensional Heisenberg Lie algebra h3.The latter is isomorphic to the
Lie algebra of strictly upper triangular matrices of order three and can be defined using the basis
e1, e2, e3 and one non-trivial commutation relation [e1, e2] = e3 (the remaining commutation re-
lations have the form [ei, ej] = 0). As a methodical corollary, we have obtained the well-known
classification of three-dimensional nilpotent Lie algebras, up to isomorphism, there are only two:
1) an abelian Lie algebra and 2) a three-dimensional Heisenberg Lie algebra h3.
We can now continue the process of central extensions and consider the extension of the Heisen-
berg algebra h3.
Example 6. Take as an extendable Lie algebra g the three-dimensional Heisenberg Lie algebra
h3. We will consider its one-dimensional central extensions, i.e. m = 1. The space of the second
cohomology H2(m0(2),K) is two-dimensional (it is spanned by the cocycles e
1 ∧ e3 and e2 ∧ e3)
and, by removing the zero cohomology class from it and taking its quotient by the action GL1,
we obtain the projective line KP 1. The group of automorphisms Aut(m0(2)) acts on Λ
∗(m0(2)
∗)
as follows
ϕ∗(e1) = a11e
1 + a21e
2, ϕ∗(e2) = a12e
1 + a22e
2,
ϕ∗(e3) = detAe3 + β3e
2 + α3e
1,
ϕ∗([e1 ∧ e3]) = detA(a11[e
1 ∧ e3] + a21[e
2 ∧ e3]);
ϕ∗([e2 ∧ e3]) = detA(a12[e1 ∧ e3] + a22[e2 ∧ e3]),
where detA = (a11a22 − a21a12) 6= 0. Thus, the action Aut(m0(2)) on the projective line KP 1 is
equivalent to the standard action GL2, which is transitive on KP
1 (for two arbitrary straight lines
on a plane passing through the origin, there is always a non-degenerate linear transformation that
takes one straight line to another). Thus, an action GL1×Aut(m0(2)) on a space H2(m0(2),K) has
only one non-trivial orbit O which will be open. Therefore, any nonzero cocycle fromH2(m0(2),K)
is rigid, and the corresponding one-dimensional central extension is isomorphic to the Lie algebra
m0(3).
As a consequence of the results of the previous example, we obtain a classification of four-
dimensional nilpotent Lie algebras, which does not depend on the choice of the ground field K.
Up to isomorphism, there are exactly three such Lie algebras: 1) four-dimensional abelian Lie
algebra K ⊕ K ⊕ K ⊕ K, 2) the direct sum of Lie algebras h3 ⊕ K and 3) m0(3). As we noted at
the end of the previous section, it would be interesting and useful to apply our method in higher
dimensions.
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Further, we deal with nilpotent Lie algebras that do not have rigid cocycles. According to the
sentence 6 and Morozovs classification [27] dimension in which we can meet such a Lie algebra
cannot be less than six.
Example 7. Consider 6-dimensional graded Lie algebram2(5) defined by its basis e1, e2, e3, e4, e5, e6
and structure relations
(5.1)
[e1, e2] = e3, [e1, e3] = e4, [e1, e4] = e5, [e1, e5] = e6,
[e2, e3] = e5, [e2, e4] = e6.
We will study one-dimensional central extensions, i.e. m = 1 in our general method.
The first thing to do is calculate the second cohomology is H2(m2(5),K). They are easily
calculated using a second grading, which will be called a weight. Recall that the weight w(ω) of
a monomial ω = ei1 ∧ ei2 ∧ · · · ∧ eip is equal to the sum of the superscripts of the factors in the
monomial ω.
The vector space H2(m2(5),K) is the linear span of the following cocycles
Ω7 = [e
1∧e6 + e2∧e5], ω7 = [e
2∧e5 − e3∧e4], ω5 = [e
2∧e3].
Next, we find the action ϕ∗ of an arbitrary automorphism ϕ of the Lie algebra m2(5) on its cochain
complex
(5.2)
ϕ∗(e1) = αe1, ϕ∗(e2) = α2e2, ϕ∗(e3) = α3e3 + β3e
2 + α3e
1,
ϕ∗(e4) = α4e4 + αβ3e
3 + β4e
2 + α4e
1,
ϕ∗(e5) = α5e5 + α2β3e
4 + (αβ4 − α3α2)e3 + β5e2 + α5e1,
ϕ∗(e6) = α6e6 + α3β3e
5 + (α2β4 − α3α3)e4 + (αβ5 − α4α2)e3 + β6e2 + α6e1.
Indeed, the conjugate action ϕ∗ of an automorphism ϕ commutes with the differential d, which
means that the closed forms e1 and e2 must go to closed forms
ϕ∗(e1) = a11e
1 + a21e
2, ϕ∗(e2) = a12e
1 + a22e
2.
A structure relation dϕ∗(e3) = ϕ∗(de3) = ϕ∗(e1) ∧ ϕ∗(e2) gives the following value of ϕ∗(e3)
ϕ∗(e3) = (a11a22 − a12a21)e
3 + β3e
2 + α3e
1,
for some constants β3, α3. The equality a21 = 0 follows from exactness of the 2-form on the
right-hand side of the relation dϕ∗(e4) = ϕ(e1)∧ϕ(e3). The exactness of the form ϕ(e1)∧ϕ(e4) +
ϕ(e2) ∧ ϕ(e3) will imply the equality a22 = a211 (we will further denote a11 = α). The structure
relation dϕ∗(e6) = ϕ∗d(e6) implies a12 = 0.
Taking quotient of the three-dimensional space H2(m2(5),K) with punctured the zero cohomol-
ogy class with respect to the action of the group GL1 = K
∗ we get projective plane KP 2. The
automorphism group Aut(m2(5)) acts on it. According to the formulas (5.2), we see that for an
arbitrary automorphism ϕ from Aut(m2(5)) the following equalities hold
ϕ∗(Ω7) = α
7Ω7, ϕ
∗(ω7) = α
7ω7 + (2α
3β4 − αβ
2
3)ω5, ϕ
∗(ω5) = α
5ω5.
Fix cocycles Ω7, ω7, ω5 as the basis of the space H
2(m2(5),K) and denote the affine coordinates
corresponding to it as x1, x2, x3. In homogeneous coordinates (x1 : x2 : x3) of the projective plane
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KP 2 the automorphism action ϕ from the group Aut(m2(5)) on KP
2 is written as follows
(5.3) (x1 : x2 : x3)→
(
x1 : x2 :
(
2
β4
α4
−
β23
α6
)
x2 +
1
α2
x3
)
,
where parameters β4, α and β3 correspond to the action ϕ on the cochain complex according to
the formulas (5.2). Thus, in the real case, the orbits of the group action (5.3) of Aut(m2(5)) on
the projective plane RP 2 are
1) point (at infinity) (1 : 0 : 0);
2) the line tx1 − x2 = 0, t ne0, with a punctured point (0 : 0 : 1);
3) the point (0 : 0 : 1);
4) the half-line {(x : 0 : 1), x > 0};
5) the half-line {(x : 0 : 1), x < 0}.
Select the representatives in the orbits found above (on a straight line of the form tx1 − x2 = 0
when t 6= 0 we take as its representative a point at infinity (1 : t : 0))
{(1 : t : 0), t ∈ R} , (0 : 0 : 1), (1 : 0 : 1), (−1 : 0 : 1).
In the case of a complex field, the last two points from our list will be in the same orbit represented
by the point (1 : 0 : 1). There will be no other changes resulting the transition field K = C.
Obviously, in our example there will be no geometrically rigid cocycle. Indeed, an infinite
number of orbits of the form tx1 − x2 = 0 passes through an arbitrary neighborhood U of the
three-dimensional space H2(m2(5),K) with coordinates x1, x2, x3.
The algebras g7,t obtained as central extensions of the algebra m2(5) using cocycles of the one-
parameter family Ωt = Ω7+ tω7 and relating to different values of the parameter t will be pairwise
non-isomorphic according to the theorem 2. All of them will be filiform and positively graded.
The corresponding one-parameter family of 7-dimensional Lie algebras g7,t is well known in the
literature [8, 24].
We also note that the cocycle x1Ω7 + x2ω7 + x3ω5 has filtration 6 with respect to the natural
filtration (which corresponds to filtration m2(5) by ideals of the lower central series) if and only if
x1 6= 0.
6. Classification of filiform naturally graded Lie algebras
The method of successive central extensions was applied in [26] for the classification of naturally
graded Lie algebras g = ⊕ni=1gi satisfying the relations
(6.1) dim gi + dim gi+1 ≤ 3, i = 1, . . . , n− 1.
A complete classification of such algebras was obtained in [26]. The classification list looks
rather cumbersome and we refer for details to [26]. In this paragraph we want: 1) illustrate the
possibilities of the method of successive central extensions and present a new proof of the Vergne
theorem on naturally graded filiform Lie algebras and 2) show why the classification problem for
naturally graded Lie algebras g = ⊕ni=1gi of width two, i.e. dim gi ≤ 2, i = 1, . . . , n, is much more
complicated than the problem of classifying Lie algebras satisfying conditions (6.1).
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Before proving the Vergne Theorem, we define one necessary subgroup in the group Aut(g) of
all automorphisms of the naturally graded Lie algebra g.
Definition 9. An automorphism ϕ of a naturally graded Lie algebra g = ⊕ni=1gi is called graded
automorphism, if all homogeneous subspaces gi, i = 1, . . . , n, are invariant with respect to ϕ.
ϕ(gi) = gi, i = 1, . . . , n,
Note that the arbitrary automorphism ϕ : g → g of the naturally only filtration based on its
grading
ϕ(⊕ni=kgi) = ϕ(g
k) = ⊕ni=kgi, k = 1, . . . , n.
We denote the subgroup of graded automorphisms of a naturally graded Lie algebra g = ⊕ni=1gi
by the symbol Autgr(g).
The classification of central extensions of arbitrary nilpotent Lie algebras was based on two key
theorems 1 and 2. The classification of naturally graded Lie algebras lies in the ”graded version”
of these two theorems. We give the corresponding formulations, referring to the details of their
evidence to [26].
Theorem 3. Let g = ⊕ni=1gi be a naturally graded Lie algebra with nil-index s−1 and let c˜1, . . . , c˜m
be a set of cocycles from H2(s)(g,K). The Lie algebra g˜, defined as central extension which corre-
sponds to c˜1, . . . , c˜m is naturally graded Lie algebra of nil-index s and dim g˜s = m if and only if
the cocycles c˜1, . . . , c˜m of grading s are linearly independent.
Theorem 4. Let {c˜1, . . ., c˜m} and {c˜′1, . . ., c˜
′
m} – be two sets of cocycles with natural grading s
in H2(s)(g,K). They define isomorphic central extensions g˜ and g˜
′ if and only if the linear spans
〈c˜1, . . ., c˜m〉 are 〈c˜′1, . . ., c˜
′
m〉 in the same orbit of linear action of the automorphism group Autgr(g)
on the subspace H2(s)(g,K).
As we see, in these theorems we speak of a natural graduation with respect to filtration by the
ideals of the lower central series and reduce the group Aut(g) of all automorphisms to its subgroup
Autgr(g).
Theorem 5 (Vergne [29]). Let g = ⊕n−1i=1 gi be a naturally graded filiform Lie algebra. Then
1) if n = 2k + 1 then g ∼= m0(2k);
2) if n = 4 then g is isomorphic to m0(3);
3) if n = 2k ≥ 6 then the Lie algebra g is isomorphic either to m0(2k− 1) or to the Lie algebra
m1(2k − 1) defined by its basis e1, . . . , e2k and structure relations
[e1, ei] = ei+1, i = 2, . . . , 2k−1; [ej , e2k+1−j ] = (−1)
j+1e2k, j = 2, . . . , k.
Proof. We present a new proof of the Vergne theorem using the method of successive central
extensions proposed in [24, 25], later also used in [1] to prove the conjecture of one of the authors
of this article related to the Fialowski classification [14] of graded Lie algebras generated by two
elements. The application of the method of successive central extensions in this work is based
on one elementary observation. g˜ = ⊕ki=1gi, gk 6= 0. According to the definition of a filiform Lie
algebra, the dimension dim g = k + 1 and hence dim g1 = 2 and dim gi = 1 for 2 ≤ i ≤ k. Its last
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one-dimensional homogeneous addend gk coincides with the one-dimensional center (this follows
from filiform property) gk = Z(g˜).
Consider the quotient-algebra g = g˜/gk. It is easy to see that it is also a naturally graded
filiform Lie algebra and, as a vector space, coincides with the direct sum of g = ⊕k−1i=1 gi. Thus, the
central extension is defined.
0→ gk → g˜→ g→ 0,
which corresponds to some cocycle c˜ in H2(g,K). Important remark: the two-dimensional cocycle
c˜ is not arbitrary, it has weight k (in natural grading): c˜ ∈ H2(k)(g,K).
To prove the Vergne theorem will be induction on the dimension of Lie algebras. The basis of
induction: the Lie algebra m0(1) is a two-dimensional abelian Lie algebra with a base e1, e2 of
two elements, each of which has a weight equal to one. Its unique cocycle is the form e1 ∧ e2 of
weight two. The one-dimensional central extension constructed from this cocycle defines a three-
dimensional naturally graded filiform Lie algebra m0(2). The next step was already analyzed in
the example 6. The corresponding central extension gave the Lie algebra m0(3).
Let the theorem be proved for algebras of all dimensions of ≤ n. Case a) n = 2m. According
to the inductive hypothesis in dimension 2m, up to isomorphism, is exactly two naturally graded
filiform Lie algebras: m0(2m−1) and m1(2m−1). We find in each of these Lie algebras 2-cocycles
of weight 2m. In the algebra m0(2m− 1), up to multiplication by a scalar, there will be a unique
cocycle of weight 2m+ 1 this is e1 ∧ e2m (recall that the 1-form e2m has weight 2m− 1 in natural
grading). In the Lie algebra m1(2m − 1) cocycles of weight 2m simply does not exist. In this
sense, the Lie algebra m1(2m− 1) can not be extended to a naturally graded filiform Lie algebra
of higher dimension.
The case b) n = 2m+1. According to the inductive hypothesis, we have exactly one (2m+ 1)-
dimensional naturally graded filiform Lie algebra and it is the Lie algebra m0(2m). Its cohomology
subspace H2(2m+1)(m0(2m),K) of weight 2m + 1 will be two-dimensional. Its basis, for instance,
can be chosen as follows: e1∧ e2m+1 and
∑m
i=2(−1)
iei ∧ e2m+3−i. Recall that exact forms of weight
2m+1 do not exist. What is the structure of the automorphism group Aut(m0(2m))? It is easy to
verify the following formulas for the action ϕ∗ of an arbitrary automorphism ϕ : m0(n) → m0(n)
on the dual space m0(2m)
∗ for n ≥ 4 (α 6= 0, µ 6= 0, β ∈ K):
(6.2)
ϕ∗(e1) = αe1, ϕ∗(e2) = βe1 + µe2,
ϕ∗(ej) = αj−1µej +
∑n
i=j+1 γj,ie
i, 2 ≤ j ≤ n− 1.
We are interested in automorphisms that preserve the invariant subspace of 2-forms of weight 2m+
1. Consider the subgroup Autgr(m0(2m)) automorphisms of the form (6.2) with all γj,i = 0. The
matrix Aϕ∗ of the action of such an automorphism ϕ on the invariant subspace H
2
(2m+1)(m0(2m),K)
will be triangular
α2m−1µ
(
α β
0 µ
)
, α, µ 6= 0.
Now we recall that we still have the groupGL1 = K
∗ on the cohomology subspaceH2(2m+1)(m0(2m),K)
weights 2m+1. The actions GL1 and Autgr(m0(2m)) commute and we can first take the quotient of
the subspace H2(2m+1)(m0(2m),K) by the action GL1, and then consider the action Autgr(m0(2m))
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on the corresponding quotient PH2(2m+1)(m0(2m),K) = KP
1. It is easy to see that the corre-
sponding projective action has exactly two orbits represented by the points (1 : 0) and (1 : 1).
These points of the projective line correspond to one-dimensional central extensions m0(2m+1)
and m1(2m+1), respectively. 
Let us analyze our proof. What helped us in the calculations? Answer: 1) the small dimension
of the subspaces H2(k)(g,K) and 2) the small dimension of the automorphism subgroup Autgr(g).
These two circumstances led to the fact that at each step we have the orbit space of the action
GL1 × Autgr(g) on the homogeneous subspace H2(k)(g,K) was not just finite, but consisted of no
more than two orbits.
In the papers [23, 24], it was shown that the classification problem for N-graded filiform Lie
algebras g = ⊕ki=1gi, which all homogeneous components of gi are one-dimensional, can be solved
by an inductive process of successive one-dimensional central extensions. Later, the same idea
was applied to the classification of another class of N-graded Lie algebras g = g1 ⊕ g3 ⊕ g4 ⊕ . . .
with one lacuna g2 = 0 in the grading [1].
7. Elementary orbital geometry of a group action Aut(g) on the Grassmannian
Gr(m,H2(g,K))
In this section we explain why the classification problem for naturally graded Lie algebras
g = ⊕ni=1gi of width two, i.e. dim gi ≤ 2, i = 1, . . . , n, is fundamentally more difficult than the
analogous problem for naturally graded Lie algebras of ”width 3
2
” from [26]. Namely, we show that
already in small dimensions there exist parametric families of pairwise nonisomorphic naturally
graded Lie algebras of width two. On the other hand, the study of the orbits of a torus on the
Gr(2,C4) Grassmannian is a very nontrivial problem, as was shown in [2].
To build the required example, first consider the L(m,n) = L(m)/L(m)n+1 quotient Lie algebra
of the free Lie algebra L(m) from m generators with respect to its ideal L(m)n+1 of lower central
series. Such a Lie algebra is often called the free nilpotent Lie algebra of m generators of degree
of nilpotency n. Obviously, L(m,n) is a naturally graded nilpotent Lie algebra.
Lemma 7.1 ([26]). Consider the free nilpotent Lie algebra L(2, 3) of two generators of the nilpo-
tency degree 3. The orbit space of the action GL(1,K) × Aut(L(2, 3)) on the three-dimensional
space H2(L(2, 3),K) consists of:
a) of four orbits, two of which are open, in the case of a real field K = R;
b) of three orbits, one of which is open, in the complex case K = C.
Proof. The cochain complex of the Lie algebra L(2, 3) is given by generators a1, b1, a2, a3, b3, and
formulas for the differential d
da1 = db1 = 0, da2 = a1 ∧ b1,
da3 = a1 ∧ a2, db3 = b1 ∧ a2;
(7.1)
Geometry of central extensions 21
The automorphism group Aut(L(2, 3)) acts on the generators a1, b1, a2, a3, b3 of the Λ∗(L(2, 3))
according to the formulas
(7.2)
ϕ∗(a1) = α1a
1 + ρ1b
1, ϕ∗(b1) = β1a
1 + µ1b
1,
ϕ∗(a2) = (α1µ1 − β1ρ1)a2 + α2a1 + ρ2b1,
ϕ∗(a3) = (α1µ1 − β1ρ1)(α1a3 + ρ1b3) + (α1ρ2 − α2ρ1)a2 + α3a1 + ρ3b1,
ϕ∗(b3) = (α1µ1 − β1ρ1)(β1a3 + µ1b3) + (α1µ2 − β2ρ1)a2 + β3a1 + µ3b1.
.
Choose the following basis of three-dimensional space H2(L(2, 3),K):
a1 ∧ a3, a1 ∧ b3 + b1 ∧ a3, b1 ∧ b3.
Fixing the corresponding coordinates in the space H2(L(2, 3),K), we get explicit formulas for the
action ϕ∗ for an arbitrary ϕ ∈ Aut(L(2, 3)).
(7.3) ϕ∗ = (α1µ1 − β1ρ1) ·

 α21 2ρ1α1 ρ21α1β1 ρ1β1+α1µ1 µ1ρ1
β21 2µ1β1 µ
2
1

 .
The single point orbit of the zero cohomology class will correspond to the trivial central extension
L(2, 3)⊕K. 
Taking the quotient of the set of nonzero cohomology classes from H2(L(2, 3),K) by the action
GL1 we get projective softness of KP
2, on which the group acts Aut(L(2, 3)) by the formula 7.3. In
the real case, the orbit of the point (0 : 0 : 1) is the oval {(ρ2:µρ:µ2)} ⊂ RP 2, which is represented
by the parabola y2 = x in the standard affine map x3 6= 0 with coordinates x =
x1
x3
, y = x2
x3
.
x
y
•• •
(1:0:1)
(0:0:1)
(−1:0:1)
x=y
2
{(ρ
2
:µρ:µ
2
)} ⊂ RP
2
µ =
0
The action of the group Aut(L(2, 3)) (actually the action of GL2) on the projective plane RP
2
has two more orbits, they coincide with the inner and outer regions of the parabola y2 = x on the
affine map x3 6= 0. These two orbits can be represented by the points (−1 : 0 : 1) and (1 : 0 : 1).
Remark that if K = C then (−1 : 0 : 1) and (1 : 0 : 1) will be in the same orbit of the action
Aut(L(2, 3))
(−1 : 0 : 1) ∈ {(α2 + ρ2, αβ + µρ, β2 + µ2)}, µ = 1, β = ρ = 0, α2 = −1.
Consider now a new Lie algebra L˜(2, 4).
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Definition 10. The naturally graded Lie algebra L˜(2, 4) is defined by the basis and commutation
relations
L˜(2, 4) = 〈a1, b1〉 ⊕ 〈a2〉 ⊕ 〈a3, b3〉 ⊕ 〈a4, b4〉,
[a1, b1] = a2, [a1, a2] = a3, [b1, a2] = b3, [a1, a3] = a4, [b1, b3] = b4, [a1, b3] = [b1, a3] = 0.
The Lie algebra L˜(2, 4) is a two-dimensional central extension of the free nilpotent algebra
L(2, 3) given by a set of two cocycles
(c1, c2) = (a
1 ∧ a3, b1 ∧ b3).
The elements of the basis ai, bi of the Lie algebra L˜(2, 4) are homogeneous elements of weight i:
the subscript of each basic element coincides with its weight.
The cochain complex Λ∗(L˜(2, 4)∗) can be defined by generators a1, b1, a2, a3, b3, a4, b4 and struc-
ture formulas for the differential d
da1 = db1 = 0, da2 = a1 ∧ b1,
da3 = a1 ∧ a2, db3 = b1 ∧ a2,
da4 = a1 ∧ a3, db4 = b1 ∧ b3,
(7.4)
Lemma 7.2. The two-dimensional cohomology ofH2(L˜(2, 4),K) is the direct sum of two nontrivial
homogeneous subspaces
H2(L˜(2, 4),K) = H2(5)(L˜(2, 4),K)⊕H
2
(4)(L˜(2, 4),K)
The subspace H2(5)(L˜(2, 4),K) of weight 5 is four-dimensional and can be defined as the linear span
of the following basic cocycles
(7.5) a1 ∧ a4, a1 ∧ b4 + a2 ∧ b3, b1 ∧ a4 − a2 ∧ a3, b1 ∧ b4.
And the one-dimensional homogeneous subspace H2(4)(L˜(2, 4),K) is spanned by the cocycle of weight
4
a1 ∧ b3 + b1 ∧ a3.
A subgroup of graded automorphisms Autgr(L(2, 4)) ⊂ Aut(L(2, 4)) is isomorphic to the group of
non-degenerate lower triangular matrices LT (2,R), whose action with respect to the basis (7.5)
for H2(5)(L˜(2, 4),K) is written as follows
(7.6) A =
(
α 0
ρ µ
)
∈ LT (2,K)→ α2µ ·


α2 3ρα αρ 2ρ2
0 αµ 0 µρ
0 0 αµ µρ
0 0 0 µ2

 , a1 → αa1 + ρb1, b1 → µb1.
Proof. We compute the cohomology H2(L˜(2, 4),K) using the second (natural) grading. Obviously,
there are no non-trivial cocycles in weights strictly less than 4. The algebra L˜(2, 4) will have only
one non-trivial cocycle of weight 4, this is a1 ∧ b3 + b1 ∧ a3. The basis of cocycles of weight 5
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is found directly by writing down the action of the differential d on the basis of a subspace of
cochains of weight five
a1 ∧ a4, a1 ∧ b4, b1 ∧ a4, b1 ∧ b4, a2 ∧ a3, a2 ∧ b3.
Let us prove the formula (7.6). For the action of a graded automorphism ϕ from Autgr(L(2, 4))
on generators a1, b1, a2, a3, b3, a4, b4 of a cochain complex Λ∗(L˜(2, 4)) the formulas (7.2) are valid,
where
α2 = ρ2 = α3 = ρ3 = β3 = µ3 = 0.
These formulas can be extended to the automorphism action on generators a4, b4 if and only
if β1 = 0. Redefining the automorphism parameters α1 = α, µ1 = µ, ρ1 = ρ, and explicitly
calculating its action on the basis (7.5) from cocycles of weight 5, we get the formulas (7.6). 
Hence we have the group GL1×LT (2,R) acting on the four dimensional space H2(5)(L˜(2, 4),K)
according to the formulas (7.6). Remove the one-point orbit of the zero cohomology class and go
to the projectivization in homogeneous coordinates (x1 : x2 : x3 : x4).
Consider the action in the affine chart x4 6= 0, where we fixed the affine coordinates x =
x1
x4
, y =
x2
x4
, z = x3
x4
. We introduce the parameters a = α
µ
, b = ρ
µ
for the action of the automorphism ϕ on
the space PH2(5)(L˜(2, 4),K). Rewrite the formulas (7.6) in affine coordinates x, y, z of the chart
x4 6= 0: 
xy
z

→

a2 3ab ab0 a 0
0 0 a



xy
z

+

2b2b
b

 , a, b ∈ K, a 6= 0.
Such a LT (2,K)-action on the three-dimensional space K3 has an invariant plane y = z. The
orbit of the origin of (0, 0, 0) will be a parabola
{
x = 2y2,
y = z
. Further, the analysis of the orbit
space of the LT (2,K)-action on the plane y = z depends on which ground field K we consider
(the situation here is completely similar to the case of the free nilpotent Lie algebra L(2, 3)): two
open orbits represented by points (±1, 0, 0) in the real case and one orbit for K = C, represented
by the point (1, 0, 0).
Consider an arbitrary point P0 = (x0, y0, z0), y0 6= z0, in the affine space K
3, not lying in the
plane y = z. There is a unique automorphism ϕ ∈ Autgr(L˜(2, 3)) sending P0 to the point ϕ(P0)
lying on the line x = t, y = 0, z = 1. Coordinates of such a point could be found explicitely
ϕ(P0) =
(
x0 − y20 − y0z0
(z0 − y0)2
, 0, 1
)
.
Thus, the orbit O(P0) of an arbitrary point P0 not lying in the plane y = z intersects the line
x = t, y = 0, z = 1 at a single point ϕ(P0). Further, for clarity, we will consider only the real case
K = R.
The orbit O(P0) of an arbitrary point P0 = (x0, y0, z0), y0 6= z0, is given by the parametric
equation in R3
r(a, b) = (a2x0 + 3aby0 + abz0 + 2b
2, ay0 + b, az0 + b), a, b ∈ R, a 6= 0.
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Figure 1. Hyperbolic paraboloid t(z − y)2 + y2 + yz − x = 0 for t < 1
8
.
This is a second order surface equation Γx0,y0,z0 in the space R
3. If you enter the parameter
t =
(x0−y20−y0z0)
(z0−y0)2
, then the same surface Γx0,y0,z0 can be set even more simple implicit second order
equation Ft(x, y, z) = 0, depending on the real parameter t
(7.7) Ft(x, y, z) = t(z − y)
2 + y2 + yz − x = 0.
What about the structure of this one-parameter family of second-order surfaces? Each such surface
Ft(x, y, z) = 0 intersects plane y = z at parabola
{
x = 2y2,
y = z
. This parabola should be removed
from the surface Ft(x, y, z) = 0 to get the orbit Ot of the point (t, 0, 1).
It is easy to see that for t0 =
1
8
the surface Ft0(x, y, z) = 0 will be a parabolic cylinder. In all
other cases, Ft(x, y, z) = 0 will be a paraboloid: for t <
1
8
it is hyperbolic paraboloid, and for
t > 1
8
it is elliptic one. Fixing the value of R0 > 0, we see that the intersection points of the ball
{(x, y, z), x2 + y2 + z2 ≤ R20} s with the elliptic paraboloid Ft(x, y, z) = 0, tend to t→ +∞ to the
inner part of the parabola
{
x = 2y2,
y = z
on the plane y = z. Accordingly, as t→ −∞, the points
(x, y, z), x2 + y2 + z2 ≤ R20, belonging to the hyperbolic paraboloid Ft(x, y, z) = 0, tend to the
outer part of the parabola
{
x = 2y2,
y = z
of the plane y = z. Moreover, each paraboloid twofold
covers the corresponding region of the plane y = z.
Thus, all our space R3, except for the plane y = z, is fibered into paraboloids, and through
any neighborhood U of an arbitrary point P of the space R3 passes an infinite set of paraboloids
(orbits of action).
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Figure 2. Elliptic paraboloid t(z − y)2 + y2 + yz − x = 0 for t > 1
8
.
It remains to investigate the orbits on an invariant with respect to the action of the Autgr(L˜(2, 3))
group of the x4 = 0 plane of the projective space PH
2
(5)(L˜(2, 3),R). The action of the elementϕ ∈
Autgr(L(2, 3)), restricted to this plane, is written as
ϕ(x1 : x2 : x3 : 0) = (ax1 + 3bx2 + bx3 : x2 : x3 : 0),
where a = α
µ
, b = ρ
µ
.
It is easy to see that its orbit space will consist of:
1) single-point orbit O = {(1 : 0 : 0 : 0)} (the common asymtotic direction of all elliptic
paraboloids from the family (7.7));
2) projective lines of the form Ax2+Bx3 = 0 (asymptotic planes of hyperbolic paraboloids from
the family (7.7)).
These orbits can be set by their representatives
(1 : 0 : 0 : 0), (0 : 1 : 0 : 0), {(0 : τ : 1 : 0), τ ∈ R}.
Representatives of the previously found orbits from the x4 6= 0 map should be added to them,
respectively:
(0 : 0 : 0 : 1), (±1 : 0 : 1), {(t : 0 : 1 : 1), t ∈ R}.
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Corollary 1. There are two one-parameter families Lt and L˜τ of real pairwise non-isomorphic
naturally graded Lie algebras of width two:
Lt = 〈a1, b1〉 ⊕ 〈a2〉 ⊕ 〈a3, b3〉 ⊕ 〈a4, b4〉 ⊕ 〈a5〉,
[a1, b1] = a2, [a1, a2] = a3, [b1, a2] = b3, [a1, a3] = a4,
[b1, b3] = b4, [a1, b3] = [b1, a3] = 0,
[a1, a4] = ta5, [a1, b4] = 0, [b1, a4] = a5,
[a2, a3] = −a5, [b1, b4] = a5, [a2, b3] = −a5,
and also
L˜τ = 〈a˜1, b˜1〉 ⊕ 〈a˜2〉 ⊕ 〈a˜3, b˜3〉 ⊕ 〈a˜4, b˜4〉 ⊕ 〈a˜5〉,
[a˜1, b˜1] = a˜2, [a˜1, a˜2] = a˜3, [b˜1, a˜2] = b˜3,
[a˜1, a˜3] = a˜4, [b˜1, b˜3] = b˜4, [a˜1, b˜3] = [b˜1, a˜3] = 0,
[a˜1, a˜4] = 0, [a˜1, b˜4] = τ a˜5, [b˜1, a˜4] = τ a˜5, [b˜1, a˜4] = a5,
[a˜2, a˜3] = −a˜5, [b˜1, b˜4] = 0, [a˜2, b˜3] = 0.
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