Silicon has many attractive properties for quantum computing, and the quantum-dot architecture is appealing because of its controllability and scalability. However, the multiple valleys in the silicon conduction band are potentially a serious source of decoherence for spin-based quantum-dot qubits. Only when a large energy splits these valleys do we obtain well-defined and longlived spin states appropriate for quantum computing. Here, we show that the small valley splittings observed in previous experiments on Si-SiGe heterostructures result from atomic steps at the quantum-well interface. Lateral confinement in a quantum point contact limits the electron wavefunctions to several steps, and enhances the valley splitting substantially, up to 1.5 meV. The combination of electrostatic and magnetic confinement produces a valley splitting larger than the spin splitting, which is controllable over a wide range. These results improve the outlook for realizing spin qubits with long coherence times in silicon-based devices.
The fundamental unit of quantum information is the qubit. Qubits can be constructed from the quantum states of physical objects such as atomic ions 1 , quantum dots [2] [3] [4] [5] [6] [7] or superconducting Josephson junctions 8 . A key requirement is that these quantum states should be well defined and isolated from their environment. An assemblage of many qubits into a register and the construction of a universal set of operations, including initialization, measurement and singleand multiqubit gates, would enable a quantum computer to execute algorithms for certain difficult computational problems such as prime factorization and database search far faster than any conventional computer 9 . The solid state affords special benefits and challenges for qubit operation and quantum computation. State-of-the-art fabrication techniques enable the positioning of electrostatic gates with a resolution of several nanometres, paving the way for large-scale implementations. On the other hand, the solidstate environment provides numerous pathways for decoherence to degrade the computation 10 . Spins in silicon offer a special resilience against decoherence because of two desirable materials properties 11, 12 : a small spin-orbit coupling and predominantly spin-zero nuclei. Isotopic purification could essentially eliminate all nuclear decoherence mechanisms.
Silicon, however, also has a property that potentially can increase decoherence. Silicon has multiple conduction-band minima or valleys at the same energy. Unless this degeneracy is lifted, coherence and qubit operation will be threatened. In strained-silicon quantum wells, there are two such degenerate valleys 13 , whose quantum numbers and energy scales compete directly with the spin degrees of freedom. In principle, sharp confinement potentials, such as the quantum-well interfaces, couple these two valleys and lift the degeneracy, providing a unique ground state if the coupling is strong enough 14, 15 . Theoretical analyses for non-interacting electrons in perfectly flat (100) quantum wells predict a valley splitting of the order of 1 meV or 10 K (ref. 15 ). However, existing data for Si-SiGe quantum wells, obtained so far at high magnetic fields, show a small valley splitting. Extrapolation to low fields suggests a valley splitting of only μeV, much too small for spintronics applications [16] [17] [18] [19] [20] . Here, we show that valley splitting can be controlled and greatly enhanced by confinement in nanostructures. Theoretically, we show that atomic steps at a quantum-well interface suppress the valley splitting compared with a flat interface. This suggests that lateral confinement would increase the valley splitting by reducing the number of steps seen by the wavefunction. We demonstrate experimentally that electronic confinement in nanostructures leads to very large valley splittings that approach the theoretical predictions for flat quantum wells with no steps 15 . At all magnetic fields, the valley splitting is much larger than the spin splitting, as required for quantum computing. We also probe the effects of magnetic confinement in the absence of electronic confinement by using a wide Hall bar geometry. A low-field microwave spectroscopy, analogous to electrically detected electron spin resonance 21 , enables us to measure valley splitting in smaller magnetic fields than previously possible. In the absence of strong lateral confinement, the valley splitting is less than the spin splitting and shows a strikingly linear dependence on magnetic field. The key physical feature of our samples that is affected by confinement is the presence of steps in the quantum well. The Si-SiGe quantum wells used in all of our experiments were grown on a 2
• tilt from (100), as is common in commercial wafers. (Further details on the sample growth are provided in the Methods section.) In addition to global tilt, strained heterostructures such as those used here also show natural roughness and local tilting. It has been suggested that valley splitting is strongly suppressed at quantum-well interfaces that are tilted with respect to their crystallographic axes 22 , and we have developed an effective-mass theory to calculate the valley splitting in miscut quantum wells 23 . Our theory results in the following expression for the valley splitting:
Here, F(r) is a conventional envelope function oriented with respect to the tilted quantum well. The phase factor e −2ik0 z arises from the Kohn-Luttinger effective-mass approximation 24 , and is oriented with respect to the crystallographic axis, not the quantum well. Equation (1) can be understood as an overlap of the wavefunctions in k-space, which are centred on the valley minima ±k 0ẑ . The valley coupling potential V v (r) is non-zero only within severalångströms of the quantum-well interface. We can approximate it as a Dirac δ-function:
where v 0 is the strength of the valley coupling, and the interface position z i (x) describes the tilted plane of the quantum well. For quantum wells with no tilt, equations (1) and (2) agree very well with sophisticated tight-binding theories 15 . The theories predict oscillations of the valley splitting as a function of quantum-well width, due to different phase factors on the top and bottom interfaces. Such interference effects are a recurring theme in valley coupling 25 , leading to the suppression of E v . Similar interference effects also lead to a strong suppression of the valley splitting in a tilted quantum well. To evaluate this effect, we treat the tilted interface as a series of atomic steps. In equation (1), the phase angles associated with consecutive steps differ by ∼0.85π, and are nearly out of phase. For an electron spread over many steps, the valley splitting is strongly suppressed, and vanishes completely in the limit of full delocalization. However, under lateral confinement (for example, magnetic confinement), the electron covers only a finite number of steps, leading to an increased valley splitting compared with delocalized electrons. In the presence of an external confinement potential (for example, a quantum dot), the magnetic field and the external potential will both enhance valley splitting, with an approximate form given by
where Δ ext is the valley splitting due to the external, electrostatic potential, Δ B is the asymptotic slope of the valley splitting and B is the magnetic field. Here, we describe our experiments in nanostructured devices in a two-dimensional electron gas (2DEG), demonstrating control of valley splitting by confinement. We first make use of the device shown in Fig. 1a . By applying a negative bias to pairs of gates, we deplete the underlying 2DEG to form quantum point contacts 26 . Previous analyses have shown how to fit conductance data to a model hamiltonian and extract the orbital subband energy spacings, making use of the fact that the conductance in quantum point contacts is quantized in units of e 2 /h multiplied by the number of occupied subbands 27 . Here, −e is the electron charge, and h is Planck's constant.
In this work, we extend this approach and show that the valley splitting itself can be extracted from point-contact conductance characteristics. Figure 1b shows the quantized conductance through a point contact in the device shown. For nearly degenerate spin and valley states, we would expect conductance steps of four times the conductance quantum (4e 2 /h). However, the steps clearly occur every e 2 /h, indicating both non-zero spin and non-zero valley splittings. We analyse the point-contact spectroscopy data as follows. Building on equation (3), we write the subband energies of the quantum point contact as
where E v is given in equation (3) . The first term in equation (4) is the kinetic energy, where n denotes the subband index,hω 0 is the electrostatic confinement energy and m * is the transverse electron effective mass in silicon. The second term is the Zeeman spin splitting, and the fourth is the electrostatic potential. The third term is the valley splitting that we seek. The indices n B , n v = ±1/2 correspond to the Zeeman and valley states, respectively, g 2 is the electron g-factor and μ B is the Bohr magneton. The electrostatic potential V b depends on the gate voltage V g but not on n. Because the size of the subband wavefunction determines the number of atomic steps that are covered, Δ ext and Δ B depend on both V g and the subband index n. From equation (4), we see that E QPC varies smoothly as a function of the gate voltage and the magnetic field. However, as V g and B are varied, the number of modes below the Fermi level changes discretely, causing steps in conductance, as observed in Fig. 1b .
We have measured the quantum-point-contact conductance as a function of gate voltage and magnetic field (80 magnetic field traces, each at 700 different gate voltages), as shown in Fig. 2 . To fit the transitions between conductance plateaux, we have mapped
Step positions (T) Δ Δ Figure 4 Comparison of valley and spin excitations. The experimental step transitions for V g = 0.5 V in column 1 are compared with fits to equation (4) (columns 2-4) under differing constraints. Column 2 shows good agreement with the data when the valley splitting is constrained to be larger than the spin splitting.
In contrast, column 4 shows poor agreement under the opposite constraint. Column 3 shows an alternative fit, with valley splitting larger than spin splitting, but vanishing at zero magnetic field.
the experimental data to the nearest integer multiples of e 2 /h, corresponding to the numerical labels shown 27 , and have smoothed the transitions using higher-order polynomials (see the figure). As described in detail in the Supplementary Information, we fit to equation (4) and obtain Δ ext and Δ B , for n = 1 and n = 2, and V b , all as a function of V g and B. The confinement energy,hω 0 , was found to remain essentially constant and very small for all gate voltages. To help stabilize the fitting procedure, we fix ω 0 to zero.
The resulting valley splitting for the subband with n = 1 is plotted in Fig. 3 , whereas the valley splitting for the subband with n = 2 is shown in the Supplementary Information. (Data from a second device on the same wafer, not shown, yield results that are very similar to those shown here.) The results show that the valley splitting is a tuneable function of both electrostatic and magnetic confinement. A crucial question is whether the valley splitting is larger than the spin splitting. We have carried out many variations of the analysis presented here. For example, equation (4) can be implemented with the valley splitting either larger or smaller than the spin splitting. Figure 4 shows the best fits obtained using valley splitting both larger and smaller than the spin splitting. The best fit with the valley splitting constrained to be smaller than the spin splitting is shown in the right-hand column, and it is very poor. Thus, we conclude that the valley splitting is larger than the spin splitting in our quantum point contacts. A more subtle question involves the precise form of equation (4) . For example, could the valley splitting be zero at zero applied magnetic field? As shown in Fig. 4 , the fit with a non-zero intercept is better than the fit with a zero intercept, but not dramatically so. Thus, we are confident that the valley splitting is larger than the spin splitting for even arbitrarily small magnetic fields, but we cannot say with complete confidence that the valley splitting is non-zero at zero magnetic field.
The valley splitting shows an interesting dependence on gate voltage as well as on magnetic field, decreasing as the device moves closer to pinch-off. Near pinch-off, the electron density is low, so many-body enhancements to the valley splitting are negligible. We therefore compare the experimentally measured valley splitting at pinch-off (∼0.35 meV) with the predictions of single-electron theory. As described in the Supplementary Information, the resulting prediction for our quantum point contact is E v = 0.46 meV; because the magnetic confinement is weaker than the electrostatic confinement, the valley splitting is independent of magnetic field. The fact that the experimental measurement is slightly smaller than the theoretical value suggests that the few-electron limit is appropriate, but that the presence of several interfacial steps may suppress the valley splitting slightly compared with a flat well. In other regions of Fig. 3 , where the electron density is larger, the valley splitting is larger than the theoretical prediction for non-interacting electrons, and it shows a significant magnetic-field dependence. We ascribe this behaviour to many-body effects, which have been considered elsewhere 28 , but are not yet fully understood.
Our measurements of the valley splitting in a quantum point contact seem to be consistent with the few-electron, few-step limit. The same conclusions should therefore also apply to a smallquantum-dot geometry. We expect a quantum dot fabricated in an equivalent quantum well to produce a valley splitting in the range 0.35-0.46 meV, depending on the size of the dot. Additional control of the valley splitting can be achieved by varying the quantumwell width or the doping density. The former has a very strong effect on the valley splitting, but can also lead to valley-splitting oscillations 15 . The latter essentially determine the electric field on the quantum dot. We believe the doping density forms a more robust design parameter, and may lead to valley splittings of the order of 1 meV. Additional details and discussion are provided in the Supplementary Information. Finally, we probe the limit of weak lateral confinement, using a Hall bar geometry. As shown in the inset of Fig. 5 , Shubnikov-de Haas oscillations in a 2DEG reveal the lifting of both the spin and valley degeneracies at high magnetic field. Previous results indicate that the valley splitting is smaller than the spin splitting in large structures such as this Hall bar [16] [17] [18] [19] [20] , a result that we confirm here with microwave spectroscopy.
Microwave-driven electron spin resonance can be detected by measuring the change in resistance of a Hall bar on application of a microwave field 29 , so-called electrically detected electron spin resonance. We have carried out electrically detected electron spin resonance and observed the classic Zeeman spin splitting with a g-factor of two, as expected for silicon. Here we extend this technique and use microwave spectroscopy to measure the valley splitting. The valley splitting values E v are smaller than the spin splitting, and are presented in Fig. 5 as a function of the applied magnetic field. The smaller magnitude of the valley splitting explains the weaker minima in the Shubnikov-de Haas oscillations associated with the valley splitting. The microwave spectroscopy shows that the valley splitting is linear all the way down to 0.3 T, with a slope of 24.7 ± 0.4 μeV T −1 . The sharpness of the resonance peaks allows very tight error bars, with a small zerofield intercept of E v (0) = 1.5 ± 0.6 μeV. The slope and intercept are in general agreement with previous reports in Si-SiGe quantum wells 16 and Si inversion layers 18 , but the present work extends these measurements down to much lower fields.
Qualitatively, the magnetic-field dependence of the 2DEG data is consistent with the theory discussed above. In a magnetic field, the electron is confined over the magnetic length scale l B = h /|eB|. Numerical investigations of the valley splitting in a stepped quantum well yield trends similar to Fig. 5 , with valley splitting increasing as B increases. To obtain correspondence with the data, we must introduce specific, though plausible, disorder models for the step profiles. The simulations then predict slopes very similar to our valley resonance experiments, and a valley splitting that essentially vanishes at zero field.
We have shown here that valley splitting can be controlled through both physical and magnetic confinement. The small valley splitting observed in numerous previous experiments arises because disorder and steps in the quantum well suppress the valley splitting by interference. As a consequence, strong lateral confinement can reduce the interference and increase valley splitting substantially. It is interesting to note that these results now point to other ways of increasing the valley splitting. For example, a smaller step density can be obtained by growing on substrates with little average tilt (for example, in certain Si-SiO 2 devices 30 ). However, the thick growths required to obtain relaxed SiGe on Si substrates will still lead to steps arising from dislocation formation. An alternative that requires no dislocations is the growth of 2DEGs in Si-SiGe nanomembranes 31 . More generally, these results show that even properties that at first glance seem to be intrinsic and unalterable-in large part a band-structure phenomenon-can in fact be tuned and controlled with methods of nanoscale fabrication.
METHODS

MATERIALS GROWTH
The Si-SiGe heterostructures used in these experiments were grown by ultrahigh-vacuum chemical vapour deposition 32 . For each sample, the 2DEG is located in a strained Si quantum well grown on a strain-relaxed Si 1−x Ge x buffer layer. For the quantum-point-contact experiment, x = 0.25, the quantum-well width is 100Å, and the density and mobility are n = 5.7 × 10 11 cm −2 and μ = 200,000 cm 2 V −1 s −1 , respectively. For the sample used in the microwave measurements, x = 0.3, the quantum-well width is 80Å, the 2DEG density n = 4.2 × 10 11 cm −2 and the mobility μ = 40,000 cm 2 V −1 s −1 . Further details of the structures can be found in ref. 33 .
