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Abstract  
 
The main purpose of this dissertation, after providing an extensive review with respect to the major 
characteristics of maritime industry, is to examine the extent of which the freight rates affect the stock 
performance of shipping companies. In order to do so, we conducted an empirical analysis by regressing 
the returns of Dow Jones Global Shipping Index (R_DJGSH), which comprises the 25 highest ranked 
shipping companies by indicated annual yield, on the returns of Baltic Dry Index (R_BDI), a major freight 
rate indicator. We expected that the higher the price of freights the better the stock performance of the 
shipping companies. The results that came up after the analysis confirmed the aforementioned positive 
relationship. Later on, we tried to examine whether the addition of one more independent variable, this of 
the returns of Crude Oil Index (R_CLC1), will provide a better interpretation to our investigation. Crude 
Oil is added due to the fact that it is one of most important factors when evaluating the transportation costs 
of a shipping voyage; It is estimated that almost half of the total cost of a shipping voyage is attributed to 
fuel costs, thus, the fluctuations of crude oil are likely to have a major impact on the profitability of 
shipping companies. As expected, the addition of R_CLC1 enhanced significantly the predicting ability of 
our model. The data have been collected in a time period between September 2006 and September 2016 
on a weekly basis and were extracted from Thomson Reuters “Eikon”. We ran econometric tests for 
stationarity for all the three variables, by using unit root tests, i.e., Dickey Fuller (DF), Augmented Dickey 
Fuller (ADF) and the stationarity test Kwiatkowski–Phillips–Schmidt–Shin (KPSS). Further on, we 
estimated simple and multiple linear regression models, and tested the significance of the independent 
variables by using the Stepwise selection method. Finally, we tested if the five principal assumptions for 
the use Ordinary Least Squares (OLS) estimators are valid in our regression model and, in particular, we 
ran statistical tests in order to check the existence of heteroscedasticity, autocorrelation and normality 
among the residuals, as well as the existence of multicollinearity between the explanatory variables. All 
the tests have been run in the statistical package of “E-Views”. The conclusion is that both the R_BDI and 
R_CLC1 are statistically significant, the regression model meets all the assumptions and explains 
sufficiently the total variability of R_DJGSH at a percent of 20%. 
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1. Introduction 
 
The maritime industry is a global industry that has been developed in order to promote international 
trade through connecting sources of supply and demand for commodities such as raw materials, 
manufactured goods, and finished products, as well as transportation of passengers, cars and livestock, 
between ports and countries (Grammenos, 2010). 
Since the first cargoes were moved by sea more than 5,000 years ago in the region of Mesopotamia, 
shipping has been at the forefront of global development and since then it is constantly changing. It is a 
business that grew up along with the world economy, exploring and exploiting the ebb and flow of trade. 
As its name suggests, ships are the industry‟s main assets, they are physically mobile, and international 
flags allow shipping companies to choose their legal jurisdiction and their tax and financial environment. 
Seaborne trade is also very competitive, and many parts of the industry still comply with the model of 
perfect competition developed by classical economists of the eighteenth century (Stopford, 2009). 
 
The idea of shipping being a moving force of economic growth is not something new in economic history. 
Adam Smith saw shipping as the stepping stone for economic growth and advocated that, in a capitalist 
society, the main economic power is the division of labor, and the extent of which is going to be 
implemented depends on the size of the market. Smith saw shipping as source of cheap means of transport 
that can expand the market‟s expertise, offering transport even for everyday products at prices much lower 
than those that could be achieved by other means. 
Apart from the economic factors though, it has been observed that the shipping industry is strongly 
affected by political factors as well, e.g., the closure of the Suez Canal in the 1950s and 1960s. It would 
not, therefore, be prudent to ignore the political aspect of the shipping market or to underestimate its 
global strategic importance.  
Since shipping and trade are strongly correlated, the growth in seaborne trade in the last century has led to 
the expansion of the shipping sector and its partnered businesses and markets such as shipbuilding, ship-
broking, insurance, shipping finance and investment. It is estimated that shipping industry contributes 
more than 75% of the volume of world trade in commodities and manufactured products. Thus, seaborne 
trade is, in a sense, at the top of global economic activity (Alizadeh & Nomikos, 2009).  
 
The total amount of world seaborne trade has risen remarkably over the course of the last 50 years and this 
expansion can be attributed to many factors. Firstly, discovery of new sources of raw materials around the 
globe, as well as development of new sources of demand, precipitated a great change in the international 
trade pattern. Second, advances in ship design and shipbuilding led to the construction of new type of 
vessels to carry specific commodities for cost-effective transportation. Finally, liberalization in in the laws 
concerning international trade allowed companies to expand their operations to new   locations, and to 
transport their final products to the terminal market (Stopford, 2009).  
 
In particular, the total seaborne trade in commodities reached an estimated 8,128 million metric tons 
(mmt) in 2008. Figure 1 illustrates the development of seaborne trade in major dry and liquid bulk 
commodities from 1965 to 2008. It is obvious that the amount of international shipping trade has increased 
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from 1,750 million to more than 8,226 million tons during this period, constituting an average annual 
growth rate of 3.5%. During the scrutinized period were traded mostly dry bulk commodities  with an 
estimated quantity of 3,065 mmt, followed by liquid bulk commodities, 2,950 mmt and other dry cargo 
and manufactured goods, 2,114 mmt.1 In fact, at the end of 2009, the cargo carrying capacity of the world 
dry bulk fleet of 418 million tons constituted an amount of 34.7% of the total world shipping fleet and the 
number of dry bulk ships exceeded 7,300.In addition, technological developments were the motive power 
for more advanced ship designs, with an intention of not only to deploy the economies of scale, but also to 
meet specific cargo and trading route demands (Alizadeh & Nomikos, 2009). 
 
Figure 1 Patern of international seaborne trade in major commodities  
Note: Container and natural gas seaborne trade data are available from 1986 
Source: Clarkson’s SIN 
 
As shipping business nowadays is more globalized and newly industrialized countries have taken their 
place alongside with the other OECD
1
 countries, shipping provides the vehicle for the growth in 
international trade. 
 
In this dissertation, we will try to convey the most important characteristics and main constituents of the 
shipping Industry. Further on, we will conduct an empirical analysis and will try to evaluate the extent of 
which the freight rates and crude oil prices affect the stock performance of shipping companies by 
estimating regression models. Moreover, we will test the significance of the independent variables by 
using the stepwise selection method. However, before we estimate the regression models, we will run 
beforehand econometric tests in order to check if our variables are stationary. Finally, we will test if the 
five principal assumptions for the use Ordinary Least Squares (OLS) estimators are valid in our regression 
model. 
 
 
 
 
                                                          
1
 The Organization for Economic Co-operation and Development (OECD);  an international economic organization among 
governments comprising 35 member states. It was founded in 1961 in order to facilitate economic growth and world trade.  
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2. Segmentation of Maritime Industry 
 
The process of distinguishing the types of vessels in shipping industry mainly depends on the 
following factors: the type of the commodity transported, the size of cargo and the route and loading and 
discharging port infrastructure. Generally, shippers and charterers try to curtail the transportation costs by 
recruiting a vessel of the optimum size, taking into account all the above factors. There is a close 
relationship between certain types of commodities and vessel sizes; different classes of vessels are hired in 
transportation of different types of commodities and in specific routes. Thus, each shipping sector has 
been divided into different sub-sectors. Hence, a number of cargo ships are designed for carrying a 
particular commodity, or group of commodities (Alizadeh & Nomikos, 2009). 
A description follows of the more usual types of ships that derive from three main divisions: the tanker 
sector, the dry bulk sector and the container sector. 
2.1 The Tanker Sector 
The tankers are those vessels that generally carry crude oil, oil products, Liquefied Petroleum Gas (LPG), 
Liquefied Natural Gas (LNG), chemicals etc. The growth of oil tanker tonnage continues to increase 
annually. In 2011/12 the percentage rise was 6.9%. Overall, this represents 33.1%, or 507,454 dead weight 
tonnage (dwt), of the world‟s fleet (Branch, 2014). The world tanker fleet is one of the most modern. This 
is due to the mandatory requirement of all tankers to be double hull structured, to displace single hull 
tonnage. The double hull requirements for oil tankers are principally designed to reduce the risk of oil 
spills from tankers involved in low energy collisions or groundings (Annex I amendment, 2003) 
According to Branch (2014), the range of tanker types based on their size is: 
a) Ultra Large Crude Carriers (ULCC) 
Vessels in this category range from 300,000 dwt to 500,000 dwt. This category is being phased out 
because replacement tonnage is almost negligible. The reason for this is the inflexibility of the tonnage, as 
few ports can accommodate them and because some operators adopted a multi-port operation by 
calling/discharging at two ports. 
b) Very Large Crude Carriers (VLCC) 
Tankers in this category range from 150,000 dwt to 299,999 dwt capacity. The tanker size exploits 
economies of scale and new build programs are very afloat. The vessel is popular in the Arabian Gulf 
export trade, which represents 80% of demand, and West African crude trade to Asia. Long-term demand 
risks include the deepening and widening of the Suez Canal to accommodate fully loaded VLCCs and the 
construction of an Iraq–Syria pipeline to the Mediterranean. 
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c)  Suezmax Tanker 
This embraces a capacity range from 120,000 dwt to 149,999 dwt. Historically, the name applied to the 
largest vessels that could transit the Suez Canal. Today the Suezmax vessels are primarily associated with 
crude exports from West Africa. Other markets that favor this tonnage are the North Sea and 
Mediterranean trades for local distribution. Growing Black Sea exports from pipelines being built to the 
Caspian Sea oil fields, together with growing trade from the Caribbean basin to the United States as the 
berths are improved, will benefit from this tonnage. 
d) Aframax Tanker 
Aframax means „average freight rate assessment‟. Aframax tankers are between 80,000 dwt and 119,999 
dwt. The fleet has expanded dramatically in recent years in response to growing demand, which includes 
clean product trading. Clean products are refined products, such as aviation spirit and motor spirit. Dirty 
products are crude oils, such as heavy fuel oils. With the exception of the North Sea, Aframax crude 
carriers have exhibited growth on all their trade routes, especially the Caribbean basin and east coast of 
North America. 
e) Panamax tanker 
Tankers in this category range from 50,000 dwt to 80,000 dwt. These tankers are presumed to be able to 
pass through the Panama Canal, but a number of vessels in this size category are too large to pass through 
the locks. However, the term „Panamax‟ may change in the future in response to the expansion 
programme of the Canal. The Panamax fleet remains small and is likely to remain so (Branch, 2014). 
Tanker profitability depends on the volatility in natural gas prices. 
f) Handysize Tanker 
Handysize tankers are mostly involved in the transportation of clean and dirty oil products, although they 
can be employed in short-haul crude-oil transportation at times. The employment of Handysize tankers in 
oil-product transportation is mainly due to the small parcel size of petroleum products, which rarely 
exceed 60,000 dwt. 
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Figure 2 Historical growth of world tanker fleet by size category 
Source: Clarkson’s SIN 
 
g) Gas Tanker  
In 2012 the world fleet of liquefied gas carriers 
was 42,000 million dwt, representing 2.9% of the 
world fleet. World demand for this energy source 
is likely to grow annually by 2.75% for the next 
20 years due to the North American growth. 
Moreover, production and transport costs have 
reduced by half since the 1990s. Today‟s typical 
LNG carriers are 125,000 cubic meters to 138,000 
cubic meters capacity. New build vessels are 
usually up to 145,000 cubic meters capacity. A 
feature of the LNG is that the cargo is very cold at 
–163°C. The cargo is kept cold in the ship tanks 
by auto-refrigeration. This involves boiling the 
cargo. This boil-off gas must be handled safely. 
The technique is to burn it in the ship‟s boilers 
and produce steam for propulsion and electricity 
generation. As a result, all LNG ships today are 
powered by steam turbine engines. The new 
generation of LNG feature improvements in tank 
design, hull design and propulsion type, which  
Figure 3  LNG trade, 1984-2006  
Source: BP Annual Reviwe of the World Oil Industry 
Condex 
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will lead to increased cargo-carrying capability, improved efficiency and lower cost for LNG shipments. 
Ship capacity could rise to 200,000 cubic meters resulting in changes in berth design, shore storage tank 
capacity, harbor design featuring channel depth, and turning basin and harbour traffic control. 
h) Chemical Carriers 
Chemical carriers are used for the transportation of a whole range of chemicals, which each have different 
properties, characteristics and inherit hazards. Chemical tankers generally have a number of separate 
cargo. The material used for the cargo tanks or the coating determines what types of cargo each tank can 
hold. Cargo and equipment are particularly vulnerable to damage from moisture, thus, tank dryers have 
been designed for installation on chemical tankers for efficient drying of tanks after cleaning, a method 
which results in reduced lay time (Branch, 2014). 
2.2 The Dry-Bulk Sector 
The world dry-bulk fleet constitutes about 40% of the total world shipping fleet in terms of capacity, with 
more than 6600 ships providing 392.4 million dwt. It is a growth market and represents single commodity 
shipments usually under charter. It represents a leading industry in the world and four main commodities 
that are carried are steel, iron ore, coal and grain. 
According to Branch (2014), the range of dry-bulk carrier types based on their size is: 
a) Panamax  
The Panamax tonnage range is between 50,000 dwt and 79,999 dwt. These vessels are deployed on several 
routes, from east North America, Canada, South Africa, China, India, Sweden and Indonesia. They convey 
primarily coal and iron ore. 
b) Capesize  
The Capesize dry bulk carrier has a carrying capacity between 80,000 dwt to 170,000 dwt. Such vessels 
are too large for the Panama Canal. The Capesize vessels convey coal and iron ore, and are not 
economical for fertilizer and grain shipments. Many of the ships were built in Japan and China and their 
average age is 15 years. Tonnage is becoming uneconomic, due to the vessels‟ draught and length size, but 
still remains cheaper and more economical than two Handymax tonnage.  
c) Handymax  
The Handymax ship has a capacity range from 35,000 dwt to 49,999 dwt. The world fleet average age is 
nine years. The vessels are popular with smaller shipments and ideal for smaller ports such as those in 
Brazil that have restrictions on draught, length and storage. Cargoes include coal, iron ore, fertilizer grain, 
steel slabs, bauxite, alumina, rock-phosphate and grain. The major routes are Black Sea to the Far East, 
the US Gulf to Ncsa/Skaw Passero, the Far East to the Atlantic and Australia to India. 
d) Handysize 
The Handysize bulk carrier has a capacity range from 20,000 dwt to 34,999 dwt. It is ideal for smaller 
shipments of a range of bulk cargo types and for serving ports with limited draught and berth length. An 
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example is grain shipments through the Black Sea from the Ukraine and Russia to the Middle East 
countries. 
 
Table 1 Commodities carried by Bulk carriers (percentage of total shipments) 
Source: Clarkson’s SIN 
 
Figure 4 Historical growth of world dry-bulk fleet by size category 
Source : Clarkson’s SIN 
 
2.3 The Container Sector 
The container shipping has been having a life of just 60 years and it has been the fastest growing sector of 
the global shipping market and it is becoming increasingly prevalent in many cargo liner trades. At the 
end of 2007 the fully cellular container fleet capacity was 144 million dwt or 10.7 million Twenty-Foot 
Equivalent Units
2
 (TEU), with 4364 vessels . The total world trade in container shipments reached an a 
level of 1244 million tons in 2007 which means an average growth rate of 9.9% per year since 1986 when 
the trade was only 173 million tons.As far as their size is concerned, container ships are distinguished into 
6 major categories, presented in the table 2 (Alizadeh & Nomikos, 2009). 
                                                          
2
 The Twenty-Foot Equivalent Unit or TEU is a unit that is used to measure the capacity of container vessels and 
container terminals 
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Table 2 Major Categories of the Size of Container Ships 
Source: Clarkson’s SIN 
As it has been previously discussed, the size of a Panamax ships are travelling through the Panama Canal. 
They strictly follow the size regulations set by the Panama Canal Authority, as the entry and exit points of 
the Canal are narrow. The Post-Panamax container vessels are those vessels that are usually larger than 
4,000 TEU and they are primarily employed on longer routes. The Post-Panamax has been created as a 
result of the expanding plans for Panama Canal locks. On the other hand, a container vessel with a loading 
capacity between 2,000 TEU and 3,000 TEU are called Sub-Panamax. These vessels are often employed 
for intra-regional transportation but may also be used for the long north to south routes where trade 
restrictions or cargo volumes prevent the use of larger vessels. In addition, container ships under 1,000 
TEU are generally called feeders. Feeders are small ships that typically operate between smaller container 
ports. Some feeders collect their cargo from small ports, drop it off at large ports for transshipment on 
larger ships, and distribute containers from the large port to smaller regional ports. This size of vessel is 
the e most likely to carry cargo cranes on board (Alizadeh & Nomikos, 2009). 
 
Figure 5 Historical growth of the world container fleet by size category 
Source: Clarkson’s SIN 
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2.4 Summary 
 
Figure 6 represents the expansion of the size of the cargo carrying fleet, measured in dwt. Dry-bulk 
carriers account for about 40% of the total world fleet, whereas, tankers are responsible for 38% of the 
total amount. The rest are container ships, at around 14%, and the remaining 8% is made up by other types 
of ships, such as chemical carriers, RoRo (roll-on roll-off) ships, general cargo vessels, LPG carriers and 
reefer ships. The total world fleet in terms of dwt, mounts up to 1020 million dwt (Alizadeh & Nomikos, 
2009). 
 
Figure 6 World Shipping Fleet        
Note: Container and other fleet statistics are only available from 1996 
Source: Clarkson’s SIN 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
10 
 
3. The Four Shipping Markets 
 
Today sea transport services are rendered by four connected markets: the newbuilding market, the 
freight market, the sale and purchase or second-hand market and the demolition market. Despite the fact 
that we describe how the aforementioned markets operate, we are not dealing with fixed laws. The fact 
that traders behaved in a particular way in the past does not guarantee that they will do so in future. 
Because markets comprise people going about their business, the best business opportunities often come 
up when the market behaves unpredictably. In addition, the same ship-owners are trading in all four 
markets their activities are closely correlated (Stopford, 2009). Although, in our analysis we will 
concentrate mainly upon the freight market, we find it useful to describe the characteristics of them all, 
since they all play an equally important role when it comes to shipping investments.   
 
3.1 The Newbuilding Market 
 
In the Newbuilding Market, the “players” are the shipowners and shipbuilders. Since the ship has to be 
built, the contract negotiations are more complex than the sale and purchase market, extending beyond 
price to such factors as specification, delivery date, stage payments and finance. Regarding the prices, they 
are just as volatile as second-hand prices and sometimes follow the same pattern. In the newbuilding 
market, cash flows in the opposite direction. Cash spent on new ships flows out of the shipping industry 
because the shipyard uses it to pay for materials, labor and profit (Stopford, 2009). 
 
 
 
Figure 7 Newbuilding prices for tankers of different sizes 
Source: Clarkson’s SIN 
 
3.2 The Freight Market 
 
The Freight Market comprises shipowners, charterers and brokers. The freight market today is a market 
place in which sea transport is bought and sold. Also, there are available freight rate statistics that show 
the movement of prices over time, recorded in dollars per ton, worldscale, or time-charter earnings. In 
addition, the freight derivatives market allows charterers and shipowners to hedge their freight risk or 
speculate by making forward freight agreements (FFAs) which are financial contracts settled against the 
value of a base index on the date specified in the agreement (Alizadeh & Nomikos, 2009). 
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In the Freight Market four types of contractual arrangements are used:  
 
a) The Voyage Charter 
b) The Contract of Affreightment 
c) The Trip Charter 
d) The Time Charter  
e) The Bareboat Charter  
 
a) The owners trading in the voyage market (which trades transport for a single voyage) contract to carry 
cargo for an agreed price per ton for a specified time period. The shipowner is in charge of all the 
operation expenses of the ship, e.g., fuel, crew, etc. In some cases, depending on the contract, the charterer 
pays the cargo-handling costs. The voyage charter of a ship can be immediate, meaning that it will take 
place within the next couple of weeks after the signing of the contract and the corresponding freight (spot 
rate). Alternatively, it can be a forward charter, meaning that it can take place sometime in the future. 
Finally, it can be a consecutive charter, meaning that it will take place for a number of similar consecutive 
trips. 
 
b) The contract of affreightment (CoA) is more complex, however, it shows many similarities to the 
consecutive charter. The mechanism and terms of payment in CoAs is very close to voyage-charter 
contracts, i.e., freight rates are expressed in terms of price per ton and the shipowner in charge of all the 
costs. Nevertheless, the frequency of payment differs from contract to contract and it is specified on the 
charter party. The shipowner agrees to carry a series of cargo for a fixed price per ton. This type of 
contract is generally used when the amount of cargo is large and cannot be transported in a single 
shipment. In addition, it is up to the shipowner which ship to use in order to meet his obligations in 
pursuance of the contact, even with the usage of ships that are not on his possession at the time of the 
signing of the contract. This allows the shipowner to plan the use of his ships in the most efficient manner. 
He can switch cargo between vessels to provide the optimal operating pattern and, therefore, a lower 
charter rate (Alizadeh & Nomikos, 2009). 
 
c) A trip-charter contract is a shipping contract under which the charterer agrees to hire the vessel from the 
shipowner for the duration of a specified trip. Generally, the charterer is responsible for the vessel from 
the point of delivery to the point of redelivery (after transportation of cargo) and pays the freight on a 
dollar-per-day basis. Under this type of contract, the shipowner has the operational control of the vessel, 
while the charterer is responsible for the voyage costs during the trip. The delivery point is generally the 
loading port and the redelivery point is the discharging point. Nevertheless, there are many cases in which 
the charterer recruits the vessel from the discharging port for a round trip. It is also quite common to 
cancel the trip-charter contract as soon as the voyage ends, i.e., when the discharging is completed. The 
trip-charter market and the single-voyage charter market are closely related and often show similar 
fluctuations. This is because under both shipping contracts the ship is recruited for a single voyage 
(Alizadeh & Nomikos, 2009). 
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d) A time charter gives the charterer 
operational control of the ships carrying 
his cargo, while leaving ownership and 
management of the vessel on the 
shipowner. The length of the charter 
varies, it can be the time taken to 
complete a single voyage (trip charter) 
or a period of months or years (period 
charter). When on charter, the 
shipowner keeps on paying the 
operating costs of the vessel, i.e., the 
crew, maintenance and repair, but the 
charterer is responsible for the 
commercial operations of the vessel and 
pays all the voyage costs, i.e., bunkers, 
port charges and canal dues, along with 
the cargo handling costs. Under the time 
charter, the shipowner has a clear base 
as far as the ship‟s budget plan is 
concerned, since he knows the ship‟s operating expenses from experience and receives a fixed daily or 
monthly charter rate. Often the shipowner will use a long time charter from a large company, such as an 
oil corporation, as collateral for a loan to acquire the ship needed for the trade  (Stopford, 2009). 
 
 
e) When the charterer wants to have full commercial and operational control of the ship, but does not want to 
own the vessel, a bareboat charter contract is put into effect. This type of contract allows the charterer to 
manage and run the vessel on a day-to-day basis and pay all the costs, including voyage, operation and 
cargo handling, but not the capital costs, which remain the owner‟s responsibility. Bareboat charter 
contracts were very popular during the 1960s and 1970s, particularly with the large oil companies. More 
recently, in the 1990s and 2000s, bareboat charters have become quite common in the container sector. 
The duration of this type of charter contract varies but most of the times it is long and may cover the 
whole useful life of the vessel (Alizadeh & Nomikos, 2009).  . 
 
3.3 The Sales And Purchase Market 
 
The Sale And Purchase Market has a more discreet role, it is the place where second-hand ships are 
traded. The buyers and sellers are ship-owners. Hence, money changes hands but the transaction does not 
affect the total amount of cash flowing in the industry. In this regard, the sale and purchase market is a 
zero-sum game. Ship prices are very volatile, and this makes trading ships an important source of revenue 
for ship-owners, though these transactions do not affect the cash flow of the industry overall. The value of 
second-hand ships mainly depends on the freight rates, age, inflation and behavioral factors, such as 
expectations (Stopford, 2009). 
Figure 8 Independent tanker fleet trading on time charter and spot  
Source: Drewry, CRSL 2007 
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3.4 The Demolition Market 
 
In the Demolition Market old and outdated ships are sold for scrap, often with speculators acting as 
middlemen between the shipowners and the demolition dealers. The demolition market constitutes another 
cash inflow for the maritime industry by contributing a useful source of cash, particularly during periods 
of recession (Stopford, 2009). 
 
 
Figure 10 Historical scrap prices for tankers of different sizes 
Source: Clarkson’s SIN 
Figure 9 Historical second-hand prices of five years old tanker of 
different sizes 
Source: Clarkson’s SIN 
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3.5 Summary 
 
The way the shipping markets operate can be summarized in the following table: 
 
 
Table 3 Shipping Industry Cash Flow 
Source: Martin Stopford, Maritime Economics 3rd edition 2009 
 
These trends of cash flowing in the four shipping markets constitute the shipping business cycle which we 
will examine thoroughly in the next chapter. At the initial stage of the cycle, cash in the industry flows in 
and confidence rises, since the price of freights increases and shipowners are more willing to buy second-
hand ships at higher prices. Moreover, the overwhelming confidence precipitates investors to order new 
ships from the newbuilding market. After a couple of years, when ships get delivered in the network, the 
entire mechanism of the shipping cycle goes into reverse; freight rates drop and the cash flowing in the 
industry diminishes, just as when investors commence paying back for their newly delivered vessels. As a 
result, shipowners who are unable to adapt in this new financially tight environment are compelled to sell 
their vessels in the second-hand market. If there are no offers for their ships, especially for the old ones, 
many under pressure shipowners have no other recourse but to sell their vessels for scrap in the demolition 
market. As more ships are sold for scrap the supply declines, freight rates increase and the whole 
mechanism of the shipping cycle starts again (Stopford, 2009). 
The aforementioned economic mechanism is formed and shaped by the cash flowing between the markets. 
The market uses cash either as a reward or punishment in order to lead the economic activity to the desired 
direction. Shipowners, unable to do anything about it, are part of a greater mechanism that is regulated by 
itself and sets the price level of the ships traded and the amount of profits earned. A significant 
characteristic of this process is the uninterrupted circulation of firms in and out of the markets. This 
 
1. The Newbulinding Market 
New ships are ordered from shipyards at negotiated 
prices for delivery in 2-3 years. 
The shipowners are the buyers and the yards are the 
sellers. 
This type of trade thus results in cash flowing out of 
the shipping industry so that the yards can pay for 
labour and materials. 
 
2. The Freight Market 
Sea transport is sold in the sense that ships are fixed 
for a specific voyage and cargo, or for a fixed period 
of time. 
The shipowners sell transport, and the charterers buy 
transport. Thus, cash are flowing into the shipping  
industry.  
 
3. The Sale And Purchase Market 
Second-hand ships are bought and sold between 
shipowners. 
Total capacity of the industry is not affected, the 
existing vessels are only being swapped between 
different owners. 
The amount of cash  in the industry remains the same, 
and this market is thus an auxilliary market 
4. The Demolition Market 
Old ships are sold for scrapping and the steel are in 
turn sold to the construction industry. 
The sellers are the shipowners and the buyers are the 
scrap yards located in the far east where labour is 
cheap. 
In this market ships are flowing out of the industry 
and cash is flowing in. 
Shipping 
Industry Cash 
Flow 
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mechanism can be identified as being similar to Darwin‟s natural selection theory; shipping market cycle 
is to dislodge incompetent firms and open the way for new and efficient ones to come into the market and 
take a piece of the market pie. For this reason, top firms are continuously changing in order to keep up 
with the new conditions that steadily increase market efficiency.  
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4. The Shipping Business Cycle 
 
The economic cycle is referred to as commercial cycle and is defined as the fluctuations of the 
economic conditions of an economy, expressed usually in terms of the Gross Domestic Product (GDP). 
The theory of economic cycle also applies to the maritime industry, and thus constitutes the shipping 
cycle. The shipping cycle explains how shipping companies and changes on freight rates respond to 
supply and demand, taking into account parameters from shipping economics and especially from 
shipbuilding industry. The shipping cycle, hence, is defined as a mechanism designed to prevent 
discrepancies occurred between supply and demand for ships.    
The shipping cycle is one of the major characteristics of the shipping market, as a significant number of 
decisions concerning the course of shipping companies, are based on it. As changes in weather are subject 
of interest for seafarers, in the same manner, fluctuations in the shipping market are subject of interest for 
shipowners and beyond.  The shipping cycle, in general, constitutes the barometer of the international 
economic development, since shipping industry is subjected to sharp and sudden fluctuations. 
The relationship between the shipping market cycle and business risk for shipping companies is direct. 
The shipping cycle is dominant and determinant element of business risk. Depending on the fluctuations 
in the freight rates and the value of vessels, a series of decisions is linked that contain the element of risk. 
Thus, risk is a crucial factor, since shipping is a capital intensive industry. Therefore, business decisions 
that are taken on every stage of the shipping cycle are of particular importance for the short as well as the 
long-run performance of the shipping companies.  
In shipping, the main carriers providing maritime transport services are divided in two major categories: 
In industrial carriers, which comprise large industrial enterprises with privately owned fleets. Big oil 
companies are typical examples of industrial carriers. In independent shipowners, who provide ships for 
the transportation of cargo through the freight market system. The investment decisions of both the 
industrial carriers and independent shipowners, are exposed to investment risk and are related to the 
developments of the shipping cycle.  
The shipping cycle could be defined as the periodical recurrent fluctuations of key economic variables 
such as output, employment and price levels. Depending on the duration of the occurrence of these 
fluctuations, the economic cycle is distinguished in the following three categories: 
Long Cycle 
It has a horizon of 50 years, which comprises 20 years of economic growth, then it is followed by a 10 
year period of economic stability at high level, while on its final phase it is succeeded by 20 years of 
economic recession. Long cycles are driven by technical, economic or regional change (Stopford, 2009). 
These long lasting economic cycles have been examined by Kondratieff, Schumpeter and Joseph (2012). 
By studying historical facts and economic data, they concluded that the economy in the long-run does not 
grow in steady linear curve, but develops in trend which has a “sinusoidal” form. These fluctuations, 
which consist of one full sinusoid cycle (2π), are indicative to Kondratieff Long-cycles (Narkus, 2012). 
The depths of fluctuations are mostly affected by wars, which are separated into two major categories: the 
17 
 
Peak wars and the Trough wars. Trough wars occur at the bottom point when economy is at a state of 
inactivity. 
Medium-term cycle 
It has a horizon of 10 years, usually referred to as investment cycle. 
Short cycle 
Also referred to as commercial cycle and has a horizon of three to four years. This category consists of 
classic shipping cycles which have four identifiable stages: a trough; a recovery; a peak; a collapse. 
Examining these cycles on the dry cargo freight markets between the years 1741 and 2007 (Stopford, 
2009), found 22 cycles with average peaks of roughly 4 years and average troughs of 7 years. 
Furthermore, an alternative definition of the shipping cycle can be determined as follows: external factors, 
i.e., significant fluctuations in the level of economic activity, and internal factors, such as changes in the 
supply of shipping capacity, have an impact on the variations of the freight rates and the shipping fuel 
prices, resulting in the creation of a an economic cycle known as shipping cycle. The key features of the 
shipping cycle are, among others, fluctuations that occur in freight rates by a cyclical succession which is 
part of variations in the economic activity overall. 
Fluctuations of the shipping cycle are in line with those of the general economic cycle, however, the 
variations of the former occur with greater sharpness. The shipping cycle is characterized as unpredictable 
and irregular. Despite the fact that a series of events takes place, e.g., surge in the level of international 
trade, increase in the demand for maritime transport services, increase in the freight rates and shipbuilding 
of new vessels, every effort to predict the course of the shipping cycle is particularly risky.  
Moreover, other non-quantitative parameters lead to the same conclusion, such as the psychological and 
behavioral factors of the shipping market. In some cases, the influence of major events, e.g., outbreaks of 
war or political turmoil have a strong impact on the shipping cycle. Typically, these events precipitate an 
upswing in the freight rates. However, the effects of these events may only be marginal because in the 
long-run, they do not guarantee a gradual upward trend in the global shipping market, but rather the 
contrary. The main criterion to distinguish the different stages of the fluctuations of the shipping cycle, is 
considered to be the historical average of freight rates. 
Taking into account the aforementioned criteria, we come up with the following four stages of the 
shipping cycle. Each of these stages has some clearly identifiable characteristics (Stopford, 2009) and 
together they coordinate supply and demand in the shipping market:  
Stage 1: Trough 
A trough has three characteristics. Firstly, there is a surplus in shipping capacity that results in a 
congestion of ships in ports, while the speed of the ships is slowed down in an effort to save fuel. 
Secondly, the freight rates incur an abrupt drop and are not sufficient to cover the operating costs of the 
vessels. Thus, the least efficient ships are laid up. During the stage of trough, laying-up is often preferred 
to the sale of the ship. Thirdly, the poor performance of freight rates, in conjunction with, negative cash 
flows, deteriorate the existing climate and several shipping companies, in an effort to raise cash,  have no 
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other recourse but to sell ships at prices below their book value. As far as old ships are concerned, their 
prices fall to scrap value, reaching the levels of the demolition market. 
Stage 2: Recovery 
At the stage or recovery, it is observed a slight increase in the level of freight rates which now become 
sufficient to cover the operating costs of the vessels, and there is a decrease in the number of ships laid up. 
All this is the result of a balance between the forces of supply and demand. Nevertheless, the market 
sentiment remains low, but confidence grows gradually. As the liquidity of shipping companies improves, 
the prices of second hand ships show a slight surge. 
Stage 3: Peak/Plateau 
At the stage of peak/plateau, the surplus in capacity has been absorbed; the market is entering the phase 
where supply and demand are in full balance. The level of freights is high as to exceed two or three times 
the operating costs of the vessels. The duration of the peak stage varies from a couple of weeks to several 
years. The fleet operates at maximum speed, while only untradeable ships are laid up. The prices of 
second-hand ships exceed their book value, where in some cases, modern ships are sold for more than the 
newbuilding prices and many of the old ships are sold with no adequate inspection. The orders in the 
newbuilding market increase and show a steady growth. 
Stage 4: Collapse 
During that stage, supply overtakes demand and the market enters a phase of recession. The factors that 
contribute to this can be sought in the economic cycle, the delivery of newbuilt vessels ordered when the 
market was at its peak, while negative psychology can accelerate the process of collapse. Freight rates fall 
suddenly; ships reduce their operating speed, while less economic ships have to wait for cargo. Although 
liquidity remains at high level, the market sentiment is confused; shipowners being reluctant to accept that 
the peak is over, are not willing to sell their ships at lower prices. 
The cycle in Figure 11 is characterized by its amplitude (A), which is the distance from peak to trough, 
and its frequency (F), which is the distance between peaks in the cycle. Viewed in this way, a shape of a 
regular cycle can be defined in terms of the values of A and F (Grammenos, 2010): 
 
Figure 11 A generic cycle showing frequency and amplitude 
Source: Grammenos, 2010 
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Regarding the duration between the stages of the shipping cycle, it can be observed that the stage of 
Peak/Plateau is longer than the stages of Recovery and Collapse and can be maintained for months or even 
years. However, the stage of Trough is the longest and its duration can last for many years.   
Another interesting characteristic of the shipping cycle, illustrated by Figure 12, is the correlation between 
cycles in different sectors of the shipping industry. The graph below compares the spot market rates 
between tanker and bulk carriers from 1970 to 2009. Although the correlation is not ideal, the cycles of 
these two markets have many similarities. We can observe that the market remained relatively fixed in 
1974, a year after the 1973 oil crisis (October 1973). In the late 1980s both markets reached a new 
summit, but this time the tanker market was in higher levels than dry bulk. Dry bulks reached their highest 
point in 1995 when tankers had a rough year. In 1997 the tanker market showed a substantial soar, but 
then it was the bulk market‟s turn, with a significant expansion in 2007–2008 that the tanker market could 
not catch up with. 
 
Figure 12 A comparison between tanker and dry bulk cycles 1970–2009 
Source: Fearnleys, Clarkson Research Services Ltd 
 
4.1 How Business Cycles Affect Freight Rates (Example On Historical Data) 
 
As we have already mentioned, the business cycle and the forces of supply and demand, in general, affect 
the freight rates. Arguably, the future of the shipping cycle is uncertain, but the past is history and can 
give us an insight with respect to the dynamics of the shipping cycle and its impact to freight rates. 
The most expeditious way to corroborate this postulation is to perform a statistical analysis comparing the 
historical pattern of cycles in the global economy, maritime trade and freight rates. In order to do so, these 
variables need to be expressed in a form in which they are comparable to each other in a direct way. A 
mutually acceptable method is to take the five-year moving average for the main statistical series and 
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calculate the deviation of the actual observation from the five-year trend. When the variable moves above 
zero it indicates a cyclical soar or boom, and when the variable moves below zero it indicates a collapse or 
depression. 
In the following figure (13), the analysis depicts the significant degree to which the global business cycle 
has affected the dry cargo trade as of 1970. There has been a sequence of both peaks and troughs, 
especially of the abrupt troughs which succeeded the 1973 and 1973 oil crises and the 1999 crisis in Asia. 
It should also be mentioned that for the purposes of the analysis, the world economic activity is 
represented by the use of the industrial production of the OECD countries. This is for statistical 
convenience; however, this assumption is less valid as the Third World counties take a larger piece of the 
global economic activity over time. An additional problem in performing an analysis of this kind is the 
difficulty of collecting long and up-to-date time series for the global industrial production.  
Now, as far as the financial variables are concerned, figure (14) shows the relationship between dry cargo 
cycles and cycles in the dry cargo freight rate. The correlation is close, with freight market booms 
concurring with trade booms of 1974, 1980, 1989, 1995 and 2008. From this, we deduce that growth rate 
of dry cargo trade has been a good estimator of freight rate movements, though not a unbiased one. 
However, since freight rates depend mostly on supply and demand, we need to be careful when 
extrapolating this relationship into the future (Grammenos, 2010). 
During the period covered by this analysis both the supply and demand of dry cargo vessels appeared to 
have a rather similar trend. As a result, peaks in trade caused a decrease in shipping capacity, so that 
freight rates increased, while recession in maritime trade caused a surplus of shipping capacity and freight 
rates decreased. This pattern will not occur if there is a permanent inconsistency between supply and 
demand, as happened in the tanker market. 
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Figure 13 The degree to which the global business cycle has affected the dry cargo trade since 1970 
Source: Grammenos,2010 
 
 
Figure 14 The relationship between dry cargo cycles and cycles in the dry cargo freight rate 
Source: Grammenos,2010 
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5. The Baltic Exchange 
 
The services that Baltic Exchange (Baltex) renders are of paramount importance for the maritime 
industry. Baltex is a privately owned company headquartered in London, UK. It offers independent daily 
shipping market information, and is responsible for standardizing a set of routes and producing relevant 
indices, which serve as underlying assets for settlement of freight derivatives. Moreover, it sets rules and 
oversees the process of daily collecting and processing international independent shipbroker‟s panel 
assessments of freight rates in more than 50 major dry and wet cargoes covering a wide range of vessel 
and cargo types. 
 
The Baltex is thought the world's oldest shipping market. It initially took its name from the Virginia and 
Baltic Coffee House, established in 1744. In the beginning of 1900 the Baltic Exchange building was 
opened in St Mary Axe and during the next years it was reshaped into its modern corporate form. Soon it 
evolved into the world‟s most prestigious and only international, self-regulated market for matching ships, 
cargoes and buying and selling ships. Today it is the world‟s largest shipbroking market place, with a 
freight value annually in excess of £1 billion. Membership is open to shipbrokers, ship-owners and 
charterers worldwide, as well as an increasing number of related maritime service and commodity 
companies and its services are free of charge to all members (Branch, 2014). The Baltic's global members 
continue to operate as a shipping marketplace and to apply the highest standards of ethics, although 
nowadays a trading floor is not necessary (Baltic Code, 2014).  
 
Major duty of Baltic is to publish daily indices which indicate the state of the markets and to provide 
guidance to brokers regarding the settlement mechanisms in the Forward Freight Agreement (FFA) 
market. Digital services provided on-line access to impartial freight market data in real time and are based 
on a digital trading floor which supplies data on thousands of ships and ports. Each year over 6 billion 
tons of commodities are transported by sea (Baltic Code, 2014). Basic foodstuffs (grain, sugar and rice), 
fuel (oil, coal and coke), materials (steel, iron ore and cement) and luxury goods are exported around the 
globe in bulk carriers, tankers and container vessels. Each year, more than 30% of the world‟s dry cargo 
fixtures are negotiated by Baltic Exchange brokers, together with 50% of the tanker fixtures and 50% of 
the vessels that are bought and sold (Branch, 2014).. 
 
In 2012 Baltic members represented worldwide interests through over 600 companies. The Baltic 
Exchange Limited is a company limited by shares and owned by its shareholders most of whom are also 
the member companies. Some of them are individuals who trade in their own right and Retired Members 
as well. In the past all members of the Baltic were required to hold a certain number of shares. Nowadays 
the Baltic consists of approximately 440 shareholders, although this is not a requirement any more. The 
Company is governed by a Board of between 12 and 15 Directors with up to 12 elected by shareholders 
(and who must themselves be shareholders) and up to three elected by members of the Exchange (Baltic 
Code, 2014). 
According to The Baltic Code (2014), the membership of the exchange is available in the following broad 
groups:  
 Principals who trade on their own account. They either own or control ships. 
 Brokers, who act as intermediaries between ship-owners and cargo interests. 
 FFA Trading members who may be in either of the above categories but are also participants in 
the FFA market 
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 Non-Market Participants who, whilst not trading in the Baltic Exchange market, wish to be 
associated with this hub of international shipping, e.g., maritime lawyers, arbitrators, ship 
financiers etc. 
 Ship-owners, sometimes exclusively, in which case they are referred to as owners‟ brokers 
 The charterer, sometimes exclusively, in which case they are referred to as chartering brokers;  
Either the ship-owner or charterer on a non-exclusive basis, when they are referred to as 
competitive brokers 
 
5.1 Baltic Exchange & Freight Market Information  
 
The first daily freight index was published by the Baltic Exchange in January 1985. The Baltic Freight 
Index (BFI) initially consisted of 13 voyage routes covering a variety of cargoes ranging from 14,000 mt 
of fertilizer up to 120,000 mt of coal. In a short period of time it was evolved as a settlement mechanism 
for the then Baltic International Freight Futures Exchange (BIFFEX) futures contract. As time went by, 
Handysize and Capesize routes were omitted gradually from the index, while trip-charter routes were 
added. As a consequence, in November 1999, the Baltic Panamax Index (BPI) outmoded the BFI as the 
underlying asset of the BIFFEX contract. In addition to the BPI, the Baltic Exchange produces a wide 
range of other shipping indices covering different vessel sizes and different cargo types as well (Alizadeh 
& Nomikos, 2009). 
 
According to Branch and Robarts, the Baltic is considered the world‟s only provider of high quality, 
independent freight market information covering the dry and wet markets. It offers 47 separate route 
assessments, settlement prices, market-to-market information, four dry cargo reports, Baltic Ship 
Valuation Assessments, daily dry cargo fixture list, searchable fixture database, LPG route assessments, 
historical index and route rate database and charting facilities. The main Baltex indices are:  
  
Dry Bulk Market         
                                         
 Baltic Capesize Index (BCI) for Capesize vessels of  175,000 mt dwt, based on 10 routes (1999). 
 Baltic Panamax Index (BPI), for Panamax size vessels, based on 7 routes (1998). 
 Baltic Supramax Index (BSI) for Supramax size vessels of 52,000 mt dwt, based on 5 routes 
(2005). 
 Baltic Handymax Index (BHMI), for Handymax size vessels (2005). 
 
 Baltic Dry Index (BDI), Weighted average of all four sub-segments, is considered as a leading 
indicator of economic activity . 
 
Tanker Market 
 
 Baltic Dirty Tanker Index (BDTI) 
 Baltic Clean Tanker Index (BCTI) 
 Baltic Liquefied Petroleum Gas (BLGP) 
 
 
 
 
24 
 
6. Introduction to the Econometric Analysis 
 
The previous chapters gave us an insight on how the maritime industry operates. In the empirical analysis 
that follows, we will try to assess the extent of which freight rates affect the stock performance of the 
shipping companies. In order to do so, we will regress the returns of Dow Jones Global Shipping Index 
(R_DJGSH), which comprises the highest ranked 25 shipping companies by indicated annual yield, on the 
returns of Baltic Dry Index (R_BDI), a major freight rate indicator. Later on, we will try to examine 
whether the addition of one more independent variable, this of the returns of Crude Oil Index (R_CLC1), 
will provide a better interpretation to our regression model. Crude Oil is added due to the fact that it is one 
of most important factors when evaluating the transportation costs of a shipping voyage; It is estimated 
that almost half of the total cost of a shipping voyage is attributed to fuel costs, thus, the fluctuations of 
crude oil are likely to have a major impact on the profitability of shipping companies. The data have been 
collected in a time period between September 2006 and September 2016 on a weekly basis, a time span 
that is considered sufficient, since between this period a full shipping cycle has been observed. All the 
data were extracted from Thomson Reuters “Eikon”. Moreover, we will run econometric tests in order to 
check if our variables are stationary by using unit root tests, i.e., Dickey Fuller (DF), Augmented Dickey 
Fuller (ADF) and the stationority test Kwiatkowski–Phillips–Schmidt–Shin (KPSS). Later on, we will 
estimate simple and multiple linear regression models with the use of Ordinary Least Squares (OLS) 
estimators, and test the significance of the independent variables by running the stepwise selection 
method. Last but not least, we will test if the five principal assumptions for the use OLS estimators are 
valid in our regression model and, in particular, we will run tests in order to check the existence of 
heteroscedasticity, autocorrelation and normality among the residuals, as well as the existence of 
multicollinearity between the explanatory variables. 
6.1 The Data Set 
 
We can denote the variables that we will use, as follows: 
 Z: Returns of Dow Jones Global Shipping Index (R_DJGSH) 
 Y: Returns of Baltic Dry Index (R_BDI) 
 X: Returns of Crude Oil Index (R_CLC1)  
Before we proceed to the analysis, it would be useful to know what do the Dow Jones Global Shipping 
Index (DJGSH) and Baltic Dry Index (BDI) stand for. 
6.1.1 The Dow Jones Global Shipping Index (DJGSH) 
 
According the Dow Jones Global Shipping Index (DJGSH) Fact Sheet, the main objective of DJGSH is to 
measure the stock performance of high dividend-paying companies in the global shipping industry.  
The key features of DJGSH are: 
 The index universe is defined as all equity securities in the S&P Dow Jones Indices database that 
are involved in the shipping industry globally that primarily transport goods and materials. 
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Companies solely involved in shipping passengers are excluded from the index. Stocks also must 
pass liquidity screens to be considered for the index. 
 From the index universe, the 25 stocks ranked highest by indicated annual yield are selected for 
the index, subject to buffers that aim to limit unnecessary turnover. 
 
 The index is weighted by float-adjusted market capitalization. 
 
 The Dow Jones Global Shipping Index was first calculated on May 12, 2011, but there is an 
estimated Back-tested history available that goes back to December 30, 2005 
 
 The total return version of the index is calculated with gross dividends reinvested for U.S. stocks 
and net dividends reinvested for non-U.S. stocks. 
 
In the following table we can observe the country allocation of the companies that DJGSH is based on: 
 
Table 4  Country Allocation of DJGSH  
Data calculated in USD as of end of August, 2016. 
Source: S&P Dow Jones Indices LLC, a division of S&P Global 
 
In the following table we can observe the sector allocation of the companies listed on DJGSH: 
 
Table 5 Sector Allocation of DJGSH 
Data calculated in USD as of end of August, 2016. 
Sectors are based on the ten industries defined by the proprietary classification system as 
described at www.djindexes.com 
Source: S&P Dow Jones Indices LLC, a division of S&P Global. 
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The top components of DJGSH can be observed at the following table: 
 
Table 6 Top Components of DJGSH 
Source: S&P Dow Jones Indices LLC, a division of S&P Global 
 
6.1.2 The Baltic Dry Index (BDI) 
 
The Baltic Dry Index (BDI) has succeeded the Baltic Freight Index and started negotiating on November 
1
st
, 1999. Since 2009 the BDI has been an average index comprised of the Dry Bulk Capesize, Panamax, 
Supramax and Handysize indices. The BDI is an estimation of the average price to ship raw materials, 
e.g., coal, iron ore, cement and grains, in a variety of shipping routes (approximately 50). Along with the 
shipping routes however, BDI is also distinguished by ship size. Thus, it indicates the expense paid to ship 
raw materials on the international markets and it is a major factor in the calculation of input costs. The 
BDI is thought to be a significant indicator of economic activity since it is affected by incidents that occur 
at the initial stages of commodity chains worldwide; an increase on the BDI index has a result the drop of 
maritime supply because of high demand and it might instigate a lot of tension due to the inflation that is 
caused throughout the supply chain. On the other hand, a decrease on the BDI might predict a recession 
because producers have cut down their demand significantly, leaving shippers to decrease their rates in an 
effort to attract cargo. The BDI, like the majority of market indices, is subject to continuous and steady 
changing. The major components that affect the BDI are: 
 
 Commodity Demand: This has an influence in terms of volume, regardless of the commodity 
price levels. An upswing in the demand, especially if abrupt, will cause an increase in shipping 
rates since additional capacity takes time to be absorbed from the network (either as new ships or 
recruitment of existing ones). If future prospects demand altering and producers diminish their 
raw materials demand correspondingly, then the BDI will decline. 
 
 Ship Supply: Shows the availability of ships in relation to their capacity and their function. Many 
liquid bulk carriers, e.g., tankers, cannot be easily converted to other appropriations so the bulk 
market is quite segmented and rigid. Moreover, the average ship age can play a major role since 
the beneficial life of a ship is approximately 25 years. If the average age becomes too high, it is 
very likely that the capacity will be reduced and this would indicate an increase of the BDI. On 
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the other hand, the addition of new capacity in terms of ship orders may instigate a drop on the 
BDI, especially when demand is not anticipated to alter remarkably in view of this new supply. 
 
 Seasonality: The seasonal demand for raw materials, such as grain and coal, create significant 
variations on the BDI when the transportation of these commodities is in high or low demand. 
 
 Bunker Oil Prices: Bunker fuel is responsible for approximately 40% of the vessels‟ operating 
costs and there are limited ways to tackle them. Hence, an increase in oil prices directly affects the 
shipping rates. The opposite also applies if oil prices decrease, the BDI can also decline 
correspondingly. 
 
 Port Congestion and Canal Capacity: Many ports, especially at some particular months, can 
become overcrowded and many ships lie idle for longer periods than usual. This has a result, 
higher shipping rates as port supply adjusts to shipping demand. Furthermore, the Panama and the 
Suez canals, which are significant congestion points in global freight movement, have a standard 
capacity and can cause further detainments. 
 
 Geopolitics: Determined by geopolitical factors, there may be a certain level of risk at some 
locations, which affects the insurance rates and, in consequence, the shipping rates. Some ship 
bottlenecks, e.g., the straits of Hormuz, Aden and Malacca may entail risks in the greater 
geopolitical area, due political turmoil, along with piracy, and capacity limitations to maritime 
circulation. 
Indicatively, in the following table we can see how the Baltic Dry Index (BDI) is calculated along with the 
weights of each sub-segment and their corresponding routes: 
 
Table 7 BDI Composition 
Source: Baltic exchange 
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In the following figure, we can observe how BDI has fluctuated over time in a time span from 1985 to 
2015. The graph shows the BDI has had a big variation in late years, especially between 2005 and 2009 
when it acted as a bubble. The primary reason of this increase is associated with the prices of 
commodities, and especially oil. Further on, there was an abrupt drop on BDI which led it back to its 
regular levels and has remained low since then despite the upswing in global trade. A possible explanation 
is that many ships were ordered and delivered during the bubble period, increasing the capacity above 
demand. Nowadays, the BDI is still at low levels, underscoring a situation of excess capacity of ships in 
the maritime industry. 
 
 
Figure 15 BDI Graph 
Source: Bloomberg 
 
 
 
 
 
 
 
29 
 
7. Econometric Analysis 
 
7.1 Unit Root & Stationarity Tests 
 
At this point, we will run econometric tests in order to check if our variables are stationary. A 
stationary series can be defined as one with a constant mean, constant variance and constant 
autocovariances for each given lag (Brooks, 2009). For a stationary series, “shocks” to the system will 
gradually die away. That means that a shock during time t will have a smaller effect in time t+1, a smaller 
effect still in time t+2, and so on. This process can be contrasted with the case of non-stationary data, 
where the existence of shocks will always be infinite.  
By implementing tests for stationarity we will also examine indirect the possibility of a “spurious 
regression”.  According to Brooks (2009), if two non-stationary variables are trending over time, a 
regression of one on the other could have a high R
2
 even if the two are totally unrelated. So Spurious 
relationship is a relationship between 2 or more variables in which the variables are not causally related to 
each other, yet it may be wrongly inferred that they are, due to either coincidence or the presence of a 
certain third, unseen factor. Thus, in order to eliminate the probability of having a spurious regression, the 
variables need to be stationary. The main tests used for this purpose is the unit root test introduced by 
Dickey and Fuller (DF) and the stationarity test introduced by Kwaitkowski, Philipps, Schmidt and Shin 
(KPSS). 
 
The early and pioneering work on testing for a unit root in time series was done by Dickey and Fuller 
(Fuller in 1976, Dickey and Fuller in 1979). Dickey-Fuller (DF) tests are also known as t-tests, and can be 
conducted allowing for an intercept, or an intercept and deterministic trend, or neither, in the test 
regression. The general model for the unit root test in each case is: 
yt = φyt−1 + μ + λ t + ut  
The basic objective of the test is to examine in yt = φyt−1 +      the null hypothesis that φ = 1 against the 
one-sided alternative φ < 1. Thus the hypotheses of interest are : 
H0: Series contains a unit root (φ=1)               versus               Ha: Series is stationary (φ<1) 
In DF test, this model is transformed (because of violating the homoscedascity assumptions), by 
subtracting yt−1 from each side of the equation, Hence: 
yt –yt-1= (φ-1)yt−1 + ut ⇔ Δyt = ψyt−1 + ut,  
Thus, a test of φ=1 is equivalent to a test of ψ = 0 (since φ−1=ψ). 
Thus the equivalent hypotheses of interest are: 
H0: Series contains a unit root (ψ=0)                  versus             Ha: Series is stationary (ψ<0) 
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The following table illustrates the critical values for DF tests:        
Significance level 
 
10 % 5% 1% 
No constant and no trend -1.61 -1.95 -2.58 
Constant but not trend 
(stochastic  model) 
-2.57 -2.86 -3.43 
Both constant and trend 
(stochastic and deterministic  model) 
-3.12 -3.41 -3.96 
Table 8 Critical values of Dickey - Fuller test 
Source: Sofia Dimeli, 2009 
 
In our analysis, we will concentrate on the stochastic trend model, since it is the model that has been found 
to best describe most non-stationary financial and economic time series (Brooks, 2009). Moreover, in the 
following hypothesis tests, the confidence level threshold that we will take into consideration for either to 
reject or not reject the null hypothesis will be a=5%. 
Therefore, we consider the stochastic trend model, for the time series we examine. 
                                    yt = φyt−1 + μ + ut     (1 lag on dependent value yt)       
  and equivalent       Δyt = ψyt−1 + μ + ut     (0 lags on dependent value Δyt) 
 
First we will check if the closing prices of the BDI (C_BDI) are stationary by implementing Augmented 
Dickey-Fuller (ADF) test on the model that was derived from Schwarz‟s Information Criterion (SIC). 
 
Null Hypothesis: C_BDI has a unit root  
Exogenous: Constant   
Lag Length: 4 (Automatic - based on SIC, maxlag=14) 
    
       t-Statistic   Prob.* 
    
    Augmented Dickey-Fuller test statistic -2.018745  0.2788 
Test critical values: 1% level  -3.442894  
 5% level  -2.866965  
 10% level  -2.569721  
    
    Table 9 ADF test results on C_BDI 
 
In this case SIC has chosen to include 4 lags of the dependent variable in the test regression. Clearly, the t-
test statistic is not more negative than the critical value, or equivalently, the p-value is greater than 5%, so 
the null hypothesis of a unit root cannot be rejected. Thus, C_BDI has a unit root, hence, non-stationary. 
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Furthermore, it is noteworthy to mention that the model we came up with using the SIC, despite the fact 
that it has 4 lags, it is an AR(5) and not an AR(4). The explanation is: 
yt = μ + φyt−1 + ayt−2 + byt−3 + cyt−4 + dyt−5 + ut , (5 lags on dependent value yt) 
 In DF test, this model is transformed in the equivalent, 
Δyt = μ + ψyt−1 + e Δyt−2 + f Δyt−3 + g Δyt−4 + ut , (4 lags on dependent value Δyt) 
Nevertheless, a main drawback of unit root tests (non-stationarity tests) is that their statistical power is low 
if the process is stationary but with a root close to the non-stationary boundary, for example an AR(1) 
process with coefficient  φ=0.95 (near unit root models). Thus, in order to deal with this issue, there have 
been constructed Stationarity tests, reversing the null and alternative hypothesis of the DF approach. Such 
stationarity test is the KPSS test (Kwaitkowski, Philipps, Schmidt and Shin, 1992).  
The null and alternative hypotheses under KPSS are as follows: 
H0: yt∼I(0) : series is stationary (ψ<0)        versus        Ha: yt∼I(1):  series contains a unit root (ψ=0) 
We run the KPSS test on the closing prices of Baltic Dry Index (C_BDI) and the results appear as in the 
following table: 
 
Null Hypothesis: C_BDI is stationary  
Exogenous: Constant   
Bandwidth: 17 (Newey-West automatic) using Bartlett kernel 
     
         LM-Stat. 
     
     Kwiatkowski-Phillips-Schmidt-Shin test statistic  1.790609 
Asymptotic critical values*: 1% level   0.739000 
  5% level   0.463000 
  10% level   0.347000 
     
     Table 10 KPSS results on C_BDI 
 
Finally, the hypothesis of a unit root also cannot be rejected in this case since the LM-statistic lies upon 
the rejection area. The results of the KPSS test can be compared with the ADF test to see if the same 
conclusion is obtained. Thus, we reject H0 in KPSS and do not Reject H0 in ADF. The joint use of 
stationarity (KPSS) and unit root tests (ADF) is known as confirmatory data analysis. 
Since we proved that C_BDI is not a stationary series, we will run the ADF test for the first differences of 
C_BDI. It is worthy to mention that when taking first differences, the constant gets eliminated (Dimeli, 
2009). 
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If a non-stationary series yt must be differenced d times before it becomes stationary, then it is said to be 
integrated of order d. This would be written as yt ∼I(d). So, If: 
 yt∼I(d) ⇔ Δ
d 
yt∼I(0) 
This means that if we apply the difference operator (Δ) d times, it leads to an I(0) process, e.g., a process 
with no unit roots. In fact, applying the difference operator more than d times to an I(d) process will still 
result in a stationary series (but with an MA error structure). An I(0) series is a stationary series, while an 
I(1) series contains one unit root. 
Running ADF test on the first differences of C_BDI, i.e., D(C_BDI), the output would appear as in the 
following table: 
 
Null Hypothesis: D(C_BDI) has a unit root  
Exogenous: None   
Lag Length: 3 (Automatic - based on SIC, maxlag=14) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -9.109821  0.0000 
Test critical values: 1% level  -2.569486  
 5% level  -1.941443  
 10% level  -1.616284  
     
     Table 11 ADF test results on D(C_BDI) 
 
In this case, the test statistic is more negative than the critical value, or equivalently, the p-value is lower 
than 5%. Hence, the null hypothesis of a unit root in the first differences is convincingly rejected. As a 
result, D(C_BDI) is a stationary series. Thus, we can conclude that C_BDI is 1
st
 order integrated, i.e., 
C_BDI∼I(1).  
 
The conclusions above prompt us to use in the regression model that follows D(C_BDI), since it is a 
stationary series, instead of C_BDI. However, if we are going to use D(C_BDI), we might as well use the 
returns of C_BDI (the percentage changes of C_BDI), i.e., R_BDI. In addition, the R_BDI series 
simulates better the original data than D(C_BDI). Thus, we run a unit root test on the levels of R_BDI 
series in order to check if it is stationary. 
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The output appears as in the following table: 
Null Hypothesis: R_BDI has a unit root  
Exogenous: Constant   
Lag Length: 0 (Automatic - based on SIC, maxlag=14) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -14.25823  0.0000 
Test critical values: 1% level  -3.442820  
 5% level  -2.866933  
 10% level  -2.569703  
     
Table 12 ADF test results on R_BDI 
The test statistic is more negative than the critical value, or equivalently, the p-value is lower than 5%. 
Hence, the null hypothesis of a unit root is rejected. Thus, the process is stationary, and this time series 
will be used for the estimation of the regression model. 
In the same manner, we run the same tests for the closing prices of the Dow Jones Global Shipping Index 
and the Crude Oil Index, i.e., C_DJGSH and C_CLC1 respectively, and for their corresponding returns, 
i.e.,  R_DJGSH and R_CLC1 (The E-Views outputs for each variable are available on the Appendix). We 
deduce that the closing prices of both time series are I(1), hence non-stationary, whereas, their returns are 
stationary I(0). 
Thus, in the next step we will use the returns time-series of the 3 variables, since they are stationary, in 
order to estimate the regression model. 
7.2 Regression Model 
 
After ensuring stationarity for all of our variables, we will now regress the returns of Dow Jones Global 
Shipping Index (R_DJGSH) on the returns of Baltic Dry Index (R_BDI). 
 
The simple regression model that is going to be estimated will have the following form: 
 
   =    +         +    
Where,      = Returns of Dow Jones Global Shipping Index (R_DJGSH) 
                  = Returns of Baltic Dry Index (R_BDI) 
                = Residuals 
We will estimate the values of the coefficients   and    with the use of Ordinary Least Squares (OLS) 
estimators. According to OLS method, the formulas used to estimate the coefficients are: 
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Where,    denotes the total number of observations, in our model       
                 denotes the  
   observation of the parameter    ,               
                 denotes the  
   observation of the parameter    ,               
It should be mentioned that the variables we are going to use as independent variables are not going to 
explain 100% the stock performance of the shipping companies (dependent variable). The unexplained 
part will be expressed by the residuals of the regression. These residuals may be explained by other 
macroeconomic factors, such as GDP, Industrial production, seaborne trade, or from specific industry 
factors such as, age or size of fleet, chartering policy, etc. 
For this regression model, we expect a positive sign in the coefficient of the independent variable, i.e., 
R_BDI, since we assume that the higher the price of the freights the greater the financial strength of the 
shipping companies and, hence, the higher the stock performance. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 13 Regression Results on R_DJGSH, R_BDI. 
 
As we can observe from the table above, the regression model is statistically significant, since the p-value 
of the F-statistic is lower than 5%. Moreover, with the BDI as independent variable, the model exhibits an 
R-squared of 0.069, meaning that 6.9% of the variability of the dependent variable is explained from the 
independent variable. Additionally, the coefficient of R_BDI is statistically significant since its p-value is 
Dependent Variable: R_DJGSH   
Method: Least Squares   
Date: 10/27/16   Time: 12:42   
Sample (adjusted): 10/06/2006 9/23/2016  
Included observations: 516 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -0.000542 0.002003 -0.270365 0.7870 
R_BDI 0.134967 0.021739 6.208569 0.0000 
     
     R-squared 0.069761  
F-statistic 38.54632  
Prob(F-statistic) 0.000000    
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lower than 5%, whereas, the coefficient of the intercept (C) is not statistically significant since its p-value 
is greater than 5%. 
 
Further on, we will extend our model from simple to multiple by adding one more independent variable, 
this of the returns of Crude Oil Index (R_CLC1). By doing so, we want to examine whether it will give us 
better interpretation to our investigation, since the previous model provided a quite low R-squared. The 
extended regression model will have the following form: 
 
   =   +         +           
Where,    = Returns of Dow Jones Global Shipping Index (R_DJGSH) 
               = Returns of Baltic Dry Index (R_BDI) 
               = Returns of Crude Oil Index (R_CLC1) 
               = Residuals 
According to OLS method, in a multiple regression model, the formula used to estimate the coefficients  , 
  ,    is: 
 
 ̃               
 
Where,      ̃   [
 
  
  
],       [
  
  
 
    
],       (
     
     
   
         
),    and       Transpose Matrix of H 
 
 
For this regression model, we expect a positive sign in the coefficient of R_BDI and a negative sign in the 
coefficient of R_CLC1, since we assume that the greater fuel costs, the lower the financial strength of the 
shipping companies and, hence, the lower the stock performance. 
 
 
Dependent Variable: R_DJGSH   
Method: Least Squares   
Date: 10/27/16   Time: 12:43   
Sample (adjusted): 10/06/2006 9/23/2016  
Included observations: 516 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -0.000732 0.001871 -0.391540 0.6956 
R_BDI 0.115894 0.020417 5.676406 0.0000 
R_CLC1 0.318298 0.036405 8.743352 0.0000 
     
     R-squared 0.190405    Durbin-Watson stat 2.105319 
F-statistic 60.32522  
Prob(F-statistic) 0.000000    
     
Table 14 Regression results on R_DJGSH, R_BDI, R_CLC1 
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Despite the fact that the sign of R_CLC1 is positive, the regression model is better, the R_BDI and 
R_CLC1 as independent variables exhibit an R-squared of 0.19, meaning that 19% of the variability of the 
dependent variable is explained from the independent variables, something that enhances significantly the 
predicting ability of our model. Moreover, the coefficients R_BDI and R_CLC1 are statistically 
significant since their p-value is lower than 5%, whereas, the coefficient of the intercept (C) is not 
statistically significant since its p-value is greater than 5%. 
 
Hence, the regression model that we came up with is the following:  
 ̂  =        ̂   +        ̂  
It should be noted that the regression models we estimate need to be parsimonious, meaning that we do 
not need extra variables that may be redundant. For this reason, we will now proceed to the Stepwise 
selection method which examines whether the two independent variables are significant for our regression 
model or unnecessary. At the following table we can observe the results from the Stepwise test: 
Dependent Variable: R_DJGSH   
Method: Stepwise Regression   
Date: 10/27/16   Time: 13:17   
Sample (adjusted): 10/06/2006 9/23/2016  
Included observations: 516 after adjustments  
No always included regressors   
Number of search regressors: 2  
Selection method: Stepwise forwards  
Stopping criterion: p-value forwards/backwards = 0.5/0.5 
     
           Selection Summary   
     
     Added R_CLC1    
Added R_BDI    
     
     *Note: p-values and subsequent tests do not account for stepwise 
        selection.   
Table 15 Stepwise test results 
From the table above, we can observe that both variables are significant and both of them have to be 
added to our model. 
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7.3 Assumptions Diagnostics 
 
A very important factor that we need to take into consideration when estimating a regression model with 
Ordinary Least Squares (OLS) estimators is that the model needs to meet certain five criteria. Thus far, we 
have assumed that these criteria are met, however, we need to run statistical tests to check if they are met 
indeed. The five principal assumptions which justify the use of OLS estimators for purposes prediction are 
the following: 
Notation               Interpretation 
1. E(  ) = 0   The errors have zero mean 
2. Var (  ) =  
 <  The variance of the errors is constant and finite over all values of x               
ddddddddddddddddd  d(Homoscedasticity) 
3. Cov (     ) = 0  The errors are statistically independent with one another (No autocorrelation) 
4. Cov (  ,   ) = 0          No perfect relationship between the independent variables (No multicollinearity) 
5.    ~ N(0,  
 )              Νormality of the residuals     
 
Thus, on this chapter, we will examine if the above assumptions are valid for our regression model. 
Assumption 1: E(  ) = 0 
This assumption states that the mean of the residuals is equal to zero. According to theory, the mean of the 
residuals will always be zero provided that there is a constant term in the regression model. However, our 
model does not have a constant term, since it was rejected because it was not statistically significant. For 
this reason we will run a simple hypothesis test to check if the mean of the residuals is zero. The 
hypotheses are the following: 
H0: E(  ) = 0          versus          Ha: E(  ) ≠ 0             
We can see the output of the test at the following table: 
 
Hypothesis Testing for RESID  
Date: 12/20/16   Time: 23:47  
Sample (adjusted): 10/06/2006 9/23/2016 
Included observations: 516 after adjustments 
Test of Hypothesis: Mean =  0.000000  
    
    Sample Mean =  3.03e-19  
Sample Std. Dev. =  0.042402  
    
Method Value Probability 
t-statistic 1.62E-16 1.0000 
    
    
Table 16 Residuals Mean Test 
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From the test above, we can conclude that we do not reject the null hypothesis, since the p-value is greater 
than 5%, thus, the mean of the residuals is equal to zero, hence, the 1
st
 assumption holds in our regression 
model.  
Assumption 2: Var (  ) =  
 <  
So far, we have assumed that the variance of the errors is constant, this is known as homoscedasticity. 
However, if the errors do not have a constant variance, we say that they are heteroscedastic. When we 
have heteroscedasticity, OLS estimators still give unbiased estimates for the coefficients, but they are no 
longer Best Linear Unbiased Estimators (BLUE), meaning that they don‟t have the minimum variance 
among the class of the unbiased estimators (Hills Griffiths & Judge, 1997). Moreover, the regression 
model could be wrong and any conclusions inferred could be spurious and misleading.   
There is a number of ways to detect the presence or not of heteroscedasticity. 
Initially we shall check the Standarized Residual Graph (SRG), if the residuals show a continuous 
changing pattern in their variability; this could be a sign of heteroscedasticity. We have: 
 
Figure 16 Standarized Residuals Graph 
 
From the above graph, we can see that there is not a clear pattern with respect to the variance of the 
residuals and we cannot come up with a strong conclusion. Thus, we need to run statistical tests. There are 
various statistical tests to help us check the presence of heteroscedasticity. 
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One of them is the Breusch-Pagan-Godfrey test and its two main hypotheses are, 
H0: Residuals are not heteroscedastic          versus          Ha: Residuals are heteroscedastic 
Running the test, the output is the following: 
Heteroskedasticity Test: Breusch-Pagan-Godfrey 
     
     F-statistic 2.591185    Prob. F(2,513) 0.0759 
Obs*R-squared 5.160545    Prob. Chi-Square(2) 0.0758 
Scaled explained SS 15.04315    Prob. Chi-Square(2) 0.0005 
     
     Table 17 Heteroscedasticity Breusch-Pagan-Godfrey Test 
 
From the test above, we can conclude that we do not reject the null hypothesis, since the p-value is greater 
than 5%, thus, there is no heteroscedasticity among the residuals and, hence, the 2
nd
 assumption of 
homoscedastic residuals is valid in our regression model.  
Assumption 3: Cov (     ) = 0 
The 3
rd
 assumption states the residuals are uncorrelated with one another. If the errors are not uncorrelated 
with one another, we say that there is autocorrelation among the residuals. There are a number of tests that 
helps us detect the presence of autocorrelation. 
 
One of them is the Q-statistic and its main hypotheses are: 
 
H0: No Autocorrelation between the residuals       versus       Ha: Autocorrelation between the residuals  
The calculation of the Q-statistic is based on the Autocorrelation Function (ACF) and the Partial 
Autocorrelation Function (PACF). The output of the test is the following:  
 
 
Table 18 Correlogram of the Residuals 
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From the test above, we can conclude that we do not reject the null hypothesis, since all p-values are 
greater than 5%, thus, there is not autocorrelation among the residuals and, hence, the 3
nd
 assumption of 
non-correlated residuals is valid in our regression model according to Q-statistic.  
Another test that is often used in order to detect the presence of autocorrelation, is the Durbin-Watson 
(DW) statistic. The DW is a test for first order autocorrelation between the residuals (ut). It tests the 
relationship between an error and its immediately previous value. We have: 
ut = ρut−1 + vt , 
Where, vt ∼ N(0, σv
2
).  
The DW test statistic has as its null and alternative hypotheses: 
H0: ρ=0   versus   Ha: ρ0. 
Thus, under the null hypothesis, the errors at times “t” and “ t−1”  are independent to each other, and if 
this null were rejected, it would be concluded that there was evidence of a relationship between successive 
residuals. 
The formula used to calculate the DW statistic is equal to:  
 
In our model (Table 14) DW Statistic is equal to 2.1, while the optimum value must be near 2 (for 
fulfilling the assumptions of independence between the residuals). The following figure shows the five 
regions of values in which autocorrelation is accepted or not: 
 
 
Figure 17 The five regions of the Durbin-Watson statistic 
Source: Brooks, 2009 
Thus, we do not reject the null hypothesis, since the DW statistic is very close to 2, thus, there is not 
autocorrelation among the residuals and, hence, the 3
nd
 assumption of non-correlated residuals is also valid 
in our regression model according to DW statistic. 
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Last but not least, another test to detect autocorrelation is the Breusch – Godfrey LM test and its 
hypotheses are the same as DW and Q-statistic, i.e.: 
H0: No Autocorrelation between the residuals       versus       Ha: Autocorrelation between the residuals  
Running the test, we come up with the following table: 
 
Breusch-Godfrey Serial Correlation LM Test:  
     
     F-statistic 0.939553    Prob. F(2,511) 0.3915 
Obs*R-squared 1.890540    Prob. Chi-Square(2) 0.3886 
     
     Table 19 Breusch-Godfrey Serial Correlation LM Test 
 
From the test above, we deduce that, again, we do not reject the null hypothesis, since the p-value is 
greater than 5%, thus, there is not autocorrelation among the residuals and, hence, the 3
nd
 assumption 
holds in our regression model according to Breusch-Godfrey test. 
Assumption 4: Cov (  ,  ) = 0           
The 4
th
 assumption states that there is no perfect relationship between the independent variables. The 
problem of multicollinearity occurs when the explanatory variables are very highly correlated with each 
other. Many econometricians argue, however, that if the model is generally ok and functioning properly, 
weak multicollinearity should be ignored. When strong multicollinearity is present, R
2
 will be high but the 
individual coefficients will have high standard errors. Moreover, the regression becomes very sensitive to 
small changes in the specification and, thus, confidence intervals for the parameters will be very wide, and 
significance tests might, therefore, give inappropriate conclusions (Brooks, 2009). 
The easiest way to measure the extent of multicollinearity is simply to look at the matrix of correlations 
between the independent variables, i.e., 
 R_BDI R_CLC1 
R_BDI 1.000000 0.106843 
R_CLC1 0.106843 1.000000 
Table 20 Correlation Matrix of the Independent Variables 
 
From the correlation matrix above we can observe that the correlation between the explanatory variables is 
very weak and equal to 0.11, thus we can easily deduce that there is no multicollinearity among the 
independent variables. Hence, the 4
th
 assumption is valid in our regression model. 
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Assumption 5:    ~ N(0,  
 )                       
The 5
th
 and last assumption states the distribution of the residuals should be the normal. A normal 
distribution is not skewed and is defined to have a coefficient of kurtosis of three, where skewness and 
kurtosis are the third and fourth moments of a distribution, respectively (Brooks, 2009). It should be 
mentioned, however, that in statistics, instead of the kurtosis, we generally calculate the excess kurtosis 
which is equal to the kurtosis minus three, hence, in a normal distribution the excess kurtosis is zero. 
The main test used for normality is the Jarque-Bera (JB) test. Jarque and Bera implemented this in order to 
test the residuals for normality by checking whether the coefficient of skewness and the coefficient of 
excess kurtosis are mutually zero. The two hypotheses of the test are: 
H0:   ~ N(0,   )               versus              Ha: The residuals do not follow the normal distribution 
Running the test, we come up with the following table along with the corresponding histogram: 
 
Figure 18 Histogram and Statistics of the Residuals 
 
As we can observe from the table above, the histogram resembles the normal distribution, however, this is 
nothing more than a claim that it is only based on visual intuition, hence, not credible. For this reason, we 
ran the JB test in order check the normality assumption. According to the JB test, we reject the null 
hypothesis, since the p-value is lower than 5%, thus, the residuals do not follow the normal distribution. 
Nevertheless, sample sizes that are relatively large (above thirty observations), violation of the normality 
assumption is not important, since, according to the central limit theorem (CLT), the test statistics will 
asymptotically follow the normal distribution.  
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Moreover, the shortcomings of JB arise due to the existence of extreme outliers that cause a rejection of 
the normality assumption. A way to tackle this issue is to remove the extreme values of the residuals and 
run the JB test again. In order to do so, we removed from our model the 10% of the extreme residual 
values and ran the JB test again. The output can be observed at the following table: 
 
Figure 19 Histogram and Statistics of the Residuals 
As we can see from the table above, according to the JB test, after removing the extreme outliers, we do 
not reject the null hypothesis, since the p-value is now greater than 5%, thus, we deduce that the residuals 
follow the normal distribution.  
Summing up, we can safely say that all of the five principal assumptions are met in our case. Thus, we can 
legitimately use OLS estimators in order to estimate the regression model. 
 
7.4 Summary 
 
At this chapter, we performed an extensive econometric and statistical analysis. Firstly, we secured 
stationarity for all of our variables by running unit root and stationarity tests. Stationarity is of major 
importance in econometrics, since conducting an analysis with non-stationary variables may lead to wrong 
and spurious conclusions. Further on, after ensuring stationarity, we estimated a regression model with the 
Ordinary Least Squares (OLS) method, where the dependent variable was the returns of Dow Jones 
Global Shipping Index (R_DJGSH) and the independent variables were the returns of Baltic Dry Index 
(R_BDI) and the returns of Crude Oil Index (R_CLC1). The regression model exhibited and R
2 
of, 
approximately, 20%. Finally, we ran statistical tests in order check if the 5 principal assumptions that 
justify the use of OLS estimators method are valid in our investigation. We concluded that all of the 
assumptions are met. 
0
5
10
15
20
25
30
35
40
-0.06 -0.04 -0.02 0.00 0.02 0.04 0.06
Series: RESIDUALS_90_
Sample 1 464
Observations 464
Mean       0.000207
Median   0.000828
Maximum  0.067239
Minimum -0.068640
Std. Dev.   0.027625
Skewness  -0.246214
Kurtosis   2.842302
Jarque-Bera  5.168859
Probability  0.075439
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8. Conclusions 
 
The main purpose of this dissertation, after providing an extensive review with respect to the major 
characteristics of the maritime industry, was to examine, analyze and explain the extent of which the 
freight rates affect the stock performance of shipping companies. We expected a positive relationship 
between these two variables. In more detail, we expected that the higher the price of freights the better the 
stock performance of the shipping companies. The results that came up after the analysis confirmed the 
aforementioned positive relationship; the elasticity of the shipping index with respect to the freight rates 
was equal to 0.13, hence, an increase in the freight rates of 10% leads to an increase of the shipping index 
to 1.3%. The coefficient of freight rates (independent variable) is significant at 5% confidence interval and 
the R-squared is 6.9%, meaning that 6.9% of the variability of the dependent variable (Dow Jones Global 
Shipping Index) is explained from the independent variable. Moreover, the regression model is also 
significant in total since the p-value of the F-statistic is almost zero.  
 
Furthermore, we also wanted to check if the addition of one more variable, this of the returns of the Crude 
Oil index would help us exploit stronger conclusions, since the R-squared of 6.9% of the initial model was 
quite low. The addition of this extra variable led to a better interpretation and amplified our results; the 
results that came up showed that the Dow Jones Global Shipping Index is affected significantly in a 
positive way from freight rates and crude oil; the elasticity of the shipping index with respect to the freight 
rates is equal to 0.12. This means that there is a positive relationship between the two variables and an 
increase in the freight rates of 10% will lead to an increase of the shipping index to 1.2%. Moreover, we 
also observed that the elasticity of the shipping index with respect to crude oil prices is equal to 0.32, 
hence, an increase in the price of crude oil of 10% leads to an increase of the shipping index to 3.2%. In 
addition, the R-squared of the new model
 
rose from 6.9% to 19%.  
 
Despite the fact that we can exploit stronger conclusions from the second model, at first glance, the 
positive relationship between the shipping index and the crude oil is a paradox. One would expect that an 
increase in the crude oil prices would cause higher operating costs of transportation; this would instigate a 
decrease in the profits of shipping companies and, eventually, lead to a drop to the shipping companies‟ 
stock prices. Thus, we would expect a negative relationship between the shipping index and crude oil. 
However, the reason of the occurrence of this positive relationship lies in macroeconomic factors; Oil 
prices are often a reflection of demand for consumer goods around the world (unless we are talking about 
jumps in the price and temporary shocks), which creates a double effect for the shipper, i.e., when demand 
goes up, oil prices increase, and when demand goes down, oil prices decrease.  
 
When economic conditions are good (e.g. just like before the 2008 crisis), we observe an upswing in the 
demand for transportation, hence, a surge in the demand for oil which leads to an increase in oil prices. 
However at the same time, good economic conditions lead at to an even greater surge in freight rates, 
resulting to an increase in the profitability of the shipping companies (despite the increase in oil prices) 
and, eventually, to an increase in the shipping companies‟ stock prices. 
 
On the other hand, when economic conditions are weak (e.g. just like after the 2008 crisis), we observe a 
decrease in the prices of oil, and at the same time, an even greater decrease in freight rates, hence, a drop 
in the profitability of the shipping companies (despite the decrease in oil prices) and, eventually, a 
decrease in the shipping companies‟ stock prices. 
 
This dissertation should be considered beneficial to investors who are seeking invest on shipping 
companies, since they should be aware how the stock performance fluctuates. 
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10. Appendix 
 
Econometric Unit Root And Stationarity Tests: 
BDI 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Null Hypothesis: C_BDI is stationary  
Exogenous: Constant   
Bandwidth: 17 (Newey-West automatic) using Bartlett kernel 
     
         LM-Stat. 
     
     Kwiatkowski-Phillips-Schmidt-Shin test statistic  1.790609 
Asymptotic critical values*: 1% level   0.739000 
  5% level   0.463000 
  10% level   0.347000 
     
     *Kwiatkowski-Phillips-Schmidt-Shin (1992, Table 1)  
     
     
     Residual variance (no correction)  6811291. 
HAC corrected variance (Bartlett kernel)  1.13E+08 
     
          
     
KPSS Test Equation   
Dependent Variable: C_BDI   
Method: Least Squares   
Date: 12/18/16   Time: 03:31   
Sample: 9/29/2006 9/23/2016   
Included observations: 517   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 2583.673 114.8920 22.48784 0.0000 
     
     R-squared 0.000000    Mean dependent var 2583.673 
Adjusted R-squared 0.000000    S.D. dependent var 2612.373 
S.E. of regression 2612.373    Akaike info criterion 18.57584 
Sum squared resid 3.52E+09    Schwarz criterion 18.58405 
Log likelihood -4800.854    Hannan-Quinn criter. 18.57906 
Durbin-Watson stat 0.011152    
     
     
 
Null Hypothesis: D(C_BDI) has a unit root  
Exogenous: Constant   
Lag Length: 3 (Automatic - based on SIC, maxlag=14) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -9.105388  0.0000 
Test critical values: 1% level  -3.442894  
 5% level  -2.866965  
 10% level  -2.569721  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(C_BDI,2)  
Method: Least Squares   
Date: 12/18/16   Time: 03:32   
Sample (adjusted): 11/03/2006 9/23/2016  
Included observations: 512 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(C_BDI(-1)) -0.544774 0.059830 -9.105388 0.0000 
D(C_BDI(-1),2) -0.223415 0.060704 -3.680382 0.0003 
D(C_BDI(-2),2) -0.049258 0.055520 -0.887222 0.3754 
D(C_BDI(-3),2) 0.152972 0.043852 3.488356 0.0005 
C -3.020258 11.22536 -0.269057 0.7880 
     
     R-squared 0.408660    Mean dependent var 0.343750 
Adjusted R-squared 0.403995    S.D. dependent var 328.8210 
S.E. of regression 253.8544    Akaike info criterion 13.92112 
Sum squared resid 32672123    Schwarz criterion 13.96251 
Log likelihood -3558.806    Hannan-Quinn criter. 13.93734 
F-statistic 87.59366    Durbin-Watson stat 2.003646 
Prob(F-statistic) 0.000000    
     
     
 
Null Hypothesis: R_BDI has a unit root  
Exogenous: Constant   
Lag Length: 0 (Automatic - based on SIC, maxlag=14) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -14.25823  0.0000 
Test critical values: 1% level  -3.442820  
 5% level  -2.866933  
 10% level  -2.569703  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(R_BDI)   
Method: Least Squares   
Date: 12/18/16   Time: 03:33   
Sample (adjusted): 10/13/2006 9/23/2016  
Included observations: 515 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     R_BDI(-1) -0.571130 0.040056 -14.25823 0.0000 
C 0.000968 0.003681 0.262936 0.7927 
     
     R-squared 0.283817    Mean dependent var 0.000332 
Adjusted R-squared 0.282421    S.D. dependent var 0.098616 
S.E. of regression 0.083538    Akaike info criterion -2.123160 
Sum squared resid 3.580000    Schwarz criterion -2.106678 
Log likelihood 548.7137    Hannan-Quinn criter. -2.116701 
F-statistic 203.2971    Durbin-Watson stat 2.066911 
Prob(F-statistic) 0.000000    
     
     
 
Null Hypothesis: C_BDI has a unit root  
Exogenous: Constant   
Lag Length: 4 (Automatic - based on SIC, maxlag=14) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -2.018745  0.2788 
Test critical values: 1% level  -3.442894  
 5% level  -2.866965  
 10% level  -2.569721  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(C_BDI)   
Method: Least Squares   
Date: 12/18/16   Time: 03:30   
Sample (adjusted): 11/03/2006 9/23/2016  
Included observations: 512 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C_BDI(-1) -0.008742 0.004330 -2.018745 0.0440 
D(C_BDI(-1)) 0.231360 0.043767 5.286219 0.0000 
D(C_BDI(-2)) 0.177129 0.044052 4.020896 0.0001 
D(C_BDI(-3)) 0.208122 0.044093 4.720070 0.0000 
D(C_BDI(-4)) -0.143593 0.043966 -3.266000 0.0012 
C 19.60928 15.84003 1.237957 0.2163 
     
     R-squared 0.172873    Mean dependent var -5.939453 
Adjusted R-squared 0.164700    S.D. dependent var 276.9175 
S.E. of regression 253.0880    Akaike info criterion 13.91700 
Sum squared resid 32411083    Schwarz criterion 13.96667 
Log likelihood -3556.752    Hannan-Quinn criter. 13.93647 
F-statistic 21.15129    Durbin-Watson stat 2.001050 
Prob(F-statistic) 0.000000    
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CLC1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: C_CLC1 has a unit root  
Exogenous: Constant   
Lag Length: 0 (Automatic - based on SIC, maxlag=14) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -1.517227  0.5243 
Test critical values: 1% level  -3.442795  
 5% level  -2.866922  
 10% level  -2.569697  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(C_CLC1)   
Method: Least Squares   
Date: 12/18/16   Time: 03:34   
Sample (adjusted): 10/06/2006 9/23/2016  
Included observations: 516 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C_CLC1(-1) -0.010347 0.006819 -1.517227 0.1298 
C 0.782255 0.562168 1.391496 0.1647 
     
     R-squared 0.004459    Mean dependent var -0.035717 
Adjusted R-squared 0.002522    S.D. dependent var 3.623393 
S.E. of regression 3.618822    Akaike info criterion 5.414042 
Sum squared resid 6731.277    Schwarz criterion 5.430500 
Log likelihood -1394.823    Hannan-Quinn criter. 5.420492 
F-statistic 2.301979    Durbin-Watson stat 1.919956 
Prob(F-statistic) 0.129824    
     
     
 
Null Hypothesis: C_CLC1 is stationary  
Exogenous: Constant   
Bandwidth: 17 (Newey-West automatic) using Bartlett kernel 
     
         LM-Stat. 
     
     Kwiatkowski-Phillips-Schmidt-Shin test statistic  0.408894 
Asymptotic critical values*: 1% level   0.739000 
  5% level   0.463000 
  10% level   0.347000 
     
     *Kwiatkowski-Phillips-Schmidt-Shin (1992, Table 1)  
     
     
     Residual variance (no correction)  546.9893 
HAC corrected variance (Bartlett kernel)  8729.147 
     
          
     
KPSS Test Equation   
Dependent Variable: C_CLC1   
Method: Least Squares   
Date: 12/18/16   Time: 03:35   
Sample: 9/29/2006 9/23/2016   
Included observations: 517   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 78.98954 1.029591 76.71937 0.0000 
     
     R-squared 0.000000    Mean dependent var 78.98954 
Adjusted R-squared 0.000000    S.D. dependent var 23.41045 
S.E. of regression 23.41045    Akaike info criterion 9.146175 
Sum squared resid 282793.5    Schwarz criterion 9.154391 
Log likelihood -2363.286    Hannan-Quinn criter. 9.149394 
Durbin-Watson stat 0.023912    
     
     
 
Null Hypothesis: D(C_CLC1) has a unit root  
Exogenous: Constant   
Lag Length: 0 (Automatic - based on SIC, maxlag=14) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -21.91543  0.0000 
Test critical values: 1% level  -3.442820  
 5% level  -2.866933  
 10% level  -2.569703  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(C_CLC1,2)  
Method: Least Squares   
Date: 12/18/16   Time: 03:35   
Sample (adjusted): 10/13/2006 9/23/2016  
Included observations: 515 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(C_CLC1(-1)) -0.966510 0.044102 -21.91543 0.0000 
C -0.028377 0.159781 -0.177600 0.8591 
     
     R-squared 0.483533    Mean dependent var 0.008932 
Adjusted R-squared 0.482526    S.D. dependent var 5.040339 
S.E. of regression 3.625802    Akaike info criterion 5.417904 
Sum squared resid 6744.124    Schwarz criterion 5.434386 
Log likelihood -1393.110    Hannan-Quinn criter. 5.424364 
F-statistic 480.2863    Durbin-Watson stat 2.001598 
Prob(F-statistic) 0.000000    
     
     
 
Null Hypothesis: R_CLC1 has a unit root  
Exogenous: Constant   
Lag Length: 0 (Automatic - based on SIC, maxlag=14) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -23.54648  0.0000 
Test critical values: 1% level  -3.442820  
 5% level  -2.866933  
 10% level  -2.569703  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(R_CLC1)   
Method: Least Squares   
Date: 12/18/16   Time: 03:37   
Sample (adjusted): 10/13/2006 9/23/2016  
Included observations: 515 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     R_CLC1(-1) -1.038277 0.044095 -23.54648 0.0000 
C 0.000809 0.002280 0.354865 0.7228 
     
     R-squared 0.519409    Mean dependent var 0.000163 
Adjusted R-squared 0.518473    S.D. dependent var 0.074555 
S.E. of regression 0.051735    Akaike info criterion -3.081485 
Sum squared resid 1.373055    Schwarz criterion -3.065003 
Log likelihood 795.4823    Hannan-Quinn criter. -3.075025 
F-statistic 554.4366    Durbin-Watson stat 2.002013 
Prob(F-statistic) 0.000000    
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DJGSH 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: C_DJGSH has a unit root  
Exogenous: Constant   
Lag Length: 0 (Automatic - based on SIC, maxlag=14) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -1.159254  0.6933 
Test critical values: 1% level  -3.442795  
 5% level  -2.866922  
 10% level  -2.569697  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(C_DJGSH)  
Method: Least Squares   
Date: 12/18/16   Time: 03:38   
Sample (adjusted): 10/06/2006 9/23/2016  
Included observations: 516 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C_DJGSH(-1) -0.006350 0.005478 -1.159254 0.2469 
C 5.038130 5.703615 0.883322 0.3775 
     
     R-squared 0.002608    Mean dependent var -1.107965 
Adjusted R-squared 0.000667    S.D. dependent var 47.78638 
S.E. of regression 47.77044    Akaike info criterion 10.57456 
Sum squared resid 1172956.    Schwarz criterion 10.59102 
Log likelihood -2726.236    Hannan-Quinn criter. 10.58101 
F-statistic 1.343871    Durbin-Watson stat 1.953784 
Prob(F-statistic) 0.246891    
     
     
 
Null Hypothesis: C_DJGSH is stationary  
Exogenous: Constant   
Bandwidth: 17 (Newey-West automatic) using Bartlett kernel 
     
         LM-Stat. 
     
     Kwiatkowski-Phillips-Schmidt-Shin test statistic  1.525570 
Asymptotic critical values*: 1% level   0.739000 
  5% level   0.463000 
  10% level   0.347000 
     
     *Kwiatkowski-Phillips-Schmidt-Shin (1992, Table 1)  
     
     
     Residual variance (no correction)  147518.6 
HAC corrected variance (Bartlett kernel)  2468522. 
     
          
     
KPSS Test Equation   
Dependent Variable: C_DJGSH   
Method: Least Squares   
Date: 12/18/16   Time: 03:39   
Sample: 9/29/2006 9/23/2016   
Included observations: 517   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 966.9242 16.90825 57.18655 0.0000 
     
     R-squared 0.000000    Mean dependent var 966.9242 
Adjusted R-squared 0.000000    S.D. dependent var 384.4535 
S.E. of regression 384.4535    Akaike info criterion 14.74346 
Sum squared resid 76267120    Schwarz criterion 14.75167 
Log likelihood -3810.183    Hannan-Quinn criter. 14.74667 
Durbin-Watson stat 0.015428    
     
     
 
Null Hypothesis: D(C_DJGSH) has a unit root  
Exogenous: Constant   
Lag Length: 0 (Automatic - based on SIC, maxlag=14) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -22.21397  0.0000 
Test critical values: 1% level  -3.442820  
 5% level  -2.866933  
 10% level  -2.569703  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(C_DJGSH,2)  
Method: Least Squares   
Date: 12/18/16   Time: 03:40   
Sample (adjusted): 10/13/2006 9/23/2016  
Included observations: 515 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(C_DJGSH(-1)) -0.980628 0.044145 -22.21397 0.0000 
C -1.073212 2.109976 -0.508637 0.6112 
     
     R-squared 0.490293    Mean dependent var 0.036117 
Adjusted R-squared 0.489299    S.D. dependent var 66.98480 
S.E. of regression 47.86957    Akaike info criterion 10.57871 
Sum squared resid 1175537.    Schwarz criterion 10.59520 
Log likelihood -2722.019    Hannan-Quinn criter. 10.58517 
F-statistic 493.4604    Durbin-Watson stat 2.002693 
Prob(F-statistic) 0.000000    
     
     
 
Null Hypothesis: R_DJGSH has a unit root  
Exogenous: Constant   
Lag Length: 0 (Automatic - based on SIC, maxlag=14) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -23.61945  0.0000 
Test critical values: 1% level  -3.442820  
 5% level  -2.866933  
 10% level  -2.569703  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(R_DJGSH)  
Method: Least Squares   
Date: 12/18/16   Time: 03:40   
Sample (adjusted): 10/13/2006 9/23/2016  
Included observations: 515 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     R_DJGSH(-1) -1.042113 0.044121 -23.61945 0.0000 
C -0.000349 0.002079 -0.167702 0.8669 
     
     R-squared 0.520954    Mean dependent var 5.74E-05 
Adjusted R-squared 0.520020    S.D. dependent var 0.068092 
S.E. of regression 0.047174    Akaike info criterion -3.266063 
Sum squared resid 1.141633    Schwarz criterion -3.249581 
Log likelihood 843.0112    Hannan-Quinn criter. -3.259604 
F-statistic 557.8786    Durbin-Watson stat 1.995018 
Prob(F-statistic) 0.000000    
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Regression Outputs: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Dependent Variable: R_DJGSH   
Method: Least Squares   
Date: 12/18/16   Time: 03:41   
Sample (adjusted): 10/06/2006 9/23/2016  
Included observations: 516 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -0.000542 0.002003 -0.270365 0.7870 
R_BDI 0.134967 0.021739 6.208569 0.0000 
     
     R-squared 0.069761    Mean dependent var -0.000346 
Adjusted R-squared 0.067951    S.D. dependent var 0.047125 
S.E. of regression 0.045496    Akaike info criterion -3.338516 
Sum squared resid 1.063921    Schwarz criterion -3.322058 
Log likelihood 863.3372    Hannan-Quinn criter. -3.332067 
F-statistic 38.54632    Durbin-Watson stat 2.102904 
Prob(F-statistic) 0.000000    
     
     
 
Dependent Variable: R_DJGSH   
Method: Least Squares   
Date: 12/18/16   Time: 03:42   
Sample (adjusted): 10/06/2006 9/23/2016  
Included observations: 516 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -0.000732 0.001871 -0.391540 0.6956 
R_BDI 0.115894 0.020417 5.676406 0.0000 
R_CLC1 0.318298 0.036405 8.743352 0.0000 
     
     R-squared 0.190405    Mean dependent var -0.000346 
Adjusted R-squared 0.187249    S.D. dependent var 0.047125 
S.E. of regression 0.042485    Akaike info criterion -3.473548 
Sum squared resid 0.925940    Schwarz criterion -3.448861 
Log likelihood 899.1754    Hannan-Quinn criter. -3.463874 
F-statistic 60.32522    Durbin-Watson stat 2.105319 
Prob(F-statistic) 0.000000    
     
     
 
Dependent Variable: R_DJGSH   
Method: Stepwise Regression   
Date: 12/18/16   Time: 03:43   
Sample (adjusted): 10/06/2006 9/23/2016  
Included observations: 516 after adjustments  
No always included regressors   
Number of search regressors: 2  
Selection method: Stepwise forwards  
Stopping criterion: p-value forwards/backwards = 0.5/0.5 
     
     Variable Coefficient Std. Error t-Statistic Prob.*   
     
     R_CLC1 0.318132 0.036372 8.746585 0.0000 
R_BDI 0.115779 0.020398 5.676026 0.0000 
     
     R-squared 0.190163    Mean dependent var -0.000346 
Adjusted R-squared 0.188588    S.D. dependent var 0.047125 
S.E. of regression 0.042450    Akaike info criterion -3.477125 
Sum squared resid 0.926216    Schwarz criterion -3.460667 
Log likelihood 899.0983    Hannan-Quinn criter. -3.470676 
Durbin-Watson stat 2.104756    
     
      Selection Summary   
     
     Added R_CLC1    
Added R_BDI    
     
     *Note: p-values and subsequent tests do not account for stepwise 
        selection.   
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Assumptions Diagnostics:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Heteroskedasticity Test: Breusch-Pagan-Godfrey 
     
     F-statistic 2.591185    Prob. F(2,513) 0.0759 
Obs*R-squared 5.160545    Prob. Chi-Square(2) 0.0758 
Scaled explained SS 15.04315    Prob. Chi-Square(2) 0.0005 
     
          
Test Equation:    
Dependent Variable: RESID^2   
Method: Least Squares   
Date: 12/17/16   Time: 22:05   
Sample: 10/06/2006 9/23/2016   
Included observations: 516   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.001803 0.000191 9.415705 0.0000 
R_BDI -0.003482 0.002090 -1.666170 0.0963 
R_CLC1 -0.005084 0.003727 -1.364312 0.1731 
     
     R-squared 0.010001    Mean dependent var 0.001794 
Adjusted R-squared 0.006141    S.D. dependent var 0.004362 
S.E. of regression 0.004349    Akaike info criterion -8.031963 
Sum squared resid 0.009703    Schwarz criterion -8.007276 
Log likelihood 2075.246    Hannan-Quinn criter. -8.022289 
F-statistic 2.591185    Durbin-Watson stat 1.249363 
Prob(F-statistic) 0.075912    
     
     
 
Breusch-Godfrey Serial Correlation LM Test:  
     
     F-statistic 0.939553    Prob. F(2,511) 0.3915 
Obs*R-squared 1.890540    Prob. Chi-Square(2) 0.3886 
     
          
Test Equation:    
Dependent Variable: RESID   
Method: Least Squares   
Date: 12/17/16   Time: 23:39   
Sample: 10/06/2006 9/23/2016   
Included observations: 516   
Presample missing value lagged residuals set to zero. 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 1.87E-06 0.001871 0.001001 0.9992 
R_BDI 0.001984 0.020488 0.096844 0.9229 
R_CLC1 -0.008048 0.037069 -0.217103 0.8282 
RESID(-1) -0.052161 0.044395 -1.174925 0.2406 
RESID(-2) 0.029755 0.044902 0.662667 0.5078 
     
     R-squared 0.003664    Mean dependent var 3.03E-19 
Adjusted R-squared -0.004135    S.D. dependent var 0.042402 
S.E. of regression 0.042490    Akaike info criterion -3.469467 
Sum squared resid 0.922547    Schwarz criterion -3.428322 
Log likelihood 900.1224    Hannan-Quinn criter. -3.453343 
F-statistic 0.469776    Durbin-Watson stat 1.993499 
Prob(F-statistic) 0.757942    
     
     
 
Hypothesis Testing for RESID  
Date: 12/20/16   Time: 23:47  
Sample (adjusted): 10/06/2006 9/23/2016 
Included observations: 516 after adjustments 
Test of Hypothesis: Mean =  0.000000  
    
    Sample Mean =  3.03e-19  
Sample Std. Dev. =  0.042402  
    
Method Value Probability 
t-statistic 1.62E-16 1.0000 
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Standardized Residuals
Heteroskedasticity Test: Breusch-Pagan-Godfrey 
     
     F-statistic 2.591185    Prob. F(2,513) 0.0759 
Obs*R-squared 5.160545    Prob. Chi-Square(2) 0.0758 
Scaled explained SS 15.04315    Prob. Chi-Square(2) 0.0005 
     
          
Test Equation:    
Dependent Variable: RESID^2   
Method: Least Squares   
Date: 12/17/16   Time: 22:05   
Sample: 10/06/2006 9/23/2016   
Included observations: 516   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.001803 0.000191 9.415705 0.0000 
R_BDI -0.003482 0.002090 -1.666170 0.0963 
R_CLC1 -0.005084 0.003727 -1.364312 0.1731 
     
     R-squared 0.010001    Mean dependent var 0.001794 
Adjusted R-squared 0.006141    S.D. dependent var 0.004362 
S.E. of regression 0.004349    Akaike info criterion -8.031963 
Sum squared resid 0.009703    Schwarz criterion -8.007276 
Log likelihood 2075.246    Hannan-Quinn criter. -8.022289 
F-statistic 2.591185    Durbin-Watson stat 1.249363 
Prob(F-statistic) 0.075912    
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Series: Residuals
Sample 10/06/2006 9/23/2016
Observations 516
Mean       3.03e-19
Median   0.000828
Maximum  0.186369
Minimum -0.201455
Std. Dev.   0.042402
Skewness  -0.174810
Kurtosis   6.898449
Jarque-Bera  329.3830
Probability  0.000000
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Series: RESIDUALS_90_
Sample 1 464
Observations 464
Mean       0.000207
Median   0.000828
Maximum  0.067239
Minimum -0.068640
Std. Dev.   0.027625
Skewness  -0.246214
Kurtosis   2.842302
Jarque-Bera  5.168859
Probability  0.075439
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