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Abstract
This is a detailed summary of the author’s (rather longer) book [35].
We introduce a 2-category dMan of d-manifolds, new geometric objects
which are ‘derived’ smooth manifolds, in the sense of the ‘derived alge-
braic geometry’ of Toe¨n and Lurie. Manifolds Man embed in dMan
as a full (2-)subcategory. There are also 2-categories dManb,dManc
of d-manifolds with boundary and with corners, and orbifold versions
dOrb,dOrb
b
,dOrb
c of all of these, d-orbifolds.
Much of differential geometry extends very nicely to d-manifolds and d-
orbifolds — immersions, submersions, submanifolds, transverse fibre prod-
ucts, orientations, bordism groups, etc. Compact oriented d-manifolds
and d-orbifolds have virtual classes. Boundaries of d-manifolds and d-
orbifolds with corners behave in a functorial way.
Many important areas of geometry involve forming moduli spaces M
of geometric objects, and ‘counting’ them to get an enumerative invariant,
or a more general structure in homological algebra, such as a Floer homol-
ogy theory. These areas include Donaldson invariants and Seiberg–Witten
invariants of 4-manifolds, Donaldson–Thomas invariants of Calabi–Yau
3-folds, Gromov–Witten invariants in both algebraic and symplectic ge-
ometry, and Lagrangian Floer cohomology, Fukaya categories, contact ho-
mology, and Symplectic Field Theory in symplectic geometry.
In all these areas, one first defines an appropriate geometric structure
on M, and then applies a ‘virtual class’ or ‘virtual chain’ construction to
do the ‘counting’ and define the invariants. The geometric structures used
for this purpose include C-schemes and Deligne–Mumford C-stacks with
perfect obstruction theories in complex algebraic geometry, and polyfolds
and Kuranishi spaces in symplectic geometry.
There are truncation functors from all of these classes of geometric
structures on M to d-manifolds or d-orbifolds, with or without corners.
There are also truncation functors from quasi-smooth derived C-schemes
and Spivak’s derived manifolds to d-manifolds. As a result, all the areas
of geometry above involving ‘counting’ moduli spaces can be rewritten in
terms of d-manifolds and d-orbifolds. This will lead to new results and
simplifications of existing proofs, particularly in areas involving moduli
spaces with boundary and corners.
A (rather shorter) survey paper on the book, focussing on d-manifolds
without boundary, is [36].
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1 Introduction
This is a summary of the author’s (rather longer) book [35] on ‘D-manifolds and
d-orbifolds: a theory of derived differential geometry’. A (rather shorter) survey
paper on the book, focussing on d-manifolds without boundary, is [36], and
readers just wanting a general overview of the theory are advised to read [36].
In this paper we aim to provide a fairly complete coverage of the main
definitions and results of [35], omitting almost all proofs and some more abstruse
technical details, which is suitable to be the primary reference for those wanting
to use d-manifolds and d-orbifolds in their own research.
We develop a new theory of ‘derived differential geometry’. The objects in
this theory are d-manifolds, ‘derived’ versions of smooth manifolds, which form
a (strict) 2-category dMan. There are also 2-categories of d-manifolds with
boundary dManb and d-manifolds with corners dManc, and orbifold versions
of all these, d-orbifolds dOrb,dOrbb,dOrbc.
Here ‘derived’ is intended in the sense of derived algebraic geometry. The
original motivating idea for derived algebraic geometry, as in Kontsevich [38]
for instance, was that certain moduli schemes M appearing in enumerative in-
variant problems may be very singular as schemes. However, it may be natural
to realize M as a truncation of some ‘derived’ moduli space M, a new kind
of geometric object living in a higher category. The geometric structure onM
should encode the full deformation theory of the moduli problem, the obstruc-
tions as well as the deformations. It was hoped thatM would be ‘smooth’, and
so in some sense simpler than its truncation M.
Early work in derived algebraic geometry focussed on dg-schemes, as in
Ciocan-Fontanine and Kapranov [14]. These have largely been replaced by
the derived stacks of Toe¨n and Vezzosi [56–58], and the structured spaces of
Lurie [40–42]. Derived differential geometry aims to generalize these ideas to
differential geometry and smooth manifolds. A brief note about it can be found
in Lurie [42, §4.5]; the ideas are worked out in detail by Lurie’s student David
Spivak [53], who defines an ∞-category of derived manifolds.
The author came to these questions from a different direction, symplectic
geometry. Many important areas in symplectic geometry involve forming mod-
uli spaces Mg,m(X, J, β) of J-holomorphic curves in some symplectic manifold
(X,ω), possibly with boundary in a Lagrangian Y , and then ‘counting’ these
moduli spaces to get ‘invariants’ with interesting properties. Such areas include
Gromov–Witten invariants (open and closed), Lagrangian Floer cohomology,
Symplectic Field Theory, contact homology, and Fukaya categories.
To do this ‘counting’, one needs to put a suitable geometric structure on
Mg,m(X, J, β) — something like the ‘derived’ moduli spacesM above — and
use this to define a ‘virtual class’ or ‘virtual chain’ in Z,Q or some homology
theory. Two alternative theories for geometric structures to put on moduli
spaces Mg,m(X, J, β) are the Kuranishi spaces of Fukaya, Oh, Ohta and Ono
[19, 20] and the polyfolds of Hofer, Wysocki and Zehnder [22–27].
The philosophies of Kuranishi spaces and of polyfolds are in a sense opposite:
Kuranishi spaces remember only the minimal information needed to form virtual
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chains, but polyfolds remember a huge amount more information, essentially a
complete description of the functional-analytic problem which gives rise to the
moduli space. There is a truncation functor from polyfolds to Kuranishi spaces.
The theory of Kuranishi spaces in [19, 20] does not go far — they define
Kuranishi spaces, and construct virtual cycles upon them, but they do not
define morphisms between Kuranishi spaces, for instance. The author tried to
study and work with Kuranishi spaces as geometric spaces in their own right,
but ran into problems, and became convinced that a new definition was needed.
Upon reading Spivak’s theory of derived manifolds [53], it became clear that
some form of ‘derived differential geometry’ was required: Kuranishi spaces in
the sense of [19, §A] ought to be defined to be ‘derived orbifolds with corners’.
The purpose of [35], summarized here, is to build a comprehensive, rigorous
theory of derived differential geometry designed for applications in symplectic
geometry, and other areas of mathematics such as String Topology.
As the moduli spaces of interest in the symplectic geometry of Lagrangian
submanifolds should be ‘derived orbifolds with corners’, it was necessary that
this theory should cover not just derived manifolds without boundary, but also
derived manifolds and derived orbifolds with boundary and with corners. It
turns out that doing ‘things with corners’ properly is a complex, fascinating,
and hitherto almost unexplored area. This has added considerably to the length
of the project: the parts (sections 2–4 and Appendix A) dealing with d-manifolds
without boundary are only a quarter of the whole.
The author wants the theory to be easily usable by symplectic geometers,
and others who are not specialists in derived algebraic geometry. In applications,
much of the theory can be treated as a ‘black box’, as they do not require a
detailed understanding of what a d-manifold or d-orbifold really is, but only a
general idea, plus a list of useful properties of the 2-categories dMan,dOrb.
Our theory of derived differential geometry has a major simplification com-
pared to the derived algebraic geometry of Toe¨n and Vezzosi [56–58] and Lurie
[40–42], and the derived manifolds of Spivak [53]. All of the ‘derived’ spaces
in [40–42, 53, 56–58] form some kind of ∞-category (simplicial category, model
category, Segal category, quasicategory, . . . ). In contrast, our d-manifolds and
d-orbifolds form (strict) 2-categories dMan, . . . ,dOrbc, which are the simplest
and most friendly kind of higher category.
Furthermore, the ∞-categories in [40–42, 53, 56–58] are usually formed by
localization (inversion of some class of morphisms), so the (higher) morphisms in
the resulting∞-category are difficult to describe and work with. But the 1- and
2-morphisms in dMan, . . . ,dOrbc are defined explicitly, without localization.
The essence of our simplification is this. Consider a ‘derived’ moduli space
M of some objects E, e.g. vector bundles on some C-scheme X . One expects
M to have a ‘cotangent complex’ LM, a complex in some derived category
with cohomology hi(LM)|E ∼= Ext
1−i(E,E)∗ for i ∈ Z. In general, LM can
have nontrivial cohomology in many negative degrees, and because of this such
objectsM must form an ∞-category to properly describe their geometry.
However, the moduli spaces relevant to enumerative invariant problems are
of a restricted kind: one considers only M such that LM has nontrivial coho-
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mology only in degrees −1, 0, where h0(LM) encodes the (dual of the) deforma-
tions Ext1(E,E)∗, and h−1(LM) the (dual of the) obstructions Ext
2(E,E)∗.
As in Toe¨n [56, §4.4.3], such derived spaces are called quasi-smooth, and this is
a necessary condition onM for the construction of a virtual fundamental class.
Our construction of d-manifolds replaces complexes in a derived category
Db coh(M) with a 2-category of complexes in degrees −1, 0 only. For general
M this loses a lot of information, but for quasi-smoothM, since LM is concen-
trated in degrees −1, 0, the important information is retained. In the language
of dg-schemes, this corresponds to working with a subclass of derived schemes
whose dg-algebras are of a special kind: they are 2-step supercommutative dg-
algebras A−1
d
−→A0 such that d(A−1) ·A−1 = 0. Then d(A−1) is a square zero
ideal in A0, and A−1 is a module over H0
(
A−1
d
−→A0
)
.
An important reason why this 2-category style derived geometry works suc-
cessfully in our differential-geometric context is the existence of partitions of
unity on smooth manifolds, and on nice C∞-schemes. This means that (derived)
structure sheaves are ‘fine’ or ‘soft’, which simplifies their behaviour. Parti-
tions of unity are also essential for constructions such as gluing d-manifolds by
equivalences on open d-subspaces in dMan. In conventional derived algebraic
geometry, where partitions of unity do not exist, one needs the extra freedom
of an ∞-category to glue by equivalences.
Throughout the paper, following [35], we will consistently use different type-
faces to indicate different classes of geometrical objects. In particular:
• W,X, Y, . . . will denote manifolds (of any kind), or topological spaces.
• W,X, Y , . . . will denote C∞-schemes.
• W,X,Y , . . . will denote d-spaces, including d-manifolds.
• W ,X ,Y, . . . will denote Deligne–Mumford C∞-stacks, including orbifolds.
• W ,X ,Y , . . . will denote d-stacks, including d-orbifolds.
• W,X,Y, . . . will denote d-spaces with corners, including d-manifolds with
corners.
• W,X,Y, . . . will denote orbifolds with corners.
• W,X,Y, . . . will denote d-stacks with corners, including d-orbifolds with
corners.
Acknowledgements. My particular thanks to Dennis Borisov, Jacob Lurie and
Bertrand Toe¨n for help with derived manifolds. I would also like to thank
Manabu Akaho, Tom Bridgeland, Kenji Fukaya, Hiroshi Ohta, Kauru Ono, and
Timo Schu¨rg for useful conversations.
2 C∞-rings and C∞-schemes
If X is a manifold then the R-algebra C∞(X) of smooth functions c : X → R
is a C∞-ring. That is, for each smooth function f : Rn → R there is an n-fold
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operation Φf : C
∞(X)n → C∞(X) acting by Φf : c1, . . . , cn 7→ f(c1, . . . , cn),
and these operations Φf satisfy many natural identities. Thus, C
∞(X) actually
has a far richer algebraic structure than the obvious R-algebra structure.
C∞-algebraic geometry is a version of algebraic geometry in which rings
or algebras are replaced by C∞-rings. The basic objects are C∞-schemes, a
category of differential-geometric spaces including smooth manifolds, and also
many singular spaces. They were introduced in synthetic differential geometry
(see for instance Dubuc [18] and Moerdijk and Reyes [49]), and developed further
by the author in [33] (surveyed in [34] and [35, App. B]).
This section briefly discusses C∞-rings, C∞-schemes, and quasicoherent
sheaves on C∞-schemes, following the author’s treatment [33, §2–§6].
2.1 C∞-rings
Definition 2.1. A C∞-ring is a set C together with operations Φf : C
n → C
for all n > 0 and smooth maps f : Rn → R, where by convention when n = 0 we
define C0 to be the single point {∅}. These operations must satisfy the following
relations: suppose m,n > 0, and fi : R
n → R for i = 1, . . . ,m and g : Rm → R
are smooth functions. Define a smooth function h : Rn → R by
h(x1, . . . , xn) = g
(
f1(x1, . . . , xn), . . . , fm(x1 . . . , xn)
)
,
for all (x1, . . . , xn) ∈ R
n. Then for all (c1, . . . , cn) ∈ C
n we have
Φh(c1, . . . , cn) = Φg
(
Φf1(c1, . . . , cn), . . . ,Φfm(c1, . . . , cn)
)
.
We also require that for all 1 6 j 6 n, defining πj : R
n → R by πj :
(x1, . . . , xn) 7→ xj , we have Φπj (c1, . . . , cn) = cj for all (c1, . . . , cn) ∈ C
n.
Usually we refer to C as the C∞-ring, leaving the operations Φf implicit.
A morphism between C∞-rings
(
C, (Φf )f :Rn→R C∞
)
,
(
D, (Ψf )f :Rn→R C∞
)
is a map φ : C → D such that Ψf
(
φ(c1), . . . , φ(cn)
)
= φ ◦ Φf (c1, . . . , cn) for
all smooth f : Rn → R and c1, . . . , cn ∈ C. We will write C∞Rings for the
category of C∞-rings.
Here is the motivating example:
Example 2.2. Let X be a manifold. Write C∞(X) for the set of smooth
functions c : X → R. For n > 0 and f : Rn → R smooth, define Φf :
C∞(X)n → C∞(X) by(
Φf (c1, . . . , cn)
)
(x) = f
(
c1(x), . . . , cn(x)
)
, (2.1)
for all c1, . . . , cn ∈ C∞(X) and x ∈ X . It is easy to see that C∞(X) and the
operations Φf form a C
∞-ring.
Now let f : X → Y be a smooth map of manifolds. Then pullback f∗ :
C∞(Y )→ C∞(X) mapping f∗ : c 7→ c ◦ f is a morphism of C∞-rings. Further-
more (at least for Y without boundary), every C∞-ring morphism φ : C∞(Y )→
C∞(X) is of the form φ = f∗ for a unique smooth map f : X → Y .
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Write C∞Ringsop for the opposite category of C∞Rings, with directions
of morphisms reversed, and Man for the category of manifolds without bound-
ary. Then we have a full and faithful functor FC
∞Rings
Man :Man→ C
∞Ringsop
acting by FC
∞Rings
Man (X) = C
∞(X) on objects and FC
∞Rings
Man (f) = f
∗ on mor-
phisms. This embeds Man as a full subcategory of C∞Ringsop.
Note that C∞-rings are far more general than those coming from manifolds.
For example, if X is any topological space we could define a C∞-ring C0(X) to
be the set of continuous c : X → R, with operations Φf defined as in (2.1). For
X a manifold with dimX > 0, the C∞-rings C∞(X) and C0(X) are different.
Definition 2.3. Let C be a C∞-ring. Then we may give C the structure of
a commutative R-algebra. Define addition ‘+’ on C by c + c′ = Φf (c, c
′) for
c, c′ ∈ C, where f : R2 → R is f(x, y) = x+ y. Define multiplication ‘ · ’ on C by
c · c′ = Φg(c, c′), where g : R
2 → R is g(x, y) = xy. Define scalar multiplication
by λ ∈ R by λc = Φλ′(c), where λ′ : R → R is λ′(x) = λx. Define elements
0, 1 ∈ C by 0 = Φ0′(∅) and 1 = Φ1′(∅), where 0′ : R
0 → R and 1′ : R0 → R are
the maps 0′ : ∅ 7→ 0 and 1′ : ∅ 7→ 1. One can show using the relations on the Φf
that the axioms of a commutative R-algebra are satisfied. In Example 2.2, this
yields the obvious R-algebra structure on the smooth functions c : X → R.
An ideal I in C is an ideal I ⊂ C in C regarded as a commutative R-algebra.
Then we make the quotient C/I into a C∞-ring as follows. If f : Rn → R is
smooth, define ΦIf : (C/I)
n → C/I by(
ΦIf (c1 + I, . . . , cn + I)
)
(x) = f
(
c1(x), . . . , cn(x)
)
+ I.
Using Hadamard’s Lemma, one can show that this is independent of the choice
of representatives c1, . . . , cn. Then
(
C/I, (ΦIf )f :Rn→R C∞
)
is a C∞-ring.
A C∞-ring C is called finitely generated if there exist c1, . . . , cn in C which
generate C over all C∞-operations. That is, for each c ∈ C there exists smooth
f : Rn → R with c = Φf (c1, . . . , cn). Given such C, c1, . . . , cn, define φ :
C∞(Rn)→ C by φ(f) = Φf (c1, . . . , cn) for smooth f : R
n → R, where C∞(Rn)
is as in Example 2.2 with X = Rn. Then φ is a surjective morphism of C∞-
rings, so I = Kerφ is an ideal in C∞(Rn), and C ∼= C∞(Rn)/I as a C∞-ring.
Thus, C is finitely generated if and only if C ∼= C∞(Rn)/I for some n > 0 and
some ideal I in C∞(Rn).
2.2 C∞-schemes
Next we summarize material in [33, §4] on C∞-schemes.
Definition 2.4. A C∞-ringed space X = (X,OX) is a topological space X
with a sheaf OX of C∞-rings on X .
A morphism f = (f, f ♯) : (X,OX) → (Y,OY ) of C∞ ringed spaces is a
continuous map f : X → Y and a morphism f ♯ : f−1(OY ) → OX of sheaves
of C∞-rings on X , where f−1(OY ) is the inverse image sheaf. There is another
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way to write the data f ♯: since direct image of sheaves f∗ is right adjoint to
inverse image f−1, there is a natural bijection
HomX
(
f−1(OY ),OX
)
∼= HomY
(
OY , f∗(OX)
)
. (2.2)
Write f♯ : OY → f∗(OX) for the morphism of sheaves of C
∞-rings on Y corre-
sponding to f ♯ under (2.2), so that
f ♯ : f−1(OY ) −→ OX ! f♯ : OY −→ f∗(OX). (2.3)
Depending on the application, either f ♯ or f♯ may be more useful. We choose
to regard f ♯ as primary and write morphisms as f = (f, f ♯) rather than (f, f♯),
because we find it convenient to work uniformly using pullbacks, rather than
mixing pullbacks and pushforwards.
Write C∞RS for the category of C∞-ringed spaces. As in [18, Th. 8] there
is a spectrum functor Spec : C∞Ringsop → C∞RS, defined explicitly in [33,
Def. 4.12]. A C∞-ringed space X is called an affine C∞-scheme if it is isomor-
phic in C∞RS to SpecC for some C∞-ring C. A C∞-ringed space X = (X,OX)
is called a C∞-scheme if X can be covered by open sets U ⊆ X such that
(U,OX |U ) is an affine C∞-scheme. Write C∞Sch for the full subcategory of
C∞-schemes in C∞RS.
A C∞-scheme X = (X,OX) is called locally fair if X can be covered by
open U ⊆ X with (U,OX |U ) ∼= SpecC for some finitely generated C∞-ring
C. Roughly speaking this means that X is locally finite-dimensional. Write
C∞Schlf for the full subcategory of locally fair C∞-schemes in C∞Sch.
We call a C∞-scheme X separated, second countable, compact, locally com-
pact, or paracompact, if the underlying topological space X is Hausdorff, second
countable, compact, locally compact, or paracompact, respectively.
We define a C∞-scheme X for each manifold X .
Example 2.5. Let X be a manifold. Define a C∞-ringed space X = (X,OX)
to have topological space X and OX(U) = C∞(U) for each open U ⊆ X , where
C∞(U) is the C∞-ring of smooth maps c : U → R, and if V ⊆ U ⊆ X are open
define ρUV : C
∞(U) → C∞(V ) by ρUV : c 7→ c|V . Then X = (X,OX) is a
local C∞-ringed space. It is canonically isomorphic to SpecC∞(X), and so is
an affine C∞-scheme. It is locally fair.
Define a functor FC
∞Sch
Man : Man → C
∞Schlf ⊂ C∞Sch by FC
∞Sch
Man =
Spec ◦FC
∞Rings
Man . Then F
C∞Sch
Man is full and faithful, and embeds Man as a full
subcategory of C∞Sch.
By [33, Cor. 4.21 & Th. 4.33] we have:
Theorem 2.6. Fibre products and all finite limits exist in C∞Sch. The sub-
category C∞Schlf is closed under fibre products and finite limits. The functor
FC
∞Sch
Man takes transverse fibre products in Man to fibre products in C
∞Sch.
The proof of the existence of fibre products in C∞Sch follows that for fibre
products of schemes in Hartshorne [21, Th. II.3.3], together with the existence
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of C∞-scheme products X × Y of affine C∞-schemes X,Y . The latter follows
from the existence of coproducts C⊗ˆD in C∞Rings of C∞-rings C,D. Here
C⊗ˆD may be thought of as a ‘completed tensor product’ of C,D. The actual
tensor product C ⊗R D is naturally an R-algebra but not a C∞-ring, with an
inclusion of R-algebras C ⊗R D →֒ C⊗ˆD, but C⊗ˆD is often much larger than
C ⊗R D. For free C∞-rings we have C∞(R
m)⊗ˆC∞(Rn) ∼= C∞(Rm+n).
In [33, Def. 4.34 & Prop. 4.35] we discuss partitions of unity on C∞-schemes.
Definition 2.7. Let X = (X,OX) be a C∞-scheme. Consider a formal sum∑
a∈A ca, where A is an indexing set and ca ∈ OX(X) for a ∈ A. We say∑
a∈A ca is a locally finite sum on X if X can be covered by open U ⊆ X such
that for all but finitely many a ∈ A we have ρXU (ca) = 0 in OX(U).
By the sheaf axioms for OX , if
∑
a∈A ca is a locally finite sum there exists a
unique c ∈ OX(X) such that for all open U ⊆ X with ρXU (ca) = 0 in OX(U)
for all but finitely many a ∈ A, we have ρXU (c) =
∑
a∈A ρXU (ca) in OX(U),
where the sum makes sense as there are only finitely many nonzero terms. We
call c the limit of
∑
a∈A ca, written
∑
a∈A ca = c.
Let c ∈ OX(X). Then there is a unique maximal open set V ⊆ X with
ρXV (c) = 0 in OX(V ). Define the support supp c to be X \ V , so that supp c is
closed in X . If U ⊆ X is open, we say that c is supported in U if supp c ⊆ U .
Let {Ua : a ∈ A} be an open cover of X . A partition of unity on X
subordinate to {Ua : a ∈ A} is {ηa : a ∈ A} with ηa ∈ OX(X) supported on Ua
for a ∈ A, such that
∑
a∈A ηa is a locally finite sum on X with
∑
a∈A ηa = 1.
Proposition 2.8. Suppose X is a separated, paracompact, locally fair C∞-
scheme, and {Ua : a ∈ A} an open cover of X. Then there exists a partition of
unity {ηa : a ∈ A} on X subordinate to {Ua : a ∈ A}.
Here are some differences between ordinary schemes and C∞-schemes:
Remark 2.9. (i) If A is a ring or algebra, then points of the corresponding
scheme SpecA are prime ideals in A. However, if C is a C∞-ring then (by
definition) points of SpecC are maximal ideals in C with residue field R, or
equivalently, R-algebra morphisms x : C → R. This has the effect that if X is a
manifold then points of SpecC∞(X) are just points of X .
(ii) In conventional algebraic geometry, affine schemes are a restrictive class.
Central examples such as CPn are not affine, and affine schemes are not closed
under open subsets, so that C2 is affine but C2 \ {0} is not. In contrast, affine
C∞-schemes are already general enough for many purposes. For example:
• All manifolds are fair affine C∞-schemes.
• Open C∞-subschemes of fair affine C∞-schemes are fair and affine.
• Separated, second countable, locally fair C∞-schemes are affine.
Affine C∞-schemes are always separated (Hausdorff), so we need general C∞-
schemes to include non-Hausdorff behaviour.
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(iii) In conventional algebraic geometry the Zariski topology is too coarse for
many purposes, so one has to introduce the e´tale topology. In C∞-algebraic
geometry there is no need for this, as affine C∞-schemes are Hausdorff.
(iv) Even very basic C∞-rings such as C∞(Rn) for n > 0 are not noetherian as
R-algebras. So C∞-schemes should be compared to non-noetherian schemes in
conventional algebraic geometry.
(v) The existence of partitions of unity, as in Proposition 2.8, makes some things
easier in C∞-algebraic geometry than in conventional algebraic geometry. For
example, geometric objects can often be ‘glued together’ over the subsets of
an open cover using partitions of unity, and if E is a quasicoherent sheaf on a
separated, paracompact, locally fair C∞-scheme X then Hi(E) = 0 for i > 0.
2.3 Modules over C∞-rings, and cotangent modules
In [33, §5] we discuss modules over C∞-rings.
Definition 2.10. Let C be a C∞-ring. A C-module M is a module over C
regarded as a commutative R-algebra as in Definition 2.3. C-modules form an
abelian category, which we write as C-mod. For example, C is a C-module, and
more generally C⊗RV is a C-module for any real vector space V . Let φ : C → D
be a morphism of C∞-rings. If M is a C-module then φ∗(M) = M ⊗C D is a
D-module. This induces a functor φ∗ : C-mod→ D-mod.
Example 2.11. Let X be a manifold, and E → X a vector bundle. Write
C∞(E) for the vector space of smooth sections e of E. Then C∞(X) acts on
C∞(E) by multiplication, so C∞(E) is a C∞(X)-module.
In [33, §5.3] we define the cotangent module ΩC of a C
∞-ring C.
Definition 2.12. Let C be a C∞-ring, and M a C-module. A C∞-derivation
is an R-linear map d : C →M such that whenever f : Rn → R is a smooth map
and c1, . . . , cn ∈ C, we have
dΦf (c1, . . . , cn) =
∑n
i=1Φ ∂f
∂xi
(c1, . . . , cn) · dci.
We call such a pairM, d a cotangent module for C if it has the universal property
that for any C-moduleM ′ and C∞-derivation d′ : C →M ′, there exists a unique
morphism of C-modules φ :M →M ′ with d′ = φ ◦ d.
Define ΩC to be the quotient of the free C-module with basis of symbols
dc for c ∈ C by the C-submodule spanned by all expressions of the form
d
(
Φf (c1, . . . , cn)
)
−
∑n
i=1 Φ ∂f
∂xi
(c1, . . . , cn) · dci for f : R
n → R smooth and
c1, . . . , cn ∈ C, and define dC : C → ΩC by dC : c 7→ dc. Then ΩC , dC is a
cotangent module for C. Thus cotangent modules always exist, and are unique
up to unique isomorphism.
Let C,D be C∞-rings with cotangent modules ΩC , dC , ΩD, dD, and φ : C →
D be a morphism of C∞-rings. Then φ makes ΩD into a C-module, and there is
a unique morphism Ωφ : ΩC → ΩD in C-mod with dD◦φ = Ωφ◦dC . This induces
a morphism (Ωφ)∗ : ΩC ⊗C D→ ΩD in D-mod with (Ωφ)∗ ◦ (dC ⊗ idD) = dD.
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Example 2.13. Let X be a manifold. Then the cotangent bundle T ∗X is a vec-
tor bundle over X , so as in Example 2.11 it yields a C∞(X)-module C∞(T ∗X).
The exterior derivative d : C∞(X) → C∞(T ∗X) is a C∞-derivation. These
C∞(T ∗X), d have the universal property in Definition 2.12, and so form a cotan-
gent module for C∞(X).
Now let X,Y be manifolds, and f : X → Y be smooth. Then f∗(TY ), TX
are vector bundles over X , and the derivative of f is a vector bundle morphism
df : TX → f∗(TY ). The dual of this morphism is df∗ : f∗(T ∗Y )→ T ∗X . This
induces a morphism of C∞(X)-modules (df∗)∗ : C
∞
(
f∗(T ∗Y )
)
→ C∞(T ∗X).
This (df∗)∗ is identified with (Ωf∗)∗ in Definition 2.12 under the natural iso-
morphism C∞
(
f∗(T ∗Y )
)
∼= C∞(T ∗Y )⊗C∞(Y ) C
∞(X).
Definition 2.12 abstracts the notion of cotangent bundle of a manifold in a
way that makes sense for any C∞-ring.
2.4 Quasicoherent sheaves on C∞-schemes
In [33, §6] we discuss sheaves of modules on C∞-schemes.
Definition 2.14. Let X = (X,OX) be a C∞-scheme. An OX -module E on
X assigns a module E(U) over OX(U) for each open set U ⊆ X , with OX(U)-
action µU : OX(U) × E(U) → E(U), and a linear map EUV : E(U) → E(V ) for
each inclusion of open sets V ⊆ U ⊆ X , such that the following commutes:
OX(U)× E(U)
ρUV ×EUV
µU
// E(U)
EUV 
OX(V )× E(V )
µV // E(V ),
and all this data E(U), EUV satisfies the usual sheaf axioms [21, §II.1] .
A morphism of OX-modules φ : E → F assigns a morphism of OX(U)-
modules φ(U) : E(U)→ F(U) for each open set U ⊆ X , such that φ(V )◦EUV =
FUV ◦ φ(U) for each inclusion of open sets V ⊆ U ⊆ X . Then OX -modules
form an abelian category, which we write as OX -mod.
As in [33, §6.2], the spectrum functor Spec : C∞Ringsop → C∞Sch has
a counterpart for modules: if C is a C∞-ring and (X,OX) = SpecC we can
define a functor MSpec : C-mod → OX -mod. If C is a fair C∞-ring, there is
a full abelian subcategory C-modco of complete C-modules in C-mod, such that
MSpec |C-modco : C-mod
co → OX -mod is an equivalence of categories, with quasi-
inverse the global sections functor Γ : OX -mod → C-mod
co. Let X = (X,OX)
be a C∞-scheme, and E an OX -module. We call E quasicoherent if X can
be covered by open U with U ∼= SpecC for some C∞-ring C, and under this
identification E|U ∼= MSpecM for some C-module M . We call E a vector bundle
of rank n > 0 if X may be covered by open U such that E|U ∼= OU ⊗R R
n.
Write qcoh(X), vect(X) for the full subcategories of quasicoherent sheaves
and vector bundles in OX -mod. Then qcoh(X) is an abelian category. Since
MSpec : C-modco → OX -mod is an equivalence for C fair and (X,OX) = SpecC,
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as in [33, Cor. 6.11] we see that if X is a locally fair C∞-scheme then every OX -
module E on X is quasicoherent, that is, qcoh(X) = OX -mod.
Remark 2.15. (a) If X is a separated, paracompact, locally fair C∞-scheme
then vector bundles onX are projective objects in the abelian category qcoh(X).
(b) In [33, §6.3] we also define a subcategory coh(X) of coherent sheaves in
qcoh(X). But we will not use them in this paper, as they do not have all
the good properties we want. In conventional algebraic geometry, one usually
restricts to noetherian schemes, where coherent sheaves are well behaved, and
form an abelian category. However, as in Remark 2.9(iv), even very basic C∞-
schemes X such as Rn for n > 0 are non-noetherian. Because of this, coh(X) is
not closed under kernels in qcoh(X), and is not an abelian category.
Definition 2.16. Let f : X → Y be a morphism of C∞-schemes, and let
E be an OY -module. Define the pullback f∗(E), an OX -module, by f∗(E) =
f−1(E) ⊗f−1(OY ) OX , where f
−1(E), f−1(OY ) are inverse image sheaves, and
the tensor product uses the morphism f ♯ : f−1(OY ) → OX . If φ : E → F is a
morphism in OY -mod we have an induced morphism f∗(φ) = f−1(φ) ⊗ idOX :
f∗(E) → f∗(F) in OX -mod. Then f
∗ : OY -mod → OX -mod is a right exact
functor, which restricts to a right exact functor f∗ : qcoh(Y )→ qcoh(X).
Remark 2.17. Pullbacks f∗(E) are characterized by a universal property, and
so are unique up to canonical isomorphism, rather than unique. Our definition
of f∗(E) is not functorial in f . That is, if f : X → Y , g : Y → Z are morphisms
and E ∈ OZ-mod then (g ◦ f)∗(E) and f∗(g∗(E)) are canonically isomorphic in
OX -mod, but may not be equal. We will write If,g(E) : (g ◦f)∗(E)→ f∗(g∗(E))
for these canonical isomorphisms. Then If,g : (g ◦ f)∗ ⇒ f∗ ◦ g∗ is a natural
isomorphism of functors.
Similarly, when f is the identity idX : X → X and E ∈ OX -mod we may
not have id∗X(E) = E , but there is a canonical isomorphism δX(E) : id
∗
X(E)→ E ,
and δX : id
∗
X ⇒ idOX -mod is a natural isomorphism of functors.
In fact it is a common abuse of notation in algebraic geometry to omit these
isomorphisms If,g(E), id
∗
X(E), and just assume that (g ◦ f)
∗(E) = f∗(g∗(E))
and id∗X(E) = E . An author who treats them rigorously is Vistoli [59], see in
particular [59, Introduction & §3.2.1]. One reason we decided to include them
is to be sure that dSpa,dMan, . . . defined below are strict 2-categories, rather
than weak 2-categories or some other structure.
Example 2.18. Let X be a manifold, and X the associated C∞-scheme from
Example 2.5, so that OX(U) = C∞(U) for all open U ⊆ X . Let E → X
be a vector bundle. Define an OX -module E on X by E(U) = C∞(E|U ), the
smooth sections of the vector bundle E|U → U , and for open V ⊆ U ⊆ X define
EUV : E(U)→ E(V ) by EUV : eU 7→ eU |V . Then E ∈ vect(X) is a vector bundle
on X, which we think of as a lift of E from manifolds to C∞-schemes.
Let f : X → Y be a smooth map of manifolds, and f : X → Y the
corresponding morphism of C∞-schemes. Let F → Y be a vector bundle over
Y , so that f∗(F ) → X is a vector bundle over X . Let F ∈ vect(Y ) be the
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vector bundle over Y lifting F . Then f∗(F) is canonically isomorphic to the
vector bundle over X lifting f∗(F ).
We define cotangent sheaves, the sheaf version of cotangent modules in §2.3.
Definition 2.19. Let X be a C∞-scheme. Define PT ∗X to associate to each
open U ⊆ X the cotangent module ΩOX(U), and to each inclusion of open
sets V ⊆ U ⊆ X the morphism of OX(U)-modules ΩρUV : ΩOX(U) → ΩOX(V )
associated to the morphism of C∞-rings ρUV : OX(U)→ OX(V ). Then PT ∗X
is a presheaf of OX-modules on X. Define the cotangent sheaf T
∗X of X to
be the sheafification of PT ∗X, as an OX -module.
Let f : X → Y be a morphism of C∞-schemes. Then by Definition
2.16, f∗
(
T ∗Y
)
= f−1(T ∗Y ) ⊗f−1(OY ) OX , where T
∗Y is the sheafification of
the presheaf V 7→ ΩOY (V ), and f
−1(T ∗Y ) the sheafification of the presheaf
U 7→ limV⊇f(U)(T
∗Y )(V ), and f−1(OY ) the sheafification of the presheaf U 7→
limV⊇f(U)OY (V ). The three sheafifications combine into one, so that f
∗
(
T ∗Y
)
is the sheafification of the presheaf P(f∗(T ∗Y )) acting by
U 7−→ P(f∗(T ∗Y ))(U) = limV⊇f(U) ΩOY (V ) ⊗OY (V ) OX(U).
Define a morphism of presheaves PΩf : P(f∗(T ∗Y ))→ PT ∗X on X by
(PΩf )(U) = limV⊇f(U)(Ωρf−1(V )U◦f♯(V ))∗,
where (Ωρf−1(V )U◦f♯(V ))∗ : ΩOY (V ) ⊗OY (V ) OX(U) → ΩOX(U) = (PT
∗X)(U) is
constructed as in Definition 2.12 from the C∞-ring morphisms f♯(V ) : OY (V )→
OX(f−1(V )) from f♯ : OY → f∗(OX) corresponding to f ♯ in f as in (2.3), and
ρf−1(V )U : OX(f
−1(V )) → OX(U) in OX . Define Ωf : f∗
(
T ∗Y
)
→ T ∗X to be
the induced morphism of the associated sheaves.
Example 2.20. Let X be a manifold, and X the associated C∞-scheme. Then
T ∗X is a vector bundle on X , and is canonically isomorphic to the lift to C∞-
schemes from Example 2.18 of the cotangent vector bundle T ∗X of X .
Here [33, Th. 6.17] are some properties of cotangent sheaves.
Theorem 2.21. (a) Let f : X → Y and g : Y → Z be morphisms of C∞-
schemes. Then
Ωg◦f = Ωf ◦ f
∗(Ωg) ◦ If,g(T
∗Z)
as morphisms (g ◦f)∗(T ∗Z)→ T ∗X. Here Ωg : g∗(T ∗Z)→ T ∗Y is a morphism
in OY -mod, so applying f
∗ gives f∗(Ωg) : f
∗(g∗(T ∗Z))→ f∗(T ∗Y ) in OX -mod,
and If,g(T
∗Z) : (g ◦ f)∗(T ∗Z)→ f∗(g∗(T ∗Z)) is as in Remark 2.17.
(b) Suppose W,X, Y , Z are locally fair C∞-schemes with a Cartesian square
W
f
//
e

Y
h 
X
g
// Z
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in C∞Schlf , so that W = X ×Z Y . Then the following is exact in qcoh(W ) :
(g ◦ e)∗(T ∗Z)
e∗(Ωg)◦Ie,g(T
∗Z)⊕
−f∗(Ωh)◦If,h(T
∗Z)
// e∗(T ∗X)⊕f∗(T ∗Y )
Ωe⊕Ωf // T ∗W // 0.
3 The 2-category of d-spaces
We will now define the 2-category of d-spaces dSpa, following [35, Chap. 2]. D-
spaces are ‘derived’ versions of C∞-schemes. In §4 we will define the 2-category
of d-manifolds dMan as a 2-subcategory of dSpa. For an introduction to 2-
categories, see §A.3–§A.4.
3.1 The definition of d-spaces
Definition 3.1. A d-space X is a quintuple X = (X,O′X , EX , ıX , X) such
that X = (X,OX) is a separated, second countable, locally fair C∞-scheme,
and O′X , EX , ıX , X fit into an exact sequence of sheaves on X
EX
X // O′X
ıX // OX // 0,
satisfying the conditions:
(a) O′X is a sheaf of C
∞-rings on X , with X ′ = (X,O′X) a C
∞-scheme.
(b) ıX : O′X → OX is a surjective morphism of sheaves of C
∞-rings on X .
Its kernel κX : IX → O′X is a sheaf of ideals IX in O
′
X , which should be
a sheaf of square zero ideals. Here a square zero ideal in a commutative
R-algebra A is an ideal I with i · j = 0 for all i, j ∈ I. Then IX is an
O′X -module, but as IX consists of square zero ideals and ıX is surjective,
the O′X -action factors through an OX -action. Hence IX is an OX -module,
and thus a quasicoherent sheaf on X, as X is locally fair.
(c) EX is a quasicoherent sheaf on X , and X : EX → IX is a surjective
morphism in qcoh(X).
As X is locally fair, the underlying topological space X is locally homeomorphic
to a closed subset of Rn, so it is locally compact. But Hausdorff, second countable
and locally compact imply paracompact, and thus X is paracompact.
The sheaf of C∞-ringsO′X has a sheaf of cotangent modules ΩO′X , which is an
O′X -module with exterior derivative d : O
′
X → ΩO′X . Define FX = ΩO′X ⊗O′X OX
to be the associated OX -module, a quasicoherent sheaf on X , and set ψX =
ΩıX ⊗ id : FX → T
∗X, a morphism in qcoh(X). Define φX : EX → FX to be
the composition of morphisms of sheaves of abelian groups on X :
EX
X // IX
d|IX // ΩO′
X
∼
ΩO′
X
⊗O′
X
O′X
id⊗ıX // ΩO′
X
⊗O′
X
OX FX .
16
It turns out that φX is actually a morphism of OX -modules, and the following
sequence is exact in qcoh(X) :
EX
φX // FX
ψX // T ∗X // 0.
The morphism φX : EX → FX will be called the virtual cotangent sheaf of X,
for reasons we explain in §4.3.
Let X ,Y be d-spaces. A 1-morphism f :X → Y is a triple f = (f, f ′, f ′′),
where f = (f, f ♯) : X → Y is a morphism of C∞-schemes, f ′ : f−1(O′Y )→ O
′
X
a morphism of sheaves of C∞-rings on X , and f ′′ : f∗(EY ) → EX a morphism
in qcoh(X), such that the following diagram of sheaves on X commutes:
f−1(EY )⊗idf−1(OY )f
−1(OY )
id⊗f♯
f−1(EY )
f−1(Y )
// f−1(O′Y )
f−1(ıY )
//
f ′

f−1(OY ) //
f♯

0
f∗(EY ) =
f−1(EY )⊗
f♯
f−1(OY )
OX f ′′
**❱❱❱❱
❱❱❱
EX
X // O′X
ıX // OX // 0.
Define morphisms f2 = Ωf ′ ⊗ id : f∗(FY ) → FX and f3 = Ωf : f∗(T ∗Y ) →
T ∗X in qcoh(X). Then the following commutes in qcoh(X), with exact rows:
f∗(EY )
f∗(φY )
//
f ′′
f∗(FY )
f∗(ψY )
//
f2
f∗(T ∗Y ) //
f3
0
EX
φX // FX
ψX // T ∗X // 0.
(3.1)
If X is a d-space, the identity 1-morphism idX : X → X is idX =(
idX , δX(O
′
X), δX(EX)
)
, where δX(∗) are the canonical isomorphisms of Remark
2.17. Let X,Y ,Z be d-spaces, and f : X → Y , g : Y → Z be 1-morphisms.
Define the composition of 1-morphisms g ◦ f : X → Z to be
g ◦ f =
(
g ◦ f, f ′ ◦ f−1(g′) ◦ If,g(O
′
Z), f
′′ ◦ f∗(g′′) ◦ If,g(EZ)
)
, (3.2)
where I∗,∗(∗) are the canonical isomorphisms of Remark 2.17.
Let f , g : X → Y be 1-morphisms of d-spaces, where f = (f, f ′, f ′′) and
g = (g, g′, g′′). Suppose f = g. A 2-morphism η : f ⇒ g is a morphism
η : f∗(FY )→ EX in qcoh(X), such that
g′ = f ′ + X ◦ η ◦
(
id⊗ (f ♯ ◦ f−1(ıY ))
)
◦
(
f−1(d)
)
and g′′ = f ′′ + η ◦ f∗(φY ).
Then g2 = f2+φX ◦ η and g3 = f3, so (3.1) for f , g combine to give a diagram
f∗(EY )
f∗(φY ) //
f ′′

g′′=f ′′+η◦f∗(φY )

f∗(FY )
f∗(ψY ) //
f2

g2=f2+φX◦η

η
tt
f∗(T ∗Y ) //
f3=g3

0
EX
φX // FX
ψX // T ∗X // 0.
(3.3)
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That is, η is a homotopy between the morphisms of complexes (3.1) from f , g.
If f : X → Y is a 1-morphism, the identity 2-morphism idf : f ⇒ f is the
zero morphism 0 : f∗(FY )→ EX . Suppose X ,Y are d-spaces, f , g,h :X → Y
are 1-morphisms and η : f ⇒ g, ζ : g ⇒ h are 2-morphisms. The vertical
composition of 2-morphisms ζ ⊙ η : f ⇒ h as in (A.1) is ζ ⊙ η = ζ + η.
Let X,Y ,Z be d-spaces, f , f˜ : X → Y and g, g˜ : Y → Z be 1-morphisms,
and η : f ⇒ f˜ , ζ : g ⇒ g˜ be 2-morphisms. The horizontal composition of
2-morphisms ζ ∗ η : g ◦ f ⇒ g˜ ◦ f˜ as in (A.2) is
ζ ∗ η =
(
η ◦ f∗(g2) + f ′′ ◦ f∗(ζ) + η ◦ f∗(φY ) ◦ f
∗(ζ)
)
◦ If,g(FZ).
This completes the definition of the 2-category of d-spaces dSpa.
Regard the category C∞Schlfssc of separated, second countable, locally fair
C∞-schemes as a 2-category with only identity 2-morphisms idf for (1-)mor-
phisms f : X → Y . Define a 2-functor FdSpaC∞Sch : C
∞Schlfssc → dSpa to map
X to X = (X,OX , 0, idOX , 0) on objects X, to map f to f = (f, f
♯, 0) on
(1-)morphisms f : X → Y , and to map identity 2-morphisms idf : f ⇒ f to
identity 2-morphisms idf : f ⇒ f . Define a 2-functor F
dSpa
Man : Man → dSpa
by FdSpaMan = F
dSpa
C∞Sch ◦ F
C∞Sch
Man .
Write Cˆ∞Schlfssc for the full 2-subcategory of objectsX in dSpa equivalent
to FdSpaC∞Sch(X) for some X in C
∞Schlfssc, and Mˆan for the full 2-subcategory
of objects X in dSpa equivalent to FdSpaMan (X) for some manifold X . When
we say that a d-space X is a C∞-scheme, or is a manifold, we mean that
X ∈ Cˆ∞Schlfssc, or X ∈ Mˆan, respectively.
In [35, §2.2] we prove:
Theorem 3.2. (a) Definition 3.1 defines a strict 2-category dSpa, in which
all 2-morphisms are 2-isomorphisms.
(b) For any 1-morphism f :X → Y in dSpa the 2-morphisms η : f ⇒ f form
an abelian group under vertical composition, and in fact a real vector space.
(c) FdSpaC∞Sch and F
dSpa
Man in Definition 3.1 are full and faithful strict 2-functors.
Hence C∞Schlfssc,Man and Cˆ
∞Schlfssc, Mˆan are equivalent 2-categories.
Remark 3.3. (i) One should think of a d-space X = (X,O′X , EX , ıX , X) as
being a C∞-scheme X , which is the ‘classical’ part of X and lives in a cate-
gory rather than a 2-category, together with some extra ‘derived’ information
O′X , EX , ıX , X . 2-morphisms in dSpa are wholly to do with this derived part.
The sheaf EX may be thought of as a (dual) ‘obstruction sheaf’ on X .
(ii) Readers familiar with derived algebraic geometry may find the following
(oversimplified) explanation of d-spaces helpful; more details are given in [35,
§14.4]. In conventional algebraic geometry, a K-scheme (X,OX) is a topological
spaceX equipped with a sheaf of K-algebrasOX . In derived algebraic geometry,
as in Toe¨n and Vezzosi [57, 58] and Lurie [40–42], a derived K-scheme (X,OX)
is (roughly) a topological space X with a (homotopy) sheaf of (commutative)
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dg-algebras over K. Here a (commutative) dg-algebra (A∗, d) is a nonpositively
graded K-algebra
⊕
k60 Ak, with differentials d : Ak → Ak+1 satisfying d
2 = 0
and ab = (−1)klba, d(ab) = (da)b + (−1)ka(db) for all a ∈ Ak and b ∈ Al.
We call a dg-algebra (A∗, d) square zero if Ak = 0 for k 6= 0,−1 and A−1 ·
d(A−1) = 0. This implies that d(A−1) is a square zero ideal in A0. General
dg-algebras form an∞-category, but square zero dg-algebras form a 2-category.
Ignoring C∞-rings for the moment, we can think of the data EX
X
−→O′X in a d-
spaceX as a sheaf of square zero dg-algebras A−1
d
−→A0 on X . The remaining
data OX , ıX can be recovered from this, since O′X
ıX−→OX is the cokernel of
EX
X
−→O′X . Thus, a d-space X is like a special kind of derived R-scheme, in
which the dg-algebras are all square zero.
3.2 Gluing d-spaces by equivalences
Next we discuss gluing of d-spaces and 1-morphisms on open d-subspaces.
Definition 3.4. Let X = (X,O′X , EX , ıX , X) be a d-space. Suppose U ⊆ X is
an open C∞-subscheme. Then U =
(
U,O′X |U , EX |U , ıX |U , X |U
)
is a d-space.
We call U an open d-subspace of X. An open cover of a d-space X is a family
{Ua : a ∈ A} of open d-subspaces Ua of X with X =
⋃
a∈A Ua.
As in [35, §2.4], we can glue 1-morphisms on open d-subspaces which are
2-isomorphic on the overlap. The proof uses partitions of unity, as in §2.2.
Proposition 3.5. Let X,Y be d-spaces, U ,V ⊆ X be open d-subspaces with
X = U ∪ V , f : U → Y and g : V → Y be 1-morphisms, and η : f |U∩V ⇒
g|U∩V a 2-morphism. Then there exist a 1-morphism h : X → Y and 2-
morphisms ζ : h|U ⇒ f , θ : h|V ⇒ g such that θ|U∩V = η ⊙ ζ|U∩V :
h|U∩V ⇒ g|U∩V . This h is unique up to 2-isomorphism, and independent
up to 2-isomorphism of the choice of η.
Equivalences f : X → Y in a 2-category are defined in §A.3, and are
the natural notion of when two objects X,Y are ‘the same’. In [35, §2.4] we
prove theorems on gluing d-spaces by equivalences. See Spivak [53, Lem. 6.8 &
Prop. 6.9] for results similar to Theorem 3.6 for his ‘local C∞-ringed spaces’,
an ∞-categorical analogue of our d-spaces.
Theorem 3.6. Suppose X,Y are d-spaces, U ⊆ X, V ⊆ Y are open d-
subspaces, and f : U → V is an equivalence in dSpa. At the level of topological
spaces, we have open U ⊆ X, V ⊆ Y with a homeomorphism f : U → V, so we
can form the quotient topological space Z := X ∐f Y = (X ∐ Y )/ ∼, where the
equivalence relation ∼ on X ∐ Y identifies u ∈ U ⊆ X with f(u) ∈ V ⊆ Y .
Suppose Z is Hausdorff. Then there exist a d-space Z with topological space
Z, open d-subspaces Xˆ, Yˆ in Z with Z = Xˆ ∪ Yˆ , equivalences g : X → Xˆ
and h : Y → Yˆ in dSpa such that g|U and h|V are both equivalences with
Xˆ ∩ Yˆ , and a 2-morphism η : g|U ⇒ h ◦ f : U → Xˆ ∩ Yˆ . Furthermore, Z is
independent of choices up to equivalence.
19
In Theorem 3.6, Z is a pushout X ∐idU ,U ,f Y in the 2-category dSpa.
Theorem 3.7. Suppose I is an indexing set, and < is a total order on I, and
Xi for i ∈ I are d-spaces, and for all i < j in I we are given open d-subspaces
U ij ⊆ Xi, U ji ⊆ Xj and an equivalence eij : U ij → U ji, such that for all
i < j < k in I we have a 2-commutative diagram
U ji ∩U jk ejk|Uji∩Ujk
,,❳❳❳❳❳
❳❳❳❳❳❳
❳❳❳❳
ηijk
U ij ∩U ik
eij |Uij∩Uik
22❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢ eik|Uij∩Uik // Uki ∩Ukj
for some ηijk, where all three 1-morphisms are equivalences.
On the level of topological spaces, define the quotient topological space Y =
(
∐
i∈I Xi)/ ∼, where ∼ is the equivalence relation generated by xi ∼ xj if i < j,
xi ∈ Uij ⊆ Xi and xj ∈ Uji ⊆ Xj with eij(xi) = xj . Suppose Y is Hausdorff
and second countable. Then there exist a d-space Y and a 1-morphism f i :
Xi → Y which is an equivalence with an open d-subspace Xˆi ⊆ Y for all i ∈ I,
where Y =
⋃
i∈I Xˆi, such that f i|U ij is an equivalence U ij → Xˆ i ∩ Xˆj for all
i < j in I, and there exists a 2-morphism ηij : f j ◦eij ⇒ f i|Uij . The d-space Y
is unique up to equivalence, and is independent of choice of 2-morphisms ηijk.
Suppose also that Z is a d-space, and gi :Xi → Z are 1-morphisms for all
i ∈ I, and there exist 2-morphisms ζij : gj ◦ eij ⇒ gi|U ij for all i < j in I.
Then there exist a 1-morphism h : Y → Z and 2-morphisms ζi : h◦f i ⇒ gi for
all i ∈ I. The 1-morphism h is unique up to 2-isomorphism, and is independent
of the choice of 2-morphisms ζij .
Remark 3.8. In Proposition 3.5, it is surprising that h is independent of η
up to 2-isomorphism. It holds because of the existence of partitions of unity
on nice C∞-schemes, as in Proposition 2.8. Here is a sketch proof: suppose
η,h, ζ, θ and η′,h′, ζ′, θ′ are alternative choices in Proposition 3.5. Then we
have 2-morphisms (ζ′)−1 ⊙ ζ : h|U ⇒ h
′|U and (θ
′)−1 ⊙ θ : h|V ⇒ h
′|V .
Choose a partition of unity {α, 1 − α} on X subordinate to {U, V }, so that
α : X → R is smooth with α supported on U ⊆ X and 1 − α supported on
V ⊆ X. Then α ·
(
(ζ′)−1 ⊙ ζ
)
+ (1− α) ·
(
(θ′)−1 ⊙ θ
)
is a 2-morphism h⇒ h′,
where α ·
(
(ζ′)−1 ⊙ ζ
)
makes sense on all of X (rather than just on U where
(ζ′)−1 ⊙ ζ is defined) as α is supported on U, so we extend by zero on X \ U.
Similarly, in Theorem 3.7, the compatibility conditions on the gluing data
Xi,U ij , eij are significantly weaker than you might expect, because of the ex-
istence of partitions of unity. The 2-morphisms ηijk on overlaps Xˆi ∩ Xˆj ∩ Xˆk
are only required to exist, not to satisfy any further conditions. In particular,
one might think that on overlaps Xˆi ∩ Xˆj ∩ Xˆk ∩ Xˆ l we should require
ηikl ⊙ (idfkl ∗ ηijk)|U ij∩Uik∩Uil = ηijl ⊙ (ηjkl ∗ idfij )|U ij∩Uik∩Uil , (3.4)
but we do not. Also, one might expect the ζij should satisfy conditions on triple
overlaps Xˆi ∩ Xˆj ∩ Xˆk, but they need not.
The moral is that constructing d-spaces by gluing together patches Xi is
straightforward, as one only has to verify mild conditions on triple overlaps
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Xi∩Xj ∩Xk. Again, this works because of the existence of partitions of unity
on nice C∞-schemes, which are used to construct the glued d-spaces Z and 1-
and 2-morphisms in Theorems 3.6 and 3.7.
In contrast, for gluing d-stacks in §10.3, we do need compatibility conditions
of the form (3.4). The problem of gluing geometric spaces in an ∞-category C
by equivalences, such as Spivak’s derived manifolds [53], is discussed by Toe¨n
and Vezzosi [57, §1.3.4] and Lurie [40, §6.1.2]. It requires nontrivial conditions
on overlaps X i1 ∩ · · · ∩X in for all n = 2, 3, . . . .
3.3 Fibre products in dSpa
Fibre products in 2-categories are explained in §A.4. In [35, §2.5–§2.6] we discuss
fibre products in dSpa, and their relation to transverse fibre products in Man.
Theorem 3.9. (a) All fibre products exist in the 2-category dSpa.
(b) Let g : X → Z and h : Y → Z be smooth maps of manifolds, and write
X = FdSpaMan (X), and similarly for Y ,Z, g,h. If g, h are transverse, so that a
fibre product X ×g,Z,h Y exists in Man, then the fibre product X ×g,Z,h Y in
dSpa is equivalent in dSpa to FdSpaMan (X ×g,Z,h Y ). If g, h are not transverse
then X ×g,Z,h Y exists in dSpa, but is not a manifold.
To prove (a), given 1-morphisms g :X → Z and h : Y → Z, we write down
an explicit d-space W = (W,O′W , EW , ıW , W ), 1-morphisms e = (e, e
′, e′′) :
W →X and f = (f, f ′, f ′′) :W → Y and a 2-morphism η : g ◦ e⇒ h ◦ f , and
verify the universal property for
W
f
//
e ✕✕✕✕
FN
η
Y
h 
X
g // Z
to be a 2-Cartesian square in dSpa. The underlying C∞-scheme W is the fibre
product W = X ×g,Z,h Y in C∞Sch, and e :W → X , f :W → Y are the pro-
jections from the fibre product. The definitions of O′W , ıW , W , e
′, f ′ in [35, §2.5]
are complex, and we will not give them here. The remaining data EW , e′′, f ′′, η,
as well as the virtual cotangent sheaf φW : EW → FW , is characterized by the
following commutative diagram in qcoh(W ), with exact top row:
(g ◦ e)∗(EZ)


e∗(g′′)◦Ie,g(EZ)
−f∗(h′′)◦If,h(EZ)
(g◦e)∗(φZ)


//
e∗(EX)⊕
f∗(EY )⊕
(g ◦ e)∗(FZ)
−e∗(φX) 0 e∗(g2)◦Ie,g(FZ)
0 −f∗(φY ) −f
∗(h2)◦If,h(FZ)



(
e′′ f ′′ η
)
// EW //
φW

0
e∗(FX)⊕
f∗(FY )
(
e2 f2
)
∼=
// FW .
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3.4 Fixed point loci of finite groups in d-spaces
If a finite group Γ acts on a manifold X by diffeomorphisms, then the fixed
point locus XΓ is a disjoint union of closed, embedded submanifolds of X . In a
similar way, if Γ acts on a d-spaceX by 1-isomorphisms, in [35, §2.7] we define a
d-spaceXΓ called the fixed d-subspace of Γ inX, with an inclusion 1-morphism
jX,Γ :X
Γ →֒X , whose topological space XΓ is the fixed point locus of Γ in X .
Note that by an action r : Γ → Aut(X) of Γ on X we shall always mean
a strict action, that is, r(γ) : X → X is a 1-isomorphism for all γ ∈ Γ and
r(γδ) = r(γ)r(δ) for all γ, δ ∈ Γ, rather than r(γδ) only being 2-isomorphic to
r(γ)r(δ). The next theorem summarizes our results.
Theorem 3.10. Let X be a d-space, Γ a finite group, and r : Γ → Aut(X)
an action of Γ on X by 1-isomorphisms. Then we can define a d-space XΓ
called the fixed d-subspace of Γ in X, with an inclusion 1-morphism jX,Γ :
XΓ →X. It has the following properties:
(a) Let X,Γ, r and jX,Γ : X
Γ → X be as above. Suppose f : W → X
is a 1-morphism in dSpa. Then f factorizes as f = jX,Γ ◦ g for some
1-morphism g :W → XΓ in dSpa, which must be unique, if and only if
r(γ) ◦ f = f for all γ ∈ Γ.
(b) Suppose X,Y are d-spaces, Γ is a finite group, r : Γ→ Aut(X), s : Γ→
Aut(Y ) are actions of Γ on X,Y , and f : X → Y is a Γ-equivariant
1-morphism in dSpa, that is, f ◦ r(γ) = s(γ) ◦ f for γ ∈ Γ. Then there
exists a unique 1-morphism fΓ :XΓ → Y Γ such that jY ,Γ◦f
Γ = f ◦jX,Γ.
(c) Let f , g : X → Y be Γ-equivariant 1-morphisms as in (b), and η :
f ⇒ g be a Γ-equivariant 2-morphism, that is, η ∗ idr(γ) = ids(γ) ∗ η
for γ ∈ Γ. Then there exists a unique 2-morphism ηΓ : fΓ ⇒ gΓ such
that idjY,Γ ∗ η
Γ = η ∗ idjX,Γ .
Note that (a) is a universal property that determines XΓ, jX,Γ up to canonical
1-isomorphism.
We will use fixed d-subspaces XΓ in Theorem 10.14 below to describe orb-
ifold strata XΓ of quotient d-stacks X = [X/G]. If X is a d-manifold, as in §4,
then in general the fixed d-subspaces XΓ are disjoint unions of d-manifolds of
different dimensions.
4 The 2-category of d-manifolds
We can now define and discuss d-manifolds, our derived version of smooth man-
ifolds (without boundary), following [35, Chap.s 3 & 4].
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4.1 The definition of d-manifolds
Definition 4.1. A d-space U is called a principal d-manifold if is equivalent in
dSpa to a fibre product X ×g,Z,h Y with X,Y ,Z ∈ Mˆan. That is,
U ≃ FdSpaMan (X)×FdSpa
Man
(g),FdSpa
Man
(Z),FdSpa
Man
(h) F
dSpa
Man (Y )
for manifolds X,Y, Z and smooth maps g : X → Z and h : Y → Z. The virtual
dimension vdimU of U is defined to be vdimU = dimX + dim Y − dimZ.
Proposition 4.11(b) below shows that if U 6= ∅ then vdimU depends only on
the d-space U , and not on the choice of X,Y, Z, g, h, and so is well defined.
A d-space W is called a d-manifold of virtual dimension n ∈ Z, written
vdimW = n, ifW can be covered by nonempty open d-subspaces U which are
principal d-manifolds with vdimU = n.
Write dMan for the full 2-subcategory of d-manifolds in dSpa. IfX ∈ Mˆan
then X ≃ X ×∗ ∗, so X is a principal d-manifold, and thus a d-manifold.
Therefore Mˆan in §3.1 is a 2-subcategory of dMan. We say that a d-manifold
X is a manifold if it lies in Mˆan. The 2-functor FdSpaMan :Man → dSpa maps
into dMan, and we will write FdManMan = F
dSpa
Man :Man→ dMan.
Here, as in [35, §3.2], are alternative descriptions of principal d-manifolds:
Proposition 4.2. The following are equivalent characterizations of when a d-
space W is a principal d-manifold:
(a) W ≃X ×g,Z,h Y for X,Y ,Z ∈ Mˆan.
(b) W ≃X ×i,Z,j Y , where X,Y, Z are manifolds, i : X → Z, j : Y → Z are
embeddings, X = FdSpaMan (X), and similarly for Y, Z, i, j. That is, W is an
intersection of two submanifolds X,Y in Z, in the sense of d-spaces.
(c) W ≃ V ×s,E,0 V , where V is a manifold, E → V is a vector bundle,
s : V → E is a smooth section, 0 : V → E is the zero section, V =
FdSpaMan (V ), and similarly for E, s, 0. That is, W is the zeroes s
−1(0) of a
smooth section s of a vector bundle E, in the sense of d-spaces.
Example 4.3. Let X ⊆ Rn be any closed subset. By a lemma of Whitney’s,
we can write X as the zero set of a smooth function f : Rn → R. Then
X = Rn ×f ,R,0 ∗ is a principal d-manifold, with topological space X .
This example shows that the topological spaces X underlying d-manifolds
X can be fairly wild, for example, X could be a fractal such as the Cantor set.
4.2 ‘Standard model’ d-manifolds, 1- and 2-morphisms
The next three examples, taken from [35, §3.2 & §3.4], give explicit models for
principal d-manifolds in the form V ×s,E,0 V from Proposition 4.2(c) and their
1- and 2-morphisms, which we call standard models.
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Example 4.4. Let V be a manifold, E → V a vector bundle (which we
sometimes call the obstruction bundle), and s ∈ C∞(E). We will write down
an explicit principal d-manifold S = (S,O′S, ES , ıS , S) which is equivalent to
V ×s,E,0 V in Proposition 4.2(c). We call S the standard model of (V,E, s),
and also write it SV,E,s. Proposition 4.2 shows that every principal d-manifold
W is equivalent to SV,E,s for some V,E, s.
Write C∞(V ) for the C∞-ring of smooth functions c : V → R, and C∞(E),
C∞(E∗) for the vector spaces of smooth sections of E,E∗ over V . Then s lies in
C∞(E), and C∞(E), C∞(E∗) are modules over C∞(V ), and there is a natural
bilinear product · : C∞(E∗) × C∞(E) → C∞(V ). Define Is ⊆ C∞(V ) to be
the ideal generated by s. That is,
Is =
{
α · s : α ∈ C∞(E∗)
}
⊆ C∞(V ). (4.1)
Let I2s = 〈fg : f, g ∈ Is〉R be the square of Is. Then I
2
s is an ideal in C
∞(V ),
the ideal generated by s⊗ s ∈ C∞(E ⊗ E). That is,
I2s =
{
β · (s⊗ s) : β ∈ C∞(E∗ ⊗ E∗)
}
⊆ C∞(V ).
Define C∞-rings C = C∞(V )/Is, C
′ = C∞(V )/I2s , and let π : C
′ → C be
the natural projection from the inclusion I2s ⊆ Is. Define a topological space
S = {v ∈ V : s(v) = 0}, as a subspace of V . Now s(v) = 0 if and only if
(s ⊗ s)(v) = 0. Thus S is the underlying topological space for both SpecC
and SpecC′. So SpecC = S = (S,OS), SpecC
′ = S′ = (S,O′S), and Spec π =
ıS = (idS , ıS) : S
′ → S, where S, S′ are fair affine C∞-schemes, and OS ,O′S
are sheaves of C∞-rings on S, and ıS : O′S → OS is a morphism of sheaves of
C∞-rings. Since π is surjective with kernel the square zero ideal Is/I
2
s , ıS is
surjective, with kernel IS a sheaf of square zero ideals in O
′
S .
From (4.1) we have a surjective C∞(V )-module morphism C∞(E∗) → Is
mapping α 7→ α · s. Applying ⊗C∞(V )C gives a surjective C-module morphism
σ : C∞(E∗)/(Is · C
∞(E∗)) −→ Is/I
2
s , σ : α+ (Is · C
∞(E∗)) 7−→ α · s+ I2s .
Define ES = MSpec
(
C∞(E∗)/(Is · C∞(E∗))
)
. Also MSpec(Is/I
2
s ) = IS , so
S = MSpecσ is a surjective morphism S : ES → IS in qcoh(S). Therefore
SV,E,s = S = (S,O′S, ES , ıS , S) is a d-space.
In fact ES is a vector bundle on S naturally isomorphic to E
∗|S , where
E is the vector bundle on V = FC
∞Sch
Man (V ) corresponding to E → V . Also
FS ∼= T ∗V |S . The morphism φS : ES → FS can be interpreted as follows:
choose a connection ∇ on E → V . Then ∇s ∈ C∞(E⊗T ∗V ), so we can regard
∇s as a morphism of vector bundles E∗ → T ∗V on V . This lifts to a morphism
of vector bundles ∇ˆs : E∗ → T ∗V on the C∞-scheme V , and φS is identified
with ∇ˆs|S : E
∗|S → T
∗V |S under the isomorphisms ES ∼= E
∗|S , FS ∼= T
∗V |S .
Proposition 4.2 implies that every principal d-manifold W is equivalent to
SV,E,s for some V,E, s. The notation O(s) and O(s
2) used below should be
interpreted as follows. Let V be a manifold, E → V a vector bundle, and
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s ∈ C∞(E). If F → V is another vector bundle and t ∈ C∞(F ), then we write
t = O(s) if t = α · s for some α ∈ C∞(F ⊗ E∗), and t = O(s2) if t = β · (s⊗ s)
for some β ∈ C∞(F ⊗E∗⊗E∗). Similarly, if W is a manifold and f, g : V →W
are smooth then we write f = g + O(s) if c ◦ f − c ◦ g = O(s) for all smooth
c :W → R, and f = g +O(s2) if c ◦ f − c ◦ g = O(s2) for all c.
Example 4.5. Let V,W be manifolds, E → V , F → W be vector bundles,
and s ∈ C∞(E), t ∈ C∞(F ). Write X = SV,E,s, Y = SW,F,t for the ‘standard
model’ principal d-manifolds from Example 4.4. Suppose f : V →W is a smooth
map, and fˆ : E → f∗(F ) is a morphism of vector bundles on V satisfying
fˆ ◦ s = f∗(t) +O(s2) in C∞
(
f∗(F )
)
. (4.2)
We will define a 1-morphism g = (g, g′, g′′) : X → Y in dMan using f, fˆ .
We will also write g :X → Y as Sf,fˆ : SV,E,s → SW,F,t, and call it a standard
model 1-morphism. If x ∈ X then x ∈ V with s(x) = 0, so (4.2) implies that
t
(
f(x)
)
=
(
f∗(t)
)
(x) = fˆ
(
s(x)
)
+O
(
s(x)2
)
= 0,
so f(x) ∈ Y ⊆W . Thus g := f |X maps X → Y .
Define morphisms of C∞-rings
φ : C∞(W )/It −→ C
∞(V )/Is, φ
′ : C∞(W )/I2t −→ C
∞(V )/I2s ,
by φ : c+ It 7−→ c ◦ f + Is, φ
′ : c+ I2t 7−→ c ◦ f + I
2
s .
Here φ is well-defined since if c ∈ It then c = γ · t for some γ ∈ C
∞(F ∗), so
c◦f=(γ ·t)◦f=f∗(γ)·f∗(t)=f∗(γ)·
(
fˆ ◦s+O(s2)
)
=
(
fˆ ◦f∗(γ)
)
·s+O(s2) ∈ Is.
Similarly if c ∈ I2t then c ◦ f ∈ I
2
s , so φ
′ is well-defined. Thus we have C∞-
scheme morphisms g = (g, g♯) = Specφ : X → Y , and (g, g′) = Specφ′ :
(X,O′X) → (Y,O
′
Y ), both with underlying map g. Hence g
♯ : g−1(OY ) → OX
and g′ : g−1(O′Y )→ O
′
X are morphisms of sheaves of C
∞-rings on X .
Since g∗(EY ) = MSpec
(
C∞(f∗(F ∗))/(Is · C∞(f∗(F ∗))
)
, we may define g′′ :
g∗(EY )→ EX by g′′ = MSpec(G′′), where
G′′ : C∞(f∗(F ∗))/(Is · C
∞(f∗(F ∗)) −→ C∞(E∗)/(Is · C
∞(E∗))
is defined by G′′ : γ + Is · C
∞(f∗(F ∗)) 7−→ γ ◦ fˆ + Is · C
∞(E∗).
This defines g = (g, g′, g′′). One can show it is a 1-morphism g : X → Y in
dMan, which we also write as Sf,fˆ : SV,E,s → SW,F,t.
Suppose V˜ ⊆ V is open, with inclusion iV˜ : V˜ → V . Write E˜ = E|V˜ = i
∗
V˜
(E)
and s˜ = s|V˜ . Define iV˜ ,V = SiV˜ ,idE˜ : SV˜ ,E˜,s˜ → SV,E,s. If s
−1(0) ⊆ V˜ then
iV˜ ,V is a 1-isomorphism, with inverse i
−1
V˜ ,V . That is, making V smaller without
making s−1(0) smaller does not really change SV,E,s; the d-manifold SV,E,s
depends only on E, s in an arbitrarily small open neighbourhood of s−1(0) in V .
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Example 4.6. Let V,W be manifolds, E → V , F →W be vector bundles, and
s ∈ C∞(E), t ∈ C∞(F ). Suppose f, g : V →W are smooth and fˆ : E → f∗(F ),
gˆ : E → g∗(F ) are vector bundle morphisms with fˆ ◦ s = f∗(t) + O(s2) and
gˆ ◦ s = g∗(t) +O(s2), so we have 1-morphisms Sf,fˆ ,Sg,gˆ : SV,E,s → SW,F,t. It
is easy to show that Sf,fˆ = Sg,gˆ if and only if g = f +O(s
2) and gˆ = fˆ +O(s).
Now suppose Λ : E → f∗(TW ) is a morphism of vector bundles on V .
Taking the dual of Λ and lifting to V gives Λ∗ : f∗(T ∗W )→ E∗. Restricting to
the C∞-subscheme X = s−1(0) in V gives λ = Λ∗|X : f∗(FY ) ∼= f∗(T ∗W )|X →
E∗|X = EX . One can show that λ is a 2-morphism Sf,fˆ ⇒ Sg,gˆ if and only if
g = f + Λ ◦ s+O(s2) and gˆ = fˆ + f∗(dt) ◦ Λ +O(s).
Then we write λ as SΛ : Sf,fˆ ⇒ Sg,gˆ, and call it a standard model 2-morphism.
Every 2-morphism η : Sf,fˆ ⇒ Sg,gˆ is SΛ for some Λ. Two vector bundle
morphisms Λ,Λ′ : E → f∗(TW ) have SΛ = SΛ′ if and only if Λ = Λ′ +O(s).
If X is a d-manifold and x ∈ X then x has an open neighbourhood U in
X equivalent in dSpa to SV,E,s for some manifold V , vector bundle E → V
and s ∈ C∞(E). In [35, §3.3] we investigate the extent to which X determines
V,E, s near a point in X and V , and prove:
Theorem 4.7. Let X be a d-manifold, and x ∈ X. Then there exists an open
neighbourhood U of x in X and an equivalence U ≃ SV,E,s in dMan for some
manifold V, vector bundle E → V and s ∈ C∞(E) which identifies x ∈ U with
a point v ∈ V such that s(v) = ds(v) = 0, where SV,E,s is as in Example 4.4.
These V,E, s are determined up to non-canonical isomorphism near v by X
near x, and in fact they depend only on the underlying C∞-scheme X and the
integer vdimX.
Thus, if we impose the extra condition ds(v) = 0, which is in fact equivalent
to choosing V,E, s with dim V as small as possible, then V,E, s are determined
uniquely near v by X near x (that is, V,E, s are determined locally up to
isomorphism, but not up to canonical isomorphism). If we drop the condition
ds(v) = 0 then V,E, s are determined uniquely near v by X near x and dimV .
Theorem 4.7 shows that any d-manifold X = (X,O′X , EX , ıX , X) is de-
termined up to equivalence in dSpa near any point x ∈ X by the ‘classical’
underlying C∞-scheme X and the integer vdimX. So we can ask: what extra
information aboutX is contained in the ‘derived’ data O′X , EX , ıX , X? One can
think of this extra information as like a vector bundle E over X. The only local
information in a vector bundle E is rank E ∈ Z, but globally it also contains
nontrivial algebraic-topological information.
Suppose now that f : X → Y is a 1-morphism in dMan, and x ∈ X
with f(x) = y ∈ Y . Then by Theorem 4.7 we have X ≃ SV,E,s near x and
Y ≃ SW,F,t near y. So up to composition with equivalences, we can identify f
near x with a 1-morphism g : SV,E,s → SW,F,t. Thus, to understand arbitrary
1-morphisms f in dMan near a point, it is enough to study 1-morphisms g :
SV,E,s → SW,F,t. Our next theorem, proved in [35, §3.4], shows that after
making V smaller, every 1-morphism g : SV,E,s → SW,F,t is of the form Sf,fˆ .
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Theorem 4.8. Let V,W be manifolds, E → V, F →W be vector bundles, and
s ∈ C∞(E), t ∈ C∞(F ). Define principal d-manifolds X = SV,E,s, Y = SW,F,t,
with topological spaces X = {v ∈ V : s(v) = 0} and Y = {w ∈ W : t(w) = 0}.
Suppose g : X → Y is a 1-morphism. Then there exist an open neighbourhood
V˜ of X in V, a smooth map f : V˜ → W, and a morphism of vector bundles
fˆ : E˜ → f∗(F ) with fˆ ◦ s˜ = f∗(t), where E˜ = E|V˜ , s˜ = s|V˜ , such that g =
Sf,fˆ ◦ i
−1
V˜ ,V
, where iV˜ ,V = SidV˜ ,idE˜ : SV˜ ,E˜,s˜ → SV,E,s is a 1-isomorphism, and
Sf,fˆ : SV˜ ,E˜,s˜ → SW,F,t is as in Example 4.5.
These results give a good differential-geometric picture of d-manifolds and
their 1- and 2-morphisms near a point. The O(s) and O(s2) notation helps keep
track of what information from V,E, s and f, fˆ and Λ is remembered and what
forgotten by the d-manifolds SV,E,s, 1-morphisms Sf,fˆ and 2-morphisms SΛ.
4.3 The 2-category of virtual vector bundles
In our theory of derived differential geometry, it is a general principle that cate-
gories in classical differential geometry should often be replaced by 2-categories,
and classical concepts be replaced by 2-categorical analogues.
In classical differential geometry, if X is a manifold, the vector bundles
E → X and their morphisms form a category vect(X). The cotangent bundle
T ∗X is an important example of a vector bundle. If f : X → Y is smooth then
pullback f∗ : vect(Y ) → vect(X) is a functor. There is a natural morphism
df∗ : f∗(T ∗Y ) → T ∗X . We now explain 2-categorical analogues of all this for
d-manifolds, following [35, §3.1–§3.2].
Definition 4.9. Let X be a C∞-scheme, which will usually be the C∞-scheme
underlying a d-manifold X. We will define a 2-category vqcoh(X) of virtual
quasicoherent sheaves on X. Objects of vqcoh(X) are morphisms φ : E1 → E2
in qcoh(X), which we also may write as (E1, E2, φ) or (E•, φ). Given objects
φ : E1 → E2 and ψ : F1 → F2, a 1-morphism (f1, f2) : (E•, φ) → (F•, ψ)
is a pair of morphisms f1 : E1 → F1, f2 : E2 → F2 in qcoh(X) such that
ψ ◦ f1 = f2 ◦ φ. We write f• for (f1, f2).
The identity 1-morphism of (E•, φ) is (idE1 , idE2). The composition of 1-
morphisms f• : (E•, φ) → (F•, ψ) and g• : (F•, ψ) → (G•, ξ) is g• ◦ f• =
(g1 ◦ f1, g2 ◦ f2) : (E•, φ)→ (G•, ξ).
Given f•, g• : (E•, φ) → (F•, ψ), a 2-morphism η : f• ⇒ g• is a morphism
η : E2 → F1 in qcoh(X) such that g1 = f1+η◦φ and g2 = f2+ψ◦η. The identity
2-morphism for f• is idf• = 0. If f
•, g•, h• : (E•, φ)→ (F•, ψ) are 1-morphisms
and η : f• ⇒ g•, ζ : g• ⇒ h• are 2-morphisms, the vertical composition of
2-morphisms ζ ⊙ η : f• ⇒ h• is ζ ⊙ η = ζ + η. If f•, f˜• : (E•, φ)→ (F•, ψ) and
g•, g˜• : (F•, ψ) → (G•, ξ) are 1-morphisms and η : f• ⇒ f˜•, ζ : g• ⇒ g˜• are
2-morphisms, the horizontal composition of 2-morphisms ζ∗η : g•◦f• ⇒ g˜•◦ f˜•
is ζ ∗ η = g1 ◦ η + ζ ◦ f2 + ζ ◦ ψ ◦ η. This defines a strict 2-category vqcoh(X),
the obvious 2-category of 2-term complexes in qcoh(X).
If U ⊆ X is an open C∞-subscheme then restriction from X to U defines a
strict 2-functor |U : vqcoh(X) → vqcoh(U). An object (E
•, φ) in vqcoh(X) is
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called a virtual vector bundle of rank d ∈ Z if X may be covered by open U ⊆ X
such that (E•, φ)|U is equivalent in vqcoh(U) to some (F
•, ψ) for F1,F2 vector
bundles on U with rankF2 − rankF1 = d. We write rank(E•, φ) = d. If X 6= ∅
then rank(E•, φ) depends only on E1, E2, φ, so it is well-defined. Write vvect(X)
for the full 2-subcategory of virtual vector bundles in vqcoh(X).
If f : X → Y is a C∞-scheme morphism then pullback gives a strict 2-functor
f∗ : vqcoh(Y )→ vqcoh(X), which maps vvect(Y )→ vvect(X).
We apply these ideas to d-spaces.
Definition 4.10. Let X = (X,O′X , EX , ıX , X) be a d-space. Define the virtual
cotangent sheaf T ∗X of X to be the morphism φX : EX → FX in qcoh(X)
from Definition 3.1, regarded as a virtual quasicoherent sheaf on X.
Let f = (f, f ′, f ′′) : X → Y be a 1-morphism in dSpa. Then T ∗X =
(EX ,FX , φX) and f
∗(T ∗Y )=
(
f∗(EY ), f
∗(FY ), f
∗(φY )
)
are virtual quasicoher-
ent sheaves on X, and Ωf := (f
′′, f2) is a 1-morphism f∗(T ∗Y ) → T ∗X in
vqcoh(X), as (3.1) commutes.
Let f , g : X → Y be 1-morphisms in dSpa, and η : f ⇒ g a 2-morphism.
Then η : f∗(FY ) → EX with g′′ = f ′′ + η ◦ f∗(φY ) and g2 = f2 + φX ◦ η,
as in (3.3). It follows that η is a 2-morphism Ωf ⇒ Ωg in vqcoh(X). Thus,
objects, 1-morphisms and 2-morphisms in dSpa lift to objects, 1-morphisms
and 2-morphisms in vqcoh(X).
The next proposition justifies the definition of virtual vector bundle. Because
of part (b), if X is a d-manifold we call T ∗X the virtual cotangent bundle of
X, rather than the virtual cotangent sheaf.
Proposition 4.11. (a) Let V be a manifold, E → V a vector bundle, and
s ∈ C∞(E). Then Example 4.4 defines a d-manifold SV,E,s. Its cotangent
bundle T ∗SV,E,s is a virtual vector bundle on SV,E,s of rank dimV − rankE.
(b) Let X be a d-manifold. Then T ∗X is a virtual vector bundle on X of rank
vdimX. Hence if X 6= ∅ then vdimX is well-defined.
The virtual cotangent bundle T ∗X of a d-manifold X is a d-space analogue
of the cotangent complex in algebraic geometry, as in Illusie [29]. It contains only
a fraction of the information in X = (X,O′X , EX , ıX , X), but many interesting
properties of d-manifolds X and 1-morphisms f : X → Y can be expressed
solely in terms of virtual cotangent bundles T ∗X, T ∗Y and 1-morphisms Ωf :
f∗(T ∗Y )→ T ∗X. Here is an example of this.
Definition 4.12. Let X be a C∞-scheme. We say that a virtual vector bundle
(E1, E2, φ) on X is a vector bundle if it is equivalent in vvect(X) to (0, E , 0) for
some vector bundle E on X. One can show (E1, E2, φ) is a vector bundle if and
only if φ has a left inverse in qcoh(X).
Proposition 4.13. Let X be a d-manifold. Then X is a manifold (that is,
X ∈ Mˆan) if and only if T ∗X is a vector bundle, or equivalently, if φX :
EX → FX has a left inverse in qcoh(X).
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4.4 Equivalences in dMan, and gluing by equivalences
Equivalences in a 2-category are defined in §A.3. Equivalences in dMan are the
best derived analogue of isomorphisms in Man, that is, of diffeomorphisms of
manifolds. A smooth map of manifolds f : X → Y is called e´tale if it is a local
diffeomorphism. Here is the derived analogue.
Definition 4.14. Let f : X → Y be a 1-morphism in dMan. We call f e´tale
if it is a local equivalence, that is, if for each x ∈X there exist open x ∈ U ⊆X
and f(x) ∈ V ⊆ Y such that f(U) = V and f |U : U → V is an equivalence.
If f : X → Y is a smooth map of manifolds, then f is e´tale if and only if
df∗ : f∗(T ∗Y ) → T ∗X is an isomorphism of vector bundles. (The analogue is
false for schemes.) In [35, §3.5] we prove a version of this for d-manifolds:
Theorem 4.15. Suppose f : X → Y is a 1-morphism of d-manifolds. Then
the following are equivalent:
(i) f is e´tale;
(ii) Ωf : f
∗(T ∗Y )→ T ∗X is an equivalence in vqcoh(X); and
(iii) the following is a split short exact sequence in qcoh(X) :
0 // f∗(EY )
f ′′⊕−f∗(φY ) // EX ⊕ f∗(FY )
φX⊕f
2
// FX // 0. (4.3)
If in addition f : X → Y is a bijection, then f is an equivalence in dMan.
Here a complex 0 → E → F → G → 0 in an abelian category A is called
a split short exact sequence if there exists an isomorphism F ∼= E ⊕ G in A
identifying the complex with 0→ E
id⊕0
−→E ⊕G
0⊕id
−→G→ 0.
The analogue of Theorem 4.15 for d-spaces is false. When f : X → Y is a
‘standard model’ 1-morphism Sf,fˆ : SV,E,s → SW,F,t, as in §4.2, we can express
the conditions for Sf,fˆ to be e´tale or an equivalence in terms of f, fˆ .
Theorem 4.16. Let V,W be manifolds, E → V, F → W be vector bundles,
s ∈ C∞(E), t ∈ C∞(F ), f : V → W be smooth, and fˆ : E → f∗(F ) be a
morphism of vector bundles on V with fˆ ◦ s = f∗(t) + O(s2). Then Example
4.5 defines a 1-morphism Sf,fˆ : SV,E,s → SW,F,t in dMan. This Sf,fˆ is e´tale
if and only if for each v ∈ V with s(v) = 0 and w = f(v) ∈ W, the following
sequence of vector spaces is exact:
0 // TvV
ds(v)⊕ df(v) // Ev ⊕ TwW
fˆ(v)⊕−dt(w) // Fw // 0. (4.4)
Also Sf,fˆ is an equivalence if and only if in addition f |s−1(0) : s
−1(0)→ t−1(0)
is a bijection, where s−1(0)={v ∈ V : s(v)=0}, t−1(0)={w ∈ W : t(w)=0}.
Section 3.2 discussed gluing d-spaces by equivalences on open d-subspaces.
It generalizes immediately to d-manifolds: if in Theorem 3.7 we fix n ∈ Z and
take the initial d-spacesXi to be d-manifolds with vdimXi = n, then the glued
d-space Y is also a d-manifold with vdimY = n.
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Here is an analogue of Theorem 3.7, taken from [35, §3.6], in which we
take the d-spaces Xi to be ‘standard model’ d-manifolds SVi,Ei,si , and the
1-morphisms eij to be ‘standard model’ 1-morphisms Seij ,eˆij . We also use
Theorem 4.16 in (ii) to characterize when eij is an equivalence.
Theorem 4.17. Suppose we are given the following data:
(a) an integer n;
(b) a Hausdorff, second countable topological space X ;
(c) an indexing set I, and a total order < on I;
(d) for each i in I, a manifold Vi, a vector bundle Ei → Vi with dimVi −
rankEi = n, a smooth section si : Vi → Ei, and a homeomorphism ψi :
Xi → Xˆi, where Xi = {vi ∈ Vi : si(vi) = 0} and Xˆi ⊆ X is open; and
(e) for all i < j in I, an open submanifold Vij ⊆ Vi, a smooth map eij : Vij →
Vj , and a morphism of vector bundles eˆij : Ei|Vij → e
∗
ij(Ej).
Using notation O(si), O(s
2
i ) as in §4.2, let this data satisfy the conditions:
(i) X =
⋃
i∈I Xˆi;
(ii) if i < j in I then eˆij ◦si|Vij = e
∗
ij(sj)+O(s
2
i ), ψi(Xi∩Vij) = Xˆi∩Xˆj , and
ψi|Xi∩Vij = ψj ◦eij |Xi∩Vij , and if vi ∈ Vij with si(vi) = 0 and vj = eij(vi)
then the following is exact:
0 // TviVi
dsi(vi)⊕ deij(vi) // Ei|vi⊕TvjVj
eˆij(vi)⊕−dsj(vj) // Ej |vj // 0;
(iii) if i < j < k in I then
eik|Vij∩Vik = ejk ◦ eij |Vij∩Vik +O(s
2
i ) and
eˆik|Vij∩Vik = eij |
∗
Vij∩Vik(eˆjk) ◦ eˆij |Vij∩Vik +O(si).
Then there exist a d-manifold X with vdimX = n and underlying topolog-
ical space X, and a 1-morphism ψi : SVi,Ei,si →X with underlying continuous
map ψi, which is an equivalence with the open d-submanifold Xˆi ⊆ X corre-
sponding to Xˆi ⊆ X for all i ∈ I, such that for all i < j in I there exists a
2-morphism ηij : ψj ◦ Seij ,eˆij ⇒ ψi ◦ iVij ,Vi , where Seij ,eˆij : SVij ,Ei|Vij ,si|Vij →
SVj ,Ej,sj and iVij ,Vi : SVij ,Ei|Vij ,si|Vij → SVi,Ei,si are as in Example 4.4. This
d-manifold X is unique up to equivalence in dMan.
Suppose also that Y is a manifold, and gi : Vi → Y are smooth maps for
all i ∈ I, and gj ◦ eij = gi|Vij + O(si) for all i < j in I. Then there exist a
1-morphism h :X → Y unique up to 2-isomorphism, where Y = FdManMan (Y ) =
SY,0,0, and 2-morphisms ζi : h ◦ ψi ⇒ Sgi,0 for all i ∈ I. Here SY,0,0 is
from Example 4.4 with vector bundle E and section s both zero, and Sgi,0 :
SVi,Ei,si → SY,0,0 = Y is from Example 4.5 with gˆi = 0.
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The hypotheses of Theorem 4.17 are similar to the notion of good coordinate
system in the theory of Kuranishi spaces of Fukaya and Ono [20, Def. 6.1], as
discussed in §11.9. The importance of Theorem 4.17 is that all the ingredients
are described wholly in differential-geometric or topological terms. So we can
use the theorem as a tool to prove the existence of d-manifold structures on
spaces coming from other areas of geometry, for instance, on moduli spaces.
4.5 Submersions, immersions and embeddings
Let f : X → Y be a smooth map of manifolds. Then df∗ : f∗(T ∗Y )→ T ∗X is
a morphism of vector bundles on X , and f is a submersion if df∗ is injective,
and f is an immersion if df∗ is surjective. Here the appropriate notions of
injective and surjective for morphisms of vector bundles are stronger than the
corresponding notions for sheaves: df∗ is injective if it has a left inverse, and
surjective if it has a right inverse.
In a similar way, if f : X → Y is a 1-morphism of d-manifolds, we would like
to define f to be a submersion or immersion if the 1-morphism Ωf : f
∗(T ∗Y )→
T ∗X in vvect(X) is injective or surjective in some suitable sense. It turns out
that there are two different notions of injective and surjective 1-morphisms in
the 2-category vvect(X), a weak and a strong:
Definition 4.18. Let X be a C∞-scheme, (E1, E2, φ) and (F1,F2, ψ) be virtual
vector bundles on X, and (f1, f2) : (E•, φ) → (F•, ψ) be a 1-morphism in
vvect(X). Then we have a complex in qcoh(X):
0 // E1
f1⊕−φ // F1 ⊕ E2
ψ⊕f2 //
γ
oo F2
δ
oo // 0. (4.5)
One can show that f• is an equivalence in vvect(X) if and only if (4.5) is a split
short exact sequence in qcoh(X). That is, f• is an equivalence if and only if
there exist morphisms γ, δ as shown in (4.5) satisfying the conditions:
γ ◦ δ = 0, γ ◦ (f1 ⊕−φ) = idE1 ,
(f1 ⊕−φ) ◦ γ + δ ◦ (ψ ⊕ f2) = idF1⊕E2 , (ψ ⊕ f
2) ◦ δ = idF2 .
(4.6)
Our notions of f• injective or surjective impose some but not all of (4.6):
(a) We call f• weakly injective if there exists γ : F1 ⊕ E2 → E1 in qcoh(X)
with γ ◦ (f1 ⊕−φ) = idE1 .
(b) We call f• injective if there exist γ : F1⊕E2 → E1 and δ : F2 → F1⊕E2
with γ◦δ = 0, γ◦(f1⊕−φ) = idE1 and (f
1⊕−φ)◦γ+δ◦(ψ⊕f2) = idF1⊕E2 .
(c) We call f• weakly surjective if there exists δ : F2 → F1 ⊕ E2 in qcoh(X)
with (ψ ⊕ f2) ◦ δ = idF2 .
(d) We call f• surjective if there exist γ : F1⊕E2 → E1 and δ : F2 → F1⊕E2
with γ ◦ δ = 0, γ ◦ (f1 ⊕−φ) = idE1 and (ψ ⊕ f
2) ◦ δ = idF2 .
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If X is separated, paracompact, and locally fair, these are local conditions on X.
Using these we define weak and strong forms of submersions, immersions,
and embeddings for d-manifolds.
Definition 4.19. Let f : X → Y be a 1-morphism of d-manifolds. Definition
4.10 defines a 1-morphism Ωf : f
∗(T ∗Y )→ T ∗X in vvect(X). Then:
(a) We call f a w-submersion if Ωf is weakly injective.
(b) We call f a submersion if Ωf is injective.
(c) We call f a w-immersion if Ωf is weakly surjective.
(d) We call f an immersion if Ωf is surjective.
(e) We call f a w-embedding if it is a w-immersion and f : X → f(X) is a
homeomorphism, so in particular f is injective.
(f) We call f an embedding if it is an immersion and f is a homeomorphism
with its image.
Here w-submersion is short for weak submersion, etc. Conditions (a)–(d) all
concern the existence of morphisms γ, δ in the next equation satisfying identities:
0 // f∗(EY )
f ′′⊕−f∗(φY ) // EX ⊕ f∗(FY )
γ
oo
φX⊕f
2
// FX
δ
oo // 0.
Parts (c)–(f) enable us to define d-submanifolds of d-manifolds. Open d-
submanifolds are open d-subspaces of a d-manifold. More generally, we call i :
X → Y a w-immersed, or immersed, or w-embedded, or embedded d-submanifold
of Y , if X,Y are d-manifolds and i is a w-immersion, immersion, w-embedding,
or embedding, respectively.
Here are some properties of these, taken from [35, §4.1–§4.2]:
Theorem 4.20. (i) Any equivalence of d-manifolds is a w-submersion, sub-
mersion, w-immersion, immersion, w-embedding and embedding.
(ii) If f , g :X → Y are 2-isomorphic 1-morphisms of d-manifolds then f is a
w-submersion, submersion, . . . , embedding, if and only if g is.
(iii) Compositions of w-submersions, submersions, w-immersions, immersions,
w-embeddings, and embeddings are 1-morphisms of the same kind.
(iv) The conditions that a 1-morphism of d-manifolds f : X → Y is a w-
submersion, submersion, w-immersion or immersion are local in X and Y .
That is, for each x ∈ X with f(x) = y ∈ Y , it suffices to check the conditions
for f |U : U → V with V an open neighbourhood of y in Y , and U an open
neighbourhood of x in f−1(V ) ⊆ X. The conditions that f : X → Y is a
w-embedding or embedding are local in Y , but not in X.
(v) Let f : X → Y be a submersion of d-manifolds. Then vdimX > vdimY ,
and if vdimX = vdimY then f is e´tale.
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(vi) Let f :X → Y be an immersion of d-manifolds. Then vdimX 6 vdimY ,
and if vdimX = vdimY then f is e´tale.
(vii) Let f : X → Y be a smooth map of manifolds, and f = FdManMan (f).
Then f is a submersion, immersion, or embedding in dMan if and only if f
is a submersion, immersion, or embedding in Man, respectively. Also f is a
w-immersion or w-embedding if and only if f is an immersion or embedding.
(viii) Let f : X → Y be a 1-morphism of d-manifolds, with Y a manifold.
Then f is a w-submersion.
(ix) Let X,Y be d-manifolds, with Y a manifold. Then piX : X × Y → X is
a submersion.
(x) Let f : X → Y be a submersion of d-manifolds, and x ∈ X with f (x) =
y ∈ Y . Then there exist open x ∈ U ⊆ X and y ∈ V ⊆ Y with f(U) = V ,
a manifold Z, and an equivalence i : U → V × Z, such that f |U : U → V is
2-isomorphic to piV ◦ i, where piV : V ×Z → V is the projection.
(xi) Let f : X → Y be a submersion of d-manifolds with Y a manifold. Then
X is a manifold.
4.6 D-transversality and fibre products
From §3.3, if g : X → Z and h : Y → Z are 1-morphisms of d-manifolds then
a fibre productW =Xg,Z,hY exists in dSpa, and is unique up to equivalence.
We want to know whether W is a d-manifold. We will define when g,h are
d-transverse, which is a sufficient condition for W to be a d-manifold.
Recall that if g : X → Z, h : Y → Z are smooth maps of manifolds, then a
fibre product W = X ×g,Z,h Y in Man exists if g, h are transverse, that is, if
TzZ = dg|x(TxX)+ dh|y(TyY ) for all x ∈ X and y ∈ Y with g(x) = h(y) = z ∈
Z. Equivalently, dg|∗x⊕dh|
∗
y : TzZ
∗ → T ∗xX⊕T
∗
y Y should be injective. Writing
W = X ×Z Y for the topological fibre product and e :W → X , f :W → Y for
the projections, with g ◦ e = h ◦ f , we see that g, h are transverse if and only if
e∗(dg∗)⊕ f∗(dh∗) : (g ◦ e)∗(T ∗Z)→ e∗(T ∗X)⊕ f∗(T ∗Y ) (4.7)
is an injective morphism of vector bundles on the topological space W , that is,
it has a left inverse. The condition that (4.8) has a left inverse is an analogue
of this, but on (dual) obstruction rather than cotangent bundles.
Definition 4.21. Let X,Y ,Z be d-manifolds and g : X → Z, h : Y → Z be
1-morphisms. Let W = X ×g,Z,h Y be the C
∞-scheme fibre product, and write
e : W → X, f :W → Y for the projections. Consider the morphism
α =
 e∗(g′′) ◦ Ie,g(EZ)−f∗(h′′) ◦ If,h(EZ)
(g ◦ e)∗(φZ)
 : (g ◦ e)∗(EZ) −→
e∗(EX)⊕ f
∗(EY )⊕ (g ◦ e)
∗(FZ)
(4.8)
in qcoh(W ). We call g,h d-transverse if α has a left inverse. Note that this is
a local condition in W , since local choices of left inverse for α can be combined
using a partition of unity on W to make a global left inverse.
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In the notation of §4.3 and §4.5, we have 1-morphisms Ωg : g∗(T ∗Z)→ T ∗X
in vvect(X) and Ωh : h
∗(T ∗Z) → T ∗Y in vvect(Y ). Pulling these back to
vvect(W ) using e∗, f∗ we form the 1-morphism in vvect(W ):(
e∗(Ωg) ◦ Ie,g(T
∗Z)
)
⊕
(
f∗(Ωh) ◦ If,h(T
∗Z)
)
: (g ◦ e)∗(T ∗Z)
−→ e∗(T ∗X)⊕ f∗(T ∗Y ).
(4.9)
For (4.8) to have a left inverse is equivalent to (4.9) being weakly injective, as
in Definition 4.18. This is the d-manifold analogue of (4.7) being injective.
Here are the main results of [35, §4.3]:
Theorem 4.22. Suppose X,Y ,Z are d-manifolds and g :X → Z, h : Y → Z
are d-transverse 1-morphisms, and let W = X ×g,Z,h Y be the d-space fibre
product. Then W is a d-manifold, with
vdimW = vdimX + vdimY − vdimZ. (4.10)
Theorem 4.23. Suppose g : X → Z, h : Y → Z are 1-morphisms of d-
manifolds. The following are sufficient conditions for g,h to be d-transverse, so
that W =X ×g,Z,h Y is a d-manifold of virtual dimension (4.10):
(a) Z is a manifold, that is, Z ∈ Mˆan; or
(b) g or h is a w-submersion.
The point here is that roughly speaking, g,h are d-transverse if they map the
direct sum of the obstruction spaces of X,Y surjectively onto the obstruction
spaces of Z. If Z is a manifold its obstruction spaces are zero. If g is a w-
submersion it maps the obstruction spaces ofX surjectively onto the obstruction
spaces of Z. In both cases, d-transversality follows. See [53, Th. 8.15] for the
analogue of Theorem 4.23(a) for Spivak’s derived manifolds.
Theorem 4.24. Let X,Z be d-manifolds, Y a manifold, and g : X → Z,
h : Y → Z be 1-morphisms with g a submersion. Then W = X ×g,Z,h Y is a
manifold, with dimW = vdimX + dimY − vdimZ.
Theorem 4.24 shows that we may think of submersions as ‘representable 1-
morphisms’ in dMan. We can locally characterize embeddings and immersions
in dMan in terms of fibre products with Rn in dMan.
Theorem 4.25. (i) Let X be a d-manifold and g :X → Rn a 1-morphism in
dMan. Then the fibre product W = X ×g,Rn,0 ∗ exists in dMan by Theorem
4.23(a), and the projection piX :W →X is an embedding.
(ii) Suppose f : X → Y is an immersion of d-manifolds, and x ∈ X with
f(x) = y ∈ Y . Then there exist open d-submanifolds x ∈ U ⊆ X and y ∈
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V ⊆ Y with f(U) ⊆ V , and a 1-morphism g : V → Rn with g(y) = 0, where
n = vdimY − vdimX > 0, fitting into a 2-Cartesian square in dMan :
U
f |U
//
✖ ✖✖ ✖
GO ∗
0 
V
g // Rn.
If f is an embedding we may take U = f−1(V ).
Remark 4.26. For the applications the author has in mind, it will be crucial
that if g : X → Z and h : Y → Z are 1-morphisms with X,Y d-manifolds and
Z a manifold then W = X ×Z Y is a d-manifold, with vdimW = vdimX +
vdimY − dimZ, as in Theorem 4.23(a). We will show by example, following
Spivak [53, Prop. 1.7], that if d-manifolds dMan were an ordinary category
containing manifolds as a full subcategory, then this would be false.
Consider the fibre product ∗ ×0,R,0 ∗ in dMan. If dMan were a category
then as ∗ is a terminal object, the fibre product would be ∗. But then
vdim(∗×0,R,0 ∗) = vdim∗ = 0 6= −1 = vdim∗+ vdim∗− vdimR,
so equation (4.10) and Theorem 4.23(a) would be false. Thus, if we want fibre
products of d-manifolds over manifolds to be well behaved, then dMan must
be at least a 2-category. It could be an ∞-category, as for Spivak’s derived
manifolds [53], or some other kind of higher category. Making d-manifolds into
a 2-category, as we have done, is the simplest of the available options.
4.7 Embedding d-manifolds into manifolds
Let V be a manifold, E → V a vector bundle, and s ∈ C∞(E). Then Example
4.4 defines a ‘standard model’ principal d-manifold SV,E,s. When E and s are
zero, we have SV,0,0 = V = F
dMan
Man (V ), so that SV,0,0 is a manifold. For
general V,E, s, taking f = idV : V → V and fˆ = 0 : E → 0 in Example 4.5
gives a ‘standard model’ 1-morphism SidV ,0 : SV,E,s → SV,0,0 = V . One can
show SidV ,0 is an embedding, in the sense of Definition 4.19. Any principal
d-manifold U is equivalent to some SV,E,s. Thus we deduce:
Lemma 4.27. Any principal d-manifold U admits an embedding i : U → V
into a manifold V .
Theorem 4.32 below is a converse to this: if a d-manifold X can be em-
bedded into a manifold Y , then X is principal. So it will be useful to study
embeddings of d-manifolds into manifolds. The following classical facts are due
to Whitney [60].
Theorem 4.28. (a) Let X be an m-manifold and n > 2m. Then a generic
smooth map f : X → Rn is an immersion.
(b) Let X be an m-manifold and n > 2m+ 1. Then there exists an embedding
f : X → Rn, and we can choose such f with f(X) closed in Rn. Generic
smooth maps f : X → Rn are embeddings.
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In [35, §4.4] we generalize Theorem 4.28 to d-manifolds.
Theorem 4.29. Let X be a d-manifold. Then there exist immersions and/or
embeddings f :X → Rn for some n≫ 0 if and only if there is an upper bound
for dimT ∗xX for all x ∈ X. If there is such an upper bound, then immersions
f : X → Rn exist provided n > 2 dimT ∗xX for all x ∈ X, and embeddings
f : X → Rn exist provided n > 2 dimT ∗xX + 1 for all x ∈ X. For embeddings
we may also choose f with f(X) closed in Rn.
Here is an example in which the condition does not hold.
Example 4.30. Rk ×0,Rk,0 ∗ is a principal d-manifold of virtual dimension 0,
with C∞-scheme Rk, and obstruction bundle Rk. Thus X =
∐
k>0R
k×0,Rk,0 ∗
is a d-manifold of virtual dimension 0, with C∞-scheme X =
∐
k>0 R
k. Since
T ∗xX
∼= Rn for x ∈ Rn ⊂
∐
k>0R
k, dimT ∗xX realizes all values n > 0. Hence
there cannot exist immersions or embeddings f :X → Rn for any n > 0.
As x 7→ dimT ∗xX is an upper semicontinuous map X → N, if X is compact
then dimT ∗xX is bounded above, giving:
Corollary 4.31. Let X be a compact d-manifold. Then there exists an embed-
ding f :X → Rn for some n≫ 0.
If a d-manifold X can be embedded into a manifold Y , we show in [35, §4.4]
that we can write X as the zeroes of a section of a vector bundle over Y near
its image. See [53, Prop. 9.5] for the analogue for Spivak’s derived manifolds.
Theorem 4.32. Suppose X is a d-manifold, Y a manifold, and f : X → Y
an embedding, in the sense of Definition 4.19. Then there exist an open subset
V in Y with f(X) ⊆ V , a vector bundle E → V, and s ∈ C∞(E) fitting into a
2-Cartesian diagram in dSpa :
X
f
//
f ✕✕✕✕
FN
η
V
0 
V
s // E.
Here Y = FdManMan (Y ), and similarly for V ,E, s,0, with 0 : V → E the zero
section. Hence X is equivalent to the ‘standard model’ d-manifold SV,E,s of
Example 4.4, and is a principal d-manifold.
Combining Theorems 4.29 and 4.32, Lemma 4.27, and Corollary 4.31 yields:
Corollary 4.33. Let X be a d-manifold. Then X is a principal d-manifold if
and only if dim T ∗xX is bounded above for all x ∈ X. In particular, if X is
compact, then X is principal.
Corollary 4.33 suggests that most interesting d-manifolds are principal, in
a similar way to most interesting C∞-schemes being affine in Remark 2.9(ii).
Example 4.30 gives a d-manifold which is not principal.
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4.8 Orientations on d-manifolds
Let X be an n-manifold. Then T ∗X is a rank n vector bundle on X , so its top
exterior power ΛnT ∗X is a line bundle (rank 1 vector bundle) onX . In algebraic
geometry, ΛnT ∗X would be called the canonical bundle of X . We define an
orientation ω on X to be an orientation on the fibres of ΛnT ∗X . That is, ω
is an equivalence class [τ ] of isomorphisms of line bundles τ : OX → ΛnT ∗X ,
where OX is the trivial line bundle R × X → X , and τ, τ ′ are equivalent if
τ ′ = τ · c for some smooth c : X → (0,∞).
To generalize all this to d-manifolds, we will need a notion of the ‘top exterior
power’ L(E•,φ) of a virtual vector bundle (E
•, φ) in §4.3. As the definition
in [35, §4.5] is long, we will not give it, but just state its important properties:
Theorem 4.34. Let X be a C∞-scheme, and (E•, φ) a virtual vector bundle
on X. Then in [35, §4.5] we define a line bundle (rank 1 vector bundle) L(E•,φ)
on X, which we call the orientation line bundle of (E•, φ). This satisfies:
(a) Suppose E1, E2 are vector bundles on X with ranks k1, k2, and φ : E
1 → E2
is a morphism. Then (E•, φ) is a virtual vector bundle of rank k2 − k1,
and there is a canonical isomorphism L(E•,φ) ∼= Λk1(E
1)∗ ⊗ Λk2E2.
(b) Let f• : (E•, φ)→ (F•, ψ) be an equivalence in vvect(X). Then there is a
canonical isomorphism Lf• : L(E•,φ) → L(F•,ψ) in qcoh(X).
(c) If (E•, φ) ∈ vvect(X) then Lidφ = idL(E•,φ) : L(E•,φ) → L(E•,φ).
(d) If f• : (E•, φ) → (F•, ψ) and g• : (F•, ψ) → (G•, ξ) are equivalences in
vvect(X) then Lg•◦f• = Lg• ◦ Lf• : L(E•,φ) → L(G•,ξ).
(e) If f•, g• : (E•, φ) → (F•, ψ) are 2-isomorphic equivalences in vvect(X)
then Lf• = Lg• : L(E•,φ) → L(F•,ψ).
(f) Let f : X → Y be a morphism of C∞-schemes, and (E•, φ) ∈ vvect(Y ).
Then there is a canonical isomorphism If,(E•,φ) : f
∗(L(E•,φ))→ Lf∗(E•,φ).
Now we can define orientations on d-manifolds.
Definition 4.35. Let X be a d-manifold. Then the virtual cotangent bundle
T ∗X is a virtual vector bundle on X by Proposition 4.11(b), so Theorem 4.34
gives a line bundle LT∗X on X. We call LT∗X the orientation line bundle ofX.
An orientation ω on X is an orientation on LT∗X . That is, ω is an equiv-
alence class [τ ] of isomorphisms τ : OX → LT∗X in qcoh(X), where τ, τ
′ are
equivalent if they are proportional by a smooth positive function on X.
If ω = [τ ] is an orientation on X, the opposite orientation is −ω = [−τ ],
which changes the sign of the isomorphism τ : OX → LT∗X . When we refer to
X as an oriented d-manifold, −X will mean X with the opposite orientation,
that is, X is short for (X , ω) and −X is short for (X ,−ω).
Example 4.36. (a) Let X be an n-manifold, and X = FdManMan (X) the associ-
ated d-manifold. Then X = FC
∞Sch
Man (X), EX = 0 and FX = T
∗X. So EX ,FX
are vector bundles of ranks 0, n. As Λ0EX ∼= OX , Theorem 4.34(a) gives a
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canonical isomorphism LT∗X ∼= ΛnT ∗X . That is, LT∗X is isomorphic to the
lift to C∞-schemes of the line bundle ΛnT ∗X on the manifold X .
As above, an orientation on X is an orientation on the line bundle ΛnT ∗X .
Hence orientations on the d-manifoldX = FdManMan (X) in the sense of Definition
4.35 are equivalent to orientations on the manifold X in the usual sense.
(b) Let V be an n-manifold, E → V a vector bundle of rank k, and s ∈ C∞(E).
Then Example 4.4 defines a ‘standard model’ principal d-manifold S = SV,E,s,
which has ES ∼= E
∗|S , FS ∼= T ∗V |S , where E , T ∗V are the lifts of the vector
bundles E, T ∗V on V to V . Hence ES ,FS are vector bundles on SV,E,s of ranks
k, n, so Theorem 4.34(a) gives an isomorphism LT∗SV,E,s ∼= (Λ
kE ⊗ ΛnT ∗V )|S .
Thus LT∗SV,E,s is the lift to SV,E,s of the line bundle Λ
kE⊗ΛnT ∗V over the
manifold V . Therefore we may induce an orientation on the d-manifold SV,E,s
from an orientation on the line bundle ΛkE ⊗ΛnT ∗V over V . Equivalently, we
can induce an orientation on SV,E,s from an orientation on the total space of
the vector bundle E∗ over V , or from an orientation on the total space of E.
We can construct orientations on d-transverse fibre products of oriented d-
manifolds. Note that (4.11) depends on an orientation convention: a different
choice would change (4.11) by a sign depending on vdimX, vdimY , vdimZ.
Our conventions follow those of Fukaya et al. [19, §8.2] for Kuranishi spaces.
Theorem 4.37. Work in the situation of Theorem 4.22, so that W,X,Y ,Z
are d-manifolds with W = X ×g,Z,h Y for g,h d-transverse, where e : W →
X, f : W → Y are the projections. Then we have orientation line bundles
LT∗W, . . . ,LT∗Z on W, . . . , Z, so LT∗W, e∗(LT∗X), f∗(LT∗Y ), (g ◦ e)∗(LT∗Z)
are line bundles on W . With a suitable choice of orientation convention, there
is a canonical isomorphism
Φ : LT∗W −→ e
∗(LT∗X)⊗OW f
∗(LT∗Y )⊗OW (g ◦ e)
∗(LT∗Z)
∗. (4.11)
Hence, if X,Y ,Z are oriented d-manifolds, then W also has a natural
orientation, since trivializations of LT∗X ,LT∗Y ,LT∗Z induce a trivialization
of LT∗W by (4.11).
Fibre products have natural commutativity and associativity properties.
When we include orientations, the orientations differ by some sign. Here is
an analogue of results of Fukaya et al. [19, Lem. 8.2.3] for Kuranishi spaces.
Proposition 4.38. Suppose V , . . . ,Z are oriented d-manifolds, e, . . . ,h are
1-morphisms, and all fibre products below are d-transverse. Then the following
hold, in oriented d-manifolds:
(a) For g :X → Z and h : Y → Z we have
X ×g,Z,h Y ≃ (−1)
(vdimX−vdimZ)(vdimY−vdimZ)Y ×h,Z,g X .
In particular, when Z = ∗ so that X ×Z Y =X × Y we have
X × Y ≃ (−1)vdimX vdimYY ×X.
38
(b) For e : V → Y , f :W → Y , g :W → Z, and h :X → Z we have
V ×e,Y ,f◦piW
(
W ×g,Z,hX
)
≃
(
V ×e,Y ,f W
)
×g◦piW,Z,hX.
(c) For e : V → Y , f : V → Z, g :W → Y , and h :X → Z we have
V ×(e,f),Y×Z,g×h (W ×X) ≃
(−1)vdimZ(vdimY+vdimW)(V ×e,Y ,gW)×f◦piV ,Z,hX.
5 Manifolds with boundary and corners
So far we have discussed only manifolds without boundary (locally modelled
on Rn). One can also consider manifolds with boundary (locally modelled on
[0,∞)×Rn−1) and manifolds with corners (locally modelled on [0,∞)k×Rn−k).
The author [32] studied manifolds with corners, giving a new definition of
smooth map f : X → Y between manifolds with corners X,Y , satisfying ex-
tra conditions over ∂kX, ∂lY . This yields categoriesManb,Manc of manifolds
with boundary and with corners with good properties as categories.
In [35, Chap. 5] we surveyed [32], changing some notation, and including
some new material. This section summarizes [32], [35, Chap. 5], following the
notation of [35, Chap. 5]. See [32] and [35, Chap. 5] for further references on
manifolds with corners.
5.1 Boundaries and smooth maps
The definition of an n-manifold with corners X in [32, §2] involves an atlas
of charts (U, φ) on X with U ⊆ [0,∞)k × Rn−k open and φ : U →֒ X a
homeomorphism with an open set in X . Apart from taking U ⊆ [0,∞)k×Rn−k
rather than U ⊆ Rn, there is no difference with the usual definition of n-
manifold. The definitions of the boundary ∂X of X in [32, §2], and of smooth
map f : X → Y between manifolds with corners in [32, §3], may be surprising
for readers who have not thought much about corners, so we give them here.
Definition 5.1. Let X be a manifold with corners, of dimension n. Then there
is a natural stratificationX =
∐n
k=0 S
k(X), where Sk(X) is the depth k stratum
of X , that is, the set of points x ∈ X such that X near x is locally modelled on
[0,∞)k × Rn−k near 0. Then Sk(X) is an (n − k)-manifold without boundary,
and Sk(X) =
∐n
l=k S
l(X). The interior of X is X◦ = S0(X).
A local boundary component β of X at x is a local choice of connected com-
ponent of S1(X) near x. That is, for each sufficiently small open neighbourhood
V of x in X , β gives a choice of connected component W of V ∩ S1(X) with
x ∈ W , and any two such choices V,W and V ′,W ′ must be compatible in the
sense that x ∈ (W ∩W ′). As a set, define the boundary
∂X =
{
(x, β) : x ∈ X , β is a local boundary component for X at x
}
.
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Then ∂X is an (n− 1)-manifold with corners if n > 0, and ∂X = ∅ if n = 0.
Define a smooth map iX : ∂X → X by iX : (x, β) 7→ x.
Example 5.2. The manifold with corners X = [0,∞)2 has strata S0(X) =
(0,∞)2, S1(X) =
(
{0} × (0,∞)
)
∐
(
(0,∞) × {0}
)
and S2(X) = {(0, 0)}. A
point (a, b) in X has local boundary components {x = 0} if a = 0 and {y = 0}
if b = 0. Thus
∂X =
{(
(x, 0), {y = 0}
)
: x ∈ [0,∞)
}
∐
{(
(0, y), {x = 0}
)
: y ∈ [0,∞)
}
∼= [0,∞) ∐ [0,∞).
Note that iX : ∂X → X maps two points
(
(0, 0), {x = 0}
)
,
(
(0, 0), {y = 0}
)
to (0, 0). In general, if a manifold with corners X has ∂2X 6= ∅ then iX is not
injective, so the boundary ∂X is not a subset of X .
Definition 5.3. Let X,Y be manifolds with corners of dimensions m,n. A
continuous map f : X → Y is called weakly smooth if whenever (U, φ), (V, ψ)
are charts on X,Y then
ψ−1 ◦ f ◦ φ : (f ◦ φ)−1(ψ(V )) −→ V
is a smooth map from (f ◦ φ)−1(ψ(V )) ⊂ Rm to V ⊂ Rn.
Let (x, β) ∈ ∂X . A boundary defining function for X at (x, β) is a pair
(V, b), where V is an open neighbourhood of x in X and b : V → [0,∞) is
a weakly smooth map, such that db|v : TvV → Tb(v)[0,∞) is nonzero for all
v ∈ V , and there exists an open neighbourhood U of (x, β) in i−1X (V ) ⊆ ∂X ,
with b ◦ iX |U = 0, and iX |U : U −→
{
v ∈ V : b(v) = 0
}
is a homeomorphism.
A weakly smooth map of manifolds with corners f : X → Y is called smooth
if it satisfies the following additional condition over ∂X, ∂Y . Suppose x ∈ X
with f(x) = y ∈ Y , and β is a local boundary component of Y at y. Let (V, b)
be a boundary defining function for Y at (y, β). We require that either:
(i) There exists an open x ∈ V˜ ⊆ f−1(V ) ⊆ X such that (V˜ , b ◦ f |V˜ ) is a
boundary defining function forX at (x, β˜), for some unique local boundary
component β˜ of X at x; or
(ii) There exists an open x ∈W ⊆ f−1(V ) ⊆ X with b ◦ f |W = 0.
Form the fibre products of topological spaces
∂X×f◦iX ,Y,iY ∂Y =
{(
(x, β˜), (y, β)
)
∈∂X×∂Y : f ◦iX(x, β˜)=y= iY (y, β)
}
,
X ×f,Y,iY ∂Y =
{(
x, (y, β)
)
∈ X × ∂Y : f(x) = y = iY (y, β)
}
.
Define subsets Sf ⊆ ∂X×Y ∂Y and Tf ⊆ X×Y ∂Y by
(
(x, β˜), (y, β)
)
∈ Sf in case
(i) above, and
(
x, (y, β)
)
∈ Tf in case (ii) above. Define maps sf : Sf → ∂X ,
tf : Tf → X , uf : Sf → ∂Y , vf : Tf → ∂Y to be the projections from the
fibre products. Then Sf , Tf are open and closed in ∂X ×Y ∂Y,X ×Y ∂Y and
have the structure of manifolds with corners, with dimSf = dimX − 1 and
dimTf = dimX , and st, tf , uf , vf are smooth maps with sf , tf e´tale.
We writeManc for the category of manifolds with corners, with morphisms
smooth maps, and Manb for the full subcategory of manifolds with boundary.
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5.2 (Semi)simple maps, submersions, immersions,
and embeddings
In [35, §5.4 & §5.7] we define some interesting classes of smooth maps:
Definition 5.4. Let f : X → Y be a smooth map of manifolds with corners.
(a) We call f simple if sf : Sf → ∂X in Definition 5.3 is bijective.
(b) We call f semisimple if sf : Sf → ∂X is injective.
(c) We call f flat if Tf = ∅ in Definition 5.3.
(d) We call f a diffeomorphism if it has a smooth inverse f−1 : Y → X .
(e) We call f a submersion if for all x ∈ Sk(X) ⊆ Y with f(x) = y ∈ Sl(Y ) ⊆
Y , then df |x : TxX → Tf(x)Y and df |x : Tx(S
k(X)) → Tf(x)(S
l(Y ))
are surjective. Submersions are automatically semisimple. We call f an
s-submersion if it is a simple submersion.
(f) We call f an immersion if df |x : TxX → Tf(x)Y is injective for all x ∈ X .
We call f an s-immersion (or sf-immersion) if f is also simple (or simple
and flat). We call f an embedding (or s-embedding, or sf-embedding) if f
is an immersion (or s-immersion, or sf-immersion), and f : X → f(X) is
a homeomorphism with its image.
For manifolds without boundary, one considers immersed or embedded sub-
manifolds. Part (f) gives six different notions of submanifolds X of manifolds
with corners Y : immersed, s-immersed, sf-immersed, embedded, s-embedded and
sf-embedded submanifolds.
Example 5.5. (i) The inclusion i : [0,∞) →֒ R is an embedding. It is semisim-
ple and flat, but not simple, as si : Si → ∂[0,∞) maps ∅ → {0}, and is not
surjective, so i is not an s- or sf-embedding. Thus [0,∞) is an embedded sub-
manifold of R, but not an s- or sf-embedded submanifold.
(ii) The map f : [0,∞)→ [0,∞)2 mapping f : x 7→ (x, x) is an embedding. It is
flat, but not semisimple, as sf : Sf → ∂[0,∞) maps two points to one point, and
is not injective. Hence f is not an s- or sf-embedding, and
{
(x, x) : x ∈ [0,∞)
}
is an embedded submanifold of [0,∞)2, but not s- or sf-embedded.
(iii) The inclusion i : {0} →֒ [0,∞) has di|0 injective, so it is an embedding. It is
simple, but not flat, as Ti =
{(
0, (0, {x = 0})
)}
6= ∅. Thus i is an s-embedding,
but not an sf-embedding. Hence {0} is an s-embedded but not sf-embedded
submanifold of [0,∞).
(iv) Let X be a manifold with corners with ∂X 6= ∅. Then iX : ∂X → X
is an immersion. Also siX : SiX → ∂
2X is a bijection, so iX is simple, but
TiX
∼= ∂X 6= ∅, so iX is not flat. Hence iX is an s-immersion, but not an
sf-immersion. If ∂2X = ∅ then iX is an s-embedding, but not an sf-embedding.
(v) Let f : [0,∞) → R be smooth. Define g : [0,∞) → [0,∞) × R by g(x) =
(x, f(x)). Then g is an sf-embedding, and Γf =
{
(x, f(x) : x ∈ [0,∞)
}
is an
sf-embedded submanifold of [0,∞)× R.
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Simple and semisimple maps have a property of lifting to boundaries:
Proposition 5.6. Let f : X → Y be a semisimple map of manifolds with
corners. Then there exists a natural decomposition ∂X = ∂f+X ∐ ∂
f
−X with
∂f±X open and closed in ∂X, and semisimple maps f+ = f ◦ iX |∂f+X : ∂
f
+X → Y
and f− : ∂
f
−X → ∂Y, such that the following commutes in Man
c :
∂f−X f−
//
iX |
∂
f
−
X
∂Y
iY 
X
f // Y.
(5.1)
If f is also flat, then (5.1) is a Cartesian square, so that ∂f−X
∼= X ×Y ∂Y . If
f is simple then ∂f+X = ∅ and ∂
f
−X = ∂X. If f is simple, flat, a submersion,
or an s-submersion, then f± are also simple, . . . , s-submersions, respectively.
In fact we define ∂f−X = sf (Sf ), so that sf : Sf → ∂
f
−X is a bijection since
sf is injective as f is semisimple, and then f− = uf ◦ s
−1
f , using the notation
of Definition 5.3. If f : X → Y is simple then f− : ∂X → ∂Y is also simple, so
f−k : ∂
kX → ∂kY is simple for k = 1, 2, . . . . If f is also flat then f−k is flat and
∂kX ∼= X×Y ∂kY . A smooth map f : X → Y is flat if and only if f(X◦) ⊆ Y ◦,
or equivalently, if f : X → Y and iY : ∂Y → Y are transverse.
(S-)submersions are locally modelled on projections πX : X × Y → X :
Proposition 5.7. (a) Let X,Y be manifolds with corners. Then the projection
πX : X × Y → X is a submersion, and an s-submersion if ∂Y = ∅.
(b) Let f : X → Y be a submersion of manifolds with corners, and x ∈ X
with f(x) = y ∈ Y . Then there exist open neighbourhoods V of x in X and W
of y in Y with f(V ) = W, a manifold with corners Z, and a diffeomorphism
V ∼= W × Z which identifies f |V : V → W with πW : W × Z → W . If f is an
s-submersion then ∂Z = ∅.
S-immersions and sf-immersions are also locally modelled on products:
Proposition 5.8. (a) Let X be a manifold with corners and 0 6 k 6 n. Then
idX × 0 : X → X ×
(
[0,∞)k × Rn−k
)
mapping x 7→ (x, 0) is an s-embedding,
and an sf-embedding if k = 0.
(b) Let f : X → Y be an s-immersion of manifolds with corners, and x ∈ X
with f(x) = y ∈ Y . Then there exist open neighbourhoods V of x in X and W
of y in Y with f(V ) ⊆ W, an open neighbourhood Z of 0 in [0,∞)k × Rn−k,
and a diffeomorphism W ∼= V ×Z which identifies f |V : V →W with idV × 0 :
V → V × Z. If f is an sf-immersion then k = 0.
Example 5.5(ii) shows general immersions are not modelled on products.
5.3 Corners and the corner functors
As in [32, §2], [35, §5.5], we define the k-corners Ck(X) of a manifold with
corners X .
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Definition 5.9. Let X be an n-manifold with corners. Applying ∂ repeatedly
gives manifolds with corners ∂X, ∂2X, . . . . There is a natural identification
∂kX ∼=
{
(x, β1, . . . , βk) : x ∈ X, β1, . . . , βk are distinct
local boundary components for X at x
}
.
(5.2)
Using (5.2), we see that the symmetric group Sk of permutations of {1, . . . , k}
has a natural, free action on ∂kX by diffeomorphisms, given by
σ : (x, β1, . . . , βk) 7−→ (x, βσ(1), . . . , βσ(k)).
Define the k-corners of X , as a set, to be
Ck(X) =
{
(x, {β1, . . . , βk}) : x ∈ X, β1, . . . , βk are distinct
local boundary components for X at x
}
.
Then Ck(X) is naturally a manifold with corners of dimension n − k, with
Ck(X) ∼= ∂kX/Sk. The interior Ck(X)◦ is naturally diffeomorphic to Sk(X).
We have natural diffeomorphisms C0(X) ∼= X and C1(X) ∼= ∂X .
A surprising fact about manifolds with corners X is that the disjoint union
C(X) :=
∐dimX
k=0 Ck(X) has strong functorial properties. Since C(X) is not a
manifold with corners, it is helpful to enlarge our category Manc:
Definition 5.10. Write Mˇanc for the category whose objects are disjoint
unions
∐∞
m=0Xm, where Xm is a manifold with corners of dimension m, and
whose morphisms are continuous maps f :
∐∞
m=0Xm →
∐∞
n=0 Yn, such that
f |Xm∩f−1(Yn) :
(
Xm ∩ f−1(Yn)
)
→ Yn is a smooth map of manifolds with cor-
ners for all m,n > 0.
Definition 5.11. Define corner functors C, Cˆ : Manc → Mˇanc by C(X) =
Cˆ(X) =
∐dimX
k=0 Ck(X) on objects, and on morphisms f : X → Y in Man
c,
C(f) :
(
x, {β˜1, . . . , β˜i}
)
7−→
(
y, {β1, . . . , βj}
)
, where y = f(x),
{β1, . . . , βj}=
{
β :
(
(x, β˜l), (y, β)
)
∈ Sf , some l = 1, . . . , i
}
,
Cˆ(f) :
(
x, {β˜1, . . . , β˜i}
)
7−→
(
y, {β1, . . . , βj}
)
, where y = f(x),
{β1, . . . , βj}=
{
β :
(
(x, β˜l), (y, β)
)
∈ Sf , l = 1, . . . , i
}
∪
{
β :
(
x, (y, β)
)
∈Tf
}
.
Write Cf,kj (X) = Cj(X) ∩ C(f)
−1(Ck(Y )) and C
k
j (f) = C(f)|Cf,kj (X)
:
Cf,kj (X) → Ck(Y ) for all j, k, and similarly for Cˆ
f,k
j (X), Cˆ
k
j (f). Then C
k
j (f)
and Cˆkj (f) are smooth maps of manifolds with corners. Note that C
f,0
0 (X) =
C0(X) ∼= X and C0(Y ) ∼= Y , and these isomorphisms identify C00 (f) : C0(X)→
C0(Y ) with f : X → Y .
It turns out that C, Cˆ are both functors Manc → Mˇanc. Furthermore:
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(i) For each X ∈Manc we have a natural diffeomorphism C(∂X) ∼= ∂C(X)
identifying C(iX) : C(∂X)→ C(X) with iC(X) : ∂C(X)→ C(X)
(ii) For all X,Y in Manc we have a natural diffeomorphism C(X × Y ) ∼=
C(X)×C(Y ). These diffeomorphisms commute with product morphisms
and direct product morphisms in Manc, Mˇanc.
(iii) If g : X → Z and h : Y → Z are strongly transverse maps in Manc
then C maps the fibre product X ×g,Z,h Y in Manc to the fibre product
C(X)×C(g),C(Z),C(h) C(Y ) in Mˇan
c.
(iv) If f : X → Y is semisimple, then C(f) maps Ck(X) →
∐k
l=0 Cl(Y ) for
all k > 0. The natural diffeomorphisms C1(X) ∼= ∂X, C0(Y ) ∼= Y and
C1(Y ) ∼= ∂Y identify C
f,0
1 (X)
∼= ∂
f
+X, C
0
1 (f)
∼= f+, C
f,1
1 (X)
∼= ∂
f
−X and
C11 (f)
∼= f−. If f is simple then C(f) maps Ck(X)→ Ck(Y ) for all k > 0.
The analogues hold for Cˆ, except for (iv) and the last part of (i).
5.4 (Strong) transversality and fibre products
In [32, §6], [35, §5.6] we discuss conditions for fibre products to exist in Manc.
Definition 5.12. Let g : X → Z, h : Y → Z be smooth maps of manifolds with
corners. We call g, h transverse if whenever x ∈ Sj(X) ⊆ X , y ∈ Sk(Y ) ⊆ Y
and z ∈ Sl(Z) ⊆ Z with g(x) = h(y) = z, then TzZ = dg|x(TxX) + dh|y(TyY )
and Tz(S
l(Z)) = dg|x(Tx(S
j(X))) + dh|y(Ty(S
k(Y ))).
We call g, h strongly transverse if they are transverse, and whenever there
are points in Cj(X), Ck(Y ), Cl(Z) with
C(g)(x, {β1, . . . , βj}) = C(h)(y, {β˜1, . . . , β˜k}) = (z, {β˙1, . . . , β˙l})
we have either j + k > l or j = k = l = 0.
If one of g, h is a submersion then g, h are strongly transverse. It is well
known that transverse fibre products of manifolds without boundary exist. Here
is the (more difficult to prove) analogue for manifolds with corners.
Theorem 5.13. Let g : X → Z, h : Y → Z be transverse smooth maps of
manifolds with corners. Then a fibre product W =X ×g,Z,h Y exists in Manc.
As a topological space, the fibre product in Theorem 5.13 is just the topo-
logical fibre product W =
{
(x, y) ∈ X × Y : g(x) = h(y)
}
. In general, the
boundary ∂W is difficult to describe explicitly: it is the quotient of a subset of
(∂X×Z Y )∐ (X×Z ∂Y ) by an equivalence relation. Here are some special cases
in which we can give an explicit formula for ∂W .
Proposition 5.14. Let g : X → Z, h : Y → Z be transverse smooth maps in
Manc, so that X ×g,Z,h Y exists by Theorem 5.13. Then:
(a) If ∂Z = ∅ then
∂
(
X ×g,Z,h Y
)
∼=
(
∂X ×g◦iX ,Z,h Y
)
∐
(
X ×g,Z,h◦iY ∂Y
)
. (5.3)
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(b) If g is semisimple then
∂
(
X ×g,Z,h Y
)
∼=
(
∂g+X ×g+,Z,h Y
)
∐
(
X ×g,Z,h◦iY ∂Y
)
. (5.4)
(c) If both g, h are semisimple then
∂
(
X ×g,Z,h Y
)
∼=(
∂g+X ×g+,Z,h Y
)
∐
(
X ×g,Z,h+ ∂
h
+Y
)
∐
(
∂g−X ×g−,∂Z,h− ∂
h
−Y
)
.
(5.5)
Here all fibre products in (5.3)–(5.5) are transverse, and so exist.
For strongly transverse smooth maps, fibre products commute with the cor-
ner functors C, Cˆ : Manc → Mˇanc. Since C1(W ) ∼= ∂W , equation (5.6) with
i = 1 gives another explicit description of ∂W in this case.
Theorem 5.15. Let g : X → Z, h : Y → Z be strongly transverse smooth maps
of manifolds with corners, and write W for the fibre product X ×g,Z,h Y given
by Theorem 5.13. Then there is a canonical diffeomorphism
Ci(W ) ∼=
∐
j,k,l>0:i=j+k−l
Cg,lj (X)×Clj(g),Cl(Z),Clk(h) C
h,l
k (Y ) (5.6)
for all i > 0, where the fibre products are all transverse and so exist. Hence
C(W ) ∼= C(X)×C(g),C(Z),C(h) C(Y ) in Mˇan
c.
5.5 Orientations on manifolds with corners
In [32, §7], [35, §5.8] we discuss orientations on manifolds with corners.
Definition 5.16. Let X be an n-manifold with corners. An orientation ω on
X is an orientation on the fibres of the real line bundle ΛnT ∗X over X . That
is, ω is an equivalence class [τ ] of isomorphisms τ : OX → Λ
nT ∗X , where
OX = R × X → X is the trivial line bundle on X , and τ, τ ′ are equivalent if
τ ′ = τ · c for some smooth c : X → (0,∞).
If ω = [τ ] is an orientation, we write −ω for the opposite orientation [−τ ].
We call the pair (X,ω) an oriented manifold. Usually we suppress the ori-
entation ω, and just refer to X as an oriented manifold. When X is an oriented
manifold, we write −X for X with the opposite orientation.
IfX,Y, Z are oriented manifolds with corners, then we can define orientations
on boundaries ∂X , productsX×Y , and transverse fibre productsX×ZY . To do
this requires a choice of orientation convention. Our orientation conventions are
given in [35, §5.8]. Having fixed an orientation convention, natural isomorphisms
of manifolds with corners such as X ×Z Y ∼= Y ×Z X lift to isomorphisms of
oriented manifolds of corners, modified by signs depending on the dimensions.
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For example, if g : X → Z and h : Y → Z are transverse maps of oriented
manifolds with corners then
X ×g,Z,h Y ∼= (−1)
(dimX−dimZ)(dimY−dimZ)Y ×h,Z,g X,
and with orientations equations (5.3)–(5.5) become
∂
(
X×g,Z,hY
)
∼=
(
∂X×g◦iX ,Z,hY
)
∐(−1)dimX+dimZ
(
X×g,Z,h◦iY ∂Y
)
,
∂
(
X×g,Z,hY
)
∼=
(
∂g+X×g+,Z,hY
)
∐(−1)dimX+dimZ
(
X×g,Z,h◦iY ∂Y
)
,
∂
(
X ×g,Z,h Y
)
∼=
(
∂g+X ×g+,Z,h Y
)
∐(−1)dimX+dimZ
(
X×h,Z,h+∂
h
+Y
)
∐
(
∂g−X ×g−,∂Z,h− ∂
h
−Y
)
.
5.6 Fixed point loci in manifolds with corners
In [35, §5.5] we study the fixed point locus XΓ of a group Γ acting on a manifold
with corners X . These are related to orbifold strata XΓ of orbifolds with corners
X, which we will discuss in §12.5. Here is our main result.
Proposition 5.17. Suppose X is a manifold with corners, Γ a finite group,
and r : Γ → Aut(X) an action of Γ on X by diffeomorphisms. Applying the
corner functor C of §5.3 gives an action C(r) : Γ→ Aut(C(X)) of Γ on C(X)
by diffeomorphisms. Write XΓ, C(X)Γ for the subsets of X,C(X) fixed by Γ,
and jX,Γ : X
Γ → X for the inclusion. Then:
(a) XΓ has the structure of an object in Mˇanc (a disjoint union of manifolds
with corners of different dimensions, as in §5.3) in a unique way, such
that jX,Γ : X
Γ → X is an embedding. This jX,Γ is flat, but need not be
(semi)simple.
(b) By (a) we have a smooth map C(jX,Γ) : C(X
Γ)→ C(X). This C(jX,Γ) is
a diffeomorphism C(XΓ)→ C(X)Γ. As jX,Γ need not be simple, C(jX,Γ)
need not map Ck(X
Γ)→ Ck(X) for k > 0.
(c) By (b), C(jX,Γ) identifies C1(X
Γ) ∼= ∂(XΓ) with a subset of C(X)Γ ⊆
C(X). This gives the following description of ∂(XΓ) :
∂(XΓ) ∼=
{
(x, {β1, . . . , βk}) ∈ Ck(X) : x ∈ X
Γ, k > 1, β1, . . . , βk
are distinct local boundary components for X at x,
and Γ acts transitively on {β1, . . . , βk}
}
.
(d) Now suppose Y is a manifold with corners with an action of Γ, and f :
X → Y is a Γ-equivariant smooth map. Then XΓ, Y Γ are objects in Mˇanc
by (a), and fΓ := f |XΓ : X
Γ → Y Γ is a morphism in Mˇanc.
Example 5.18. Let Γ = {1, σ} with σ2 = 1, so that Γ ∼= Z2, and let Γ
act on X = [0,∞)2 by σ : (x1, x2) 7→ (x2, x1). Then XΓ =
{
(x, x) : x ∈
[0,∞)
}
∼= [0,∞), a manifold with corners, and the inclusion jX,Γ : XΓ → X is
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jX,Γ : [0,∞) → [0,∞)2, jX,Γ : x 7→ (x, x), a smooth, flat embedding, which is
not semisimple. We have ∂X = ∂
(
[0,∞)2
)
∼= [0,∞)∐[0,∞), where Γ acts freely
on ∂X by exchanging the two copies of [0,∞). Hence (∂X)Γ = ∅, but ∂(XΓ) is
a point ∗, so in this case (∂X)Γ 6∼= ∂(XΓ). Also C2(X) =
{(
0, {{x1 = 0}, {x2 =
0}}
)}
is a single point, which is Γ-invariant, and C(jX,Γ) : C(X
Γ) → C(X)Γ
identifies (0, {{x = 0}}) ∈ C1(XΓ) ∼= ∂X with this point in C2(X)Γ.
If a finite group Γ acts on a manifold with corners X then as in Proposition
5.17(b) we have C(X)Γ ∼= C(XΓ), but as in Example 5.18 in general we do
not have (∂X)Γ ∼= ∂(XΓ), but only (∂X)Γ ⊆ ∂(XΓ). Thus for fixed point loci,
corners have more functorial behaviour than boundaries.
6 D-spaces with corners
The goal of [35, Chap.s 6 & 7] is to construct a well-behaved 2-category dManc
of d-manifolds with corners, a derived version ofManc. It is tempting to define
dManc as a 2-subcategory of d-spaces dSpa, but this turns out not to be a
good idea. For example, the natural functor FdSpaManc : Man
c → dSpa is not
full, as 1-morphisms f : FdSpaManc(X)→ F
dSpa
Manc(Y ) correspond to weakly smooth
rather than smooth maps f : X → Y , in the notation of §5.1.
Therefore we begin in [35, Chap. 6] by defining a 2-category dSpac of d-
spaces with corners, and then define dManc in [35, Chap. 7] as a 2-subcategory
of dSpac. Many properties of manifolds with corners in §5 work for d-spaces
with corners, e.g. boundaries ∂X , simple, semisimple and flat maps f : X → Y ,
decompositions ∂X = ∂f+X ∐ ∂
f
−X and semisimple maps f+ : ∂
f
+X → Y and
f− : ∂
f
−X → ∂Y when f is semisimple, and the corner functors C, Cˆ.
6.1 Outline of the definition of the 2-category dSpac
The definition of the 2-category of d-spaces with corners dSpac in [35, §6.1] is
long and complicated. So here we just sketch the main ideas.
Let X be a manifold with corners. Then it has a boundary ∂X with a proper
smooth map iX : ∂X → X . On ∂X we have an exact sequence
0 // NX // i∗X(T
∗X)
(diX )
∗
// T ∗(∂X) // 0, (6.1)
whereNX is the conormal bundle of ∂X inX . The line bundleNX has a natural
orientation ωX induced by outward-pointing normal vectors to ∂X in X .
Thus, for each manifold with cornersX we have a quadruple (X, ∂X, iX , ωX).
D-spaces with corners are based on this idea. A d-space with corners X is a
quadrupleX = (X ,∂X, iX, ωX) whereX,∂X are d-spaces, and iX : ∂X →X
is a proper 1-morphism, and we have an exact sequence in qcoh(∂X):
0 // NX
νX // i∗X(FX)
i2X // F∂X // 0, (6.2)
with NX a line bundle, and ωX is an orientation on NX. These X,∂X, iX, ωX
must satisfy some complicated conditions in [35, §6.1], that we will not give.
They require ∂X to be locally equivalent to a fibre productX×[0,∞)∗ in dSpa.
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If X = (X ,∂X, iX, ωX) and Y = (Y ,∂Y , iY, ωY) are d-spaces with cor-
ners, a 1-morphism f : X→ Y in dSpac is a 1-morphism f :X → Y in dSpa
satisfying extra conditions over ∂X,∂Y , which are analogous to the extra con-
ditions for a weakly smooth map of manifolds with corners f : X → Y to be
smooth in Definition 5.3.
If f : X→ Y is a 1-morphism in dSpac, we can form the C∞-scheme fibre
products ∂X×f◦iX,Y ,iY ∂Y andX×f,Y ,iY ∂Y . As for Sf , Tf in Definition 5.3, we
can define open and closed C∞-subschemes Sf ⊆ ∂X×Y ∂Y and T f ⊆ X×Y ∂Y ,
and define C∞-scheme morphisms sf : Sf → ∂X, tf : T f → X, uf : Sf → ∂Y
and vf : T f → ∂Y to be the projections from the fibre products. Then sf , tf
are e´tale.
If f , g : X → Y are 1-morphisms in dSpac, a 2-morphism η : f ⇒ g in
dSpac is a 2-morphism η : f ⇒ g in dSpa such that Sf = Sg, T f = T g and
extra vanishing conditions hold on η over Sf , T f . Identity 1- and 2-morphisms
in dSpac, and the compositions of 1- and 2-morphisms in dSpac, are all given
by identities and compositions in dSpa.
A d-space with corners X = (X ,∂X, iX, ωX) is called a d-space with bound-
ary if iX : ∂X →X is injective, and a d-space without boundary if ∂X = ∅. We
write dSpab for the full 2-subcategory of d-spaces with boundary, and dS¯pa
for the full 2-subcategory of d-spaces without boundary, in dSpac. There is
an isomorphism of 2-categories FdSpa
c
dSpa : dSpa → dS¯pa mapping X 7→ X =
(X,∅,∅,∅) on objects, f 7→ f on 1-morphisms and η 7→ η on 2-morphisms. So
we can consider d-spaces to be examples of d-spaces with corners.
Remark 6.1. If X is a manifold with corners then the orientation ωX on NX
is determined uniquely by X, ∂X, iX. But there are examples of d-spaces with
corners X = (X ,∂X, iX, ωX) in which ωX is not determined by X ,∂X, iX,
and really is extra data. We include ωX in the definition so that orientations
of d-manifolds with corners behave well in relation to boundaries. If we had
omitted ωX from the definition, then there would exist examples of oriented
d-manifolds with corners X such that ∂X is not orientable.
For each d-space with corners X = (X ,∂X, iX, ωX), in [35, §6.2] we define
a d-space with corners ∂X = (∂X ,∂2X, i∂X, ω∂X) called the boundary of X,
and show that iX : ∂X → X is a 1-morphism in dSpac. Motivated by (5.2)
when k = 2, the d-space ∂2X in ∂X is given by
∂2X ≃
(
∂X ×iX,X,iX ∂X
)
\∆∂X(∂X), (6.3)
where ∆∂X : ∂X → ∂X ×X ∂X is the diagonal 1-morphism. The 1-morphism
i∂X : ∂
2X → ∂X is projection to the first factor in the fibre product. There
is a natural isomorphism N ∂X ∼= i∗X(NX), and the orientation ω∂X on N ∂X is
defined to correspond to the orientation i∗X(ωX) on i
∗
X(NX).
6.2 Simple, semisimple and flat 1-morphisms
In [35, §6.3] we generalize the material on simple, semisimple, and flat maps of
manifolds with corners in §5.2 to d-spaces with corners. Here are the analogues
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of Definition 5.4(a)–(c) and Proposition 5.6.
Definition 6.2. Let f : X→ Y be a 1-morphism of d-spaces with corners.
(a) We call f simple if sf : Sf → ∂X is bijective.
(b) We call f semisimple if sf : Sf → ∂X is injective.
(c) We call f flat if T f = ∅.
Theorem 6.3. Let f : X → Y be a semisimple 1-morphism of d-spaces with
corners. Then there exists a natural decomposition ∂X = ∂f+X∐∂
f
−X with ∂
f
±X
open and closed in ∂X, such that:
(a) Define f+ = f ◦ iX|∂f+X
: ∂f+X→ Y. Then f+ is semisimple. If f is flat
then f+ is also flat.
(b) There exists a unique, semisimple 1-morphism f− : ∂
f
−X → ∂Y with
f ◦ iX|∂f−X
= iY ◦ f−. If f is simple then ∂
f
+X = ∅, ∂
f
−X = ∂X, and
f− : ∂X → ∂Y is also simple. If f is flat then f− is flat, and the
following diagram is 2-Cartesian in dSpac :
∂f−X f−
//
iX|
∂
f
−
X  ✙ ✙✙ ✙
HP
idiY◦f−
∂Y
iY
X
f // Y.
(6.4)
(c) Let g : X → Y be another 1-morphism, and η : f ⇒ g a 2-morphism in
dSpac. Then g is also semisimple, with ∂g−X = ∂
f
−X. If f is simple, or
flat, then g is simple, or flat, respectively. Part (b) defines 1-morphisms
f−, g− : ∂
f
−X → ∂Y. There is a unique 2-morphism η− : f− ⇒ g− in
dSpac such that idiY ∗ η−=η ∗ idiX|
∂
f
−
X
: iY◦f− ⇒ iY◦g−.
We also show that the maps f 7→ f−, η 7→ η− in Theorem 6.3 are functo-
rial, in that they commute with compositions of 1- and 2-morphisms, and take
identities to identities. For simple 1-morphisms, this implies:
Corollary 6.4. Write dSpacsi for the 2-subcategory of dSpa
c with arbitrary
objects and 2-morphisms, but only simple 1-morphisms. Then there is a strict
2-functor ∂ : dSpacsi → dSpa
c
si mapping X 7→ ∂X on objects, f 7→ f− on
(simple) 1-morphisms, and η 7→ η− on 2-morphisms.
Thus, boundaries in dSpac have strong functoriality properties.
Remark 6.5. According to the general philosophy of working in 2-categories,
when one constructs an object with some property in a 2-category, it is usually
unique only up to equivalence. When one constructs a 1-morphism with some
property in a 2-category, it is usually unique only up to 2-isomorphism. When
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one considers diagrams of 1-morphisms in a 2-category, they usually commute
only up to (specified) 2-isomorphisms.
From this point of view, Theorem 6.3(b) looks unnatural, as it gives a 1-
morphism f− which is unique, not just up to 2-isomorphism, and a 1-morphism
diagram (6.4) which commutes strictly, not just up to 2-isomorphism.
In fact, this unnaturalness pervades our treatment of boundaries. In our
definition of d-space with corners X = (X ,∂X, iX, ωX), the conditions on the
1-morphism iX : ∂X → X depend on ∂X up to 1-isomorphism in dSpa,
rather than up to equivalence, and depend on iX up to equality, not just up to
2-isomorphism. Boundaries ∂X are natural up to 1-isomorphism in dSpac, not
up to equivalence, and 1-morphisms iX : ∂X→ X natural up to equality.
The author chose this definition of dSpac for its (comparative!) simplicity.
In defining objects X,Y, 1-morphisms f , and 2-morphisms η in dSpac, we
must impose extra conditions, and possibly include extra data, over ∂X, ∂Y.
If these conditions/extra data are imposed weakly, up to equivalence of objects
or 2-isomorphism of 1-morphisms, things rapidly become very complicated and
unwieldy. For instance, 1-morphisms in dSpac would comprise not just a 1-
morphism f :X → Y in dSpa, but also extra 2-morphism data over Sf , T f .
So as a matter of policy, we generally do constructions involving boundaries
or corners in dSpac strictly, up to 1-isomorphism of objects, and equality of
1-morphisms. One advantage of this is that 1-morphisms f : X → Y and 2-
morphisms η : f ⇒ g in dSpac are special examples of 1- and 2-morphisms
in dSpa of the underlying d-spaces X,Y , rather than also containing further
data over ∂X, ∂Y. Another advantage is that boundaries in dSpac behave in
a strictly functorial way, as in Corollary 6.4, rather than weakly functorial.
6.3 Manifolds with corners as d-spaces with corners
In [35, §6.4] we define a (2-)functor FdSpa
c
Manc : Man
c → dSpac from manifolds
with corners to d-spaces with corners.
Definition 6.6. Let X be a manifold with corners. Then the boundary ∂X is
a manifold with corners, with a smooth map i∂X : ∂X → X . We will define a d-
space with corners X = (X,∂X , iX, ωX). Set X,∂X, iX = F
dSpa
Manc(X, ∂X, iX).
Then the conormal bundle NX in (6.2) is the lift to the C∞-scheme ∂X of the
conormal line bundle NX of ∂X in X , as in (6.1). Let ωX be the orientation on
NX corresponding to that on NX induced by outward-pointing normal vectors
to ∂X in X . Then X is a d-space with corners. Set FdSpa
c
Manc (X) = X.
Let f : X → Y be a morphism in Manc, and set X,Y = FdSpa
c
Manc (X,Y ).
Write f = FdSpaManc(f) : X → Y , as a 1-morphism of d-spaces. Then f : X→ Y
is a 1-morphism of d-spaces with corners. Define FdSpa
c
Manc (f) = f .
The only 2-morphisms in Manc, regarded as a 2-category, are identity 2-
morphisms idf : f ⇒ f for smooth f : X → Y . We define F
dSpac
Manc (idf ) = idf .
Define FdS¯paMan : Man → dS¯pa and F
dSpab
Manb
: Manb → dSpab to be the
restrictions of FdSpa
c
Manc to the subcategories Man,Man
b ⊂Manc.
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Write M¯an, M¯anb, M¯anc for the full 2-subcategories of objectsX in dSpac
equivalent to FdSpa
c
Manc (X) for some manifoldX without boundary, or with bound-
ary, or with corners, respectively. Then M¯an ⊂ dS¯pa, M¯anb ⊂ dSpab and
M¯anc ⊂ dSpac. When we say that a d-space with corners X is a manifold, we
mean that X ∈ M¯anc.
In [35, §6.4] we show that FdS¯paMan :Man→ dS¯pa, F
dSpab
Manb
:Manb → dSpab
and FdSpa
c
Manc : Man
c → dSpac are full and faithful strict 2-functors. We also
prove that if X is a manifold with corners, then there is a natural 1-isomorphism
FdSpa
c
Manc (∂X)
∼= ∂F
dSpac
Manc (X), and if f : X → Y is a smooth map of manifolds
with corners and f = FdSpa
c
Manc (f), then f is simple, semisimple or flat in Man
c
if and only if f is simple, semisimple or flat in dSpac, respectively.
6.4 Equivalences, and gluing by equivalences
In [35, §6.5 & §6.6] we discuss equivalences in dSpac. First we characterize
when a 1-morphism f : X → Y in dSpac is an equivalence, in terms of the
underlying 1-morphism in dSpa:
Proposition 6.7. (a) Suppose f : X→ Y is an equivalence in dSpac. Then
f is simple and flat, and f : X → Y is an equivalence in dSpa, where X =
(X,∂X , iX, ωX) and Y = (Y ,∂Y , iY, ωY). Also f− : ∂X→ ∂Y in Theorem
6.3(b) is an equivalence in dSpac.
(b) Let f : X → Y be a simple, flat 1-morphism in dSpac with f : X → Y
an equivalence in dSpa. Then f is an equivalence in dSpac.
Then we consider gluing d-spaces with corners by equivalences, as for d-
spaces in §3.2. The story is the same. Here is the analogue of Definition 3.4:
Definition 6.8. Let X = (X ,∂X, iX, ωX) be a d-space with corners. Suppose
U ⊆ X is an open d-subspace in dSpa. Define ∂U = i−1X (U), as an open
d-subspace of ∂X, and iU : ∂U → U by iU = iX|∂U . Then ∂U ⊆ ∂X
is an open C∞-subscheme, and the conormal bundle of ∂U in U is NU =
NX|∂U in qcoh(∂U). Define an orientation ωU on NU by ωU = ωX|∂U . Write
U = (U ,∂U , iU, ωU). Then U is a d-space with corners. We call U an open d-
subspace of X. An open cover of X is a family {Ua : a ∈ A} of open d-subspaces
Ua of X with X =
⋃
a∈A Ua.
Theorem 6.9. Proposition 3.5 and Theorems 3.6 and 3.7 hold without change
in the 2-category dSpac of d-spaces with corners.
6.5 Corners and the corner functors
In [35, §6.7] we extend the material of §5.3 on corners and the corner functors
from Manc to dSpac. The next theorem summarizes our results.
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Theorem 6.10. (a) Let X be a d-space with corners. Then for each k =
0, 1, . . . , we can define a d-space with corners Ck(X) called the k-corners of
X, and a 1-morphism ΠkX : Ck(X)→ X in dSpa
c. It has topological space
Ck(X) =
{
(x, {x′1, . . . , x
′
k}) : x ∈ X, x
′
1, . . . , x
′
k ∈ ∂X ,
iX(x
′
a) = x, a = 1, . . . , k, x
′
1, . . . , x
′
k are distinct
}
.
(6.5)
There is a natural, free action of the symmetric group Sk on ∂
kX, and a 1-
isomorphism Ck(X) ∼= ∂kX/Sk. We have 1-isomorphisms C0(X) ∼= X and
C1(X) ∼= ∂X in dSpac. Write C(X) =
∐∞
k=0 Ck(X) and ΠX =
∐∞
k=0Π
k
X, so
that C(X) is a d-space with corners and ΠX : C(X)→ X is a 1-morphism.
(b) Let f : X → Y be a 1-morphism of d-spaces with corners. Then there is
a unique 1-morphism C(f ) : C(X)→ C(Y) in dSpac such that ΠY ◦ C(f ) =
f ◦ΠX : C(X)→ Y, and C(f ) acts on points as in (6.5) by
C(f) :
(
x, {x′1, . . . , x
′
k}
)
7−→
(
y, {y′1, . . . , y
′
l}
)
, where
{y′1, . . . , y
′
l}=
{
y′ : (x′i, y
′) ∈ Sf , some i = 1, . . . , k
}
.
For all k, l > 0, write Cf ,lk (X) = Ck(X) ∩ C(f )
−1(Cl(Y)), so that C
f ,l
k (X)
is open and closed in Ck(X) with Ck(X) =
∐∞
l=0 C
f ,l
k (X), and write C
l
k(f) =
C(f )|Cf,lk (X)
, so that Clk(f) : C
f ,l
k (X)→ Cl(Y) is a 1-morphism in dSpa
c.
(c) Let f , g : X→ Y be 1-morphisms and η : f ⇒ g a 2-morphism in dSpac.
Then there exists a unique 2-morphism C(η) : C(f ) ⇒ C(g) in dSpac, where
C(f ), C(g) are as in (b), such that
idΠY ∗ C(η) = η ∗ idΠX : ΠY ◦ C(f ) = f ◦ΠX =⇒ΠY ◦ C(g) = g ◦ΠX.
(d) Define C : dSpac → dSpac by C : X 7→ C(X) on objects, C : f 7→ C(f )
on 1-morphisms, and C : η 7→ C(η) on 2-morphisms, where C(X), C(f ), C(η)
are as in (a)–(c) above. Then C is a strict 2-functor, called a corner functor.
(e) Let f : X→ Y be semisimple. Then C(f ) maps Ck(X)→
∐k
l=0 Cl(Y) for
all k > 0. The natural 1-isomorphisms C1(X) ∼= ∂X, C0(Y) ∼= Y, C1(Y) ∼= ∂Y
identify Cf ,01 (X)
∼= ∂
f
+X, C
f ,1
1 (X)
∼= ∂
f
−X, C
0
1 (f )
∼= f+ and C
1
1 (f )
∼= f−.
If f is simple then C(f) maps Ck(X)→ Ck(Y) for all k > 0.
(f) Analogues of (b)–(d) also hold for a second corner functor Cˆ : dSpac →
dSpac, which acts on objects by Cˆ : X 7→ C(X) in (a), and for 1-morphisms
f : X→ Y in (b), Cˆ(f ) : C(X)→ C(Y) acts on points by
Cˆ(f) :
(
x, {x′1, . . . , x
′
k}
)
7−→
(
y, {y′1, . . . , y
′
l}
)
, where
{y′1, . . . , y
′
l}=
{
y′ : (x′i, y
′) ∈ Sf , some i=1, . . . , k
}
∪
{
y′ : (x, y′)∈T f
}
.
If f : X→ Y is flat then Cˆ(f ) = C(f).
The comments of Remark 6.5 also apply to Theorem 6.10: our construction
characterizes Ck(X) up to 1-isomorphism in dSpa
c, not just up to equivalence,
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the 1-morphisms C(f ), Cˆ(f ) are characterized up to equality, not just up to
2-isomorphism, and in ΠY ◦ C(f ) = f ◦ΠX we require the 1-morphisms to be
equal, not just 2-isomorphic. This may seem unnatural from a 2-category point
of view, but it has the advantage that corners are strictly 2-functorial rather
than weakly 2-functorial.
6.6 Fibre products in dSpac
In [35, §6.8–§6.9] we study fibre products in dSpac. Here the situation is more
complex than for d-spaces. As in §3.2, all fibre products exist in dSpa, but this
fails for dSpac. The problem is that in a fibre product W = X ×g,Z,h Y in
dSpac, the boundary ∂W depends in a complicated way on X,Y,Z, ∂X, ∂Y,
∂Z, and sometimes there is no good candidate for ∂W. Here is an example.
Example 6.11. LetX = Y = [0,∞)×R and Z = [0,∞)2×R, as manifolds with
corners, and define smooth maps g : X → Z and h : Y → Z by g(u, v) = (u, u, v)
and h(u, v) = (u, evu, v). Set X,Y,Z, g,h = FdSpa
c
Manc (X,Y, Z, g, h).
In [35, §6.8.6] we show that no fibre product W = X ×g,Z,h Y exists in
dSpac. We do this by showing that ∂W would have to have exactly one point,
lying over (0, 0) ∈ X and (0, 0) ∈ Y , which is the only point in X ×Z Y where
normal vectors to ∂X, ∂Y in X,Y project under dg, dh to parallel vectors in
TZ. But this would contradict other properties of ∂W.
So, we would like to find useful sufficient conditions for existence of fibre
products X ×g,Z,h Y in dSpac; and these conditions should be wholly to do
with boundaries, since we already know that fibre products exist in dSpa. In [35,
§6.8.1] we define two such sufficient conditions on g,h, called b-transversality
and c-transversality.
Definition 6.12. Let g : X → Z and h : Y → Z be 1-morphisms in dSpac.
As in §6.1 we have line bundles NX,NZ over the C∞-schemes ∂X, ∂Z, and a
C∞-subscheme Sg ⊆ ∂X×Z ∂Z. As in [35, §7.1], there is a natural isomorphism
λg : u
∗
g(NZ)→ s
∗
f (NX) in qcoh(Sg). The same holds for h.
We say that g,h are b-transverse if whenever x ∈ X and y ∈ Y with
g(x) = h(y) = z ∈ Z, the following morphism in qcoh(∗) is injective:⊕
(x′,z′)∈Sg :iX(x
′)=x
λg |(x′,z′) ⊕
⊕
(y′,z′)∈Sh:iY(y
′)=y
λh|(y′,z′) :
⊕
z′∈i−1
Z
(z)
NZ|z′ −→
⊕
x′∈i−1
X
(x)
NX|x′ ⊕
⊕
y′∈i−1
Y
(y)
NY|y′ .
Roughly speaking, this says that the corners of X,Y are transverse to the
corners of Z. In Example 6.11, this condition fails at x = 0 ∈ X and y = 0 ∈ Y ,
so g,h are not b-transverse.
We call g,h c-transverse if the following two conditions hold, using the
notation of Theorem 6.10:
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(a) whenever there are points in Cj(X), Ck(Y), Cl(Z) with
C(g)(x, {x′1, . . . , x
′
j}) = C(h)(y, {y
′
1, . . . , y
′
k}) = (z, {z
′
1, . . . , z
′
l}),
we have either j + k > l or j = k = l = 0; and
(b) whenever there are points in Cj(X), Ck(Y), Cl(Z) with
Cˆ(g)(x, {x′1, . . . , x
′
j}) = Cˆ(h)(y, {y
′
1, . . . , y
′
k}) = (z, {z
′
1, . . . , z
′
l}),
we have j + k > l.
Here b-transversality is a continuous condition on g,h, and c-transversality
is a discrete condition. Also c-transversality implies b-transversality (though
this is not obvious). Part (a) corresponds to the condition in Definition 5.12 for
transverse g, h in Manc to be strongly transverse. We can show:
Lemma 6.13. Let g : X → Z and h : Y → Z be 1-morphisms in dSpac.
The following are sufficient conditions for g,h to be c-transverse, and hence
b-transverse:
(i) g or h is semisimple and flat; or
(ii) Z is a d-space without boundary.
We summarize the main results of [35, §6.8] on fibre products in dSpac:
Theorem 6.14. (a) All b-transverse fibre products exist in dSpac.
(b) The 2-functor FdSpa
c
Manc of §6.3 takes transverse fibre products in Man
c to
b-transverse fibre products in dSpac. That is, if
W
f
//
e
Y
h 
X
g // Z
is a Cartesian square in Manc with g, h transverse, and W,X,Y,Z, e,f , g,
h = FdSpa
c
Manc (W,X, Y, Z, e, f, g, h), then
W
f
//
e ✘ ✘✘ ✘
HP
idg◦e
Y
h 
X
g // Z
is 2-Cartesian in dSpac, with g,h b-transverse. If also g, h are strongly trans-
verse in Manc, then g,h are c-transverse in dSpac.
(c) Suppose we are given a 2-Cartesian diagram in dSpac:
W
f
//
e ✕✕✕✕
FN
η
Y
h 
X
g // Z,
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with g,h c-transverse. Then the following are also 2-Cartesian in dSpac :
C(W)
C(f)
//
C(e) ✙ ✙✙ ✙
HP
C(η)
C(Y)
C(h) 
C(X)
C(g) // C(Z),
(6.6)
C(W)
Cˆ(f)
//
Cˆ(e) ✙ ✙✙ ✙
HP
Cˆ(η)
C(Y)
Cˆ(h) 
C(X)
Cˆ(g) // C(Z).
(6.7)
Also (6.6)–(6.7) preserve gradings, in that they relate points in Ci(W), Cj(X),
Ck(Y), Ck(Z) with i = j + k − l. Hence (6.6) implies equivalences in dSpac :
Ci(W) ≃
∐
j,k,l>0:i=j+k−l
Cg,lj (X)×Clj(g),Cl(Z),Clk(h) C
h,l
k (Y), (6.8)
∂W ≃
∐
j,k,l>0:j+k=l+1
Cg,lj (X)×Clj(g),Cl(Z),Clk(h) C
h,l
k (Y). (6.9)
Part (a) takes some work to prove. For fibre products in dSpa, as in §3.3,
we gave an explicit global construction. But for fibre products in dSpac, we
first prove that local fibre products X×g,Z,hY exist in dSpa
c near each x ∈ X,
y ∈ Y with g(x) = h(y) ∈ Z, and then we use the results of §6.4 to glue these
local fibre products by equivalences to get a global fibre product.
For general b-transverse fibre products W = X ×g,Z,h Y in dSpac, the
description of ∂W can be complicated. For c-transverse fibre products, we do
at least have a (still complicated) explicit formula (6.9) for ∂W. Here are some
cases when this formula simplifies, an analogue of Proposition 5.14.
Proposition 6.15. Let g : X→ Z and h : Y→ Z be 1-morphisms of d-spaces
with corners. Then:
(a) If ∂Z = ∅ then there is an equivalence
∂
(
X×g,Z,h Y
)
≃
(
∂X×g◦iX,Z,h Y
)
∐
(
X×g,Z,h◦iY ∂Y
)
. (6.10)
(b) If g is semisimple and flat then there is an equivalence
∂
(
X×g,Z,h Y
)
≃
(
∂g+X×g+,Z,h Y
)
∐
(
X×g,Z,h◦iY ∂Y
)
. (6.11)
(c) If both g and h are semisimple and flat then there is an equivalence
∂
(
X×g,Z,h Y
)
≃
(
∂g+X×g+,Z,h Y
)
∐
(
X×g,Z,h+ ∂
h
+Y
)
∐
(
∂g−X×g−,∂Z,h− ∂
h
−Y
)
.
(6.12)
Here all fibre products in (6.10)–(6.12) are c-transverse, and so exist.
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6.7 Fixed point loci in d-spaces with corners
Section 3.4 discussed the fixed d-subspace XΓ of a finite group Γ acting on a
d-spaceX, and §5.6 considered fixed point loci XΓ of a finite group Γ acting on
a manifold with corners X . In [35, §6.10] we generalize these to d-spaces with
corners. Here is the analogue of Theorem 3.10.
Theorem 6.16. Let X be a d-space with corners, Γ a finite group, and r : Γ→
Aut(X) an action of Γ on X by 1-isomorphisms. Then we can define a d-space
with corners XΓ called the fixed d-subspace of Γ in X, with an inclusion
1-morphism jX,Γ : X
Γ → X. It has the following properties:
(a) Let X,Γ, r and jX,Γ : X
Γ → X be as above. Suppose f : W → X is
a 1-morphism in dSpac. Then f factorizes as f = jX,Γ ◦ g for some
1-morphism g :W→ XΓ in dSpac, which must be unique, if and only if
r(γ) ◦ f = f for all γ ∈ Γ.
(b) Suppose X,Y are d-spaces with corners, Γ is a finite group, r : Γ →
Aut(X), s : Γ → Aut(Y) are actions of Γ on X,Y, and f : X → Y is
a Γ-equivariant 1-morphism in dSpac, that is, f ◦ r(γ) = s(γ) ◦ f for
all γ ∈ Γ. Then there exists a unique 1-morphism fΓ : XΓ → YΓ such
that jY,Γ ◦ f
Γ = f ◦ jX,Γ.
(c) Let f , g : X → Y be Γ-equivariant 1-morphisms as in (b), and η :
f ⇒ g be a Γ-equivariant 2-morphism, that is, η ∗ idr(γ) = ids(γ) ∗ η for
all γ ∈ Γ. Then there exists a unique 2-morphism ηΓ : fΓ ⇒ gΓ such
that idjY,Γ ∗ η
Γ = η ∗ idjX,Γ .
Note that (a) is a universal property that determines XΓ, jX,Γ up to canonical
1-isomorphism.
As for manifolds with corners in §5.6, in general ∂(XΓ) 6≃ (∂X)Γ, so fixed
point loci do not commute with boundaries. But the following analogue of
Proposition 5.17(b) shows that fixed point loci do commute with corners.
Proposition 6.17. Let X be a d-space with corners, Γ a finite group, and
r : Γ → Aut(X) an action of Γ on X. Applying the corner functor C of §6.5
gives an action C(r) : Γ → Aut(C(X)). Hence Theorem 6.16 defines fixed
d-subspaces XΓ, C(X)Γ and inclusion 1-morphisms jX,Γ : X
Γ → X, jC(X),Γ :
C(X)Γ → C(X). Applying C to jX,Γ also gives C(jX,Γ) : C(X
Γ)→ C(X).
Then there exists a unique equivalence kX,Γ : C(X
Γ) → C(X)Γ in dSpac
such that C(jX,Γ) = jC(X),Γ ◦ kX,Γ.
We will use fixed d-subspaces XΓ in §13.7 below to describe orbifold strata
X
Γ of quotient d-stacks with corners X = [X/G]. If X is a d-manifold with
corners, as in §7, then in general the fixed d-subspaces XΓ are disjoint unions
of d-manifolds with corners of different dimensions, that is, XΓ lies in dMˇanc.
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7 D-manifolds with corners
We can now define the 2-categories dManb of d-manifolds with boundary and
dManc of d-manifolds with corners, which are derived versions of manifolds
with boundary and with corners, following [35, Chap. 7].
7.1 The definition of d-manifolds with corners
In §4.1 we defined a d-manifold to be a d-space covered by principal open d-
submanifolds of fixed dimension, where Proposition 4.2 gave three equivalent
definitions of principal d-manifolds, the first as a fibre product X ×Z Y in
dSpa with X,Y ,Z ∈ Mˆan, and the third as a fibre product V ×s,E,0 V in
dSpa, where V is a manifold, E → V a vector bundle, and s ∈ C∞(E).
When we pass to d-spaces and d-manifolds with corners in [35, §7.1], the
analogues of Proposition 4.2(a)–(c) are no longer equivalent. So we have to
choose which of them gives the best idea of principal d-manifold with corners.
Defining principal d-manifolds with corners to be fibre products X ×Z Y in
dSpac with X,Y,Z ∈ M¯anc is unsatisfactory, since as in §6.6 fibre products
X ×Z Y may not exist in dSpac. So instead we define principal d-manifolds
with corners to be fibre products V ×s,E,0 V in dSpac.
Definition 7.1. A d-space with cornersW is called a principal d-manifold with
corners if is equivalent in dSpac to a fibre product V ×s,E,0 V, where V is a
manifold with corners, E → V is a vector bundle, s : V → E is a smooth section
of E, 0 : V → E is the zero section, and V,E, s,0 = FdSpa
c
Manc (V,E, s, 0). Note
that s, 0 : V → E are simple, flat smooth maps in Manc, so s,0 : V → E are
simple, flat 1-morphisms in dSpac, and thus s,0 are b-transverse by Lemma
6.13(a), and the fibre product V×s,E,0V exists in dSpac by Theorem 6.14(a).
If W ≃ V×s,E,0V then the virtual cotangent sheaf T ∗W of the d-spaceW
is a virtual vector bundle with rankT ∗W = dimV − rankE. Hence, if W 6= ∅
then the integer dimV − rankE depends only onW up to equivalence in dSpa,
and is independent of the choice of V,E, s with W ≃ V ×s,E,0 V. Define the
virtual dimension vdimW to be vdimW = rankT ∗W = dim V − rankE.
A d-space with cornersX is called a d-manifold with corners of virtual dimen-
sion n ∈ Z, written vdimX = n, if X can be covered by open d-subspaces W
which are principal d-manifolds with corners with vdimW = n. A d-manifold
with cornersX is called a d-manifold with boundary if it is a d-space with bound-
ary, and a d-manifold without boundary if it is a d-space without boundary.
Write dM¯an,dManb,dManc for the full 2-subcategories of d-manifolds
without boundary, and d-manifolds with boundary, and d-manifolds with cor-
ners in dSpac, respectively. The 2-functor FdSpa
c
dSpa : dSpa → dSpa
c in §6.1 is
an isomorphism of 2-categories dSpa → dS¯pa, and its restriction to dMan ⊂
dSpa gives an isomorphism of 2-categories FdMan
c
dMan : dMan → dM¯an ⊂
dManc. So we may as well identify dMan with its image dM¯an, and con-
sider d-manifolds in §4 as examples of d-manifolds with corners.
57
If X = (X,∂X , iX, ωX) is a d-manifold with corners, then the virtual cotan-
gent sheaf T ∗X of the d-spaceX from Definition 4.10 is a virtual vector bundle
on X, of rank vdimX. We will call T ∗X ∈ vvect(X) the virtual cotangent
bundle of X, and also write it T ∗X.
Much of §6 on d-spaces with corners applies immediately to d-manifolds
with corners. If X is a d-manifold with corners with vdimX = n then the
boundary ∂X as a d-space with corners from §6.1 is a d-manifold with cor-
ners, with vdim ∂X = n − 1. The material on simple, semisimple, and flat
1-morphisms in dSpac in §6.2 also holds in dManc. The functor FdSpa
c
Manc :
Manc → dSpac in §6.3 maps to dManc ⊂ dSpac, so we write FdMan
c
Manc =
FdSpa
c
Manc :Man
c → dManc. The 2-categories M¯an, M¯anb, M¯anc in Definition
6.6 are 2-subcategories of dM¯an,dManb,dManc, respectively. When we say
that a d-manifold with corners X is a manifold, we mean that X ∈ M¯anc.
In §6.4, if we make a d-space with corners Y by gluing together d-manifolds
with corners Xi for i ∈ I by equivalences, then Y is a d-manifold with corners
with vdimY = n provided vdimXi = n for all i ∈ I.
In §6.5, ifX is a d-manifold with corners with vdimX = n then the k-corners
Ck(X) is a d-manifold with corners, with vdimCk(X) = n − k. Note however
that C(X) =
∐∞
k=0 Ck(X) in Theorem 6.10 is in general not a d-manifold with
corners, but only a disjoint union of d-manifolds with corners with different
dimensions. As for Mˇanc in §5.3, define dMˇanc to be the full 2-subcategory
of X in dSpac which may be written as a disjoint union X =
∐
n∈ZXn for
Xn ∈ dManc with vdimXn = n, where we allow Xn = ∅. We call such X a d-
manifold with corners of mixed dimension. Then C, Cˆ in Theorem 6.10 restrict
to strict 2-functors C, Cˆ : dManc → dMˇanc.
Here are some examples. The fibre products we give all exist in dManc by
results in §7.5 below.
Example 7.2. (i) Let X be the fibre product [0,∞)×i,R,0∗ in dMan
c, where
i : [0,∞) →֒ R is the inclusion. Then X = (X,∂X , iX, ωX) is ‘a point with
point boundary’, of virtual dimension 0, and its boundary ∂X is an ‘obstructed
point’, a point with obstruction space R, of virtual dimension −1.
The conormal bundle NX of ∂X in X is the obstruction space R of ∂X. In
this case, the orientation ωX on NX cannot be determined from X,∂X, iX, in
fact, there is an automorphism of X,∂X , iX which reverses the orientation of
NX. So ωX really is extra data. We include ωX in the definition of d-manifolds
with corners to ensure that orientations of d-manifolds with corners are well-
behaved. If we omitted ωX from the definition, there would exist oriented
d-manifolds with corners X whose boundaries ∂X are not orientable.
(ii) The fibre product [0,∞) ×i,[0,∞),0 ∗ is a point ∗ without boundary. The
only difference with (i) is that we have replaced the targetR with [0,∞), adding
a boundary. So in a fibre product W = X×ZY in dManc, the boundary of Z
affects the boundary of W. This does not happen for fibre products in Manc.
(iii) Let X′ be the fibre product [0,∞)×i,R,i (−∞, 0] in dMan
c, that is, the
derived intersection of submanifolds [0,∞), (−∞, 0] in R. Topologically, X′ is
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just the point {0}, but as a d-manifold with corners X′ has virtual dimension
1. The boundary ∂X′ is the disjoint union of two copies of X in (i). The C∞-
scheme X ′ in X′ is the spectrum of the C∞-ring C∞
(
[0,∞)2
)
/(x+ y), which is
infinite-dimensional, although its topological space is a point.
7.2 ‘Standard model’ d-manifolds with corners
In Examples 4.4 and 4.5 of §4.2, we defined ‘standard model’ d-manifolds SV,E,s
and 1-morphisms Sf,fˆ : SV,E,s → SW,F,t. In [35, §7.1–§7.2] we show that all
this extends to d-manifolds with corners in a straightforward way.
Example 7.3. Let V be a manifold with corners, E → V a vector bundle, and
s : V → E a smooth section of E. We will write down an explicit principal
d-manifold with corners S = (S,∂S, iS, ωS).
Define a vector bundle E∂ → ∂V by E∂ = i∗V (E), and a section s∂ : ∂V →
E∂ by s∂ = i
∗
V (s). Define d-spaces S = SV,E,s and ∂S = S∂V,E∂ ,s∂ from the
triples V,E, s and ∂V,E∂ , s∂ exactly as in Example 4.4, although now V, ∂V
have corners. Define a 1-morphism iS : ∂S → S in dSpa to be the ‘standard
model’ 1-morphism SiV ,idE∂ : S∂V,E∂ ,s∂ → SV,E,s from Example 4.5.
Comparing the analogues of (6.1) for iV : ∂V → V and (6.2) for iS : ∂S →
S, we see that the conormal bundle NS of ∂S in S is canonically isomorphic
to the lift to ∂S ⊆ ∂V of the conormal bundle N V of ∂V in V . Define ωS to be
the orientation on NS induced by the orientation on N V by outward-pointing
normal vectors to ∂V in V . Then S = (S,∂S, iS, ωS) is a d-space with corners.
It is equivalent to V×s,E,0V in Definition 7.1, and so is a principal d-manifold
with corners. We call S the standard model of (V,E, s), and write it SV,E,s.
There is a natural 1-isomorphism ∂SV,E,s ∼= S∂V,E∂ ,s∂ in dMan
c.
Example 7.4. Let V,W be manifolds with corners, E → V , F →W be vector
bundles, and s : V → E, t : W → F be smooth sections. Then Example
7.3 defines ‘standard model’ principal d-manifolds with corners SV,E,s,SW,F,t,
with underlying d-spaces SV,E,s,SW,F,t. Suppose f : V → W is a smooth
map, and fˆ : E → f∗(F ) is a morphism of vector bundles on V satisfying
fˆ ◦ s = f∗(t) + O(s2) in C∞(f∗(F )), where f∗(t) = t ◦ f , and O(s2) is as §4.2.
Define a 1-morphism Sf,fˆ : SV,E,s → SW,F,t in dSpa using f, fˆ exactly as in
Example 4.5. Then Sf,fˆ : SV,E,s → SW,F,t is a 1-morphism in dManc, which
we call a ‘standard model’ 1-morphism.
Suppose V˜ ⊆ V is open, with inclusion iV˜ : V˜ → V . Write E˜ = E|V˜ = i
∗
V˜
(E)
and s˜ = s|V˜ . Define iV˜ ,V = SiV˜ ,idE˜ : SV˜ ,E˜,s˜ → SV,E,s. If s
−1(0) ⊆ V˜ then iV˜ ,V
is a 1-isomorphism, with inverse i−1
V˜ ,V
.
In [35, §7.2 & §7.3] we prove analogues of Theorems 4.7 and 4.8:
Theorem 7.5. Let X be a d-manifold with corners, and x ∈ X. Then there
exists an open neighbourhood U of x in X and an equivalence U ≃ SV,E,s in
dManc for some manifold with corners V, vector bundle E → V and smooth
section s : V → E which identifies x ∈ U with a point v ∈ Sk(V ) ⊆ V, where
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Sk(V ) is as in §5.1, such that s(v) = ds|Sk(V )(v) = 0. Furthermore, V,E, s and
k are determined up to non-canonical isomorphism near v by X near x.
Theorem 7.6. Let V,W be manifolds with corners, E → V, F →W be vector
bundles, and s : V → E, t : W → F be smooth sections. Suppose g : SV,E,s →
SW,F,t is a 1-morphism in dMan
c. Then there exist an open neighbourhood V˜
of s−1(0) in V, a smooth map f : V˜ → W, and a morphism of vector bundles
fˆ : E˜ → f∗(F ) with fˆ ◦ s˜ = f∗(t), where E˜ = E|V˜ , s˜ = s|V˜ , such that g =
Sf,fˆ ◦ i
−1
V˜ ,V , using the notation of Examples 7.3 and 7.4.
7.3 Equivalences in dManc, and gluing by equivalences
In [35, §7.4] we study equivalences and gluing in dManc, as for dMan in §4.4.
Here are the analogues of Definition 4.14 and Theorems 4.15–4.17.
Definition 7.7. Let f : X→ Y be a 1-morphism in dManc. We call f e´tale
if it is a local equivalence, that is, if for each x ∈ X there exist open x ∈ U ⊆ X
and f(x) ∈ V ⊆ Y such that f(U) = V and f |U : U→ V is an equivalence.
Theorem 7.8. Suppose f : X → Y is a 1-morphism of d-manifolds with
corners. Then the following are equivalent:
(i) f is e´tale;
(ii) f is simple and flat, in the sense of §6.2, and Ωf : f∗(T ∗Y) → T ∗X is
an equivalence in vqcoh(X); and
(iii) f is simple and flat, and (4.3) is a split short exact sequence in qcoh(X).
If in addition f : X → Y is a bijection, then f is an equivalence in dManc.
Theorem 7.9. Let V,W be manifolds with corners, E → V, F →W be vector
bundles, s : V → E, t : W → F be smooth sections, f : V → W be smooth,
and fˆ : E → f∗(F ) be a morphism of vector bundles on V with fˆ ◦ s =
f∗(t) + O(s2). Then Examples 7.3 and 7.4 define principal d-manifolds with
corners SV,E,s,SW,F,t and a 1-morphism Sf,fˆ : SV,E,s → SW,F,t. This Sf,fˆ is
e´tale if and only if f is simple and flat near s−1(0) ⊆ V, in the sense of §5.2,
and for each v ∈ V with s(v) = 0 and w = f(v) ∈ W, equation (4.4) is exact.
Also Sf,fˆ is an equivalence if and only if in addition f |s−1(0) : s
−1(0)→ t−1(0)
is a bijection, where s−1(0)={v ∈ V : s(v)=0}, t−1(0)={w ∈ W : t(w)=0}.
Theorem 7.10. Suppose we are given the following data:
(a) an integer n;
(b) a Hausdorff, second countable topological space X ;
(c) an indexing set I, and a total order < on I;
(d) for each i in I, a manifold with corners Vi, a vector bundle Ei → Vi with
dimVi−rankEi = n, a smooth section si : Vi → Ei, and a homeomorphism
ψi : Xi → Xˆi, where Xi = {vi ∈ Vi : si(vi) = 0} and Xˆi ⊆ X is open; and
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(e) for all i < j in I, an open submanifold Vij ⊆ Vi, a simple, flat map
eij : Vij → Vj , and a morphism of vector bundles eˆij : Ei|Vij → e
∗
ij(Ej).
Let this data satisfy the conditions:
(i) X =
⋃
i∈I Xˆi;
(ii) if i < j in I then eˆij ◦ si|Vij = e
∗
ij(sj), and ψi(Xi ∩ Vij) = Xˆi ∩ Xˆj, and
ψi|Xi∩Vij = ψj ◦ eij |Xi∩Vij , and if vi ∈ Vi with si(vi) = 0 and vj = eij(vi)
then the following sequence of vector spaces is exact:
0 // TviVi
dsi(vi)⊕ deij(vi) // Ei|vi⊕TvjVj
eˆij(vi)⊕−dsj(vj) // Ej |vj // 0;
(iii) if i < j < k in I then eik|Vik∩e−1ij (Vjk)
= ejk ◦ eij |Vik∩e−1ij (Vjk)
+ O(s2i ) and
eˆik|Vik∩e−1ij (Vjk)
= eij |∗Vik∩e−1ij (Vjk)
(eˆjk) ◦ eˆij |Vik∩e−1ij (Vjk)
+O(si).
Then there exist a d-manifold with corners X with vdimX = n and topolog-
ical space X, and a 1-morphism ψi : SVi,Ei,si → X in dMan
c with underlying
continuous map ψi which is an equivalence with the open d-submanifold Xˆi ⊆ X
corresponding to Xˆi ⊆ X for all i ∈ I, such that for all i < j in I there exists a
2-morphism ηij : ψj ◦ Seij ,eˆij ⇒ ψi ◦ iVij ,Vi , where Seij ,eˆij : SVij ,Ei|Vij ,si|Vij →
SVj ,Ej,sj and iVij ,Vi : SVij ,Ei|Vij ,si|Vij → SVi,Ei,si are as in Example 7.4. This
X is unique up to equivalence in dManc.
Suppose also that Y is a manifold with corners, and gi : Vi → Y are smooth
maps for all i ∈ I, and gj ◦ eij = gi|Vij + O(s
2
i ) for all i < j in I. Then
there exist a 1-morphism h : X → Y unique up to 2-isomorphism, where Y =
FdMan
c
Manc (Y ) = SY,0,0, and 2-morphisms ζi : h ◦ ψi ⇒ Sgi,0 for all i ∈ I. Here
SY,0,0 is from Example 7.3 with vector bundle E and section s both zero, and
Sgi,0 : SVi,Ei,si → SY,0,0 = Y is from Example 7.4 with gˆi = 0.
We can use Theorem 7.10 as a tool to prove the existence of d-manifold with
corner structures on spaces coming from other areas of geometry.
7.4 Submersions, immersions and embeddings
In §4.5 we defined two kinds of submersions (submersions and w-submersions),
immersions, and embeddings for d-manifolds. In §5.2 we defined two kinds
of submersions (submersions and s-submersions), and three kinds of immersions
(immersions, s- and sf-immersions), and embeddings for manifolds with corners.
In [35, §7.5], we combine both alternatives for d-manifolds with corners, giving
four types of submersions, and six types of immersions and embeddings.
Definition 7.11. Let f : X→ Y be a 1-morphism in dManc. As in §4.3 and
§7.1, T ∗X, f∗(T ∗Y) are virtual vector bundles on X of ranks vdimX, vdimY,
and Ωf : f
∗(T ∗Y) → T ∗X is a 1-morphism in vvect(X). Also we have
1-morphisms C(f ), Cˆ(f) : C(X) → C(Y) in dMˇanc ⊂ dSpac as in §6.5
and §7.1, so we can form ΩC(f) : C(f)
∗(T ∗C(Y)) → T ∗C(X) and ΩCˆ(f) :
Cˆ(f)∗(T ∗C(Y))→ T ∗C(X). Then:
61
(a) We call f a w-submersion if f is semisimple and flat and Ωf is weakly
injective. We call f an sw-submersion if it is also simple.
(b) We call f a submersion if f is semisimple and flat and ΩC(f) is injective.
We call f an s-submersion if it is also simple.
(c) We call f a w-immersion if Ωf is weakly surjective. We call f an sw-
immersion, or sfw-immersion, if f is also simple, or simple and flat.
(d) We call f an immersion if ΩCˆ(f) is surjective. We call f an s-immersion
if f is also simple, and an sf-immersion if f is also simple and flat.
(e) We call f a w-embedding, sw-embedding, sfw-embedding, embedding, s-
embedding, or sf-embedding, if f is a w-immersion, . . . , sf-immersion, re-
spectively, and f : X → f(X) is a homeomorphism, so f is injective.
Here (weakly) injective and (weakly) surjective 1-morphisms in vvect(X) are
defined in §4.5.
Parts (c)–(e) enable us to define d-submanifolds X of a d-manifold with
corners Y. Open d-submanifolds are open d-subspaces X in Y. For more
general d-submanifolds, we call f : X → Y a w-immersed, sw-immersed, sfw-
immersed, immersed, s-immersed, sf-immersed, w-embedded, sw-embedded, sfw-
embedded, embedded, s-embedded, or sf-embedded d-submanifold of Y if X,Y
are d-manifolds with corners and f is a w-immersion, . . . , sf-embedding, re-
spectively.
Here is the analogue of Theorem 4.20, proved in [35, §7.5].
Theorem 7.12. (i) Any equivalence of d-manifolds with corners is a w-sub-
mersion, submersion, . . . , sf-embedding.
(ii) If f , g : X→ Y are 2-isomorphic 1-morphisms of d-manifolds with corners
then f is a w-submersion, . . . , sf-embedding, if and only if g is.
(iii) Compositions of w-submersions, . . . , sf-embeddings are of the same kind.
(iv) The conditions that a 1-morphism f : X → Y in dManc is any kind of
submersion or immersion are local in X and Y. The conditions that f is any
kind of embedding are local in Y, but not in X.
(v) Let f : X→ Y be a submersion in dManc. Then vdimX > vdimY, and
if vdimX = vdimY then f is e´tale.
(vi) Let f : X → Y be an immersion in dManc. Then vdimX 6 vdimY. If
f is an s-immersion and vdimX = vdimY then f is e´tale.
(vii) Let f : X → Y be a smooth map of manifolds with corners, and f =
FdMan
c
Manc (f). Then f is a submersion, s-submersion, immersion, s-immersion,
sf-immersion, embedding, s-embedding, or sf-embedding, in dManc if and only
if f is a submersion, . . . , an sf-embedding in Manc, respectively. Also f is
a w-immersion, sw-immersion, sfw-immersion, w-embedding, sw-embedding, or
sfw-embedding in dManc if and only if f is an immersion, . . . , sf-embedding
in Manc, respectively.
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(viii) Let f : X → Y be a 1-morphism in dManc, with Y a manifold. Then
f is a w-submersion if and only if it is semisimple and flat, and f is an sw-
submersion if and only if it is simple and flat.
(ix) Let X,Y be d-manifolds with corners, with Y a manifold. Then piX :
X×Y → X is a submersion, and piX is an s-submersion if ∂Y = ∅.
(x) Suppose f : X → Y is a submersion in dManc, and x ∈ X with f (x) =
y ∈ Y. Then there exist open d-submanifolds x ∈ U ⊆ X and y ∈ V ⊆ Y with
f(U) = V, a manifold with corners Z, and an equivalence i : U→ V×Z, such
that f |U : U → V is 2-isomorphic to piV ◦ i, where piV : V × Z → V is the
projection. If f is an s-submersion then ∂Z = ∅.
(xi) Let f : X → Y be a submersion of d-manifolds with corners, with Y a
manifold with corners. Then X is a manifold with corners.
Parts (ix)-(x) are a d-manifold analogue of Proposition 5.7.
7.5 Bd-transversality and fibre products
In [35, §7.6] we extend §4.6 to the corners case. Here are the analogues of
Definition 4.21 and Theorems 4.22–4.25:
Definition 7.13. Let X,Y,Z be d-manifolds with corners and g : X → Z,
h : Y → Z be 1-morphisms. We call g,h bd-transverse if they are both b-
transverse in dSpac in the sense of Definition 6.12, and d-transverse in the sense
of Definition 4.21. We call g,h cd-transverse if they are both c-transverse in
dSpac in the sense of Definition 6.12, and d-transverse. As in §6.6, c-transverse
implies b-transverse, so cd-transverse implies bd-transverse.
Theorem 7.14. Suppose X,Y,Z are d-manifolds with corners and g : X→ Z,
h : Y → Z are bd-transverse 1-morphisms, and let W = X×g,Z,hY be the fibre
product in dSpac, which exists by Theorem 6.14(a) as g,h are b-transverse.
Then W is a d-manifold with corners, with
vdimW = vdimX+ vdimY − vdimZ. (7.1)
Hence, all bd-transverse fibre products exist in dManc.
Theorem 7.15. Suppose g : X → Z and h : Y → Z are 1-morphisms in
dManc. The following are sufficient conditions for g,h to be cd-transverse,
and hence bd-transverse, so that W = X×g,Z,hY is a d-manifold with corners
of virtual dimension (7.1):
(a) Z is a manifold without boundary, that is, Z ∈ M¯an; or
(b) g or h is a w-submersion.
Theorem 7.16. Let X,Y,Z be d-manifolds with corners with Y a manifold,
and g : X → Z, h : Y → Z be 1-morphisms with g a submersion. Then
W = X×g,Z,h Y is a manifold, with dimW = vdimX+ dimY − vdimZ.
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Theorem 7.17. (i) Let X be a d-manifold with corners and g : X→ [0,∞)k×
R
n−k a semisimple, flat 1-morphism in dManc. Then the fibre product W =
X ×g,[0,∞)k×Rn−k,0 ∗ exists in dMan
c, and piX : W → X is an s-embedding.
When k = 0, any 1-morphism g : X → Rn is semisimple and flat, and piX :
W→ X is an sf-embedding.
(ii) Suppose f : X → Y is an s-immersion of d-manifolds with corners, and
x ∈ X with f (x) = y ∈ Y. Then there exist open d-submanifolds x ∈ U ⊆ X
and y ∈ V ⊆ Y with f (U) ⊆ V and a semisimple, flat 1-morphism g : V →
[0,∞)k×Rn−k with g(y) = 0, where n = vdimY−vdimX > 0 and 0 6 k 6 n,
fitting into a 2-Cartesian square in dManc :
U
f |U
pi
//
✛ ✛✛ ✛
IQ
∗
0 
V
g // [0,∞)k ×Rn−k.
If f is an sf-immersion then k = 0. If f is an s- or sf-embedding then we may
take U = f−1(V).
For ordinary manifolds, a submanifold X in Y may be described locally
either as the image of an embedding X →֒ Y , or equivalently as the zeroes of a
submersion Y → Rn, where n = dimY − dimX . Theorem 7.17 is an analogue
of this for d-manifolds with corners. It should be compared with Proposition
5.8 for manifolds with corners.
7.6 Embedding d-manifolds with corners into manifolds
Section 4.7 discussed embeddings of d-manifolds X into manifolds Y . Our two
major results were Theorem 4.29, which gave necessary and sufficient conditions
on X for existence of embeddings f : X →֒ Rn for n ≫ 0, and Theorem 4.32,
which showed that if an embedding f : X →֒ Y exists with X a d-manifold
and Y = FdManMan (Y ), then X ≃ SV,E,s for open V ⊆ Y , so X is a principal
d-manifold.
In [35, §7.7] we generalize these to d-manifolds with corners. As in §7.4,
we have three kinds of embeddings in dManc, embeddings, s-embeddings and
sf-embeddings. The analogue of Theorem 4.29 naturally holds for embeddings:
Theorem 7.18. Let X be a d-manifold with corners. Then there exist immer-
sions and/or embeddings f : X → Rn for some n ≫ 0 if and only if there is
an upper bound for dimT ∗xX for all x ∈ X. If there is such an upper bound,
then immersions f : X→ Rn exist provided n > 2 dimT ∗xX for all x ∈ X, and
embeddings f : X → Rn exist provided n > 2 dimT ∗xX + 1 for all x ∈ X. For
embeddings we may also choose f with f(X) closed in Rn.
Example 4.30 shows the hypotheses of Theorem 7.18 need not hold, so there
exist d-manifolds with corners X with no embedding into Rn, or into any man-
ifold with corners. The analogue of Theorem 4.32 holds for sf-embeddings:
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Theorem 7.19. Let X be a d-manifold with corners, Y a manifold with corners,
and f : X → Y an sf-embedding, in the sense of Definition 7.11. Then there
exist an open subset V in Y with f(X) ⊆ V, a vector bundle E → V, and a
smooth section s : V → E of E fitting into a 2-Cartesian diagram in dManc,
where 0 : V → E is the zero section and Y,V,E, s,0 = FdMan
c
Manc (Y, V,E, s, 0):
X
f
//
f ✕✕✕✕
FN V
0 
V
s // E.
Hence X is equivalent to the ‘standard model’ SV,E,s of Example 7.3, and is a
principal d-manifold with corners.
Note that, unlike the d-manifolds case in §4.7, we cannot immediately com-
bine Theorems 7.18 and 7.19: we have first to bridge the gap between embed-
dings and sf-embeddings. For d-manifolds with boundary, we can do this.
Theorem 7.20. Let X be a d-manifold with boundary. Then there exist sf-
immersions and/or sf-embeddings f : X → [0,∞) × Rn−1 for some n ≫
0 if and only if dimT ∗xX is bounded above for all x ∈ X. Such an upper
bound always exists if X is compact. If there is such an upper bound, then
sf-immersions f : X → [0,∞) × Rn−1 exist provided n > 2 dimT ∗xX + 1
for all x ∈ X, and sf-embeddings f : X → [0,∞) × Rn−1 exist provided
n > 2 dimT ∗xX+2 for all x ∈ X. For sf-embeddings we may also choose f with
f(X) closed in [0,∞)× Rn−1.
Combining Theorems 7.19 and 7.20 shows that a d-manifold with boundary
X is principal if and only if dimT ∗xX is bounded above.
Since (nice) d-manifolds with boundary can be embedded into [0,∞)×Rn−1
for n ≫ 0, one might guess that (nice) d-manifolds with corners can be em-
bedded into [0,∞)k × Rn−k for n ≫ k ≫ 0. However, this is not true even for
manifolds with corners, as the following example from [35, §5.7] shows:
Example 7.21. Consider the teardrop T =
{
(x, y) ∈ R2 : x > 0, y2 6 x2−x4
}
,
shown in Figure 7.1. It is a compact 2-manifold with corners.
x
y
• //oo
OO

Figure 7.1: The teardrop, a 2-manifold with corners.
Suppose that f : T → [0,∞)k × Rn−k is an sf-embedding. As f is simple
and flat, it maps Sj(T ) →֒ Sj
(
[0,∞)k×Rn−k
)
for j = 0, 1, 2, in the notation of
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§5.1. The connected components of Sj
(
[0,∞)k × Rn−k
)
correspond to subsets
I ⊆ {1, . . . , k} with |I| = j, with the component corresponding to I given
by the equations xi = 0 for i ∈ I and xa > 0 for a ∈ {1, . . . , k} \ I. As
(0, 0) ∈ S2(T ), we see that f(0, 0) lies in the component of S2
(
[0,∞)k ×Rn−k
)
given by xa = xb = 0 for 1 6 a < b 6 k.
Considering local models for f near (0, 0) ∈ T , we see that f must map the
two ends of S1(T ) at (0, 0) into different connected components xa = 0 and
xb = 0 of S
1
(
[0,∞)k×Rn−k
)
. However, S1(T ) ∼= (0, 1) is connected, so f maps
S1(T ) into a single connected component of S1
(
[0,∞)k×Rn−k
)
, a contradiction.
Hence there do not exist sf-embeddings f : T → [0,∞)k × Rn−k for any n, k.
Here are necessary and sufficient conditions for existence of sf-embeddings
from a d-manifold with corners X into a manifold with corners Y .
Theorem 7.22. Let X be a d-manifold with corners. Then there exist a mani-
fold with corners Y and an sf-embedding f : X→ Y, where Y = FdMan
c
Manc (Y ), if
and only if dimT ∗xX+ |i
−1
X (x)| is bounded above for all x ∈ X. If such an upper
bound exists, then we may take Y to be an embedded n-dimensional submanifold
of Rn for any n with n > 2
(
dimT ∗xX + |i
−1
X (x)|
)
+ 1 for all x ∈ X.
Such an upper bound always exists if X is compact. Thus, every compact
d-manifold with corners admits an sf-embedding into a manifold with corners.
The idea of the proof of Theorem 7.22 is that we first choose an embedding g :
X→ Rn using Theorem 7.18, and then show that we can choose a submanifold
Y ⊆ Rn which is the set of points in an open neighbourhood U of g(X) in
R
n satisfying local transverse inequalities of the form ci(x) > 0 for i = 1, . . . , k,
where ci : U → R are local smooth functions which lift under g to local boundary
defining functions for ∂X.
Combining Theorems 7.19 and 7.22 yields:
Corollary 7.23. Let X be a d-manifold with corners. Then X is principal,
that is, X is equivalent in dManc to some SV,E,s in Example 7.3, if and only if
dimT ∗xX and |i
−1
X (x)| are bounded above for all x ∈ X. This holds automatically
if X is compact.
7.7 Orientations
In [35, §7.8] we study orientations on d-manifolds with corners, following the
d-manifold case in §4.8. Here is the analogue of Definition 4.35:
Definition 7.24. Let X be a d-manifold with corners. Then the virtual cotan-
gent bundle T ∗X = (EX ,FX , φX) is a virtual vector bundle on X , so Theorem
4.34 gives a line bundle LT∗X on X . We call LT∗X the orientation line bundle
of X.
An orientation ω on X is an orientation on LT∗X, in the sense of Definition
4.35. An oriented d-manifold with corners is a pair (X, ω) where X is a d-
manifold with corners and ω an orientation on X. Usually we refer to X as
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an oriented d-manifold, leaving ω implicit. We also write −X for X with the
opposite orientation, that is, X is short for (X, ω) and −X short for (X,−ω).
Example 4.36, Theorem 4.37 and Proposition 4.38 now extend to d-manifolds
with corners without change. We can also orient boundaries of oriented d-
manifolds with corners. Theorem 7.25 is the main reason for including the data
ωX in a d-manifold with corners X = (X,∂X , iX, ωX).
Theorem 7.25. Let X be a d-manifold with corners. Then ∂X is also a d-
manifold with corners, so we have orientation line bundles LT∗X on X and
LT∗(∂X) on ∂X. There is a canonical isomorphism of line bundles on ∂X :
Ψ : LT∗(∂X) −→ i
∗
X(LT∗X)⊗N
∗
X, (7.2)
where NX is the conormal bundle of ∂X in X from §6.1.
Now NX comes with an orientation ωX in X = (X,∂X , iX, ωX). Hence, if
X is an oriented d-manifold with corners, then ∂X also has a natural orienta-
tion, by combining the orientations on LT∗X and N
∗
X to get an orientation on
LT∗(∂X) using (7.2).
As for Proposition 4.38, natural equivalences of d-manifolds with corners
generally extend to natural equivalences of oriented d-manifolds with corners,
with some sign depending on the orientation conventions. Here are two such
results, which include signs in Theorem 6.3(b) and Proposition 6.15.
Proposition 7.26. Suppose X,Y are oriented d-manifolds with corners, and
f : X → Y is a semisimple, flat 1-morphism. Then the following holds in
oriented d-manifolds with corners, with fibre products cd-transverse:
∂f−X ≃ ∂Y ×iY,Y,f X ≃ (−1)
vdimX+vdimYX×f ,Y,iY ∂Y.
If f is also simple then ∂f−X = ∂X.
Proposition 7.27. Let g : X→ Z and h : Y → Z be 1-morphisms of oriented
d-manifolds with corners. Then the following hold in oriented d-manifolds with
corners, where all the fibre products are cd-transverse, and so exist:
(a) If Z is a manifold without boundary then there is an equivalence
∂
(
X×g,Z,hY
)
≃
(
∂X×g◦iX,Z,hY
)
∐ (−1)vdimX+dimZ
(
X×g,Z,h◦iY ∂Y
)
.
(b) If g is a w-submersion then there is an equivalence
∂
(
X×g,Z,hY
)
≃
(
∂g+X×g+,Z,hY
)
∐ (−1)vdimX+vdimZ
(
X×g,Z,h◦iY ∂Y
)
.
(c) If both g and h are w-submersions then there is an equivalence
∂
(
X×g,Z,h Y
)
≃
(
∂g+X×g+,Z,h Y
)
∐ (−1)vdimX+vdimZ
(
X×g,Z,h+ ∂
h
+Y
)
∐
(
∂g−X×g−,∂Z,h− ∂
h
−Y
)
.
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8 Deligne–Mumford C∞-stacks
Next we discuss Deligne–Mumford C∞-stacks, which are related to C∞-schemes
in the same way that Deligne–Mumford stacks in algebraic geometry are related
to schemes, and will be the foundation of our theories of orbifolds, d-stacks and
d-orbifolds. C∞-stacks were introduced by the author in [33, §7–§11].
8.1 C∞-stacks
The next few definitions assume a lot of standard material from stack theory,
which is summarized in [33, §7].
Definition 8.1. Define a Grothendieck topology J on the category C∞Sch of
C∞-schemes to have coverings {ia : Ua → U}a∈A where Va = ia(Ua) is open in
U with ia : Ua → (Va,OU |Va) an isomorphism for all a ∈ A, and U =
⋃
a∈A Va.
Up to isomorphisms of the Ua, the coverings {ia : Ua → U}a∈A of U correspond
exactly to open covers {Va : a ∈ A} of U . Then (C
∞Sch,J ) is a site.
The stacks on (C∞Sch,J ) form a 2-category Sta(C∞Sch,J ), with all 2-
morphisms invertible. As the site (C∞Sch,J ) is subcanonical, there is a nat-
ural, fully faithful functor C∞Sch → Sta(C∞Sch,J ), defined explicitly below,
which we write as X 7→ X¯ on objects and f 7→ f¯ on morphisms. A C∞-stack is
a stack X on (C∞Sch,J ) such that the diagonal 1-morphism ∆X : X → X ×X
is representable, and there exists a surjective 1-morphism Π : U¯ → X called an
atlas for some C∞-scheme U. Write C∞Sta for the full 2-subcategory of C∞-
stacks in Sta(C∞Sch,J ). The functor C
∞Sch → Sta(C∞Sch,J ) above maps
into C∞Sta, so we also write it as FC
∞Sta
C∞Sch : C
∞Sch→ C∞Sta.
Formally, a C∞-stack is a category X with a functor pX : X → C∞Sch,
where X , pX must satisfy many complicated conditions, including sheaf-like con-
ditions for all open covers in C∞Sch. A 1-morphism f : X → Y of C∞-stacks
is a functor f : X → Y with pY ◦ f = pX : X → C
∞Sch. Given 1-morphisms
f, g : X → Y, a 2-morphism η : f ⇒ g is an isomorphism of functors η : f ⇒ g
with idpY ∗ η = idpX : pY ◦ f ⇒ pY ◦ g.
If X is a C∞-scheme, the corresponding C∞-stack X¯ = FC
∞Sta
C∞Sch(X) is
the category with objects (U, u) for u : U → X a morphism in C∞Sch, and
morphisms h : (U, u) → (V , v) for h : U → V a morphism in C∞Sch with
v◦h = u. The functor pX¯ : X¯ → C∞Schmaps pX¯ : (U, u) 7→ U and pX¯ : h 7→ h.
If f : X → Y is a morphism of C∞-schemes, the corresponding 1-morphism
f¯ = FC
∞Sta
C∞Sch(f) : X¯ → Y¯ maps f¯ : (U, u) 7→ (U, f ◦ u) on objects (U, u) and
f¯ : h 7→ h on morphisms h in X¯ . This defines a functor f¯ : X¯ → Y¯ with
pY¯ ◦ f¯ = pX¯ : X → C∞Sch, so f¯ is a 1-morphism f¯ : X¯ → Y¯ in C∞Sta.
We define some classes of morphisms of C∞-schemes:
Definition 8.2. Let f : X → Y be a morphism in C∞Sch. Then:
• We call f an open embedding if it is an isomorphism with an open C∞-
subscheme of Y .
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• We call f e´tale if it is a local isomorphism (in the Zariski topology).
• We call f proper if f : X → Y is a proper map of topological spaces, that
is, if S ⊆ Y is compact then f−1(S) ⊆ X is compact.
• We call f universally closed if whenever g : W → Y is a morphism then
πW : X ×f,Y,g W →W is a closed map of topological spaces.
Each one is invariant under base change and local in the target in (C∞Sch,J ).
Thus, they are also defined for representable 1-morphisms of C∞-stacks.
Definition 8.3. Let X be a C∞-stack. We say that X is separated if the
diagonal 1-morphism ∆X : X → X ×X is universally closed. If X ≃ X¯ for some
C∞-scheme X then X is separated if and only if X is separated (Hausdorff).
Definition 8.4. Let X be a C∞-stack. A C∞-substack Y in X is a strictly
full subcategory Y in X such that pY := pX |Y : Y → C∞Sch is also a C∞-
stack. It has a natural inclusion 1-morphism iY : Y →֒ X . We call Y an
open C∞-substack of X if iY is a representable open embedding. An open
cover {Ya : a ∈ A} of X is a family of open C∞-substacks Ya in X with∐
a∈A iYa :
∐
a∈A Ya → X surjective.
8.2 Topological spaces of C∞-stacks
By [33, §8.4], a C∞-stack X has an underlying topological space Xtop.
Definition 8.5. Let X be a C∞-stack. Write ∗ for the point SpecR in C∞Sch,
and ∗¯ for the associated point in C∞Sta. Define Xtop to be the set of 2-
isomorphism classes [x] of 1-morphisms x : ∗¯ → X . If U ⊆ X is an open C∞-
substack then any 1-morphism x : ∗¯ → U is also a 1-morphism x : ∗¯ → X , and
Utop is a subset of Xtop. Define TXtop =
{
Utop : U ⊆ X is an open C
∞-substack
in X
}
. Then TXtop is a set of subsets of Xtop which is a topology on Xtop,
so (Xtop, TXtop) is a topological space, which we call the underlying topological
space of X , and usually write as Xtop. If X = (X,OX) is a C∞-scheme, so that
X¯ is a C∞-stack, then X¯ top is naturally homeomorphic to X .
If f : X → Y is a 1-morphism of C∞-stacks then there is a natural continuous
map ftop : Xtop → Ytop defined by ftop([x]) = [f ◦ x]. If f, g : X → Y are 1-
morphisms and η : f ⇒ g is a 2-morphism then ftop = gtop. Mapping X 7→ Xtop,
f 7→ ftop and 2-morphisms to identities defines a 2-functor F
Top
C∞Sta : C
∞Sta→
Top, where the category of topological spaces Top is regarded as a 2-category
with only identity 2-morphisms.
Definition 8.6. Let X be a C∞-stack, and [x] ∈ Xtop. Pick a representative
x for [x], so that x : ∗¯ → X is a 1-morphism. Define the orbifold group (or
isotropy group, or stabilizer group) Iso([x]) or IsoX ([x]) of [x] to be the group
of 2-morphisms η : x ⇒ x. It is independent of the choice of x ∈ [x] up to
isomorphism, which is canonical up to conjugation in IsoX ([x]).
If f : X → Y is a 1-morphism of C∞-stacks and [x] ∈ Xtop with ftop([x]) =
[y] ∈ Ytop, for y = f ◦ x, then we define a group morphism f∗ : IsoX ([x]) →
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IsoY([y]) by f∗(η) = idf ∗ η. It is independent of choices of x ∈ [x], y ∈ [y] up
to conjugation in IsoX ([x]), IsoY([y]).
8.3 Strongly representable 1-morphisms
Strongly representable 1-morphisms, discussed in [33, §8.6], will be important in
the definitions of orbifolds, d-stacks, and d-orbifolds with corners.
Definition 8.7. Let Y,Z be C∞-stacks, and g : Y → Z a 1-morphism. Then
Y,Z are categories with functors pY : Y → C
∞Sch, pZ : Z → C
∞Sch, and
g : Y → Z is a functor with pZ ◦ g = pY .
We call g strongly representable if whenever A ∈ Y with pY(A) = U ∈
C∞Sch, so that B = g(A) ∈ Z with pZ(B) = U, and b : B → B′ is an
isomorphism in Z with pZ(B′) = U and pZ(b) = idU, then there exist a unique
object A′ and isomorphism a : A→ A′ in Y with g(A′) = B′ and g(a) = b.
Here are two important properties of strongly representable 1-morphisms.
The first says that we may replace a representable 1-morphism g : Y → Z with
a strongly representable 1-morphism g′ : Y ′ → Z with Y ′ ≃ Y.
Proposition 8.8. (a) Let g : Y → Z be a strongly representable 1-morphism
of C∞-stacks. Then g is representable.
(b) Suppose g : Y → Z is a representable 1-morphism of C∞-stacks. Then there
exist a C∞-stack Y ′, an equivalence i : Y → Y ′, and a strongly representable
1-morphism g′ : Y ′ → Z with g = g′ ◦ i. Also Y ′ is unique up to canonical
1-isomorphism in C∞Sta.
The second says that for some 2-commutative diagrams involving strongly
representable morphisms, we can require the diagrams to commute up to equal-
ity, not just up to 2-isomorphism.
Proposition 8.9. Suppose X ,Y,Z are C∞-stacks, f : X → Y, g : Y → Z,
h : X → Z are 1-morphisms with g strongly representable, and η : g◦f ⇒ h is a
2-morphism in C∞Sta. Then as in the diagram below there exist a 1-morphism
f ′ : X → Y with g ◦ f ′ = h, and a 2-morphism ζ : f ⇒ f ′ with idg ∗ ζ = η, and
f ′, ζ are unique under these conditions.
Y
g
**❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯
η ⇓
X
f ′
..
f
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ζ ⇑
h // Z.
We will use strongly representable 1-morphisms to define orbifolds, d-stacks,
and d-orbifolds with corners so that boundaries behave in a strictly functorial
rather than weakly functorial way, as for d-spaces with corners in Remark 6.5.
Here is an explicit construction of fibre products X ×g,Z,h Y in C∞Sta when g
is strongly representable, yielding a strictly commutative 2-Cartesian square.
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Proposition 8.10. Let g : X → Z and h : Y → Z be 1-morphisms of C∞-
stacks with g strongly representable. Define a category W to have objects pairs
(A,B) for A ∈ X , B ∈ Y with g(A) = h(B) in Z, so that pX (A) = pY(B)
in C∞Sch, and morphisms pairs (a, b) : (A,B) → (A′, B′) with a : A → A′,
b : B → B′ morphisms in X ,Y with pX (a) = pY(b) in C
∞Sch.
Define functors pW : W → C∞Sch, e : W → X , f : W → Y by pW :
(A,B) 7→ pX (A) = pY(B), e : (A,B) 7→ A, f : (A,B) 7→ B on objects and
pW : (a, b) 7→ pX (a) = pY(b), e : (a, b) 7→ a, f : (a, b) 7→ b on morphisms. Then
W is a C∞-stack and e :W → X , f :W → Y are 1-morphisms, with f strongly
representable, and g ◦ e = h ◦ f . Furthermore, the following diagram in C∞Sta
is 2-Cartesian:
W
f
//
e ✚ ✚✚ ✚
IQ
idg◦e
Y
h 
X
g // Z.
If also h is strongly representable, then e is strongly representable.
8.4 Quotient C∞-stacks
An important class of examples of C∞-stacks X are quotient C∞-stacks [X/G],
forX a C∞-scheme acted on by a finite groupG. The next three examples define
quotient C∞-stacks [X/G], quotient 1-morphisms [f, ρ] : [X/G] → [Y /H ], and
quotient 2-morphisms [δ] : [f, ρ]⇒ [g, σ].
In fact Examples 8.11–8.13 are simplifications of more complicated defini-
tions given in [33, §9.1]. The construction of [33, §9.1] gives equivalent C∞-
stacks [X/G], but has the advantage of being strictly functorial, that is, quotient
1-morphisms compose as [g, σ] ◦ [f, ρ] = [g ◦ f, σ ◦ ρ], whereas in Example 8.12
we only have a 2-isomorphism [g, σ] ◦ [f, ρ] ∼= [g ◦ f, σ ◦ ρ]. We will occasionally
assume this strict functoriality below, for instance, in Definition 11.26.
Example 8.11. Let X be a separated C∞-scheme, G a finite group, and r :
G→ Aut(X) an action of G on X by isomorphisms. We will define the quotient
C∞-stack X = [X/G].
Define a category X to have objects quintuples (T , U, t, u, v), where T , U
are C∞-schemes, t : G → Aut(T ) is a free action of G on T by isomorphisms,
u : T → X is a morphism with u ◦ t(γ) = r(γ) ◦ u : T → X for all γ ∈ G, and
v : T → U is a morphism which makes T into a principal G-bundle over U, that
is, v is proper, e´tale and surjective, and its fibres are G-orbits in T under t.
A morphism (a, b) : (T , U, t, u, v) → (T ′, U′, t′, u′, v′) in X is a pair of mor-
phisms a : U → U′ and b : T → T ′ such that b ◦ t(γ) = t′(γ) ◦ b for γ ∈ G, and
u = u′ ◦ b, and a ◦ v = v′ ◦ b. Composition is (c, d) ◦ (a, b) = (c ◦ a, d ◦ b), and
identities are id(T ,...,v) = (idU, idT ).
This defines the category X . The functor pX : X → C∞Sch acts by pX :
(T , U, t, u, v) 7→ U on objects, and pX : (a, b) 7→ a on morphisms. Then X is a
C∞-stack, which we write as [X/G].
Example 8.12. Let X,Y be separated C∞-schemes acted on by finite groups
G,H with actions r : G→ Aut(X), s : H → Aut(Y ), so that we have quotient
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C∞-stacks [X/G] and [Y /H ] as in Example 8.11. Suppose we have morphisms
f : X → Y of C∞-schemes and ρ : G→ H of groups, with f ◦ r(γ) = s(ρ(γ))◦ f
for all γ ∈ G. Define a functor [f, ρ] : [X/G]→ [Y /H ] on objects in [X/G] by
[f, ρ] : (T , U, t, u, v) 7−→
(
(T ×H)/G,U, t˜, u˜, v˜
)
.
Here for each δ ∈ H , write Lδ, Rδ : H → H for left and right multiplication by δ.
Then to define (T ×H)/G, each γ ∈ G acts by r(γ)×Rρ(γ)−1 : T ×H → T ×H .
For each δ ∈ H , the morphism t˜(δ) : (T ×H)/G→ (T ×H)/G is induced by the
morphism idT ×Lδ : T ×H → T ×H . The morphisms u˜ : (T ×H)/G→ Y and
v˜ : (T×H)/G→ U are induced by f◦u◦πT : T×H → Y and v◦πT : T×H → U.
On morphisms (a, b) : (T , U, t, u, v) → (T ′, U′, t′, u′, v′) in [X/G], define
[f, ρ] to map (a, b) 7→ (a, b˜), where b˜ : (T ×H)/G→ (T ′ ×H)/G is induced by
b × idH : T ×H → T
′ ×H . Then [f, ρ] : [X/G] → [Y /H ] is a 1-morphism of
C∞-stacks, which we call a quotient 1-morphism.
If ρ : G→ H is injective, then [f, ρ] : [X/G]→ [Y /H ] is representable.
Example 8.13. Let [f, ρ] : [X/G] → [Y /H ] and [g, σ] : [X/G] → [Y /H ] be
quotient 1-morphisms, so that f, g : X → Y and ρ, σ : G→ H are morphisms.
Suppose δ ∈ H satisfies σ(γ) = δ ρ(γ) δ−1 for all γ ∈ G, and g = s(δ) ◦ f .
For each object (T , U, t, u, v) in [X/G], define an isomorphism in [Y /H ]:
[δ]
(
(T , U, t, u, v)
)
=(idU, iδ) : [f, ρ]
(
(T , U, t, u, v)
)
=
(
(T×H)/r×Rρ−1G,U, t˜, u˜,v˜
)
−→ [g, σ]
(
(T , U, t, u, v)
)
=
(
(T ×H)/r×Rσ−1G,U, t˙, u˙, v˙
)
,
where iδ : (T×H)/r×Rρ−1G→(T×H)/r×Rσ−1G is induced idT×Rδ−1 :T ×H →
T × H . Then [δ] : [f, ρ] ⇒ [g, σ] is a natural isomorphism of functors, and a
2-morphism of C∞-stacks, which we call a quotient 2-morphism.
8.5 Deligne–Mumford C∞-stacks
Deligne–Mumford stacks in algebraic geometry are locally modelled on quotient
stacks [X/G] for X an affine scheme and G a finite group. This motivates:
Definition 8.14. A Deligne–Mumford C∞-stack is a C∞-stack X which admits
an open cover {Ya : a ∈ A} with each Ya equivalent to a quotient stack [Ua/Ga]
in Example 8.11 for Ua an affine C
∞-scheme and Ga a finite group. We call X
locally fair if it has such an open cover with each Ua a fair affine C
∞-scheme.
We call a Deligne–Mumford C∞-stack X second countable, compact, locally
compact, or paracompact, if the underlying topological space Xtop from §8.2 is
second countable, compact, locally compact, or paracompact, respectively.
WriteDMC∞Sta,DMC∞Stalf ,DMC∞Stalfssc for the full 2-subcategories
of Deligne–Mumford C∞-stacks, and locally fair Deligne–Mumford C∞-stacks,
and separated, second countable, locally fair Deligne–Mumford C∞-stacks in
C∞Sta, respectively.
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If X is a Deligne–Mumford C∞-stack then IsoX ([x]) is finite for all [x] in
Xtop. If f : X → Y is a 1-morphism of Deligne–Mumford C∞-stacks then f is
representable if and only if the morphisms of orbifold groups f∗ : IsoX ([x]) →
IsoY([y]) from Definition 8.6 are injective for all [x] ∈ Xtop with ftop([x]) =
[x] ∈ Ytop. From [33, §8–§9], we have:
Theorem 8.15. (a) All fibre products exist in the 2-category C∞Sta.
(b) DMC∞Sta,DMC∞Stalf and DMC∞Stalfssc are closed under fibre prod-
ucts and under taking open C∞-substacks in C∞Sta.
Proposition 8.16. Let X be a Deligne–Mumford C∞-stack and [x] ∈ Xtop, so
that IsoX ([x]) ∼= H for some finite group H. Then there exists an open C∞-
substack U in X with [x] ∈ Utop ⊆ Xtop and an equivalence U ≃ [Y /H ], where
Y = (Y,OY ) is an affine C∞-scheme with an action of H, and [x] ∈ Utop ∼=
Y/H corresponds to a fixed point y of H in Y .
Theorem 8.17. Suppose X is a Deligne–Mumford C∞-stack with IsoX ([x]) ∼=
{1} for all [x] ∈ Xtop. Then X is equivalent to X¯ for some C∞-scheme X.
In conventional algebraic geometry, a stack with all orbifold groups trivial is
(equivalent to) an algebraic space, but may not be a scheme, so the category of
algebraic spaces is larger than the category of schemes. Here algebraic spaces
are spaces which are locally isomorphic to schemes in the e´tale topology, but
not necessarily locally isomorphic to schemes in the Zariski topology.
In contrast, as Theorem 8.17 shows, in C∞-algebraic geometry there is no
difference between C∞-schemes and C∞-algebraic spaces. This is because in
C∞-geometry the Zariski topology is already fine enough, as in Remark 2.9(iii),
so we gain no extra generality by passing to the e´tale topology.
8.6 Quasicoherent sheaves on C∞-stacks
In [33, §10] we study sheaves on Deligne–Mumford C∞-stacks.
Definition 8.18. Let X be a Deligne–Mumford C∞-stack. Define a category
CX to have objects pairs (U, u) where U is a C∞-scheme and u : U¯ → X is an
e´tale 1-morphism, and morphisms (f, η) : (U, u) → (V , v) where f : U → V is
an e´tale morphism of C∞-schemes, and η : u ⇒ v ◦ f¯ is a 2-isomorphism. If
(f, η) : (U, u) → (V , v) and (g, ζ) : (V , v) → (W,w) are morphisms in CX then
we define the composition (g, ζ) ◦ (f, η) to be (g ◦ f, θ) : (U, u)→ (W,w), where
θ is the composition of 2-morphisms across the diagram:
U¯
f¯
$$❏❏
❏❏❏
❏ u
((
g◦f

❴❴❴❴ks
id
V¯
v //
g¯zzttt
tt
✝✝✝✝ η
X .
W¯ w
66✝✝✝✝ ζ
Define an OX -module E to assign an OU -module E(U, u) on U = (U,OU ) for
all objects (U, u) in CX , and an isomorphism E(f,η) : f
∗(E(V , v))→ E(U, u) for
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all morphisms (f, η) : (U, u) → (V , v) in CX , such that for all (f, η), (g, ζ), (g ◦
f, θ) as above the following diagram of isomorphisms of OU -modules commutes:
(g ◦ f)∗
(
E(W,w)
)
E(g◦f,θ)
//
If,g(E(W,w))
**❱❱❱
❱❱
E(U, u),
f∗
(
g∗(E(W,w)
) f∗(E(g,ζ))// f∗(E(V , v))E(f,η)
66♥♥♥♥♥ (8.1)
for If,g(E(W,w)) as in Remark 2.17.
A morphism of OX -modules φ : E → F assigns a morphism of OU -modules
φ(U, u) : E(U, u) → F(U, u) for each object (U, u) in CX , such that for all
morphisms (f, η) : (U, u)→ (V , v) in CX the following commutes:
f∗
(
E(V , v)
)
f∗(φ(V ,v)) 
E(f,η)
// E(U, u)
φ(U,u)
f∗
(
F(V , v)
) F(f,η) // F(U, u).
We call E quasicoherent, or a vector bundle of rank n, if E(U, u) is quasico-
herent, or a vector bundle of rank n, respectively, for all (U, u) ∈ CX . Write
OX -mod for the category of OX -modules, and qcoh(X ), vect(X ) for the full
subcategories of quasicoherent sheaves and vector bundles, respectively. Then
OX -mod is an abelian category, and qcoh(X ) an abelian subcategory ofOX -mod.
If X is locally fair then qcoh(X ) = OX -mod.
Note that vector bundles E on X are locally trivial in the e´tale topology, but
need not be locally trivial in the Zariski topology. In particular, the orbifold
groups IsoX ([x]) of X can act nontrivially on the fibres E|x of E .
As in [33, §10.5], as well as sheaves of OX -modules, we can define other
kinds of sheaves on Deligne–Mumford C∞-stacks X by the same method. In
particular, to define d-stacks in §10, we will need sheaves of abelian groups and
sheaves of C∞-rings on Deligne–Mumford C∞-stacks.
Example 8.19. Let X be a Deligne–Mumford C∞-stack. Define a quasicoher-
ent sheaf OX on X called the structure sheaf of X by OX (U, u) = OU for all
objects (U, u) in CX , and (OX )(f,η) : f
∗(OV )→ OU is the natural isomorphism
for all morphisms (f, η) : (U, u)→ (V , v) in CX .
We may also consider OX as a sheaf of C∞-rings on X .
Example 8.20. Let X be a Deligne–Mumford C∞-stack. Define an OX -module
T ∗X called the cotangent sheaf of X by (T ∗X )(U, u) = T ∗U for all objects
(U, u) in CX and (T
∗X )(f,η) = Ωf : f
∗(T ∗V ) → T ∗U for all morphisms (f, η) :
(U, u)→ (V , v) in CX , where T
∗U and Ωf are as in §2.4.
Example 8.21. Let X be a C∞-scheme. Then X = X¯ is a Deligne–Mumford
C∞-stack. We will define an inclusion functor IX : OX -mod → OX -mod. Let
E be an object in OX -mod. If (U, u) is an object in CX then u : U¯ → X = X¯
is 2-isomorphic to u¯ : U¯ → X¯ for some unique morphism u : U → X . Define
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E ′(U, u) = u∗(E). If (f, η) : (U, u) → (V , v) is a morphism in CX and u, v are
associated to u, v as above, so that u = v ◦ f , then define
E ′(f,η) = If,v(E)
−1 : f∗(E ′(V , v)) = f∗
(
v∗(E)
)
−→ (v ◦ f)∗(E) = E ′(U, u).
Then (8.1) commutes for all (f, η), (g, ζ), so E ′ is an OX -module.
If φ : E → F is a morphism of OX -modules then we define a morphism
φ′ : E ′ → F ′ in OX -mod by φ′(U, u) = u∗(φ) for u associated to u as above.
Then defining IX : E 7→ E
′, IX : φ 7→ φ′ gives a functor OX -mod → OX -mod,
which induces equivalences between the categories OX -mod, qcoh(X) defined in
§2.4 and OX -mod, qcoh(X ) above.
Definition 8.22. Let f : X → Y be a 1-morphism of Deligne–Mumford C∞-
stacks, and F be an OY -module. A pullback of F to X is an OX -module E ,
together with the following data: if U, V are C∞-schemes and u : U¯ → X and
v : V¯ → Y are e´tale 1-morphisms, then there is a C∞-schemeW and morphisms
πU :W → U, πV :W → V giving a 2-Cartesian diagram:
W¯
π¯V
//
π¯U  ✔✔✔✔
FN
ζ
V¯
v
U¯
f◦u // Y.
(8.2)
Then an isomorphism i(F , f, u, v, ζ) : π∗U
(
E(U, u)
)
→ π∗V
(
F(V , v)
)
of OW -
modules should be given, which is functorial in (U, u) in CX and (V , v) in CY and
the 2-isomorphism ζ in (8.2). We usually write pullbacks E as f∗(F). Pullbacks
f∗(F) exist, and are unique up to unique isomorphism. Using the Axiom of
Choice, we choose a pullback f∗(F) for all such f,F .
Let f : X → Y be a 1-morphism, and φ : E → F be a morphism in OY -mod.
Then f∗(E), f∗(F) ∈ OX -mod. The pullback morphism f
∗(φ) : f∗(E)→ f∗(F)
is the unique morphism in OX -mod such that whenever u : U¯ → X , v : V¯ → Y,
W,πU, πV are as above, the following diagram in OW -mod commutes:
π∗U
(
f∗(E)(U, u)
)
i(E,f,u,v,ζ)
//
π∗U(f
∗(φ)(U,u)) 
π∗V
(
E(V , v)
)
π∗V (φ(V ,v))
π∗U
(
f∗(F)(U, u)
) i(F ,f,u,v,ζ) // π∗V (F(V , v)).
This defines a right exact functor f∗ : OY -mod → OX -mod, which also maps
qcoh(Y)→ qcoh(X ).
Let f, g : X → Y be 1-morphisms of Deligne–Mumford C∞-stacks, η : f ⇒ g
a 2-morphism, and E ∈ OY -mod. Then we have OX -modules f∗(E), g∗(E).
Define η∗(E) : f∗(E)→ g∗(E) to be the unique isomorphism such that whenever
U, V ,W, u, v, πU, πV are as above, so that we have 2-Cartesian diagrams
W¯
π¯V
//
π¯U  ✔✔✔✔
FNζ⊙(η∗idu◦π¯U )
V¯
v
W¯
π¯V
//
π¯U  ✟✟✟✟
@Hζ
V¯
v
U¯
f◦u // Y, U¯
g◦u // Y,
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as in (8.2), then we have commuting isomorphisms of OW -modules:
π∗U
(
f∗(E)(U, u)
)
i(E,f,u,v,ζ⊙(η∗idu◦π¯U ))
..❭❭❭❭❭❭❭❭❭❭❭
❭❭❭❭❭❭❭❭❭❭
π∗U((η
∗(E))(U,u))
 π
∗
V
(
E(V , v)
)
.
π∗U
(
g∗(E)(U, u)
)
i(E,g,u,v,ζ)
11❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜
This defines a natural isomorphism η∗ : f∗ ⇒ g∗.
As in Remark 2.17, if f : X → Y and g : Y → Z are 1-morphisms of Deligne–
Mumford C∞-stacks and E ∈ OZ-mod, then we have a canonical isomorphism
If,g(E) : (g ◦ f)∗(E) → f∗(g∗(E)). If X is a Deligne–Mumford C∞-stack and
E ∈ OX -mod, we have a canonical isomorphism δX (E) : id
∗
X (E) → E . These
If,g, δX have the same properties as in the C
∞-scheme case.
In a similar way, we can define pullbacks f−1(E) for sheaves of abelian groups
and of C∞-rings E on Y, and corresponding isomorphisms If,g(E), δX (E).
Example 8.23. Let f : X → Y be a 1-morphism of Deligne–Mumford C∞-
stacks. Then Example 8.19 defines sheaves of C∞-rings OX ,OY on X ,Y, so
as in Definition 8.22 we have a pullback sheaf f−1(OY) of C∞-rings on X .
There is a natural morphism f ♯ : f−1(OY) → OX of sheaves of C∞-rings on
X , characterized by the following property: for all (U, u), (V , v),W , ζ as in
Definition 8.22, the following diagram of sheaves of C∞-rings on W commutes:
π−1U
(
f−1(OY)(U, u)
)
i(OY ,f,u,v,ζ)∼= 
π−1U (f
♯(U,u))
// π−1U
(
(OX )(U, u)
)
π−1U (OU )
∼=π
♯
U 
π−1V
(
OY(V , v)
)
π−1V (OV
) π♯V // OW ,
where πU = (πU , π
♯
U ) and πV = (πV , π
♯
V ).
Definition 8.24. Let f : X → Y be a 1-morphism of Deligne–Mumford C∞-
stacks. Then f∗(T ∗Y), T ∗X are OX -modules, by Example 8.20 and Definition
8.22. Define Ωf : f
∗(T ∗Y)→ T ∗X to be the unique morphism characterized as
follows. Let u : U¯ → X , v : V¯ → Y, W,πU, πV be as in Definition 8.22, with
(8.2) 2-Cartesian. Then the following diagram commutes in OW -mod:
π∗U
(
f∗(T ∗Y)(U, u)
)
π∗U(Ωf (U,u)) 
i(T∗Y,f,u,v,ζ)
// π∗V
(
(T ∗Y)(V , v)
)
π∗V (T
∗V )
ΩπV

π∗U
(
(T ∗X )(U, u)
) (T∗X )(πU,idu◦πU )// (T ∗X )(W,u ◦ πU) T ∗W.
Here [33, Th. 10.15] is the analogue of Theorem 2.21.
Theorem 8.25. (a) Let f : X → Y and g : Y → Z be 1-morphisms of
Deligne–Mumford C∞-stacks. Then Ωg◦f = Ωf ◦ f∗(Ωg) ◦ If,g(T ∗Z).
(b) Let f, g : X → Y be 1-morphisms of Deligne–Mumford C∞-stacks and
η : f ⇒ g a 2-morphism. Then Ωf = Ωg ◦ η∗(T ∗Y) : f∗(T ∗Y)→ T ∗X .
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(c) Suppose W ,X ,Y,Z are locally fair Deligne–Mumford C∞-stacks with a
2-Cartesian square
W
f
//
e ✕✕✕✕
FN
η
Y
h 
X
g // Z
in DMC∞Stalf , so that W ≃ X×ZY. Then the following is exact in qcoh(W) :
(g ◦ e)∗(T ∗Z)
e∗(Ωg)◦Ie,g(T
∗Z)⊕
−f∗(Ωh)◦If,h(T
∗Z)◦η∗(T∗Z) //
e∗(T ∗X )⊕
f∗(T ∗Y) Ωe⊕Ωf // T ∗W // 0.
8.7 Orbifold strata of Deligne–Mumford C∞-stacks
Let X be a Deligne–Mumford C∞-stack, and Γ a finite group. In [33, §11.1] we
define six different notions of orbifold strata of X , which are Deligne–Mumford
C∞-stacks written XΓ, X˜ Γ, XˆΓ, and open C∞-substacks XΓ◦ ⊆ X
Γ, X˜ Γ◦ ⊆ X˜
Γ,
XˆΓ◦ ⊆ Xˆ
Γ. The points and orbifold groups of XΓ, . . . , XˆΓ◦ are given by:
(i) Points of XΓ are isomorphism classes [x, ρ], where [x] ∈ Xtop and ρ : Γ→
IsoX ([x]) is an injective morphism, and IsoXΓ([x, ρ]) is the centralizer of
ρ(Γ) in IsoX ([x]). Points of XΓ◦ ⊆ X
Γ are [x, ρ] with ρ an isomorphism,
and IsoXΓ◦ ([x, ρ])
∼= C(Γ), the centre of Γ.
(ii) Points of X˜ Γ are pairs [x,∆], where [x] ∈ Xtop and ∆ ⊆ IsoX ([x]) is
isomorphic to Γ, and IsoX˜Γ([x,∆]) is the normalizer of ∆ in IsoX ([x]).
Points of X˜ Γ◦ ⊆ X˜
Γ are [x,∆] with ∆ = IsoX ([x]), and IsoX˜Γ◦ ([x,∆])
∼= Γ.
(iii) Points [x,∆] of Xˆ Γ, XˆΓ◦ are the same as for X˜
Γ, X˜Γ◦ , but with orbifold
groups IsoXˆΓ([x,∆]) ∼= IsoX˜Γ([x,∆])/∆ and IsoXˆΓ◦ ([x,∆])
∼= {1}.
Since the C∞-stack XˆΓ◦ has trivial orbifold groups, it is (equivalent to) a C
∞-
scheme. That is, there is a genuine C∞-scheme XˆΓ◦ , unique up to isomorphism
in C∞Sch, such that XˆΓ◦ ≃
¯ˆ
XΓ◦ in C
∞Sta.
There are 1-morphisms OΓ(X ), . . . , ΠˆΓ◦ (X ) forming a strictly commutative
diagram, where the columns are inclusions of open C∞-substacks:
XΓ◦
Π˜Γ◦(X ) //
OΓ◦ (X ) ++❲❲❲❲
❲❲❲❲❲
❲❲❲
⊂

Aut(Γ)
,, X˜ Γ◦
ΠˆΓ◦ (X ) //
O˜Γ◦ (X )ss❣❣❣❣❣
❣❣❣❣❣
❣❣
⊂

XˆΓ◦ ≃
¯ˆ
XΓ◦
⊂

X
XΓ
Π˜Γ(X )
//
OΓ(X )
33❣❣❣❣❣❣❣❣❣❣❣❣Aut(Γ) 22 X˜ Γ
ΠˆΓ(X )
//
O˜Γ(X )
kk❲❲❲❲❲❲❲❲❲❲❲❲
XˆΓ.
(8.3)
Also Aut(Γ) acts on XΓ,XΓ◦ , with X˜
Γ ≃ [XΓ/Aut(Γ)], X˜Γ◦ ≃ [X
Γ
◦ /Aut(Γ)].
The topological space Xtop of X from §8.2 has stratifications
Xtop ∼=
∐
iso. classes of
finite groups Γ
XΓ◦,top/Γ
∼=
∐
Γ
X˜ Γ◦,top
∼=
∐
Γ
Xˆ Γ◦,top,
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which is why XΓ, . . . , XˆΓ◦ are called orbifold strata. The 1-morphisms O
Γ(X ),
O˜Γ(X ) in (8.3) are proper, and ΠˆΓ(X )top : X˜Γtop → Xˆ
Γ
top is a homeomorphism of
topological spaces. Hence, if X is compact then XΓ, X˜Γ, Xˆ Γ are also compact.
Example 8.26. Let X be a Deligne–Mumford C∞-stack. The inertia stack
IX of X is the fibre product IX = X ×∆X ,X×X ,∆X X , where ∆X : X → X ×X
is the diagonal 1-morphism. One can show there is an equivalence
IX ≃
∐
k>1 X
Zk .
Points of IX are isomorphism classes [x, η], where [x] ∈ Xtop and η ∈ IsoX ([x]).
Each such η ∈ IsoX ([x]) has some finite order k > 1, and generates an injective
morphism ρ : Zk → IsoX ([x]) mapping ρ : a 7→ ηa. We may identify X Zk with
the open and closed C∞-substack of [x, η] in IX for which η has order k.
Orbifold strata XΓ are strongly functorial for representable 1-morphisms
and their 2-morphisms. That is, if f : X → Y is a representable 1-morphism
of Deligne–Mumford C∞-stacks, we define a unique representable 1-morphism
fΓ : XΓ → YΓ with OΓ(Y) ◦ fΓ = f ◦OΓ(X ). If f, g : X → Y are representable
and η : f ⇒ g is a 2-morphism, we define a unique 2-morphism ηΓ : fΓ ⇒ gΓ
with idOΓ(Y) ∗ η
Γ = η ∗ idOΓ(X ). These f
Γ, ηΓ are compatible with compositions
of 1- and 2-morphisms, and identities, in the obvious way. Orbifold strata X˜ Γ
have the same kind of functorial behaviour, and Xˆ Γ have a weaker functorial
behaviour, in that fˆΓ is only natural up to 2-isomorphism.
For f : X → Y and Γ as above, the restriction fΓ|XΓ◦ need not map X
Γ
◦ → Y
Γ
◦ ,
but only XΓ◦ → Y
Γ. So we do not define 1-morphisms fΓ◦ : X
Γ
◦ → Y
Γ
◦ . The same
applies for the actions f˜Γ, fˆΓ of f on orbifold strata X˜Γ◦ , Xˆ
Γ
◦ .
In [33, §11.3] we describe the orbifold strata of a quotient C∞-stack [X/G].
Theorem 8.27. Suppose X is a separated C∞-scheme and G a finite group
acting on X by isomorphisms, and write X = [X/G] for the quotient C∞-stack
from Example 8.11, which is a Deligne–Mumford C∞-stack. Let Γ be a finite
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group. Then there are equivalences of C∞-stacks
XΓ ≃
∐
conjugacy classes [ρ] of injective
group morphisms ρ : Γ→ G
[
Xρ(Γ)/
{
g ∈ G : gρ(γ) = ρ(γ)g ∀γ ∈ Γ
}]
, (8.4)
XΓ◦ ≃
∐
conjugacy classes [ρ] of injective
group morphisms ρ : Γ→ G
[
Xρ(Γ)◦ /
{
g ∈ G : gρ(γ) = ρ(γ)g ∀γ ∈ Γ
}]
, (8.5)
X˜Γ ≃
∐
conjugacy classes [∆] of subgroups ∆ ⊆ G with ∆ ∼= Γ
[
X∆/
{
g ∈ G : ∆ = g∆g−1
}]
, (8.6)
X˜Γ◦ ≃
∐
conjugacy classes [∆] of subgroups ∆ ⊆ G with ∆ ∼= Γ
[
X∆◦ /
{
g ∈ G : ∆ = g∆g−1
}]
. (8.7)
XˆΓ ≃
∐
conjugacy classes [∆] of subgroups ∆ ⊆ G with ∆ ∼= Γ
[
X∆
/(
{g ∈ G : ∆ = g∆g−1}/∆
)]
, (8.8)
XˆΓ◦ ≃
∐
conjugacy classes [∆] of subgroups ∆ ⊆ G with ∆ ∼= Γ
[
X∆◦
/(
{g ∈ G : ∆ = g∆g−1}/∆
)]
. (8.9)
Here for each subgroup ∆ ⊆ G, we write X∆ for the closed C∞-subscheme in
X fixed by ∆ in G, and X∆◦ for the open C
∞-subscheme in X∆ of points in X
whose stabilizer group in G is exactly ∆. In (8.4)–(8.5), morphisms ρ, ρ′ : Γ→ G
are conjugate if ρ′ = Ad(g) ◦ ρ for some g ∈ G, and subgroups ∆,∆′ ⊆ G are
conjugate if ∆ = g∆′g−1 for some g ∈ G. In (8.4)–(8.9) we sum over one
representative ρ or ∆ for each conjugacy class.
Let X be a Deligne–Mumford C∞-stack and Γ a finite group, so that as
above we have an orbifold stratum XΓ with a 1-morphism OΓ(X ) : XΓ → X .
Let E be a quasicoherent sheaf on X , so that EΓ := OΓ(X )∗(E) is a quasicoherent
sheaf on XΓ. In [33, §11.4] we show that there is a natural representation of Γ
on EΓ by isomorphisms. Also the action of Aut(Γ) on XΓ lifts naturally to EΓ,
so that Aut(Γ)⋉ Γ acts equivariantly on EΓ.
Write R0, . . . , Rk for the irreducible representations of Γ over R (that is, we
choose one representative Ri in each isomorphism class of irreducible represen-
tations), with R0 = R the trivial representation. Then the Γ-representation on
EΓ induces a splitting
EΓ ∼=
⊕k
i=0 E
Γ
i ⊗Ri for E
Γ
0 , . . . , E
Γ
k ∈ qcoh(X
Γ). (8.10)
We will be interested in splitting EΓ into trivial and nontrivial representations
of Γ, denoted by subscripts ‘tr’ and ‘nt’. So we write
EΓ = EΓtr ⊕ E
Γ
nt, (8.11)
where EΓtr, E
Γ
nt are the subsheaves of E
Γ corresponding to the factors EΓ0⊗R0 and⊕k
i=1 E
Γ
i ⊗Ri respectively. The same applies for the orbifold stratum X
Γ
◦ ⊆ X
Γ.
We also have an orbifold stratum X˜Γ with a 1-morphism O˜Γ(X ) : X˜Γ → X ,
so that E˜Γ := O˜Γ(X )∗(E) is a quasicoherent sheaf on X˜ Γ. In general there is no
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natural Γ-representation on E˜Γ, as the quotient by Aut(Γ) in X˜Γ ≃ [XΓ/Aut(Γ)]
does not preserve the Γ-action. However, we do have a natural splitting
E˜Γ = E˜Γtr ⊕ E˜
Γ
nt (8.12)
corresponding to (8.11). The same applies for X˜Γ◦ ⊆ X˜
Γ.
As in (8.3), for the orbifold stratum XˆΓ we do not have a natural 1-morphism
XˆΓ → X , so we cannot just pull E back to Xˆ Γ. Instead, we push E˜Γ down to Xˆ Γ
along the 1-morphism ΠˆΓ : X˜Γ → XˆΓ. It turns out that in the splitting (8.12),
the push down ΠˆΓ∗ (E˜
Γ
nt) is zero, since Πˆ
Γ has fibre [∗/Γ], and ΠˆΓ∗ essentially takes
Γ-equivariant parts. So we define EˆΓtr = Πˆ
Γ
∗ (E˜
Γ
tr), a quasicoherent sheaf on Xˆ
Γ.
The same applies for XˆΓ◦ ⊆ Xˆ
Γ.
When passing to orbifold strata, it is often natural to restrict to the trivial
parts EΓtr, E˜
Γ
tr, Eˆ
Γ
tr of the pullbacks of E . The next theorem illustrates this.
Theorem 8.28. Let X be a Deligne–Mumford C∞-stack and Γ a finite group,
so that we have a 1-morphism OΓ(X ) : XΓ → X . As in Example 8.20 we
have cotangent sheaves T ∗X , T ∗(XΓ) and a morphism ΩOΓ(X ) : OΓ(X )∗(T ∗X )
→ T ∗(XΓ) in qcoh(XΓ). But OΓ(X )∗(T ∗X ) = (T ∗X )Γ, so by (8.11) we have
a splitting (T ∗X )Γ = (T ∗X )Γtr ⊕ (T
∗X )Γnt. Then ΩOΓ(X )|(T∗X )Γtr : (T
∗X )Γtr →
T ∗(XΓ) is an isomorphism, and ΩOΓ(X )|(T∗X )Γnt = 0.
Similarly, using O˜Γ(X ) : X˜Γ → X and (8.12) for ˜(T ∗X )Γ we find that
ΩO˜Γ(X )| ˜(T∗X )Γtr : ˜(T ∗X )Γtr→T ∗(X˜ Γ) is an isomorphism, and ΩO˜Γ(X )| ˜(T∗X )Γnt=0.
Also, there is a natural isomorphism ̂(T ∗X )Γtr ∼= T ∗(XˆΓ) in qcoh(Xˆ Γ).
9 Orbifolds
We now summarize [35, §8.1–§8.4] on orbifolds. There is already a substantial
literature on orbifolds, and §9.1 indicates the main milestones in the field, and
explains how our definition of orbifolds relates to those by other authors.
9.1 Different ways to define orbifolds
Orbifolds are geometric spaces locally modelled on Rn/G, for G ⊂ GL(n,R)
a finite group. There are several nonequivalent definitions of orbifolds in the
literature, which are reviewed in [35, §8.1]. They were first defined by Satake [52]
(who called them ‘V-manifolds’) and Thurston [55, §13]. Satake and Thurston
defined an orbifold to be a Hausdorff topological space X with an atlas of
charts (Ui,Γi, φi) for i ∈ I, where Γi ⊂ GL(n,R) is a finite subgroup, Ui ⊆ R
n
a Γi-invariant open subset, and φi : Ui/Γi → X a homeomorphism with an
open set in X , compatible on overlaps φi(Ui/Γi) ∩ φj(Uj/Γj) in X . Smooth
maps between orbifolds are continuous maps f : X → Y , which lift locally to
equivariant smooth maps on the charts.
There is a problem with this notion of smooth maps: some differential-
geometric operations, such as pullbacks of vector bundles by smooth maps, may
not be well-defined. To fix this problem, new definitions were needed. Moerdijk
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and Pronk [47, 48] defined orbifolds to be proper e´tale Lie groupoids in Man.
Chen and Ruan [13, §4] gave an alternative theory more in the spirit of [52,55].
A book on orbifolds in the sense of [13, 47, 48] is Adem, Leida and Ruan [1].
All of [1,13,47,48,52,55] regard orbifolds as an ordinary category. But orb-
ifolds are differential-geometric analogues of Deligne–Mumford stacks, which
form a 2-category. So it seems natural to define a 2-category of orbifolds
Orb. Several important geometric constructions need the extra structure of a
2-category to work properly. For example, transverse fibre products exist in the
2-categoryOrb, where they satisfy a universal property involving 2-morphisms,
as in §A.4. In the homotopy category Ho(Orb), ‘transverse fibre products’ can
be defined as an ad hoc geometric construction, but they are not fibre products
in the category-theoretic sense, and do not satisfy a universal property.
There are two main routes in the literature for defining a 2-category of
orbifolds Orb. The first, as in Pronk [51] and Lerman [39, §3.3], is to define
orbifolds to be groupoids inMan as in [47,48]. But to define 1- and 2-morphisms
in Orb one must do more work: one makes proper e´tale Lie groupoids into a
2-category Gpoid, and then Orb is defined as a (weak) 2-category localization
of Gpoid at a suitable class of 1-morphisms.
The second route, as in Behrend and Xu [9, §2], Lerman [39, §4] and Metzler
[45, §3.5], is to define orbifolds as a class of Deligne–Mumford stacks on the
site (Man,JMan) of manifolds with Grothendieck topology JMan coming from
open covers. The relationship between the two routes is discussed in [9, 39, 51].
In the ‘classical’ approaches to orbifolds [1, 13, 47, 48, 52, 55], the objects,
orbifolds, have a simple definition, but the smooth maps, or 1- and 2-morphisms,
are either badly behaved, or very complicated to define. In contrast, in the
‘stacky’ approaches to orbifolds [9, 33, 39, 45], the objects are very complicated
to define, but 1- and 2-morphisms are well-behaved and easy to define — 1-
morphisms are just functors, and 2-morphisms are natural isomorphisms.
Our approach, described in [35, §8.2], is similar to the second route: we
define orbifolds to be special examples of Deligne–Mumford C∞-stacks, so that
they are stacks on the site (C∞Sch,J ). This will be convenient for our work
on d-stacks and d-orbifolds, which are also based on C∞-stacks.
Definition 9.1. An orbifold of dimension n is a separated, second countable
Deligne–Mumford C∞-stack X such that for every [x] ∈ Xtop there exist a
linear action of G = IsoX ([x]) on R
n, a G-invariant open neighbourhood U of 0
in Rn, and a 1-morphism i : [U/G] → X which is an equivalence with an open
neighbourhood U ⊆ X of [x] in X with itop([0]) = [x], where U = FC
∞Sch
Man (U).
Write Orb for the full 2-subcategory of orbifolds in DMC∞Sta. We may
refer to 1-morphisms f : X → Y in Orb as smooth maps of orbifolds. Define a
full and faithful functor FOrbMan :Man→ Orb by F
Orb
Man = F
C∞Sta
C∞Sch ◦ F
C∞Sch
Man .
Here is [33, Th. 9.26 & Cor. 9.27]. Since equivalent (2-)categories are con-
sidered to be ‘the same’, the moral of Theorem 9.2 is that our orbifolds are
essentially the same objects as those considered by other recent authors.
Theorem 9.2. The 2-category Orb of orbifolds without boundary defined above
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is equivalent to the 2-categories of orbifolds considered as stacks on Man de-
fined in Metzler [45, §3.4] and Lerman [39, §4], and also equivalent as a weak
2-category to the weak 2-categories of orbifolds regarded as proper e´tale Lie
groupoids defined in Pronk [51] and Lerman [39, §3.3].
Furthermore, the homotopy category Ho(Orb) of Orb (that is, the category
whose objects are objects in Orb, and whose morphisms are 2-isomorphism
classes of 1-morphisms in Orb) is equivalent to the category of orbifolds re-
garded as proper e´tale Lie groupoids defined in Moerdijk [47]. Transverse fibre
products in Orb agree with the corresponding fibre products in C∞Sta.
We define five classes of smooth maps:
Definition 9.3. Let f : X → Y be a smooth map (1-morphism) of orbifolds.
(i) We call f representable if it acts injectively on orbifold groups, that is,
f∗ : IsoX ([x])→ IsoY
(
ftop([x])
)
is an injective morphism for all [x] ∈ Xtop.
Equivalently, f is representable if it is a representable 1-morphism of C∞-
stacks. This means that whenever V is a C∞-scheme and Π : V¯ → Y is a
1-morphism then the C∞-stack fibre product X ×f,Y,Π V¯ is a C∞-scheme.
(ii) We call f an immersion if it is representable and Ωf : f
∗(T ∗Y)→ T ∗X is a
surjective morphism of vector bundles, i.e. has a right inverse in qcoh(X ).
(iii) We call f an embedding if it is an immersion, and f∗ : IsoX ([x]) →
IsoY
(
ftop([x])
)
is an isomorphism for all [x] ∈ Xtop, and ftop : Xtop → Ytop
is a homeomorphism with its image (so in particular it is injective).
(iv) We call f a submersion if Ωf : f
∗(T ∗Y)→ T ∗X is an injective morphism
of vector bundles, i.e. has a left inverse in qcoh(X ).
(v) We call f e´tale if it is representable and Ωf : f
∗(T ∗Y) → T ∗X is an
isomorphism, or equivalently, if f is e´tale as a 1-morphism of C∞-stacks.
Note that submersions are not required to be representable.
Definition 9.4. An orbifold X is called effective if X is locally modelled near
each [x] ∈ Xtop on R
n/G, where G acts effectively on Rn, that is, every 1 6= γ ∈
G acts nontrivially on Rn.
In [35, §8.4] we prove a uniqueness property for 2-morphisms of effective
orbifolds.
Proposition 9.5. Let X ,Y be effective orbifolds, and f, g : X → Y be 1-
morphisms. Suppose that either:
(i) f is an embedding, a submersion, e´tale, or an equivalence;
(ii) f∗ : IsoX ([x])→ IsoY
(
ftop([x])
)
is surjective for all [x] ∈ Xtop; or
(iii) Y is a manifold.
Then there exists at most one 2-morphism η : f ⇒ g.
82
Some authors include effectiveness in their definition of orbifolds. The
Satake–Thurston definitions are not as well-behaved for noneffective orbifolds.
One reason is that Proposition 9.5 often allows us to treat effective orbifolds
as if they were a category rather than a 2-category, that is, one can work in
the homotopy category Ho(Orbeff ) of the full 2-subcategory Orbeff of effective
orbifolds, because genuinely 2-categorical behaviour comes from non-uniqueness
of 2-morphisms.
In [35, §8.3] we discuss vector bundles on orbifolds. Now an orbifold X is
an example of a Deligne–Mumford C∞-stack, and in §8.6 we defined a category
qcoh(X ) of quasicoherent sheaves on X , and a full subcategory vect(X ) of vector
bundles on X . Unless we say otherwise, a vector bundle E on an orbifold X will
just mean an object in vect(X ), a special kind of quasicoherent sheaf on X , and
a smooth section s of E will mean an element of C∞(E), that is, a morphism
s : OX → E in vect(X ). The cotangent sheaf T ∗X of an n-orbifold X is a vector
bundle on X of rank n, which we call the cotangent bundle.
For some applications below, this point of view on vector bundles is not
ideal. If E → X is a vector bundle on a manifold, then E is itself a manifold
(with extra structure), with a submersion π : E → X , and a section s ∈ C∞(E)
is a smooth map s : X → E with π ◦ s = idX . In §4.1–§4.2 we considered d-
space fibre products V ×s,E,0 V where V ,E, s,0 = F
dSpa
Man (V,E, s, 0). For the
d-orbifold analogue of this, we would like to regard a vector bundle E over an
orbifold X as being an orbifold in its own right, rather than just a quasicoherent
sheaf, and a section s ∈ C∞(E) as being a 1-morphism s : X → E in Orb.
To get round this, in [35, §8.3] we define a total space functor Tot, which
to each E in vect(X ) associates an orbifold Tot(E), called the total space of E ,
and to each section s ∈ C∞(E) associates a 1-morphism Tot(s) : X → Tot(E)
in Orb. Then the d-orbifold analogue of V ×s,E,0 V in Proposition 4.2(c) is
V ×s,E,0 V, where V,E, s,0 = FdStaOrb
(
V ,Tot(E),Tot(s),Tot(0)
)
.
Many other standard ideas in differential geometry extend simply to orb-
ifolds, such as submanifolds, transverse fibre products, and orientations, and we
will generally use these without comment.
9.2 Orbifold strata of orbifolds
Section 8.7 discussed orbifold strata XΓ, . . . , Xˆ Γ◦ of a Deligne–Mumford C
∞-
stack X . In [35, §8.4] we work these ideas out for orbifolds. If X is an orbifold,
then XΓ, . . . , XˆΓ◦ need not be orbifolds, as the next example shows, but are
disjoint unions of orbifolds of different dimensions.
Example 9.6. Let the real projective plane RP2 have homogeneous coordinates
[x0, x1, x2], and let Z2 = {1, σ} act on RP
2 by σ : [x0, x1, x2] 7→ [x0, x1,−x2].
The fixed point locus of σ in RP2 is the disjoint union of the circle
{
[x0, x1, 0] :
[x0, x1] ∈ RP
1
}
and the point
{
[0, 0, 1]}.
Write RP2 = FC
∞Sch
Man (RP
2), and form the quotient orbifold X = [RP2/Z2].
Then (8.4) shows that the orbifold stratum X Z2 is the disjoint union of orbifolds
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RP1 × [∗/Z2] and [∗/Z2] of dimensions 1 and 0, respectively. Note that X Z2 is
not an orbifold, as it does not have pure dimension, and nor are X˜ Z2 , . . . , Xˆ Z2◦ .
So that our constructions remain within the world of orbifolds, we will find
it useful to define a decomposition XΓ =
∐
λ∈ΛΓ+
XΓ,λ of XΓ such that each
XΓ,λ is an orbifold of dimension dimX − dimλ.
Definition 9.7. Let Γ be a finite group. Consider representations (V, ρ) of
Γ, where V is a finite-dimensional real vector space and ρ : Γ → Aut(V ) a
group morphism. We call (V, ρ) nontrivial if V ρ(Γ) = {0}. Write Repnt(Γ) for
the abelian category of nontrivial (V, ρ), and K0(Repnt(Γ)) for its Grothendieck
group. Then any (V, ρ) in Repnt(Γ) has a class
[
(V, ρ)
]
in K0(Repnt(Γ)). For
brevity, we will use the notation ΛΓ = K0
(
Repnt(Γ)
)
and ΛΓ+ =
{[
(V, ρ)
]
:
(V, ρ) ∈ Repnt(Γ)
}
⊆ ΛΓ. We think of ΛΓ+ as the ‘positive cone’ in Λ
Γ.
By elementary representation theory, up to isomorphism Γ has finitely many
irreducible representations. Let R0, R1, . . . , Rk be choices of irreducible repre-
sentations in these isomorphism classes, with R0 = R the trivial irreducible
representation, so that R1, . . . , Rk are nontrivial. Then Λ
Γ is freely generated
over Z by [R1], . . . , [Rk], so that
ΛΓ =
{
a1[R1] + · · ·+ ak[Rk] : a1, . . . , ak ∈ Z
}
, and
ΛΓ+ =
{
a1[R1] + · · ·+ ak[Rk] : a1, . . . , ak ∈ N
}
⊆ ΛΓ,
where N = {0, 1, 2, . . .} ⊂ Z. Hence ΛΓ ∼= Zk and ΛΓ+
∼= Nk.
Define a group morphism dim : ΛΓ → Z by dim : a1[R1] + · · · + ak[Rk] 7→
a1 dimR1+ · · ·+ak dimRk, so that dim : [(V, ρ)] 7→ dimV . Then dim(ΛΓ+) ⊆ N.
Now let X be an orbifold. As in (8.10)–(8.11) we have decompositions
OΓ(X )∗(T ∗X )=(T ∗X )Γtr⊕(T
∗X )Γnt with (T
∗X )Γtr
∼=(T ∗X )Γ0⊗R0 and (T
∗X )Γnt
∼=⊕k
i=1(T
∗X )Γi ⊗Ri, where (T
∗X )Γ0 , . . . , (T
∗X )Γk ∈ qcoh(X
Γ). Since T ∗X is a
vector bundle, OΓ(X )∗(T ∗X ) is a vector bundle, and so the (T ∗X )Γi are vector
bundles of mixed rank, that is, locally they are vector bundles, but their ranks
may vary on different connected components of XΓ.
For each λ ∈ ΛΓ+, define X
Γ,λ to be the open and closed C∞-substack in XΓ
with rank
(
(T ∗X )Γ1
)
[R1]+· · ·+rank
(
(T ∗X )Γk
)
[Rk] = λ in Λ
Γ
+. Then (T
∗X )Γnt|XΓ,λ
is a vector bundle of rank dimλ, so (T ∗X )Γtr|XΓ,λ is a vector bundle of dimension
dimX − dim λ on XΓ,λ. But (T ∗X )Γtr
∼= T ∗(XΓ) by Theorem 8.28. Hence
T ∗(XΓ,λ) is a vector bundle of rank dimX − dimλ. Since XΓ is a disjoint
union of orbifolds of different dimensions, we see that XΓ,λ is an orbifold, with
dimXΓ,λ = dimX − dim λ. Then XΓ =
∐
λ∈ΛΓ+
XΓ,λ.
Write OΓ,λ(X ) = OΓ(X )|XΓ,λ : XΓ,λ → X . It is a proper, representable
immersion of orbifolds. We interpret (T ∗X )Γnt|XΓ,λ as the conormal bundle of
XΓ,λ in X . It carries a nontrivial Γ-representation of class λ ∈ ΛΓ+, so we refer
to λ as the conormal Γ-representation of XΓ,λ.
Define XΓ,λ◦ = XΓ◦ ∩ X
Γ,λ, and OΓ,λ◦ (X ) = OΓ◦ (X )|XΓ,λ◦ : X
Γ,λ
◦ → X . Then
XΓ,λ◦ is an orbifold with dimX
Γ,λ
◦ = dimX − dimλ, and XΓ◦ =
∐
λ∈ΛΓ+
XΓ,λ◦ .
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As in §8.7, we have X˜ Γ ≃ [XΓ/Aut(Γ)]. Now Aut(Γ) acts on the right
on Repnt(Γ) by α : (V, ρ) 7→ (V, ρ ◦ α) for α ∈ Aut(Γ), and this induces right
actions of Aut(Γ) on ΛΓ = K0
(
Repnt(Γ)
)
and ΛΓ+ ⊆ Λ
Γ. Write these actions
as α : λ 7→ λ · α. Then the action of α ∈ Aut(Γ) on XΓ maps XΓ,λ → XΓ,λ·α.
Write ΛΓ+/Aut(Λ) for the set of Aut(Γ)-orbits µ = λ · Aut(Γ) in Λ
Γ
+. The map
dim : ΛΓ → Z is Aut(Γ)-invariant, and so descends to dim : ΛΓ/Aut(Γ)→ Z.
Then
∐
λ∈µX
Γ,λ is an open and closed Aut(Γ)-invariant C∞-substack in XΓ
for each µ ∈ ΛΓ+/Aut(Λ), so we may define X˜
Γ,µ ≃
[(∐
λ∈µ X
Γ,λ
)/
Aut(Γ)
]
, an
open and closed C∞-substack of X˜Γ ≃ [XΓ/Aut(Γ)]. Write X˜Γ,µ◦ = X˜Γ◦ ∩X˜
Γ,µ.
Then X˜Γ,µ, X˜Γ,µ◦ are orbifolds of dimension dimX − dimµ, with
X˜Γ =
∐
µ∈ΛΓ+/Aut(Γ)
X˜Γ,µ and X˜ Γ◦ =
∐
µ∈ΛΓ+/Aut(Γ)
X˜ Γ,µ◦ .
Set O˜Γ,µ(X )= O˜Γ(X )|X˜Γ,µ : X˜
Γ,µ→X and O˜Γ,µ◦ (X )= O˜Γ◦ (X )|X˜Γ,µ◦ : X˜
Γ,µ
◦ →X .
Then O˜Γ,µ(X ), O˜Γ,µ◦ (X ) are representable immersions, with O˜Γ,µ(X ) proper.
The 1-morphism ΠˆΓ(X ) : X˜Γ → XˆΓ maps open and closed C∞-substacks of
X˜Γ to open and closed C∞-substacks of XˆΓ. Let XˆΓ,µ = ΠˆΓ(X )(X˜ Γ,µ) for each
µ ∈ ΛΓ+/Aut(Λ), and write Xˆ
Γ,µ
◦ = XˆΓ◦ ∩ Xˆ
Γ,µ. Then XˆΓ,µ, XˆΓ,µ◦ are orbifolds
of dimension dimX − dimµ, with
XˆΓ =
∐
µ∈ΛΓ+/Aut(Γ)
XˆΓ,µ and Xˆ Γ◦ =
∐
µ∈ΛΓ+/Aut(Γ)
Xˆ Γ,µ◦ .
If f : X → Y is a representable 1-morphism of Deligne–Mumford C∞-stacks
and Γ a finite group, then as in §8.7 we have a representable 1-morphism of
orbifold strata fΓ : XΓ → YΓ. Note that if X ,Y are orbifolds, then fΓ need
not map XΓ,λ → YΓ,λ, or map XΓ◦ → Y
Γ
◦ . The analogue applies for f˜
Γ, fˆΓ.
Some important properties of orbifolds can be characterized by the vanishing
of certain orbifold strata XΓ,λ. For example:
• An orbifold X is locally orientable if and only if X Z2,λ = ∅ for all odd
λ ∈ ΛZ2+
∼= N = {0, 1, 2, . . .}.
• An orbifold X is effective in the sense of Definition 9.4 if and only if
XΓ,0 = ∅ for all nontrivial finite groups Γ.
In [35, §8.4] we consider the question: if X is an oriented orbifold, can we
define orientations on the orbifold strata XΓ,λ, . . . , XˆΓ,µ◦ ? Here is an example:
Example 9.8. Let S4 =
{
(x1, . . . , x5) ∈ R
5 : x21 + · · · + x
2
5 = 1
}
, an oriented
4-manifold. Let G = {1, σ, τ, στ} ∼= Z22 act on S
4 preserving orientations by
σ : (x1, . . . , x5) 7−→ (x1, x2, x3,−x4,−x5),
τ : (x1, . . . , x5) 7−→ (−x1,−x2,−x3,−x4, x5),
στ : (x1, . . . , x5) 7−→ (−x1,−x2,−x3, x4,−x5).
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Then X = [S4/G] is an oriented 4-orbifold. The orbifold groups IsoX ([x]) for
[x] ∈ Xtop are all {1} or Z2. The singular locus of X is the disjoint union of a
copy of RP2 from the fixed points ±(x1, x2, x3, 0, 0) of σ, and two isolated points
{±(0, 0, 0, 0, 1)} and {±(0, 0, 0, 1, 0)} from the fixed points of τ and στ .
Identifying ΛZ2+ and Λ
Z2
+ /Aut(Z2) with N, it follows that
X Z2,2 = X Z2,2◦
∼= X˜ Z2,2 = X˜ Z2,2◦
∼= RP2 × [∗/Z2], Xˆ
Z2,2 = Xˆ Z2,2◦
∼= RP2,
X Z2,4 = X Z2,4◦ ∼= X˜
Z2,4 = X˜ Z2,4◦ ∼= [∗/Z2]∐ [∗/Z2], Xˆ
Z2,4 = Xˆ Z2,4◦ ∼= ∗ ∐ ∗.
Since RP2 is not orientable, we see that X is an oriented orbifold, but none of
X Z2,2, X˜ Z2,2, Xˆ Z2,2,X Z2,2◦ , X˜
Z2,2
◦ , Xˆ
Z2,2
◦ are orientable.
Thus, we can only orient XΓ,λ, . . . , XˆΓ,µ◦ for all oriented orbifolds X under
some conditions on Γ, λ, µ. The next proposition sets out these conditions:
Proposition 9.9. (a) Suppose Γ is a finite group and (V, ρ) a nontrivial Γ-
representation which has no odd-dimensional subrepresentations, and write λ =
[(V, ρ)] ∈ ΛΓ+. Choose an orientation on V . Then for all oriented orbifolds X
we can define natural orientations on the orbifold strata XΓ,λ,XΓ,λ◦ .
If |Γ| is odd then all nontrivial Γ-representations are even-dimensional, so
we can orient XΓ,λ,XΓ,λ◦ for all λ ∈ ΛΓ+.
(b) Let Γ, (V, ρ), λ be as in (a), and set µ = λ ·Aut(Γ) ∈ ΛΓ+/Aut(Γ). Write H
for the subgroup of Aut(Γ) fixing λ in ΛΓ+. Then for each δ ∈ H there exists an
isomorphism of Γ-representations iδ : (V, ρ ◦ δ) → (V, ρ). Suppose iδ : V → V
is orientation-preserving for all δ ∈ H. If λ ∈ 2ΛΓ+ this holds automatically.
Then for all oriented orbifolds X we can define orientations on the orbifold
strata X˜ Γ,µ, XˆΓ,µ, X˜Γ,µ◦ , Xˆ
Γ,µ
◦ . For X˜Γ,µ this works as X˜ Γ,µ ≃ [XΓ,λ/H ], where
XΓ,λ is oriented by (a), and the H-action on XΓ,λ preserves orientations, so
the orientation on XΓ,λ descends to an orientation on X˜ Γ,µ ≃ [XΓ,λ/H ].
(c) Suppose that Γ and λ ∈ ΛΓ+ do not satisfy the conditions in (a), or Γ
and µ ∈ ΛΓ+/Aut(Γ) do not satisfy the conditions in (b). Then as in Example
9.8 we can find examples of oriented orbifolds X such that XΓ,λ,XΓ,λ◦ are not
orientable, or X˜Γ,µ, XˆΓ,µ, X˜Γ,µ◦ , Xˆ
Γ,µ
◦ are not orientable, respectively. That is,
the conditions on Γ, λ, µ in (a),(b) are necessary as well as sufficient to be able
to orient orbifold strata XΓ,λ, . . . , XˆΓ,µ◦ of all oriented orbifolds X .
Note that Proposition 9.9(a),(b) do not apply in Example 9.8, since the
nontrivial representation of Z2 on R
2 has an odd-dimensional subrepresentation.
10 The 2-category of d-stacks
In [35, Chap. 9] we define and study the 2-category of d-stacks dSta, which
are orbifold versions of d-spaces in §3. Broadly, to go from d-spaces X =
(X,O′X , EX , ıX , X) to d-stacks we just replace the C
∞-scheme X by a Deligne–
Mumford C∞-stack X .
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One might expect that combining the 2-categories DMC∞Sta and dSpa
should result in a 3-category dSta, but in fact a 2-category is sufficient. For
1-morphisms f , g : X → Y in dSta, a 2-morphism η : f ⇒ g in dSta is a pair
(η, η′), where η : f ⇒ g is a 2-morphism in C∞Sta, and η′ : f∗(FY) → EX is
as for 2-morphisms in dSpa. These η, η′ do not interact very much.
10.1 The definition of d-stacks
Definition 10.1. A d-stack X is a quintuple X = (X ,O′X , EX , ıX , X ), where X
is a separated, second countable, locally fair Deligne–Mumford C∞-stack in the
sense of §8, and O′X , EX , ıX , X fit into an exact sequence of sheaves of abelian
groups on X , in the sense of §8.6
EX
X // O′X
ıX // OX // 0,
satisfying the conditions:
(a) O′X is a sheaf of C
∞-rings on X , and ıX : O′X → OX is a morphism
of sheaves of C∞-rings on X , where OX is the structure sheaf of X as in
Example 8.19, such that for all (U, u) in CX , (U,O′X (U, u)) is a C
∞-scheme,
and ıX (U, u) : O′X (U, u) → OX (U, u) = OU is a surjective morphism of
sheaves of C∞-rings on U , whose kernel is a sheaf of square zero ideals.
We call ıX : O′X → OX satisfying these conditions a square zero extension.
(b) As ıX : O
′
X → OX is a square zero extension, its kernel IX is a quasi-
coherent sheaf on X . We require that EX is also a quasicoherent sheaf on
X , and X : EX → IX is a surjective morphism in qcoh(X ).
The sheaf of C∞-ringsO′X has a sheaf of cotangent modules ΩO′X , which is an
O′X -module with exterior derivative d : O
′
X → ΩO′X . Define FX = ΩO′X ⊗O′X OX
to be the associated OX -module, a quasicoherent sheaf on X , and set ψX =
ΩıX ⊗ id : FX → T
∗X , a morphism in qcoh(X ). Define φX : EX → FX to be
the composition of morphisms of sheaves of abelian groups on X :
EX
X // IX
d|IX // ΩO′X
∼
ΩO′X ⊗O′X O
′
X
id⊗ıX // ΩO′X ⊗O′X OX FX .
Then φX is a morphism in qcoh(X ), and the following sequence is exact:
EX
φX // FX
ψX // T ∗X // 0. (10.1)
The morphism φX : EX → FX will be called the virtual cotangent sheaf of X .
It is a d-stack analogue of the cotangent complex in algebraic geometry.
Let X ,Y be d-stacks. A 1-morphism f : X → Y is a triple f = (f, f ′, f ′′),
where f : X → Y is a 1-morphism of C∞-stacks, f ′ : f−1(O′Y) → O
′
X a mor-
phism of sheaves of C∞-rings on X , and f ′′ : f∗(EY) → EX a morphism in
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qcoh(X ), such that the following diagram of sheaves on X commutes:
f−1(EY)⊗
id
f−1(OY)
f−1(OY)
id⊗f♯
f−1(EY)
f−1(Y)
// f−1(O′Y)
f−1(ıY)
//
f ′

f−1(OY) //
f♯

0
f∗(EY) =
f−1(EY)⊗
f♯
f−1(OY)
OX f ′′
**❱❱❱❱
❱❱❱
EX
X // O′X
ıX // OX // 0.
Define morphisms f2 = Ωf ′⊗id : f∗(FY)→ FX and f3 = Ωf : f∗(T ∗Y)→ T ∗X
in qcoh(X ). Then the following commutes in qcoh(X ), with exact rows:
f∗(EY)
f∗(φY)
//
f ′′
f∗(FY)
f∗(ψY)
//
f2
f∗(T ∗Y) //
f3
0
EX
φX // FX
ψX // T ∗X // 0.
(10.2)
If X is a d-stack, the identity 1-morphism idX : X → X is idX =
(
idX ,
δX (O′X ), δX (EX )
)
, with δX (∗) the canonical isomorphisms of Definition 8.22.
Let X ,Y ,Z be d-stacks, and f : X → Y , g : Y → Z be 1-morphisms. As
in (3.2) define the composition of 1-morphisms g ◦ f : X → Z to be
g ◦ f =
(
g ◦ f, f ′ ◦ f−1(g′) ◦ If,g(O
′
Z), f
′′ ◦ f∗(g′′) ◦ If,g(EZ)
)
,
where I∗,∗(∗) are the canonical isomorphisms of Definition 8.22.
Let f , g : X → Y be 1-morphisms of d-stacks, where f = (f, f ′, f ′′) and
g = (g, g′, g′′). A 2-morphism η : f ⇒ g is a pair η = (η, η′), where η : f ⇒ g is
a 2-morphism in C∞Sta and η′ : f∗(FY)→ EX a morphism in qcoh(X ), with
g′ ◦ η−1(O′Y) = f
′ +κX ◦X ◦η
′◦
(
id⊗ (f ♯◦f−1(ıY))
)
◦
(
f−1(d)
)
,
and g′′ ◦ η∗(EY) = f
′′ + η′ ◦ f∗(φY).
Then g2 ◦ η∗(FY) = f2 + φX ◦ η′ and g3 ◦ η∗(T ∗Y) = f3, so (10.2) for f , g
combine to give a commuting diagram (except η′) in qcoh(X ), with exact rows:
f∗(EY)
f ′′+
η′◦f∗(φY) 
❀❀
❀❀
❀❀
❀❀
❀❀
❀
η∗(EY)
&&▲▲
▲▲▲
f∗(φY ) // f∗(FY)
η′

f2+
φX◦η
′ ❁
❁❁
❁❁
❁❁
❁❁
❁❁ η∗(FY)
&&▼▼
▼▼▼
f∗(ψY) // f∗(T ∗Y)
f3 ❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
η∗(T∗Y)
''❖❖
❖❖❖
❖
// 0
g∗(EY)
g′′

g∗(φY)
// g∗(FY)
g2

g∗(ψY)
// g∗(T ∗Y)
g3

// 0
EX
φX // FX
ψX // T ∗X // 0.
If f = (f, f ′, f ′′) : X → Y is a 1-morphism, the identity 2-morphism idf :
f ⇒ f is idf = (idf , 0).
Let f , g,h : X → Y be 1-morphisms and η : f ⇒ g, ζ : g ⇒ h 2-morphisms.
Define the vertical composition of 2-morphisms ζ ⊙ η : f ⇒ h to be
ζ ⊙ η =
(
ζ ⊙ η, ζ′ ◦ η∗(FY) + η
′
)
.
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Suppose X ,Y,Z are d-stacks, f , f˜ : X → Y and g, g˜ : Y → Z are 1-
morphisms, and η : f ⇒ f˜ , ζ : g ⇒ g˜ are 2-morphisms. Define the horizontal
composition of 2-morphisms ζ ∗ η : g ◦ f ⇒ g˜ ◦ f˜ to be
ζ ∗ η =
(
ζ ∗ η,
[
η′ ◦ f∗(g2) + f ′′ ◦ f∗(ζ′) + η′ ◦ f∗(φY) ◦ f
∗(ζ′)
]
◦ If,g(FZ)
)
.
This completes the definition of the 2-category of d-stacks dSta.
Write DMC∞Stalfssc for the 2-category of separated, second countable,
locally fair Deligne–Mumford C∞-stacks. Define a strict 2-functor FdStaC∞Sta :
DMC∞Stalfssc → dSta to map objects X to X = (X ,OX , 0, idOX , 0), to map
1-morphisms f to f = (f, f ♯, 0), and to map 2-morphisms η to η = (η, 0). Write
DMˆC∞Stalfssc for the full 2-subcategory ofX ∈ dSta equivalent to F
dSta
C∞Sta(X )
for X ∈ DMC∞Stalfssc. When we say that a d-stackX is a C
∞-stack, we mean
that X ∈ DMˆC∞Stalfssc.
Define a strict 2-functor FdStaOrb : Orb → dSta by F
dSta
Orb = F
dSta
C∞Sta|Orb,
noting that Orb is a full 2-subcategory of DMC∞Stalfssc. Write Oˆrb for the
full 2-subcategory of objectsX in dSta equivalent to FdStaOrb (X ) for some orbifold
X . When we say that a d-stack X is an orbifold, we mean that X ∈ Oˆrb.
Recall from §8.1 that there is a natural (2-)functor FC
∞Sta
C∞Sch : C
∞Sch →
C∞Sta mapping X 7→ X¯ on objects and f 7→ f¯ on morphisms. Also, if X is
a C∞-scheme and X¯ the corresponding C∞-stack then Example 8.21 defines a
functor IX : OX -mod → OX¯ -mod. In the same way, we can define functors
from the category of sheaves of abelian groups on X to the category of sheaves
of abelian groups on X¯, and from the category of sheaves of C∞-rings on X to
the category of sheaves of C∞-rings on X¯, both of which we also denote by IX .
With this notation, define a strict 2-functor FdStadSpa : dSpa → dSta to map
X = (X,O′X , EX , ıX , X) to X =
(
X¯, IX(O
′
X), IX(EX), IX(ıX), IX(X)
)
on
objects, and to map f = (f, f ′, f ′′) to fˆ =
(
f¯ , IX(f ′), IX(f ′′)
)
on 1-morphisms,
and to map η to η =
(
idf¯ , IX(η)
)
on 2-morphisms. Write dSˆpa for the full 2-
subcategory of X in dSta equivalent to FdStadSpa(X) for some X in dSpa.
In [35, §9.2] we prove:
Theorem 10.2. (a) Definition 10.1 defines a strict 2-category dSta, in which
all 2-morphisms are 2-isomorphisms.
(b) FdStaC∞Sta, F
dSta
Orb and F
dSta
dSpa are full and faithful strict 2-functors. Hence
DMC∞Stalfssc, Orb, dSpa and DMˆC
∞Stalfssc, Oˆrb, dSˆpa are equivalent 2-
categories, respectively.
10.2 D-stacks as quotients of d-spaces
Section 8.4 defined quotient Deligne–Mumford C∞-stacks [X/G], quotient 1-
morphisms [f, ρ] : [X/G] → [Y /H ], and quotient 2-morphisms [δ] : [f, ρ] ⇒
[g, σ]. In [35, §9.3] we generalize all this to d-stacks. The next two theorems
summarize our results.
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Theorem 10.3. (i) Let X be a d-space, G a finite group, and r : G→ Aut(X)
a (strict) action of G on X by 1-isomorphisms. Then we can define a quotient
d-stack X = [X/G], which is natural up to 1-isomorphism in dSta. The
underlying C∞-stack X is [X/G] from Example 8.11.
(ii) Let X,Y be d-spaces, G,H finite groups, and r : G → Aut(X), s : H →
Aut(Y ) be actions of G,H on X ,Y , so that by (i) we have quotient d-stacks
X = [X/G] and Y = [Y /H ]. Suppose f : X → Y is a 1-morphism in dSpa
and ρ : G → H is a group morphism, satisfying f ◦ r(γ) = s(ρ(γ)) ◦ f for all
γ ∈ G (this is an equality of 1-morphisms in dSpa, not just a 2-isomorphism).
Then we can define a quotient 1-morphism f˜ : X → Y in dSta, which we
will also write as [f , ρ] : [X/G]→ [Y /H ].
(iii) Let f˜ = [f , ρ] : [X/G] → [Y/H ] and g˜ = [g, σ] : [X/G] → [Y /H ] be two
quotient 1-morphisms as in (ii). Suppose δ ∈ H satisfies δ−1 σ(γ) = ρ(γ) δ−1
for all γ ∈ G, and η : f ⇒ s(δ−1) ◦ g is a 2-morphism in dSpa such that
η ∗ idr(γ) = ids(σ(γ)) ∗ η for all γ ∈ G, using the diagram:
f ◦ r(γ)
η∗idr(γ)
s(ρ(γ)) ◦ f
ids(σ(γ))∗η 
s(δ−1) ◦ g ◦ r(γ) s(δ−1) ◦ s(σ(γ)) ◦ g s(ρ(γ)) ◦ s(δ−1) ◦ g.
Then we can define a quotient 2-morphism ζ : f˜ ⇒ g˜ in dSta, which we
also write as [η, δ] : [f , ρ]⇒ [g, σ].
Theorem 10.4. (a) Let X be a d-stack and [x] ∈ Xtop, and write G =
IsoX ([x]). Then there exist a quotient d-stack [U/G], as in Theorem 10.3(i),
and an equivalence i : [U/G] → X with an open d-substack U in X , with
itop : [u] 7→ [x] ∈ Utop ⊆ Xtop for some fixed point u of G in U .
(b) Let f˜ : X → Y be a 1-morphism in dSta, and [x] ∈ Xtop with f˜top :
[x] 7→ [y] ∈ Ytop, and write G = IsoX ([x]) and H = IsoY([y]). Part (a) gives
1-morphisms i : [U/G]→ X , j : [V /H ]→ Y which are equivalences with open
U ⊆ X , V ⊆ Y , such that itop : [u] 7→ [x] ∈ Utop ⊆ Xtop, jtop : [v] 7→ [y] ∈
Vtop ⊆ Ytop for u, v fixed points of G,H in U, V .
Then there exist a G-invariant open d-subspace U ′ of u in U and a quotient
1-morphism [f , ρ] : [U ′/G]→ [V /H ], as in Theorem 10.3(ii), such that f(u) =
v, and ρ : G → H is f˜∗ : IsoX ([x]) → IsoY([y]), fitting into a 2-commutative
diagram:
[U ′/G]
[f ,ρ]
//
i|[U′/G] ✚ ✚✚ ✚
IQ
ζ
[V /H ]
j 
X
f˜ // Y .
(c) Let f˜ , g˜ : X → Y be 1-morphisms in dSta and η : f˜ ⇒ g˜ a 2-morphism,
let [x] ∈ Xtop with f˜top : [x] 7→ [y] ∈ Ytop, and write G = IsoX ([x]) and
H = IsoY([y]). Part (a) gives i : [U/G] → X , j : [V /H ] → Y which are
equivalences with open U ⊆ X , V ⊆ Y and map itop : [u] 7→ [x], jtop : [v] 7→ [y]
for u, v fixed points of G,H.
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By making U ′ smaller, we can take the same U ′ in (b) for both f˜ , g˜. Thus
part (b) gives a G-invariant open U ′ ⊆ U , quotient 1-morphisms [f , ρ] :
[U ′/G] → [V /H ] and [g, σ] : [U ′/G] → [V /H ] with f(u) = g(u) = v and
ρ = f˜∗ : IsoX ([x])→ IsoY([y]), σ = g˜∗ : IsoX ([x])→ IsoY([y]), and 2-morphisms
ζ : f˜ ◦ i|[U ′/G] ⇒ j ◦ [f , ρ], θ : g˜ ◦ i|[U ′/G] ⇒ j ◦ [g, σ].
Then there exist a G-invariant open neighbourhood U ′′ of u in U ′ and a
quotient 2-morphism [λ, δ] : [f |U ′′ , ρ]⇒ [g|U ′′ , σ], as in Theorem 10.3(iii), such
that the following diagram of 2-morphisms in dSta commutes:
f˜ ◦ i|[U ′′/G] η∗idi|
[U′′/G]
+3
ζ|[U′′/G]
g˜ ◦ i|[U ′′/G]
θ|[U′′/G] 
j ◦ [f |U ′′ , ρ]
idj∗[λ,δ] +3 j ◦ [g|U ′′ , σ].
Effectively, this says that d-stacks and their 1-morphisms and 2-morphisms
are Zariski locally modelled on quotient d-stacks, quotient 1-morphisms, and
quotient 2-morphisms, up to equivalence in dSta.
In [35, §9.2] we define when a 1-morphism of d-stacks f : X → Y is e´tale. Es-
sentially, f is e´tale if it is an equivalence locally in the e´tale topology. It implies
that the C∞-stack 1-morphism f : X → Y in f is e´tale, and so representable.
We can characterize e´tale 1-morphisms in dSta using Theorem 10.4: a 1-
morphism f˜ : X → Y in dSta is e´tale if and only if for all [f , ρ] : [U ′/G] →
[V /H ] in Theorem 10.4(b), f : U ′ → V is an e´tale 1-morphism in dSpa (that
is, a local equivalence in the Zariski topology), and ρ : G→ H is injective.
10.3 Gluing d-stacks by equivalences
Section 3.2 discussed gluing d-spaces by equivalences in dSpa. In [35, §9.4] we
generalize this to dSta. Here are the analogues of Definition 3.4, Proposition
3.5, and Theorems 3.6 and 3.7.
Definition 10.5. Let X = (X ,O′X , EX , ıX , X ) be a d-stack. Suppose U ⊆ X
is an open C∞-substack, in the Zariski topology, with inclusion 1-morphism
iU : U → X . Then U =
(
U , ı−1U (O
′
X ), i
∗
U (EX ), i
♯
U ◦ i
−1
U (ıX ), i
∗
U (X )
)
is a d-stack,
where i♯U : i
−1
U (OX ) → OU is as in Example 8.23, and is an isomorphism as iU
is e´tale. We call U an open d-substack of X . An open cover of a d-stack X is a
family {Ua : a ∈ A} of open d-substacks Ua of X such that {Ua : a ∈ A} is an
open cover of X , in the Zariski topology.
Proposition 10.6. Let X ,Y be d-stacks, U ,V ⊆X be open d-substacks with
X = U ∪ V , f : U → Y and g : V → Y be 1-morphisms, and η : f |U∩V ⇒
g|U∩V a 2-morphism. Then there exist a 1-morphism h : X → Y and 2-
morphisms ζ : h|U ⇒ f , θ : h|V ⇒ g in dSta such that θ|U∩V = η ⊙ ζ|U∩V :
h|U∩V ⇒ g|U∩V . This h is unique up to 2-isomorphism.
Theorem 10.7. Suppose X ,Y are d-stacks, U ⊆ X , V ⊆ Y are open d-
substacks, and f : U → V is an equivalence in dSta. At the level of topological
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spaces, we have open Utop ⊆ Xtop, Vtop ⊆ Ytop with a homeomorphism ftop :
Utop → Vtop, so we can form the quotient topological space Ztop := Xtop ∐ftop
Ytop = (Xtop ∐ Ytop)/ ∼, where the equivalence relation ∼ on Xtop ∐ Ytop
identifies [u] ∈ Utop ⊆ Xtop with ftop([u]) ∈ Vtop ⊆ Ytop.
Suppose Ztop is Hausdorff. Then there exist a d-stack Z , open d-substacks
Xˆ , Yˆ in Z with Z = Xˆ ∪ Yˆ , equivalences g : X → Xˆ and h : Y → Yˆ
such that g|U and h|V are both equivalences with Xˆ ∩ Yˆ , and a 2-morphism
η : g|U ⇒ h ◦ f . Furthermore, Z is independent of choices up to equivalence.
Theorem 10.8. Suppose I is an indexing set, and < is a total order on I,
and X i for i ∈ I are d-stacks, and for all i < j in I we are given open d-
substacks U ij ⊆ X i, U ji ⊆ X j and an equivalence eij : U ij → U ji, satisfying
the following properties:
(a) For all i < j < k in I we have a 2-commutative diagram
U ji ∩ Ujk ejk|Uji∩Ujk
,,❳❳❳❳❳
❳❳❳❳❳❳
❳❳❳❳
ηijk
U ij ∩ U ik
eij |Uij∩Uik
22❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢ eik|Uij∩Uik // Uki ∩Ukj
for some ηijk, where all three 1-morphisms are equivalences; and
(b) For all i < j < k < l in I the components ηijk in ηijk = (ηijk, η
′
ijk) satisfy
ηikl ⊙ (idfkl ∗ ηijk)|Uij∩Uik∩Uil = ηijl ⊙ (ηjkl ∗ idfij )|Uij∩Uik∩Uil . (10.3)
On the level of topological spaces, define the quotient topological space Ytop =
(
∐
i∈I Xi,top)/ ∼, where ∼ is the equivalence relation generated by [xi] ∼ [xj ]
if [xi] ∈ Uij,Xi,top ⊆ Xi,top and [xj ] ∈ Uji,top ⊆ Xj,top with eij,top([xi]) = [xj ].
Suppose Ytop is Hausdorff and second countable. Then there exist a d-stack
Y and a 1-morphism f i : X i → Y which is an equivalence with an open d-
substack Xˆ i ⊆ Y for all i ∈ I, where Y =
⋃
i∈I Xˆ i, such that f i|Uij is an
equivalence U ij → Xˆ i ∩ Xˆ j for all i < j in I, and there exists a 2-morphism
ηij : f j ◦ eij ⇒ f i|Uij . The d-stack Y is unique up to equivalence.
Suppose also that Z is a d-stack, and gi : X i → Z are 1-morphisms for all
i ∈ I, and there exist 2-morphisms ζij : gj ◦ eij ⇒ gi|Uij for all i < j in I,
such that for all i < j < k in I the components ζij , ηijk in ζij ,ηijk satisfy(
ζij |Uij∩Uik
)
⊙
(
ζjk ∗ ideij |Uij∩Uik
)
=
(
ζik|Uij∩Uik
)
⊙
(
idgk ∗ ηijk|Uij∩Uik
)
. (10.4)
Then there exist a 1-morphism h : Y → Z and 2-morphisms ζi : h ◦ f i ⇒ gi
for all i ∈ I. The 1-morphism h is unique up to 2-isomorphism.
Remark 10.9. Note that in Proposition 3.5 for d-spaces, h is independent of
η up to 2-isomorphism, but in Proposition 10.6 for d-stacks, h may depend
on η. Similarly, in Theorem 3.7 for d-spaces, we impose no conditions on 2-
morphisms ηijk on quadruple overlaps or ζij on triple overlaps, but in Theorem
10.8 for d-stacks, we do impose extra conditions (10.3) on the 2-morphisms ηijk
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on quadruple overlaps and (10.4) on the 2-morphisms ζij on triple overlaps.
Thus, the d-stack versions of these results are weaker.
The reason for this is that 2-morphisms η : f ⇒ g of d-space 1-morphisms
f , g :X → Y are morphisms η : f∗(FY )→ EX in qcoh(X). We can interpolate
between such morphisms using partitions of unity on X , and in Remark 3.8 we
explained why this enables us to prove h is independent of η in Proposition 3.5,
and to do without overlap conditions on ηijk, ζij in Theorem 3.7.
In contrast, for 2-morphisms η = (η, η′) : f ⇒ g in dSta, the C∞-stack
2-morphisms η : f ⇒ g are discrete objects, and we cannot join them using
partitions of unity. So h may depend on η in Proposition 10.6, and we need
overlap conditions on the components ηijk, ζij in ηijk, ζij in Theorem 10.8.
If f, g : X → Y are 1-morphisms of Deligne–Mumford C∞-stacks, we can
make extra assumptions on X ,Y or f, g which imply that there is at most one
2-morphism η : f ⇒ g, as in Proposition 9.5 for orbifolds. Such assumptions
can make (10.3) or (10.4) hold automatically, as both sides of (10.3) or (10.4)
are 2-morphisms f ⇒ g. So, for instance, if the C∞-stacks Xi are all effective
then (10.3) holds, and if the d-stack Z is a d-space then (10.4) holds.
10.4 Fibre products of d-stacks
Section 3.3 discussed fibre products of d-spaces. In [35, §9.5] we generalize this
to d-stacks. Here is the analogue of Theorem 3.9:
Theorem 10.10. (a) All fibre products exist in the 2-category dSta.
(b) The 2-functor FdStadSpa : dSpa→ dSta preserves fibre products.
(c) Let g : X → Z and h : Y → Z be smooth maps ( 1-morphisms) of orbifolds,
and write X = FdStaOrb (X ), and similarly for Y ,Z , g,h. If g, h are transverse, so
that a fibre product X ×g,Z,hY exists in Orb, then the fibre product X ×g,Z,hY
in dSta is equivalent in dSta to FdStaOrb (X ×g,Z,h Y). If g, h are not transverse
then X ×g,Z,h Y exists in dSta, but is not an orbifold.
As for d-spaces, we prove (a) by explicitly constructing a d-stack W =
X ×g,Z,hY and showing it satisfies the universal property to be a fibre product
in the 2-category dSta. The proof follows that of Theorem 3.9 closely, inserting
extra terms for 2-morphisms of C∞-stacks.
10.5 Orbifold strata of d-stacks
Section 8.7 discussed orbifold strata of Deligne–Mumford C∞-stacks. In [35,
§9.6] we generalize this to d-stacks. The next theorems summarize the results.
Theorem 10.11. Let X be a d-stack, and Γ a finite group. Then we can define
d-stacks XΓ, X˜Γ, XˆΓ, and open d-substacks XΓ◦ ⊆ X
Γ, X˜Γ◦ ⊆ X˜
Γ, XˆΓ◦ ⊆
XˆΓ, all natural up to 1-isomorphism in dSta, a d-space XˆΓ◦ natural up to
1-isomorphism in dSpa, and 1-morphisms OΓ(X ), Π˜Γ(X ), . . . fitting into a
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strictly commutative diagram in dSta :
XΓ◦
Π˜Γ◦(X ) //
OΓ◦ (X ) ))❚❚❚
❚❚❚❚
❚❚❚❚
⊂

Aut(Γ)
,, X˜Γ◦
ΠˆΓ◦ (X ) //
O˜Γ◦(X )uu❥❥❥❥
❥❥❥❥
❥❥❥
⊂

XˆΓ◦ ≃ F
dSta
dSpa(Xˆ
Γ
◦ )
⊂

X
XΓ
Π˜Γ(X )
//
OΓ(X )
44❥❥❥❥❥❥❥❥❥❥❥Aut(Γ)22 X˜Γ
ΠˆΓ(X )
//
O˜
Γ
(X )
jj❚❚❚❚❚❚❚❚❚❚❚
XˆΓ.
(10.5)
We will call XΓ, X˜Γ, XˆΓ,XΓ◦ , X˜
Γ
◦ , Xˆ
Γ
◦ , Xˆ
Γ
◦ the orbifold strata of X .
The underlying C∞-stacks of XΓ, . . . , XˆΓ◦ are the orbifold strata X
Γ, . . . , XˆΓ◦
from §8.7 of the C∞-stack X in X . The C∞-stack 1-morphisms underlying the
d-stack 1-morphisms in (10.5) are those given in (8.3).
Theorem 10.12. (a) Let X ,Y be d-stacks, Γ a finite group, and f : X →
Y a representable 1-morphism in dSta, that is, the underlying C∞-stack 1-
morphism f : X → Y is representable. Then there is a unique representable
1-morphism fΓ : XΓ → YΓ in dSta with OΓ(Y) ◦ fΓ = f ◦ OΓ(X ). Here
XΓ,YΓ,OΓ(X ),OΓ(Y) are as in Theorem 10.11.
(b) Let f , g : X → Y be representable 1-morphisms and η : f ⇒ g a 2-
morphism in dSta, and fΓ, gΓ : XΓ → YΓ be as in (a). Then there is a
unique 2-morphism ηΓ : fΓ ⇒ gΓ in dSta with idOΓ(Y) ∗ η
Γ = η ∗ idOΓ(X ).
(c) Write dStare for the 2-subcategory of dSta with only representable 1-
morphisms. Then mapping X 7→ FΓ(X ) = XΓ on objects, f 7→ FΓ(f ) = fΓ
on (representable) 1-morphisms, and η 7→ FΓ(η) = ηΓ on 2-morphisms defines
a strict 2-functor FΓ : dStare → dStare.
(d) Analogues of (a)–(c) hold for the orbifold strata X˜Γ, yielding a strict 2-
functor F˜Γ : dStare → dStare. Weaker analogues of (a)–(c) also hold for the
orbifold strata XˆΓ. In (a), the 1-morphism fˆΓ : XˆΓ → YˆΓ is natural only up
to 2-isomorphism, and in (c) we get a weak 2-functor FˆΓ : dStare → dStare.
Since equivalences in dSta are automatically representable, and (strict or
weak) 2-functors take equivalences to equivalences, we deduce:
Corollary 10.13. Suppose X ,Y are equivalent d-stacks, and Γ is a finite group.
Then XΓ and YΓ are equivalent in dSta, and similarly for X˜Γ, XˆΓ,XΓ◦ , X˜
Γ
◦ ,
XˆΓ◦ and Y˜
Γ, YˆΓ,YΓ◦ , Y˜
Γ
◦ , Yˆ
Γ
◦ . Also Xˆ
Γ
◦ , Yˆ
Γ
◦ are equivalent in dSpa.
Here are the d-stack analogues of Theorems 8.27 and 8.28:
Theorem 10.14. Let X be a d-space and G a finite group acting on X by
1-isomorphisms, and write X = [X/G] for the quotient d-stack, from Theorem
10.3. Let Γ be a finite group. Then there are equivalences of d-stacks
XΓ ≃
∐
conjugacy classes [ρ] of injective
group morphisms ρ : Γ→ G
[
Xρ(Γ)/
{
g ∈ G : gρ(γ) = ρ(γ)g ∀γ ∈ Γ
}]
, (10.6)
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XΓ◦ ≃
∐
conjugacy classes [ρ] of injective
group morphisms ρ : Γ→ G
[
Xρ(Γ)◦ /
{
g ∈ G : gρ(γ) = ρ(γ)g ∀γ ∈ Γ
}]
, (10.7)
X˜Γ ≃
∐
conjugacy classes [∆] of subgroups ∆ ⊆ G with ∆ ∼= Γ
[
X∆/
{
g ∈ G : ∆ = g∆g−1
}]
, (10.8)
X˜Γ◦ ≃
∐
conjugacy classes [∆] of subgroups ∆ ⊆ G with ∆ ∼= Γ
[
X∆◦ /
{
g ∈ G : ∆ = g∆g−1
}]
, (10.9)
XˆΓ ≃
∐
conjugacy classes [∆] of subgroups ∆ ⊆ G with ∆ ∼= Γ
[
X∆
/(
{g ∈ G : ∆ = g∆g−1}/∆
)]
, (10.10)
XˆΓ◦ ≃
∐
conjugacy classes [∆] of subgroups ∆ ⊆ G with ∆ ∼= Γ
[
X∆◦
/(
{g ∈ G : ∆ = g∆g−1}/∆
)]
. (10.11)
Here for each subgroup ∆ ⊆ G, we write X∆ for the closed d-subspace in X
fixed by ∆ in G, as in §3.4, and X∆◦ for the open d-subspace in X
∆ of points
in X whose stabilizer group in G is exactly ∆. In (10.6)–(10.7), morphisms
ρ, ρ′ : Γ → G are conjugate if ρ′ = Ad(g) ◦ ρ for some g ∈ G, and subgroups
∆,∆′ ⊆ G are conjugate if ∆ = g∆′g−1 for some g ∈ G. In (10.6)–(10.11) we
sum over one representative ρ or ∆ for each conjugacy class.
Theorem 10.15. Let X be a d-stack and Γ a finite group, so that Theorem
10.11 gives a d-stack XΓ and a 1-morphism OΓ(X ) : XΓ → X . Equation
(10.2) for OΓ(X ) becomes:
OΓ(X )∗(EX )=
(EX )Γtr⊕(EX )
Γ
nt
OΓ(X)∗(φX )
//
OΓ(X )′′

OΓ(X )∗(FX )=
(FX )Γtr⊕(FX )
Γ
nt
OΓ(X)∗(ψX )
//
OΓ(X )2

OΓ(X )∗(T ∗X )=
(T ∗X )Γtr⊕(T
∗X )Γnt //
OΓ(X )3=
Ω
OΓ(X)
0
EXΓ
φXΓ // FXΓ
ψXΓ // T ∗(XΓ) // 0.
(10.12)
Then the columns OΓ(X )′′, OΓ(X )2, OΓ(X )3 of (10.12) are isomorphisms
when restricted to the ‘trivial’ summands (EX )
Γ
tr, (FX )
Γ
tr, (T
∗X )Γtr, and are zero
when restricted to the ‘nontrivial’ summands (EX )Γnt, (FX )
Γ
nt, (T
∗X )Γnt. In par-
ticular, this implies that the virtual cotangent sheaf φXΓ : EXΓ → FXΓ of XΓ
is 1-isomorphic in vqcoh(XΓ) to (φX )Γtr : (EX )
Γ
tr → (FX )
Γ
tr, the ‘trivial’ part of
the pullback to XΓ of the virtual cotangent sheaf φX : EX → FX of X .
The analogous results also hold for X˜Γ, XˆΓ,XΓ◦ , X˜
Γ
◦ and Xˆ
Γ
◦ .
11 The 2-category of d-orbifolds
In [35, Chap. 10] we discuss d-orbifolds, orbifold versions of d-manifolds. They
are related to Kuranishi spaces (without boundary) in the work of Fukaya, Oh,
Ohta and Ono [19, 20] on symplectic geometry. As we explain briefly in §16,
and in more detail in [35, §14.3], although Kuranishi spaces are similar to d-
orbifolds in many ways, the theory of Kuranishi spaces in [19,20] is incomplete
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— for instance, there is no notion of morphism of Kuranishi spaces, so they
do not form a category. We argue in [35, §14.3] that the ‘right’ way to define
Kuranishi spaces is as d-orbifolds, or d-orbifolds with corners.
11.1 Definition of d-orbifolds
In §4.3 we discussed virtual quasicoherent sheaves and virtual vector bundles on
C∞-schemes X. The next remark, drawn from [35, §10.1.1], explains how these
generalize to Deligne–Mumford C∞-stacks X .
Remark 11.1. In the C∞-stack analogue of Definition 4.9, the 2-categories
vqcoh(X ) and vvect(X ) for a Deligne–Mumford C∞-stack X are defined exactly
as for C∞-schemes. For X 6= ∅, virtual vector bundles (E•, φ) have a well-defined
rank rank(E•, φ) ∈ Z. If f : X → Y is a 1-morphism of Deligne–Mumford C∞-
stacks then pullback f∗ defines strict 2-functors f∗ : vqcoh(Y)→ vqcoh(X ) and
f∗ : vvect(Y)→ vvect(X ), as for C∞-schemes. If f, g : X → Y are 1-morphisms
and η : f ⇒ g a 2-morphism then η∗ : f∗ ⇒ g∗ is a 2-natural transformation.
In the d-stack version of Definition 4.10, we define the virtual cotangent
sheaf T ∗X of a d-stack X to be the morphism φX : EX → FX in qcoh(X ) from
Definition 10.1. If f : X → Y is a 1-morphism in dSta then Ωf := (f ′′, f2) is a
1-morphism f∗(T ∗Y) → T ∗X in vqcoh(X ). If f , g : X → Y are 1-morphisms
and η = (η, η′) : f ⇒ g is a 2-morphism in dSta, then we have 1-morphisms Ωf :
f∗(T ∗Y) → T ∗X , Ωg : g∗(T ∗Y) → T ∗X , and η∗(T ∗Y) : f∗(T ∗Y) → g∗(T ∗Y)
in qcoh(X ), and η′ : Ωf ⇒ Ωg ◦ η∗(T ∗Y) is a 2-morphism in vqcoh(X ).
We can now define d-orbifolds.
Definition 11.2. A d-stackW is called a principal d-orbifold if is equivalent in
dSta to a fibre product X ×g,Z,h Y with X ,Y ,Z ∈ Oˆrb. IfW is a nonempty
principal d-orbifold then as in Proposition 4.11, the virtual cotangent sheaf
T ∗W is a virtual vector bundle on W , in the sense of Remark 11.1. We define
the virtual dimension ofW to be vdimW = rankT ∗W ∈ Z. IfW ≃ X ×Z Y
for orbifolds X ,Y,Z then vdimW = dimX + dimY − dimZ.
A d-stack X is called a d-orbifold (without boundary) of virtual dimension
n ∈ Z, written vdimX = n, if X can be covered by open d-substacks W
which are principal d-orbifolds with vdimW = n. The virtual cotangent sheaf
T ∗X = (EX ,FX , φX ) of X is a virtual vector bundle of rank vdimX = n, so
we call it the virtual cotangent bundle of X .
Let dOrb be the full 2-subcategory of d-orbifolds in dSta. The 2-functor
FdStaOrb : Orb → dSta in Definition 10.1 maps into dOrb, and we will write
FdOrbOrb = F
dSta
Orb : Orb → dOrb. Also Oˆrb is a 2-subcategory of dOrb. We
say that a d-orbifoldX is an orbifold if it lies in Oˆrb. The 2-functor FdStadSpa maps
dMan → dOrb, and we will write FdOrbdMan = F
dSta
dSpa|dMan : dMan → dOrb.
Then FdOrbdMan ◦ F
dMan
Man = F
dOrb
Orb ◦ F
Orb
Man :Man→ dOrb.
Write dMˆan for the full 2-subcategory of objects X in dOrb equivalent
to FdOrbdMan(X) for some d-manifold X. When we say that a d-orbifold X is a
d-manifold, we mean that X ∈ dMˆan.
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The orbifold analogue of Proposition 4.2 holds. Using Theorem 8.17 we can
deduce:
Lemma 11.3. Let X be a d-orbifold. Then X is a d-manifold, that is, X is
equivalent to FdOrbdMan(X) for some d-manifold X, if and only if IsoX ([x])
∼= {1}
for all [x] in Xtop.
11.2 Local properties of d-orbifolds
Following Examples 4.4 and 4.5, we define ‘standard model’ d-orbifolds SV,E,s
and 1-morphisms Sf,fˆ .
Example 11.4. Let V be an orbifold, E ∈ vect(V) a vector bundle on V as in
§8.6, and s ∈ C∞(E) a smooth section, that is, s : OV → E is a morphism in
vect(V). We will define a principal d-orbifold SV,E,s = (S,O′S, ES, ıS, S), which
we call a ‘standard model’ d-orbifold.
Let the Deligne–Mumford C∞-stack S be the C∞-substack in V defined by
the equation s = 0, so that informally S = s−1(0) ⊂ V . Explicitly, as in §8, a
C∞-stack V consists of a category V and a functor pV : V → C∞Sch, where
there is a 1-1 correspondence between objects u in V with pV(u) = U in C∞Sch
and 1-morphisms u˜ : U¯ → V in C∞Sta. Define S to be the full subcategory of
objects u in V such that the morphism u˜∗(s) : u˜∗(OV) → u˜∗(E) in qcoh(U¯) is
zero, and define pS = pV |S : S → C∞Sch.
Since iV : S → V is the inclusion of a C∞-substack, i
♯
V : i
−1
V (OV) → OS
is a surjective morphism of sheaves of C∞-rings on S. Write Is for the kernel
of i♯V , as a sheaf of ideals in i
−1
V (OV), and I
2
s for the corresponding sheaf of
squared ideals, and O′S = i
−1
V (OV)/I
2
s for the quotient sheaf of C
∞-rings, and
ıS : O′S → OS for the natural projection i
−1
V (OV)/I
2
s ։ i
−1
V (OV)/Is
∼= OS
induced by the inclusion I2s ⊆ Is.
Write E∗ ∈ vect(V) for the dual vector bundle of E , and set ES = i∗V(E
∗).
There is a natural, surjective morphism S : ES→ IS = Is/I
2
s in qcoh(S) which
locally maps α+ (Is ·C∞(E
∗)) 7→ α · s+ I2s. Then SV,E,s = (S,O
′
S, ES, ıS, S) is
a d-stack. As in the d-manifold case, we can show that SV,E,s is equivalent in
dSta to V ×s,E,0 V , where V ,E, s,0 = FdStaOrb
(
V ,Tot(E),Tot(s),Tot(0)
)
, using
the notation of §9.1. Thus SV,E,s is a principal d-orbifold. Every principal
d-orbifoldW is equivalent in dSta to some SV,E,s.
Sometimes it is useful to take V to be an effective orbifold, as in §9.1.
Example 11.5. Let V ,W be orbifolds, E ,F be vector bundles on V ,W , and
s ∈ C∞(E), t ∈ C∞(F) be smooth sections, so that Example 11.4 defines
‘standard model’ principal d-orbifolds SV,E,s,SW,F,t. Write SV,E,s = S =
(S,O′S, ES, ıS, S) and SW,F,t = T = (T ,O
′
T , ET , ıT , T ). Suppose f : V → W is
a 1-morphism, and fˆ : E → f∗(F) is a morphism in vect(V) satisfying
fˆ ◦ s = f∗(t). (11.1)
We will define a 1-morphism g = (g, g′, g′′) : S → T in dSta, which we write
as Sf,fˆ : SV,E,s → SW,F,t, and call a ‘standard model’ 1-morphism.
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As in Example 11.4, V ,W are categories, S ⊆ V , T ⊆ W are full sub-
categories, and f : V → W is a functor. Using (11.1) one can show that
f(S) ⊆ T ⊆ W . Define g = f |S : S → T . Then g : S → T is a 1-morphism of
Deligne–Mumford C∞-stacks, with iW ◦ g = f ◦ iV : S → W .
To define g′ : g−1(O′T )→ O
′
S, consider the commutative diagram:
g−1(I2t ) //

g−1(i−1W (OW))
//
i−1V (f
♯)◦IiV ,f (OW)◦
Ig,iW (OW)
−1
g−1(O′T )=g
−1(i−1W (OW)/I
2
t )
g′
// 0
I2s // i
−1
V (OV)
// O′S = i
−1
V (OV)/I
2
s
// 0.
The rows are exact. Using (11.1), we see the central column maps g−1(It)→ Is,
and so maps g−1(I2t )→ I
2
s, and the left column exists. Thus by exactness there
is a unique morphism g′ making the diagram commute.
We have ES = i∗V(E
∗) and ET = i∗W(F
∗), and fˆ : E → f∗(F) induces
fˆ∗ : f∗(F∗)→ E∗. Define g′′ = i∗V(fˆ
∗) ◦ IiV ,f(F
∗) ◦ Ig,iW (F
∗)−1 : g∗(ET )→ ES
in qcoh(S). Then g = (g, g′, g′′) : S → T is a 1-morphism in dSta, which we
write as Sf,fˆ : SV,E,s → SW,F,t.
Suppose now that V˜ ⊆ V is open, with inclusion 1-morphism iV˜ : V˜ → V .
Write E˜ = E|V˜ = i
∗
V˜(E) and s˜ = s|V˜ . Define iV˜,V = SiV˜ ,idE˜ : SV˜,E˜,s˜ → SV,E,s. If
s−1(0) ⊆ V˜ then iV˜,V : SV˜,E˜,s˜ → SV,E,s is a 1-isomorphism.
We do not define ‘standard model’ 2-morphisms in dOrb, as in Example 4.6
for d-manifolds, to avoid inconvenience in combining the O(s), O(s2) notation
with 2-morphisms of orbifolds. But see Example 11.9 below for a different form
of ‘standard model’ 2-morphism.
Any d-orbifold X is locally equivalent near a point [x] to a principal d-
orbifold, and so to a standard model d-orbifold SV,E,s. The next theorem, the
analogue of Theorem 4.7, shows that V , E, s are locally determined essentially
uniquely if dimV is chosen to be minimal (which corresponds to the condi-
tion ds(v) = 0).
Theorem 11.6. Suppose X is a d-orbifold, and [x] ∈ Xtop. Then there exists
an open neighbourhood U of [x] in X and an equivalence U ≃ SV,E,s in dOrb
for SV,E,s as in Example 11.4, such that the equivalence identifies [x] with [v] ∈
Vtop with s(v) = ds(v) = 0. Furthermore, V , E , s are determined up to non-
canonical equivalence near [v] by X near [x]. In fact, they depend only on the
C∞-stack X , the point [x] ∈ Xtop, and the representation of IsoX ([x]) on the
finite-dimensional vector space Ker
(
x∗(φX ) : x
∗(EX )→ x∗(FX )
)
.
In a d-orbifold X = (X ,O′X , EX , ıX , X ), we think of X as ‘classical’ and
O′X , EX , ıX , X as ‘derived’. The extra information in the ‘derived’ data is like a
vector bundle E over X . A vector bundle E on a Deligne–Mumford C∞-stack X
is determined locally near [x] ∈ Xtop by the representation of IsoX ([x]) on the
fibre x∗(E) of E at [x]. Thus, it is reasonable that X should be determined up
to equivalence near [x] by X and a representation of IsoX ([x]).
Here are alternative forms of ‘standard model’ d-orbifolds, 1-morphisms and
2-morphisms, using the quotient d-stack notation of §10.2.
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Example 11.7. Let V be a manifold, E → V a vector bundle, Γ a finite group
acting smoothly on V,E preserving the vector bundle structure, and s : V → E a
smooth, Γ-equivariant section of E. Write the Γ-actions on V,E as r(γ) : V → V
and rˆ(γ) : E → r(γ)∗(E) for γ ∈ Γ. Then Examples 4.4 and 4.5 give an explicit
principal d-manifold SV,E,s, and 1-morphisms Sr(γ),rˆ(γ) : SV,E,s → SV,E,s for
γ ∈ Γ which are an action of Γ on SV,E,s. Hence Theorem 10.3(i) gives a
quotient d-stack [SV,E,s/Γ].
In fact [SV,E,s/Γ] ≃ SV˜,E˜,s˜ for V˜ , E˜ , s˜ defined using V,E, s,Γ, with V˜ =
[V /Γ]. Thus, [SV,E,s/Γ] is a principal d-orbifold. But not all principal d-
orbifolds W have W ≃ [SV,E,s/Γ], as not all orbifolds V have V ≃ [V /Γ] for
some manifold V and finite group Γ.
Example 11.8. Let [SV,E,s/Γ], [SW,F,t/∆] be quotient d-orbifolds as in Ex-
ample 11.7, where Γ acts on V,E by q(γ) : V → V and qˆ(γ) : E → q(γ)∗(E)
for γ ∈ Γ, and ∆ acts on W,F by r(δ) : W → W and rˆ(δ) : F → r(δ)∗(F )
for δ ∈ ∆. Suppose f : V → W is a smooth map, and fˆ : E → f∗(F ) is a
morphism of vector bundles on V satisfying fˆ ◦ s = f∗(t) + O(s2), as in (4.2),
and ρ : Γ → ∆ is a group morphism satisfying f ◦ q(γ) = r(ρ(γ)) ◦ f : V → W
and q(γ)∗(fˆ) ◦ qˆ(γ) = f∗(rˆ(ρ(γ))) ◦ fˆ : E → (f ◦ q(γ))∗(F ) for all γ ∈ Γ, so
that f, fˆ are equivariant under Γ,∆, ρ. Then Example 4.4 defines a 1-morphism
Sf,fˆ : SV,E,s → SW,F,t in dMan. The equivariance conditions on f, fˆ imply
that Sf,fˆ ◦Sq(γ),qˆ(γ) = Sr(ρ(γ)),rˆ(ρ(γ)) ◦Sf,fˆ for γ ∈ Γ. Hence Theorem 10.3(ii)
gives a quotient 1-morphism [Sf,fˆ , ρ] : [SV,E,s/Γ]→ [SW,F,t/∆].
Example 11.9. Suppose [Sf,fˆ , ρ], [Sg,gˆ, σ] : [SV,E,s/Γ] → [SW,F,t/∆] are two
1-morphisms as in Example 11.8, and write q, qˆ for the actions of Γ on V,E and
r, rˆ for the actions of ∆ on W,F . Then ρ, σ : Γ → ∆ are group morphisms.
Suppose δ ∈ ∆ satisfies σ(γ) = δ ρ(γ) δ−1 for all γ ∈ Γ, and Λ : E → f∗(TW )
is a morphism of vector bundles on V which satisfies
r(δ−1) ◦ g = f + Λ · s+O(s2) and g∗(rˆ(δ−1)) ◦ gˆ = fˆ + Λ · dt+O(s), (11.2)
f∗(dr(ρ(γ))) ◦ Λ = q(γ)∗(Λ) ◦ qˆ(γ) : E −→ (f ◦ q(γ))∗(TW ), ∀γ ∈ Γ, (11.3)
where dr(ρ(γ)) : TW → r(ρ(γ))∗(TW ) is the derivative of r(ρ(γ)). Here (11.2)
is the conditions for Example 4.6 to define a ‘standard model’ 2-morphism SΛ :
Sf,fˆ ⇒ Sr(δ−1)◦g,g∗(rˆ(δ−1))◦gˆ = Sr(δ−1),rˆ(δ−1) ◦ Sg,gˆ in dMan. Then (11.3)
implies that SΛ ∗ idSq(γ),qˆ(γ) = idSr(ρ(γ)),rˆ(ρ(γ)) ∗SΛ for all γ ∈ Γ. Hence Theorem
10.3(iii) gives a quotient 2-morphism [SΛ, δ] : [Sf,fˆ , ρ]⇒ [Sg,gˆ, σ].
Here is an analogue of Theorem 11.6 for the alternative form [SV,E,s/Γ].
Proposition 11.10. A d-stack X is a d-orbifold of virtual dimension n ∈ Z
if and only if each [x] ∈ Xtop has an open neighbourhood U equivalent to some
[SV,E,s/Γ] in Example 11.7 with dim V − rankE = n, where Γ = IsoX ([x])
and [x] ∈ Xtop is identified with a fixed point v of Γ in V with s(v) = 0
and ds(v) = 0. Furthermore, V,E, s,Γ are determined up to non-canonical
isomorphism near v by X near [x].
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11.3 Equivalences in dOrb, and gluing by equivalences
Next we summarize the results of [35, §10.2], the analogue of §4.4. Section
10.2 discussed e´tale 1-morphisms in dSta. We characterize when 1-morphisms
f : X → Y and Sf,fˆ : SV,E,s → SW,F,t in dOrb are e´tale, or equivalences.
Theorem 11.11. Suppose f : X → Y is a 1-morphism of d-orbifolds, and
f : X → Y is representable. Then the following are equivalent:
(i) f is e´tale;
(ii) Ωf : f
∗(T ∗Y)→ T ∗X is an equivalence in vqcoh(X ); and
(iii) The following is a split short exact sequence in qcoh(X ) :
0 // f∗(EY)
f ′′⊕−f∗(φY)// EX ⊕ f∗(FY)
φX⊕f
2
// FX // 0. (11.4)
If in addition f∗ : IsoX ([x]) → IsoY(ftop([x])) is an isomorphism for all [x] ∈
Xtop, and ftop : Xtop → Ytop is a bijection, then f is an equivalence in dOrb.
Theorem 11.12. Suppose Sf,fˆ : SV,E,s → SW,F,t is a ‘standard model’ 1-
morphism, in the notation of Examples 11.4 and 11.5, with f : V → W repre-
sentable. Then Sf,fˆ is e´tale if and only if for each [v] ∈ Vtop with s(v) = 0 and
[w] = ftop([v]) ∈ Wtop, the following sequence of vector spaces is exact:
0 // TvV
ds(v)⊕ df(v) // Ev ⊕ TwW
fˆ(v)⊕−dt(w) // Fw // 0.
Also Sf,fˆ is an equivalence if and only if in addition ftop|s−1(0) : s
−1(0) →
t−1(0) is a bijection, where s−1(0) = {[v] ∈ Vtop : s(v) = 0}, t−1(0) = {[w] ∈
Wtop : t(w) = 0}, and f∗ : IsoV([v]) → IsoW(ftop([v])) is an isomorphism for
all [v] ∈ s−1(0) ⊆ Vtop.
Here is an analogue of Theorem 4.17 for d-orbifolds, taken from [35, §10.2].
It is proved by applying Theorem 10.8 to glue together the ‘standard model’
d-orbifolds SVi,Ei,si by equivalences. Now Theorem 10.8 includes extra condi-
tions (10.3)–(10.4) on the 2-morphisms ηijk, ζjk. But by taking the Vi,Y to
be effective orbifolds and the gi to be submersions, the ηijk , ζjk are unique by
Proposition 9.5, and so (10.3)–(10.4) hold automatically.
Theorem 11.13. Suppose we are given the following data:
(a) an integer n;
(b) a Hausdorff, second countable topological space X ;
(c) an indexing set I, and a total order < on I;
(d) for each i in I, an effective orbifold Vi in the sense of Definition 9.4, a
vector bundle E i on Vi with dimVi − rank E i = n, a section si ∈ C∞(E i),
and a homeomorphism ψi : s
−1
i (0) → Xˆi, where s
−1
i (0) = {[vi] ∈ Vi,top :
si(vi) = 0} and Xˆi ⊆ X is open; and
(e) for all i < j in I, an open suborbifold Vij ⊆ Vi, a 1-morphism eij : Vij →
Vj , and a morphism of vector bundles eˆij : E i|Vij → e
∗
ij(E j).
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Let this data satisfy the conditions:
(i) X =
⋃
i∈I Xˆi;
(ii) if i < j in I then (eij)∗ : IsoVij ([v]) → IsoVj (eij,top([v])) is an isomor-
phism for all [v] ∈ Vij,top, and eˆij ◦si|Vij = e
∗
ij(sj)◦ ιij where ιij : OVij →
e∗ij(OVj ) is the natural isomorphism, and ψi(si|
−1
Vij
(0)) = Xˆi ∩ Xˆj , and
ψi|si|−1Vij (0)
= ψj ◦ eij,top|si|−1Vij (0)
, and if [vi] ∈ Vij,top with si(vi) = 0 and
[vj ] = eij,top([vi]) then the following sequence is exact:
0 // TviVi
dsi(vi)⊕ deij(vi) // E i|vi⊕TvjVj
eˆij(vi)⊕−dsj(vj) // Ej |vj // 0;
(iii) if i < j < k in I then there exists a 2-morphism ηijk : ejk ◦eij|Vik∩e−1ij (Vjk)
⇒ eik|Vik∩e−1ij (Vjk)
in Orb with
eˆik|Vik∩e−1ij (Vjk)
=η∗ijk(Ek)◦Ieij ,ejk (Ek)
−1◦eij |
∗
Vik∩e
−1
ij (Vjk)
(eˆjk)◦eˆij |Vik∩e−1ij (Vjk)
.
Note that ηijk is unique by Proposition 9.5.
Then there exist a d-orbifold X with vdimX = n and underlying topological
space Xtop ∼= X, and a 1-morphism ψi : SVi,Ei,si → X with underlying con-
tinuous map ψi which is an equivalence with the open d-suborbifold Xˆ i ⊆ X
corresponding to Xˆi ⊆ X for all i ∈ I, such that for all i < j in I there exists a
2-morphism ηij : ψj ◦Seij ,eˆij ⇒ ψi ◦ iVij ,Vi , where Seij ,eˆij : SVij ,Ei|Vij ,si|Vij →
SVj ,Ej ,sj and iVij ,Vi : SVij ,Ei|Vij ,si|Vij → SVi,Ei,si , using the notation of Exam-
ples 11.4 and 11.5. This d-orbifold X is unique up to equivalence in dOrb.
Suppose also that Y is an effective orbifold, and gi : Vi → Y are submersions
for all i ∈ I, and there are 2-morphisms ζij : gj ◦ eij ⇒ gi|Vij in Orb for all
i < j in I. Then there exist a 1-morphism h : X → Y in dOrb unique up to
2-isomorphism, where Y = FdOrbOrb (Y) = SY,0,0, and 2-morphisms ζi : h◦ψi ⇒
Sgi,0 for all i ∈ I.
Here is another version of the same result using the alternative form of
‘standard model’ d-orbifolds in §11.1.
Theorem 11.14. Suppose we are given the following data:
(a) an integer n;
(b) a Hausdorff, second countable topological space X ;
(c) an indexing set I, and a total order < on I;
(d) for each i in I, a manifold Vi, a vector bundle Ei → Vi with dimVi −
rankEi = n, a finite group Γi, smooth, locally effective actions ri(γ) :
Vi → Vi, rˆi(γ) : Ei → r(γ)∗(Ei) of Γi on Vi, Ei for γ ∈ Γi, a smooth,
Γi-equivariant section si : Vi → Ei, and a homeomorphism ψi : Xi → Xˆi,
where Xi = {vi ∈ Vi : si(vi) = 0}/Γi and Xˆi ⊆ X is an open set; and
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(e) for all i < j in I, an open submanifold Vij ⊆ Vi, invariant under Γi,
a group morphism ρij : Γi → Γj, a smooth map eij : Vij → Vj , and a
morphism of vector bundles eˆij : Ei|Vij → e
∗
ij(Ej).
Let this data satisfy the conditions:
(i) X =
⋃
i∈I Xˆi;
(ii) if i < j in I then eˆij ◦ si|Vij = e
∗
ij(sj) +O(s
2
i ), and for all γ ∈ Γ we have
eij ◦ ri(γ) = rj(ρij(γ)) ◦ eij : Vij −→ Vj ,
ri(γ)
∗(eˆij) ◦ rˆi(γ) = e
∗
ij(rˆj(ρij(γ))) ◦ eˆij : Ei|Vij −→ (eij ◦ ri(γ))
∗(Ej),
and ψi(Xi∩ (Vij/Γi)) = Xˆi∩ Xˆj , and ψi|Xi∩Vij/Γi = ψj ◦ (eij)∗|Xi∩Vij/Γj ,
and if vi ∈ Vij with si(vi) = 0 and vj = eij(vi) then ρ|StabΓi (vi) :
StabΓi(vi) → StabΓj (vj) is an isomorphism, and the following sequence
of vector spaces is exact:
0 // TviVi
dsi(vi)⊕ deij(vi) // Ei|vi⊕TvjVj
eˆij(vi)⊕−dsj(vj) // Ej |vj // 0;
(iii) if i < j < k in I then there exists γijk ∈ Γk satisfying
ρik(γ) = γijk ρjk(ρij(γ)) γ
−1
ijk for all γ ∈ Γi,
eik|Vik∩e−1ij (Vjk)
= rk(γijk) ◦ ejk ◦ eij |Vik∩e−1ij (Vjk)
, and
eˆik|Vik∩e−1ij (Vjk)
=
(
e∗ij(e
∗
jk(rˆk(γijk))) ◦ e
∗
ij(eˆjk) ◦ eˆij
)
|Vik∩e−1ij (Vjk)
.
Then there exist a d-orbifold X with vdimX = n and underlying topological
space Xtop ∼= X, and a 1-morphism ψi : [SVi,Ei,si/Γi] → X with underlying
continuous map ψi which is an equivalence with the open d-suborbifold Xˆ i ⊆ X
corresponding to Xˆi ⊆ X for all i ∈ I, such that for all i < j in I there exists
a 2-morphism ηij : ψj ◦ [Seij ,eˆij , ρij ] ⇒ ψi ◦ [iVij ,Vi , idΓi ], where [SVi,Ei,si/Γi]
is as in Example 11.7, and [Seij ,eˆij , ρij ] : [SVij ,Ei|Vij ,si|Vij /Γi]→ [SVj ,Ej,sj/Γj]
and [iVij ,Vi , idΓi ] : [SVij ,Ei|Vij ,si|Vij /Γi] → [SVi,Ei,si/Γj] as in Example 11.8.
This d-orbifold X is unique up to equivalence in dOrb.
Suppose also that Y is a manifold, and gi : Vi → Y are smooth maps for all
i ∈ I with gi ◦ ri(γ) = gi for all γ ∈ Γi, and gj ◦ eij = gi|Vij for all i < j in I.
Then there exist a 1-morphism h : X → Y unique up to 2-isomorphism, where
Y = FdOrbMan (Y ) = [SY,0,0/{1}], and 2-morphisms ζi : h ◦ ψi ⇒ [Sgi,0, π{1}]
for all i ∈ I. Here [SY,0,0/{1}] is from Example 11.7 with E, s both zero and
Γ = {1}, and [Sgi,0, π{1}] : [SVi,Ei,si/Γi] → [SY,0,0/{1}] = Y is from Example
11.8 with gˆi = 0 and ρ = π{1} : Γi → {1}.
The importance of Theorems 11.13 and 11.14 is that all the ingredients are
described wholly in differential-geometric or topological terms. So we can use
these theorems as tools to prove the existence of d-orbifold structures on spaces
coming from other areas of geometry, such as moduli spaces of J-holomorphic
curves. The theorems are used to define functors to d-orbifolds from other
geometric structures, as discussed in §16.
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11.4 Submersions, immersions, and embeddings
Section 4.5 discussed (w-)submersions, (w-)immersions, and (w-)embeddings for
d-manifolds. Following [35, §10.3], here are the analogues for d-orbifolds.
Definition 11.15. Let X be a Deligne–Mumford C∞-stack, so that as in Re-
mark 11.1 we have a 2-category vvect(X ) of virtual vector bundles on X . We
define when a 1-morphism f• : (E•, φ)→ (F•, ψ) in vvect(X ) is weakly injective,
injective, weakly surjective or surjective exactly as in Definition 4.18.
Let f : X → Y be a 1-morphism of d-orbifolds. Then Ωf : f∗(T ∗Y)→ T ∗X
is a 1-morphism in vvect(X ).
(a) We call f a w-submersion if Ωf is weakly injective.
(b) We call f a submersion if Ωf is injective.
(c) We call f a w-immersion if f : X →Y is representable, i.e. f∗ : IsoX ([x])→
IsoY(ftop([x])) is injective for all [x] ∈ Xtop, and Ωf is weakly surjective.
(d) We call f an immersion if f : X → Y is representable and Ωf is surjective.
(e) We call f a w-embedding or embedding if it is a w-immersion or immersion,
respectively, and f∗ : IsoX ([x])→ IsoY(ftop([x])) is an isomorphism for all
[x] ∈ Xtop, and ftop : Xtop → Ytop is a homeomorphism with its image, so
in particular ftop is injective.
Parts (c)–(e) enable us to define d-suborbifolds of d-orbifolds. Open d-
suborbifolds are (Zariski) open d-substacks of a d-orbifold. For more general
d-suborbifolds, we call i : X → Y a w-immersed d-suborbifold, or immersed
d-suborbifold, or w-embedded d-suborbifold, or embedded d-suborbifold of Y , if
X ,Y are d-orbifolds and i is a w-immersion, . . . , embedding, respectively.
Theorem 4.20 in §4.5 holds with orbifolds and d-orbifolds in place of mani-
folds and d-manifolds, except part (v), when we need also to assume f : X → Y
representable to deduce f is e´tale, and part (x), which is false for d-orbifolds
(in the Zariski topology, at least).
11.5 D-transversality and fibre products
Section 4.6 discussed d-transversality and fibre products for d-manifolds. This
is extended to d-orbifolds in [35, §10.4], with little essential change. Here are
the analogues of Definition 4.21 and Theorems 4.22–4.25.
Definition 11.16. Let X ,Y ,Z be d-orbifolds and g : X → Z, h : Y → Z be
1-morphisms. Let W = X ×g,Z,h Y be the C∞-stack fibre product, and write
e : W → X , f : W → Y for the projection 1-morphisms, and η : g ◦ e ⇒ h ◦ f
for the 2-morphism from the fibre product. Consider the morphism
α =
 e∗(g′′) ◦ Ie,g(EZ)−f∗(h′′) ◦ If,h(EZ) ◦ η∗(EZ)
(g ◦ e)∗(φZ )
 : (g ◦ e)∗(EZ) −→
e∗(EX )⊕ f
∗(EY)⊕ (g ◦ e)
∗(FZ)
in qcoh(W). We call g,h d-transverse if α has a left inverse.
103
Theorem 11.17. Suppose X ,Y ,Z are d-orbifolds and g : X → Z , h : Y → Z
are d-transverse 1-morphisms, and let W = X ×g,Z,h Y be the d-stack fibre
product, which exists by Theorem 10.10(a). Then W is a d-orbifold, with
vdimW = vdimX + vdimY − vdimZ . (11.5)
Theorem 11.18. Suppose g : X → Z, h : Y → Z are 1-morphisms of d-
orbifolds. The following are sufficient conditions for g,h to be d-transverse, so
that W = X ×g,Z,h Y is a d-orbifold of virtual dimension (11.5):
(a) Z is an orbifold, that is, Z ∈ Oˆrb; or
(b) g or h is a w-submersion.
Theorem 11.19. Let X ,Z be d-orbifolds, Y an orbifold, and g : X → Z ,
h : Y → Z be 1-morphisms with g a submersion. Then W = X ×g,Z,h Y is
an orbifold, with dimW = vdimX + dimY − vdimZ.
Theorem 11.20. (i) Let ρ : G → H be a morphism of finite groups, and
H act linearly on Rn. Then as in §10.2 we have quotient d-orbifolds [∗/G],
[Rn/H ] and a quotient 1-morphism [0, ρ] : [∗/G] → [Rn/H ]. Suppose X is
a d-orbifold and g : X → [Rn/H ] a 1-morphism in dOrb. Then the fibre
product W = X ×g,[Rn/H],[0,ρ] [∗/G] exists in dOrb by Theorem 11.18(a). The
projection piX :W → X is an immersion if ρ is injective, and an embedding if
ρ is an isomorphism.
(ii) Suppose f : X → Y is an immersion of d-orbifolds, and [x] ∈ Xtop with
ftop([x]) = [y] ∈ Ytop. Write ρ : G→ H for f∗ : IsoX ([x]) → IsoY([y]). Then ρ
is injective, and there exist open neighbourhoods U ⊆ X and V ⊆ Y of [x], [y]
with f(U) ⊆ V, a linear action of H on Rn where n = vdimY − vdimX > 0,
and a 1-morphism g : V → [Rn/H ] with gtop([y]) = [0], fitting into a 2-
Cartesian square in dOrb :
U
f |U
//
✗ ✗✗ ✗
GO
[∗/G]
[0,ρ] 
V
g // [Rn/H ].
If f is an embedding then ρ is an isomorphism, and we may take U=f−1(V).
11.6 Embedding d-orbifolds into orbifolds
Section 4.7 discussed embeddings of d-manifolds into manifolds. Theorem 4.29
gave necessary and sufficient conditions for the existence of embeddings f :
X → Rn for any d-manifold X, and Theorem 4.32 showed that if a d-manifold
X has an embedding f : X → Y for a manifold Y then X ≃ SV,E,s for open
f(X) ⊂ V ⊆ Y . Combining these proves that large classes of d-manifolds — all
compact d-manifolds, for instance — are principal d-manifolds.
In [35, §10.5] we consider how to generalize all this to d-orbifolds. The proof
of Theorem 4.32 extends to (d-)orbifolds, giving:
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Theorem 11.21. Suppose X is a d-orbifold, Y an orbifold, and f : X → Y an
embedding, in the sense of Definition 11.15. Then there exist an open suborbifold
V ⊆ Y with f(X ) ⊆ V, a vector bundle E on V , and a smooth section s ∈ C∞(E)
fitting into a 2-Cartesian diagram in dOrb, where Y ,V ,E, s,0 = FdOrbOrb
(
Y,V ,
Tot(E),Tot(s),Tot(0)
)
, in the notation of §9.1:
X
f
//
f ✕✕✕✕
FN V
0 
V
s // E.
Hence X is equivalent to the ‘standard model’ d-orbifold SV,E,s of Example 11.4,
and is a principal d-orbifold.
However, we do not presently have a good analogue of Theorem 4.29 for d-
orbifolds, so we cannot state useful necessary and sufficient conditions for when
a d-orbifold X can be embedded into an orbifold, or is a principal d-orbifold.
11.7 Orientations of d-orbifolds
Section 4.8 discusses orientations on d-manifolds. As in [35, §10.6], all this
material generalizes easily to d-orbifolds, so we will give few details.
If X is a Deligne–Mumford C∞-stack and (E•, φ) a virtual vector bundle on
X , then we define a line bundle L(E•,φ) on X called the orientation line bundle
of (E•, φ). It has functorial properties as in Theorem 4.34(a)–(f). If X is a
d-orbifold, the virtual cotangent bundle T ∗X = (EX ,FX , φX ) is a virtual vector
bundle on X . We define an orientation ω on X to be an orientation on the
orientation line bundle LT∗X . The analogues of Theorem 4.37 and Proposition
4.38 hold for d-orbifolds.
One difference between (d-)manifolds and (d-)orbifolds is that line bundles
L on Deligne–Mumford C∞-stacks X (such as orientation line bundles) need
only be locally trivial in the e´tale topology, not in the Zariski topology. Because
of this, orbifolds and d-orbifolds need not be (Zariski) locally orientable. For
example, the orbifold [R2n+1/{±1}] is not locally orientable near 0.
11.8 Orbifold strata of d-orbifolds
Section 8.7 discussed the orbifold strata XΓ, X˜ Γ, . . . , XˆΓ◦ of a Deligne–Mumford
C∞-stack X . When X is an orbifold, §9.2 explained that XΓ decomposes
as XΓ =
∐
λ∈ΛΓ+
XΓ,λ, where each XΓ,λ is an orbifold of dimension dimX −
dimλ, and similarly for X˜ Γ, . . . , Xˆ Γ◦ . Section 10.5 discussed the orbifold strata
XΓ, X˜Γ, . . . , XˆΓ◦ of a d-stack X . In [35, §10.7] we show that for a d-orbifold X ,
the orbifold strata decompose as XΓ =
∐
λ∈ΛΓ X
Γ,λ, where XΓ,λ is a d-orbifold
of virtual dimension vdimX − dim λ, and similarly for X˜Γ, . . . , XˆΓ◦ .
Definition 11.22. Let Γ be a finite group, and use the notation Repnt(Γ),
ΛΓ = K0
(
Repnt(Γ)
)
, ΛΓ+ ⊆ Λ
Γ and dim : ΛΓ → Z of Definition 9.7. Let
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R0, R1, . . . , Rk be the irreducible Γ-representations up to isomorphism, with
R0 = R the trivial representation, so that Λ
Γ ∼= Zk and ΛΓ+ ∼= N
k.
Suppose X is a d-orbifold. Theorem 10.11 gives a d-stack XΓ and a 1-
morphism OΓ(X ) : XΓ → X . The virtual cotangent bundle of X is T ∗X =
(EX ,FX , φX ), a virtual vector bundle of rank vdimX on X . So O
Γ(X )∗(T ∗X ) =(
OΓ(X )∗(EX ), OΓ(X )∗(FX ), OΓ(X )∗(φX )
)
is a virtual vector bundle on XΓ. As
in §8.7, OΓ(X )∗(EX ), OΓ(X )∗(FX ) have natural Γ-representations inducing de-
compositions of the form (8.10)–(8.11), and OΓ(X )∗(φX ) is Γ-equivariant and
so preserves these splittings. Hence we have decompositions in vqcoh(XΓ):
OΓ(X )∗(T ∗X ) ∼=
⊕k
i=0(T
∗X )Γi ⊗Ri for (T
∗X )Γi ∈ vqcoh(X
Γ),
and OΓ(X )∗(T ∗X ) = (T ∗X )Γtr ⊕ (T
∗X )Γnt, with
(T ∗X )Γtr
∼= (T ∗X )Γ0 ⊗R0 and (T
∗X )Γnt
∼=
⊕k
i=1(T
∗X )Γi ⊗Ri.
(11.6)
Also Theorem 10.15 shows that T ∗(XΓ) ∼= (T ∗X )Γtr.
As OΓ(X )∗(T ∗X ) is a virtual vector bundle, (11.6) implies the (T ∗X )Γi
are virtual vector bundles of mixed rank, whose ranks may vary on different
connected components of XΓ. For each λ ∈ ΛΓ, define XΓ,λ to be the open and
closed d-substack in XΓ with rank
(
(T ∗X )Γ1
)
[R1]+ · · ·+rank
(
(T ∗X )Γk
)
[Rk] = λ
in ΛΓ. Then XΓ,λ is a d-orbifold, with vdimXΓ,λ = vdimX − dimλ. Also we
have a decomposition XΓ =
∐
λ∈ΛΓ X
Γ,λ in dSta.
Note that in the d-orbifold case dimλ may be negative, so we can have
vdimXΓ,λ > vdimX . This is counterintuitive: the (w-immersed) d-suborbifold
XΓ,λ has larger dimension than the d-orbifold X that contains it.
Write OΓ,λ(X ) = OΓ(X )|XΓ,λ : XΓ,λ → X . Then O
Γ,λ(X ) is a proper
w-immersion of d-orbifolds, in the sense of §11.4. Define XΓ,λ◦ = XΓ◦ ∩ X
Γ,λ,
and OΓ,λ◦ (X ) = O
Γ
◦ (X )|XΓ,λ◦ : X
Γ,λ
◦ → X . Then X
Γ,λ
◦ is a d-orbifold with
vdimXΓ,λ◦ = vdimX − dimλ, and XΓ◦ =
∐
λ∈ΛΓ X
Γ,λ
◦ .
As for X˜Γ,µ, . . . , XˆΓ,µ◦ in §9.2, for each µ ∈ ΛΓ/Aut(Γ) we define X˜Γ,µ ≃[(∐
λ∈µX
Γ,λ
)/
Aut(Γ)
]
in X˜Γ ≃ [XΓ/Aut(Γ)], and X˜Γ,µ◦ = X˜Γ◦ ∩ X˜
Γ,µ, and
XˆΓ,µ = ΠˆΓ(X )(X˜Γ,µ), and XˆΓ,µ◦ = Xˆ
Γ
◦ ∩ Xˆ
Γ,µ. Then X˜Γ,µ, . . . , XˆΓ,µ◦ are
d-orbifolds with vdim X˜Γ,µ = · · · = vdim XˆΓ,µ◦ = vdimX − dimµ, with
X˜Γ =
∐
µ X˜
Γ,µ, X˜Γ◦ =
∐
µ X˜
Γ,µ
◦ , Xˆ
Γ =
∐
µ Xˆ
Γ,µ, XˆΓ◦ =
∐
µ Xˆ
Γ,µ
◦ .
Also XˆΓ,µ◦ is a d-manifold, that is, it lies in dMˆan.
In [35, §10.7] we also consider the question: if X is an oriented d-orbifold,
under what conditions on Γ, λ, µ do the orbifold strata XΓ,λ, . . . , XˆΓ,µ◦ have
natural orientations? Here is the analogue of Proposition 9.9:
Proposition 11.23. (a) Let Γ be a finite group with |Γ| odd, and X an oriented
d-orbifold. Then we may define orientations on XΓ,λ,XΓ,λ◦ for all λ ∈ ΛΓ.
(b) Let Γ be a finite group with |Γ| odd, λ ∈ ΛΓ and µ = λ · Aut(Γ) in
ΛΓ/Aut(Γ). We may write λ = [(V +, ρ+)] − [(V −, ρ−)] for nontrivial Γ-
representations (V ±, ρ±) with no common subrepresentation, and then (V ±, ρ±)
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are unique up to isomorphism. Define H to be the subgroup of Aut(Γ) fixing
λ in ΛΓ. Then for each δ ∈ H there exist isomorphisms of Γ-representations
i±δ : (V
±, ρ± ◦ δ) → (V ±, ρ±). Suppose i+δ ⊕ i
−
δ : V
+ ⊕ V − → V + ⊕ V − is
orientation-preserving for all δ ∈ H. If λ ∈ 2ΛΓ this holds automatically.
Then for all oriented d-orbifolds X we can define orientations on the orb-
ifold strata X˜Γ,µ, X˜Γ,µ◦ , Xˆ
Γ,µ, XˆΓ,µ◦ . For X˜
Γ,µ this works as X˜Γ,µ ≃ [XΓ,λ/H ],
where XΓ,λ is oriented by (a), and the H-action on XΓ,λ preserves orientations,
so the orientation on XΓ,λ descends to an orientation on X˜Γ,µ ≃ [XΓ,λ/H ].
(c) Suppose that Γ and λ ∈ ΛΓ do not satisfy the conditions in (a) (i.e. |Γ|
is even), or Γ and µ ∈ ΛΓ/Aut(Γ) do not satisfy the conditions in (b). Then
we can find examples of oriented d-orbifolds X such that XΓ,λ,XΓ,λ◦ are not
orientable, or X˜Γ,µ, X˜Γ,µ◦ , Xˆ
Γ,µ, XˆΓ,µ◦ are not orientable, respectively. That is,
the conditions on Γ, λ, µ in (a),(b) are necessary as well as sufficient to be able
to orient orbifold strata XΓ,λ, . . . , XˆΓ,µ◦ of all oriented d-orbifolds X .
Note that Proposition 11.23 for d-orbifolds is weaker than Proposition 9.9
for orbifolds. That is, if Γ is a finite group with |Γ| even then for some choices
of λ, µ we can orient XΓ,λ, . . . , Xˆ Γ,µ◦ for all oriented orbifolds X , but we cannot
orient XΓ,λ, . . . , XˆΓ,µ◦ for all oriented d-orbifolds X .
11.9 Kuranishi neighbourhoods, good coordinate systems
We now explain the main ideas of [35, §10.8], which are based on parallel material
about Kuranishi spaces due to Fukaya, Oh, Ohta and Ono [19, 20].
Definition 11.24. LetX be a d-orbifold. A type A Kuranishi neighbourhood on
X is a quintuple (V,E,Γ, s,ψ) where V is a manifold, E → V a vector bundle,
Γ a finite group acting smoothly and locally effectively on V,E preserving the
vector bundle structure, and s : V → E a smooth, Γ-equivariant section of E.
Write the Γ-actions on V,E as r(γ) : V → V and rˆ(γ) : E → r(γ)∗(E) for
γ ∈ Γ. Then Example 11.7 defines a principal d-orbifold [SV,E,s/Γ]. We require
that ψ : [SV,E,s/Γ]→ X is a 1-morphism of d-orbifolds which is an equivalence
with a nonempty open d-suborbifold ψ([SV,E,s/Γ]) ⊆ X .
Definition 11.25. Suppose (Vi, Ei,Γi, si,ψi), (Vj , Ej ,Γj , sj,ψj) are type A
Kuranishi neighbourhoods on a d-orbifold X , with
∅ 6= ψi([SVi,Ei,si/Γi]) ∩ψj([SVj ,Ej ,sj/Γj ]) ⊆ X .
A type A coordinate change from (Vi, Ei,Γi, si,ψi) to (Vj , Ej ,Γj , sj ,ψj) is a
quintuple (Vij , eij , eˆij , ρij ,ηij), where:
(a) ∅ 6= Vij ⊆ Vi is a Γi-invariant open submanifold, with
ψi
(
[SVij ,Ei|Vij ,si|Vij /Γi]
)
= ψi([SVi,Ei,si/Γi]) ∩ψj([SVj ,Ej,sj/Γj ]) ⊆ X .
(b) ρij : Γi → Γj is an injective group morphism.
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(c) eij : Vij → Vj is an embedding of manifolds with eij ◦ ri(γ) = rj(ρij(γ)) ◦
eij : Vij → Vj for all γ ∈ Γi. If vi, v′i ∈ Vij and δ ∈ Γj with rj(δ)◦eij(v
′
i) =
eij(vi), then there exists γ ∈ Γi with ρij(γ) = δ and ri(γ)(v′i) = vi.
(d) eˆij : Ei|Vij → e
∗
ij(Ej) is an embedding of vector bundles (that is, eˆij has
a left inverse), such that eˆij ◦ si|Vij = e
∗
ij(sj) and ri(γ)
∗(eˆij) ◦ rˆi(γ) =
e∗ij(rˆj(ρij(γ))) ◦ eˆij : Ei|Vij → (eij ◦ ri(γ))
∗(Ej) for all γ ∈ Γi. Thus
Example 11.8 defines a quotient 1-morphism
[Seij ,eˆij , ρij ] : [SVij ,Ei|Vij ,si|Vij /Γi] −→ [SVj ,Ej,sj/Γj ], (11.7)
where [SVij ,Ei|Vij ,si|Vij /Γi] is an open d-suborbifold in [SVi,Ei,si/Γi].
(e) If vi ∈ Vij with si(vi) = 0 and vj = eij(vi) ∈ Vj then the following linear
map is an isomorphism:(
dsj(vj)
)
∗ :
(
TvjVj
)/(
deij(vi)[TviVi]
)
→
(
Ej |vj
)/(
eˆij(vi)[Ei|vi ]
)
.
Theorem 11.12 then implies that [Seij ,eˆij , ρij ] in (11.7) is an equivalence
with an open d-suborbifold of [SVj ,Ej ,sj/Γj].
(f) ηij : ψj ◦ [Seij ,eˆij , ρij ]⇒ ψi|[SVij ,Ei|Vij ,si|Vij /Γi]
is a 2-morphism in dOrb.
(g) The quotient topological space Vi ∐Vij Vj = (Vi ∐ Vj)/ ∼ is Hausdorff,
where the equivalence relation ∼ identifies v ∈ Vij ⊆ Vi with eij(v) ∈ Vj .
Definition 11.26. Let X be a d-orbifold. A type A good coordinate system on
X consists of the following data satisfying conditions (a)–(e):
(a) We are given a countable indexing set I, and a total order < on I making
(I,<) into a well-ordered set.
(b) For each i ∈ I we are given a Kuranishi neighbourhood (Vi, Ei,Γi, si,ψi)
of type A on X . Write X i = ψi([SVi,Ei,si/Γi]), so that X i ⊆ X is an
open d-suborbifold, and ψi : [SVi,Ei,si/Γi] → X i is an equivalence. We
require that
⋃
i∈I X i = X , so that {X i : i ∈ I} is an open cover of X .
(c) For all i < j in I with X i ∩ X j 6= ∅ we are given a type A coordinate
change (Vij , eij , eˆij , ρij ,ηij) from (Vi, Ei,Γi, si,ψi) to (Vj , Ej ,Γj, sj ,ψj).
(d) For all i < j < k in I with X i ∩ X j ∩ X k 6= ∅, we are given γijk ∈ Γk
satisfying ρik(γ) = γijk ρjk(ρij(γ)) γ
−1
ijk for all γ ∈ Γi, and
eik|Vik∩e−1ij (Vjk)
= rk(γijk) ◦ ejk ◦ eij |Vik∩e−1ij (Vjk)
,
eˆik|Vik∩e−1ij (Vjk)
=
(
e∗ij(e
∗
jk(rˆk(γijk))) ◦ e
∗
ij(eˆjk) ◦ eˆij
)
|Vik∩e−1ij (Vjk)
.
(11.8)
Combining the first equation of (11.8) with Definition 11.25(c) for eik and
Γi acting effectively on Vik ∩ e
−1
ij (Vjk) shows that γijk is unique. Example
11.9 with δ = γijk and Λ = 0 then gives a 2-morphism in dOrb:
ηijk = [S0, γijk] : [Sejk,eˆjk , ρjk] ◦ [Seij ,eˆij , ρij ]|[S
Vik∩e
−1
ij
(Vjk),Ei,si
/Γi]
=⇒ [Seik,eˆik , ρik]|[S
Vik∩e
−1
ij
(Vjk),Ei,si
/Γi].
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(e) For all i < j < k in I with X i ∩ X k 6= ∅ and X j ∩ X k 6= ∅, we require
that if vi ∈ Vik, vj ∈ Vjk and δ ∈ Γk with ejk(vj) = rk(δ) ◦ eik(vi) in
Vk, then X i ∩ X j ∩ X k 6= ∅, and vi ∈ Vij , and there exists γ ∈ Γj with
ρjk(γ) = δ γijk and vj = rj(γ) ◦ eij(vi).
Suppose now that Y is a manifold, and h : X → Y is a 1-morphism in
dOrb, where Y = FdOrbMan (Y ). A type A good coordinate system for h : X → Y
consists of a type A good coordinate system
(
I,<, . . . , γijk
)
for X as in (a)–(e)
above, together with the following data satisfying conditions (f)–(g):
(f) For each i ∈ I, we are given a smooth map gi : Vi → Y with gi ◦ ri(γ) = gi
for all γ ∈ Γi, so that Example 11.8 defines a quotient 1-morphism
[Sgi,0, π] : [SVi,Ei,si/Γi] −→ [SY,0,0/{1}] = Y ,
where π : Γi → {1} is the projection. We are given a 2-morphism ζi :
h ◦ψi ⇒ [Sgi,0, π] in dOrb. Sometimes we require gi to be a submersion.
(g) For all i < j in I with X i ∩X j 6= ∅, we require that gj ◦ eij = gi|Vij . This
implies that
[Sgj ,0, π] ◦ [Seij ,eˆij , ρij ] = [Sgi,0, π]|[SVij ,Ei|Vij ,si|Vij /Γi]
:
[SVij ,Ei|Vij ,si|Vij /Γi] −→ [SY,0,0/{1}] = Y .
Here is the main result of [35, §10.8], which is proved in [35, App. D].
Theorem 11.27. Suppose X is a d-orbifold. Then there exists a type A good
coordinate system
(
I,<, (Vi, Ei,Γi, si,ψi), (Vij , eij , eˆij , ρij ,ηij), γijk
)
for X . If
X is compact, we may take I to be finite. If {Uj : j ∈ J} is an open cover of
X , we may take X i = ψi([SVi,Ei,si/Γi]) ⊆ U ji for each i ∈ I and some ji ∈ J .
Now let Y be a manifold and h : X → Y = FdOrbMan (Y ) a 1-morphism
in dOrb. Then all the above extends to type A good coordinate systems for
h :X→Y , and we may take the gi in Definition 11.26(f) to be submersions.
In [35, §10.8] we also give ‘type B’ versions of Definitions 11.24–11.26 and
Theorem 11.27 using the standard model d-orbifolds SV,E,s and 1-morphisms
Seij ,eˆij of Examples 11.4 and 11.5 in place of [SV,E,s/Γ] and [Seij ,eˆij , ρij ] from
Examples 11.7 and 11.8.
Observe that Definition 11.26 is similar to the hypotheses of Theorem 11.14.
Given a good coordinate system I,<, (Vi, Ei,Γi, si,ψi), . . . on X , Theorem
11.14 reconstructs X up to equivalence in dOrb from the data I,<, Vi, Ei,
Γi, si, Vij , eij , eˆij , ρij , γijk. Thus, we can regard Theorem 11.27 as a kind of con-
verse to Theorem 11.14. Combining the two, we see that every d-orbifold X
can be described up to equivalence by a collection of differential-geometric data
I,<, Vi, . . . , γijk. The ‘type B’ version of Theorem 11.27 is a kind of converse
to Theorem 11.13.
Fukaya and Ono [20, §5] and Fukaya, Oh, Ohta and Ono [19, §A1] de-
fine Kuranishi spaces, the geometric structure they put on moduli spaces of
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J-holomorphic curves in symplectic geometry. We argue in [35, §14.3] that their
definition is not really satisfactory, and that the ‘right’ way to define Kuranishi
spaces is as d-orbifolds, or d-orbifolds with corners.
A Kuranishi space in [19, §A1] is a topological space X with a cover by ‘Ku-
ranishi neighbourhoods’ (V,E,Γ, s, ψ), which are as in Definition 11.24 except
that ψ is a homeomorphism with an open set in X , rather than an equiva-
lence with an open d-suborbifold. On overlaps between (images of) Kuranishi
neighbourhoods in X we are given ‘coordinate changes’, roughly as in Definition
11.25 except for the 2-morphisms ηij . Fukaya et al. define ‘good coordinate sys-
tems’ for Kuranishi spaces, roughly as in Definition 11.26. They state without
proof in [19, Lem. A1.11] that good coordinate systems exist for any (compact)
Kuranishi space, the analogue of Theorem 11.27.
Good coordinate systems are used in [19,20] in some kinds of proof involving
Kuranishi spaces, in particular, in the construction of virtual classes and virtual
chains. The proofs involve choosing data (such as a multi-valued perturbation
of si) on each Kuranishi neighbourhood (Vi, Ei,Γi, si, ψi), by induction on i in
I in the order <, where the data must satisfy compatibility conditions with
coordinate changes (Vij , eij , eˆij , ρij).
In fact we have already met the problem good coordinate systems are de-
signed to solve in §11.6: in contrast to the d-manifold case, we do not have useful
criteria for when a d-orbifold X is principal. The parallel issue for Kuranishi
spaces is that we cannot cover a general Kuranishi space X with a single Kuran-
ishi neighbourhood (V,E,Γ, s, ψ). So we cover (compact)X with (finitely) many
Kuranishi neighbourhoods (Vi, Ei,Γi, si, ψi) with particularly well-behaved co-
ordinate changes on overlaps, and then carry out the construction we want on
each (Vi, Ei,Γi, si, ψi), compatibly with coordinate changes.
The material above is used in [35, §14.3] to explain the relations between
d-orbifolds and Kuranishi spaces. As for Kuranishi spaces, it is also helpful for
some proofs involving d-orbifolds, for instance, in constructing virtual classes
for compact oriented d-orbifolds, and in studying d-orbifold bordism.
11.10 Semieffective and effective d-orbifolds
In [35, §10.9] we define semieffective and effective d-orbifolds, which are related
to the notion of effective orbifold in Definition 9.4.
Definition 11.28. Let X be a d-orbifold. For [x] ∈ Xtop, so that x : ∗¯ → X is
a C∞-stack 1-morphism, applying pullback x∗ to (10.1) gives an exact sequence
in qcoh(∗¯), where K[x] = Ker(x
∗(φX )):
0 // K[x] // x
∗(EX )
x∗(φX ) // x∗(FX )
x∗(ψX ) // x∗(T ∗X ) ∼= T ∗xX // 0.
We may think of this as an exact sequence of real vector spaces, whereK[x], T
∗
xX
are finite-dimensional with dimT ∗xX − dimK[x] = vdimX .
The orbifold group IsoX ([x]) is the group of 2-morphisms η : x ⇒ x.
Definition 8.22 defines isomorphisms η∗(EX ) : x∗(EX ) → x∗(EX ) in qcoh(∗¯),
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which make x∗(EX ) into a representation of IsoX ([x]). The same holds for
x∗(FX ), x∗(T ∗X ), and x∗(φX ), x∗(ψX ) are equivariant. Hence K[x], T
∗
xX are
also IsoX ([x])-representations.
We call X a semieffective d-orbifold if K[x] is a trivial representation of
IsoX ([x]) for all [x] ∈ Xtop. We callX an effective d-orbifold if it is semieffective,
and T ∗xX is an effective representation of IsoX ([x]) for all [x] ∈ Xtop.
That is, X is semieffective if the orbifold groups IsoX ([x]) act trivially on the
obstruction spaces of X , and effective if the IsoX ([x]) also act effectively on the
tangent spaces of X . One useful property of (semi)effective d-orbifolds is that
generic perturbations of semieffective (or effective) d-orbifolds are (effective)
orbifolds. We state this for ‘standard model’ d-orbifolds SV,E,s.
Proposition 11.29. Let V be an orbifold, E a vector bundle on V , and s ∈
C∞(E), and let SV,E,s be as in Example 11.4. Suppose SV,E,s is a semieffective
d-orbifold. Then for any generic perturbation s˜ of s in C∞(E) with s˜ − s
sufficiently small in C1 locally on V , the d-orbifold SV,E,s˜ is an orbifold, that
is, it lies in Oˆrb ⊂ dOrb. If SV,E,s is an effective d-orbifold, then SV,E,s˜ is
an effective orbifold.
Here are some other good properties of (semi)effective d-orbifolds:
• If X is an orbifold then X = FdOrbOrb (X ) is a semieffective d-orbifold, and
if X is effective then X is effective.
• Let X be a semieffective d-orbifold, Γ a finite group, and λ ∈ ΛΓ. Then
the orbifold stratum XΓ,λ = ∅ unless λ ∈ ΛΓ+ ⊂ Λ
Γ. If X is effective then
XΓ,λ = ∅ unless λ = [R] for R an effective Γ-representation.
• If X ,Y are (semi)effective d-orbifolds, then the product X × Y is also
(semi)effective. More generally, any fibre product X ×Z Y in dOrb with
X ,Y (semi)effective and Z a manifold is also (semi)effective.
• Proposition 11.23 says that if X is an oriented d-orbifold, then when |Γ|
is odd we can define orientations on the orbifold strata XΓ,λ,XΓ,λ◦ , and
under extra conditions on µ we can also orient X˜Γ,µ, X˜Γ,µ◦ , XˆΓ,µ, Xˆ
Γ,µ
◦ .
For general d-orbifolds X , this is the best we can do. But for semieffective
d-orbifolds X the analogue of Proposition 9.9 for orbifolds holds. This is
stronger, as it orients XΓ,λ, . . . , XˆΓ,µ◦ under weaker conditions on Γ, λ, µ,
which allow |Γ| even for some λ, µ.
12 Orbifolds with corners
In [35, §8.5–§8.9] we discuss 2-categoriesOrbb andOrbc of orbifolds with bound-
ary and orbifolds with corners, which are orbifold versions of manifolds with
boundary and with corners in §5. This is new material, and the author knows
of no other foundational work on orbifolds with corners.
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12.1 The definition of orbifolds with corners
Definition 12.1. An orbifold with corners X of dimension n > 0 is a triple X =
(X , ∂X , iX) where X , ∂X are separated, second countable Deligne–Mumford
C∞-stacks, and iX : ∂X → X is a proper, strongly representable 1-morphism
of C∞-stacks, in the sense of §8.3, such that for each [x] ∈ Xtop there exists a
2-Cartesian diagram in C∞Sta:
∂¯U u∂
//
i¯U ✚ ✚✚ ✚
IQ
id
∂X
iX 
U¯
u // X .
Here U is an n-manifold with corners, so that iU : ∂U → U is smooth,
and U, ∂U, iU = F
C∞Sch
Manc (U, ∂U, iU), and u, u∂ are e´tale 1-morphisms, and
utop([p]) = [x] for some p ∈ U . We call X an orbifold with boundary, or an
orbifold without boundary, if the above condition holds with U a manifold with
boundary, or a manifold without boundary, respectively, for each [x] ∈ Xtop.
Now suppose X = (X , ∂X , iX) and Y = (Y, ∂Y, iY) are orbifolds with corners.
A 1-morphism f : X → Y, or smooth map, is a 1-morphism of C∞-stacks
f : X → Y such that for each [x] ∈ Xtop with ftop([x]) = [y] ∈ Ytop there exists
a 2-commutative diagram in C∞Sta:
U¯ u
//
h¯ ✚✚ ✚✚	 η
X
f 
V¯
v // Y.
Here U, V are manifolds with corners, h : U → V is a smooth map, U, V , h =
FC
∞Sch
Manc (U, V, h), and u, v are e´tale, and utop([p]) = [x] for some p ∈ U .
Let f, g : X → Y be 1-morphisms of orbifolds with corners. A 2-morphism
η : f ⇒ g is a 2-morphism of 1-morphisms f, g : X → Y in C∞Sta.
Composition of 1-morphisms g ◦ f , identity 1-morphisms idX, vertical and
horizontal composition of 2-morphisms ζ ⊙ η, ζ ∗ η, and identity 2-morphisms
for orbifolds with corners, are all given by the corresponding compositions and
identities inC∞Sta. This defines the 2-categoryOrbc of orbifolds with corners.
Write Orbb and O˙rb for the full 2-subcategories of orbifolds with boundary,
and orbifolds without boundary, in Orbc.
If X is an orbifold in the sense of Definition 9.1, then X = (X , ∅, ∅) is an orb-
ifold without boundary in this sense, and vice versa. Thus the 2-functor FOrb
c
Orb :
Orb → Orbc mapping X 7→ X = (X , ∅, ∅) on objects, f 7→ f on 1-morphisms,
and η 7→ η on 2-morphisms, is an isomorphism of 2-categories Orb→ O˙rb.
Define FOrb
c
Manc :Man
c → Orbc by FOrb
c
Manc : X 7→ X = (X¯,
¯∂X, i¯X) on objects
X in Manc, where X, ∂X, iX = F
C∞Sch
Manc (X, ∂X, iX), and F
Orbc
Manc : f 7→ f¯ on
morphisms f : X → Y in Manc, where f = FC
∞Sch
Manc (f). Then F
Orbc
Manc is a full
and faithful strict 2-functor.
Let X = (X , ∂X , iX) be an orbifold with corners, and V ⊆ X an open C∞-
substack. Define ∂V = i−1
X
(V), as an open C∞-substack of ∂X , and iV : ∂V → V
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by iV = iX|∂V . Then V = (V , ∂V, iV) is an orbifold with corners. We call V an
open suborbifold of X. An open cover of X is a family {Va : a ∈ A} of open
suborbifolds Va of X with X =
⋃
a∈A Va.
Example 12.2. Suppose X is a manifold with corners, G a finite group, and
r : G→ Aut(X) an action of G on X by diffeomorphisms. Since r(γ) : X → X
is simple for each γ ∈ G, as in §5.2 we have r−(γ) : ∂X → ∂X , which is also a
diffeomorphism. Then r− : G → Aut(∂X) is an action of G on ∂X , and iX :
∂X → X is G-equivariant. Set X, ∂X, iX , r, r− = FC
∞Sch
Manc (X, ∂X, iX , r, r−).
Then X, ∂X are C∞-schemes with G-actions r, r−, and iX : ∂X → X is G-
equivariant, so Examples 8.11 and 8.12 define Deligne–Mumford C∞-stacks
[X/G], [∂X/G] and a 1-morphism [iX , idG] : [∂X/G] → [X/G], which turns
out to be strongly representable. One can show that X =
(
[X/G], [∂X/G],
[iX , idG]
)
is an orbifold with corners, which we will write as [X/G].
Remark 12.3. (a) We could have defined Orbc equivalently and more simply
as a (non-full) 2-subcategory of DMC∞Sta, so that an orbifold with corners
would be a C∞-stack X rather than a triple X = (X , ∂X , iX). We chose the
set-up of Definition 12.1 partly for its compatibility with the definitions of d-
stacks and d-orbifolds with corners X = (X ,∂X , iX, ωX) in §13–§14, and partly
because, to make several important constructions more functorial, it is useful
to have a particular choice of boundary ∂X for X already made.
(b) In Remark 6.5 we noted that boundaries in dSpac are strictly functorial.
One sign of this is that for a semisimple 1-morphism f : X→ Y in dSpac, the
1-morphism f− : ∂
f
−X → ∂Y is unique, not just unique up to 2-isomorphism,
with an equality of 1-morphisms f ◦iX|∂f−X = iY◦f−, not just a 2-isomorphism.
By the general philosophy of 2-categories, this may seem unnatural.
We will arrange that boundaries in Orbc and also in dStac,dOrbc are
strictly functorial in the same way. This is our reason for taking iX : ∂X → X
in Definition 12.1 to be strongly representable, in the sense of §8.3. Proposition
8.8(b) shows that this is no real restriction: iX : ∂X → X is naturally rep-
resentable, and we can make it strongly representable by replacing ∂X by an
equivalent C∞-stack. Then Proposition 8.9 applied to iY : ∂Y → Y is what
we need to show that a semisimple 1-morphism f : X → Y in dOrbc lifts to a
unique 1-morphism f− : ∂
f
−X→ ∂Y with f ◦ iX|∂f−X = iY ◦ f−.
(c) An orbifold with corners X of dimension n is locally modelled near each
point [x] ∈ Xtop on
(
[0,∞)k×Rn−k
)
/G near 0, where G is a finite group acting
linearly on Rn preserving the subset [0,∞)k × Rn−k. Note that G is allowed
to permute the coordinates x1, . . . , xk in [0,∞)k. So, for example, we allow
2-dimensional orbifolds with corners modelled on [0,∞)2/Z2, where Z2 = 〈σ〉
acts on [0,∞)2 by σ : (x1, x2) 7→ (x2, x1).
This implies that the 1-morphism iX : ∂X → X induces morphisms of orb-
ifold groups (iX)∗ : Iso∂X ([x
′]) → IsoX ([x]) which are injective (so that iX is
representable), but need not be isomorphisms. We will call an orbifold with
corners X straight if the morphisms (iX)∗ : Iso∂X ([x
′]) → IsoX ([x]) are isomor-
phisms for all [x′] ∈ ∂X top with iX,top([x′]) = [x]. That is, straight orbifolds
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with corners are locally modelled on [0,∞)k×(Rn−k/G). Orbifolds with bound-
ary, with k = 0 or 1, are automatically straight. Boundaries of orbifold strata
behave better for straight orbifolds with corners.
In §9.1 we explained that a vector bundle E on an orbifold X is a vector
bundle on X as a Deligne–Mumford C∞-stack, in the sense of §8.6. But some-
times it is convenient to regard E as an orbifold in its own right, so we define a
‘total space functor’ mapping vector bundles E to orbifolds Tot(E).
In the same way, if X = (X , ∂X , iX) is an orbifold with corners, in [35, §8.5]
we define a vector bundle E on X to be a vector bundle on X as a Deligne–
Mumford C∞-stack. To regard E as an orbifold with corners in its own right,
we define a ‘total space functor’ Totc : vect(X ) → Orbc, which maps a vector
bundle E on X to an orbifold with corners Totc(E), and maps a section s ∈
C∞(E) to a simple, flat 1-morphism Totc(s) : X→ Totc(E) in Orbc.
Definition 12.4. An orbifold with corners X is called effective if X is locally
modelled near each [x] ∈ Xtop on ([0,∞)k × R
n−k)/G, where G acts effectively
on Rn preserving [0,∞)k × Rn−k, that is, every 1 6= γ ∈ G acts nontrivially.
The analogue of Proposition 9.5 holds for effective orbifolds with corners.
12.2 Boundaries of orbifolds with corners, and
simple, semisimple and flat 1-morphisms
In [35, §8.6] we define boundaries of orbifolds with corners.
Definition 12.5. Let X = (X , ∂X , iX) be an orbifold with corners. We will
define an orbifold with corners ∂X = (∂X , ∂2X , i∂X), called the boundary of X,
such that iX : ∂X→ X is a 1-morphism in Orbc. Here ∂X and iX are given in
X, so the new data we have to construct is ∂2X , i∂X.
As iX : ∂X → X is strongly representable by Definition 12.1, Proposition
8.10 defines an explicit fibre product ∂X×iX,X ,iX∂X with strongly representable
projection morphisms π1, π2 : ∂X ×X ∂X → ∂X such that iX ◦ π1 = iX ◦ π2.
We will use this explicit fibre product throughout. There is a unique diagonal
1-morphism ∆∂X : ∂X → ∂X ×X ∂X with π1 ◦∆∂X = π2 ◦∆∂X = id∂X . It is
an equivalence with an open and closed C∞-substack ∆∂X (∂X ) ⊆ ∂X ×X ∂X .
Define ∂2X = ∂X ×X ∂X \ ∆∂X (∂X ). Then ∂2X is also an open and closed
C∞-substack in ∂X ×X ∂X . Define i∂X = π1|∂2X : ∂
2X → ∂X . Then ∂X =
(∂X , ∂2X , i∂X) is an orbifold with corners, with dim(∂X) = dimX − 1. Also
iX : ∂X → X in X is a 1-morphism iX : ∂X→ X in Orbc.
Here is the orbifold analogue of parts of §5.1–§5.2.
Definition 12.6. Let X = (X , ∂X , iX) and Y = (Y, ∂Y , iY) be orbifolds with
corners, and f : X → Y a 1-morphism in Orbc. Consider the C∞-stack fibre
products ∂X ×f◦iX,Y,iY ∂Y and X ×f,Y,iY ∂Y. Since iY is strongly representable,
we may define these using the explicit construction of Proposition 8.10.
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The topological space (∂X ×Y ∂Y)top associated to the C∞-stack ∂X ×Y ∂Y
may be written explicitly as
(∂X ×Y ∂Y)top ∼=
{
[x′, y′] : x′ : ∗¯ → ∂X and y′ : ∗¯ → ∂Y are
1-morphisms with f ◦iX◦x
′= iY◦y
′ : ∗¯→Y
}
,
(12.1)
where [x′, y′] in (12.1) denotes the ∼-equivalence class of pairs (x′, y′), with
(x′, y′) ∼ (x˜′, y˜′) if there exist 2-morphisms η : x′ ⇒ x˜′ and ζ : y′ ⇒ y˜′
with idf◦iX ∗ η = idiY ∗ ζ. There is a natural open and closed C
∞-substack
Sf ⊆ ∂X ×Y ∂Y, the analogue of Sf in §5.1, such that [x′, y′] in (12.1) lies
in Sf,top if and only if we can complete the following commutative diagram in
qcoh(∗¯) with morphisms ‘99K’ as shown:
0 // (y′)∗(NY)
(y′)∗(νY) //
∼=

(y′)∗◦i∗Y(T
∗Y)
(y′)∗(ΩiY )//
Ix′,iX
(T∗X )◦(iX◦x
′)∗(Ωf )◦
IiX◦x′,f
(T∗Y)◦Iy′ ,iY
(T∗Y)−1

(y′)∗(T ∗(∂Y))

// 0
0 // (x′)∗(NX)
(x′)∗(νX)
// (x′)∗◦i∗X(T
∗X )
(x′)∗(ΩiX )
// (x′)∗(T ∗(∂X )) // 0,
where NX,NY are the conormal line bundles of ∂X , ∂Y in X ,Y.
Similarly, the topological space (X ×Y ∂Y)top may be written explicitly as
(X ×Y ∂Y)top ∼=
{
[x, y′] : x : ∗¯ → X and y′ : ∗¯ → ∂Y are
1-morphisms with f ◦x= iY◦y
′ : ∗¯→Y
}
,
(12.2)
where [x, y′] in (12.2) denotes the ≈-equivalence class of (x, y′), with (x, y′) ≈
(x˜, y˜′) if there exist η : x ⇒ x˜ and ζ : y′ ⇒ y˜′ with idf ∗ η = idiY ∗ ζ. There is
a natural open and closed C∞-substack T f ⊆ X ×Y ∂Y, the analogue of Tf in
§5.1, such that [x, y′] in (12.2) lies in T f,top if and only if we can complete the
following commutative diagram in qcoh(∗¯):
0 // (y′)∗(NY)
(y′)∗(νY)
// (y′)∗◦i∗Y(T
∗Y)
(y′)∗(ΩiY )
//
x∗(Ωf )◦Ix,f (T
∗Y)◦Iy′ ,iY
(T∗Y)−1 
(y′)∗(T ∗(∂Y))
uu
// 0
x∗(T ∗X ).
Define sf = π∂X |Sf : Sf → ∂X , uf = π∂Y |Sf : Sf → ∂Y, tf = πX |Tf : T f →
X , and vf = π∂Y |Tf : T f → ∂Y. Then sf , tf are proper, e´tale 1-morphisms.
We call f simple if sf : Sf → ∂X is an equivalence, and we call f semisimple
if sf : Sf → ∂X is injective as a 1-morphism of Deligne–Mumford C∞-stacks,
and we call f flat if T f = ∅. Simple implies semisimple.
The condition that iX is strongly representable in Definition 12.1 is essential
in constructing f−, η− in parts (b),(c) of the next theorem.
Theorem 12.7. Let f : X → Y be a semisimple 1-morphism of orbifolds with
corners. Then there is a natural decomposition ∂X = ∂f+X ∐ ∂
f
−X, where ∂
f
±X
are open and closed suborbifolds in ∂X, such that:
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(a) Define f+ = f ◦ iX|∂f+X
: ∂f+X → Y. Then f+ is semisimple. If f is flat
then f+ is also flat.
(b) There exists a unique, semisimple 1-morphism f− : ∂
f
−X → ∂Y in Orb
c
with f ◦ iX|∂f−X
= iY ◦ f−. If f is simple then ∂
f
+X = ∅, ∂
f
−X = ∂X and
f− : ∂X→ ∂Y is simple. If f is flat then f− is flat.
(c) Let g : X → Y be another 1-morphism and η : f ⇒ g a 2-morphism in
Orbc. Then g is also semisimple, with ∂g−X = ∂
f
−X. If f is simple, or
flat, then g is too. Part (b) defines 1-morphisms f−, g− : ∂
f
−X → ∂Y.
There is a unique 2-morphism η− : f− ⇒ g− in Orbc such that
idiY ∗ η−=η ∗ idiX|
∂
f
−
X
: f ◦iX|∂f−X
= iY◦f−=⇒g◦iX|∂f−X
= iY◦g−.
12.3 Corners Ck(X) and the corner functors C, Cˆ
In [35, §8.7] we extend §5.3 to orbifolds. Here is the orbifold analogue of the
category Mˇanc in Definition 5.10.
Definition 12.8. We will define a 2-category Oˇrbc whose objects are disjoint
unions
∐∞
m=0 Xm, where Xm is a (possibly empty) orbifold with corners of di-
mension m. In more detail, objects of Oˇrbc are triples X = (X , ∂X , iX) with
iX : ∂X → X a strongly representable 1-morphism of Deligne–Mumford C∞-
stacks, such that there exists a decomposition X =
∐∞
m=0 Xm with each Xm ⊆ X
an open and closed C∞-substack, for which Xm :=
(
Xm, i
−1
X
(Xm), iX|i−1
X
(Xm)
)
is an orbifold with corners of dimension m.
A 1-morphism f : X → Y in Oˇrbc is a 1-morphism f : X → Y in C∞Sta
such that f |Xm∩f−1(Yn) :
(
Xm ∩ f−1(Yn)
)
→ Yn is a 1-morphism in Orbc for
all m,n > 0. For 1-morphisms f, g : X → Y, a 2-morphism η : f ⇒ g is a
2-morphism η : f ⇒ g in C∞Sta. Then Orbc is a full 2-subcategory of Oˇrbc.
The next theorem summarizes our results on corners functors in Orbc.
Theorem 12.9. (a) Suppose X is an orbifold with corners. Then for each
k = 0, 1, . . . , dimX we can define an orbifold with corners Ck(X) of dimension
dimX − k called the k-corners of X, and a 1-morphism ΠkX : Ck(X) → X in
Orbc. It has topological space
Ck(X )top∼=
{
[x, {x′1, . . . , x
′
k}] : x : ∗¯→X , x
′
i : ∗¯→∂X are 1-morphisms
with x′1, . . . , x
′
k distinct and x = iX ◦ x
′
1 = · · · = iX ◦ x
′
k
}
.
(12.3)
There is a natural action of the symmetric group Sk on ∂
kX by 1-isomorphisms,
and an equivalence Ck(X) ≃ ∂kX/Sk. We have 1-isomorphisms C0(X) ∼= X and
C1(X) ∼= ∂X in Orbc. Write C(X) =
∐dimX
k=0 Ck(X) and ΠX =
∐dimX
k=0 Π
k
X, so
that C(X) is an object and ΠX : C(X)→ X a 1-morphism in Oˇrbc.
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(b) Let f : X → Y be a 1-morphism of orbifolds with corners. Then there is
a unique 1-morphism C(f) : C(X) → C(Y) in Oˇrbc such that ΠY ◦ C(f) =
f ◦ΠX : C(X)→ Y, and C(f) acts on points as in (12.3) by
C(f)top :
[
x, {x′1, . . . , x
′
k}
]
7−→
[
y, {y′1, . . . , y
′
l}
]
, where y = f ◦ x,
and {y′1, . . . , y
′
l} =
{
y′ : [x′i, y
′] ∈ Sf,top, some i = 1, . . . , k
}
,
(12.4)
where Sf is as in Definition 12.6.
For all k, l > 0, write Cf,lk (X) = Ck(X) ∩ C(f)
−1(Cl(Y)), so that C
f,l
k (X)
is open and closed in Ck(X) with Ck(X) =
∐dimY
l=0 C
f,l
k (X), and write C
l
k(f) =
C(f)|Cf,lk (X)
, so that Clk(f) : C
f,l
k (X)→ Cl(Y) is a 1-morphism in Orb
c.
(c) Let f, g : X → Y be 1-morphisms and η : f ⇒ g a 2-morphism in Orbc.
Then there exists a unique 2-morphism C(η) : C(f) ⇒ C(g) in Oˇrbc, where
C(f), C(g) are as in (b), such that
idΠY ∗ C(η) = η ∗ idΠX : ΠY ◦ C(f) = f ◦ΠX =⇒ ΠY ◦ C(g) = g ◦ΠX.
(d) Define C : Orbc → Oˇrbc by C : X 7→ C(X) on objects, C : f 7→ C(f) on
1-morphisms, and C : η 7→ C(η) on 2-morphisms, where C(X), C(f), C(η) are
as in (a)–(c) above. Then C is a strict 2-functor, called a corner functor.
(e) Let f : X → Y be semisimple. Then C(f) maps Ck(X) →
∐k
l=0 Cl(Y) for
all k > 0. The natural 1-isomorphisms C1(X) ∼= ∂X, C0(Y) ∼= Y, C1(Y) ∼= ∂Y
identify Cf,01 (X)
∼= ∂
f
+X, C
f,1
1 (X)
∼= ∂
f
−X, C
0
1 (f)
∼= f+ and C11 (f)
∼= f−.
If f is simple then C(f) maps Ck(X)→ Ck(Y) for all k > 0.
(f) Analogues of (b)–(d) also hold for a second corner functor Cˆ : Orbc →
Oˇrbc, which acts on objects by Cˆ : X 7→ C(X) in (a), and for 1-morphisms
f : X→ Y in (b), Cˆ(f) : C(X)→ C(Y) acts on points by
Cˆ(f)top :
[
x, {x′1, . . . , x
′
k}
]
7−→
[
y, {y′1, . . . , y
′
l}
]
, where y = f ◦ x,
{y′1, . . . , y
′
l}=
{
y′ : [x′i, y
′]∈Sf,top, i=1, . . . , k
}
∪
{
y′ : [x, y′]∈T f,top
}
.
If f is flat then Cˆ(f) = C(f).
Example 12.10. Suppose X is a quotient [X/G] as in Example 12.2, where X
is a manifold with corners and G is a finite group. Then the action r : G →
Aut(X) lifts to C(r) : G→ Aut(C(X)), and there is an equivalence C([X/G]) ≃
[C(X)/G] in Oˇrbc, where to define [C(X)/G] we note that Example 12.2 also
works with X in Mˇanc rather than Manc, yielding [X/G] ∈ Oˇrbc.
Section 5.2 defined (s-)submersions, (s- or sf-)immersions and (s- or sf-)
embeddings in Manc. Section 9.1 defined submersions, immersions and em-
beddings in Orb. We combine the two definitions.
Definition 12.11. Let f : X→ Y be a 1-morphism of orbifolds with corners.
(i) We call f a submersion if ΩC(f) : C(f)
∗(T ∗C(Y))→ T ∗C(X ) is an injec-
tive morphism of vector bundles, i.e. has a left inverse in qcoh(C(X )), and
f is semisimple and flat. We call f an s-submersion if f is also simple.
117
(ii) We call f an immersion if it is representable and Ωf : f
∗(T ∗Y)→ T ∗X is a
surjective morphism of vector bundles, i.e. has a right inverse in qcoh(X ).
We call f an s-immersion if f is also simple, and an sf-immersion if f is
also simple and flat.
(iii) We call f an embedding, s-embedding, or sf-embedding, if it is an im-
mersion, s-immersion, or sf-immersion, respectively, and f∗ : IsoX ([x]) →
IsoY
(
ftop([x])
)
is an isomorphism for all [x] ∈ Xtop, and ftop : Xtop → Ytop
is a homeomorphism with its image (so in particular it is injective).
Then submersions, . . . , sf-embeddings in Orbc are e´tale locally modelled on
submersions, . . . , sf-embeddings in Manc.
12.4 Transversality and fibre products
Section 5.4 discussed transversality and fibre products for manifolds with cor-
ners. In [35, §8.8] we generalize this to orbifolds with corners.
Definition 12.12. Let X,Y,Z be orbifolds with corners and g : X→ Z, h : Y→
Z be 1-morphisms. Then as in §13 we have 1-morphisms C(g) : C(X) → C(Z)
and C(h) : C(Y) → C(Z) in Oˇrbc, and hence 1-morphisms C(g) : C(X ) →
C(Z) and C(h) : C(Y) → C(Z) in C∞Sta. We call g, h transverse if the
following holds. Suppose x : ∗¯ → C(X ) and y : ∗¯ → C(Y) are 1-morphisms
in C∞Sta, and η : C(g) ◦ x ⇒ C(h) ◦ y a 2-morphism. Then the following
morphism in qcoh(∗¯) should be injective:(
x∗(ΩC(g))◦Ix,C(g)(T
∗C(Z))
)
⊕
(
y∗(ΩC(h))◦Iy,C(h)(T
∗C(Z))◦η∗(T ∗C(Z))
)
:
(C(g) ◦ x)∗(T ∗C(Z)) −→ x∗(T ∗C(X )) ⊕ y∗(T ∗C(Y)).
Now identify Ck(X )top ⊆ C(X )top with the right hand of (12.3), and sim-
ilarly for C(Y)top, C(Z)top. Then C(g)top, C(h)top act as in (12.4). We call
g, h strongly transverse if they are transverse, and whenever there are points in
Cj(X )top, Ck(Y)top, Cl(Z)top with
C(g)top
(
[x, {x′1, . . . , x
′
j}]
)
=C(h)top
(
[y, {y′1, . . . , y
′
k}]
)
=[z, {z′1, . . . , z
′
l}],
we have either j + k > l or j = k = l = 0.
One can show that g, h are (strongly) transverse if and only if they are e´tale
locally equivalent to (strongly) transverse smooth maps in Manc.
Here is the analogue of Theorem 5.13:
Theorem 12.13. Suppose g : X → Z and h : Y → Z are transverse 1-
morphisms in Orbc. Then a fibre product W = X ×g,Z,h Y exists in the 2-
category Orbc.
Proposition 5.14 and Theorem 5.15 also extend to Orbc, with equivalences
natural up to 2-isomorphism rather than canonical diffeomorphisms.
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12.5 Orbifold strata of orbifolds with corners
Sections 8.7 and 9.2 discussed orbifold strata of Deligne–Mumford C∞-stacks
and orbifolds, respectively. In [35, §8.9] we extend this to orbifolds with corners.
This is also related to the material on fixed points of finite group actions on
manifolds with corners in §5.6.
Theorem 12.14. Let X be an orbifold with corners, and Γ a finite group.
Then we can define objects XΓ, X˜Γ, XˆΓ in Oˇrbc, and open subobjects XΓ◦ ⊆ X
Γ,
X˜Γ◦ ⊆ X˜
Γ, XˆΓ◦ ⊆ Xˆ
Γ, all natural up to 1-isomorphism in Oˇrbc, and 1-morphisms
OΓ(X), Π˜Γ(X), . . . fitting into a strictly commutative diagram in Oˇrbc :
XΓ◦
Π˜Γ◦(X) //
OΓ◦ (X) ))❚❚❚
❚❚❚❚
❚❚❚❚
⊂

Aut(Γ)
-- X˜Γ◦
ΠˆΓ◦ (X) //
O˜Γ◦(X)uu❥❥❥❥
❥❥❥❥
❥❥❥
⊂

XˆΓ◦
⊂

X
XΓ
Π˜Γ(X)
//
OΓ(X)
55❥❥❥❥❥❥❥❥❥❥❥Aut(Γ) 11 X˜Γ
ΠˆΓ(X)
//
O˜Γ(X)
ii❚❚❚❚❚❚❚❚❚❚❚
XˆΓ.
(12.5)
The underlying C∞-stacks of XΓ, . . . , XˆΓ◦ are the orbifold strata X
Γ, . . . , XˆΓ◦
from §8.7 of the C∞-stack X in X, and the 1-morphisms in (12.5), as C∞-
stack 1-morphisms, are those given in (8.3).
Use the notation of Definition 9.7. Then there are natural decompositions
XΓ =
∐
λ∈ΛΓ+
XΓ,λ, X˜Γ =
∐
µ∈ΛΓ+/Aut(Γ)
X˜Γ,µ, XˆΓ =
∐
µ∈ΛΓ+/Aut(Γ)
XˆΓ,µ,
XΓ◦ =
∐
λ∈ΛΓ+
X
Γ,λ
◦ , X˜
Γ
◦ =
∐
µ∈ΛΓ+/Aut(Γ)
X˜
Γ,µ
◦ , Xˆ
Γ
◦ =
∐
µ∈ΛΓ+/Aut(Γ)
Xˆ
Γ,µ
◦ ,
where XΓ,λ, . . . , XˆΓ,µ◦ are orbifolds with corners, open and closed in X
Γ, . . . , XˆΓ◦ ,
and of dimensions dimX−dimλ, dimX−dimµ. All of XΓ, X˜Γ, XˆΓ,XΓ◦ , X˜
Γ
◦ , Xˆ
Γ
◦ ,
XΓ,λ, X˜Γ,µ, XˆΓ,µ,XΓ,λ◦ , X˜
Γ,µ
◦ , Xˆ
Γ,µ
◦ will be called orbifold strata of X.
The definitions of XΓ, X˜Γ, . . . , XˆΓ◦ also make sense if X lies in Oˇrb
c rather
than Orbc. We will not use notation XΓ,λ, . . . , XˆΓ,µ◦ for X ∈ Oˇrbc \Orbc.
As for Deligne–Mumford C∞-stacks in §8.7, orbifold strata XΓ are strongly
functorial for representable 1-morphisms in Orbc and their 2-morphisms. That
is, if f : X → Y is a representable 1-morphism in Orbc, there is a unique
representable 1-morphism fΓ : XΓ → YΓ in Oˇrbc with OΓ(Y) ◦ fΓ = f ◦OΓ(X),
which is just the 1-morphism fΓ from §8.7 for the C∞-stack 1-morphism f :
X → Y. Note however that fΓ need not map XΓ,λ → YΓ,λ for λ ∈ ΛΓ+.
If f, g : X → Y are representable and η : f ⇒ g is a 2-morphism in Orbc,
there is a unique 2-morphism ηΓ : fΓ ⇒ gΓ in Oˇrbc with idOΓ(Y) ∗ η
Γ =
η ∗ idOΓ(X), which is just the C
∞-stack 2-morphism ηΓ from §8.7. These fΓ, ηΓ
are compatible with compositions of 1- and 2-morphisms, and identities, in the
obvious way. Orbifold strata X˜Γ have the same strong functorial behaviour, and
orbifold strata XˆΓ a weaker functorial behaviour.
We also investigate the relationship between orbifold strata and corners.
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Theorem 12.15. Let X be an orbifold with corners, and Γ a finite group. The
corners C(X) lie in Oˇrbc as in §12.3, so we have orbifold strata XΓ, C(X)Γ
and 1-morphisms OΓ(X) : XΓ → X, OΓ(C(X)) : C(X)Γ → C(X). Applying
the corner functor C from §12.3 gives a 1-morphism C(OΓ(X)) : C(XΓ) →
C(X). Then there exists a unique equivalence KΓ(X) : C(XΓ) → C(X)Γ such
that OΓ(C(X)) ◦ KΓ(X) = C(OΓ(X)) : C(XΓ) → C(X). It restricts to an
equivalence KΓ◦ (X) := K
Γ(X)|C(XΓ◦) : C(X
Γ
◦ )→ C(X)
Γ
◦ .
Similarly, there is a unique equivalence K˜Γ(X) : C(X˜Γ) → ˜C(X)Γ with
O˜Γ(C(X)) ◦ K˜Γ(X) = C(O˜Γ(X)) and Π˜Γ(C(X)) ◦KΓ(X) = K˜Γ(X) ◦C(Π˜Γ(X)).
There is an equivalence KˆΓ(X) : C(XˆΓ)→ ̂C(X)Γ, unique up to 2-isomorphism,
with a 2-morphism ΠˆΓ(C(X))◦K˜Γ(X)⇒ KˆΓ(X)◦C(ΠˆΓ(X)). They both restrict
to equivalences K˜Γ◦ (X) : C(X˜
Γ
◦ )→
˜C(X)Γ◦ and KˆΓ◦ (X) : C(XˆΓ◦ )→ ̂C(X)Γ◦ .
Here is an example:
Example 12.16. Let Z2 = {1, σ} with σ2 = 1 act on X = [0,∞)2 by σ :
(x1, x2) 7→ (x2, x1). Then X =
[
[0,∞)2/Z2
]
is an orbifold with corners. We
have ∂X ∼= [0,∞) and ∂2X ∼= ∗, so that C2(X) ≃ [∗/S2] = [∗/Z2]. Hence
C(X) = C0(X) ∐ C1(X) ∐ C2(X) with C0(X) ≃
[
[0,∞)2/Z2
]
, C1(X) ≃ [0,∞)
and C2(X) ≃ [∗/Z2]. The orbifold strata XΓ, . . . , XˆΓ◦ are given by
XZ2 = XZ2◦ ≃ X˜
Z2 = X˜Z2◦ ≃ [0,∞)× [∗/Z2], Xˆ
Z2 = XˆZ2◦ ≃ [0,∞).
Therefore
C0(X
Z2) ≃ [0,∞)× [∗/Z2], C1(X
Z2) ≃ [∗/Z2], C2(X
Z2) = ∅,
C0(X)
Z2 ≃ [0,∞)× [∗/Z2], C1(X)
Z2 = ∅, C2(X)
Z2 ≃ [∗/Z2].
We see from this that KZ2(X) : C(XZ2) → C(X)Z2 identifies C1(XZ2) with
C2(X)
Z2 , so KΓ(X) need not map Ck(X
Γ) to Ck(X)
Γ for k > 0. The same
applies to K˜Γ(X), KˆΓ(X).
The construction of KΓ(X) in Theorem 12.15 implies that it maps Ck(X
Γ)
into
∐
l>k Cl(X)
Γ for k > 0. This implies that C1(X)
Γ ≃ (∂X)Γ is equiv-
alent to an open and closed subobject of C1(X
Γ) ≃ ∂(XΓ). Hence we can
choose a 1-morphism JΓ(X) : (∂X)Γ → ∂(XΓ) identified with a quasi-inverse for
KΓ(X)|··· : KΓ(X)−1(C1(X)Γ) → C1(X)Γ by the equivalences C1(X)Γ ≃ (∂X)Γ
and C1(X
Γ) ≃ ∂(XΓ), and JΓ(X) is an equivalence between (∂X)Γ and an open
and closed subobject of ∂(XΓ). We then deduce:
Corollary 12.17. Let X be an orbifold with corners, and Γ a finite group. Then
there exist 1-morphisms JΓ(X) : (∂X)Γ → ∂(XΓ), J˜Γ(X) : ˜(∂X)Γ → ∂(X˜Γ),
JˆΓ(X) : ̂(∂X)Γ → ∂(XˆΓ) in Oˇrbc, natural up to 2-isomorphism, such that
JΓ(X) is an equivalence from (∂X)Γ to an open and closed subobject of ∂(XΓ),
and similarly for J˜Γ(X), JˆΓ(X).
For λ ∈ ΛΓ+, µ ∈ Λ
Γ
+/Aut(Λ) these restrict to 1-morphisms J
Γ,λ(X) :
(∂X)Γ,λ → ∂(XΓ,λ), J˜Γ,µ(X) : ˜(∂X)Γ,µ → ∂(X˜Γ,µ), JˆΓ,µ(X) : ̂(∂X)Γ,µ → ∂(XˆΓ,µ)
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in Orbc, which are equivalences with open and closed suborbifolds. Hence, if
XΓ,λ = ∅ then (∂X)Γ,λ = ∅, and similarly for X˜Γ,µ, ˜(∂X)Γ,µ, XˆΓ,µ, ̂(∂X)Γ,µ.
As in Remark 12.3(c), an orbifold with corners X is called straight if (iX)∗ :
Iso∂X ([x
′])→ IsoX ([x]) is an isomorphism for all [x′] ∈ ∂X top with iX,top([x′]) =
[x]. If X is straight then KΓ(X) in Theorem 12.15 is an equivalence Ck(X
Γ)→
Ck(X)
Γ for all k > 0, and so JΓ(X) in Corollary 12.17 is an equivalence (∂X)Γ →
∂(XΓ). The same applies for J˜Γ(X), JˆΓ(X), K˜Γ(X), KˆΓ(X).
Proposition 9.9 on orientations of orbifold strata XΓ,λ, . . . , Xˆ Γ,µ◦ of oriented
orbifolds X also holds without change for orbifolds with corners X.
13 D-stacks with corners
In [35, Chap. 11] we define and discuss the 2-category dStac of d-stacks with
corners. There are few new issues here: almost all the material just combines
ideas we have seen already on d-spaces with corners from §6, and on d-stacks
from §10, and on orbifolds with corners from §12. So we will be brief.
13.1 Outline of the definition of the 2-category dStac
The definition of the 2-category dStac in [35, §11.1] is long and complicated.
So as for dSpac in §6.1, we will just sketch the main ideas.
A d-stack with corners is a quadruple X = (X ,∂X , iX, ωX), where X ,∂X
are d-stacks and iX : ∂X → X is a 1-morphism of d-stacks with iX : ∂X → X
a proper, strongly representable 1-morphism of Deligne–Mumford C∞-stacks,
as in §8.3. We should have an exact sequence in qcoh(∂X ):
0 // NX
νX // i∗X(FX )
i2X // F∂X // 0, (13.1)
where NX is a line bundle on ∂X , the conormal bundle of ∂X in X , and ωX
is an orientation on NX. These X ,∂X , iX, ωX must satisfy some complicated
conditions in [35, §11.1], that we will not give. They require ∂X to be locally
equivalent to a fibre product X ×[0,∞) ∗ in dSta.
If X = (X ,∂X , iX, ωX) and Y = (Y ,∂Y , iY, ωY) are d-stacks with corners,
a 1-morphism f : X → Y in dStac is a 1-morphism f : X → Y in dSta
satisfying extra conditions over ∂X ,∂Y . If f , g : X → Y be 1-morphisms in
dStac, so f , g : X → Y are 1-morphisms in dSta, a 2-morphism η : f ⇒ g
in dStac is a 2-morphism η : f ⇒ g in dSta satisfying extra conditions over
∂X ,∂Y . In both cases, 1- and 2-morphisms in dStac are e´tale locally modelled
on 1- and 2-morphisms in dSpac. Identity 1- and 2-morphisms in dStac, and
the compositions of 1- and 2-morphisms in dStac, are all given by identities
and compositions in dSta.
A d-stack with corners X = (X ,∂X , iX, ωX) is called a d-stack with bound-
ary if iX : ∂X → X is injective as a representable 1-morphism of C
∞-stacks,
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and a d-stack without boundary if ∂X = ∅. We write dStab for the full 2-
subcategory of d-stacks with boundary, and dS¯ta for the full 2-subcategory of
d-stacks without boundary, in dStac. There is an isomorphism of 2-categories
FdSta
c
dSta : dSta → dS¯ta mapping X 7→ X = (X ,∅,∅,∅) on objects, f 7→ f on
1-morphisms and η 7→ η on 2-morphisms. So we can consider d-stacks to be
examples of d-stacks with corners.
Define a strict 2-functor FdSta
c
dSpac : dSpa
c → dStac as follows. If X = (X,
∂X, iX, ωX) is an object in dSpa
c, set FdSta
c
dSpac(X) = X = (X ,∂X , iX, ωX),
where X ,∂X , iX = F
dSta
dSpa(X,∂X , iX). Then comparing equations (6.2) and
(13.1), we find there is a natural isomorphism of line bundles NX ∼= I∂X(NX),
where I∂X : qcoh(∂X) → qcoh( ¯∂X) is the equivalence of categories from Ex-
ample 8.21. We define ωX to be the orientation on NX identified with the ori-
entation I∂X(ωX) on I∂X(NX) by this isomorphism. On 1- and 2-morphisms
f , η in dSpac, we define FdSta
c
dSpac(f ) = F
dSta
dSpa(f ) and F
dStac
dSpac(η) = F
dSta
dSpa(η).
Write dSˆpac for the full 2-subcategory of objects X in dStac equivalent to
FdSta
c
dSpac(X) for some d-space with corners X. When we say that a d-stack with
corners X is a d-space, we mean that X ∈ dSˆpac.
Define a strict 2-functor FdSta
c
Orbc : Orb
c → dStac as follows. If X =
(X , ∂X , iX) is an orbifold with corners, as in §12.1, define FdSta
c
Orbc (X) = X =
(X ,∂X , iX, ωX), where X ,∂X , iX = F
dSta
C∞Sta(X , ∂X , iX). Then NX in (13.1)
is isomorphic to the conormal line bundle of ∂X in X , and we define ωX to be the
orientation on NX induced by ‘outward-pointing’ normal vectors to ∂X in X .
Then X = (X ,∂X , iX, ωX) is a d-orbifold with corners. On 1- and 2-morphisms
f, η in Orbc, we define FdSta
c
Orbc (f) = F
dSta
C∞Sta(f) and F
dStac
Orbc (η) = F
dSta
C∞Sta(η).
Write O¯rb, O¯rbb, O¯rbc for the full 2-subcategories of objects X in dStac
equivalent to FdSta
c
Orbc (X) for some orbifold X without boundary, or with bound-
ary, or with corners, respectively. Then O¯rb ⊂ dS¯ta, O¯rbb ⊂ dStab and
O¯rbc ⊂ dStac. When we say that a d-stack with corners X is an orbifold, we
mean that X ∈ O¯rbc.
Remark 13.1. As discussed for orbifolds with corners in Remark 12.3(b), in
a d-stack with corners X = (X ,∂X , iX, ωX) we require iX : ∂X → X to be
strongly representable, in the sense of §8.3, so that we can make boundaries and
corners in dStac strictly functorial, as in Remark 6.5 for dSpac.
For each d-stack with corners X = (X ,∂X , iX, ωX), in [35, §11.3] we define
a d-stack with corners ∂X = (∂X ,∂2X , i∂X, ω∂X) called the boundary of X,
and show that iX : ∂X → X is a 1-morphism in dStac. As for d-spaces with
corners in (6.3), the d-stack ∂2X in ∂X satisfies
∂2X ≃
(
∂X ×iX,X ,iX ∂X
)
\∆∂X (∂X ),
where ∆∂X : ∂X → ∂X ×X ∂X is the diagonal 1-morphism. The 1-morphism
i∂X : ∂
2X → ∂X is projection to the first factor in the fibre product. There
is a natural isomorphism N ∂X ∼= i∗X(NX), and the orientation ω∂X on N ∂X
corresponds to the orientation i∗X(ωX) on i
∗
X(NX).
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13.2 D-stacks with corners as quotients of d-spaces
Section 10.2 discussed quotient d-stacks [X/G], for X a d-space and r : G →
Aut(X) an action of G on X by 1-isomorphisms. In [35, §11.2] we extend this
to d-spaces with corners and d-stacks with corners, and prove:
Theorem 13.2. Theorems 10.3 and 10.4 hold unchanged in dStac.
Here if X = (X,∂X , iX, ωX) is a d-space with corners and r : G→ Aut(X)
an action of G on X then each r(γ) : X→ X for γ ∈ G is simple, so Theorem
6.3(b) gives a lift r−(γ) : ∂X → ∂X, defining an action r− : G → Aut(∂X)
of G on ∂X. Then r : G → Aut(X) and r− : G → Aut(∂X) are ac-
tions of G on the d-spaces X,∂X , and iX : ∂X → X is G-equivariant.
So Theorem 10.3(a),(b) give quotient d-stacks [X/G], [∂X/G] and a quotient
1-morphism [iX, idG] : [∂X/G] → [X/G]. The quotient d-stack with cor-
ners [X/G] given by the analogue of Theorem 10.3 is defined to be [X/G] =(
[X/G], [∂X/G], [iX, idG], ω[X/G]
)
, for a natural orientation ω[X/G] on N [X/G]
constructed from ωX.
In [35, §11.4] we define when a 1-morphism of d-stacks with corners f :
X → Y is e´tale. Essentially, f is e´tale if it is an equivalence locally in the
e´tale topology. It implies that the C∞-stack 1-morphism f : X → Y in f is
e´tale, and so representable. As for d-stacks in §10.2, we can characterize e´tale
1-morphisms in dStac using the corners analogue of Theorem 10.4(b) and the
definition of e´tale 1-morphisms in dSpac as (Zariski) local equivalences.
13.3 Simple, semisimple and flat 1-morphisms
In [35, §11.3] we generalize §6.2 to d-stacks with corners. Here is the analogue
of Definition 12.6.
Definition 13.3. Let X = (X ,∂X , iX, ωX) and Y = (Y ,∂Y , iY, ωY) be d-
stacks with corners, and f : X→ Y a 1-morphism in dStac. Consider the C∞-
stack fibre products ∂X ×f◦iX,Y,iY ∂Y and X ×f,Y,iY ∂Y. Since iY is strongly
representable, we may define these using the construction of Proposition 8.10.
As in (12.1), we may write (∂X ×Y ∂Y)top explicitly as
(∂X ×Y ∂Y)top ∼=
{
[x′, y′] : x′ : ∗¯ → ∂X and y′ : ∗¯ → ∂Y are
1-morphisms with f ◦iX◦x
′= iY◦y
′ : ∗¯→Y
}
,
(13.2)
where [x′, y′] in (13.2) denotes the ∼-equivalence class of pairs (x′, y′), with
(x′, y′) ∼ (x˜′, y˜′) if there exist 2-morphisms η : x′ ⇒ x˜′ and ζ : y′ ⇒ y˜′
with idf◦iX ∗ η = idiY ∗ ζ. There is a natural open and closed C
∞-substack
Sf ⊆ ∂X ×Y ∂Y such that [x′, y′] in (13.2) lies in Sf ,top if and only if we can
123
complete the following commutative diagram in qcoh(∗¯) with morphisms ‘99K’:
0 // (y′)∗(NY)
(y′)∗(νY) //
∼=

(y′)∗◦i∗Y(FY)
(y′)∗(i2Y) //
Ix′,iX
(FX )◦(iX◦x
′)∗(f2)◦
IiX◦x′,f
(FY)◦Iy′ ,iY
(FY)
−1

(y′)∗(F∂Y)

// 0
0 // (x′)∗(NX)
(x′)∗(νX)
// (x′)∗◦i∗X(FX )
(x′)∗(i2X)
// (x′)∗(F∂X ) // 0.
Similarly, as in (12.2) we may write (X ×Y ∂Y)top explicitly as
(X ×Y ∂Y)top ∼=
{
[x, y′] : x : ∗¯ → X and y′ : ∗¯ → ∂Y are
1-morphisms with f ◦x= iY◦y
′ : ∗¯→Y
}
,
(13.3)
where [x, y′] in (13.3) denotes the ≈-equivalence class of (x, y′), with (x, y′) ≈
(x˜, y˜′) if there exist η : x⇒ x˜ and ζ : y′ ⇒ y˜′ with idf ∗ η = idiY ∗ ζ. There is a
natural open and closed C∞-substack T f ⊆ X ×Y ∂Y with [x, y′] in (13.3) lies
in T f ,top if and only if we can complete the following commutative diagram:
0 // (y′)∗(NY)
(y′)∗(νY)
// (y′)∗◦i∗Y(FY)
(y′)∗(i2Y)
//
x∗(f2)◦Ix,f (FY)◦Iy′,iY
(FY)
−1

(y′)∗(F∂Y)
uu
// 0
x∗(FX ).
Define sf = π∂X |Sf : Sf → ∂X , uf = π∂Y |Sf : Sf → ∂Y, tf = πX |Tf : T f →
X , and vf = π∂Y |Tf : T f → ∂Y. Then sf , tf are proper, e´tale 1-morphisms.
We call f simple if sf : Sf → ∂X is an equivalence, and we call f semisimple
if sf : Sf → ∂X is injective, as a 1-morphism of Deligne–Mumford C∞-stacks,
and we call f flat if T f = ∅. Simple implies semisimple.
Theorem 13.4. Let f : X → Y be a semisimple 1-morphism of d-stacks with
corners. Then there exists a natural decomposition ∂X = ∂f+X∐∂
f
−X with ∂
f
±X
open and closed in ∂X, such that:
(a) Define f+ = f ◦ iX|∂f+X
: ∂f+X→ Y. Then f+ is semisimple. If f is flat
then f+ is also flat.
(b) There exists a unique, semisimple 1-morphism f− : ∂
f
−X → ∂Y with
f ◦ iX|∂f−X
= iY ◦ f−. If f is simple then ∂
f
+X = ∅, ∂
f
−X = ∂X, and
f− : ∂X→ ∂Y is also simple. If f is flat then f− is flat, and the following
diagram is 2-Cartesian in dStac :
∂f−X f−
//
iX|
∂
f
−
X  ✙ ✙✙ ✙
HP
idiY◦f−
∂Y
iY
X
f // Y.
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(c) Let g : X → Y be another 1-morphism and η : f ⇒ g a 2-morphism in
dStac. Then g is also semisimple, with ∂g−X = ∂
f
−X. If f is simple, or
flat, then g is simple, or flat, respectively. Part (b) defines 1-morphisms
f−, g− : ∂
f
−X → ∂Y. There is a unique 2-morphism η− : f− ⇒ g− in
dSpac such that idiY ∗ η−=η ∗ idiX|
∂
f
−
X
: iY◦f− ⇒ iY◦g−.
13.4 Equivalences in dStac, and gluing by equivalences
Sections 3.2, 6.4 and 10.3 discussed equivalences and gluing for d-spaces, d-
spaces with corners, and d-stacks. In [35, §11.4] we generalize these to dStac.
Proposition 13.5. (a) Suppose f : X → Y is an equivalence in dStac. Then
f is simple and flat, and f : X → Y is an equivalence in dSta, where X =
(X ,∂X , iX, ωX) and Y = (Y ,∂Y , iY, ωY). Also f− : ∂X → ∂Y in Theorem
13.4(b) is an equivalence in dStac.
(b) Let f : X→ Y be a simple, flat 1-morphism in dStac with f : X → Y an
equivalence in dSta. Then f is an equivalence in dStac.
Here is the analogue of Definition 10.5:
Definition 13.6. Let X = (X ,∂X , iX, ωX) be a d-stack with corners. Suppose
V ⊆ X is an open d-substack in dSta. Define ∂V = i−1X (V), as an open d-
substack of ∂X , and iV : ∂V → V by iV = iX|∂V . Then ∂V ⊆ ∂X is open,
and the conormal bundle of ∂V in V is NV = NX|∂V in qcoh(∂V). Define an
orientation ωV on NV by ωV = ωX|∂V . Write V = (V,∂V , iV, ωV). Then V is
a d-stack with corners. We call V an open d-substack of X. An open cover of
X is a family {Va : a ∈ A} of open d-substacks Va of X with X =
⋃
a∈A Va.
Theorem 13.7. Proposition 10.6 and Theorems 10.7 and 10.8 hold without
change in the 2-category dStac of d-stacks with corners.
13.5 Corners Ck(X), and the corner functors C, Cˆ
In [35, §11.5] we generalize the material of §5.3, §6.5, and §12.3 to d-stacks with
corners. Here are the main results.
Theorem 13.8. (a) Let X be a d-stack with corners. Then for each k > 0
we can define a d-stack with corners Ck(X) called the k-corners of X, and
a 1-morphism ΠkX : Ck(X) → X, such that Ck(X) is equivalent to a quotient
d-stack [∂kX/Sk] for a natural action of Sk on ∂
kX by 1-isomorphisms. The
construction of Ck(X) is unique up to canonical 1-isomorphism.
We can describe the topological space Ck(X )top as follows. Consider pairs
(x, {x′1, . . . , x
′
k}), where x : ∗¯ → X and x
′
i : ∗¯ → ∂X for i = 1, . . . , k are
1-morphisms in C∞Sta with x′1, . . . , x
′
k distinct and x = iX ◦ x
′
1 = · · · =
iX ◦ x′k. Define an equivalence relation ≈ on such pairs by (x, {x
′
1, . . . , x
′
k}) ≈
(x˜, {x˜′1, . . . , x˜
′
k}) if there exist σ ∈ Sk and 2-morphisms η : x⇒ x˜ and η
′
i : x
′
i ⇒
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x˜′σ(i) for i = 1, . . . , k with η = idiX ∗η
′
1 = · · · = idiX ∗η
′
k. Write [x, {x
′
1, . . . , x
′
k}]
for the ≈-equivalence class of (x, {x′1, . . . , x
′
k}). Then
Ck(X )top∼=
{
[x, {x′1, . . . , x
′
k}] : x : ∗¯→X , x
′
i : ∗¯→∂X 1-morphisms
with x′1, . . . , x
′
k distinct and x= iX◦x
′
1= · · ·= iX◦x
′
k
}
.
(13.4)
We have 1-isomorphisms C0(X) ∼= X and C1(X) ∼= ∂X. We write C(X) =∐
k>0 Ck(X), so that C(X) is a d-stack with corners, called the corners of X.
(b) Let f : X → Y be a 1-morphism of d-stacks with corners. Then there
are unique 1-morphisms C(f ) : C(X) → C(Y) and Cˆ(f) : C(X) → C(Y) in
dStac such that ΠY ◦ C(f ) = f ◦ΠX = ΠY ◦ Cˆ(f ) : C(X) → Y, with maps
C(f)top : C(X )top → C(Y)top, Cˆ(f)top : C(X )top → C(Y)top characterized as
follows. Identify Ck(X )top ⊆ C(X )top with the right hand side of (13.4), and
similarly for Cl(Y)top, and identify Sf ,top, T f ,top with subsets of (13.2)–(13.3)
as in §13.3. Then C(f)top and Cˆ(f)top act by
C(f)top :
[
x, {x′1, . . . , x
′
k}
]
7−→
[
y, {y′1, . . . , y
′
l}
]
, where y = f ◦ x,
{y′1, . . . , y
′
l}=
{
y′ : [x′i, y
′] ∈ Sf ,top, some i = 1, . . . , k
}
, and
(13.5)
Cˆ(f)top :
[
x, {x′1, . . . , x
′
k}
]
7−→
[
y, {y′1, . . . , y
′
l}
]
, where y = f ◦ x,
{y′1, . . . , y
′
l}=
{
y′ : [x′i, y
′]∈Sf ,top, i=1, . . . , k
}
∪
{
y′ : [x, y′]∈T f ,top
}
.
(13.6)
For all k, l > 0, write Cf ,lk (X) = Ck(X) ∩ C(f )
−1(Cl(Y)), so that C
f ,l
k (X)
is an open and closed d-substack of Ck(X) with Ck(X) =
∐∞
l=0 C
f ,l
k (X), and
write Clk(f ) = C(f)|Cf ,lk (X)
: Cf ,lk (X)→ Cl(Y). If f is simple then C(f ) maps
Ck(X)→ Ck(Y) for all k > 0. If f is flat then C(f) = Cˆ(f).
(c) Let f , g : X → Y be 1-morphisms and η : f ⇒ g a 2-morphism in dStac.
Then there exist unique 2-morphisms C(η) : C(f ) ⇒ C(g), Cˆ(η) : Cˆ(f ) ⇒
Cˆ(g) in dStac, where C(f ), C(g), Cˆ(f ), Cˆ(g) are as in (b), such that
idΠY ∗ C(η)=η ∗ idΠX : ΠY◦C(f)=f ◦ΠX =⇒ ΠY◦C(g)=g◦ΠX,
idΠY ∗ Cˆ(η)=η ∗ idΠX : ΠY◦Cˆ(f )=f ◦ΠX =⇒ ΠY◦Cˆ(g)=g◦ΠX.
If f , g are flat then C(η) = Cˆ(η).
(d) Define C : dStac → dStac by C : X 7→ C(X), C : f 7→ C(f ), C : η 7→
C(η) on objects, 1- and 2-morphisms, where C(X), C(f ), C(η) are as in (a)–(c)
above. Similarly, define Cˆ : dStac → dStac by Cˆ : X 7→ C(X), Cˆ : f 7→ Cˆ(f ),
Cˆ : η 7→ Cˆ(η). Then C, Cˆ are strict 2-functors, called corner functors.
13.6 Fibre products in dStac
In [35, §11.6] we generalize §6.6 and §10.4 to d-stacks with corners. Here are
the analogues of Definition 6.12, Lemma 6.13 and Theorem 6.14:
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Definition 13.9. Let g : X→ Z and h : Y→ Z be 1-morphisms in dStac. As
in §13.1 we have line bundles NX,NZ over the C∞-stacks ∂X , ∂Z, and §13.3
defines a C∞-substack Sg ⊆ ∂X ×Z ∂Z. As in [35, §11.1], there is a natural
isomorphism λg : u
∗
g(NZ)→ s
∗
f (NX) in qcoh(Sg). The same holds for h.
We call g,h b-transverse if the following holds. Suppose x : ∗¯ → X and
y : ∗¯ → Y are 1-morphisms in C∞Sta, and η : g ◦ x ⇒ h ◦ y is a 2-morphism.
Since iX : ∂X → X is finite and strongly representable, there are finitely many
1-morphisms x′ : ∗¯ → ∂X with x = iX ◦ x′. Write these x′ as x′1, . . . , x
′
j .
Similarly, write y′1, . . . , y
′
k for the 1-morphisms y
′ : ∗¯ → ∂Y with y = iY ◦ y′.
Write z = g◦x and z˜ = h◦y, so that z, z˜ : ∗¯ → Z and η : z ⇒ z˜. Write z′1, . . . , z
′
l
for the 1-morphisms z′ : ∗¯ → ∂Z with z = iZ ◦ z′. Then by Proposition 8.9, for
each c = 1, . . . , l there are unique z˜′c : ∗¯ → ∂Z and η
′
c : z
′
c ⇒ z˜
′
c with iZ ◦ z˜
′
c = z˜
and idiZ ∗ η
′
c = η.
Definition 13.3 defined Sg ⊆ ∂X ×Z ∂Z in terms of points [x′, z′] in (13.2);
write (x′, z′) : ∗¯ → Sg for the corresponding 1-morphisms. Then we require that
for all such x, y, η, the following morphism in qcoh(∗¯) is injective:⊕
a=1,...,j, c=1,...,l: [x′a,z
′
c]∈Sg,top
I(x′a,z′c),sg (NX)
−1 ◦ (x′a, z
′
c)
∗(λg) ◦ I(x′a,z′c),ug (NZ)⊕⊕
b=1,...,k, c=1,...,l: [y′b,z˜
′
c]∈Sh,top
I(y′
b
,z˜′c),sh
(NY)
−1◦(y′b, z˜
′
c)
∗(λh)◦I(y′
b
,z˜′c),uh
(NZ)◦(η
′
c)
∗(NZ) :
⊕l
c=1
(z′c)
∗(NZ) −→
⊕j
a=1
(x′a)
∗(NX)⊕
⊕k
b=1
(y′b)
∗(NY).
We call g,h c-transverse if the following holds. Identify Ck(X )top ⊆ C(X )top
with the right hand of (13.4), and similarly for C(Y)top, C(Z)top. Then C(g)top,
C(h)top, Cˆ(g)top, Cˆ(h)top act as in (13.5)–(13.6). We require that:
(a) whenever there are points in Cj(X )top, Ck(Y)top, Cl(Z)top with
C(g)top
(
[x, {x′1, . . . , x
′
j}]
)
=C(h)top
(
[y, {y′1, . . . , y
′
k}]
)
=[z, {z′1, . . . , z
′
l}],
we have either j + k > l or j = k = l = 0; and
(b) whenever there are points in Cj(X )top, Ck(Y)top, Cl(Z)top with
Cˆ(g)top
(
[x, {x′1, . . . , x
′
j}]
)
= Cˆ(h)top
(
[y, {y′1, . . . , y
′
k}]
)
=[z, {z′1, . . . , z
′
l}],
we have j + k > l.
Then g,h c-transverse implies g,h b-transverse.
Lemma 13.10. Let g : X → Z and h : Y → Z be 1-morphisms in dStac.
The following are sufficient conditions for g,h to be c-transverse, and hence
b-transverse:
(i) g or h is semisimple and flat; or
(ii) Z is a d-stack without boundary.
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Theorem 13.11. (a) All b-transverse fibre products exist in dStac.
(b) The 2-functor FdSta
c
dSpac : dSpa
c → dStac of §13.1 takes b- and c-transverse
fibre products in dSpac to b- and c-transverse fibre products in dStac.
(c) The 2-functor FdSta
c
Orbc of §13.1 takes transverse fibre products in Orb
c to
b-transverse fibre products in dStac. That is, if
W
f
//
e ✘ ✘✘ ✘
HP
η
Y
h 
X
g // Z
is a 2-Cartesian square in Orbc with g, h transverse, and W,X,Y,Z, e,f , g,
h,η = FdSta
c
Orbc (W,X,Y,Z, e, f, g, h, η), then
W
f
//
e ✘ ✘✘ ✘
HP
η
Y
h 
X
g // Z
is 2-Cartesian in dStac, with g,h b-transverse. If also g, h are strongly trans-
verse in Orbc, then g,h are c-transverse in dStac.
(d) Suppose we are given a 2-Cartesian diagram in dStac:
W
f
//
e ✕✕✕✕
FN
η
Y
h 
X
g // Z,
with g,h c-transverse. Then the following are also 2-Cartesian in dStac :
C(W)
C(f)
//
C(e) ✙ ✙✙ ✙
HP
C(η)
C(Y)
C(h) 
C(X)
C(g) // C(Z),
(13.7)
C(W)
Cˆ(f)
//
Cˆ(e) ✙ ✙✙ ✙
HP
Cˆ(η)
C(Y)
Cˆ(h) 
C(X)
Cˆ(g) // C(Z).
(13.8)
Also (13.7)–(13.8) preserve gradings, in that they relate points in Ci(W), Cj(X),
Ck(Y), Ck(Z) with i = j + k − l. Hence (13.7) implies equivalences in dStac :
Ci(W) ≃
∐
j,k,l>0:i=j+k−l
Cg,lj (X)×Clj(g),Cl(Z),Clk(h) C
h,l
k (Y),
∂W ≃
∐
j,k,l>0:j+k=l+1
Cg,lj (X)×Clj(g),Cl(Z),Clk(h) C
h,l
k (Y).
The analogue of Proposition 6.15 also holds in dStac.
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13.7 Orbifold strata of d-stacks with corners
In [35, §11.7] we combine material in §10.5 and §12.5 on orbifold strata of d-
stacks and of orbifolds with corners. It is also related to §6.7 on fixed loci in
d-spaces with corners. Here is the analogue of Theorem 10.11.
Theorem 13.12. Let X be a d-stack with corners, and Γ a finite group. Then
we can define d-stacks with corners XΓ, X˜Γ, XˆΓ, and open d-substacks XΓ◦ ⊆
X
Γ, X˜Γ◦ ⊆ X˜
Γ, XˆΓ◦ ⊆ Xˆ
Γ, all natural up to 1-isomorphism in dStac, a d-
space with corners XˆΓ◦ natural up to 1-isomorphism in dSpa
c, and 1-morphisms
OΓ(X), Π˜Γ(X), . . . fitting into a strictly commutative diagram in dStac :
X
Γ
◦
Π˜Γ◦(X) //
OΓ◦(X) ))❙❙❙
❙❙❙❙
❙❙❙❙
⊂

Aut(Γ)
,, X˜Γ◦
ΠˆΓ◦ (X) //
O˜Γ◦(X)uu❦❦❦❦
❦❦❦❦
❦❦❦
⊂

XˆΓ◦ ≃ F
dStac
dSpac(Xˆ
Γ
◦ )
⊂

X
X
Γ
Π˜Γ(X)
//
OΓ(X)
55❥❥❥❥❥❥❥❥❥❥❥Aut(Γ) 22 X˜Γ
ΠˆΓ(X)
//
O˜
Γ
(X)
ii❚❚❚❚❚❚❚❚❚❚❚
XˆΓ.
(13.9)
We will call XΓ, X˜Γ, XˆΓ,XΓ◦ , X˜
Γ
◦ , Xˆ
Γ
◦ , Xˆ
Γ
◦ the orbifold strata of X.
The underlying d-stacks of XΓ, . . . , XˆΓ◦ are the orbifold strata X
Γ, . . . , XˆΓ◦
from §10.5 of the d-stack X in X. The 1-morphisms (13.9), as 1-morphisms in
dSta, are those given in (10.5).
The rest of §10.5 also extends to dStac:
Theorem 13.13. Theorems 10.12, 10.14, 10.15 and Corollary 10.13 hold with-
out change in dStac,dSpac rather than dSta,dSpa.
Here are analogues of Theorem 12.15 and Corollary 12.17.
Theorem 13.14. Let X be a d-stack with corners, and Γ a finite group. The
corners C(X) from §13.5 lie in dStac, so Theorem 13.12 gives orbifold strata
X
Γ, C(X)Γ and 1-morphisms OΓ(X) : XΓ → X, OΓ(C(X)) : C(X)Γ → C(X).
Applying the corner functor C from §13.5 gives a 1-morphism C(OΓ(X)) :
C(XΓ) → C(X). There exists a unique equivalence KΓ(X) : C(XΓ) → C(X)Γ
in dStac with OΓ(C(X)) ◦KΓ(X) = C(OΓ(X)) : C(XΓ) → C(X). It restricts
to an equivalence KΓ◦ (X) :=K
Γ(X)|C(XΓ◦) : C(X
Γ
◦ )→ C(X)
Γ
◦ .
Similarly, there is a unique equivalence K˜Γ(X) : C(X˜Γ) → ˜C(X)Γ with
O˜Γ(C(X))◦K˜Γ(X)=C(O˜Γ(X)) and Π˜Γ(C(X))◦KΓ(X)=K˜Γ(X)◦C(Π˜Γ(X)).
There is an equivalence KˆΓ(X) : C(XˆΓ)→ ̂C(X)Γ, unique up to 2-isomorphism,
with a 2-morphism ΠˆΓ(C(X)) ◦ K˜Γ(X) ⇒ KˆΓ(X) ◦ C(ΠˆΓ(X)). They restrict
to equivalences K˜Γ◦ (X) : C(X˜
Γ
◦ )→
˜C(X)Γ◦ and KˆΓ◦ (X) : C(XˆΓ◦ )→ ̂C(X)Γ◦ .
Corollary 13.15. Let X be a d-stack with corners, and Γ a finite group. Then
there exist 1-morphisms JΓ(X) : (∂X)Γ → ∂(XΓ), J˜Γ(X) : ˜(∂X)Γ → ∂(X˜Γ),
JˆΓ(X) : ̂(∂X)Γ → ∂(XˆΓ) in dStac, natural up to 2-isomorphism, such that
JΓ(X) is an equivalence from (∂X)Γ to an open and closed d-substack of ∂(XΓ),
and similarly for J˜Γ(X), JˆΓ(X).
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A d-stack with corners X is called straight if (iX)∗ : Iso∂X ([x
′])→ IsoX ([x])
is an isomorphism for all [x′] ∈ ∂X top with iX,top([x′]) = [x]. D-stacks with
boundary are automatically straight. If X is straight then ∂X is straight, so
by induction ∂kX is also straight for all k > 0. If X is straight then KΓ(X)
in Theorem 13.14 is an equivalence Ck(X
Γ) → Ck(X)
Γ for all k > 0, and so
JΓ(X) in Corollary 13.15 is an equivalence (∂X)Γ → ∂(XΓ). The same applies
for J˜Γ(X), JˆΓ(X), K˜Γ(X), KˆΓ(X).
14 D-orbifolds with corners
In [35, Chap. 12] we discuss the 2-category dOrbc of d-orbifolds with corners.
Again, there are few new issues here: almost all the material combines ideas
we have seen already on d-manifolds with corners from §7, on orbifolds with
corners from §12, and on d-stacks with corners from §13. So we will be brief.
As we explain in §16 and [35, §14.3], d-orbifolds with corners are related to
Kuranishi spaces in the work of Fukaya, Oh, Ohta and Ono [19].
14.1 Definition of d-orbifolds with corners
In [35, §12.1] we define d-orbifolds with corners, following §7.1 and §11.1.
Definition 14.1. A d-stack with corners W is called a principal d-orbifold
with corners if is equivalent in dStac to a fibre product V ×s,E,0 V, where
V is an orbifold with corners, E is a vector bundle on V, s ∈ C∞(E), and
V,E, s,0 = FdSta
c
Orbc
(
V,Totc(E),Totc(s),Totc(0)
)
, for Totc as in §12.1. Note
that Totc(s),Totc(0) : V → Totc(E) are simple, flat 1-morphisms in Orbc, so
s,0 : V→ E are simple, flat 1-morphisms in dStac. Thus s,0 are b-transverse
by Lemma 13.10(i), and V×s,E,0 V exists in dStac by Theorem 13.11(a).
If W is a nonempty principal d-orbifold with corners, then T ∗W is a vir-
tual vector bundle. We define the virtual dimension of W to be vdimW =
rankT ∗W ∈ Z. If W ≃ V×s,E,0 V then vdimW = dimV− rankE .
A d-stack with corners X is called a d-orbifold with corners of virtual dimen-
sion n ∈ Z, written vdimX = n, if X can be covered by open d-substacks W
which are principal d-orbifolds with corners with vdimW = n. A d-orbifold with
corners X is called a d-orbifold with boundary if it is a d-stack with boundary,
and a d-orbifold without boundary if it is a d-stack without boundary.
Write dO¯rb,dOrbb,dOrbc for the full 2-subcategories of d-orbifolds with-
out boundary, with boundary, and with corners, in dStac, respectively. Then
O¯rb, O¯rbb, O¯rbc in §13.1 are full 2-subcategories of dO¯rb,dOrbb,dOrbc.
When we say that a d-orbifold with corners X is an orbifold, we mean that X
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lies in O¯rbc. Define full and faithful strict 2-functors
FdOrb
c
dOrb : dOrb→ dO¯rb ⊂ dOrb
c, FdOrb
c
Orbc : Orb
c → dOrbc,
FdOrb
c
Orbb : Orb
b → dOrbb⊂dOrbc, FdOrb
c
Orb : Orb→ dO¯rb ⊂ dOrb
c,
FdOrb
c
dManc : dMan
c → dOrbc, FdOrb
c
dManb : dMan
b → dOrbb⊂dOrbc,
and FdOrb
c
dMan : dMan→ dO¯rb ⊂ dOrb
c, by
FdOrb
c
dOrb = F
dStac
dSta |dOrb, F
dOrbc
Orbc = F
dStac
Orbc , F
dOrbc
Orbb = F
dStac
Orbc |Orbb ,
FOrb
c
Orb =F
dStac
dSta ◦F
dSta
Orb , F
dOrbc
dManc=F
dStac
dSpac |dManc, F
dOrbc
dManb =F
dStac
dSpac|dManb ,
and FdOrb
c
dMan = F
dStac
dSpac ◦ F
dManc
dMan = F
dOrbc
dOrb ◦ F
dOrb
dMan,
where FOrb
c
Orb , F
dSta
Orb , F
dStac
dSta , F
dStac
dSpac , F
dManc
dMan , F
dOrb
dMan, F
dStac
Orbc are as in §7.1,
§11.1, §12.1, and §13.1. Here FdOrb
c
dOrb : dOrb→ dO¯rb is an isomorphism of 2-
categories. So we may as well identify dOrb with its image dO¯rb, and consider
d-orbifolds in §11 as examples of d-orbifolds with corners.
Write dMˆanc for the full 2-subcategory of objects X in dOrbc equivalent to
FdOrb
c
dManc(X) for some d-manifold with cornersX. When we say that a d-orbifold
with corners X is a d-manifold, we mean that X ∈ dMˆanc.
These 2-categories lie in a commutative diagram:
dSpa
FdStadSpa
		
Man
ww♣♣♣
♣♣♣
♣♣♣
♣♣
FdMan
c
Man
FdManMan
ww
⊂
//
FOrbMan
		
Manb
FdMan
c
Manb 
⊂
//
FOrb
c
Manb
		
Manc
FOrb
c
Manc
		
FdMan
c
Manc

FdSpa
c
Manc
''❖❖
❖❖❖
❖❖❖
❖❖❖
dMan
⊂
OO
FdMan
c
dMan
∼=
//
FdOrbdMan

dM¯an
⊂ //

dManb
⊂ //
FdOrb
c
dManb 
dManc
FdOrb
c
dManc 
⊂ // dSpac
FdSta
c
dSpac 
dOrb
⊂

FdOrb
c
dOrb
∼= // dO¯rb
⊂
// dOrbb
⊂
//

dOrbc
⊂
// dStac
dSta Orb
FdOrb
c
Orb
OO
FdOrbOrb
gg❖❖❖❖❖❖❖❖❖❖❖
FOrb
c
Orb // Orbb
FdOrb
c
Orbb
OO
⊂ // Orbc.
FdOrb
c
Orbc
OO
FdSta
c
Orbc
77♥♥♥♥♥♥♥♥♥♥♥
If X = (X ,∂X , iX, ωX) is a d-orbifold with corners, then the virtual cotan-
gent sheaf T ∗X of the d-stack X from Remark 11.1 is a virtual vector bundle on
X , of rank vdimX. We will call T ∗X ∈ vvect(X ) the virtual cotangent bundle
of X, and also write it T ∗X.
Here is the analogue of Lemma 11.3:
Lemma 14.2. Let X be a d-orbifold with corners. Then X is a d-manifold,
that is, X ≃ FdOrb
c
dManc(X) for some d-manifold with corners X, if and only if
IsoX ([x]) ∼= {1} for all [x] in Xtop.
D-orbifolds with corners are preserved by boundaries and corners.
Proposition 14.3. Suppose X is a d-orbifold with corners. Then ∂X in §13.1
and Ck(X) in §13.5 are d-orbifolds with corners, with vdim ∂X = vdimX − 1
and vdimCk(X) = vdimX− k for all k > 0.
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Definition 14.4. As for dMˇanc in §7.1, define dOˇrbc to be the full 2-subcat-
egory of X in dStac which may be written as a disjoint union X =
∐
n∈Z Xn
for Xn ∈ dOrbc with vdimXn = n, where we allow Xn = ∅. Then dOrbc ⊂
dOˇrbc ⊂ dStac, and the corner functors C, Cˆ : dStac → dStac in §13.5
restrict to strict 2-functors C, Cˆ : dOrbc → dOˇrbc.
14.2 Local properties of d-orbifolds with corners
In [35, §12.2] we combine §7.2 and §11.2. Here are analogues of Examples 7.3,
7.4 and Theorem 7.5, and of Examples 11.4, 11.5 and Theorem 11.6.
Example 14.5. Let V = (V , ∂V , iV) be an orbifold with corners, E a vector
bundle on V as in §12.1, and s ∈ C∞(E). We will define an explicit principal
d-orbifold with corners S = (S,∂S, iS, ωS)
Define a vector bundle E∂ on ∂V by E∂ = i∗V(E), and a section s∂ = i
∗
V(s) ∈
C∞(E∂). Define d-stacks S = SV,E,s and ∂S = S∂V,E∂ ,s∂ from the triples
V , E , s and ∂V, E∂ , s∂ exactly as in Example 11.4, although now V , ∂V have
corners. Define a 1-morphism iS : ∂S → S in dSta to be the ‘standard model’
1-morphism SiV,idE∂ : S∂V,E∂ ,s∂ → SV,E,s from Example 11.5.
As in Example 7.3, the conormal bundle N S of ∂S in S is canonically
isomorphic to the lift to ∂S ⊆ ∂V of the conormal bundle NV of ∂V in V .
Define ωS to be the orientation on NS induced by the orientation on NV by
outward-pointing normal vectors to ∂V in V . Then S = (S,∂S, iS, ωS) is a
d-stack with corners. It is equivalent in dStac to V×s,E,0 V in Definition 14.1.
We call S a ‘standard model’ d-orbifold with corners, and write it SV,E,s.
Every principal d-orbifold with corners W is equivalent in dOrbc to some
SV,E,s. Sometimes it is useful to take V to be an effective orbifold with corners,
as in §12.1. There is a natural 1-isomorphism ∂SV,E,s ∼= S∂V,E∂ ,s∂ in dOrb
c.
Example 14.6. Let V,W be orbifolds with corners, E ,F be vector bundles on
V,W, and s ∈ C∞(E), t ∈ C∞(F), so that Example 14.5 defines d-orbifolds
with corners SV,E,s,SW,F,t. Suppose f : V→W is a 1-morphism in Orbc, and
fˆ : E → f∗(F) is a morphism in vect(V) satisfying fˆ ◦ s = f∗(t), as in (11.1).
The d-stacks SV,E,s,SW,F,t in SV,E,s,SW,F,t are defined as for ‘standard
model’ d-orbifolds SV,E,s in Example 11.4. Thus we can follow Example 11.5
to define a 1-morphism Sf,fˆ : SV,E,s → SW,F,t in dSta. Then Sf,fˆ : SV,E,s →
SW,F,t is a 1-morphism in dOrb
c. We call it a ‘standard model’ 1-morphism.
Suppose now that V˜ ⊆ V is open, with inclusion 1-morphism iV˜ : V˜ → V.
Write E˜ = E|V˜ = i∗V˜(E) and s˜ = s|V˜. Define iV˜,V = SiV˜,idE˜ : SV˜,E˜,s˜ → SV,E,s. If
s−1(0) ⊆ V˜ then iV˜,V : SV˜,E˜,s˜ → SV,E,s is a 1-isomorphism.
Theorem 14.7. Let X be a d-orbifold with corners, and [x] ∈ Xtop. Then
there exists an open neighbourhood U of [x] in X and an equivalence U ≃
SV,E,s in dOrb
c for some orbifold with corners V, vector bundle E over V and
s ∈ C∞(E) which identifies [x] ∈ Utop with a point [v] ∈ Sk(V)top ⊆ Vtop such
that s(v) = ds|Sk(V)(v) = 0, where S
k(V) ⊆ V is the locally closed C∞-substack
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of [v] ∈ Vtop such that ∗¯×v,V,iV∂V is k points, for k > 0. Furthermore, V, E , s, k
are determined up to non-canonical equivalence near [v] by X near [x].
As in Examples 11.7–11.8 for d-orbifolds, we can combine the ‘standard
model’ d-manifolds with corners SV,E,s and 1-morphisms Sf,fˆ : SV,E,s → SW,F,t
of Examples 7.3–7.4 with quotient d-stacks with corners of §13.2 to define an
alternative form of ‘standard model’ d-orbifolds with corners [SV,E,s/Γ] and
‘standard model’ 1-morphisms [Sf,fˆ , ρ] : [SV,E,s/Γ]→ [SW,F,t/∆].
14.3 Equivalences in dOrbc, and gluing by equivalences
In [35, §12.3] we combine §7.3 and §11.3. Here are the analogues of Theorems
11.11–11.14. E´tale 1-morphisms in dStac were discussed in §13.2.
Theorem 14.8. Suppose f : X → Y is a 1-morphism of d-orbifolds with cor-
ners, and f : X → Y is representable. Then the following are equivalent:
(i) f is e´tale;
(ii) f is simple and flat, in the sense of §13.3, and Ωf : f∗(T ∗Y) → T ∗X is
an equivalence in vqcoh(X ); and
(iii) f is simple and flat, and (11.4) is a split short exact sequence in qcoh(X ).
If in addition f∗ : IsoX ([x]) → IsoY(ftop([x])) is an isomorphism for all [x] ∈
Xtop, and ftop : Xtop → Ytop is a bijection, then f is an equivalence in dOrbc.
Theorem 14.9. Suppose Sf,fˆ : SV,E,s → SW,F,t is a ‘standard model’ 1-
morphism in dOrbc, in the notation of Examples 14.5 and 14.6, with f : V →
W representable. Then Sf,fˆ is e´tale if and only if f is simple and flat near
s−1(0) ⊆ V, in the sense of §12.2, and for each [v] ∈ Vtop with s(v) = 0 and
[w] = ftop([v]) ∈ Wtop, the following sequence is exact:
0 // TvV
ds(v)⊕ df(v) // Ev ⊕ TwW
fˆ(v)⊕−dt(w) // Fw // 0.
Also Sf,fˆ is an equivalence if and only if in addition ftop|s−1(0) : s
−1(0) →
t−1(0) is a bijection, where s−1(0) = {[v] ∈ Vtop : s(v) = 0}, t−1(0) = {[w] ∈
Wtop : t(w) = 0}, and f∗ : IsoV([v]) → IsoW(ftop([v])) is an isomorphism for
all [v] ∈ s−1(0) ⊆ Vtop.
Theorem 14.10. Suppose we are given the following data:
(a) an integer n;
(b) a Hausdorff, second countable topological space X ;
(c) an indexing set I, and a total order < on I;
(d) for each i in I, an effective orbifold with corners Vi, a vector bundle E i
on Vi with dimVi − rank E i = n, a section si ∈ C
∞(E i), and a homeo-
morphism ψi : s
−1
i (0) → Xˆi, where s
−1
i (0) =
{
[vi] ∈ Vi,top : si(vi) = 0
}
and Xˆi ⊆ X is open; and
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(e) for all i < j in I, an open suborbifold Vij ⊆ Vi, a simple, flat 1-morphism
eij : Vij → Vj , and a morphism of vector bundles eˆij : E i|Vij → e
∗
ij(Ej).
Let this data satisfy the conditions:
(i) X =
⋃
i∈I Xˆi;
(ii) if i < j in I then (eij)∗ : IsoVij ([v]) → IsoVj (eij,top([v])) is an isomor-
phism for all [v] ∈ Vij,top, and eˆij ◦si|Vij = e
∗
ij(sj)◦ ιij where ιij : OVij →
e∗ij(OVj ) is the natural isomorphism, and ψi(si|
−1
Vij
(0)) = Xˆi ∩ Xˆj , and
ψi|si|−1Vij (0)
= ψj ◦ eij,top|si|−1Vij (0)
, and if [vi] ∈ Vij,top with si(vi) = 0 and
[vj ] = eij,top([vi]) then the following sequence is exact:
0 // TviVi
dsi(vi)⊕ deij(vi) // E i|vi⊕TvjVj
eˆij(vi)⊕−dsj(vj)// E j |vj // 0;
(iii) if i < j < k in I then there exists a 2-morphism ηijk : ejk ◦eij|Vik∩e−1ij (Vjk)
⇒ eik|Vik∩e−1ij (Vjk)
in Orbc with
eˆik|Vik∩e−1ij (Vjk)
=η∗ijk(Ek)◦Ieij ,ejk (Ek)
−1◦eij|
∗
Vik∩e
−1
ij (Vjk)
(eˆjk)◦eˆij |Vik∩e−1ij (Vjk)
.
Note that ηijk is unique by the corners analogue of Proposition 9.5(ii).
Then there exist a d-orbifold with corners X with vdimX = n and underlying
topological space Xtop ∼= X, and a 1-morphism ψi : SVi,Ei,si → X in dOrb
c
with underlying continuous map ψi which is an equivalence with the open d-
suborbifold Xˆi ⊆ X corresponding to Xˆi ⊆ X for all i ∈ I, such that for all
i < j in I there exists a 2-morphism ηij : ψj ◦ Seij ,eˆij ⇒ ψi ◦ iVij ,Vi , where
Seij ,eˆij : SVij ,Ei|Vij ,si|Vij → SVj ,Ej ,sj and iVij ,Vi : SVij ,Ei|Vij ,si|Vij → SVi,Ei,si
are as in Examples 14.5–14.6. This X is unique up to equivalence in dOrbc.
Suppose also that Y is an effective orbifold with corners, and gi : Vi → Y are
submersions for all i ∈ I, and there are 2-morphisms ζij : gj ◦ eij ⇒ gi|Vij in
Orbc for all i < j in I. Then there exist a 1-morphism h : X → Y in dOrbc
unique up to 2-isomorphism, where Y = FdOrb
c
Orbc (Y) = SY,0,0, and 2-morphisms
ζi : h ◦ψi ⇒ Sgi,0 for all i ∈ I.
Theorem 14.11. Suppose we are given the following data:
(a) an integer n;
(b) a Hausdorff, second countable topological space X ;
(c) an indexing set I, and a total order < on I;
(d) for each i in I, a manifold with corners Vi, a vector bundle Ei → Vi with
dimVi − rankEi = n, a finite group Γi, smooth, locally effective actions
ri(γ) : Vi → Vi, rˆi(γ) : Ei → r(γ)∗(Ei) of Γi on Vi, Ei for γ ∈ Γi,
a smooth, Γi-equivariant section si : Vi → Ei, and a homeomorphism
ψi : Xi → Xˆi, where Xi = {vi ∈ Vi : si(vi) = 0}/Γi and Xˆi ⊆ X is an
open set; and
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(e) for all i < j in I, an open submanifold Vij ⊆ Vi, invariant under Γi, a
group morphism ρij : Γi → Γj, a simple, flat, smooth map eij : Vij → Vj ,
and a morphism of vector bundles eˆij : Ei|Vij → e
∗
ij(Ej).
Let this data satisfy the conditions:
(i) X =
⋃
i∈I Xˆi;
(ii) if i < j in I then eˆij ◦ si|Vij = e
∗
ij(sj) +O(s
2
i ), and for all γ ∈ Γ we have
eij ◦ ri(γ) = rj(ρij(γ)) ◦ eij : Vij −→ Vj ,
ri(γ)
∗(eˆij) ◦ rˆi(γ) = e
∗
ij(rˆj(ρij(γ))) ◦ eˆij : Ei|Vij −→ (eij ◦ ri(γ))
∗(Ej),
and ψi(Xi∩ (Vij/Γi)) = Xˆi∩ Xˆj , and ψi|Xi∩Vij/Γi = ψj ◦ (eij)∗|Xi∩Vij/Γj ,
and if vi ∈ Vij with si(vi) = 0 and vj = eij(vi) then ρ|StabΓi (vi) :
StabΓi(vi) → StabΓj (vj) is an isomorphism, and the following sequence
of vector spaces is exact:
0 // TviVi
dsi(vi)⊕ deij(vi) // Ei|vi⊕TvjVj
eˆij(vi)⊕−dsj(vj) // Ej |vj // 0;
(iii) if i < j < k in I then there exists γijk ∈ Γk satisfying
ρik(γ) = γijk ρjk(ρij(γ)) γ
−1
ijk for all γ ∈ Γi,
eik|Vik∩e−1ij (Vjk)
= rk(γijk) ◦ ejk ◦ eij |Vik∩e−1ij (Vjk)
, and
eˆik|Vik∩e−1ij (Vjk)
=
(
e∗ij(e
∗
jk(rˆk(γijk))) ◦ e
∗
ij(eˆjk) ◦ eˆij
)
|Vik∩e−1ij (Vjk)
.
Then there exist a d-orbifold with corners X with vdimX = n and underlying
topological space Xtop ∼= X, and a 1-morphism ψi : [SVi,Ei,si/Γi]→ X in dOrb
c
with underlying continuous map ψi which is an equivalence with the open d-
suborbifold Xˆi ⊆ X corresponding to Xˆi ⊆ X for all i ∈ I, such that for all
i < j in I there exists a 2-morphism ηij : ψj ◦ [Seij ,eˆij , ρij ]⇒ ψi ◦ [iVij ,Vi , idΓi ],
where [Seij ,eˆij , ρij ] : [SVij ,Ei|Vij ,si|Vij /Γi] → [SVj ,Ej,sj/Γj] and [iVij ,Vi , idΓi ] :
[SVij ,Ei|Vij ,si|Vij /Γi]→ [SVi,Ei,si/Γj] combine the notation of Examples 7.3–7.4
and §13.2. This X is unique up to equivalence in dOrbc.
Suppose also that Y is a manifold with corners, and gi : Vi → Y are smooth
maps for all i ∈ I with gi ◦ ri(γ) = gi for all γ ∈ Γi, and gj ◦ eij = gi|Vij for
all i < j in I. Then there exist a 1-morphism h : X → Y in dOrbc unique
up to 2-isomorphism, where Y = FdOrb
c
Manc (Y ) = [SY,0,0/{1}], and 2-morphisms
ζi : h ◦ ψi ⇒ [Sgi,0, π{1}] for all i ∈ I. Here [Sgi,0, π{1}] : [SVi,Ei,si/Γi] →
[SY,0,0/{1}] = Y with gˆi = 0 and ρ = π{1} : Γi → {1}.
We can use Theorems 14.10 and 14.11 to prove the existence of d-orbifold
with corners structures on spaces coming from other areas of geometry, such as
moduli spaces of J-holomorphic curves.
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14.4 Submersions, immersions and embeddings
In [35, §12.4] we extend §7.4 and §11.4 to d-orbifolds with corners.
Definition 14.12. Let f : X → Y be a 1-morphism in dOrbc. Then T ∗X
and f∗(T ∗Y) are virtual vector bundles on X of ranks vdimX, vdimY, and
Ωf : f
∗(T ∗Y) → T ∗X is a 1-morphism in vvect(X ), as in Remark 11.1 and
Definition 14.1. ‘Weakly injective’, . . . , below are as in Definition 11.15.
(a) We call f a w-submersion if f is semisimple and flat and Ωf is weakly
injective. We call f an sw-submersion if it is also simple.
(b) We call f a submersion if f is semisimple and flat and ΩC(f) is injective,
for C(f ) as in §13.5. We call f an s-submersion if it is also simple.
(c) We call f a w-immersion if f : X →Y is representable and Ωf is weakly
surjective. We call f an sw-immersion, or sfw-immersion, if f is also
simple, or simple and flat.
(d) We call f an immersion if f : X → Y is representable and ΩCˆ(f) is
surjective, for Cˆ(f ) as in §13.5. We call f an s-immersion if f is also
simple, and an sf-immersion if f is also simple and flat.
(e) We call f a w-embedding, sw-embedding, sfw-embedding, embedding, s-
embedding, or sf-embedding, if f is a w-immersion, . . . , sf-immersion, re-
spectively, and f∗ : IsoX ([x]) → IsoY(ftop([x])) is an isomorphism for all
[x] ∈ Xtop, and ftop : Xtop → Ytop is a homeomorphism with its image, so
in particular ftop is injective.
Parts (c)–(e) enable us to define d-suborbifolds X of a d-orbifold with corners
Y. Open d-suborbifolds are open d-substacks X in Y. For more general d-
suborbifolds, we call f : X → Y a w-immersed, sw-immersed, sfw-immersed,
immersed, s-immersed, sf-immersed, w-embedded, sw-embedded, sfw-embedded,
embedded, s-embedded, or sf-embedded suborbifold of Y if X,Y are d-orbifolds
with corners and f is a w-immersion, . . . , sf-embedding, respectively.
Theorem 7.12 in §7.4 holds with orbifolds and d-orbifolds with corners in
place of manifolds and d-manifolds with corners, except part (v), when we need
also to assume f : X → Y representable to deduce f is e´tale, and part (x),
which is false for d-orbifolds with corners (in the Zariski topology, at least).
14.5 Bd-transversality and fibre products
In [35, §12.5] we generalize §7.5 and §11.5 to dOrbc. Here are the analogues of
Definition 7.13 and Theorems 7.14–7.17.
Definition 14.13. Let X,Y,Z be d-orbifolds with corners and g : X → Z,
h : Y → Z be 1-morphisms. We call g,h bd-transverse if they are both b-
transverse in dStac in the sense of Definition 13.9, and d-transverse in the sense
of Definition 11.16. We call g,h cd-transverse if they are both c-transverse in
dStac in the sense of Definition 13.9, and d-transverse. As in §13.6, c-transverse
implies b-transverse, so cd-transverse implies bd-transverse.
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Theorem 14.14. Suppose X,Y,Z are d-orbifolds with corners and g : X→ Z,
h : Y→ Z are bd-transverse 1-morphisms, and let W = X×g,Z,h Y be the fibre
product in dStac, which exists by Theorem 13.11(a) as g,h are b-transverse.
Then W is a d-orbifold with corners, with
vdimW = vdimX+ vdimY− vdimZ. (14.1)
Hence, all bd-transverse fibre products exist in dOrbc.
Theorem 14.15. Suppose g : X → Z and h : Y → Z are 1-morphisms in
dOrbc. The following are sufficient conditions for g,h to be cd-transverse, and
hence bd-transverse, so that W = X ×g,Z,h Y is a d-orbifold with corners of
virtual dimension (14.1):
(a) Z is an orbifold without boundary, that is, Z ∈ O¯rb; or
(b) g or h is a w-submersion.
Theorem 14.16. Let X,Y,Z be d-orbifolds with corners with Y an orbifold,
and g : X → Z, h : Y → Z be 1-morphisms with g a submersion. Then
W = X×g,Z,h Y is an orbifold, with dimW = vdimX+ dimY− vdimZ.
Theorem 14.17. (i) Let ρ : G→ H be an injective morphism of finite groups,
and H act linearly on Rn preserving [0,∞)k×Rn−k. Then §13.2 gives a quotient
1-morphism [0, ρ] : [∗/G] →
[
[0,∞)k ×Rn−k/H
]
in dOrbc. Suppose X is a
d-orbifold with corners and g : X→
[
[0,∞)k ×Rn−k/H
]
is a semisimple, flat
1-morphism in dOrbc. Then the fibre product W = X×g,[[0,∞)k×Rn−k/H],[0,ρ]
[∗/G] exists in dOrbc. The projection piX : W → X is an s-immersion, and
an s-embedding if ρ is an isomorphism.
When k = 0, any 1-morphism g : X → [Rn/H ] is semisimple and flat, and
piX : W→X is an sf-immersion, and an sf-embedding if ρ is an isomorphism.
(ii) Suppose f : X → Y is an s-immersion of d-orbifolds with corners, and
[x] ∈ Xtop with ftop([x]) = [y] ∈ Ytop. Write ρ : G → H for f∗ : IsoX ([x]) →
IsoY([y]). Then ρ is injective, and there exist open neighbourhoods U ⊆ X
and V ⊆ Y of [x], [y] with f (U) ⊆ V, a linear action of H on Rn preserving
[0,∞)k × Rn−k ⊆ Rn where n = vdimY − vdimX > 0 and 0 6 k 6 n, and a
1-morphism g : V →
[
[0,∞)k × Rn−k/H
]
with gtop([y]) = [0], fitting into a
2-Cartesian square in dOrbc :
U
f |U
//
✙ ✙✙ ✙
HP
[∗/G]
[0,ρ] 
V
g // [[0,∞)k ×Rn−k/H].
If f is an sf-immersion then k = 0. If f is an s- or sf-embedding then ρ is an
isomorphism, and we may take U = f−1(V).
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14.6 Embedding d-orbifolds with corners into orbifolds
Section 4.7 discussed embeddings of d-manifolds X into manifolds Y . Our two
main results were Theorem 4.29, which gave necessary and sufficient conditions
on X for existence of embeddings f : X →֒ Rn for n ≫ 0, and Theorem 4.32,
which showed that if an embedding f :X →֒ Y exists with X a d-manifold and
Y = FdManMan (Y ), then X ≃ SV,E,s for open V ⊆ Y .
Section 7.6 generalized §4.7 to d-manifolds with corners, requiring f : X →֒
Y to be an sf-embedding for the analogue of Theorem 4.32. Section 11.6 ex-
plained that while Theorem 4.32 generalizes to d-orbifolds, we do not have a
good d-orbifold generalization of Theorem 4.29. Thus, we do not have a useful
necessary and sufficient criterion for when a d-orbifold is principal.
As in [35, §12.6], the situation is the same for d-orbifolds with corners as for
d-orbifolds. Here is the analogue of Theorem 4.32:
Theorem 14.18. Suppose X is a d-orbifold with corners, Y an orbifold with
corners, and f : X → Y an sf-embedding, in the sense of §14.4. Then there
exist an open suborbifold V ⊆ Y with f(X) ⊆ V, a vector bundle E on V, and a
section s ∈ C∞(E) fitting into a 2-Cartesian diagram in dOrbc :
X
f
//
f ✕✕✕✕
FN V
0 
V
s // E,
where Y,V,E, s,0 = FdOrb
c
Orbc
(
Y,V,Totc(E),Totc(s),Totc(0)
)
, in the notation of
§12.1. Thus X is equivalent to the ‘standard model’ SV,E,s of Example 14.5, and
is a principal d-orbifold with corners.
Again, in contrast to d-manifolds with corners, the author does not know
useful necessary and sufficient conditions for when a d-orbifold with corners ad-
mits an sf-embedding into an orbifold, or is a principal d-orbifold with corners.
14.7 Orientations on d-orbifolds with corners
Section 4.8 discussed orientations on d-manifolds. This was extended to d-
manifolds with corners in §7.7, and to d-orbifolds in §11.7. As in [35, §12.7], all
this generalizes easily to d-orbifolds with corners, so we will give few details.
IfX is a d-orbifold with corners, the virtual cotangent bundle T ∗X is a virtual
vector bundle on X . We define an orientation ω on X to be an orientation on
the orientation line bundle LT∗X. The analogues of Example 4.36, Theorem
4.37, Proposition 4.38, Theorem 7.25, and Propositions 7.26 and 7.27 all hold
for d-orbifolds with corners.
14.8 Orbifold strata of d-orbifolds with corners
Sections 8.7, 9.2, 11.8, 12.5, and 13.7 discussed orbifold strata for Deligne–
Mumford C∞-stacks, orbifolds, d-orbifolds, orbifolds with corners, and d-stacks
with corners. In [35, §12.8] we extend this to d-orbifolds with corners.
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Let X be a d-orbifold with corners and Γ a finite group, so that §13.7 gives
orbifold strata XΓ, X˜Γ, XˆΓ,XΓ◦ , X˜
Γ
◦ , Xˆ
Γ
◦ , which are d-stacks with corners. Use
the notation ΛΓ,ΛΓ/Aut(Γ) of Definition 9.7. Exactly as in the d-orbifold case
in §11.8, there are natural decompositions
X
Γ =
∐
λ∈ΛΓ X
Γ,λ, X˜Γ =
∐
µ∈ΛΓ/Aut(Γ) X˜
Γ,µ, XˆΓ =
∐
µ∈ΛΓ/Aut(Γ) Xˆ
Γ,µ,
X
Γ
◦ =
∐
λ∈ΛΓ X
Γ,λ
◦ , X˜
Γ
◦ =
∐
µ∈ΛΓ/Aut(Γ) X˜
Γ,µ
◦ , Xˆ
Γ
◦ =
∐
µ∈ΛΓ/Aut(Γ) Xˆ
Γ,µ
◦ ,
where XΓ,λ, . . . , X˜Γ,µ◦ are d-orbifolds with corners with vdimX
Γ,λ = vdimXΓ,λ◦
= vdimX− dimλ and vdim X˜Γ,µ = · · · = vdim XˆΓ,µ◦ = vdimX− dimµ.
The analogue of Proposition 11.23 on orientations of orbifold strata XΓ,λ,
. . . , XˆΓ,µ◦ for oriented d-orbifolds X also holds for d-orbifolds with corners. In
an analogue of Corollary 12.17, we can relate boundaries of orbifold strata to
orbifold strata of boundaries:
Proposition 14.19. Let X be a d-orbifold with corners, and Γ a finite group.
Then Corollary 13.15 gives 1-morphisms JΓ(X) : (∂X)Γ → ∂(XΓ), J˜Γ(X) :˜(∂X)Γ → ∂(X˜Γ), JˆΓ(X) : ̂(∂X)Γ → ∂(XˆΓ) in dOˇrbc, which are equivalences
with open and closed subobjects in ∂(XΓ), ∂(X˜Γ), ∂(XˆΓ).
These restrict to 1-morphisms JΓ,λ(X) : (∂X)Γ,λ → ∂(XΓ,λ) in dOrbc for
λ ∈ ΛΓ and J˜Γ,µ(X) : ˜(∂X)Γ,µ → ∂(X˜Γ,µ), JˆΓ,µ(X) : ̂(∂X)Γ,µ → ∂(XˆΓ,µ) for
µ ∈ ΛΓ/Aut(Λ), which are equivalences with open and closed d-suborbifolds.
Hence, if XΓ,λ = ∅ then (∂X)Γ,λ = ∅, and similarly for X˜Γ,µ, XˆΓ,µ.
Now suppose X is straight, in the sense of §13.7, for instance X could be
a d-orbifold with boundary. Then JΓ(X), . . . , JˆΓ,µ(X) are equivalences, so that
(∂X)Γ ≃ ∂(XΓ), (∂X)Γ,λ ≃ ∂(XΓ,λ), and so on.
14.9 Kuranishi neighbourhoods, good coordinate systems
Section 11.9 defined type A Kuranishi neighbourhoods, coordinate changes, and
good coordinate systems, on d-orbifolds. In [35, §12.9] we generalize these to
d-orbifolds with corners. The definitions in the corners case are obtained by re-
placingMan,Orb,dMan,dOrb byManc,Orbc,dManc,dOrbc throughout,
and making a few other easy changes such as taking the eij to be sf-embeddings
in Definitions 11.25(c). For brevity we will not write the definitions out again,
but just indicate the differences.
Definition 14.20. Let X be a d-orbifold with corners. Define a type A Kuran-
ishi neighbourhood (V,E,Γ, s,ψ) on X following Definition 11.24, but taking V
to be a manifold with corners, and defining the principal d-orbifold with corners
[SV,E,s/Γ] by combining Example 7.3 and §13.2, as in §14.2.
If (Vi, Ei,Γi, si,ψi), (Vj , Ej ,Γj, sj ,ψj) are type A Kuranishi neighbourhoods
on X with ∅ 6= ψi([SVi,Ei,si/Γi])∩ψj([SVj ,Ej ,sj/Γj]) ⊆ X, define a type A coor-
dinate change (Vij , eij , eˆij , ρij ,ηij) from (Vi, Ei,Γi, si,ψi) to (Vj , Ej ,Γj , sj ,ψj)
following Definition 11.25, but taking eij : Vij → Vj to be an sf-embedding of
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manifolds with corners, and defining the quotient 1-morphism [Seij ,eˆij , ρij ] by
combining Example 7.4 and §13.2, as in §14.2.
Define a type A good coordinate system on X following Definition 11.26,
defining quotient 2-morphisms ηijk = [0, γijk] in (d) using §13.2. Let Y be a
manifold with corners, and h : X → Y a 1-morphism in dOrbc, where Y =
FdOrb
c
Manc (Y ). Define a type A good coordinate system for h : X → Y following
Definition 11.26.
Here is the analogue of Theorem 11.27. It is proved in [35, App. D].
Theorem 14.21. Suppose X is a d-orbifold with corners. Then there exists a
type A good coordinate system
(
I,<,(Vi,Ei,Γi,si,ψi),(Vij ,eij ,eˆij ,ρij ,ηij),γijk
)
for X, in the sense of Definition 14.20. If X is compact, we may take I
to be finite. If {Uj : j ∈ J} is an open cover of X, we may take Xi =
ψi([SVi,Ei,si/Γi]) ⊆ Uji for each i ∈ I and some ji ∈ J . If X is a d-orbifold
with boundary, we may take the Vi to be manifolds with boundary.
Now let Y be a manifold with corners and h : X → Y = FdOrb
c
Manc (Y ) a
semisimple, flat 1-morphism in dOrbc. Then all the above extends to type A
good coordinate systems for h : X→ Y, and we may take the gi : Vi → Y to be
submersions in Manc.
We can regard Theorem 14.21 as a kind of converse to Theorem 14.11. Note
that we make the extra assumption that h is semisimple and flat in the last
part. This happens automatically if Y is without boundary. Since submersions
in Manc are automatically semisimple and flat, h being semisimple and flat
is a necessary condition for the gi : Vi → Y to be submersions. In [35, §12.9]
we also give ‘type B’ versions of Definition 14.20 and Theorem 14.21 using the
‘standard model’ d-orbifolds with corners SV,E,s and 1-morphisms Seij ,eˆij of
Examples 14.5–14.6 instead of [SVi,Ei,si/Γi] and [Seij ,eˆij , ρij ].
14.10 Semieffective and effective d-orbifolds with corners
Section 11.10 discussed semieffective and effective d-orbifolds. As in [35, §12.10],
all this material extends to d-orbifolds with corners essentially unchanged. We
define semieffective and effective d-orbifolds with corners X following Definition
11.28. The analogues of Proposition 11.29 and the rest of §11.9 then hold, with
(d-)orbifolds replaced by (d-)orbifolds with corners throughout.
Proposition 14.22. Let X be an effective (or semieffective) d-orbifold with
corners. Then ∂kX is also effective (or semieffective), for all k > 0.
However, X (semi)effective does not imply Ck(X) (semi)effective.
15 D-manifold and d-orbifold bordism
In [35, Chap. 13] we discuss bordism groups of manifolds and orbifolds, defined
using manifolds, d-manifolds, orbifolds, and d-orbifolds. We can use these to
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prove that compact, oriented d-manifolds admit virtual cycles, and so can be
used in enumerative invariant problems. The same applies for compact, oriented
d-orbifolds, although the direct proof using bordism no longer works.
15.1 Classical bordism groups for manifolds
In [35, §13.1] we review background material on bordism from the literature.
Classical bordism groups MSOk(Y ) were defined by Atiyah [5] for topological
spaces Y , using continuous maps f : X → Y forX a compact, oriented manifold.
Conner [15, §I] gives a good introduction. We define bordism Bk(Y ) only for
manifolds Y , using smooth f : X → Y , following Conner’s differential bordism
groups [15, §I.9]. By [15, Th. I.9.1], the natural projection Bk(Y )→MSOk(Y )
is an isomorphism, so our notion of bordism agrees with the usual definition.
Definition 15.1. Let Y be a manifold without boundary, and k ∈ Z. Consider
pairs (X, f), where X is a compact, oriented manifold without boundary with
dimX = k, and f : X → Y is a smooth map. Define an equivalence relation ∼
on such pairs by (X, f) ∼ (X ′, f ′) if there exists a compact, oriented (k + 1)-
manifold with boundary W , a smooth map e : W → Y , and a diffeomorphism
of oriented manifolds j : −X ∐X ′ → ∂W , such that f ∐ f ′ = e ◦ iW ◦ j, where
−X is X with the opposite orientation.
Write [X, f ] for the ∼-equivalence class (bordism class) of a pair (X, f). For
each k ∈ Z, define the kth bordism group Bk(Y ) of Y to be the set of all such
bordism classes [X, f ] with dimX = k. We give Bk(Y ) the structure of an
abelian group, with zero element 0Y = [∅, ∅], and addition given by [X, f ] +
[X ′, f ′] = [X ∐X ′, f ∐ f ′], and additive inverses −[X, f ] = [−X, f ].
Define Πhombo : Bk(Y ) → Hk(Y ;Z) by Π
hom
bo : [X, f ] 7→ f∗([X ]), where
H∗(−;Z) is singular homology, and [X ] ∈ Hk(X ;Z) is the fundamental class.
If Y is oriented and of dimension n, there is a biadditive, associative, super-
commutative intersection product • : Bk(Y )×Bl(Y )→ Bk+l−n(Y ), such that if
[X, f ], [X ′, f ′] are classes in B∗(Y ), with f, f
′ transverse, then the fibre product
X ×f,Y,f ′ X ′ exists as a compact oriented manifold, and
[X, f ] • [X ′, f ′] = [X ×f,Y,f ′ X
′, f ◦ πX ].
As in [15, §I.5], bordism is a generalized homology theory. Results of Thom,
Wall and others in [15, §I.2] compute the bordism groups Bk(∗) of the point ∗.
This partially determines the bordism groups of general manifolds Y , as there
is a spectral sequence Hi
(
Y ;Bj(∗)
)
⇒ Bi+j(Y ).
15.2 D-manifold bordism groups
In [35, §13.2] we define d-manifold bordism by replacing manifolds X in pairs
[X, f ] in §15.1 by d-manifolds X. For simplicity, we identify the 2-category
dMan of d-manifolds X in §4.1, and the 2-subcategory dM¯an of d-manifolds
without boundary X = (X ,∅,∅,∅) in dManc in §7.1, writing both as X.
141
Definition 15.2. Let Y be a manifold without boundary, and k ∈ Z. Consider
pairs (X ,f), where X ∈ dMan is a compact, oriented d-manifold without
boundary with vdimX = k, and f : X → Y is a 1-morphism in dMan,
where Y = FdManMan (Y ).
Define an equivalence relation ∼ between such pairs by (X ,f) ∼ (X ′,f ′) if
there exists a compact, oriented d-manifold with boundary W with vdimW =
k + 1, a 1-morphism e : W → Y in dManb, an equivalence of oriented d-
manifolds j : −X ∐X ′ → ∂W, and a 2-morphism η : f ∐ f ′ ⇒ e ◦ iW ◦ j.
Write [X ,f ] for the ∼-equivalence class (d-bordism class) of a pair (X,f ).
For each k ∈ Z, define the kth d-manifold bordism group, or d-bordism group,
dBk(Y ) of Y to be the set of all such d-bordism classes [X,f ] with vdimX = k.
As for Bk(Y ), we give dBk(Y ) the structure of an abelian group, with zero
element 0Y = [∅,∅], addition [X,f ] + [X
′,f ′] = [X ∐X ′,f ∐ f ′], and additive
inverses −[X,f ] = [−X,f ].
If Y is oriented and of dimension n, we define a biadditive, associative,
supercommutative intersection product • : dBk(Y )× dBl(Y )→ dBk+l−n(Y ) by
[X,f ] • [X ′,f ′] = [X ×f ,Y ,f ′ X
′,f ◦ piX ]. (15.1)
HereX×f ,Y ,f ′X
′ exists as a d-manifold by Theorem 4.23(a), and is oriented by
Theorem 4.37. Note that we do not need to restrict to [X, f ], [X ′, f ′] with f, f ′
transverse as in Definition 15.1. Define a morphism Πdbobo : Bk(Y ) → dBk(Y )
for k > 0 by Πdbobo : [X, f ] 7→
[
FdManMan (X), F
dMan
Man (f)
]
.
In [35, §13.2] we prove that B∗(Y ) and dB∗(Y ) are isomorphic. See Spivak
[53, Th. 2.6] for the analogous result for Spivak’s derived manifolds.
Theorem 15.3. For any manifold Y, we have dBk(Y ) = 0 for k < 0, and
Πdbobo : Bk(Y ) → dBk(Y ) is an isomorphism for k > 0. When Y is oriented,
Πdbobo identifies the intersection products • on B∗(Y ) and dB∗(Y ).
Here is the main idea in the proof of Theorem 15.3. Let [X ,f ] ∈ dBk(Y ).
By Corollary 4.31 there exists an embedding g : X → Rn for n ≫ 0. Then
the direct product (f , g) : X → Y ×Rn is also an embedding. Theorem 4.32
shows that there exist an open set V ⊆ Y × Rn, a vector bundle E → V
and s ∈ C∞(E) such that X ≃ SV,E,s. Let s˜ ∈ C∞(E) be a small, generic
perturbation of s. As s˜ is generic, the graph of s˜ in E intersects the zero section
transversely. Hence X˜ = s˜−1(0) is a k-manifold for k > 0, which is compact
and oriented for s˜ − s small, and X˜ = ∅ for k < 0. Set f˜ = πY |X˜ : X˜ → Y .
Then Πdbobo
(
[X˜, f˜ ]
)
= [X,f ], so that Πdbobo is surjective. A similar argument for
W, e in Definition 15.2 shows that Πdbobo is injective.
Theorem 15.3 implies that we may define projections
Πhomdbo : dBk(Y ) −→ Hk(Y ;Z) by Π
hom
dbo = Π
hom
bo ◦ (Π
dbo
bo )
−1. (15.2)
We think of Πhomdbo as a virtual class map. Virtual classes (or virtual cycles, or
virtual chains) are used in several areas of geometry to construct enumerative
invariants using moduli spaces. In algebraic geometry, Behrend and Fantechi [8]
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construct virtual classes for schemes with obstruction theories. In symplectic
geometry, there are many versions — see for example Fukaya et al. [20, §6], [19,
§A1], Hofer et al. [25], and McDuff [44].
The main message we want to draw from this is that compact oriented d-
manifolds admit virtual classes (or virtual cycles, or virtual chains, as appropri-
ate). Thus, we can use d-manifolds (and d-orbifolds) as the geometric structure
on moduli spaces in enumerative invariant problems such as Gromov–Witten
invariants, Lagrangian Floer cohomology, Donaldson–Thomas invariants, . . . ,
as this structure is strong enough to contain all the ‘counting’ information.
15.3 Classical bordism for orbifolds
In [35, §13.3] we generalize §15.1 to orbifolds. Here we will be brief, much more
information is given in [35, §13.3]. We use the notation of §9 on orbifolds Orb
and §12 on orbifolds with boundary Orbb freely. For simplicity we do not
distinguish between the 2-categories Orb in §9.1 and O˙rb in §12.1.
Definition 15.4. Let Y be an orbifold, and k ∈ Z. Consider pairs (X , f), where
X is a compact, oriented orbifold (without boundary) with dimX = k, and
f : X → Y is a 1-morphism in Orb. Define an equivalence relation ∼ between
such pairs by (X , f) ∼ (X ′, f ′) if there exists a compact, oriented (k+1)-orbifold
with boundary W, a 1-morphism e : W→ Y in Orbb, an orientation-preserving
equivalence j : −X ∐ X ′ → ∂W, and a 2-morphism η : f ∐ f ′ ⇒ e ◦ iW ◦ j
in Orbb.
Write [X , f ] for the ∼-equivalence class (bordism class) of a pair (X , f). For
each k ∈ Z, define the kth orbifold bordism group Borbk (Y) of Y to be the set of
all such bordism classes [X , f ] with dimX = k. It is an abelian group, with zero
0Y = [∅, ∅], addition [X , f ] + [X ′, f ′] = [X ∐ X ′, f ∐ f ′], and additive inverses
−[X , f ] = [−X , f ]. If k < 0 then Borbk (Y) = 0.
Define effective orbifold bordism Beffk (Y) in the same way, but requiring both
orbifolds X and orbifolds with boundary W to be effective (as in §9.1 and §12.1)
in pairs (X , f) and the definition of ∼.
If Y is an orbifold, define group morphisms
Πorbeff : B
eff
k (Y) −→ B
orb
k (Y), Π
hom
orb : B
orb
k (Y) −→ Hk(Ytop;Q)
and Πhomeff : B
eff
k (Y) −→ Hk(Ytop;Z)
by Πorbeff : [X , f ] 7→ [X , f ] and Π
hom
orb ,Π
hom
eff : [X , f ] 7→ (ftop)∗([X ]), where [X ]
is the fundamental class of the compact, oriented k-orbifold X , which lies in
Hk(Xtop;Q) for general X , and in Hk(Xtop;Z) for effective X . The morphisms
Πorbeff : B
eff
k (Y)→ B
orb
k (Y) are injective.
Suppose Y is an oriented orbifold of dimension n which is a manifold, that
is, the orbifold groups IsoY([y]) are trivial for all [y] ∈ Ytop. Define biadditive,
associative, supercommutative intersection products • : Borbk (Y) × B
orb
l (Y) →
Borbk+l−n(Y) and • : B
eff
k (Y) × B
eff
l (Y) → B
eff
k+l−n(Y) as follows. Given classes
[X , f ], [X ′, f ′], we perturb f, f ′ in their bordism classes to make f : X → Y and
143
f ′ : X ′ → Y transverse 1-morphisms, and then as in (15.1) we set
[X , f ] • [X ′, f ′] = [X ×f,Y,f ′ X
′, f ◦ πX ].
If Y is not a manifold then f, f ′ may not admit transverse perturbations.
Again, orbifold bordism is a generalized homology theory. Results of Dr-
uschel [16, 17] and Angel [2–4] give a complete description of the rational ef-
fective orbifold bordism ring Beff∗ (∗) ⊗Z Q when Y is the point ∗, and some
information on the full ring Beff∗ (∗). It is much more complicated than bordism
B∗(∗) for manifolds in §15.1, because of contributions from orbifold strata.
As in §9.2, if X is an orbifold and Γ a finite group then we may define orbifold
strata XΓ,λ for λ ∈ ΛΓ+ and X˜
Γ,µ for µ ∈ ΛΓ+/Aut(Γ), which are orbifolds, with
proper 1-morphisms OΓ,λ(X ) : XΓ,λ → X and O˜Γ,µ(X ) : X˜Γ,µ → X . Hence,
if X is compact then XΓ,λ, X˜Γ,µ are compact. If X is oriented then under
extra conditions on Γ, λ, µ, which hold automatically for XΓ,λ if |Γ| is odd, we
can define natural orientations on XΓ,λ, X˜ Γ,µ. Using these ideas, under the
assumptions on Γ, λ, µ needed to orient XΓ,λ, X˜ Γ,µ we define morphisms
ΠΓ,λorb : B
orb
k (Y)→ B
orb
k−dimλ(Y) by Π
Γ,λ
orb : [X , f ] 7→ [X
Γ,λ, f ◦OΓ,λ(X )], (15.3)
Π˜Γ,µorb : B
orb
k (Y)→ B
orb
k−dimµ(Y) by Π˜
Γ,µ
orb : [X , f ] 7→ [X˜
Γ,µ, f ◦ O˜Γ,µ(X )]. (15.4)
One moral is that orbifold bordism groups Borb∗ (Y), B
eff
∗ (Y) are generally
much bigger than manifold bordism groups B∗(Y ), because in elements [X , f ]
of orbifold bordism groups, extra information is contained in the orbifold strata
of X . The morphisms ΠΓ,λorb , Π˜
Γ,µ
orb recover some of this extra information.
15.4 Bordism for d-orbifolds
In [35, §13.4] we combine the ideas of §15.2 and §15.3 to define bordism for d-
orbifolds. For simplicity we do not distinguish between the 2-categories dOrb
in §11.1 and dO¯rb ⊂ dOrbc in §14.1.
Definition 15.5. Let Y be an orbifold, and k ∈ Z. Consider pairs (X ,f ),
where X ∈ dOrb is a compact, oriented d-orbifold without boundary with
vdimX = k, and f : X → Y is a 1-morphism in dOrb, where Y = FdOrbOrb (Y).
Define an equivalence relation ∼ between such pairs by (X ,f) ∼ (X ′,f ′) if
there exists a compact, oriented d-orbifold with boundary W with vdimW =
k+1, a 1-morphism e : W→ Y in dOrbb, an equivalence of oriented d-orbifolds
j : −X ∐X ′ → ∂W, and a 2-morphism η : f ∐ f ′ ⇒ e ◦ iW ◦ j.
Write [X ,f ] for the ∼-equivalence class (d-bordism class) of a pair (X ,f ).
For each k ∈ Z, define the kth d-orbifold bordism group dBorbk (Y) of Y to be the
set of all such d-bordism classes [X ,f ] with vdimX = k. We give dBorbk (Y) the
structure of an abelian group, with zero element 0Y = [∅,∅], addition [X ,f ] +
[X ′,f ′] = [X ∐X ′,f ∐ f ′], and additive inverses −[X ,f ] = [−X ,f ].
Similarly, define the semieffective d-orbifold bordism group dBsefk (Y) and the
effective d-orbifold bordism group dBeffk (Y) as above, but taking X and W to
be semieffective, or effective, respectively, in the sense of §11.10 and §14.10.
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If Y is oriented and of dimension n, we define a biadditive, associative, su-
percommutative intersection product • : dBorbk (Y)×dB
orb
l (Y)→dB
orb
k+l−n(Y) by
[X ,f ] • [X ′,f ′] = [X ×f ,Y,f ′ X
′,f ◦ piX ],
as in (15.1). Here X ×f ,Y,f ′ X
′ exists in dOrb by Theorem 11.18(a), and is
oriented by the d-orbifold analogue of Theorem 4.37.
If Y is an orbifold, define group morphisms
Πseforb : B
orb
k (Y) −→ dB
sef
k (Y), Π
deff
eff : B
eff
k (Y) −→ dB
eff
k (Y),
Πsefdeff : dB
eff
k (Y) −→ dB
sef
k (Y), Π
dorb
deff : dB
eff
k (Y) −→ dB
orb
k (Y),
and Πdorbsef : dB
sef
k (Y) −→ dB
orb
k (Y)
(15.5)
by Πseforb,Π
deff
eff : [X , f ] 7→ [X ,f ], where X ,f = F
dOrb
Orb (X , f), and Π
sef
deff ,Π
dorb
deff ,
Πdorbsef : [X ,f ] 7→ [X ,f ].
Here is the main result of [35, §13.4], an orbifold analogue of Theorem 15.3.
The key idea is that semieffective (or effective) d-orbifoldsX can be perturbed to
(effective) orbifolds, as in §11.10; to make this rigorous, we use good coordinate
systems on X , as in §11.9.
Theorem 15.6. For any orbifold Y, the maps Πseforb : B
orb
k (Y)→ dB
sef
k (Y) and
Πdeffeff : B
eff
k (Y)→ dB
eff
k (Y) in (15.5) are isomorphisms for all k ∈ Z.
As for (15.2), the theorem implies that we may define projections
Πhomsef : dB
sef
k (Y)→ Hk(Ytop;Q), Π
hom
deff : dB
eff
k (Y)→ Hk(Ytop;Z)
by Πhomsef = Π
hom
orb ◦ (Π
sef
orb)
−1 and Πhomdeff = Π
hom
eff ◦ (Π
deff
eff )
−1.
We think of these Πhomsef ,Π
hom
deff as virtual class maps on dB
sef
∗ (Y), dB
eff
∗ (Y). In
fact, with more work, one can also define virtual class maps on dBorb∗ (Y):
Πhomdorb : dB
orb
k (Y) −→ Hk(Ytop;Q), (15.6)
satisfying Πhomdorb ◦Π
dorb
sef = Π
hom
sef , for instance following the method of Fukaya et
al. [20, §6], [19, §A1] for virtual classes of Kuranishi spaces using ‘multisections’.
In future work the author intends to define a virtual chain construction for
d-manifolds and d-orbifolds, expressed in terms of new (co)homology theories
whose (co)chains are built from d-manifolds or d-orbifolds, as for the ‘Kuranishi
(co)homology’ described in [30, 31].
As in §11.8, if X is a d-orbifold and Γ a finite group then we may define orb-
ifold strataXΓ,λ for λ ∈ ΛΓ and X˜Γ,µ for µ ∈ ΛΓ/Aut(Γ), which are d-orbifolds,
with proper 1-morphisms OΓ,λ(X ) : XΓ,λ → X and O˜Γ,µ(X ) : X˜Γ,µ → X .
Hence, if X is compact then XΓ,λ, X˜Γ,µ are compact. If X is oriented and Γ
is odd then we under extra conditions on µ can define natural orientations on
XΓ,λ, X˜Γ,µ. As in (15.3)–(15.4), for such Γ, λ, µ we define morphisms
ΠΓ,λdorb : dB
orb
k (Y)→ dB
orb
k−dimλ(Y) by Π
Γ,λ
dorb : [X ,f ] 7→ [X
Γ,λ,f ◦OΓ,λ(X )],
Π˜Γ,µdorb : dB
orb
k (Y)→ dB
orb
k−dimµ(Y) by Π˜
Γ,µ
dorb : [X ,f ] 7→ [X˜
Γ,µ,f ◦ O˜Γ,µ(X )].
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We can use these operators ΠΓ,λdorb to study the d-orbifold bordism ring
dBorb∗ (∗). Let Γ be a finite group with |Γ| odd, and R be a nontrivial Γ-
representation. Define an element [∗×0,R,0 ∗/Γ,pi] in dBorb− dimR(∗), where R =
FdManMan (R), and set λ = [R] ∈ Λ
Γ
+. Then Π
Γ,−λ
dorb
(
[∗×0,R,0 ∗/Γ,pi]
)
∈ dBorb0 (∗),
so Πhomdorb◦Π
Γ,−λ
dorb
(
[∗×0,R,0∗/Γ,pi]
)
lies in Horb0 (∗;Q)
∼= Q by (15.6). Calculation
shows that Πhomdorb ◦Π
Γ,−λ
dorb
(
[∗×0,R,0 ∗/Γ,pi]
)
is either |Aut(Γ)|/|Γ| or 0, depend-
ing on λ. In the first case, [∗ ×0,R,0 ∗/Γ,pi] has infinite order in dBorb− dimR(∗).
Extending this argument, we can show that dBorb4k (∗) has infinite rank for all
k 6 0. In contrast, dBsefk (∗) = dB
eff
k (∗) = 0 for all k < 0 by Theorem 15.6.
16 Relation to other classes of spaces
In [35, Chap. 14] we study the relationships between d-manifolds and d-orbifolds
and other classes of geometric spaces in the literature. The next theorem sum-
marizes our results:
Theorem 16.1. We may construct ‘truncation functors’ from various classes
of geometric spaces to d-manifolds and d-orbifolds, as follows:
(a) There is a functor ΠdManBManFS : BManFS→ Ho(dMan), where BManFS
is a category whose objects are triples (V,E, s) of a Banach manifold V,
Banach vector bundle E → V, and smooth section s : V → E whose
linearization ds|x : TxV → E|x is Fredholm with index n ∈ Z for each
x ∈ V with s|x = 0, and Ho(dMan) is the homotopy category of the
2-category of d-manifolds dMan.
There is also an orbifold version ΠdOrbBOrbFS : Ho(BOrbFS) → Ho(dOrb)
of this using Banach orbifolds V , and ‘corners’ versions of both.
(b) There is a functor ΠdManMPolFS : MPolFS → Ho(dMan), where MPolFS
is a category whose objects are triples (V,E, s) of an M-polyfold without
boundary V as in Hofer, Wysocki and Zehnder [22, §3.3], a fillable strong
M-polyfold bundle E over V [22, §4.3], and an sc-smooth Fredholm section
s of E [22, §4.4] whose linearization ds|x : TxV → E|x [22, §4.4] has
Fredholm index n ∈ Z for all x ∈ V with s|x = 0.
There is also an orbifold version ΠdOrbPolFS : Ho(PolFS) → Ho(dOrb) of
this using polyfolds V , and ‘corners’ versions of both.
(c) Given a d-orbifold with corners X, we can construct a Kuranishi space
(X,κ) in the sense of Fukaya, Oh, Ohta and Ono [19, §A], with the
same underlying topological space X. Conversely, given a Kuranishi space
(X,κ), we can construct a d-orbifold with corners X′. Composing the two
constructions, X and X′ are equivalent in dOrbc.
Very roughly speaking, this means that the ‘categories’ of d-orbifolds with
corners, and Kuranishi spaces, are equivalent. However, Fukaya et al. [19]
do not define morphisms of Kuranishi spaces, so we have no category of
Kuranishi spaces.
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(d) There is a functor ΠdManSchObs : SchCObs → Ho(dMan), where SchCObs
is a category whose objects are triples (X,E•, φ), for X a separated, sec-
ond countable C-scheme and φ : E• → τ>−1(LX) a perfect obstruction
theory on X with constant virtual dimension, in the sense of Behrend and
Fantechi [8]. We may define a natural orientation on ΠdManSchObs(X,E
•, φ)
for each (X,E•, φ).
There is also an orbifold version ΠdOrbStaObs : Ho(StaCObs) → Ho(dOrb),
taking X to be a Deligne–Mumford C-stack.
(e) There is a functor ΠdManQsDSch : Ho(QsDSchC) −→ Ho(dMan), where
QsDSchC is the ∞-category of separated, second countable, quasi-smooth
derived C-schemes X of constant dimension, as in Toe¨n and Vezzosi
[56–58]. We may define a natural orientation on ΠdManQsDSch(X) for each X.
There is also an orbifold version ΠdOrbQsDSta : Ho(QsDStaC)→ Ho(dOrb),
taking X to be a derived Deligne–Mumford C-stack.
(f) (Borisov [11]) There is a natural functor ΠdManDerMan : Ho(DerMan
pd
ft )→
Ho(dManpr) from the homotopy category of the ∞-category DerMan
pd
ft
of derived manifolds of finite type with pure dimension, in the sense of
Spivak [53], to the homotopy category of the full 2-subcategory dManpr of
principal d-manifolds in dMan. This functor induces a bijection between
isomorphism classes of objects in Ho(DerManpdft ) and Ho(dManpr). It
is full, but not faithful. If [f ] is a morphism in Ho(DerManpdft ), then [f ]
is an isomorphism if and only if ΠdManDerMan([f ]) is an isomorphism.
Here, as in §A.3, if C is a 2-category (or∞-category), the homotopy category
Ho(C) of C is the category whose objects are objects of C, and whose morphisms
are 2-isomorphism classes of 1-morphisms in C. Then equivalences in C become
isomorphisms in Ho(C), 2-commutative diagrams in C become commutative
diagrams in Ho(C), and so on.
One moral of Theorem 16.1 is that essentially every geometric structure on
moduli spaces which is used to define enumerative invariants, either in differ-
ential geometry, or in algebraic geometry over C, has a truncation functor to
d-manifolds or d-orbifolds. Combining Theorem 16.1 with proofs from the lit-
erature of the existence on moduli spaces of the geometric structures listed in
Theorem 16.1, in [35, Chap. 14] we deduce:
Theorem 16.2. (i) Any solution set of a smooth nonlinear elliptic equation
with fixed topological invariants on a compact manifold naturally has the struc-
ture of a d-manifold, uniquely up to equivalence in dMan.
For example, let (M, g), (N, h) be Riemannian manifolds, with M compact.
Then the family of harmonic maps f : M → N is a d-manifold HM,N with
vdimHM,N = 0. If M = S1, then HM,N is the moduli space of parametrized
closed geodesics in (N, h).
(ii) Let (X,ω) be a compact symplectic manifold of dimension 2n, and J an
almost complex structure on X compatible with ω. For β ∈ H2(X,Z) and
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g,m > 0, write Mg,m(X, J, β) for the moduli space of stable triples (Σ, ~z, u) for
Σ a genus g prestable Riemann surface with m marked points ~z = (z1, . . . , zm)
and u : Σ → X a J-holomorphic map with [u(Σ)] = β in H2(X,Z). Using
results of Hofer, Wysocki and Zehnder [27] involving their theory of polyfolds,
we can make Mg,m(X, J, β) into a compact, oriented d-orbifold Mg,m(X, J, β).
(iii) Let (X,ω) be a compact symplectic manifold, J an almost complex structure
on X compatible with ω, and Y a compact, embedded Lagrangian submanifold in
X. For β ∈ H2(X,Y ;Z) and k > 0, write Mk(X,Y, J, β) for the moduli space
of J-holomorphic stable maps (Σ, ~z, u) to X from a prestable holomorphic
disc Σ with k boundary marked points ~z = (z1, . . . , zk), with u(∂Σ) ⊆ Y and
[u(Σ)] = β in H2(X,Y ;Z). Using results of Fukaya, Oh, Ohta and Ono [19, §7–
§8] involving their theory of Kuranishi spaces, we can makeMk(X,Y, J, β) into a
compact d-orbifold with corners Mk(X,Y, J, β). Given a relative spin structure
for (X,Y ), we may define an orientation on Mk(X,Y, J, β).
(iv) Let X be a complex projective manifold, and Mg,m(X, β) the Deligne–
Mumford moduli C-stack of stable triples (Σ, ~z, u) for Σ a genus g prestable
Riemann surface with m marked points ~z = (z1, . . . , zm) and u : Σ → X a
morphism with u∗([Σ]) = β ∈ H2(X ;Z). Then Behrend [6] defines a perfect
obstruction theory onMg,m(X, β), so we can makeMg,m(X, β) into a compact,
oriented d-orbifold Mg,m(X, β).
(v) Let X be a complex algebraic surface, and M a stable moduli C-scheme of
vector bundles or coherent sheaves E on X with fixed Chern character. Then
Mochizuki [46] defines a perfect obstruction theory on M, so we can make M
into an oriented d-manifold M.
(vi) Let X be a complex Calabi–Yau 3-fold or smooth Fano 3-fold, and M a
stable moduli C-scheme of coherent sheaves E on X with fixed Hilbert polyno-
mial. Then Thomas [54] defines a perfect obstruction theory on M, so we can
make M into an oriented d-manifold M.
(vii) Let X be a smooth complex projective 3-fold, and M a moduli C-scheme of
‘stable PT pairs’ (C,D) in X, where C ⊂ X is a curve and D ⊂ C is a divisor.
Then Pandharipande and Thomas [50] define a perfect obstruction theory on
M, so we can make M into a compact, oriented d-manifold M.
(ix) Let X be a complex Calabi–Yau 3-fold, and M a separated moduli C-
scheme of simple perfect complexes in the derived category Db coh(X). Then
Huybrechts and Thomas [28] define a perfect obstruction theory on M, so we
can make M into an oriented d-manifold M.
A consequence of Theorems 16.1 and 16.2 is that we can use d-manifolds
and d-orbifolds in many areas of differential and algebraic geometry to do with
moduli spaces, enumerative invariants, Floer homology theories, and so on.
Working with d-manifolds and d-orbifolds instead of the geometric structures
currently in use may lead to new results, or simplifications of known proofs. We
discuss some applications in symplectic geometry:
Remark 16.3. (a) Suppose (X,ω) is a compact symplectic manifold, and
choose an almost complex structure J onX compatible with ω. Let g,m be non-
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negative integers, and β ∈ H2(X ;Z). Consider the moduli space Mg,m(X, β)
of genus g stable J-holomorphic curves (Σ, ~z, u) with m marked points in ho-
mology class β in X . Using Hofer, Wysocki and Zehnder [27], Theorem 16.2(ii)
makes Mg,m(X, β) into a compact, oriented d-orbifoldMg,m(X, J, β).
There are evaluation maps evi : Mg,m(X, J, β) → X for i = 1, . . . ,m
mapping evi : (Σ, ~z, u) 7→ u(zi). Also, if 2g + m > 3 there is a projection
πg,m : Mg,m(X, J, β) → Mg,m mapping evi : (Σ, ~z, u) 7→ Σ¯, where Mg,m is
the moduli space of Deligne–Mumford stable Riemann surfaces of genus g with
m marked points, a compact orbifold of real dimension 2(m + 3g − 3), and Σ¯
is the stabilization of Σ. As in [35, §14.2], these lift naturally to 1-morphisms
evi :Mg,m(X, J, β)→ X and pig,m :Mg,m(X, J, β)→Mg,m in dOrb, where
X = FdOrbMan (X) andMg,m = F
dOrb
Orb (Mg,m).
Define the Gromov–Witten d-orbifold bordism invariant GW dorbg,m (X,ω, β) by
GW dorbg,m (X,ω, β) ={[
Mg,m(X, J, β), ev1×· · ·×evm
]
∈dBorb2k (X
m), 2g+m<3,[
Mg,m(X, J, β), ev1×· · ·×evm×pig,m
]
∈dBorb2k (X
m×Mg,m), 2g+m>3,
where k = c1(X) · β + (n − 3)(1 − g) + m, with dimX = 2n. As in [35,
§14.2], we can prove this is independent of the choice of almost complex structure
J on X . This is because any two choices J0, J1 for J may be joined by a
smooth path of almost complex structures Jt, t ∈ [0, 1] compatible with ω.
One can then make
∐
t∈[0,1]Mg,m(X, Jt, β) into a compact oriented d-orbifold
with boundary, whose boundary is Mg,m(X, J1, β) ∐ −Mg,m(X, J0, β), and
this defines a bordism between the moduli spaces for J0 and J1.
Applying the virtual class maps Πhomdorb in (15.6) gives homology classes
Πhomdorb
(
GW dorbg,m (X,ω, β)
)
∈
{
H2k(X
m;Q), 2g +m < 3,
H2k
(
Xm × (Mg,m)top;Q
)
, 2g +m > 3.
These homology classes are essentially the Gromov–Witten invariants of (X,ω),
as in Hofer, Wysocki and Zehnder [27] or Fukaya and Ono [20].
As in §15.4, d-orbifold bordism groups are far larger than homology groups,
and can have infinite rank even in negative degrees. Therefore the new invari-
ants GW dorbg,m (X,ω, β) contain more information than conventional Gromov–
Witten invariants, in particular, on the orbifold strata of the moduli spaces
Mg,m(X, J, β), which can be recovered by applying the functors Π
Γ,λ
dorb of §15.4.
Since the dBorb∗ (−) are defined over Z rather than Q, these new invariants may
be good tools for studying integrality properties of Gromov–Witten invariants.
(b) Let (X, J) be a projective complex manifold, with Ka¨hler form ω. Consider
the moduli space Mg,m(X, β) of genus g stable J-holomorphic curves with m
marked points in class β ∈ H2(X ;Z) in X . As in (a), by constructing a virtual
class [Mg,m(X, β)]virt, we define the Gromov–Witten invariants of X .
We can do this in two different ways. In symplectic geometry, by Hofer,
Wysocki and Zehnder [27] we can writeMg,m(X, β) as the zeroes of a Fredholm
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section of a polyfold bundle over a polyfold, as in Theorem 16.2(ii). In algebraic
geometry, as in Behrend [6] we can make Mg,m(X, β) into a Deligne–Mumford
C-stack with obstruction theory, as in Theorem 16.2(iv). We then apply the
virtual class construction for polyfolds [25] or stacks with obstruction theories [8]
to define the virtual class, and the Gromov–Witten invariants.
A priori it is not clear that the symplectic and algebraic routes give the
same Gromov–Witten invariants (though it is generally accepted that they do).
Comparing the two is difficult, as the techniques used are so different.
Now by Theorem 16.1(b),(d) we can make Mg,m(X, β) into a compact ori-
ented d-orbifoldMg,m(X, J, β)sym orMg,m(X, J, β)alg in two different ways, by
applying the truncation functors from polyfolds and Deligne–Mumford C-stacks
with obstruction theories. Then we could apply a virtual class construction for
d-orbifolds, as discussed in §15.4, to define Gromov–Witten invariants.
Thus, d-orbifolds provide a bridge between symplectic and algebraic geome-
try, and a means to compare symplectic and algebraic Gromov–Witten theory.
To use d-orbifolds to prove that symplectic and algebraic Gromov–Witten in-
variants coincide, we would have to do two things. Firstly, we would have to
show that the virtual class constructions for polyfolds and Deligne–Mumford
stacks with obstruction theories, yield the same answer as applying the trunca-
tion functors to d-orbifolds and then applying the virtual class construction for
d-orbifolds. This does not look difficult.
Secondly, we would have to compare the d-orbifoldsMg,m(X, J, β)sym and
Mg,m(X, J, β)alg. The author does not expect these to be equivalent in dOrb.
This is because the smooth structure near singular curves depends on a choice
of gluing profile ϕ : (0, 1]→ [0,∞), in the language of Hofer et al. [26, §4.2], [27,
§2.1]. As in [27, §2.1], the gluing profiles used to construct Mg,m(X, J, β)sym
and Mg,m(X, J, β)alg are ϕ(r) = e
1/r − e and ϕ(r) = − 12π ln r, respectively.
However, the author expects that Mg,m(X, J, β)sym andMg,m(X, J, β)alg are
naturally bordant, so they define the same Gromov–Witten d-orbifold bordism
invariants in (a), and the same Gromov–Witten invariants.
(c) Some areas of symplectic geometry — Lagrangian Floer cohomology, Fukaya
categories, contact homology, and Symplectic Field Theory — involve compact
moduli spaces M of J-holomorphic curves Σ which either have boundary in
a Lagrangian submanifold, or have ends asymptotic to cones on a Reeb orbit.
ThenM naturally becomes a d-orbifold with cornersM, as in Theorem 16.2(iii)
above, where the boundary ∂M parametrizes real codimension one bubbling
behaviour of the curves Σ. This situation does not arise in (complex) algebraic
geometry, where real codimension one singular behaviour does not occur.
For a moduli spaceM with corners, we cannot define a virtual class [M]virt
in some homology group H∗(X). Instead, we can only construct a (nonunique,
and depending on choices) virtual chain Mvirt in the chains
(
C∗(X), ∂
)
of a
homology theoryH∗(X), where ∂
(
Mvirt
)
∈ C∗−1(X) is a virtual chain for ∂M.
In applications (as in the Lagrangian Floer cohomology of Fukaya et al. [19],
for instance), one wants to chooseMvirt so that ∂
(
Mvirt
)
is compatible with
choices of virtual chains for other moduli spaces. This leads to difficult technical
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issues about virtual chains, and some ugly homological algebra.
The author believes that these areas of symplectic geometry involving ‘mod-
uli spaces with corners’ can be made simpler, more elegant, and less technical,
by writing them in terms of d-orbifolds with corners. There are two parts to
this. Firstly, by developing a well-behaved 2-category dOrbc of d-orbifolds with
corners, we have made it easy to state precise relationships between boundaries
of moduli spaces and other moduli spaces. For example, for the moduli spaces
Mk(X,Y, J, β) of Theorem 16.2(iii), the Kuranishi space boundary formula of
Fukaya et al. [19, Prop. 8.3.3] translates to an equivalence in dOrbc:
∂Mk(X,Y, J, β) ≃
∐
i+j=k, β=γ+δ
Mi+1(X,Y, J, γ)×evi+1,Y,evj+1 Mj+1(X,Y, J, δ),
where the fibre products exist in dOrbc by Theorem 14.15(a).
Secondly, in future work the author intends to define a virtual chain con-
struction for d-manifolds and d-orbifolds with corners, expressed in terms of
new (co)homology theories whose (co)chains are built from d-manifolds or d-
orbifolds with corners, as for the ‘Kuranishi (co)homology’ described in [30,31].
Defining virtual chains for moduli spaces in this homology theory would be al-
most trivial, and would not involve perturbing the moduli space. Many issues
to do with transversality would also become trivial.
Finally, we note that d-manifolds should not be confused with differential
graded manifolds, or dg-manifolds. This term is used in two senses, in algebraic
geometry to mean a special kind of dg-scheme, as in Ciocan-Fontanine and
Kapranov [14, Def. 2.5.1], and in differential geometry to mean a supermanifold
with extra structure, as in Cattaneo and Scha¨tz [12, Def. 3.6]. In both cases, a
dg-manifold E is roughly the total space of a graded vector bundle E• over a
manifold V , with a vector field Q of degree 1 satisfying [Q,Q] = 0.
For example, if E is a vector bundle over V and s ∈ C∞(E), we can make
E into a dg-manifold E by giving E the grading −1, and taking Q to be the
vector field on E corresponding to s. To this E we can associate the d-manifold
SV,E,s from Example 4.4. Note that SV,E,s only knows about an infinitesimal
neighbourhood of s−1(0) in V , but E remembers all of V,E, s.
A Categories and 2-categories
We now explain the background in category theory we need. Some good refer-
ences are Behrend et al. [7, App. B], and MacLane [43] for §A.1–§A.2.
A.1 Basics of category theory
For completeness, here are the basic definitions in category theory, as in [43, §I].
Definition A.1. A category (or 1-category) C consists of a proper class of
objects Obj(C), and for all X,Y ∈ Obj(C) a set Hom(X,Y ) of morphisms f
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from X to Y , written f : X → Y , and for all X,Y ∈ Obj(C) a composition map
◦ : Hom(X,Y )×Hom(Y, Z)→ Hom(X,Z), written (f, g) 7→ g ◦f . Composition
must be associative, that is, if f : W → X , g : X → Y and h : Y → Z are
morphisms in C then (h ◦ g) ◦ f = h ◦ (g ◦ f). For each X ∈ Obj(C) there must
exist an identity morphism idX : X → X such that f ◦ idX = f = idY ◦ f for
all f : X → Y in C.
A morphism f : X → Y is an isomorphism if there exists f−1 : Y → X with
f−1 ◦ f = idX and f ◦ f−1 = idY . A category C is called a groupoid if every
morphism is an isomorphism. In a (small) groupoid C, for each X ∈ Obj(C) the
set Hom(X,X) of morphisms f : X → X form a group.
If C is a category, the opposite category Cop is C with the directions of all
morphisms reversed. That is, we define Obj(Cop) = Obj(C), and for allX,Y, Z ∈
Obj(C) we define HomCop(X,Y ) = HomC(Y,X), and for f : X → Y , g : Y → Z
in C we define f ◦Cop g = g ◦C f , and idCopX = idCX .
Given categories C,D, the product category C × D has objects (W,X) in
Obj(C) × Obj(D) and morphisms f × g : (W,X)→ (Y, Z) when f : W → Y is
a morphism in C and g : X → Z is a morphism in D, in the obvious way.
We call D a subcategory of C if Obj(D) ⊆ Obj(C), and HomD(X,Y ) ⊆
HomC(X,Y ) for all X,Y ∈ Obj(D). We call D a full subcategory if also
HomD(X,Y ) = HomC(X,Y ) for all X,Y .
Definition A.2. Let C,D be categories. A (covariant) functor F : C → D gives,
for all objects X in C an object F (X) in D, and for all morphisms f : X → Y
in C a morphism F (f) : F (X) → F (Y ), such that F (g ◦ f) = F (g) ◦ F (f) for
all f : X → Y , g : Y → Z in C, and F (idX) = idF (X) for all X ∈ Obj(C). A
contravariant functor F : C → D is a covariant functor F : Cop → D.
Functors compose in the obvious way. Each category C has an obvious iden-
tity functor idC : C → C with idC(X) = X and idC(f) = f for all X, f . A functor
F : C → D is called full if the maps HomC(X,Y ) → HomD(F (X), F (Y )),
f 7→ F (f) are surjective for all X,Y ∈ Obj(C), and faithful if the maps
HomC(X,Y )→ HomD(F (X), F (Y )) are injective for all X,Y ∈ Obj(C).
Let C,D be categories and F,G : C → D be functors. A natural transforma-
tion η : F ⇒ G gives, for all objects X in C, a morphism η(X) : F (X)→ G(X)
such that if f : X → Y is a morphism in C then η(Y ) ◦ F (f) = G(f) ◦ η(X) as
a morphism F (X) → G(Y ) in D. We call η a natural isomorphism if η(X) is
an isomorphism for all X ∈ Obj(C).
An equivalence between categories C,D consists of functors F : C → D and
G : D → C with natural isomorphisms η : G ◦ F ⇒ idC , ζ : F ◦G⇒ idD.
It is a fundamental principle of category theory that equivalent categories
C,D should be thought of as being ‘the same’, and naturally isomorphic functors
F,G : C → D should be thought of as being ‘the same’. Note that equivalence
of categories C,D is much weaker than strict isomorphism: isomorphism classes
of objects in C are naturally in bijection with isomorphism classes of objects in
D, but there is no relation between the sizes of the isomorphism classes, so that
C could have many more objects than D, for instance.
152
A.2 Limits, colimits and fibre products in categories
We shall be interested in various kinds of limits and colimits in our categories
of spaces. These are objects in the category with a universal property with
respect to some class of diagrams. For an introduction to limits and colimits in
category theory, see MacLane [43, §III]. Here are the basic definitions:
Definition A.3. Let C be a category. A diagram ∆ in C is a class of objects Si
in C for i ∈ I, and a class of morphisms ρj : Sb(j) → Se(j) in C for j ∈ J , where
b, e : J → I. The diagram is called finite if I, J are finite sets.
A limit of the diagram ∆ is an object L in C and morphisms πi : L→ Si for
i ∈ I such that ρj ◦ πb(j) = πe(j) for all j ∈ J , which has the universal property
that given L′ ∈ C and π′i : L
′ → Si for i ∈ I with ρj ◦ π′b(j) = π
′
e(j) for all j ∈ J ,
there is a unique morphism λ : L′ → L with π′i = πi ◦ λ for all i ∈ I.
A fibre product is a limit of a diagram X
g
−→Z
h
←− Y . The limit object W
is often written X ×g,Z,h Y or X ×Z Y , and the diagram
W πY
//
πX
Y
h 
X
g // Z
is called a Cartesian square in the category C. A terminal object is a limit of
the empty diagram.
A colimit of the diagram ∆ is an object L in C and morphisms λi : Si → L
for i ∈ I such that λb(j) = λe(j) ◦ ρj for all j ∈ J , which has the universal
property that given L′ ∈ C and λ′i : Si → L
′ for i ∈ I with λ′b(j) = λ
′
e(j) ◦ ρj for
all j ∈ J , there is a unique morphism π : L→ L′ with λ′i = π ◦ λi for all i ∈ I.
A pushout is a colimit of a diagram X
e
←−W
f
−→Y .
If a limit or colimit exists, it is unique up to unique isomorphism in C. We
say that all finite limits, or all fibre products exist in C, if limits exist for all
finite diagrams, or for all diagrams X
g
−→Z
h
←− Y respectively.
A.3 2-categories
Next we discuss 2-categories. A good reference for our purposes is Behrend et
al. [7, App. B], and Kelly and Street [37] is also helpful.
Definition A.4. A 2-category C (also called a strict 2-category) consists of a
proper class of objects Obj(C), for all X,Y ∈ Obj(C) a category Hom(X,Y ),
for all X ∈ Obj(C) an object idX in Hom(X,X) called the identity 1-morphism,
and for all X,Y, Z ∈ Obj(C) a functor µX,Y,Z : Hom(X,Y ) × Hom(Y, Z) →
Hom(X,Z). These must satisfy the identity property, that µX,X,Y (idX ,−) =
µX,Y,Y (−, idY )=idHom(X,Y ) as functors Hom(X,Y )→ Hom(X,Y ), and the as-
sociativity property, that µW,Y,Z ◦ (µW,X,Y × idHom(Y,Z)) = µW,X,Z ◦ (idHom(W,X)
× µX,Y,Z) as functors Hom(W,X) × Hom(X,Y ) × Hom(Y, Z) → Hom(W,X),
for all W,X, Y, Z.
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Objects f of Hom(X,Y ) are called 1-morphisms, written f : X → Y . For
1-morphisms f, g : X → Y , morphisms η ∈ HomHom(X,Y )(f, g) are called 2-
morphisms, written η : f ⇒ g. Thus, a 2-category has objects X , and two kinds
of morphisms, 1-morphisms f : X → Y between objects, and 2-morphisms
η : f ⇒ g between 1-morphisms. In many examples, all 2-morphisms are
2-isomorphisms (i.e. have an inverse), so that the categories Hom(X,Y ) are
groupoids. Such 2-categories are called (2,1)-categories.
This is quite a complicated structure. There are three kinds of composition
in a 2-category, satisfying various associativity relations. If f : X → Y and g :
Y → Z are 1-morphisms then µX,Y,Z(f, g) is the composition of 1-morphisms,
written g ◦ f : X → Z. If f, g, h : X → Y are 1-morphisms and η : f ⇒ g,
ζ : g ⇒ h are 2-morphisms then composition of η, ζ in the category Hom(X,Y )
gives the vertical composition of 2-morphisms of η, ζ, written ζ ⊙ η : f ⇒ h, as
a diagram
X
f
""
✤✤ ✤✤
 η
<<
h
✤✤ ✤✤
 ζ
g
// Y ///o/o/o X
f
))
h
55
✤✤ ✤✤
 ζ⊙η Y. (A.1)
And if f, f˜ : X → Y and g, g˜ : Y → Z are 1-morphisms and η : f ⇒ f˜ ,
ζ : g ⇒ g˜ are 2-morphisms then µX,Y,Z(η, ζ) is the horizontal composition of
2-morphisms, written ζ ∗ η : g ◦ f ⇒ g˜ ◦ f˜ , as a diagram
X
f
((
f˜
66
✤✤ ✤✤
 η Y
g
((
g˜
66
✤✤ ✤✤
 ζ Z ///o/o X
g◦f
((
g˜◦f˜
66
✤✤ ✤✤
 ζ∗η Z. (A.2)
There are also two kinds of identity: identity 1-morphisms idX : X → X and
identity 2-morphisms idf : f ⇒ f .
A basic example is the 2-category of categories Cat, with objects categories
C, 1-morphisms functors F : C → D, and 2-morphisms natural transformations
η : F ⇒ G for functors F,G : C → D. Orbifolds naturally form a 2-category, as
do Deligne–Mumford stacks and Artin stacks in algebraic geometry.
In a 2-category C, there are three notions of when objects X,Y in C are
‘the same’: equality X = Y , and isomorphism, that is we have 1-morphisms
f : X → Y , g : Y → X with g ◦ f = idX and f ◦ g = idY , and equivalence,
that is we have 1-morphisms f : X → Y , g : Y → X and 2-isomorphisms
η : g ◦ f ⇒ idX and ζ : f ◦ g ⇒ idY . Usually equivalence is the most useful.
Let C be a 2-category. The homotopy category Ho(C) of C is the category
whose objects are objects of C, and whose morphisms [f ] : X → Y are 2-
isomorphism classes [f ] of 1-morphisms f : X → Y in C. Then equivalences
in C become isomorphisms in Ho(C), 2-commutative diagrams in C become
commutative diagrams in Ho(C), and so on.
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As in Borceux [10, §7.7], there is also a second kind of 2-category, called
a weak 2-category (or bicategory), which we will not define in detail. In a
weak 2-category, compositions of 1-morphisms need only be associative up to
(specified) 2-isomorphisms. That is, part of the data of a weak 2-category C is a
2-isomorphism α(f, g, h) : (h◦g)◦f ⇒ h◦(g◦f) for all 1-morphisms f : W → X ,
g : X → Y , h : Y → Z in C. A strict 2-category C can be made into a weak
2-category by putting α(f, g, h) = idh◦g◦f for all f, g, h.
Some categorical constructions naturally yield weak 2-categories rather than
strict 2-categories, e.g. the weak 2-categories of orbifolds defined by Pronk [51]
and Lerman [39, §3.3] mentioned in §9.1. Every weak 2-category is equivalent
as a weak 2-category to a strict 2-category (that is, weak 2-categories can be
strictified), so we lose little by working only with strict 2-categories.
A.4 Fibre products in 2-categories
Commutative diagrams in 2-categories should in general only commute up to
(specified) 2-isomorphisms, rather than strictly. Then we say the diagram 2-
commutes. A simple example of a commutative diagram in a 2-category C is
Y
g
**❚❚❚
❚❚❚❚
❚❚❚❚
η
X
f
44❥❥❥❥❥❥❥❥❥❥❥
h
// Z,
which means that X,Y, Z are objects of C, f : X → Y , g : Y → Z and
h : X → Z are 1-morphisms in C, and η : g ◦ f ⇒ h is a 2-isomorphism.
The generalizations of limit and colimit to 2-categories turn out to be rather
complicated. As in [10, §7] there are many different kinds — 2-limits, bilimits,
pseudolimits, lax limits, and weighted limits (or indexed limits), depending on
whether one considers diagrams to commute on the nose, up to 2-isomorphism,
or up to 2-morphisms, and what kind of universal property one requires. Our
definition of fibre product, following Behrend et al. [7, Def. B.13], is actually an
example of a pseudolimit.
Definition A.5. Let C be a 2-category and g : X → Z, h : Y → Z be
1-morphisms in C. A fibre product X ×Z Y in C consists of an object W , 1-
morphisms e : W → X and f : W → Y and a 2-isomorphism η : g ◦ e ⇒ h ◦ f
in C, so that we have a 2-commutative diagram
W
f
//
e ✗ ✗✗ ✗
GO
η
Y
h 
X
g // Z
(A.3)
with the following universal property: suppose e′ : W ′ → X and f ′ : W ′ → Y
are 1-morphisms and η′ : g ◦ e′ ⇒ h ◦ f ′ is a 2-isomorphism in C. Then there
should exist a 1-morphism b : W ′ → W and 2-isomorphisms ζ : e ◦ b ⇒ e′,
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θ : f ◦ b⇒ f ′ such that the following diagram of 2-isomorphisms commutes:
g ◦ e ◦ b
η∗idb
+3
idg∗ζ 
h ◦ f ◦ b
idh∗θ
g ◦ e′
η′ +3 h ◦ f ′.
Furthermore, if b˜, ζ˜, θ˜ are alternative choices of b, ζ, θ then there should exist a
unique 2-isomorphism ǫ : b˜⇒ b with
ζ˜ = ζ ⊙ (ide ∗ ǫ) and θ˜ = θ ⊙ (idf ∗ ǫ).
We call such a fibre product diagram (A.3) a 2-Cartesian square.
If a fibre product X ×Z Y in C exists then it is unique up to equivalence in
C. If C is a category, that is, all 2-morphisms are identities idf : f ⇒ f , this
definition of fibre products in C coincides with that in §A.2.
Orbifolds, and stacks in algebraic geometry, form 2-categories, and Definition
A.5 is the right way to define fibre products of orbifolds or stacks, as in [7]. One
can also define pushouts in a 2-category C in a dual way to Definition A.5,
reversing directions of morphisms.
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Glossary of Notation
Bk(Y ) classical bordism group of manifold Y , 141
Borbk (Y) orbifold bordism group of orbifold Y, 143
Beffk (Y) effective orbifold bordism group of orbifold Y, 143
C, Cˆ :Manc → Mˇanc ‘corner functors’ for manifolds with corners, 43
C, Cˆ : dSpac → dSpac ‘corner functors’ for d-spaces with corners, 52
C, Cˆ : Orbc → Oˇrbc ‘corner functors’ for orbifolds with corners, 117
C, Cˆ : dStac → dStac ‘corner functors’ for d-stacks with corners, 126
C,D,E, . . . C∞-rings, 8
C∞Rings category of C∞-rings, 8
C∞Sch category of C∞-schemes, 10
C∞Schlfssc category of separated, second countable, locally fair C
∞-schemes,
18
C∞Sta 2-category of C∞-stacks, 68
dBk(Y ) d-manifold bordism group of manifold Y , 142
dBorbk (Y) d-orbifold bordism group of orbifold Y, 144
dBsefk (Y) semieffective d-orbifold bordism group of orbifold Y, 144
dBeffk (Y) effective d-orbifold bordism group of orbifold Y, 144
∂f±X sets of decomposition ∂X = ∂
f
+X ∐ ∂
f
−X of boundary ∂X induced by
f : X → Y in Manc, 42
∂f±X sets of decomposition ∂X = ∂
f
+X∐ ∂
f
−X of boundary ∂X induced by
1-morphism f : X→ Y in dSpac, 49
∂f±X sets of decomposition ∂X = ∂
f
+X ∐ ∂
f
−X of boundary ∂X induced by
1-morphism f : X→ Y in Orbc, 115
∂f±X sets of decomposition ∂X = ∂
f
+X ∐ ∂
f
−X of boundary ∂X induced by
1-morphism f : X→ Y in dStac, 124
dMan 2-category of d-manifolds, 23
dM¯an 2-subcategory of d-manifolds with corners equivalent to d-manifolds,
57
dMˆan 2-subcategory of d-orbifolds equivalent to d-manifolds, 96
dManb 2-category of d-manifolds with boundary, 57
dManc 2-category of d-manifolds with corners, 57
dMˇanc 2-category of disjoint unions of d-manifolds with corners of different
dimensions, 58
dMˆanc 2-subcategory of d-orbifolds with corners equivalent to d-manifolds
with corners, 131
161
DMC∞Sta 2-category of Deligne–Mumford C∞-stacks, 72
DMC∞Stalf 2-category of locally fair Deligne–Mumford C∞-stacks, 72
DMC∞Stalfssc 2-category of separated, second countable, locally fair Deligne–
Mumford C∞-stacks, 72
dOrb 2-category of d-orbifolds, 96
dO¯rb 2-subcategory of d-orbifolds with corners equivalent to d-orbifolds, 130
dOrbb 2-category of d-orbifolds with boundary, 130
dOrbc 2-category of d-orbifolds with corners, 130
dOˇrbc 2-category of disjoint unions of d-orbifolds with corners of different
dimensions, 132
dSpa 2-category of d-spaces, 18
dS¯pa 2-subcategory of d-spaces with corners equivalent to d-spaces, 48
dSˆpa 2-subcategory of d-stacks equivalent to d-spaces, 89
dSpab 2-category of d-spaces with boundary, 48
dSpac 2-category of d-spaces with corners, 47
dSˆpac 2-subcategory of d-stacks with corners equivalent to d-spaces with
corners, 122
dSta 2-category of d-stacks, 89
dS¯ta 2-subcategory of d-stacks with corners equivalent to d-stacks, 122
dStab 2-category of d-stacks with boundary, 122
dStac 2-category of d-stacks with corners, 121
∂X boundary of a manifold with corners X , 39
∂X boundary of a d-space with corners X, 48
∂X boundary of an orbifold with corners X, 114
∂X boundary of a d-stack with corners X, 122
(E•, φ) virtual quasicoherent sheaf, or virtual vector bundle, 27
iV˜ ,V : SV˜ ,E˜,s˜ → SV,E,s inclusion of open set in ‘standard model’ d-manifold, 25
iV˜ ,V : SV˜ ,E˜,s˜ → SV,E,s inclusion of open set in ‘standard model’ d-manifold
with corners, 59
iV˜,V : SV˜,E˜,s˜ → SV,E,s inclusion of open set in ‘standard model’ d-orbifold, 98
iV˜,V : SV˜,E˜,s˜ → SV,E,s inclusion of open set in ‘standard model’ d-orbifold with
corners, 132
iX : ∂X → X inclusion of boundary ∂X into a manifold with corners X , 40
iX : ∂X→ X inclusion of boundary ∂X into a d-space with corners X, 47
iX : ∂X→ X inclusion of boundary ∂X into an orbifold with corners X, 112
iX : ∂X→ X inclusion of boundary ∂X into a d-stack with corners X, 121
162
jX,Γ :X
Γ →֒X inclusion of Γ-fixed d-subspace XΓ in a d-space X , 22
jX,Γ : X
Γ →֒ X inclusion of Γ-fixed subset XΓ in a manifold with corners X ,
46
jX,Γ : X
Γ →֒ X inclusion of Γ-fixed d-subspace XΓ in a d-space with corners
X, 56
ΛΓ lattice generated by nontrivial representations of a finite group Γ, 84
ΛΓ+ ‘positive cone’ of classes of Γ-representations in lattice Λ
Γ, 84
L(E•,φ) orientation line bundle of a virtual vector bundle (E
•, φ), 37
LT∗X orientation line bundle of a d-manifold X, 37
LT∗X orientation line bundle of a d-manifold with corners X, 66
LT∗X orientation line bundle of a d-orbifold X , 105
LT∗X orientation line bundle of a d-orbifold with corners X, 138
Man category of manifolds
Mˆan 2-subcategory of d-spaces equivalent to manifolds, 18
Manb category of manifolds with boundary, 40
Manc category of manifolds with corners, 40
Mˇanc category of disjoint unions of manifolds with corners of different di-
mensions, 43
M¯anc 2-subcategory of d-spaces with corners equivalent to manifolds with
corners, 51
NX conormal line bundle of ∂X in X for a d-space with corners X, 47
NX conormal line bundle of ∂X in X for a d-stack with corners X, 121
O(s) an error term in the ideal generated by a section s ∈ C∞(E), 24
O(s2) an error term in the ideal generated by s⊗ s for s ∈ C∞(E), 24
OΓ(X ), O˜Γ(X ), OΓ◦ (X ), O˜
Γ
◦ (X ) 1-morphisms of orbifold strata X
Γ, . . . , XˆΓ◦ of a
Deligne–Mumford C∞-stack X , 77
OΓ(X ), O˜Γ(X ),OΓ◦ (X ), O˜
Γ
◦ (X ) 1-morphisms of orbifold strata X
Γ, . . . , XˆΓ◦ of
a d-stack X , 94
OΓ(X), O˜Γ(X), OΓ◦ (X), O˜
Γ
◦ (X) 1-morphisms of orbifold strata X
Γ, . . . , XˆΓ◦ of an
orbifold with corners X, 119
OΓ(X), O˜Γ(X),OΓ◦ (X), O˜
Γ
◦ (X) 1-morphisms of orbifold strata X
Γ, . . . , XˆΓ◦ of a
d-stack with corners X, 129
ωX orientation on line bundle NX for a d-space with corners X, 47
ωX orientation on line bundle NX for a d-stack with corners X, 121
Orb 2-category of orbifolds, 81
Oˆrb 2-subcategory of d-stacks equivalent to orbifolds, 89
O˙rb 2-subcategory of orbifolds with corners equivalent to orbifolds, 112
Orbb 2-category of orbifolds with boundary, 112
Orbc 2-category of orbifolds with corners, 112
O¯rbc 2-subcategory of d-stacks with corners equivalent to orbifolds with
corners, 122
Oˇrbc 2-category of disjoint unions of orbifolds with corners of different di-
mensions, 116
Φf : C
n → C operations on C∞-ring C, for smooth f : Rn → R, 8
Π˜Γ(X ), ΠˆΓ(X ), Π˜Γ◦ (X ), Πˆ
Γ
◦ (X ) 1-morphisms of orbifold strata X
Γ, . . . , Xˆ Γ◦ of a
Deligne–Mumford C∞-stack X , 77
Π˜Γ(X ), ΠˆΓ(X ), Π˜Γ◦ (X ), Πˆ
Γ
◦ (X ) 1-morphisms of orbifold strata X
Γ, . . . , XˆΓ◦ of
a d-stack X , 94
Π˜Γ(X), ΠˆΓ(X), Π˜Γ◦ (X), Πˆ
Γ
◦ (X) 1-morphisms of orbifold strata X
Γ, . . . , XˆΓ◦ of an
orbifold with corners X, 119
Π˜Γ(X), ΠˆΓ(X), Π˜Γ◦ (X), Πˆ
Γ
◦ (X) 1-morphisms of orbifold strata X
Γ, . . . , XˆΓ◦ of a
d-stack with corners X, 129
Sf ⊆ ∂X ×Y ∂Y set associated to smooth map f : X → Y in Manc, 40
Sf ⊆ ∂X ×Y ∂Y C
∞-scheme associated to 1-morphism f : X → Y in dSpac,
48
Sf ⊆ ∂X ×Y ∂Y C∞-stack associated to 1-morphism f : X→ Y in Orbc, 115
Sf ⊆ ∂X ×Y ∂Y C
∞-stack associated to 1-morphism f : X→ Y in dStac, 123
Sf,fˆ : SV,E,s → SW,F,t ‘standard model’ 1-morphism in dMan, 25
Sf,fˆ : SV,E,s → SW,F,t ‘standard model’ 1-morphism in dMan
c, 59
Sf,fˆ : SV,E,s → SW,F,t ‘standard model’ 1-morphism in dOrb, 98
Sf,fˆ : SV,E,s → SW,F,t ‘standard model’ 1-morphism in dOrbc, 132
[Sf,fˆ , ρ] : [SV,E,s/Γ]→ [SW,F,t/∆] ‘standard model’ 1-morphism in dOrb, 99
[Sf,fˆ , ρ] : [SV,E,s/Γ]→ [SW,F,t/∆] ‘standard model’ 1-morphism in dOrb
c, 133
Sk(X) depth k stratum of a manifold with corners X , 39
SΛ : Sf,fˆ ⇒ Sg,gˆ ‘standard model’ 2-morphism in dMan, 26
[SΛ, δ] : [Sf,fˆ , ρ]⇒ [Sg,gˆ, σ] ‘standard model’ 2-morphism in dOrb, 99
SV,E,s ‘standard model’ d-manifold, 24
SV,E,s ‘standard model’ d-manifold with corners, 59
SV,E,s ‘standard model’ d-orbifold, 97
SV,E,s ‘standard model’ d-orbifold with corners, 132
[SV,E,s/Γ] alternative ‘standard model’ d-orbifold, 99
[SV,E,s/Γ] alternative ‘standard model’ d-orbifold with corners, 133
T ∗X virtual cotangent sheaf of a d-space X, 28
164
T ∗X virtual cotangent sheaf of a d-space with corners X, 58
T ∗X virtual cotangent sheaf of a d-stack X , 96
T ∗X virtual cotangent sheaf of a d-stack with corners X, 131
Tf ⊆ X ×Y ∂Y set associated to smooth map f : X → Y in Man
c, 40
T f ⊆ X ×Y ∂Y C
∞-scheme associated to 1-morphism f : X → Y in dSpac,
48
T f ⊆ X ×Y ∂Y C∞-stack associated to 1-morphism f : X→ Y in Orbc, 115
T f ⊆ X ×Y ∂Y C∞-stack associated to 1-morphism f : X→ Y in dStac, 124
vqcoh(X) 2-category of virtual quasicoherent sheaves on a C∞-scheme X , 27
vqcoh(X ) 2-category of virtual quasicoherent sheaves on a Deligne–Mumford
C∞-stack X , 96
vvect(X) 2-category of virtual vector bundles on a C∞-scheme X, 28
vvect(X ) 2-category of virtual vector bundles on a Deligne–Mumford C∞-stack
X , 96
W,X, Y , Z, . . . C∞-schemes, 10
W,X,Y ,Z, . . . d-spaces, including d-manifolds, 16
W ,X ,Y,Z, . . . Deligne–Mumford C∞-stacks, including orbifolds, 68
W ,X ,Y ,Z, . . . d-stacks, including d-orbifolds, 87
W,X,Y,Z, . . . orbifolds with corners, 112
W,X,Y,Z, . . . d-stacks with corners, including d-orbifolds with corners, 121
X¯ C∞-stack associated to a C∞-scheme X, 68
XΓ fixed d-subspace of group Γ acting on a d-space X , 22
XΓ fixed subset of a group Γ acting on a manifold with corners X , 46
XΓ fixed d-subspace of group Γ acting on a d-space with corners X, 56
XΓ, X˜ Γ, XˆΓ,XΓ◦ , X˜
Γ
◦ , Xˆ
Γ
◦ orbifold strata of a Deligne–Mumford C
∞-stack X , 77
XΓ,λ, X˜ Γ,µ, XˆΓ,µ,XΓ,λ◦ , X˜
Γ,µ
◦ , Xˆ
Γ,µ
◦ orbifold strata of an orbifold X , 84
XΓ, X˜Γ, XˆΓ,XΓ◦ , X˜
Γ
◦ , Xˆ
Γ
◦ orbifold strata of a d-stack X , 93
XΓ,λ, X˜Γ,µ, XˆΓ,µ,XΓ,λ◦ , X˜
Γ,µ
◦ , Xˆ
Γ,µ
◦ orbifold strata of a d-orbifold X , 106
XΓ,λ, X˜Γ,µ, XˆΓ,µ,XΓ,λ◦ , X˜
Γ,µ
◦ , Xˆ
Γ,µ
◦ orbifold strata of an orbifold with corners X,
119
X
Γ, X˜Γ, XˆΓ,XΓ◦ , X˜
Γ
◦ , Xˆ
Γ
◦ orbifold strata of a d-stack with corners X, 129
X
Γ,λ, X˜Γ,µ, XˆΓ,µ,XΓ,λ◦ , X˜
Γ,µ
◦ , Xˆ
Γ,µ
◦ orbifold strata of a d-orbifold with corners
X, 139
Xtop underlying topological space of a C∞-stack X , 69
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strict 2-functor, 28, 51, 58, 89, 96,
112, 122, 131, 132
weak, 14, 81, 82, 155
weak 2-functor, 94
abelian category, 12–14, 74, 84
split short exact sequence, 29, 31,
60, 100, 133
algebraic space, 73
atlas, 68
b-transversality, 53–55, 126–128
Banach manifold, 146
bd-transversality, 63, 136–137
bordism, 140–146
classical bordism, 141
intersection product, 141
d-manifold bordism, 141–143
intersection product, 142
d-orbifold bordism, 110, 144–146
and orbifold strata, 145–146
effective, 144–146
intersection product, 145
semieffective, 144–146
orbifold bordism, 143–144
and orbifold strata, 144
effective, 143
intersection product, 143
projection to homology, 141–143,
145
boundary
of a d-space with corners, 48
of a d-stack with corners, 122
of a manifold with corners, 39
of an orbifold with corners, 114
C∞-algebraic geometry, 7–16, 68–80
C∞-ring, 7–9
cotangent module ΩC , 12–13
finitely generated, 9
C∞-ringed space, 9
C∞-scheme, 8–12
affine, 10
coherent sheaves on, 14
cotangent sheaf, 15–16
e´tale morphism, 69
fibre products, 10–11
locally fair, 10
open embedding, 68
proper morphism, 69
quasicoherent sheaves on, 13–16
pullback, 14
spectrum functor, 10, 13, 59
universally closed morphism, 69
vector bundles on, 13
C∞-stack, 68–73
1-morphism, 68
2-morphism, 68
C∞-substack, 69
open, 69
Deligne–Mumford, see Deligne–
Mumford C∞-stack
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e´tale 1-morphism, 69
fibre products, 70, 73
open cover, 69
open embedding, 69
orbifold group IsoX ([x]), 69, 73,
77, 97, 98, 110, 113
proper 1-morphism, 69
quotients [X/G], 71–72, 78
quotient 1-morphism, 72
quotient 2-morphism, 72
separated, 69
strongly representable 1-morphism,
70–71, 112–115, 122
underlying topological space Xtop,
69–70, 77
universally closed 1-morphism, 69
c-transversality, 53–55, 126–128
Calabi–Yau 3-fold, 1, 148
Cantor set, 23
Cartesian square, 153
category, 151–153
2-category, see 2-category
abelian, see abelian category
Cartesian square, 54, 153
colimit, 153
equivalence of, 152
fibre product, 153
functor, 68, 152
faithful, 152
full, 152
natural isomorphism, 68, 152
natural transformation, 152
groupoid, 152, 154
limit, 153
morphism, 151
opposite, 152
pushout, 153
subcategory, 152
full, 152
terminal object, 153
universal property, 153
cd-transversality, 63, 136–137
contact homology, 1, 5, 150
cotangent complex, 6, 28, 87
d-manifold, 22–39
and Banach manifolds with
Fredholm sections, 146
and dg-manifolds, 151
and M-polyfolds, 146
and quasi-smooth derived schemes,
147
and schemes with obstruction
theories, 147
and solutions of elliptic equations,
147
and Spivak’s derived manifolds, 147
as d-manifold with corners, 57
bordism, 141–143
intersection product, 142
d-submanifold, 32
d-transverse 1-morphisms, 33–35
embedding, 32–33, 35
into manifolds, 35–36
equivalence, 29–32
e´tale 1-morphism, 29
example which is not principal, 36
fibre products, 33–35
d-transverse, 34
orientations on, 38–39
gluing by equivalences, 30–31
immersion, 32–33, 35, 36
is a manifold, 23, 28, 34
orientation line bundle, 37
orientations, 37–39, 147–148
principal, 23–24, 35–36, 57
standard model, 23–27, 29–31, 36,
151
1-morphism, 25
2-morphism, 26
orientations on, 38
submersion, 32–34
virtual class, 142
virtual cotangent bundle, 28
virtual dimension, 23, 34
w-embedding, 32–33
w-immersion, 32–33
w-submersion, 32–34
why dMan is a 2-category, 35
d-manifold with boundary, 57, 142
d-manifold with corners, 57–67
167
and Banach manifolds with
Fredholm sections, 146
and M-polyfolds, 146
bd-transverse 1-morphisms, 63
boundary, 58
orientation on, 67
cd-transverse 1-morphisms, 63, 67
corner functors, 58
d-submanifold, 62
definition, 57–59
embedding, 61–64
into manifolds, 64–66
equivalence, 60–61
e´tale 1-morphism, 60
fibre products, 58, 63–64
bd-transverse, 63
orientations on, 67
flat 1-morphism, 64
gluing by equivalences, 60–61
immersion, 61–64
include d-manifolds, 57
is a manifold, 58, 63
of mixed dimension, 58
orientation line bundle, 66
orientations, 66–67
principal, 57, 64–66
s-embedding, 61–64
s-immersion, 61–64
s-submersion, 61–63
semisimple 1-morphism, 64
sf-embedding, 61–66
sf-immersion, 61–64
sfw-embedding, 61–63
sfw-immersion, 61–63
standard model, 59–60, 64–66
1-morphism, 59–60
boundary of, 59
submersion, 61–63
sw-embedding, 61–63
sw-immersion, 61–63
sw-submersion, 61–63
virtual cotangent bundle, 58
virtual dimension, 57, 63
w-embedding, 61–63
w-immersion, 61–63
w-submersion, 61–63
d-orbifold, 95–111
and Banach orbifolds with
Fredholm sections, 146
and Deligne–Mumford stacks with
obstruction theories, 147
and Kuranishi spaces, 110, 146
and polyfolds, 146
and quasi-smooth derived Deligne–
Mumford stacks, 147
as d-orbifold with corners, 130
bordism, 110, 144–146
and Gromov–Witten invariants,
148–149
and orbifold strata, 145–146
effective, 144–146
intersection product, 145
semieffective, 144–146
d-suborbifold, 103
d-transverse 1-morphisms, 103–104
definition, 96
effective, 110–111, 145
orbifold strata of, 111
embedding, 103–104
into orbifolds, 104–105
equivalence, 98, 100
e´tale 1-morphism, 100, 103
fibre products, 103–104
gluing by equivalences, 100–102
good coordinate system, 31, 107–
110, 145
immersion, 103–104
is a d-manifold, 96, 106
is an orbifold, 96, 104
Kuranishi neighbourhood, 107–110
coordinate change, 107–108
local properties, 97–99
orbifold strata, 105–107, 145
orientations on, 106–107, 111
orientation line bundle, 105
orientations, 105–107, 148
perturbing to orbifolds, 111, 145
principal, 96, 104–105, 110
semieffective, 110–111, 145
orbifold strata of, 111
standard model SV,E,s, 97–98, 100–
101, 105, 109
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1-morphism, 97–98, 100
standard model [SV,E,s/Γ], 98–99,
101–102, 107–109
1-morphism, 99
2-morphism, 99
submersion, 103
virtual class, 145
virtual cotangent bundle, 96
virtual dimension, 96, 104
w-embedding, 103
w-immersion, 103
w-submersion, 103–104
d-orbifold with boundary, 130, 139, 140,
144
d-orbifold with corners, 130–140
and Banach orbifolds with
Fredholm sections, 146
and Kuranishi spaces, 146
and polyfolds, 146
bd-transverse 1-morphisms, 136–
137
boundary, 70
cd-transverse 1-morphisms, 136–137
corner functors, 132
d-suborbifold, 136
definition, 130–131
effective, 140
embedding, 136
into orbifolds, 138
equivalence, 133–135
e´tale 1-morphism, 133, 136
fibre products, 136–137
bd-transverse, 137
flat 1-morphism, 133, 137, 140
gluing by equivalences, 133–135
good coordinate system, 139–140
immersion, 136
include d-orbifolds, 130
is a d-manifold, 131
is an orbifold, 130, 137
Kuranishi neighbourhood, 139–140
coordinate change, 139
local properties, 132–133
orbifold strata, 138–139
boundaries of, 139
orientations on, 139
orientation line bundle, 138
orientations, 138
principal, 130, 132, 138
s-embedding, 136–137
s-immersion, 136–137
s-submersion, 136
semieffective, 140
semisimple 1-morphism, 137, 140
sf-embedding, 136–138
sf-immersion, 136
sfw-embedding, 136
sfw-immersion, 136
simple 1-morphism, 133
standard model SV,E,s, 132–134,
138, 140
1-morphism, 132, 133
boundary, 132
standard model [SV,E,s/Γ], 133, 135,
139–140
1-morphism, 133
straight, 139
submersion, 136–137
sw-embedding, 136
sw-immersion, 136
sw-submersion, 136
virtual cotangent bundle, 131, 138
virtual dimension, 130, 137, 139
w-embedding, 136
w-immersion, 136
w-submersion, 136–137
d-space, 16–22
1-morphism, 17
2-morphism, 17
as d-space with corners, 48
definition, 16
equivalence, 19
fibre products, 21
fixed point loci, 22
gluing by equivalences, 19–21
is a C∞-scheme, 18
is a manifold, 18
open cover, 19
open d-subspace, 19
virtual cotangent sheaf, 17
d-space with boundary, 48
d-space with corners, 47–56
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b-transverse 1-morphisms, 53–55
boundary, 48
strictly functorial, 50
c-transverse 1-morphisms, 53–55
corner functors, 51–53, 55, 58
definition, 47–48
equivalence, 51
fibre products, 53–55
b-transverse, 54
boundary and corners, 55
may not exist, 53
fixed point loci, 56
flat 1-morphism, 48–51, 54
gluing by equivalences, 51
include d-spaces, 48
include manifolds with corners, 50–
51
is a manifold, 51
k-corners Ck(X), 51–53
open cover, 51
open d-subspace, 51
semisimple 1-morphism, 48–51, 54
simple 1-morphism, 48–51
d-stack, 86–95
definition, 87–89
equivalence, 91–94
e´tale 1-morphism, 91
fibre products, 93
gluing by equivalences, 21, 91–93
conditions on overlaps, 93
is an orbifold, 89
open cover, 91
open d-substack, 91
orbifold strata, 22, 93–95
quotients [X/G], 22, 89–91, 94,
104
quotient 1-morphism, 90
quotient 2-morphism, 90
representable 1-morphism, 94
virtual cotangent sheaf, 87, 95, 96
with boundary, see d-stack with
boundary
with corners, see d-stack with
corners
d-stack with boundary, 121, 130
d-stack with corners, 121–130
b-transverse 1-morphisms, 126–128,
130
boundary, 70, 122
strictly functorial, 122
c-transverse 1-morphisms, 126–128
corner functors, 125–126, 128, 132
definition, 121–122
equivalence, 125
e´tale 1-morphism, 123
fibre products, 126–128
b-transverse, 128
boundary and corners, 128
flat 1-morphism, 124–127
gluing by equivalences, 125
is a d-space, 122
is an orbifold, 122
k-corners Ck(X), 125–126
open cover, 125
open d-substack, 125
orbifold strata, 129–130
quotients [X/G], 56, 123, 133
semisimple 1-morphism, 124–125,
127
simple 1-morphism, 124–126
straight, 130, 139
d-transversality, 33–35, 103–104
Deligne–Mumford C∞-stack, 68–80
cotangent sheaf, 74, 76–77, 80
definition, 72
fibre products, 73
inertia stack, 78
locally fair, 72
orbifold strata, 77–80
functoriality, 78
quasicoherent sheaves on, 73–77
pullbacks, 75–76
restriction to orbifold strata, 79
representable 1-morphism, 94, 103,
136
sheaves of abelian groups on, 74
sheaves of C∞-rings on, 74
structure sheaf OX , 74
vector bundles on, 74
Deligne–Mumford stack with
obstruction theory, 1, 148, 150
and d-orbifolds, 147
170
derived algebraic geometry, 1, 5–7, 18–
19
derived category, 148
derived Deligne–Mumford stack
quasi-smooth
and d-orbifolds, 147
derived manifold, see Spivak’s derived
manifolds
derived scheme, 18–19
quasi-smooth, 1, 7
and d-manifolds, 147
dg-algebra, 19
square zero, 19
dg-manifold, 151
dg-scheme, 5, 7, 151
Donaldson–Thomas invariants, 1, 143
elliptic equations, 147
e´tale topology, 12, 73, 91, 105
Fano 3-fold, 148
fibre product
definition, 153
of C∞-schemes, 10
of C∞-stacks, 73
of d-manifolds, 34
of d-manifolds with corners, 63
of d-orbifolds, 104
of d-orbifolds with corners, 137
of d-spaces, 21
of d-spaces with corners, 54
of d-stacks, 93
of d-stacks with corners, 128
of orbifolds with corners, 118
fractal, 23
Fukaya categories, 1, 5, 150
functor, 152
faithful, 9, 10, 18, 51, 68, 81, 89,
112, 131, 152
full, 9, 10, 18, 51, 68, 81, 89, 112,
131, 152
natural isomorphism, 152
natural transformation, 152
truncation, 1, 6, 146–147, 150
generalized homology theory, 141, 144
gluing profile, 150
good coordinate system, 31, 107–110,
139–140, 145
Gromov–Witten invariants, 1, 5, 143,
148–150
Grothendieck topology, 68, 81
groupoid, 152
Hadamard’s Lemma, 9
harmonic maps, 147
homology, 141–143, 145
homotopy category, 81–83, 146–147, 154
Kuranishi (co)homology, 145, 151
Kuranishi space, 1, 5, 31, 38, 107, 109–
110, 145, 148
and d-orbifolds, 95, 110, 130, 146
Lagrangian Floer cohomology, 1, 5, 143,
150
Lagrangian submanifold, 5, 6, 148, 150
manifold
embedding, 35
immersion, 35
orientation, 37
transverse fibre products, 10, 21,
33
with boundary, see manifold with
boundary
with corners, see manifold with
corners
manifold with boundary, 39–47, 141
manifold with corners, 39–47
as d-space with corners, 50–51
boundary, 39
boundary defining function, 40
corner functors, 43–45
diffeomorphism, 41
embedding, 41–42
fixed point loci, 46–47
flat map, 41–42
immersion, 41–42
k-corners Ck(X), 42
local boundary component, 39
orientations, 45–46
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s-embedding, 41–42
s-immersion, 41–42
s-submersion, 41–42
semisimple map, 41–42, 45
sf-embedding, 41–42, 140
sf-immersion, 41–42
simple map, 41–42
smooth map, 40
strongly transverse maps, 44–45
submanifold, 41
submersion, 41–42, 140
transverse fibre products, 44–45
boundaries of, 44
weakly smooth map, 40
module over C∞-ring, 12–13
complete, 13
moduli space, 1, 31, 143, 147–148
of algebraic curves, 148
of coherent sheaves on a 3-fold, 148
of coherent sheaves on a surface,
148
of harmonic maps, 147
of J-holomorphic curves, 102, 110,
135, 147–151
of perfect complexes on a 3-fold,
148
of PT pairs on a 3-fold, 148
of solutions of nonlinear elliptic
equations, 147
orbifold, 80–86
a category or a 2-category?, 81
as Deligne–Mumford C∞-stack, 81
as groupoid in Man, 81–82
as orbifold with corners, 112
as stack on Man, 81–82
cotangent bundle, 83
different definitions, 80–82
effective, 82–83, 85, 97, 111
embedding, 82
e´tale 1-morphism, 82
immersion, 82
locally orientable, 85
orbifold bordism, 143–144
and orbifold strata, 144
effective, 143
intersection product, 143
orbifold strata, 83–86, 144
orientations on, 85–86
orientations, 83, 85
representable 1-morphism, 82
submersion, 82
suborbifolds, 83
transverse fibre products, 81, 83,
93, 156
vector bundles on, 83
total space functor Tot, 83
with boundary, see orbifold with
boundary
with corners, see orbifold with
corners
orbifold strata
of d-orbifolds, 105–107, 145–146
of d-orbifolds with corners, 138–
139
of d-stacks, 22, 93–95
of d-stacks with corners, 129–130
of Deligne–Mumford C∞-stacks, 77–
80
of orbifolds, 83–86, 144
of orbifolds with corners, 119–121
orbifold with boundary, 112, 114, 143
orbifold with corners, 111–121
boundary, 70, 114
strictly functorial, 113
corner functors, 116–117
definition, 112–113
effective, 114, 132
embedding, 118
flat 1-morphism, 114–117
immersion, 118
k-corners Ck(X), 116–117
open cover, 113
open suborbifold, 113
orbifold strata, 119–121
quotients [X/G], 113, 117
s-embedding, 118
s-immersion, 118
s-submersion, 117
semisimple 1-morphism, 114–117
sf-embedding, 118
sf-immersion, 118
172
simple 1-morphism, 114–117
straight, 113, 121
strongly transverse 1-morphisms,
118, 128
submersion, 117
transverse fibre products, 118, 128
vector bundles on, 114
total space functor Totc, 114,
130, 138
orientation convention, 38, 45, 67
orientation line bundle, 37, 38, 66, 67,
105, 138
partition of unity, 7, 11–12, 20, 33
polyfold, 1, 5, 148, 150
and d-manifolds, 146
and d-orbifolds, 146
gluing profile, 150
principal d-manifold, 23–24, 35–36
principal d-manifold with corners, 57,
64–66
principal d-orbifold, 104–105, 110
principal d-orbifold with corners, 130,
132, 138
pushout, 20, 153, 156
quasi-smooth, 7, 147
quotient C∞-stack, 71–72
quotient d-stack, 22
scheme with obstruction theory, 1, 143,
148
and d-manifolds, 147
spectral sequence, 141
Spivak’s derived manifolds, 1, 5, 6, 21,
34–36, 142
and d-manifolds, 147
split short exact sequence, 29, 31, 60,
100, 133
square zero extension, 87
square zero ideal, 16, 19, 24, 87
stack, 1, 5, 68, 81, 82, 147, 148, 150,
154, 156
String Topology, 6
Symplectic Field Theory, 1, 5, 150
symplectic geometry, 1, 5–6, 110, 143,
147–151
synthetic differential geometry, 8
truncation functor, 1, 6, 146–147, 150
virtual chain, 1, 5, 110, 142, 145, 150,
151
virtual class, 1, 110, 143, 148–151
for d-manifolds, 142
for d-orbifolds, 110, 145
for Kuranishi spaces, 145
for schemes with obstruction
theory, 143
virtual cotangent bundle, 28, 37, 58,
66, 96, 105, 106, 131, 138
virtual quasicoherent sheaf, 27–28, 96
on C∞-scheme, 27
on Deligne–MumfordC∞-stack, 96
virtual vector bundle, 27–28, 58, 96,
138
injective 1-morphism, 32, 103
is a vector bundle, 28
of mixed rank, 106
on a C∞-scheme, 27
on a Deligne–Mumford C∞-stack,
96, 103
orientation line bundle of, 37, 105
surjective 1-morphism, 32, 103
weakly injective 1-morphism, 32,
103
weakly surjective 1-morphism, 32,
103
Zariski topology, 12, 73, 91, 103, 105,
136
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