Abstract: Let 2 p m − 2. We classify all p-Osserman algebraic curvature tensors on R m . We also show that the only p-Osserman Riemannian metrics are the metrics of constant sectional curvature.
Introduction
Let m 4 henceforth. Let If R is p-Osserman, then we shall omit π from the notation and write λ i; p , m p (λ), and a i; p . Since R(X, X ) = 0, J R;1 (X )X = 0 so J R;1 (X ) preserves X ⊥ ; let the reduced Jacobi operator 300 P. Gilkey be the restriction of J R;1 (X ) to X
It is a pleasant task to thank I. Dotti, M. Druetta, R. Ivanova, Z. Rakić, and V. Videv for useful conversations concerning the material of this paper. We conclude the introduction by remarking that the Bianchi identity is used in an essential way through the results cited of Chi [3] . Finally, algebraic topology is used in an essential fashion-this is not simply a calculation in representation theory involving the geometry of orbits.
Results of Borel, Chi, and Stong
Let E be a real k plane bundle over a topological space X . Let ρ : PE → X be the associated projective bundle over X and let 
be the total Stiefel-Whitney class of γ k . Let x ⊥ j be formal classes defined by the relation
We refer to Borel [1] and Stong [17] for the proof of the following result: 
The proof of Lemma 1.3
We follow the proof given in [8] ; see also [10, 16] . Let ρ be the Ricci tensor and letρ be the associated Ricci operator defined by the relationship
To show that R is Einstein, we must show there exists c so thatρ = c · Id or equivalently that
and since ρ is bilinear, we must show
Let
We have
have the same spectrum. We may therefore compute that
Let π be a p plane. We choose the orthonormal basis {X i } so that π is spanned by the X i for i p and so that π ⊥ is spanned by the
Thus the eigenvalues of J R;1 (π ) determine the eigenvalues of J R;1 (π ⊥ ) and R is (m − p)-Osserman as well.
Rakić duality
Let A be a self-adjoint linear operator on R m . Let λ 1;A · · · λ m;A be the eigenvalues of A. We may use Rayleigh-Ritz to determine the extremal eigenvalues
We determine the other eigenvalues of A similarly. Let k;A := λ 1;A +· · ·+λ k;A . If {ψ 1 , . . . , ψ k } is an orthonormal basis for a k plane τ , then we may express Proof. We give a proof due to Park [13] who used this result in the L 2 setting in conjunction with Gärding's inequality to give an elementary proof that the eigenvalues of the Laplacian vary continuously with the metric.
Choose an orthonormal basis {φ i } for R m which diagonalizes A. Suppose first that k = 1; this is the case discussed in equation (4.1a). Let τ = span{ψ 1 } where
We have equality if and only if λ i;A = λ 1;A for α i = 0, i.e., Aψ 1 = λ 1;A ψ 1 . This proves the lemma if k = 1. We prove the general case by induction on k.
Since A preserves L k , and since the smallest eigenvalue of A on L k is λ k;A , we use equation (4.1b) to see
Let {ψ i } for 1 i k − 1 be an orthonormal basis for τ 2 := τ ∩ τ ⊥ 1 . Since dim(τ 2 ) < k, we can use induction to see that
Since ρ τ = ρ τ 1 + ρ τ 1 , we add equations (4.1c) and (4.1d) to see 
Let I := {1 i 1 < · · · < i p m} be a collection of p distinct indices and let τ ∈ Gr k (m). We define 
we can find an orthonormal set {Y j } p−k j=1 of eigenvectors of J R; p (π) which are all perpendicular to τ . This proves assertion (1) .
Choose an orthonormal basis {φ i } diagonalizing J R;k (τ ). Fix I and let
. . , φ i p } ∈ Gr p (m).
We use assertion (1) to find a p − k plane τ 1 so τ ⊥ τ 1 and so J R; p (π) τ 1 ⊂ τ 1 ; by Lemma 1.4,
Thus by Lemma 1.4,
By construction and by Lemma 1.4 (1),
Since τ is J R; p (π ) invariant, this shows that I ; p,k can be expressed as the sum of k eigenvalues of J R; p . Consequently I ; p,k takes values in a finite set. Since Gr k (m) is connected and since the map τ → I ; p,k (τ ) is a continuous function of τ , assertion (2) follows. Fix 1 < i < j m. Since p < m, we can choose a set K of p − 1 indices not containing the indexes i and j. Let I := {i} ∪ K and J := { j} ∪ K . Then
so the difference of any two eigenvalues is a constant function on Gr k (m). By Lemma 1.3, R is Einstein so the sum of all the eigenvalues is constant. It now follows that the individual eigenvalues λ i;k (τ ) are constant on Gr k (m) so R is k-Osserman.
The following lemma now follows from Lemma 5.1.
Lemma 5.2. Let R be a p-Osserman algebraic curvature tensor. Let 1 k < p. If there exists an eigenvalue λ with dim E p (λ) p, then R is k-Osserman.
Let R be a p-Osserman algebraic curvature tensor. Let τ and π be p planes. If
be the eigenvalue structure of J R; p (π ) on τ where 1 i 1 < · · · < i p m. Given such a possible p eigenvalue structure λ for J R; p , we define
Let (π, τ ) ∈ P( λ). Since J R; p (π) preserves τ , we use Lemma 1.4 to see that J R; p (τ ) preserves π. Let ξ (π, τ ) := λ(τ, π) be this associated eigenvalue structure.
Lemma 5.3. Let π ∈ Gr p (m)and let λ be a p eigenvalue structure for J R; p . The function ξ (π, τ ) is constant on P( λ) and the involution (π, τ ) → (τ, π) defines a diffeomorphism between P( λ) and P( ξ ).
Proof. Let µ ν be the distinct eigenvalues which appear in λ. Projection on the first factor defines a bundle over Gr p (m) with connected fiber
Since the base Gr p (m) is connected, P( λ) is connected. As the eigenvalues of J R;π | τ vary continuously, as the eigenvalue structure ξ (π, τ ) takes values in a finite set, and as P( λ) is connected, ξ is constant on P. This proves the first assertion; the second now follows.
Let {µ ν } be the distinct eigenvalues which appear in a p eigenvalue structure λ of J R; p . We say that λ is regular if m p (µ 1 Proof. Note that λ is regular if and only if projection on the first factor defines a bundle from P( λ) to Gr p (m) with trivial fiber or equivalently if P( λ) and Gr p (m) have the same dimension. It now follows that λ is regular if and only if ξ is regular. In this setting, the two projections
Let γ p be the classifying p plane bundle over Gr p (m). Let µ ν be the distinct eigenvalues appearing in λ.
We use Theorem 2.2 (2) to see this implies = 1. Thus the eigenvalue µ 1 has multiplicity p and Lemma 5.4 now follows from Lemma 5. This estimate shows that R is 1-Osserman by Lemma 5.1.
The proof of Lemma 1.6
. We show R 0 is an algebraic curvature tensor by computing
Let X be a unit vector and let Y ⊥ X . We determine the eigenvalue structure of J R 0 ; p and show that R 0 is p-Osserman for any p by computing 
