Abstract. Let x be a complex random variable with mean zero and bounded variance. Let Nn be the random matrix of size n whose entries are iid copies of x and M be an arbitrary matrix. We give a general estimate for the least singular value of the matrix Mn := M + Nn. In various special cases, our estimate extends or refines previous known results.
Introduction
Let A be an n by n matrix with complex entries, where we think of n as a large parameter going to infinity. We denote by
the singular values of A, sorted in decreasing order.
In this paper, we study the asymptotic distribution of the least singular value s n of a random matrix. We will be considering the following two models:
(1) Basic model. A := N n , where N n is an n by n random matrix whose entries are iid copies of a complex random variable x with mean zero and finite variance. (2) General model. A := M +N n , where N n is as above and M is a deterministic n × n matrix whose entries may depend on n.
Estimating the least singular value s n (M n ) is a problem of fundamental importance. This parameter plays critical role in various areas of mathematics, including the theory of random matrices, probability in Banach spaces, and numerical linear algebra.
Theory of random matrices. The theory of random matrices is devoted to the study of spectral properties of (several types of) random matrices. The model N n considered in this paper is very general. It contains classical cases such as Gaussian or Bernoulli random matrices. In fact, most entry distributions that have 1991 Mathematics Subject Classification. 11B25. T. Tao is supported by a grant from the Macarthur Foundation. V. Vu is supported by NSF Career Grant 0635606.
1 been considered in random matrix theory satisfy the zero mean and finite variance assumption of N n .
The largest singular value s 1 (A) and least singular value s n (A) = 1/s 1 (A −1 ) are important parameters of a matrix. While the largest singular value s 1 (A) is relatively easy to estimate (using Wigner's moment method, for instance), the least singular value s n (A) poses a considerable challenge, due to the fact that the entries of A −1 are much more complicated than those of A. It is already a non-trivial problem to prove that s n (N n ) is asymptotically almost surely positive (i.e. that N n is non-singular with probability 1 − o(1)), when x has a discrete distribution. For more discussion, we refer to a recent monograph [1] .
Probability in Banach spaces. The largest and the least singular values of a matrix A have a simple and useful geometric interpretation: they are the longest and shortest axis of the ellipsoid which is the image of the unit ball under the operator A. Thus, together, these values measure how much the linear operator A changes the shape of the space. In the theory of Banach spaces, random linear maps are used often, and thus the study of s 1 (N n ) and s n (N n ) is unavoidable. See, for instance [13] for more discussion.
The two examples above concern the base model N n . Let us now present two other scenarios where the more general model M + N n arises naturally.
The Stieljes transform. One of the most powerful and widely used tools in random matrix theory is the Stieljes transform, which reduces the study of N n to the study of (N n −z √ nI) −1 (or its normalized version ( 1 √ n N n −zI) −1 ) [1] . On the other hand, the operator norm of (N n −z √ nI) −1 is exactly s n (M n ) −1 , where M n := N n −z √ nI. Thus, it is an essential step in many applications of this method to estimate s n (M n ). In particular, recent developments on the classical Circular Law Conjecture [1, Chapter 1] , [6, 21, 24] are based on new estimates for s n (M n ).
Numerical Linear Algebra. If A is a non-singular matrix, the condition number
is a basic parameter in numerical linear algebra (see [2, 7] , for example). The accuracy and stability of most algorithms involving a system of linear equations (given by a matrix A) depend on cond(A). One usually says that M is wellconditioned if cond(M ) is small and ill-conditioned if cond(M ) is large. (The precise meaning of "large" and "small" depends of course on the application.)
An important issue in the theory of computing is noise, as it is present in all computational processes and affect them. By the word noise, we would like to represent all kinds of errors occurring in a process, due to both humans and machines, including errors in measuring, errors caused by truncations, errors committed in transmitting and inputting the data, etc. The study of influence of noise in numerical linear algebra dates all the way back to the seminal paper of Goldstine and von Neumann [8] .
It happens frequently that while we are interested in a solving a certain system of equations (determined by a large, deterministic, matrix M , say), because of the presence of noise, the computer actually ends up solving a slightly perturbed version of it. In many toy models, one represents the perturbation by a random matrix. This leads to the task of estimating cond(M n ), where M n := M + N n and N n is a random matrix representing the noise. Since M n = s 1 (M n ) is relatively easy to bound, the problem is more or less equivalent to estimating M
Estimates on cond(M n ) has led to some interesting consequences in theoretical computer science, including a recent work of Spielman and Teng [19] that gave a theoretical explanation for the fact the the simplex method in linear programming, while known to have exponential running time in worst case analysis, runs very fast in practice. The reason is, roughly speaking, that even when the matrix M is ill-condition, the matrix M n := M + N n , with high probability, is well-condition. (Theorem 2.2 below plays an important role in their proof.)
The goal of this paper is to give a general estimate for s n (M n ). In the next section, we present several existing estimates in special cases. These results lead to two natural questions (Questions 2.3 and 2.6). Next, we discuss the so-called Universality Principle from mathematical physics and provides an example showing that for the general model M n := M + N n , this principle does not always hold, at least in the obvious way. This leads to another question (Question 3.3) about the impact of the deterministic matrix M on the least singular value of M n .
Questions 2.3, 2.6 and 3.3 serve as the motivation of our study. Our main result, Theorem 4.1, addresses all these questions and bridges several existing results. This theorem holds under the very light assumption that x has positive bounded second moment. On the other hand, many of its corollaries (see Section 4) are near optimal.
The proof of the main theorem is relatively simple. It relies on an ǫ-net arguments (similar to those in [22, 16, 24, 17] and some technical tools presented in Section 6. The heart of the matter here is a counting theorem (Theorem 6.8) proved in [24] , that shows that the set of vectors v = (v 1 , . . . , v n ) for which the "small ball" probability sup z P(|x 1 v 1 +· · ·+x n v n −z| ≤ r) is relatively large can be approximated by a finite set of small cardinality. This counting result belongs to the family of so-called Inverse Littlewood-Offord theorems introduced in [22] .
In this paper we use the usual asymptotic notation X = O(Y ) to denote the estimate |X| ≤ CY for some constant C > 0; X = Ω(Y ) to denote the estimate X ≥ cY for some c > 0 independent of n, and X = Θ(Y ) to denote the estimates X = O(Y ) and X = Ω(Y ) holding simultaneously. In some cases, we write
mean that the hidden constant in O or ≪ depend on previously defined constants a and b.
We use o(1) to denote any quantity that goes to zero as n → ∞.
Previous results
The first result on the least singular value was proved for random matrices with gaussian entries. In [3] , Edelman showed Theorem 2.1. There is a constant C > 0 such that the following holds. Let x be the real gaussian random variable with mean zero and variance one, let N n be the random matrix whose entries are iid copies of x. Then for any t > 0
(In fact, Edelman proved more, as he determined the limiting distribution of √ ns n (N n ).)
In [20] , Sankar, Spielman and Teng extended this result for the general model M n .
Theorem 2.2.
There is a constant C > 0 such that the following holds. Let x be the real gaussian random variable with mean zero and variance one, let N n be the random matrix whose entries are iid copies of x, and let M be an arbitrary fixed matrix. Let M n := M + N n . Then for any t > 0
This theorem motivates the following question Once we give up the gaussian assumption, the study of the least singular value s n becomes much harder (in particular for discrete distributions such as Bernoulli, in which x = ±1 with equal probability 1/2). As mentioned above, it is already non-trivial to prove that the least singular value of a random Bernoulli matrix is positive with probability 1 − o(1). This was first done by Komlós in 1967 [11] , but good quantitative lower bounds were not available until recently. In a series of papers, Tao-Vu and Rudelson-Vershynin addressed this question [22, 24, 16, 17] and proved a lower bound of the form n −Θ(1) for s n with high probability. In particular, Rudelson and Vershynin [17] proved the following.
We say that x is subgaussian if there is a constant B > 0 such that
for all t > 0. The smallest B is called the subgaussian moment of x.
Theorem 2.4.
[17] Let x be a subgaussian random variable with zero mean, variance one and subgaussian moment B. Let N n be the random matrix whose entries are iid copies of x. Then there are positive constants c 1 , c 2 < 1 (depending on B) such that for any t > 0
If t decreases polynomially in n, then the second term on the right hand side is negligible. Thus, one obtains Corollary 2.5.
[17] Let x be a subgaussian random variable with zero mean, variance one and subgaussian moment B and A be an arbitrary positive constant. Let N n be the random matrix whose entries are iid copies of x. Then there is a positive constant C (depending on B) such that for any t ≥ n −A we have
Notice the similarity between this result and Theorem 2.1. Given Theorem 2.1, it is natural to ask whether Corollary 2.5 holds for all t, without the lower bound t ≥ n −A . But this is not the case. For example, if x is Bernoulli, then with positive (but exponentially small) probability, the matrix is singular and s n = 0. (This explains the extra term c On the other hand, given Theorem 2.2, one can still hope that Corollary 2.5 extends to the general model M n = M + N n . We are going to discuss this problem in the next section.
In [17] , it is shown that one can still have good control on s n if x has bounded forth moment. Another immediate question is thus the following Question 2.6. What happens if x does not have bounded fourth moment ?
The assumption that x has bounded fourth moment plays an important role in the proofs in [17] (see [17, Section 1.2]), in large part due to the reliance on estimates concerning the largest singular value. This seems essential that this value is of order n 1/2 withe overwhelming probability, and for this, as pointed out by the authors, the fourth moment bound is necessary and sufficient.
On the other hand, by a different approach, we have the following result from [24] , which does not require fourth moment (or zero mean):
Theorem 2.7. [24, Theorem 2.1] Let x be a random variable with non-zero variance. Then for any constants A, C > 0 there exists a constant B > 0 (depending on A, C, x) such that the following holds. Let N n be the random matrix whose entries are iid copies of x, and let M be any deterministic n × n matrix with norm M ≤ n C . Then
The weakness of this theorem is that the dependence of B on A and C in Theorem 2.7, while explicit, is somewhat too generous. The main result of this paper, Theorem 4.1, will improve this dependence significantly and provide a common extension of Theorem 2.7 and Corollary 2.5.
Universality broken: The influence of M
There is a strong belief (or intuition) that spectral properties of a random matrix do not depend too sensitively on the distribution of the entries. This is usually referred to as the "Universality Principle" in the literature. General conjectures are often made via this principle, given some results for a particular distribution (in most cases Gaussian). Well-known examples includes the semi-circular law theorem (which was first proved by Wigner [27] for special distributions and was later generalized to all distributions with zero mean and variance one by Pastur [15] ) and the circular law conjecture (which was first verified for x being complex gaussian using Ginibre's formula, and currently known for many other classes of distributions [1, 5, 21, 6, 24] ).
Under this principle, and given Theorem 2.2 and Corollary 2.5, it seems natural to conjecture the following:
Conjecture 3.1. Let x be a random variable with zero mean and variance one and M be an arbitrary fixed matrix. Define M n := M + N n , where N n is the random matrix whose entries are iid copies of x. Then there is a positive constant C such that for any constant A > 0 and t ≥ n −A we have
Conjecture 3.1 was our first attempt to answer Question 2.3. Corollary 2.5 supports the conjecture, as it shows that it holds for the base case when M is the all zero matrix.
It has turned out, somewhat surprisingly, that Conjecture 3.1 fails in the general case. The following lemma shows that the the additional matrix M does have a significant impact on the magnitude of s n (M n ).
Lemma 3.2. There are positive constants c 1 and c 2 such that the following holds. Let N n be the n × n random Bernoulli matrix with n even. For any L ≥ n, there is an n × n deterministic matrix M such that M = Θ(L) and
We shall prove this lemma shortly. Note that this lemma contradicts Conjecture 3.1 once L significantly exceeds n 2 . The assumption that n is even is artificial and can be removed by considering a different distribution. (For instance, one can consider the distribution P(x = 1) = P(x = −1) = P(x = 0) = 1/3.) Lemma 3.2 raises a very interesting issue:
In the remaining part of this section, we prove Lemma 3.2.
Proof. (Proof of Lemma 3.2) Let M
′ be the n − 1 × n matrix obtaining by concatenating the matrix LI n−1 with an all L column, where L is a large number. The n × n matrix M is obtained from M ′ by adding to it a (first) all zero row; thus
It is easy to see that
Now consider M n := M + N n where the entries of N n are iid Bernoulli random variables.
Let M ′ n be the (random) (n − 1) × n matrix formed by the last n − 1 rows of M n . Let v ∈ R n be a unit normal vector of the n − 1 rows of M ′ n . By replacing v with −v if necessary we may write v in the form
where
Multiplying v with the first row of
Repeating the argument with all other rows, we conclude that
Since v has unit norm, we also have
This, together with the fact that |a i + a n | = O( 1 L ) and all 1 ≤ i ≤ n − 1, yields
Since − 1 √ n + a n ≤ 0 and L ≥ n, it is easy to show from here that
Since n is even, with probability Θ(
, and in this case
as desired.
Main result
Now we are ready to state our main result, which addresses Questions 2.3, 2.6, 3.3 and bridges the existing results together.
Theorem 4.1. Let x be a random variable with mean zero and bounded second moment, and let γ ≥ 1/2, c 1 > 0, A ≥ 0 be constants. Then there is a constant c 2 depending on x, γ, c 1 , A such that the following holds. Let N n be the random matrix of size n whose entries are iid copies of x, M be a deterministic matrix satisfying M ≤ c 1 n γ , and let
Note that this theorem only assumes bounded second moment on x. In the rest of this section, we deduce a few corollaries of this theorem.
First, consider the special case when x is subgaussian (or have bounded forth moment). In this case, it is well-known that one can have a strong bound on P( N n ≥ n γ ) thanks to the following theorem.
Theorem 4.2. Let B be a positive constant. There are positive constants C 1 , C 2 depending on B such that the following holds. Let x be a subgaussian random variable with zero mean, variance one and subgaussian moment B and N n be the random matrix whose entries are iid copies of x. Then
If one replaces the subgaussian condition by the weaker condition that x has forth moment bounded B, then one has a weaker conclusion that
From
In the case M n = O(n 1/2 ) (which of course includes the M n = 0 special case), (1) implies Corollary 4.4. Let A be arbitrary positive constant. Let x be a subgaussian random variable with zero mean and variance one and N n be the random matrix whose entries are iid copies of x. Let M be a deterministic matrix such that M = O(n 1/2 ) and set
Up to a loss of magnitude n o(1) , this matches Corollary 2.5, which treated the base case M = 0.
If we assume bounded fourth moment instead of subgaussian, we can use the second half of Theorem 4.2 to deduce Corollary 4.5. Let x be a random variable with zero mean, variance one and bounded forth moment moment and N n be the random matrix whose entries are iid copies of x. Let M be a deterministic matrix such that M = n O(1) and set
In the case M = O(n 1/2 ), this implies that almost surely s n (M n ) ≤ n Let us now take a look at the influence of M on the bound. Obviously, there is a gap between (1) and Lemma 3.2. On the other hand, by setting A = 1/2, L = n γ and assuming that P( N n ≥ n γ ) is negligible (i.e., super-polynomially small in n), we can deduce from Theorem 4.1 that
This, together with Lemma 3.2, suggests that the influence of M in s n (M n ) is of polynomial type. Now let us address Question 2.6. For simplicity, let us normalize and assume that x has variance one. One can deduce a bound on N n from the simple computation
By Chebyshev's inequality we thus have
Applying Theorem 4.1 we obtain Corollary 4.6. Let x be a random variable with mean zero and variance one and N n be the random matrix whose entries are iid copies of x. Then for any constant
It is clear that one can obtain better bounds for s n , provided better estimates on N n . The idea of using Chebyshev's inequality is very crude (we just like to give an example) and there are more sophisticated tools. One can, for instance, use higher moments. The expectation of a k-th moment can be expressed a sum of many terms, each correspond to a certain closed walk of length k on the complete graph of n vertices (see [9, 26] ). If the higher moments of N n (while not bounded) do not increase too fast with n, then the main contribution in the expectation of the kth moment still come from terms which correspond to walks using each edge of the graph either 0 and 2 times. The expectation of such a term involves only the second moment of the entries in N n . The reader may want to work this out as an exercise.
One can also use the following nice estimate of Seginer [18] 
x 2 ij ).
Controlled moment
It is convenient to establish some more quantitative control on x. We recall the following notion from [24] .
Definition 5.1 (Controlled second moment). Let κ ≥ 1. A complex random variable x is said to have κ-controlled second moment if one has the upper bound
, and the lower bound
for all complex numbers z, w.
Example The Bernoulli random variable (P(x = +1) = P(x = −1) = 1/2) has 1-controlled second moment. The condition (4) asserts in particular that x has variance at least 1 κ , but also asserts that a significant portion of this variance occurs inside the event |x| ≤ κ, and also contains some more technical phase information about the covariance matrix of Re(x) and Im(x).
The following lemma was established in [24]:
Lemma 5.2. [24, Lemma 2.4] Let x be a complex random variable with finite non-zero variance. Then there exists a phase e iθ and a κ ≥ 1 such that e iθ x has κ-controlled second moment.
Since rotation by a phase does not affect the conclusion of Theorem 4.1, we conclude that we can assume without loss of generality that x is κ-controlled for some κ. This will allow us to invoke several estimates from [24] (e.g. Lemma 6.2 and Theorem 6.8 below).
Remark 5.3. The estimates we obtain for Theorem 4.1 will depend on κ but will not otherwise depend on the precise distribution of x. It is in fact quite likely that the results in this paper can be generalised to random matrices N n whose entries are independent and are all κ-controlled for a single κ, but do not need to be identical. In order to simplify the exposition, however, we focus on the iid case.
Small ball bounds
In this section we give some bounds on the small ball probabilities P(|ξ 1 v 1 + · · · + ξ n v n − z| ≤ ε) under various assumptions on the random variables ξ i and the coefficients v i . As a consequence we shall be able to obtain good bounds on the probability that Av is small, where A is a random matrix and v is a fixed unit vector.
We first recall a standard bound (cf. [24, Lemmas 4.2, 4.3, 5.2]):
Lemma 6.1 (Fourier-analytic bound). Let ξ 1 , . . . , ξ n be independent variables. Then we have the bound
for any r > 0 and z ∈ C, and any unit vector v = (v 1 , . . . , v n ), where
is an independent copy of ξ j , and x R/Z denotes the distance from x to the nearest integer.
Proof. By the Esséen concentration inequality (see e.g. [25, Lemma 7 .17]), we have
for any c > 0, where e(x) := e 2πix . We can write the right-hand side as
) and the claim follows.
Next, we recall some properties of the norms z j in the case when ξ j is κ-controlled. Lemma 6.2. Let 1 ≤ j ≤ n, let ξ j be a random variable, and let j be defined by (5).
(i) For any w ∈ C, 0 ≤ w j ≤ 1 and − w j = w j .
(ii) For any z, w ∈ C, z + w j ≤ z j + w j . (iii) If ξ j is κ-controlled for some fixed κ, then for any sufficiently small positive constants c 0 , c 1 > 0 we have z j ≥ c 1 Re(z) whenever |z| ≤ c 0 .
Proof. See [24, Lemma 5.3] .
We now use these bounds to estimate small ball probabilities. We begin with a crude bound.
Corollary 6.3. Let ξ 1 , . . . , ξ n be independent variables which are κ-controlled. Then there exists a constant c > 0 such that
for all z ∈ C and all unit vectors (v 1 , . . . , v n ).
Proof. Let c > 0 be a small number to be chosen later. We divide into two cases, depending on whether all the v i are bounded in magnitude by √ c or not.
Suppose first that |v i | ≤ √ c for all c. Then we apply Lemma 6.1 (with r := c 1/4 ) and bound the left-hand side of (6) Now suppose instead that |v 1 | > √ c (say). Then by freezing all of the variables ξ 2 , . . . , ξ n , we can bound the left-hand side of (6) by
But by the definition of κ-control, one easily sees that this quantity is bounded by 1 − c if c is sufficiently small (compared to 1/κ), and the claim follows.
As a consequence of this bound, we obtain Theorem 6.4. Let N n be an n × n random matrix whose entries are independent random variables which are all κ-controlled for some constant κ > 0. Then there are positive constants c, c ′ such that the following holds. For any unit vector v and any deterministic matrix M ,
Proof. Let c be a sufficiently small constant, and let X 1 , . . . , X n denote the rows of M + N n . If (M + N n )v ≤ cn 1/2 , then we have | X j , v | ≤ c for at least (1 − c)n rows. As the events I j := | X j , v | ≤ c are independent, we see from the Chernoff inequality (applied to the sum j I j of indicator variables) that it suffices to show that
(say) for all j. But this follows from Corollary 6.3 (after adjusting c slightly), noting that each X j is a translate (by a row of M ) of a vector whose entries are iid copies of x.
Now we obtain some statements of inverse Littlewood-Offord type. Definition 6.6 (Rich vectors). For any ε, ρ > 0, let S ε,ρ be the set of unit vectors v satisfying sup
where X = (x 1 , . . . , x n ) is a vector whose coefficients are iid copies of x.
Lemma 6.7 (Very rich vectors are compressible). For any ε, ρ > 0 we have
Proof. We can assume ρ ≫ n −1/2 since the claim is trivial otherwise. Let v ∈ S ε,ρ , thus P(|X · v − z| ≤ ε) ≥ ρ for some z. From Lemma 6.1 we conclude
Let σ > 0 be a small constant (independent of n) to be chosen later, and let A denote the set of indices i for which |v i | ≥ σε. Then from (7) we have
Suppose A is non-empty. Applying Hölder's inequality, we conclude that
for some j ∈ A. By the pigeonhole principle, this implies that
for some integer k ≥ 1.
If |A| ≪ k, then the set in (8) has measure Θ(ε −2 ), which forces |A| ≪ ρ −2 . Suppose instead that k ≤ σ|A| for some small σ ′ > 0. Since |v j | ≥ σǫ, we have σ ′ /|v j | ≤ σ ′ /σǫ. We will choose σ ′ sufficiently small to make sure that this ratio is smaller than the constant c 0 in Lemma 6.2. By Lemma 6.2, we see that the intersection of the set in (8) with any ball of radius σ ′ /|v j | has density at most k/|A|, and so by covering arguments we can bound the left-hand side of (8) from
Thus we have |A| ≪ ρ −2 in this case also. Thus we have shown in fact that |A| ≪ ρ −2 in all cases (the case when A is empty being trivial). Now we consider the contribution of those j outside of A. From (7) and Lemma 6.2 we have
Suppose that A is not all of {1, . . . , n}. Using polar coordinates v j = r j e 2πiθj as before, we see from Hölder's inequality that
for some j ∈ A, where r 2 := j ∈A r 2 j . After scaling and rotation invariance, we conclude
The left-hand side can be computed to be at most O(ε/r). We conclude that r ≪ ε/ρ. If we let v ′ be the restriction of v to A, we thus have v − v ′ ≪ ε/ρ, and the claim v ∈ Comp(O( and lies in Comp(a, 0) precisely when an ≥ k (cf. [4] ). This shows that the O( Lemma 6.7 is only non-trivial in the case ρ ≥ Cn −1/2 , for some large constant C. To handle the case of smaller ρ, we use the following more difficult entropy bound from [24] . 
Proof. See [24, Theorem 3.2].
Proof of Theorem 4.1: preliminary reductions
We now begin the proof of Theorem 4.1. Let N n , M, γ, A be as in that theorem. As remarked in Section 5, we may assume x to be κ-controlled for some κ. We allow all implied constants to depend on κ, γ, A. We may of course assume that n is large compared to these parameters. We may also assume that (9) P( N n ≥ n γ ) ≤ 1 2 since the claim is trivial otherwise. By decreasing A if necessary, we may furthermore assume that (10) P( N n ≥ n γ ) ≤ n −A+o (1) .
It will then suffice to show (assuming (9), (10)) that
for any constant α > 0 (with the implied constants now depending on α also), since the claim then follows by sending α to zero very slowly in n.
Fix α, and allow all implied constants to depend on α. By perturbing A and α slightly we may assume that A is not a half-integer; we can also take α to be small depending on A. For example, we can assume that
where {2A} is the fractional part of 2A.
Using the trivial bound N n ≥ sup 1≤i,j≤n |x ij |, we conclude from (9), (10) that
Since x ij are iid copies of x, the n 2 events |x ij | ≥ n γ are independent with identical probability. It follows that
Let F be the event that s n (M n ) ≤ n −(2A+1)γ , and let G be the event that N n ≤ n γ . In view of (10), it suffices to show that
where β is a small positive constant to be chosen later. We then introduce the following events:
Observe that if F holds, then at least one of F Comp and F Incomp holds. Theorem 4.1 then follows immediately from the following two lemmas.
Lemma 7.1 (Compressible vector bound).
If β is sufficiently small, then
Lemma 7.2 (Incompressible vector bound). We have
In these lemmas we allow the implied constants to depend on β.
The proof of Lemma 7.1 is simple and will be presented in the next section. The proof of Lemma 7.2 is somewhat more involved and occupies the rest of the paper.
Treatment of compressible vectors
If By the triangle inequality and (13) we have
A set N of unit vectors in C m is called a δ-net if for any unit vector v, there is a vector w in N such that v − w ≤ δ. It is well known that for any 0 < δ < 1, a δ-net of size (Cδ −1 ) m exists, for some constant C independent of δ and m.
Using this fact, we conclude that the set of unit vectors with at most an non-zero coordinates admits an b-net N of size at most
On the other hand, from Theorem 6.4 we see (for β ≤ c/3) that for any fixed v ′′ ,
where c and c ′ are the constants in Theorem 6.4.
By the union bound, we conclude
But from (13), (14) we see that the right-hand side can be made less than exp(−c ′ n/2), given that β is sufficiently small. This concludes the proof of Lemma 7.1.
Treatment of incompressible vectors
We now begin the proof of Lemma 7.2. We now fix β and allow all implied constants to depend on β.
Let X k be the k th row vector of M n , and let dist k be the distance from X k to the subspace spanned by X 1 , . . . , X k−1 , X k+1 , . . . , X n . We need the following, which is a slight extension of a lemma from [17] .
Lemma 9.1. For any ε > 0, and any event E, we have
Proof. See [17, Lemma 3.5]. The arbitrary event E was not present in that lemma, but one easily verifies that the proof works perfectly well with this event in place.
Applying this to our current situation with
we obtain
To prove Lemma 7.2, it therefore suffices (by symmetry) to show that
Notice that there is a unit vector X * n orthogonal to X 1 , . . . , X n−1 such that (16) dist k = |X n · X * n |. If there are many such X * n , choose one arbitrarily. However, note that we can choose X * n to depend only on X 1 , . . . , X n−1 and thus be independent of X n .
Let ρ := n −A+α . Let X be the random vector of length n whose coordinates are iid copies of x. From Definition 6.6 (and the observation that X n has the same distribution as X after translating by a deterministic vector (namely the nth row of the deterministic matrix M ), we have the conditional probability bound
Thus it will suffice to establish the exponential bound
be the integer part of 2A. Let α 1 > 0 be a sufficiently small constant (independent of n and γ, but depending on α, A, J) to be chosen later. Set
and (19)
By the union bound, it will suffice to prove the following lemmas.
Lemma 9.2. If α 1 is sufficiently small, then for any 0 ≤ j < J, we have (20) P({X * n ∈ S εj ,ρj } ∧ {X * n ∈ S εj+1,ρj+1 } ∧ G) ≤ exp(−Ω(n)). Lemma 9.3. If α 1 is sufficiently small, then we have P(X * n ∈ S εJ ,ρJ ) ≤ exp(−Ω(n)).
Proof of Lemma 9.2
Fix 0 ≤ j < J. Note that by (11), we have ρ j ≤ n (J−1)/2 n −A+α ≤ n −1/2−{2A}/2+α ≤ n −1/2 .
We can then use Theorem 6.8 to conclude the existence of a set N of unit vectors such that every vector in S εj ,ρj lies within ε j in l ∞ norm to a vector in N , and with the cardinality bound Suppose that the event in Lemma 9.2 holds, then we can find u ∈ N such that u − X * n l ∞ ≤ ε j , and thus u − X * n ≤ n 1/2 ε j . On the other hand, since X * n is orthogonal to X 1 , . . . , X n−1 and M n ≪ n γ , we have
On the other hand, from (20) and Definition 6.6 we have (22) P(|X · X * n − z| ≤ ε j+1 ) ≤ ρ j+1 for all z ∈ C, where X = (x 1 , . . . , x n ) consists of iid copies of x.
To conclude the proof, we will need the following lemma.
Lemma 10.1. If w is any vector with w l ∞ ≤ 1, then
Proof. Write w = (w 1 , . . . , w n ) and X = (x 1 , . . . , x n ). Observe from (10) that with probability O(n −A−1 ) = O(n −A ), all the coefficients in X are going to be of magnitude at most n γ . Thus it suffices to show that P(|w 1x1 + . . . + w nxn | ≥ n γ+α1 ) ≪ n −A wherex 1 , . . . ,x n are iid with law equal to that of x conditioned to the event |x| ≪ n γ . As x has mean zero and bounded second moment, one verifies from (10) and Cauchy-Schwarz that the mean of thex i is O(n −(A+2)/2 ). Thus if we let x ′ i :=x i − E(x i ), we see that it suffices to show that
We conclude the proof by the moment method, using the following estimate
for any integer k ≥ 0. This is easily verified by a standard computation (using the hypothesis γ ≥ 1/2), since all the x ′ i have vanishing first moment, a second moment of O(1), and a j th moment of O j (n (j−2)γ ) for any j > 2. Now take k to be a constant sufficiently large compared to A/α 1 .
We are now ready to finish the proof of Lemma 9.2. From lemma 10.1 and the bound u − X * n ≤ ε j we see that P(|X · (X * n − u)| ≥ ε j+1 ) ≤ n −A ≤ ρ j+1 ; combining this with (22) using the triangle inequality, we see that
We can therefore bound the left-hand side of (20) by u∈N : (23) holds
Now suppose that u ∈ N obeys (23). If we have n−1 i=1 |X i ·u| 2 ) 1/2 ≪ n 1/2 n −α1 ε j+1 , then the event |X i · u| ≤ ε j+1 must hold for at least n − O(n 1−2α1 ) values of i. On the other hand, from (23) we see that each of these events |X i · u| ≤ ε j+1 only occurs with probability O(ρ j+1 ). We can thus bound
. Applying (21), we can thus bound the left-hand side of (20) and the claim follows.
Proof of Lemma 9.3
Suppose that X * n lies in S εJ ,ρJ . Then by Lemma 6.7, we have X
