Abstract-We define the relative degree of time-varying linear systems, show that it coincides with Isidori's and with Liberzon/ Morse/Sontag's definition if the system is understood as a time-invariant nonlinear system, characterize it in terms of the system data and their derivatives, derive a normal form with respect to a time-varying linear coordinate transformation, and finally characterize the zero dynamics.
I. INTRODUCTION
T HE concept of relative degree goes back to single-input single-output linear systems described in the frequency domain by a transfer function where the relative degree is defined by ; denote polynomials with real coefficients. To derive a characterization in the time domain, take any realization of , say The importance of the relative degree is that it leads to a normal form [5, Sec. 4.1] : If (1.3) has relative degree at , then there exists a diffeomorphism , defined in a neighbourhood of , which transforms (1.3) under , , to (1.5) for some . This form gives immediately that, for , "the relative degree is exactly equal to the number of times one has to differentiate the output at time in order to have the value of the input explicitly appearing" [5, p. 139] . Moreover, enters only in a single differential equation in (1.5) directly and it is possible to read off the zero dynamics, see [5, Sec. 4.3] and Section III of this paper.
The purpose of the present note is to introduce and characterize the concept of relative degree for time-varying linear systems of the form (1.6) with , , and to derive a time-varying linear coordinate transformation which takes (1.6) to a normal form.
The paper is organized as follows. In Section II, we present a definition of relative degree for time-varying nonlinear systems. It is shown that this definition coincides, if the system is time-invariant, with Isidori's definition [5, p. 220 ] respectively with the definition by Liberzon et al. [6, Def. 2] ; furthermore, if the system is linear time-varying and viewed as a time-invariant nonlinear system, the definition coincides again with Isidori's definition. Our main result is a normal form for timevarying linear systems given in Section III. In Section IV, we parameterize the zero dynamics of time-varying linear systems and characterize their stability properties and show how a highgain derivative output feedback controller stabilizes the linear system. We have relegated a refined version of Doležal's Theorem to the Appendix, which is used in the antecedent proofs.
We close this introduction with remarks on notation. . This definition is due to Isidori [5, p. 220 ] who defines it more general for a vector relative degree; we consider only the "strict" relative degree, that is ii). In [5, p. 220] , the relative degree is defined at a point ; however, this is equivalent to Definition 2.1, the latter is technically easier to deal with in the following. In the single-input-single-output case, the notion of "strict" is redundant and Isidori shows that "the relative degree is exactly equal to the number of times one has to differentiate the output at time in order to have the value of the input explicitly appearing" [5, p. 139] . This latter characterization is formalized by Liberzon et al. [6] The subscript in indicates that acts on by multiplication from the right.
The operator had already been used by [3] , [4] , [7] , and [9] . This shows (2.7) for and, therefore, the proof of the lemma is complete.
Proof of Theorem 2. This completes the proof of (2.9) and gives, for all and all (2.10)
Finally, the proposition is a consequence of (2.9) and (2.10) applied to Theorem 2.7.
III. NORMAL FORM
In this section, we derive a normal form for time-varying linear systems (1.6). Theorem 2.7 may already indicate that the matrix function , , are candidates for a new basis; however, this potential basis needs to be completed. We introduce the following matrix functions which will serve to derive a time-varying linear transformation. Let with . Consider the system (1.6) and define, for and all . . .
The following proposition presents two more characterizations for (1.6) having relative degree . They are rather technical but essential to design the coordinate transformation for the normal form. i) The system (1.6) has relative degree on .
. . .
The proof of Proposition 3.1 iii) is related to some methods used in [3] This completes the proof of the lemma.
Proof of Proposition 3.1: The equivalence "i) ii)" follows from (3.2) and (2.6), and the equivalence "ii)
iii)" follows from (3.2).
The following corollary is a direct consequence of Proposition 3.1. We are now in a position to derive the main result of this note, that is a normal form of the time-varying linear system (1.6). applied to (3.18) yields (3.15), whence (3.14). Next, we prove (3.8). By (3.13), and (3.8) follows from the definition of . We show (3.9) and (3.10). Equality (3.9) follows immediately from the normal form (3.4) and (3.5) . To see equality (3.9), note that which proves (3.12). This completes the proof of the theorem. As a direct consequence of Proposition 3.6 we obtain the following corollary.
Corollary 3.6: Under the assumptions of Theorem 3.5 and using the same notation, the normal form (3.4) may be written as and, if in addition (1.6) is time-invariant IV. ZERO DYNAMICS For time-invariant linear (1.1) or nonlinear (1.3) systems, the zero dynamics can be read off from the normal form of the system; see [5, Sec. 4.2] . The normal form is of particular help for control objectives such as output feedback stabilization or tracking; see [5, Sec. 4] . However, for nonlinear systems the normal form is local, even if the relative degree holds globally, and only under additional assumptions the diffeomorphism which describes the coordinate change is globally defined. Although for time-varying linear systems with fixed global relative degree the linear coordinate transformation yielding the normal form (3.4) is globally defined, it is only useful for control objectives such stabilization if is bounded and has bounded inverse. The latter will be guaranteed by additional assumptions on the systems' data. However, without further assumptions, Theorem A.1-an extended version of Doležal's Theorem-ensures that and its left inverse are bounded matrix functions and therefore the stability properties of the zero dynamics are equivalent to the stability properties of [see (3.10) ]. To be precise, we first define the zero dynamics of a linear time-varying systems. Also for time-varying systems, as known for time-invariant systems, the zero dynamics can be read off the normal form (3.4) . This is shown in the following proposition. In fact, the zero dynamics can be parameterized. This proves uniform asymptotic stability of (4.4) and the proof of the theorem is complete. APPENDIX DOLEŽAL'S THEOREM RE-REVISITED Doležal's Theorem [1] , which states convenient representations of range and kernels of time-varying matrices, has found numerous applications in systems theory and has been generalized and improved in various directions [2] , [8] , [10] , [11] . In the following we give a generalization of [8, Th. 2] which is tailored for the needs of this paper. 
