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Recent experiments with ultracold lanthanide atoms which are characterized by a large magnetic
moment have revealed the crucial importance of beyond-mean-field corrections in understanding
the dynamics of the gas. We study how the presence of an external optical lattice modifies the
structure of the corrections. We find that deep in the superfluid regime the equation of state is well
described by introducing an anisotropic effective mass. However, for a deep lattice we find terms
with anomalous density dependence which do not arise in free space. For a one-dimensional lattice,
the relative orientation of the dipole axis with respect to the lattice plays a crucial role and the
beyond-mean-field corrections can be either enhanced or suppressed.
I. INTRODUCTION
Dilute gases of weakly interacting ultracold bosons
are commonly described in terms of mean-field theory
which predicts the formation of a Bose-Einstein conden-
sate (BEC) described by a macroscopic wave function.
The presence of long-range interactions can strongly af-
fect the properties of the gas. Dipolar interactions are
both long range and anisotropic, which brings in a num-
ber of interesting effects and possible applications [1, 2].
For example, the partly attractive nature of the interac-
tion can lead the gas to collapse [3], which can be exper-
imentally controlled by tuning the strength of the short-
range repulsion by means of Feshbach resonances [4]. A
confined strongly dipolar gas can exhibit a roton-maxon
excitation spectrum [5, 6], which has been experimentally
observed [7].
In recent years there has been a tremendous progress in
experimental investigations of strongly dipolar systems,
enabled by the realization of BEC of lanthanide atoms:
erbium and dysprosium [8, 9]. It has then been discov-
ered that when the dipolar gas is close to the stability
boundary, it can form a set of stable dense droplets in-
stead of collapsing [10]. This effect can be explained
by effective many-body repulsion induced by the lead-
ing beyond-mean-field corrections. These corrections are
known as Lee-Huang-Yang (LHY) corrections in the case
of contact interactions [11–13] and have also been ex-
tended to dipolar interactions [14]. The physics of these
dipolar droplets has been the subject of intense stud-
ies [7, 10, 15–18]. In the case of a single-component con-
tact interacting Bose gas, the beyond-mean-field correc-
tions are rather weak, however, those terms become dom-
inant when the contribution from the mean-field term
vanishes as in the case of partially attractive two-species
mixtures [19, 20] and dipolar gases [15]. Recently, the be-
havior of the beyond-mean-field corrections in the case of
a dimensional crossover from three to low dimensions has
been studied for contact [21, 22] and dipolar [23] inter-
actions.
Optical lattices are an extremely useful tool for manip-
ulation and control of ultracold gases [24–26]. They allow
for creating a perfectly periodic external potential for the
atoms with tunable depth and geometry. This enabled
the experimental realization of the Bose-Hubbard model
and demonstration of the quantum phase transition be-
tween the superfluid and Mott insulator phase [27]. The
interplay of dipolar interactions and optical lattice con-
finement gives rise to a variety of phenomena induced by
the long-range nature of the interactions as well as their
anisotropy [28–32].
In this paper, we study the influence of an optical lat-
tice on the beyond-mean-field corrections for a dipolar
Bose gas. In particular, we investigate whether and how
one can control the strength of the quantum fluctuations
in a suitable way. We calculate the LHY correction for
the case of a deep three-dimensional lattice as well as
weak one-dimensional lattice. We find that in general
the presence of the lattice enhances the fluctuations, but
also introduces a nontrivial density dependence. More-
over, manipulating the relative orientation of the lattice
and the dipole axis allows for controlling the strength of
the LHY term.
This paper is structured as follows. In Section II, we
consider the case of a deep three-dimensional cubic lat-
tice. We compute the LHY correction to the ground state
energy of an interacting Bose gas for contact (on-site) in-
teractions, as well as for dipolar density-density interac-
tions neglecting the interaction-induced tunneling effects.
We show the emergence of an effective mass in the limit
of a large healing length and calculate the corrections
arising for larger interaction strength. In Section III, we
turn to the case of weak one-dimensional lattice. We
show that by manipulating the orientation of the lattice
with respect to the dipole orientation axis it is possible
to tune the magnitude of the LHY correction.
II. DEEP OPTICAL LATTICE
A. Hamiltonian
We start our considerations with the general many-
body Hamiltonian of an interacting Bose gas at zero tem-
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2FIG. 1. Schematic illustration of the first studied case. Par-
ticles are trapped in a deep optical lattice in each direction,
but are weakly interacting and remain superfluid.
perature in second quantized form,
H =
∫
d3rΨ†(r)
(
−~
2∇2
2m
+ U(r)
)
Ψ(r)
+
1
2
∫
d3r
∫
d3r′Ψ†(r)Ψ†(r′)V (r− r′)Ψ(r′)Ψ(r) .
(1)
In this Hamiltonian, U(r) describes an external poten-
tial, e.g. a trapping potential or an optical lattice, while
V (r) describes the interaction potential (see Fig. 1). For
dipolar particles which are polarized along one direction,
the interaction potential can be represented in terms of
a pseudopotential [33]
V (r) = g0δ(r) +
Cdd
4pi
1− 3 cos2 θ
r3
, (2)
where θ is the angle between the direction of the polar-
ization of the dipoles and their relative position. The
first term of this pseudopotential accounts for the s-wave
interactions which result from the short-ranged van-der-
Waals interactions but contains also the contribution of
the dipolar part of the potential. The second part stands
for the higher partial waves, which are dominated by
the long-range and anisotropic dipolar interaction. The
coupling constant g0 is related to the s-wave scattering
length as via g0 = 4pi~2as/m. The dipolar coupling con-
stant Cdd is µ0µ
2 for particles having a magnetic dipole
moment with µ0 being the permeability of the vacuum,
and d2/0 for particles having an electric dipole moment
d with 0 being the permittivity of the vacuum. In free
space, the relative strength of the contact and the dipo-
lar interaction is determined by the dimensionless pa-
rameter ε0dd = add/as with the so-called dipolar length
add = mCdd/12pi~2.
Now, we consider the particles to be trapped in a deep
three-dimensional simple cubic optical lattice described
by the trapping potential U(r) = UL
∑
i=x,y,z sin
2(qLri),
where UL is the lattice depth and qL = 2pi/λ is the lattice
vector with λ being the laser wavelength and the lattice
period is given by l = λ/2. The typical energy scale of
a particle in a lattice is the recoil energy ER = ~2q2L/2m
and the strength of the lattice can be characterized by
the dimensionless parameter s = UL/ER. In the case
of a deep lattice, we have s  1. In this regime, one
can assume that only the lowest Bloch band is occu-
pied (in practice this is a good approximation already for
s ∼ 10 [26]) and we can rewrite the field operators Ψ(r)
and Ψ†(r) in terms of the Wannier functions w(r − ri)
localized around the lattice site i at position ri:
Ψ(r) =
∑
i
w(r− ri)ai (3)
with the bosonic annihilation operator at lattice site i, ai.
The annihilation operators in real and quasi-momentum
space are connected via a discrete Fourier transform
ai =
1√
NL
∑
k∈K
ake
−ikri , (4)
where NL denotes the number of lattice sites and the
summation over k is restricted to the first Brillouin
zone K. Using these transformations, the single-particle
term of the Hamiltonian becomes diagonal and the total
Hamiltonian can be written as
H =
∑
k
ka
†
kak +
1
2
∑
i,j,l,m
Vijlma
†
ia
†
jalam . (5)
The dispersion relation of a particle in a deep lattice
is given by
k = −2t
 ∑
i=x,y,z
cos(kil)− 3
 , (6)
where the hopping amplitude t is related to the lattice
depth UL, the recoil energy ER, and the lattice spacing
l [24]. Note that the zero of energy is shifted such that
0 = 0. In the interaction part of (5), the matrix elements
Vijlm are given in terms of the Wannier functions
Vijlm =
∫
d3r
∫
d3r′ w∗(r− ri)w∗(r′ − rj)V (r− r′)
× w(r′ − rl)w(r− rm) . (7)
For deep lattices, the Wannier functions are well local-
ized and the contribution due to the contact interaction
is only significant if i = j = l = m, such that we may
write
V contactij = δij g0
∫
d3r |w(r)|4 ≡ gδij . (8)
Approximating the Wannier function at a given lattice
site by the ground state wavefunction of an harmonic
oscillator, g can be calculated explicitly as [24]
g = g0
(2pi)3/2
l3
s3/4 . (9)
3For the dipolar part, we replace the Wannier functions
by δ functions,
w∗(r− ri)w(r− rm) ≈ δimδ(r− ri) . (10)
The matrix elements now only depend on sites i and j
and are given by
Vij = gδij +
Cdd
4pi
1− 3 cos2 θij
|ri − rj |3 , (11)
with θij being the angle between sites i and j. Note
that the on-site contribution from the dipolar part is zero
for an isotropic confinement at each lattice site. The
Hamiltonian (5) then reduces to
H =
∑
k
ka
†
kak +
1
2
∑
i,j
Vijninj . (12)
Taking into account the spatial structure of the Wannier
states and computing the matrix elements in (7) explic-
itly gives rise to additional processes such as density-
assisted and correlated tunneling [31, 32]. These pro-
cesses are strongly suppressed for deep lattices due to
the exponential decay of the Wannier functions, but can
lead to additional corrections for moderate lattice depths.
The role of these terms is discussed in Appendix A 2.
For what follows, we also need to transform the inter-
action part of (5) into momentum space which requires
the discrete Fourier transform of the interaction potential
and might be written as
V (k) ≡ Vk = g
1 + εdd 3
4pi
∑
j
eikrj
1− 3 cos2 θj
|j|3
 ,
(13)
where the parameter εdd is renormalized by the lattice
and related to its free space variant by
εdd =
ε0dd
l3
∫
d3r |w(r)|4 =
ε0dd
(2pi)3/2s3/4
. (14)
The last result was obtained using Eq. (9). The exact
form of Vk can be obtained analytically under our ap-
proximations (see Appendix A 1) and leads to noticeable
differences with respect to the free-space Fourier trans-
form in which Vk only depends on the angle between k
and the direction of the polarization of the dipoles but
not on the magnitude of k.
B. Beyond-mean-field corrections
In order to calculate the beyond-mean-field energy cor-
rections, we restrict ourselves to the case where the sys-
tem is in the superfluid phase and the mean-field ap-
proach correctly describes its properties. The correction
to the mean-field energy is then given by [13]
E(2)
V
− 1
2
nµ(2) =
1
2
∫
K
d3k
(2pi)3
(k + nVk − Ek)(k − Ek)
2Ek
,
(15)
where V = NLl
3 is the volume of the system, n = N/V
the density, and µ(2) denotes the second-order correction
to the chemical potential, which is related to the energy
by µ = dE/dn. The Bogoliubov dispersion relation Ek is
given by Ek =
√
k(k + 2nVk) with the non-interacting
single-particle dispersion k [6] and the (discrete) Fourier
transform of the dipolar potential, Vk. We note that as
the integration is restricted to the first Brillouin zone,
the result is in principle always convergent and no renor-
malization is needed. We will now study the structure of
the correction for different cases, starting for simplicity
with the contact interactions.
1. Contact interaction
For a purely contact interacting Bose gas, we have
Vk = g and thus no momentum dependence of the in-
teraction potential. In order to simplify the integral on
the right-hand side of (15) and to make it dimension-
less, we introduce the effective mass m∗ = ~2/(2tl2) and
the healing length ξ2 = ~2/(2m∗ng). We further intro-
duce the dimensionless parameter α = ξ2/l2 = t/ng,
which parametrizes the relative strength of the interac-
tion. Staying in the superfluid phase requires α  1.
Using the substitution kil = uil/ξ = ui/
√
α, the integral
in (15) reduces to
1
2
ng
1
l3α3/2
∫ pi√α
−pi√α
d3u
(2pi)3
(u + 1− Eu)(u − Eu)
2Eu
(16)
with u = −2α
(∑
i=x,y,z cos(ui/
√
α)− 3
)
and Eu =√
u(u + 2). The prefactor ng/(α
3/2l3) in front of the
integral can equivalently be written as
ng
l3α3/2
=
(ng)5/2(2m∗)3/2
~3
. (17)
This is, up to a constant numerical factor, exactly the
form of the LHY correction in the absence of the optical
lattice such that its effects are contained solely in the
integral
I(α) =
1
2
∫ pi/√α
−pi/√α
d3u
(2pi)3
(u + 1− Eu)(u − Eu)
2Eu
. (18)
In the limit α → ∞, which corresponds to free space,
the integral I(α) can be calculated analytically and ap-
proaches the constant I(α → ∞) = −1/15√2pi2 such
that
E(2)
V
− 1
2
nµ(2) =
(ng)5/2(2m∗)3/2
~3
(
− 1
15
√
2pi2
)
. (19)
Solving the differential equation with the initial condition
E(2)(n = 0) = 0 ensuring the correct mean-field result,
one recovers the well-known free-space LHY term
E(2)
V
=
8
15pi2
(m∗)3/2(ng)5/2
~3
(20)
4with an effective mass accounting for the underlying lat-
tice structure. For finite α, one can compute the integral
numerically and the result is shown in Fig. 2. As ex-
pected, there are corrections to the free-space value at
finite α which introduces an additional density depen-
dence to the right-hand side of (15). We discuss this
additional density dependence and its influence on the
beyond-mean-field energy corrections in Sec. II B 3.
2. Dipolar Interaction
We now turn to the case of dipolar interactions. It is
interesting to study both the differences which arise with
respect to the contact interaction case as well as the ef-
fect of the lattice on the dipolar gas. In order to achieve
better understanding of the role of the lattice, we first
approximate the lattice Fourier transform of the dipo-
lar interaction given in (A15) by the free-space Fourier
transform
V freedd (k) = gεdd
(
3
k2z
k2x + k
2
y + k
2
z
− 1
)
, (21)
which only depends on the angle between k and the di-
rection of polarization of the dipoles (which is assumed
to be the z axis). The integral I(α) can only be calcu-
lated numerically for finite α and the results for different
values of εdd are shown in Fig. 2. The asymptotic value
for α→∞ can again be calculated analytically and reads
as
I(α→∞) = − 1
15
√
2pi2
F (εdd) (22)
with F (εdd) =
1
2
∫ 1
−1 du (1 + εdd(3u
2 − 1))5/2 account-
ing for the anisotropic nature of the dipolar interaction
(see also [14]). In the absence of dipolar interactions,
it reduces to F (0) = 1. In the case of finite α, the in-
tegral I(α) leads to corrections qualitatively similar as
in the case of contact interaction, while their magnitude
increases with increasing εdd.
The effect of the dipolar interaction is even more en-
hanced when taking the full lattice Fourier transform
of the dipolar interaction as derived in Sec. A 1. For
α → ∞, I(α) also approaches the free-space result and
is equivalent to taking the free-space Fourier transform
(21), whereas the deviations with respect to the case
of contact interaction are more prominent for finite α.
This can be understood by comparing the lattice Fourier
transform and the free-space Fourier transform as shown
in Fig. 3. In contrast to free space, the lattice Fourier
transform of the dipolar potential also depends on the
absolute value of the momentum. For large values of
α, the integral in (15) only gives a contribution near
k = 0 where there is little difference between both cases,
while for decreasing values of α, the integral also probes
higher momenta where the lattice enhances the effect of
the dipolar potential.
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FIG. 2. I(α) coefficient for full [orange (solid) line] lattice
dipolar interaction compared with the free-space one [blue
(dashed) line] for several different values of (a) εdd = 0.0, (b)
εdd = 0.3, (c) εdd = 0.5, and (d) εdd = 0.7. For the contact
interaction (a), there is no difference between both cases as
the interaction potential is constant in momentum space.
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FIG. 3. Comparison between free space [orange (solid) line]
and lattice [blue (dashed) line] dipolar Fourier transform plot-
ted over the first Brillouin zone.
3. General structure of the energy correction
In the previous sections, we have seen that in the
presence of a deep lattice, corrections to the usual free-
space behavior arise. These corrections lead to a mod-
ified scaling in the density which is discussed in this
section. In order to do so, we rewrite (15) express-
ing the energy density E
(2)
0 /V in terms of t/l
3, that is
E
(2)
0 /V = (t/l
3)e
(2)
0 . Substituting n → t/αg and noting
that d/dn = −(α2t/g) d/dα, we end up with the dimen-
sionless differential equation
e
(2)
0 +
1
2
α
de
(2)
0
dα
= α−5/2I(α)
= − F (εdd)
15
√
2pi2
α−5/2 [1 + f(α)] ≡ P (α) .
(23)
Note that in this expression, all contributions reminis-
cent of the free-space result are written explicitly and the
5function f(α) provides all the corrections coming from
the lattice and f(α→∞) = 0. The differential equation
can formally be solved and using the initial condition
e
(2)
0 (∞) = 0 such that we obtain the correct mean-field
result, the solution reads as
e
(2)
0 = −
1
α−2
∫ ∞
α
dy 2P (y)y . (24)
This is the particular solution of (23), while the homo-
geneous solution would only affect the mean-field energy
in which we are not interested right now. From another
point of view, one can also solve (15) with an inhomo-
geneity G(n) which leads to the solution
E
(2)
0
V
= −n2
∫ n
0
dy
2G(y)
y3
. (25)
Substituting α = t/ng and expressing the energy density
in terms of t/l3 leads to the solution (24). For the rest
of the discussion, we return to the dimensionless form of
the solution, (24). In the presence of the lattice [34], we
can split the inhomogeneous term on the right-hand side
of the differential equation into one part containing the
free-space result and one part containing the corrections
arising from the lattice:
P (α) = P0(α) + ∆P (α) = − F (εdd)
15
√
2pi2
α−5/2 [1 + f(α)] .
(26)
The first term gives rise to the standard result in free
space e
(2),0
0 =
4
15
√
2pi2
F (εdd)α
−5/2 which leads to the
beyond-mean-field correction
E
(2)
0
V
=
4F (εdd)
15
√
2pi2
(2m∗)3/2(ng)5/2
~3
. (27)
For the second part, we see from Fig. 2 that we can
describe the corrections due to the lattice by a func-
tion f(α) = cα−γ for α  1. The parameters c and γ
will in general depend on the relative dipolar interaction
strength εdd and will later be determined by fitting the
expression to the numerically calculated I(α). Note that
γ > 0 as f(α → ∞) = 0. Thus, the energy correction
due to the second part reads as
∆e
(2)
0 =
F (εdd)
15
√
2pi2
2c
α3
∫ ∞
α
dy y−3/2−γ
=
4F (εdd)
15
√
2pi2
c
1 + 2γ
α−5/2−γ . (28)
Finally, the complete beyond-mean-field energy correc-
tion reads as
E
(2)
0
V
=
8
15pi2
(m∗)3/2(ng)5/2
~3
F (εdd)
(
1 +
c
1 + 2γ
(ng
t
)γ)
.
(29)
Since γ > 0, the correction to the beyond-mean-field cor-
rection to the ground state energy due to the lattice in-
creases with increasing density. In the limit t  ng,
FIG. 4. Schematic illustration of the second studied case.
Particles are very weakly trapped by the lattice in one dimen-
sion only.
(29) reduces to the free-space result with a renormal-
ized mass as discussed before. For the present setup of a
three-dimensional simple cubic lattice, we determine the
coefficients c and γ by fitting to the results obtained us-
ing numerical integration. For the scaling coefficients, we
get γ ≈ 1/2 independent of εdd and valid also for contact
interactions, whereas the coefficient c ranges from c ≈ 0.3
for εdd = 0 to c ≈ 0.76 for εdd = 0.7.
III. WEAK ONE-DIMENSIONAL LATTICE
Up to now, we have considered a three-dimensional
optical lattice. However, an additional intriguing possi-
bility is to restrict the lattice to one dimension and play
with the relative orientation of the dipoles and the wave
vector of the lattice. In this section, we demonstrate
that this generates additional corrections to the usual
beyond-mean-field corrections that can be enhanced or
diminished depending on the relative orientation between
the lattice and the dipoles. The basic assumption of our
analysis is that the lattice is weak and can be treated
as a perturbation to the free-space case and we do not
restrict ourselves to the lowest Bloch band.
A. Model
The one-dimensional lattice potential is given as
U(r) = UL sin
2(qLr) , (30)
where, as before, qL = pi/l is the lattice vector and l is
the lattice period (see also Fig. 4). The orientation of
the lattice relative to the dipole axis, which we assume
to be parallel to the z axis, can be varied by varying
the direction of the lattice vector qL. In the presence
of this lattice, the eigenfunctions of the non-interacting
problem are given in terms of a product of plane waves
(in those directions where no lattice is present) and Bloch
functions (in the direction of the lattice),
ψk(r) = e
ik⊥rφk‖(r‖) . (31)
6In this basis, the single-particle part of the Hamiltonian
is diagonal, H0 =
∑
k ka
†
kak, where k = ~2k2⊥/2m+ ˜k.
The components of k that are parallel to the lattice are
restricted to the first Brillouin zone, k ∈ [−pi/l, pi/l]. In
general, the lattice dispersion ˜k cannot be written down
in closed form for arbitrary lattice depth while for weak
lattices there are approximations (see Appendix B). As
for the deep lattice, we introduce the recoil energy ER =
~2q2L/2m and the dimensionless lattice depth s = UL/ER
which for a weak lattice is assumed to be much smaller
than one, s 1.
B. Contact interaction
We proceed as in the previous section and start with
the contact interaction where the interaction part of the
Hamiltonian takes the form
Hint =
g
2V
∑
k,k′,q
a†k+qa
†
k′−qakak′ . (32)
We now apply the Bogoliubov theory following, e.g.,
Ref. [35], which leads to the excitation spectrum
Ek =
√
k(k + 2ng) (33)
as well as the beyond-mean-field contributions to the
ground-state energy per volume
∆E0
V
=
1
2V
∑
k
[Ek − (k + ng)] . (34)
Since the lattice is assumed to be weak, the dispersion
k will only have small deviations from the dispersion in
free space such that we can split the result into a term
corresponding to the free space result, the well-known
LHY term, and one additional term which includes all
the corrections to it. The free space result diverges which
can be cured by a proper renormalization of the coupling
constant g (see, e.g., Ref. [35]). We focus here on the
remaining corrections to the LHY term due to the lattice
which can be expressed as
∆Es0
V
=
1
2
∫
d3k
(2pi)3
(Esk − E0k − (sk − 0k)) , (35)
where Esk (
s
k) and E
0
k (
0
k) denote the Bogoliubov excita-
tion spectrum (single-particle dispersion) in the presence
of the lattice and in free space, respectively.
Similarly to the case of a deep lattice, we introduce a
dimensionless quantity
β2 =
ER
ng
= pi2
ξ2
l2
= pi2α (36)
which compares the healing length ξ with the optical lat-
tice period l.
As we are only interested in a weak lattice, we calculate
the beyond-mean-field corrections due to the lattice (35)
to leading order in s, for which analytical results can be
obtained (see Appendix B for further details). The gen-
eral dependence of the beyond-mean-field corrections on
the parameter β in the case of a contact-interacting Bose
gas is shown in Fig. 5 [blue (solid) line] and also includes
the leading behavior in the limits β  1 [green (dash-
dotted) line] and β  1 [orange (dashed) line] which are
discussed below.
In the limit of β → 0, which corresponds to l/ξ  1,
the leading behavior of Eq. (B13) is given by
∆E20
V
=
ELHY
V
s2β2
5
256
→ 0 (37)
with the usual LHY correction
ELHY
V
=
8
15pi2
m3/2(ng)5/2
~3
. (38)
The vanishing influence of the lattice in this case is in-
tuitively clear as the limit l/ξ  1 indeed should corre-
spond to free space.
In the opposite limit, β →∞ (l/ξ  1), the correction
instead approaches a constant and reads as
∆Es0
V
=
ELHY
V
s2
64
. (39)
Combining this with the mean-field energy, the ground
state energy per volume is given by
E0
V
=
(
n2g
2
+
ELHY
V
)(
1 +
s2
64
)
. (40)
Both the mean-field term and the beyond-mean-field
term are enhanced by the presence of the lattice in the
same way in the leading order. The correction to the
mean-field term comes from the correction to the k = 0
mode due to the coupling to modes with k = ±qL in the
presence of the lattice.
Interestingly, this result can also be obtained when as-
suming that the bosons are in free space but acquire an
anisotropic effective mass along the direction of the lat-
tice (say in z direction) with mz = m/(1−s2/32) = m/γ2
to leading order in s. This immediately leads to
ELHY → γ−1ELHY ≈
(
1 +
s2
64
)
ELHY . (41)
Figure 5 shows that the asymptotic value for β  1 is
already approached for β on the order of 10. This sug-
gests that describing the system as a free-space gas with
an effective anisotropic mass should be adequate already
at values of β on the order of 10 which corresponds to
ξ ≈ 3l. Typically, the lattice period is on the order of a
few hundred nanometers while the healing length is on
the order of micrometers for standard cold-atom experi-
ments [26] such that this approximation can be used in
typical experiments.
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FIG. 5. [Blue (solid) line] General dependence of the
beyond-mean-field correction to the energy on the parame-
ter β. [Green (dotted) line] Asymptotic behavior for β → 0.
[Orange (dashed) line] Asymptotic behavior for β →∞.
C. Dipolar interactions in the β →∞ limit
After having discussed the case of a contact interacting
gas, we turn to the the case where the particles interact
via dipolar interactions given by the interaction potential
Vdd(r) = gdd
1− 3 cos2 θ
r3
, (42)
where θ is the angle between the direction of the dipole
moment, which is assumed to be parallel to the z axis and
the relative position of the two particles given by r. As
we are only concerned about the leading order corrections
for small values of s, we can consistently neglect the weak
lattice effect on the interaction potential and use the free-
space formula
Vk = g
(
1 + εdd
(
3
k2z
k2x + k
2
y + k
2
z
− 1
))
≡ gV˜k . (43)
In contrast to the contact interacting case, the integrals
cannot be solved analytically for arbitrary β. However,
the previous analysis suggested to view the limit β →
∞, or equivalently l/ξ  1, as nothing else but a gas
in free space with an anisotropic effective mass. In the
following, we make use of this simplification and derive
the corrections due to the weak lattice potential along
an arbitrary direction. In the end, we discuss two special
limits when the lattice is parallel and perpendicular to
the polarization axis of the dipoles.
Since the dipole potential is invariant under rotation
around the z-axis, the final results can only depend on the
angle η between the direction of the polarization of the
dipoles, which is assumed to be the z-axis, and the lattice
vector qL. For simplicity, we choose the lattice wave
vector to be in the yz-plane. Introducing the effective
mass meff = m/γ
2 with γ2 = 1 − s2/32, the dispersion
relation reads
k =
~2
2m
(
k2x + (ky cos η + kz sin η)
2
+γ2(kz cos η − ky sin η)2
)
. (44)
The correction to the ground-state energy can now be cal-
culated according to (15) with the difference that we in-
tegrate over the whole momentum space and use (44) and
(43) for the single-particle dispersion and interaction po-
tential, respectively. The integrals are most conveniently
performed in spherical coordinates and the beyond-mean-
field corrections for a dipolar Bose gas in the presence of
a weak one-dimensional lattice read as (see Appendix B
for details)
E
(2)
0
V
=
8
15pi2
(ng)5/2m3/2
~3
{
F (εdd)
+
s2
64
[
F (εdd) +
1
2
(3 cos2 η − 1)H(εdd)
]}
(45)
with F (εdd) =
1
2
∫ 1
−1 du (1+εdd(3u
2−1))5/2 andH(εdd) =
1
2
∫ 1
−1 du (1 + εdd(3u
2 − 1))5/2(3u2 − 1).
The energy correction thus has the following form: The
first term inside the curly brackets is the usual LHY cor-
rection in the case of a dipolar gas in free space [14].
The second term accounts for the influence of the lattice
and has two parts. The first term is isotropic, has the
same structure as in free space and can be explained by
an effective mass in one direction. The other part pro-
portional to H(εdd) is clearly anisotropic in the sense
that it depends on the orientation of the lattice with
respect to the dipoles. In Fig. 6, we plot the function
F (εdd) + 1/2(3 cos
2 η − 1)H(εdd) for different values of
the tilting angle η between lattice wave vector and po-
larization of the dipoles. When the lattice is oriented
parallel to the dipoles [η = 0, blue (solid) line], the cor-
rections are enhanced and monotonically increase with
increasing εdd. In this setup, the dipoles are directed by
the trapping potential to arrange in a side-by-side con-
figuration so that the fluctuations have mainly repulsive
character. On the other hand, when the lattice is orien-
tated perpendicular to the dipoles [η = pi/2, red (dotted)
line], the correction first decreases for small εdd, reaches a
minimum, and finally increases for larger εdd. In contrast
to the parallel orientation, the dipoles are now dragged to
the head-tail configuration such that the attractive char-
acter of the fluctuations is enhanced. In this case, the
correction is also much smaller than in the case where the
lattice is oriented parallel to the dipoles. At the ”magic
angle” η = arccos(1/
√
3) ≈ 54.7 ◦, the anisotropic cor-
rection vanishes and only the isotropic correction con-
tributes [green (dashed) line].
80.0 0.2 0.4 0.6 0.8 1.0
0
1
2
3
4
5
6
FIG. 6. Leading-order correction to the beyond-mean-field
contribution of the ground-state energy as a function of the
relative dipole interaction strength εdd for different tilting an-
gles η between the polarization axis of the dipoles and the
wave vector of the lattice. The angle η = 0 [blue (solid)
line] corresponds to the case where the lattice wave vector is
parallel to the dipoles, the angle η = pi/2 [red (dotted) line]
corresponds to the case where the lattice is applied perpen-
dicular to the dipoles. At η = arccos(1/
√
3) ≈ 54.7 ◦, the
anisotropic correction vanishes and only the isotropic correc-
tion contributes [green (dashed) line].
D. Mean-field terms
In the above discussion, we have so far neglected the
contributions coming from the mean-field terms which
also have an isotropic and anisotropic part where the
latter comes from the orientation of the lattice relative
to the dipoles. The mean-field terms can be written as
EMF
V
=
1
2
n2g+
s2
64
(
n2g
2
(1 + εdd(3 cos
2 η − 1))
)
. (46)
The first term is the usual contribution from the chemi-
cal potential in free space in the absence of any lattice.
The second part is the leading-order correction to the
mean-field energy in the presence of a weak lattice and
provides an anisotropic correction. The anisotropic cor-
rection has the same functional dependence on the angle
between the lattice wave vector and the polarization axis
of the dipoles but, apart from the different scaling in the
density, a different functional dependence on the relative
dipole interaction strength εdd. While the mean-field
term goes linearly with εdd for all values, the function
H(εdd) ≈ 2εdd + 6/7ε2dd is linear only for small values of
εdd.
IV. CONCLUSIONS
In this paper, we studied the effects of an optical lat-
tice on the beyond-mean-field corrections for a dipolar
Bose gas with emphasis on the ability to control and ma-
nipulate the strength of these corrections with respect
to the depth and the orientation of the lattice. In the
case of a deep three-dimensional lattice, the presence
of the lattice introduces a nontrivial density dependence
of the beyond-mean-field terms whose form is indepen-
dent of the strength of the dipolar interaction but whose
strength can be enhanced by increasing the dipolar in-
teraction strength. For a weak one-dimensional lattice,
we find that the strength of the beyond-mean-field cor-
rections can be controlled by manipulating the relative
orientation of the lattice and the dipole axis. In view of
the current experiments on dipolar quantum droplets, we
would like to point out that our results of the study of the
deep optical lattice are not directly applicable to these
droplets due to the missing cancellation of the mean-
field contributions. However, our results for the weak
one-dimensional case might be of importance for future
experiments with droplets in weak lattices.
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Appendix A: Dipolar interactions in a deep lattice
1. Lattice Fourier transform
In this section, we present the calculation of the dis-
crete Fourier transform of the dipolar potential as given
in (13). The calculation is based on the analogous one
performed in two dimensions [36] extended to three di-
mensions. Note that in this section, we denote the sum-
mation over lattice sites by
∑
R and measure all lengths
and momenta in terms of the lattice spacing and the in-
verse lattice spacing, respectively.
The lattice Fourier transformation of the dipolar inter-
action can be written as
Vdd(k) = g εdd
3
4pi
∑
R6=0
R2 − 3z2
R5
eikR , (A1)
which we may rewrite as
Vdd(k) = g εdd
3
4pi
(
χ3(k) + 3
∂2
∂k2z
χ5(k)
)
, (A2)
with
χn(k) =
∑
R6=0
1
Rn
eikR . (A3)
Note that in three dimensions, both χ3(k) as well as
∂2
∂k2z
χ5(k) are divergent for k → 0. However, as will be
shown, the sum of both contributions leads to a finite
result which is non-analytic for k→ 0.
9Calculation of χn
In order to calculate χn, we note the following identity
1
Rn
=
1
Γ(n/2)
∞∫
0
du e−uR
2
u
n
2−1, n > 0 , (A4)
where Γ(m) denotes the Gamma function. In the end,
we will be interested in n = 3 and 5. Using the above
identity and splitting up the integral into regions from 0
to η and η to ∞, we arrive at
∑
R6=0
1
Rn
eikR =
1
Γ(n/2)
∑
R6=0
 η∫
0
+
∞∫
η
 du e−uR2un2−1eikR
=
ηn/2
Γ(n/2)
∑
R6=0
 ∞∫
1
du e−
ηR2
u u−
n
2−1
+
∞∫
1
du e−ηuR
2
u
n
2−1
 eikR . (A5)
In the second step, we have rescaled u by η/u for the
first integral and by ηu in the second one. The param-
eter η is the so-called Ewald parameter and determines
the boundary between the summation in real space and
the summation in the momentum space. In the end,
this parameter should be chosen such that convergence
is achieved rapidly for both sums. However, the result is
independent of the choice of η.
Next, we use Poisson’s summation formula to turn the
sum of the first part in (A5) into a sum in momentum
space. In d dimensions, Poisson’s summation formula
applied to our case reads as∑
R 6=0
e−aR
2
eikR =
∑
R
e−aR
2
eikR−1 = pi
d/2
ad/2
∑
q
e−
|q+k|2
4a −1 .
(A6)
With a = η/u and d = 3, we arrive at
χn(k) =
ηn/2
Γ(n/2)
pi3/2
η3/2
∑
q
∞∫
1
duu−
n
2 +
1
2 e−
u
4η |q+k|2 − 2
n
+
∑
R 6=0
∞∫
1
du e−ηuR
2
u
n
2−1eikR

=
ηn/2
Γ(n/2)
(
pi3/2
η3/2
∑
q
En−1
2
( |q + k|2
4η
)
− 2
n
+
∑
R 6=0
E 2−n
2
(piR2)eikR
 (A7)
with the exponential integral function
Em(x) =
∞∫
1
e−xt
tm
. (A8)
Setting n = 3 and choosing η = pi, we get
χ3(k) = 2pi
(∑
q
E1
( |q + k|2
4pi
)
− 2
3
+
∑
R6=0
E−1/2(piR2)eikR
 . (A9)
Note that the function E1(x) diverges logarithmically for
x→∞. This is expected as the sum∑R6=0 1/R3 diverges
logarithmically in three dimensions.
Calculation of the anisotropic part
Now we turn to the anisotropic part given by ∂
2
∂k2z
χ5(k).
For η = pi and n = 5, we get
χ5(k) =
4pi2
3
(∑
q
E2
( |q + k|2
4pi
)
− 2
5
+
∑
R 6=0
E−3/2(piR2)eikR
 . (A10)
Differentiating the last term twice with respect to kz, we
obtain
∂2
∂k2z
∑
R 6=0
E−3/2(piR2)eikR = −
∑
R6=0
z2E−3/2(piR2)eikR .
(A11)
For the first term, we note the relation
E′n(x) = −En−1(x) (A12)
and thus have
∂2
∂k2z
∑
q
E2
( |q + k|2
4pi
)
=
∑
q
E0
( |q + k|2
4pi
)
(kz + qz)
2
4pi2
− E1
( |q + k|2
4pi
)
1
2pi
.
(A13)
Finally, we end up with
∂2
∂k2z
χ5(k) =
4pi2
3
(∑
q
E0
( |q + k|2
4pi
)
(kz + qz)
2
4pi2
−E1
( |q + k|2
4pi
)
1
2pi
−
∑
R6=0
z2E−3/2(piR2)eikR
 .
(A14)
In this expression, we again encounter the diverging part
E1(x) with exactly the prefactor needed in order to cancel
the contribution from the isotropic 1/R3 part.
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Combining everything and using the explicit form of
E0(x) = e
−x/x, the final result reads as
Vdd(k) = g εdd
(3e− k24pi k2z
k2
− 1
)
+
3
2
∑
R 6=0
E−1/2(piR2)
−2piz2E−3/2(piR2)eikR + 3
∑
q6=0
e−
|q+k|2
4pi
(kz + qz)
2
|k + q|2
 .
(A15)
The first part exactly reproduces the continuous Fourier
transform of Vdd(k) in the limit k → 0, while the sec-
ond part, including the sums, vanishes in this limit as is
shown in the next paragraph. Note in addition that this
expression can be evaluated numerically very efficiently
since the summations converge very quickly. For numeri-
cal purposes, it is useful to replace q = 2piR in the second
summation such that convergence is achieved using only
a few lattice sites.
In Figs. 7 and 8, the angular dependence of (A15) is
plotted for different values of k and one can see that in
contrast to the free space result, the Fourier transform
also depends on the absolute value of k. The corrections
to the free-space Fourier transform become even more
apparent when plotting both functions over the first Bril-
louin zone of a simple cubic lattice along paths of high
symmetry as shown in Fig. 3. Around k = 0, there is
little difference between both functions, whereas for fi-
nite momenta, deviations become clearly visible since the
anisotropic structure of the lattice is probed.
Continuous limit k→ 0 and non-analytic behavior
In the long wavelength limit k → 0, the first term
in (A15) reduces to the continuous Fourier transform
Vdd(k) = g εdd(3 cos
2 θ−1), where θ is the angle between
k and the z-axis, which is assumed to be the axis along
which the dipoles are polarized.
The other terms in (A15) for k→ 0 read as
3
2
∑
R6=0
(
E−1/2(piR2)− 2piz2E−3/2(piR2)
)
+ 3
∑
q 6=0
e−
q2
4pi
q2z
q2
=
3
2
∑
R 6=0
(
E−1/2(piR2)− 2piz2E−3/2(piR2)
)
+ 3pi
∑
R 6=0
z2E0(piR
2) , (A16)
where we replaced q = 2piR. In order to simplify this
expression further, we make use of the recurrence relation
E0(x) = Em(x) +
m
x
Em+1(x) . (A17)
Choosing m = 3/2, we get
3
2
∑
R 6=0
E−1/2(piR2)
(
1− 3 z
2
R2
)
= 0 (A18)
FIG. 7. Angular dependence of the lattice Fourier transform
Vk for kl = 0 [blue (solid) line], which corresponds to the
result in free space, kl = pi/4 [orange (dashed) line], kl = pi/2
[green (dotted) line], and kl = pi [red (dash-dotted) line].
FIG. 8. Polar plot of Vdd(k, θ, φ = 0) for kl ∈ [0, pi]. The
boundary circle corresponds to kl = pi while the inner circles
correspond to kl = pi/4, pi/2, 3pi/4 (from innermost circle to-
wards to edge).
due to the symmetry of the lattice. Thus, we end up with
Vdd(k→ 0) = g εdd
(
3
k2z
k2
− 1
)
= g εdd
(
3 cos2 θ − 1) .
(A19)
This is exactly the same result as in free space and is
non-analytic for k→ 0.
2. Role of the next-order terms
For the analysis of the beyond-mean-field terms in the
main text, we only included the density-density interac-
tions. However, dipolar interaction gives rise to terms
like density-induced tunneling or pair hopping. Includ-
ing the interaction-induced nearest-neighbor couplings
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results in [31, 32, 37]
H = −t
∑
〈i,j〉
b†i bj +
U
2
∑
i
ni(ni − 1) + V
2
∑
〈i,j〉
ninj
− T
∑
〈i,j〉
b†i (ni + nj)bj +
P
2
∑
〈i,j〉
b†i
2
b2j .
(A20)
Transforming this to the quasi momentum space, one ob-
tains
H =
∑
k
kb
†
kbk +
1
NL
∑
k,k′,q,q′
δk−k′+q−q′,Kmf(q,q
′,k′)
×b†kb†qbk′bq′
(A21)
with
f(q,q′,k) =
U
2
+
V
2
∑
δ
e−iδ(q−q
′)
− T
∑
δ
(
eiδq
′
+ e−iδ(q−q
′−k′)
)
+
P
2
∑
δ
eiδ(k
′+q).
(A22)
Here, the sums over δ are perfumed over nearest neigh-
bors only. This Hamiltonian has the same structure as
the one without additional terms but with modified ef-
fective interaction f(q,q′,k). We can thus perform the
Bogoliubov approximation, assuming the presence of the
condensate at zero momentum and replacing b0 →
√
N0,
where N0 is the number of particles in the condensate
with N = N0 +
1
2
∑′
p b
†
pbp + b
†
−pb−p, where the prime
denotes omitting the zero-momentum mode. For the case
of 3D cubic lattice this gives
H =
N2
NL
f(0, 0, 0) +
1
2
∑′
p
{
p
(
b†pbp + b
†
−pb−p
)
− 2 N
NL
f(0, 0, 0)
(
b†pbp + b
†
−pb−p
)
+
N
NL
[f(p,p, 0) + f(p, 0,p) + f(0,p, 0) + f(0, 0,p)]
(
b†pbp + b
†
−pb−p
)
+2
N
NL
(
f(0,−p,p)bpb−p + f(−p, 0, 0)b†pb†−p
)}
. (A23)
The relevant values for a cubic lattice in 3D are
f(0, 0, 0) =
U
2
+ 3V − 12T + 3P , (A24)
f(p,p, 0) =
U
2
+ 3V − T (2cp + 6) + Pcp , (A25)
f(p, 0,p) =
U
2
+ V cp − 12T + Pcp , (A26)
f(0, 0,p) =
U
2
+ 3V − T (2cp + 6) + Pcp , (A27)
f(0,p, 0) =
U
2
+ V cp − 4Tcp + Pcp , (A28)
f(0,−p,p) = U
2
+ V cp − T (2cp + 6) + 3P , (A29)
f(−p, 0, 0) = U
2
+ V cp − T (2cp + 6) + 3P . (A30)
Here, we defined
∑
δ e
iδp ≡ cp and c−p = cp for a cubic
lattice.
Now, we perform the Bogoliubov transformation and
arrive at the formula for the ground state energy
E0 = EMF +
∑′
p
(Ep − αp) . (A31)
with
Ep ≡
√
α2p − β2p (A32)
and
αp = cp(−2t− 8nT + 4nP + 2nV ) + 6t+ nU − 6nP ,
(A33)
βp = nU + 2ncp(V − 2T )− 12nT + 6nP .
(A34)
Defining
U˜p = U − 12T + 6P + 2cp(V − 2T ) , (A35)
˜p = −2(t+ 2nT − nP )(cp − 3) , (A36)
12
the Bogoliubov spectrum takes the form
Ep =
√
˜p(˜p + nU˜p) (A37)
similar to the standard Bose-Hubbard model, where ˜p =
−2t(cp − 3) and U˜p = U . One can also see that the
spectrum is gapless and linear for small momenta
Ep =
√
2t˜U˜0|p| (A38)
with the renormalized hopping amplitude t˜ = t+ 2nT −
nP which is now density dependent. The sound veloc-
ity is given by c =
√
2t˜U˜0. The renormalized hopping
amplitude also renormalizes the effective mass which is
now given by meff = ~2/2l2t˜. We see that the modifica-
tions resulting from additional terms do not fundamen-
tally change the properties of the superfluid. In our case
the lattice is assumed to be deep and the role of tunneling
terms in the interaction is perturbative.
Appendix B: Dispersion in the presence of a weak
optical lattice
In this appendix, we first state some important results
from the physics of a single particle with mass m in the
presence of a weak optical lattice. We restrict our dis-
cussion to the case of a one-dimensional lattice along the
z-axis of the form
UL(z) = U sin
2(qLz) =
U
2
[1 + cos(2qLz)] , (B1)
where qL = pi/l is the lattice vector and l is the lattice
period. The energy scale of the lattice is given by the
recoil energy ER = ~2q2L/2m. The full spectrum of the
resulting single-particle Hamiltonian can be obtained by
diagonalization which is in general only possible numeri-
cally. However, since we are interested only in weak lat-
tices with s = U/ER  1, we can calculate the spectrum
analytically using perturbation theory in the parameter
s. In second order, the correction to the free-space energy
is given by
sk = 
0
k−K +
∑
K′
|UK′−K |2
0k−K − 0k−K′
+O(U3) , (B2)
where K is a vector of the reciprocal lattice, K = 2nqL
with integer n, the free-space dispersion 0k = ~2k2/2m,
and the Fourier transform of the lattice potential, UK =
U/2(δK,2qL + δK,−2qL). Note that we omit the constant
shift U/2 which leads to a shift in the chemical poten-
tial and in the end, we choose the dispersion such that
sk=0 = 0. Setting k = zqL, z ∈ [−1, 1], we can write
sz = ER
(
(z − 2n)2 + s
2
16
(
1
(z − 2n)2 − (z − 2(n+ 1))2
+
1
(z − 2n)2 − (z − 2(n− 1))2
))
+O(s3) , (B3)
where n denotes the index of the Bloch band.
Note that (B2) only holds for non-degenerate energies
away from the edges and the center of the Brillouin zone
and in a region of energies where |0k−K − 0k−K′ |  UK .
Close to the edges of the Brillouin zone, k = ±qL, en-
ergies are degenerate and non-degenerate perturbation
theory cannot be applied. The dispersion relation in this
case reads as
sk =
0k − 0k−K
2
±
√(
0k − 0k−K
2
)2
+
|UK |2
4
(B4)
= ER
z2 − (z − 2n)2
2
±
√(
z2 − (z − 2n)2
2
)2
+
s2
4
 .
(B5)
The above results suggest a splitting into a degener-
ate and non-degenerate region for the lowest two bands
where the border of both regions is determined by the
condition 0k−K − 0k−K′ = UK leading to z = 1− s/8. In
the following, we will assume that z is positive but not
restricted to values smaller than 1 as indicated above.
Thus, the integration has to be split into three regions.
The two non-degenerate regions are from z = 0 to 1−s/8
and from z = 1 + s/8 to ∞ [38]. The degenerate region
extends from z = 1− s/8 to 1 + s/8.
1. Contribution from the degenerate region
Here, we argue that the contribution from the degen-
erate region will not contribute in leading order in s. In
order to see that, we expand (B5) for z2− (z−2n)2  s2
which leads to
sk =
ER
2
(
[z2 + (z − 2)2]− s
8
− 16(z − 1)
2
s
)
(B6)
for 1− s/8 ≤ z ≤ 1, and
sk =
ER
2
(
[(z2 + (z − 2)2] + s
8
+
16(z − 1)2
s
)
(B7)
for 1 ≤ z ≤ 1 + s/8.
One can now show that the contribution to the inte-
gral (B12) coming from the degenerate region is of order
s3. Next, we show that the leading-order corrections are
indeed of order s2 and come exclusively from the non-
degenerate region.
2. Contributions from the non-degenerate region
For the non-degenerate region which ranges from z = 0
to 1−s/8 and from z = 1+s/8 to∞, we have to consider
an integral of the form
I(s) =
∫ 1−s/8
0
dz h(z, s) +
∫ ∞
1+s/8
dz h(z, s) , (B8)
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where h(z, 0) = 0. For small s, we can expand the inte-
gral
I(s) ≈ I(0) + s ∂sI(s)|s=0 + 1
2
s2 ∂2sI(s)|s=0 . (B9)
The constant term I(0) as well as the linear term vanish
due to the structure of h(z, s). The quadratic term, using
again that h(z, 0) = 0, yields
∂2sI(s)|s=0 = P.V.
∫ ∞
0
dz ∂2sh(z, s)|s=0 , (B10)
where P.V. denotes the Cauchy principal value. When
evaluating the integral, divergences will arise in the vicin-
ity of z = 1 since the non-degenerate approach is no
longer valid. However, the divergences for z > 1 and
z < 1 will cancel each other.
3. Expansion for z  β
Since we are also interested in the limit β → ∞ and
claim that this corresponds to essentially having an ef-
fective mass in the direction of the lattice, we look for an
expansion of Eq. (B12) for β →∞ or, to be more rigor-
ous, for z  β. The function f in the integrand plays
the role of our lattice dispersion. For small arguments,
we can expand Eq. (B3) around z = 0 for the lowest
band, n = 0:
sk = ER
(
z2 +
s2
16
(
1
z2 − (z − 2)2 +
1
z2 − (z + 2)2
))
≈ ER
(
− s
2
32
+
(
1− s
2
32
)
z2
)
. (B11)
The first term is just the constant shift that will be sub-
tracted by an additional chemical potential. The sec-
ond term gives the leading behavior and corresponds
to having an effective mass in the z direction, mz =
m/(1− s2/32).
4. Beyond-mean-field corrections in a weak lattice
a. Contact interaction
In a next step, we present the details on how to cal-
culate the beyond-mean-field corrections for a contact-
interacting gas in a weak lattice. For this purpose, we
consider (35) and, in what follows, we set ˜k = ERf(kl),
where f(kl) is a dimensionless function of the quasi-
momentum along the direction of the lattice. Using this
form of the lattice dispersion and changing to dimension-
less variables k⊥ξ = u and kl = z, we can transform (35)
into
∆Es0
V
=
1
2(2pi)3
(2m)3/2(ng)5/2
~3
4pi
∫ ∞
0
duu
∫ ∞
0
dz
√
(u2 + β2f(z/β))(u2 + β2f(z/β) + 2)−
√
(u2 + z2)(u2 + z2 + 2)
− (β2f(z/β)− z2) .
(B12)
The factor in front of the integral is proportional to the
usual LHY term ∼ m3/2(ng)5/2/~3, while the remaining
part accounts for the influence of the lattice. As we are
now interested in a weak lattice, we calculate the integrals
in leading order in s. It turns out that the leading order
is proportional to s2 and the corrections read
∆Es0
V
=
1
2(2pi)3
(2m)3/2(ng)5/2
~3
4pi
s2
2
β2
192
√
2 + β2
(
8 + 20β2 + 8β4 + (4
√
2 + 6
√
2β2)
√
2 + β2 − (4 + 8β2)(2 + β2)
+3β2(2 + β2)(ln[β(−β +
√
2 + β2)] + ln[β(β +
√
2 + β2)]
)
.
(B13)
b. Dipolar interaction
In this part, we present the details of the calculation
of (45). First, we express the dispersion relation for an
anisotropic effective mass in spherical coordinates, that
is
14
k =
~2k2
2m
(cos2 θ sin2 η + sin2 θ(cos2 φ+ γ2 sin2 η sin2 φ)
+ cos2 η(γ2 cos2 θ + sin2 φ sin2 θ)
+ (γ2 − 1) cos η sin η sinφ sin 2θ)
=
~2k2
2m
f(θ, φ, γ, η) . (B14)
The correction to the ground state energy can now be
calculated using (15) according to which
E
(2)
0
V
− 1
2
nµ(2) =
1
2(2pi)3
∫ ∞
0
dk k2
×
∫
dΩ
(
~2k2
2m f + nVk − Ek
)(
~2k2
2m f − Ek
)
2Ek
,
(B15)
where Ek =
√
k(k + 2nVk) is the Bogoliubov spectrum
and
∫
dΩ =
∫ pi
0
dθ sin θ
∫ 2pi
0
dφ denotes the integration
over the solid angle .
The integral on the right-hand side can be simplified
and made dimensionless by pulling out the factor ng and
using the healing length ξ2 = ~2/2mng. Making the sub-
stitution (kξ)2f = x2 and performing the integral over k
leads to
1
16pi3
ng
ξ3
(
−2
√
2
15
)∫
dΩ
V˜ 5/2
f3/2
. (B16)
The remaining integrals cannot be solved analytically in
general. However, we are only interested in the lowest-
order corrections which are due to the lattice such that
we can expand the function under the integral to the
lowest order in s, which leads to
1
16pi3
ng
ξ3
(
−2
√
2
15
)∫
dΩ V˜ 5/2
(
1
+
3s2
64
(cos η cos θ − sin η sinφ sin θ)2
)
. (B17)
The first term gives rise to the standard LHY correc-
tion induced by dipolar interactions [14], while the latter
part includes the corrections due to the lattice. After per-
forming the integral over the angle φ, the second-order
correction to the ground state energy in the presence of
an optical lattice reads as
E
(2)
0
V
=
8
15pi2
(ng)5/2m3/2
~3
(
F (εdd)
+
3s2
512
∫ 1
−1
du (1 + εdd(3u
2 − 1))5/2
× (u2 + 1 + (3u2 − 1) cos 2η)) (B18)
with F (εdd) =
1
2
∫ 1
−1 du (1 + εdd(3u
2 − 1))5/2. The latter
term, accounting for the influence of the lattice, can be
rewritten as
s2
64
[
F (εdd) +
1
2
(3 cos2 η − 1)H(εdd)
]
(B19)
with H(εdd) =
1
2
∫ 1
−1 du (1 + εdd(3u
2 − 1))5/2(3u2 − 1).
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